The paper presents a comparative assessment of the procedures for applying two outranking methods in solving multi-criteria optimization tasks. The conducted study compares the fundamental PROMETHEE (Preference Ranking Organization METHod for Enrichment Evaluations) method, which is widely proposed to support selection of the best compromise alternative in multi-criteria tasks, with the newly developed RAZOR (Ranking of Alternatives by Z-score Operation Ratings) method. The paper describes the ranking methods and provides demonstrative numerical examples for existing electromechanical modules. The results of the numerical examples from the conducted multi-criteria optimization on a number of given criteria are presented. The study demonstrated that the calculation procedure in PROMETHEE method demands certain level of preliminary knowledge, but provides fine setting of preferences by the decision-maker. The RAZOR method, on the other hand, demands no preliminary knowledge and it is easier to visualize graphically.
INTRODUCTION
In the design process of modern electro-mechanical systems, optimization plays a very important role, in particular, in achieving a functional and reliable system that fully meets preliminary specified requirements. The main component of an electromechanical system is the electromechanical drive module, which represents constructive unification of the electrical and the mechanical part of the system. In most cases, it is a combination between an electric motor and a gear reducer (the so-called, in practice, geared motors). An exemplary structural scheme of such module is given in Fig. 1 . As illustrated in the figure a clutch can be used as a connection element, although most companies that manufacture such modules generally use different types of adapters. The vast amount of possible applications of these drive modules, such as woodworking machinery, textile machinery, HVAC, chemical industry, conveyor systems, garage doors, etc., as well as the continuous development of new technologies and technological products enforce the need for constant research of new methodologies for their design and optimal selection. Both tasks for designing electromechanical modules (EMM) and for optimal selection of existing ones for a given application are multi-variate, which is the main motivation for conducting this research.
Modern electromechanical drive systems are designed based on the modular approach. The main purpose of this approach is to be able to build as great a number of machines/systems as possible that can be used in different application areas using as small as possible number of unified modules. Due to its advantages, the modular design approach has been used for many years in different fields, such as electric vehicles [1] , robots and manipulators [2] , wind turbines [3] , machine tools [4] , buildings [5] and road embankments [6] . Modular design concept finds application in the design of EMM and most of the renowned companies that produce such drives have integrated the concept into their manufacturing technology as early as the 1920s [7] . The numerous advantages that this approach offers such as reducing the design and manufacturing time and costs, increasing the flexibility and the design possibilities, as well as the reliability of the systems and the quality of the products, etc., are some of the reasons for its wide application in vast variety of areas.
Although there are some requirements and limitations that need to be met when combining different types and sizes of electric motors and gear reducers, a significant number of combinations can be archived at constant values for the input data (rotational speed of the output shaft in [RPM] and the torque on the output shaft in [Nm] ). In order to select the most appropriate variant for a given application, an optimal solution by a given target function needs to be found, i.e. an optimization of the alternatives needs to be carried out, which is proven to be a difficult task that engineers face on a daily basis.
The definition of the optimality concept is application dependent. It, in general, implies selection of or making decision on the most favourable result under specific limitations or conditions. For instance, Zeleni [8] proposed eight concepts of optimality that provide a framework for conducting multi-criteria decision-making analysis. In addition, the real-life optimization problems in their essence, are multi-criterial, i.e. the decision-maker has to select the optimal solution among many alternatives dictated by a number of criteria, which are often contradicting. The multi-criteria optimization task does not provide one single solution, but rather a number of possible solutions, which are weighted by the decision-maker. The decision-making process is considerably eased by usage of the developed multi-criteria decision analysis (MCDA) tools, which include different methodologies and software.
In general, the classical multi-criteria methodologies can be divided into three main groups [9] : (1) multiattribute value theory, (2) outranking methods and (3) interactive methods.
There exists a general assumption that there are no better or worse methodologies, but methodologies that are better suited to particular decision problems than others [10] . Furthermore, we find in the literature that ideas have been proposed to unify several multi-objective optimization methods that can be used sequentially with the option of switching between procedures during the optimization process [11] . This approach means that different ways can be used to express preference needs and the active participation of the decision-maker during the switching between the procedures is required, i.e. the decision-maker must have some preliminary in-depth knowledge of the methods involved [12] . The family of outranking methods is considered well suited for provision of insight into the nature of multi-criteria decision problems and they provide suitable methodology to solve the task for optimization of EMM.
The study presented in this article is conducted using the fundamental PROMETHEE II method and the newly developed RAZOR method. The two methods can be easily applied in optimization of large number of alternatives, as both of them offer accurate ranking and opportunity for graphical interpretation of the results. In Section 2 of the paper, the PROMETHEE II methodology has been described with its most underlining concepts. Further detailed information on the calculus apparatus of the method can be found elsewhere in the literature [13, 14] . Under the same section, the procedure and calculus of the RAZOR method, which is a newly developed outranking technique, are presented. In Section 3, calculation on demonstrative examples for existing electromechanical modules is conducted and the results of the optimization using both methods are presented. Upon providing a short analysis of the obtained results in Section 4, concluding remarks are given in Section 5.
METHODOLOGY
As indicated above, the article focuses on comparative study of two decision-making tools, viz. PROMETHEE II and RAZOR, to perform multi-criteria optimization of electromechanical modules. In this section, the underlying principles of both methods are first elaborated.
PROMETHEE Method
Since its introduction in the 1980s, the PROMETHEE method has represented a fundamental methodology for solving multi-criteria optimization tasks. As a result various studies have been conducted and numerous variations of the method, including PROMETHEE I, II, III, IV, V and VI have been proposed [15, 16] .
Multiple software products and add-ins have been developed with the aim to facilitate the decision-making and calculation processes. Among others, the following can be mentioned as examples: -Extensions for MS Excel such as DEA Excel Solver [17] [12, 21] . -Specialized software [22] , Visual PROMETHEE [23] , Decision Deck Diviz [24] .
Nevertheless, the basis of the methodology is still used in its original form. The method uses weights and preference functions that allow proper decision-making particularly for too large optimization criteria [25] .
Further details on the historical backgrounds and contributions of the method are given in the comprehensive review presented in [26] . Review of the available literature shows as well that the PROMETHEE method and its extensions have been used widely in many different applications [14, 27, 28] .
Pairwise comparison and preference: This is the basis of the method where the calculated differences between each pair of alternatives are compared. These differences are evaluated with especially introduced preference functions. The decision-maker plays the strongest role at this stage. The outcome of the ranking depends on the selection of the type of preference function(s) to be used and the selection of values for the corresponding threshold(s). Since there exists no single solution to a multi-criteria optimization task, but rather several possible solutions, the preference that the decision-maker expresses is of the upmost importance. The PROMETHEE can be used successfully as MCDA tool if the decision-maker can express his/her preferences for the selected criteria.
Weights: Depending on the importance of a criterion, according to the decision-maker preference, weights of the criteria can be formulated. There are various methods of determining weight coefficients, as the PROMETHEE method allows equal importance of each criterion.
Preference degree and ranking: PROMETHEE offers the calculation of preference degree of one alternative ai over another alternative a j , which is used for the ranking of the alternatives based on the so-called positive and negative flows, respectively φ + and φ − . There are two main approaches for ranking of the alternatives: PROMETHEE I -the positive and negative flows are used to gain a partial pre-order. The larger φ + (a i ), the more the alternative dominates the other alternatives. The smaller φ − (a i ), the less the alternative is dominated. PROMETHEE II -complete ranking can be achieved by considering the net flow φ(a i ) for each alternative. If Fig. 2 shows the overall steps involved in the implementation of the PROMETHEE II method.
The PROMETHEE II method has been selected for conducting the presented study. Compared to the other versions, which can be viewed as extensions of the original methodology, PROMETHEE II offers complete ranking of the alternatives (pre-order) and it has the highest similarity with the newly developed RAZOR method.
RAZOR
The RAZOR method is a newly developed methodology for alternatives ranking based on the statistical Z-standardization approach. The basics of the method is the possibility to measure the distance up to the arithmetical average with the help of the standard deviation, which in statistics is called Z-standardization or Z-normalization. The values measured using this approach are called Z-values or most commonly referred to as standard score or Z-score.
The standard score is a very useful statistics because it allows the probability of a score occurring within a normal distribution to be calculated and enables the comparison of two scores that are from different normal distributions [29] . This statistical approach finds application in various fields such as medicine [30, 31] , financial and banking sector [32] , computer technology [33] , educational assessment [34] , and the like. The main advantage of this approach is that it allows non-comparable distribution values to be equalized to one scale, so they can be compared.
While implementing the RAZOR method, there is no need for selection of type of preference function to work with or to define values for the corresponding thresholds, which can be pointed out as another advantage, as the decision-maker's work is considerably facilitated. Figure 3 shows the procedure for conducting optimization with RAZOR method. The following multi-criteria task is considered for the method:
The RAZOR method can be applied in solving the given optimization task by implementing the steps described in Fig. 3 and presented in the following steps.
Step 1. Defining arithmetic average for criteria k i (.):
where m is the number of the selected alternatives.
Step 2. Calculation of the standard deviation for the criteria k i (.), based on the calculated value for the arithmetic average:
Step 3. Calculation of Z-values using the dependence:
where x is a concrete value from the distribution (the data row), x is the arithmetic average of this distribution, and σ is the standard deviation of the same distribution.
Step 4. Creating the so-called Z-matrix {z(k s ) i } from:
Step 5. Registration of the extremum of the criteria k i (.) above A:
The so-called "Ideal alternative" vector is obtained, which is built from the extremums of the components k i (.) of the criteria k i (.):
Step 6. Based on the calculated values of the Z-matrix, another matrix, called d-matrix, is constructed. It is a matrix with the distances from each alternative to the "Ideal alternative":
Step 7. At the final step, the ranking of the alternatives is defined based on the following expression:
where w i is the weight coefficient (w i = 0 -1). Regarding optimality on the n criteria, alternative a i will dominate alternative a j , if
DEMONSTRATIVE EXAMPLES
A multi-criteria optimization of existing geared motors (EMM) of three German companies has been conducted: (1) KEB Antriebstechnik GmbH, (2) WATT Drive Antriebstechnik GmbH and (3) Getriebebau NORD GmbH. The selection of alternatives is based on the following input data: output speed nout = 130 rpm and output torque M out = 77 N•m. The input power P in and the output power P out are calculated to be P in = 1,09 kW and P out = 1,05 kW respectively. An electric motor with nominal power P nom = 1,10 kW will be able to ensure that the values of the input data can be achieved. Based on these values, forty-nine (49) combinations of electric motor-gear reducers were selected using the manufacturers' product catalogue and selection software. Their structural components are asynchronous squirrel cage motor (2-, 4-, 6-and 8-pole motors are available) with nominal power of 1,10 kW and a gear reducer (helical, bevel, worm, with parallel shafts and combined gear units). The main technical parameters of the selected geared motors are given in Tab. 1.
The multi-criterial analysis of electromechanical modules can be conducted based on two main groups of criteria: (1) static criteria and (2) dynamic criteria. The static criteria include geometrical, energy and economical characteristics of the modules such as the total volume of the module, its overall dimensions, its total weight, the total efficiency, the centre distance between the gear reducer of input and output shaft, comparative values assessment, etc. The dynamic criteria represent some of the EMM dynamic characteristics such as fast performance, degree of uniformity in the starting regime, coefficient of dynamic overload in starting regime, the deviation of the torque, etc. For the demonstrative example, the following four static criteria have been selected: (1) V∑ -total volume of the EMM, including volume of the electric motor, of the clutch and that of the gear reducer:
3) η total -total efficiency of the EMM, including the efficiency of the electric motor, of the clutch and of the gear reducer: η total = η mot × η gear × η clutch , (-) (4) m total -total weight of the EMM, (kg). Ranking example 1  Ranking example 2  Ranking example 3  RAZOR  PROMETHEE  RAZOR  PROMETHEE  RAZOR  PROMETHEE  a1  3  1  9  1  4  3  a2  6  10  12  9  10  9  a3  37  40  36  40  38  38  a4  48  47  45  47  48  48  a5  18  16  20  18  20  17  a6  19  17  21  19  22  20  a7  32  35  31  35  32  30  a8  2  2  3  2  2  2  a9  27  24  26  25  28  27  a10  12  4  27  3  16  31  a11  7  14  5  13  6  11  a12  25  32  18  31  24  24  a13  20  23  16  23  18  18  a14  10  8  13  10  11  10  a15  22  26  19  27  23  22  a16  46  46  42  46  45  46  a17  30  20  33  20  31  32  a18  1  6  1  6  1  1  a19  23  34  15  34  19  16  a20  38  43  32  43  37  39  a21  17  28  11  28  14  13  a22  4  12  2  12  3  4  a23  8  11  8  11  8  7 Table 5 Results from the three numerical experiments (continuation) Alternatives Ranking example 1  Ranking example 2  Ranking example 3  RAZOR  PROMETHEE  RAZOR  PROMETHEE  RAZOR  PROMETHEE  a24  24  30  17  33  25  19  a25  45  48  41  48  43  47  a26  29  25  29  26  30  28  a27  5  5  7  5  5  5  a28  26  29  22  29  26  25  a29  13  21  4  21  12  12  a30  14  3  28  4  17  15  a31  11  13  6  14  9  6  a32  9  7  10  8  7  8  a33  40  42  37  42  40  37  a34  15  18  14  16  13  14  a35  36  37  35  38  36  34  a36  31  31  24  30  27 Three numerical experiments have been conducted using Visual PROMETHEE Academic Edition and MATLAB 2014b. To solve the multi-criteria optimization using RAZOR method, a Simulink model based on its stepwise procedure has been built.
Tab. 2 shows all the relevant information needed to conduct the numerical experiments. The ranking of the alternatives is presented in Tab. 3 and their graphical representation is shown in Fig. 4 and Fig. 5 . 
ANALYSIS OF THE RESULTS
As can be observed from Tab. 3, the results show a number of variations in the ranking of the alternatives, which are more prominent in the case of Example 1 and Example 2. The following two main reasons for these deviations can be pointed out: (1) Difference in the used software: Visual PROMETHEE was used to solve multi-criteria optimization in PROMETHEE method. Though MATLAB 2014b and its Simulink environment offer a wide variety of tools and functions in solving multi-criteria optimization tasks, its optimization toolbox does not provide means of solving such tasks using RAZOR method. (2) Differences in the methodologies of the used optimization methods: -RAZOR method is based entirely on mathematical calculations that reduce role of the decision-maker. -The ranking, obtained using PROMETHEE method depends, to a large extent, on the preference that the decision-maker defines -selection of type of preference function and values for the corresponding threshold(s). -In Example 1 there are no weight coefficients defined for the criteria, i.e. the four criteria are of equal importance, because of which both methods establish the ranking based on the comparison of the values for each alternative, as in some cases the difference between these values are very small
In the case of Example 1, PROMETHEE method ranking shows that alternative a18 is to be preferred in comparison with the other alternatives and alternative a8 is ranked second. RAZOR method ranking shows that alternative a1 should be preferred over all other alternatives, and alternative a8 is ranked second, as well. Upon further inspection, it has been noted that the differences in the values for all four criteria of alternatives a1 and a18 are small, which can be pointed out as a reason for the resulting deviations. The same is observed for the alternatives ranked from 1 st up to 10 th place. In the case of alternatives a3, a4, a16, a20, a25, a33, a40, a45, a46, a47, a48 and a49, the differences between their values for all criteria and the values of the rest alternatives are considerable, based on which they are ranked in the last positions. The example shows small overlapping in the results obtained from the two optimization methods, but mostly deviations in the ranking.
At PROMETHEE method, a tuning of the decisionmakers' preferences can be achieved by changing the values of corresponding threshold(s) and/or introducing weight coefficients for the criteria, as at RAZOR method, this can be done only by introducing weight coefficients. Closer observation of Example 2 shows that the introduction of weight coefficients for all of the criteria changes, in some of the cases very notably, the ranking, compared to Example 1. The deviations in the ranking obtained from the two methods are larger, as alternative a1 is ranked first in the instance of PROMETHEE method, and alternative a18 is again ranked first at RAZOR method.
A change in the ranking is observed in Example 3, as well, which is the result of introducing different values for q and p, as well as for the weight coefficients. In this case the deviations in the ranking of the two methods have been reduced significantly, as alternative a18 is ranked first and alternative a8 is ranked second, both according to PROMETHEE and RAZOR methods.
CONCLUDING REMARKS
The two outranking methods, presented in this article can be easily used in solving multi-criteria optimization tasks involving large number of alternatives and involving multi-criteria conditions. The stepwise procedures, in which they are applied, are light and simple to implement in comparison with other methods from the same family and a number of software products can be used to aid and ease the decision-makers' work. Both methods offer good insight into the nature of the optimization tasks, as well as the possibility for geometrical visualization of the results of the ranking in the two-dimensional space.
Although the PROMETHEE method requires to have some preliminary knowledge and experience of selecting suitable type of preference function and values for the corresponding threshold(s), its main advantage is the fine setting possibility of the preferences by the decisionmaker. As main advantages of the RAZOR method it can be pointed out that the calculation procedures are not that demanding and do not require preliminary knowledge. The results of the optimization using this method can also be visualized graphically using a number of software.
Based on the conducted numerical tests, the possibility of manipulating the results to a certain extent has to be noted. This is more prominent in using PROMETHEE, as (b) (c) (a) the choices that the decision-maker takes are directly related to the outcome of the optimization.
When it comes to solving multi-criteria optimization tasks, the results of the conducted evaluation using outranking methods offers to the decision-maker a guideline to select the "optimal" solution among others. As seen from the given examples in Section 3, the results can be contradictive, even with defined weights for the criteria. If the decision-maker is still not convinced, as to which alternative should be selected, a further optimization of selected number of alternatives can be conducted, i.e. the optimization task can be divided into several tasks with smaller amount of alternatives, based on the conducted initial optimization. Different methods and approaches can be combined, thereby achieving more precise evaluation, in order to remove any doubts regarding the optimality of one solution over the other.
