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In this article, an approach to calculate covariant expressions for the bilinears of Dirac spinors
will be presented. For this purpose, algebraic equations defining Dirac spinors will be discussed.
Following that, a covariant approach for spacetime parameterization will be presented and the
equations defining Dirac spinors will be written fully in terms of Lorentz scalars. Finally, explicitly
covariant expressions for Dirac bilinears will be calculated.
PACS numbers:
INTRODUCTION
Expressions involving products of Dirac spinors are
among the most common objects appearing in the prob-
lems of high energy physics. For example, any Feynmann
diagram involving fermions includes Dirac bilinears (e.g.
as in FIG. I). Various conventions for spinors are present
in the literature, and those mostly rely on the two-spinor
formalism which generally involves an explicit choice of
Dirac matrices and defining the four-component Dirac
spinors in terms of the well known two-component Pauli
spinors (see e.g. [1–3]). However, calculating covariant
expressions for them in terms of the relevant Lorentz
vectors remained an unfinished task [4]. Although ex-
isting conventions appear to be sufficient for standard
perturbative calculations, the use of Lorentz covariant
expressions in the study of bound states, for example in
hadronic physics [4] is expected to be more enlightening.
Another possible use of Lorentz covariant expressions is
expected to be in strong background physics, for example
in strong background QED, where, just like in hadronic
physics, fermions “dressed” with gauge bosons (and also
with virtual pairs) are involved [5].
What actually is expected from the use of Lorentz co-
variant expressions of Dirac bilinears can be easily exem-
plified within the context of hadronic physics. As is well
known, hadrons are bound states of quarks and glouns.
For a specified hadron, all multi-particle Fock states hav-
ing the same quantum numbers with that hadron con-
tribute to the quantum state of the hadron. For exam-
ple, for a meson, one can write in light-cone quantization
[7–12]:
|M(P ;2S+1 LJz , Jz) >=∑
Fock states
∫ [∏
i
dk+i d
2k⊥,i
2(2pi)3
]
2(2pi)3δ(3)
(
P˜ −
∑
i
k˜i
)
×
∑
λi
ΨJJzLS (k˜i, λi)|relevant Fock state > . (1)
where k˜ = (k+,~k⊥) and ΨJJzLS (k˜i) are the light cone wave
FIG. 1: An example diagram expressing the process e+e− →
µ+µ− at the lowest order in the corresponding perturbative
expansion [1]. The matrix element A for this diagram is:
A = v¯s
′
(p′) (−ieγµ)us(p)−igµν
q2
u¯r(k) (−ieγν) vr′(k′).
functions corresponding to the Fock states having the
same quantum numbers with the hadron. The light-cone
wave function involves outer products of spinors with dif-
ferent momentum arguments [8]. For example, for para-
positronium [8], one can write:
Ψ0,00,0(k˜1, k˜2) =N(k˜1, k˜2)×
{u(k˜1, ↑)v¯(k˜2, ↓)− u(k˜1, ↓)v¯(k˜2, ↑)}, (2)
where N(k˜1, k˜2) is the momentum-dependent normaliza-
tion factor for the wave function, and u (v) are the free
positive (negative) energy spinors, respectively. When
writing down amplitudes, traces are taken and products
of spinors with different momentum arguments appear.
Previously, C. Lorce´ calculated Lorentz covariant ex-
pressions for Dirac bilinears and presented a list of bilin-
ears involving all linearly independent combinations of
Dirac matrices [4]. The approach used by Lorce´ relied
on the fact that the timelike direction in spacetime dis-
tinguished between positive and negative energy spinors,
so the vector field corresponding to the timelike direc-
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2tion can explicitly appear in the expressions for bilinears
(both as certain zero components, and as an explicit vec-
tor n in that work) [4]. Although the final results in [4]
are Lorentz covariant, this is not explicit. In this work,
explicitly Lorentz covariant expressions are sought. Our
approach examines the foliation of spacetime in terms of
a set of basis vectors in more detail. Using our approach,
we have as well calculated all linearly independent struc-
tures of Dirac bilinears involving spinors with different
momentum arguments, but without the need to explic-
itly choose a timelike direction of spacetime.
Our paper is organized as follows. In the first part, we
present the well known relations between Dirac spinors
and the four vectors which are in a sense “arguments” of
these spinors. In the second part, we concretize our ap-
proach in calculating one set of Dirac spinors in terms of
another set, making use of the relations between spinors
and vectors discussed in the first part. This calculation
is equivalent to calculating the scalar bilinear structures,
and once the scalar structures are calculated, all tensorial
structures can be calculated in terms of them. This is the
content of the third part. And finally, in the fourth part,
we present comments on our results and on the relation
of our results with some of the conventions in the liter-
ature. Some calculations are also presented explicitly in
the Appendix.
I. DIRAC SPINORS AND LORENTZ VECTORS
Dirac spinors are solutions to the celebrated Dirac
equation. In momentum space, Dirac equation can be
expressed as (see e.g. [1–3]):
(γµp
µ − m)w(p) ≡
(
/p− m
)
w(p) = 0, (3)
where γµ are the Dirac matrices satisfying:
{γµ, γν} = 2gµν (4)
and gµν are the components of the metric tensor. Here, p
and m are respectively the momentum four-vector (with
p0 > 0 assumed [2]) and mass of the relevant fermion and
w(p) is the corresponding Dirac spinor.  = +1(−1) cor-
responds to positive (negative) energy solutions. In 3+1
dimensions, there are two linearly independent solutions
for each value of  [1–3].
Information about the spin of the particle is carried by
the Pauli-Lubansky vector [2]:
Wµ =
i
4
εµναβp
νσαβ , σαβ =
i
2
[γα, γβ ] . (5)
Pauli-Lubansky vector satisfies [2]:
W ·W = −m2λ(λ+ 1), (6)
where λ is the spin of the relevant particle, which is equal
to 1/2 for quarks and leptons. The projection of this vec-
tor on any four-vector s orthogonal to p (that is, satisfy-
ing s · p = 0) is related to the rest-frame spin projections
of the fermion along a four-vector which is obtained by
Lorentz transforming s to the rest frame [2]:
−W · s
m
w,σ = × 1
2
γ5/sw,σ = × σ × 1
2
w,σ, (7)
where σ = ±1 and s2 = −1 (dependence on p and s
is suppressed for simplicity of notation). Thus, the four
linearly independent Dirac spinors can be identified with
the following eigenvalue equations:
/pw,σ = mw,σ, γ5/sw,σ = σw,σ. (8)
Our approach for calculating Dirac bilinears in terms
of Lorentz scalars is based on covariantly using the four-
vector s in line with the momentum four-vector p, instead
of calculating rest frame spinors using a specific coordi-
nate system and boosting them to a generic frame where
the fermion has momentum p, as is usually preferred in
the literature. Once this goal is achieved, one can make
an explicit choice for the four-vector s so as to relate the
results with the conventional expressions in the litera-
ture.
One can derive various identities involving Dirac
spinors and combinations of Dirac matrices; these have
been studied in detail in [4]. Here, we concentrate on a
number of identities which will be of practical use. Using
the normalization:
w¯,σw′,σ′ = 2mδ′δσσ′ , (9)
the eigenvalue equations for Dirac spinors and the anti-
commutation relations for the Dirac matrices, one ob-
tains [4]:
u¯σγµuσ′ = 2pµδσσ′ , (10)
u¯σγµγ5uσ = 2mσsµ, (11)
where uσ ≡ w+,σ are the positive energy solutions. One
can derive similar identities for the negative energy so-
lutions as well, using γ5w,σ = −σw−,−σ as in [4]. It
is interesting to observe that the simple trick using the
eigenvalue equations cannot provide information on the
combination u¯σγµγ5u−σ, and in fact one observes that
this expression is actually non-zero (which can be verified
using any specific explicit representation). This observa-
tion motivates defining u¯σγµγ5u−σ as two other Lorentz
vectors related to the particle under study, and examine
their relation to p and s vectors:
− 1
4m
u¯+γµγ5u− ≡dµ (12)
⇒ − 1
4m
u¯−γµγ5u+ =d∗µ. (13)
3One observes that:
/dγ5u+ =
(
− 1
4m
u¯+γµγ5u−
)
× γµγ5u+
=
1
4m
γ5γ
µ (u+ ⊗ u¯+) γµγ5u−
=
1
4m
γ5γ
µ
(
/p+m
) (1 + γ5/s)
2
γµγ5u−
= u−. (14)
Here, the projection operators have been used [2]:
(uσ ⊗ u¯σ) =
(
/p+m
) (1 + σγ5/s)
2
. (15)
By a similar reasoning, one also observes that:
/d
∗
γ5u− = u+, /dγ5u− = /d
∗
γ5u+ = 0. (16)
The last equalities follow from the fact that d·d = d∗·d∗ =
0. So, one derives the conclusion that /d
∗
γ5 and /dγ5 are
simply the spin raising and lowering matrices for Dirac
spinors. Thus, one can define the following “spin-flip”
matrices:
u− ⊗ u¯+
2m
= /dγ5,
u+ ⊗ u¯−
2m
= /d
∗
γ5. (17)
Using the eigenvalue equations and the normalization
discussed above, one can easily verify that the following
equalities hold:
d · d∗ = −1
2
, d · d = d∗ · d∗ = 0; (18)
d · p = d∗ · p = 0, d · s = d∗ · s = 0. (19)
As is seen from the above equations, d and d∗ are null
vectors and they span a subspace of the 3 + 1 dimen-
sional Minkowski space that is orthogonal to the sub-
space spanned by p and s. This also implies that the set
of vectors {p, s, d, d∗} (which we will call the p−set from
now on) can be used as a basis for spanning the whole
3+1 dimensional Minkowski space. This observation has
the following interesting consequences:
• Any Lorentz vector, say q, can be decomposed into
its components along each of the p− set vectors:
qµ =
q · p
p2
pµ +
q · s
s2
sµ +
1
d · d∗ (q · d d
∗µ + q · d∗ dµ)
=
q · p
m2
pµ − q · s sµ − 2 (q · d d∗µ + q · d∗ dµ) (20)
which can easily be verified by taking dot products
with each of the p− set vectors.
• The independence of q2 from the basis set used for
computing it implies:
q2 =
(q · p
m
)2
− (q · s)2 − 4q · d q · d∗ (21)
⇒ gµν = pµpν
m2
− sµsν − 2
(
d∗µdν + dµd
∗
ν
)
. (22)
This decomposition of the metric tensor in terms of
the p− set vectors implies that the p− set vectors
are nothing but a set of vierbeins1 defined locally at
the spacetime position of the particle under study.
• Using the definitions for d and d∗ vectors, one ob-
serves that the following equality holds:
d∗µdν =
1
16m2
u¯−(p)γµγ5u+(p)u¯+(p)γνγ5u−(p)
=
Tr
(
γµγ5
(
/p+m
)
(1 + γ5/s) γνγ5
(
/p+m
)
(1− γ5/s)
)
64m2
= −1
4
(
gµν + sµsν − pµpν + imεµναβp
αsβ
m2
)
(23)
⇒ εµναβd∗µdνpαsβ = im
2
, (24)
which is related to the “handedness” of the p−set.
Note that Eq. (23) is equivalent to Eq. (22). The
only issue to be addressed is that this relation does
not violate the linear independence of the p − set,
since it involves linear combinations of the tensor
products of the related vectors rather than linear
combinations of the vectors themselves.
• It can be shown that, the vectors d and d∗ can
always be written in terms of two real spacelike unit
vectors, say n1 and n2, which are also orthogonal
to p and s, such that d = n1 − in2 and d∗ = n1 +
in2. Any Lorentz transformation Λ which leaves p
and s unchanged (that is, any rotation in the plane
spanned by d and d∗) rotates the spinors in the
spinor space but does not alter Eq. (8). That is,
the rotated spinors will still be the solutions to Eq.
(8) with the same eigenvalues:
Λµ νp
ν = pµ, Λµ νs
ν = sµ,
⇒S(Λ)/pw,σ = S(Λ)/pS−1(Λ)S(Λ)w,σ,
⇒mS(Λ)w,σ = /pS(Λ)w,σ,
⇒S(Λ)γ5/sw,σ = S(Λ)γ5/sS−1(Λ)S(Λ)w,σ,
⇒σS(Λ)w,σ = γ5/sS(Λ)w,σ, (25)
[1] Vierbeins (or vielbeins in general) EA µ are defined in the fol-
lowing way:
gµν = E
A
µE
B
νGAB ,
where gµν and GAB are metric tensor components referring to
two different sets of basis vectors where one set is orthonormal.
Vielbeins are generally used in the treatment of fermion fields in
curved backgrounds, where local orthonormal frames are needed
to handle spinors [13, 14]. So, this observation may be of practi-
cal value when calculating Dirac bilinears in curved backgrounds
or using basis vectors of curvilinear systems.
4due to S(Λ)γνS
−1(Λ) = γµΛµ ν . This obviously
corresponds to a freedom in defining the spinors,
which can be fixed (up to an overall phase related
to the normalization of the spinors) by fixing d and
d∗. From now on, we will continue our discussion
by assuming that all of the p−set vectors are fixed,
so that our p− set defines our spinor basis.
II. DIRAC EQUATION IN TERMS OF LORENTZ
SCALARS AND ITS SOLUTIONS
At this point, we can return to the calculation of Dirac
bilinears. If one considers another Dirac spinor, for ex-
ample some U+ satisfying:
/qU+ = MU+, γ5/rU+ = U+, (26)
using the decompositions of q and r in terms of the p−set
and the resolution of identity in terms of the u, v spinors:
1 =
∑
σ
(
uσ(p)⊗ u¯σ(p)
2m
− vσ(p)⊗ v¯σ(p)
2m
)
(27)
one can construct two eigenvalue equations which involve
the projections of U+ on the u, v spinors:

u¯+U+
u¯−U+
v¯−U+
v¯+U+
 =

q·p
mM 0
q·s
M
2q·d
M
0 q·pmM
−2q·d∗
M
q·s
M−q·s
M
2q·d
M
−q·p
mM 0−2q·d∗
M
−q·s
M 0
−q·p
mM


u¯+U+
u¯−U+
v¯−U+
v¯+U+
 ,
(28)

u¯+U+
u¯−U+
v¯−U+
v¯+U+
 =

−r · s 2r · d −r·pm 0
2r · d∗ r · s 0 r·pm
r·p
m 0 r · s 2r · d
0 −r·pm 2r · d∗ −r · s


u¯+U+
u¯−U+
v¯−U+
v¯+U+
 .
(29)
The matrices appearing in the equations are nothing but
/q and γ5/r written in the basis of u, v spinors. Then, the
solutions of these equations are the eigenvectors of /q and
γ5/r written in the basis of u, v spinors. The correspond-
ing components are the projections of these spinors on
the u, v spinor basis, which are proportional to the scalar
ones within the bilinears that we have been looking for.
In the u, v spinor basis, one also has the following in-
tuitively appreciable representation for γ5 and β where
w¯ ≡ w†β:
β =

1 0 0 0
0 1 0 0
0 0 −1 0
0 0 0 −1
 , γ5 =

0 0 −1 0
0 0 0 1
−1 0 0 0
0 1 0 0
 . (30)
Here, one does not necessarily choose a coordinate sys-
tem to define β. If one chooses a timelike unit vector n as
done in [4], one can simply define β ≡ /n and so w¯ = w†/n,
and (γµ)
† = /nγµ/n.
The eigenvectors of /q and γ5/r written in the basis of
u, v spinors read:
U+ =
1√
2m

u¯+U+
u¯−U+
v¯−U+
v¯+U+

= N ′

1
2
(
1 + q·s r·pmM+q·p − r · s
)
r · d∗ − q·d∗ r·pmM+q·p
M r·p+m(2q·d r·d∗−2q·d∗ r·d−q·s)
2(mM+q·p)
−m(q·d∗+q·s r·d∗−q·d∗ r·s)mM+q·p
 ,
U− =
1√
2m

u¯+U−
u¯−U−
v¯−U−
v¯+U−

= N ′

−r · d+ q·d r·pmM+q·p
1
2
(
1 + q·s r·pmM+q·p − r · s
)
m(q·d+q·s r·d−q·d r·s)
mM+q·p
M r·p+m(2q·d r·d∗−2q·d∗ r·d−q·s)
2(mM+q·p)
 ,
V− =
1√
2m

u¯+V−
u¯−V−
v¯−V−
v¯+V−

= −N ′

M r·p+m(2q·d r·d∗−2q·d∗ r·d−q·s)
2(mM+q·p)
m(q·d∗+q·s r·d∗−q·d∗ r·s)
mM+q·p
1
2
(
1 + q·s r·pmM+q·p − r · s
)
−r · d∗ + q·d∗ r·pmM+q·p
 ,
V+ =
1√
2m

u¯+V+
u¯−V+
v¯−V+
v¯+V+

= −N ′

−m(q·d+q·s r·d−q·d r·s)mM+q·p
M r·p+m(2q·d r·d∗−2q·d∗ r·d−q·s)
2(mM+q·p)
r · d− q·d r·pmM+q·p
1
2
(
1 + q·s r·pmM+q·p − r · s
)
.
 , (31)
where
N ′ (q, r, p, s) ≡
√
2MN (q, r, p, s) ,
N (q, r, p, s) ≡
(mM + q · p)√
mM{q · s r · p+ (mM + q · p) (1− r · s)} . (32)
5It would immediately be understood that the depen-
dence of the spinors on the Lorentz vectors is mostly
suppressed for brevity.
In a sense, the above expressions for the U, V spinors
can be understood as that they have been written in a
covariantly defined spinor basis, and there still is an al-
gebraic freedom in defining the U, V spinors. This is a
consequence of the fact that a Dirac spinor in the ir-
reducible representation in 3 + 1 dimensions involves 4
complex (and equivalently 8 real) functions (apart from
normalization) to be calculated, however Eq. (8) pro-
vides 4 independent equations in total. If we were to
construct a q − set, which would also involve two other
vectors, say ∆ and ∆∗, orthogonal to q and r and which
would relate the spinors having the same energy eigen-
values but opposite spin eigenvalues, we would be able
to provide additional equations for the functions in the
U, V spinors. So, the still remaining algebraic freedom in
the above expressions comes from the fact that we have
not fixed ∆ and ∆∗. One can perform such fixing, for
example, by defining a Lorentz transformation relating
the p− set to the q − set.
The expressions above involve p, s, d, d∗ vectors; how-
ever, in practice one usually deals with p, s, q, r vectors.
One observes that d and d∗ vectors can be written in
terms of p, s, q, r vectors; relevant details have been given
in the Appendix. As a result, we can treat the above ex-
pressions as functions of p, s, q, r vectors.
At this point, one can further simplify the notation.
Regarding d and d∗ vectors as functions of p, s, q, r vec-
tors, one defines:
A (q, r, p, s) ≡ 1
2
(
1 +
q · s r · p
mM + q · p − r · s
)
,
B (q, r, p, s) ≡ r · d∗ − q · d
∗ r · p
mM + q · p
C (q, r, p, s)
≡ M r · p+m (2q · d r · d
∗ − 2q · d∗ r · d− q · s)
2 (mM + q · p)
D (q, r, p, s) ≡ −m (q · d
∗ + q · s r · d∗ − q · d∗ r · s)
mM + q · p ,
(33)
and one obtains:
u¯+U+
u¯−U+
v¯−U+
v¯+U+
 = √4mMN (q, r, p, s)

A (q, r, p, s)
B (q, r, p, s)
C (q, r, p, s)
D (q, r, p, s)
 ,

u¯+U−
u¯−U−
v¯−U−
v¯+U−
 = √4mMN (q, r, p, s)

−B∗ (q, r, p, s)
A (q, r, p, s)
−D∗ (q, r, p, s)
C (q, r, p, s)
 ,

u¯+V−
u¯−V−
v¯−V−
v¯+V−
 = √4mMN (q, r, p, s)

−C (q, r, p, s)
D (q, r, p, s)
−A (q, r, p, s)
B (q, r, p, s)
 ,

u¯+V+
u¯−V+
v¯−V+
v¯+V+
 = √4mMN (q, r, p, s)

−D∗ (q, r, p, s)
−C (q, r, p, s)
−B∗ (q, r, p, s)
−A (q, r, p, s)
 .
(34)
So, we have arrived at the covariant expressions for
scalar bilinears in terms of q, r, p and s vectors. Us-
ing w−,−σ = −σγ5w,σ, pseudoscalar structures can di-
rectly be obtained from the scalar ones:
u¯+U+
u¯−U+
v¯−U+
v¯+U+
 =

−u¯+γ5V−
−u¯−γ5V−
−v¯−γ5V−
−v¯+γ5V−
 ;

u¯+U−
u¯−U−
v¯−U−
v¯+U−
 =

u¯+γ5V+
u¯−γ5V+
v¯−γ5V+
v¯+γ5V+


u¯+V−
u¯−V−
v¯−V−
v¯+V−
 =

−u¯+γ5U+
−u¯−γ5U+
−v¯−γ5U+
−v¯+γ5U+
 ;

u¯+V+
u¯−V+
v¯−V+
v¯+V+
 =

u¯+γ5U−
u¯−γ5U−
v¯−γ5U−
v¯+γ5U−

(35)
III. CALCULATING TENSORIAL STRUCTURES
We can now proceed to the calculation of vector, axial-
vector and anti-symmetric tensor structures. But before
delving into calculations, it would be useful to express
certain equalities involving vector and axial-vector struc-
tures. Using these equalities, one only needs to calculate
8 combinations, within the totality of 32 possible combi-
nations.
u¯+γµU+ = −u¯+γµγ5V− = v¯−γµV− = −v¯−γµγ5U+,
u¯+γµU− = u¯+γµγ5V+ = −v¯−γµV+ = −v¯−γµγ5U−,
u¯+γµV− = −u¯+γµγ5U+ = v¯−γµU+ = −v¯−γµγ5V−,
u¯+γµV+ = u¯+γµγ5U− = −v¯−γµU− = −v¯−γµγ5V+,
u¯−γµU+ = −u¯−γµγ5V− = −v¯+γµV− = v¯+γµγ5U+,
u¯−γµU− = u¯−γµγ5V+ = v¯+γµV+ = v¯+γµγ5U−,
u¯−γµV− = −u¯−γµγ5U+ = −v¯+γµU+ = v¯+γµγ5V−,
u¯−γµV+ = u¯−γµγ5U− = v¯+γµU− = v¯+γµγ5V+, (36)
A similar reasoning holds for higher rank tensor struc-
tures as well. Noting that σµνγ5 = − 12µναβσαβ [2, 4],
one notices that there are 4 independent structures out
of 16:
u¯+σµνU+ = −u¯+σµνγ5V− = −v¯−σµνV− = v¯−σµνγ5U+,
u¯+σµνU− = u¯+σµνγ5V+ = v¯−σµνV+ = v¯−σµνγ5U−,
u¯−σµνU+ = −u¯−σµνγ5V− = v¯+σµνV− = −v¯+σµνγ5U+,
u¯−σµνU− = u¯−σµνγ5V+ = −v¯+σµνV+ = −v¯+σµνγ5U−.
(37)
6Now we can write down the independent vector, axial-
vector and anti-symmetric tensor structures and calcu-
late them. In the appendix we show that d and d∗ can
be written in terms of p, s, q and r. So, we can expand
the tensorial structures in terms of p, s, d and d∗ and
eliminate d and d∗ from the expressions later. This ap-
proach is easier because p, s, d and d∗ are orthogonal and
so no matrix inversion will be necessary to calculate the
coefficients in the expansions of the tensorial structures.
For vector and axial-vector structures, one writes:
u¯±(p)γµW,σ(q) ≡
√
4mMN (q, r, p, s)×(αp
m
pµ − αssµ − 2αddµ − 2αd∗d∗µ
)
,
(38)
where W,σ(q) is a spinor which satisfies /qW,σ(q) =
MW,σ(q) and γ5/rW,σ(q) = σW,σ(q). Then, one con-
tracts this expression with p, s, d and d∗ to get the un-
known coefficients αp, αs, αd and αd∗ . The results
2 of
this procedure are presented in TABLE I.
αp αs αd αd∗
u¯+γµU+ A (q, r, p, s) −C (q, r, p, s) −D (q, r, p, s) 0
u¯+γµU− −B∗ (q, r, p, s) D∗ (q, r, p, s) −C (q, r, p, s) 0
u¯+γµV− −C (q, r, p, s) A (q, r, p, s) −B (q, r, p, s) 0
u¯+γµV+ −D∗ (q, r, p, s) B∗ (q, r, p, s) A (q, r, p, s) 0
αp αs αd αd∗
u¯−γµU+ B (q, r, p, s) D (q, r, p, s) 0 C (q, r, p, s)
u¯−γµU− A (q, r, p, s) −C (q, r, p, s) 0 −D∗ (q, r, p, s)
u¯−γµV− D (q, r, p, s) B (q, r, p, s) 0 −A (q, r, p, s)
u¯−γµV+ −C (q, r, p, s) A (q, r, p, s) 0 −B∗ (q, r, p, s)
TABLE I: Expansion coefficients according to Eq. (38).
The same approach can be used for calculating the
anti-symmetric tensor structures. In 3 + 1 dimensions,
an anti-symmetric tensor has 6 independent components,
and hence can be expanded as follows:
u¯σ¯σµνUσ√
4mMN (q, r, p, s)
≡
βps (pµsν − pνsµ) + βdd∗ (dµd∗ν − d∗νdµ)
βpd (pµdν − dνpµ) + βpd∗ (pµd∗ν − d∗νpµ)
βsd (sµdν − dνsµ) + βsd∗ (sµd∗ν − d∗νsµ) . (39)
Contracting with each of the terms present in the ex-
pansion, one calculates the coefficients for the 4 inde-
pendent anti-symmetric tensor structures, which are pre-
sented in TABLE II.
[2] Notice that some of the bilinear expressions appear to be already
independent from d and d∗
u¯+σµνU+ u¯+σµνU−
βps
iC(q,r,p,s)
m
−iD∗(q,r,p,s)
m
βdd∗ −2iA (q, r, p, s) 2iB∗ (q, r, p, s)
βpd
2iD(q,r,p,s)
m
2iC(q,r,p,s)
m
βpd∗ 0 0
βsd 2iB (q, r, p, s) 2iA (q, r, p, s)
βsd∗ 0 0
u¯−σµνU+ u¯−σµνU−
βps
iD(q,r,p,s)
m
iC(q,r,p,s)
m
βdd∗ 2iB (q, r, p, s) 2iA (q, r, p, s)
βpd 0 0
βpd∗
−2iC(q,r,p,s)
m
2iD∗(q,r,p,s)
m
βsd 0 0
βsd∗ −2iA (q, r, p, s) 2iB∗ (q, r, p, s)
TABLE II: Expansion coefficients according to Eq. (39).
IV. RELATION WITH THE LITERATURE
The last issue to be addressed is how to relate these
results to the conventional expressions present in the lit-
erature. To do this, we can remind one procedure which
is widely used in the literature.
In the rest frame of the fermion, its momentum four-
vector reduces to a vector which can be chosen as the
time-like vector in a basis set. In the usual Minkowskian
coordinates t, x, y, z, in the usual representation, one
writes:
prest = (m, 0, 0, 0). (40)
Similarly, one chooses a spatial direction, say, the z-axis,
represented by the vector (0, 0, 0, 1) along which the spin
projections in the rest frame are to be calculated. One
then calculates the simulateneous eigenspinors of mγ0
and γ3, and boosts those spinors to a frame where the
fermion has momentum four-vector p using the projectors
/p±m
2m . The procedure can be followed in e.g. [2]. A suit-
able choice for the four-vectors s and r in this procedure
would be the following:
s ≡ 1√
E2p − p2z
(−pz, 0, 0, Ep),
r ≡ 1√
E2q − q2z
(−qz, 0, 0, Eq), (41)
where E2p ≡ m2 + ~p2 and E2q ≡M2 + ~q2. Clearly, each of
these vectors reduce to (0, 0, 0, 1) in the rest frames for
the corresponding fermions. Since the bilinear expres-
sions calculated in this work are all expressed in terms
of Lorentz scalars, these choices for the s and r vectors
directly lead us to expressions which can be calculated
by the above mentioned procedure using an explicit rep-
resentation for the spinors. Of course, this choice for s
and r vectors is not unique; there are alternative choices
7in the literature which all reduce to (0, 0, 0, 1) in the rest
frames of the corresponding fermions. For example, in
[2], the helicity basis has also been introduced:
sp ≡
( |~p|
m
,
Ep
m
~p
|~p|
)
. (42)
Such a choice will directly lead one to the expressions
which can be obtained by beginning the calculations with
the corresponding explicit representations in the helicity
basis. So, if one needs to relate our results to a specific
coordinate system and a specific explicit representation,
one’s specification of s and r like the above will be suffi-
cient.
As an example, we can present the conventions adopted
in [2] and explicitly calculate any one of the bilinears.
In [2], the following representations of Dirac matrices is
used:
γ0 =
[
I 0
0 I
]
, γi =
[
0 σi
−σi 0
]
, γ5 =
[
0 I
I 0
]
, (43)
where σi (i = 1, 2, 3) are the Pauli matrices and I is the
2×2 identity matrix. One calculates the Dirac spinors by
first calculating the rest frame spinors and then boosting
them to a frame in which the fermion has 4-momentum
p:
urest+ =

1
0
0
0
 , urest− =

0
1
0
0
 , vrest− =

0
0
1
0
 , vrest+ =

0
0
0
1
 ,
(44)
then:
u±(p) =
(/p+m)√
Ep +m
urest± , v±(p) =
(−/p+m)√
Ep +m
vrest± . (45)
Here, one calculates the s vector to be equal to:
s =
1
m(m+ Ep)
× (pz(m+ Ep), pzpx , pzpy , p2z +m(m+ Ep)) . (46)
Similarly, one can construct the spinors U±(q), V±(q) and
calculate:
r =
1
M(M + Eq)
× (qz(M + Eq), qzqx , qzqy , q2z +M(M + Eq)) . (47)
In order to compare our approach with the existing con-
ventions in the literature, we can calculate u¯+(p)U+(q)
both by using the above calculated vectors and our co-
variant expression A(q, r, p, s). Indeed, one observes that:
√
4mMN(q, r, p, s)A(q, r, p, s) =√
(mM + q · p) (1− r · s) + q · s r · p;
u¯+(p)U+(q) =
(Ep +m) (Eq +M)− ~p · ~q + i (pxqy − pyqx)√
(Ep +m) (Eq +M)
, (48)
where the second equality arises from the above men-
tioned conventions of [2]. When one calculates the abso-
lute square of the second relation, one arrives at the ab-
solute square of the first relation. This implies that our
results are in agreement with the representation given in
[2] up to phase. Notice that the phase of the square root
is not specified in our expression, which allows us to con-
clude that our result reproduces the explicit expression
obtained using the representation of [2].
CONCLUSION
At the end, we can say that we have achieved the goal
to write down Dirac bilinears purely in terms of Lorentz
scalars composed of the vectors p, s, q and r. The lengthy
appearance of the expressions is a consequence of the fact
that they have been calculated for the most general case.
Whenever it is possible to impose further constraints on
the vectors p, s, q and r (like, for example, considering
cases where it is possible to choose r = s), the expressions
can obviously be simplified. In addition, we can argue
that the need for specifying a timelike vector indicating
the timelike direction in the foliation of spacetime (as
needed in [4]) is no longer necessary in our approach.
This is an advantage of our approach over that presented
in [4]. Further more, we also observe that all bilinears
can be expressed in terms of the four complex functions
A(q, r, p, s), B(q, r, p, s), C(q, r, p, s), D(q, r, p, s). This is
another advantage of our approach which will definitely
be useful in more specific problems.
APPENDIX
The only conditions on the vectors d and d∗ are:
• that they span s subspace orthogonal to that
spanned by p and s;
• that they are null vectors; and
• d · d∗ = −1/2.
Apart from these conditions, they are arbitrary. Above,
we have argued that they can be written in terms of two
arbitrary spacelike vectors n1 and n2 as n1± in2. In this
8appendix, we propose an approach for how these vectors
n1 and n2 can be chosen.
When one wishes to calculate the above mentioned bi-
linears, one obtains two more vectors, q and r. As long
as the set p, s, q, r is linearly independent, one can make
use of q and r to choose n1 and n2. One can begin with
defining the following vector:
q⊥µ ≡ qµ − q · p
m2
pµ + q · ssµ.
This vector is orthogonal to both p and s, and is space-
like. One defines, say,
n1µ ≡ q⊥µ√−q2⊥ .
The other one can be defined as
n2µ ≡ Cµναβnν1pαsβ ,
where C is a normalization factor such that n22 = −1.
Notice that n2 is also spacelike. Such a choice is further
convenient since n1 and n2 are also orthogonal to each
other. Then, one can define
d ≡ n1 − in2
2
⇒ d∗ ≡ n1 + in2
2
.
This approach works even when only 3 of the vectors
of the set p, s, q, r are independent. For example, when
r⊥ = 0 but q⊥ 6= 0, the above approach works. When
q⊥ = 0 but r⊥ 6= 0, one can define
r⊥µ ≡ rµ − r · p
m2
pµ + r · ssµ,
and perform the same procedure using r⊥. Only when
both q⊥ = 0 and r⊥ = 0, the vectors d and d∗ remain
arbitrary. In this case, q and r can only be vectors lying
in the subspace spanned by p and s, and this fact can
be used for calculating the bilinear structures, since, ob-
viously, q · d = q · d∗ = 0 and r · d = r · d∗ = 0 in this
case.
So, we conclude that one can eliminate d and d∗ from
the bilinear expressions using the above approach, or us-
ing any other approach which is consistent with the con-
ditions on d and d∗.
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