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Abstract
We have developed high density im-
age processing techniques for ﬁnding the
surface strain of an unprepared sample of
material from a sequence of images taken
during the application of force from a test
rig. Not all motion detection algorithms
have suitable functional characteristics
for this task, as image sequences are
characterised by both short- and long-range
displacements, non-rigid deformations,
as well as a low signal-to-noise ratio
and methodological artefacts. We show
how a probability-based motion detection
algorithm can be used as a high conﬁdence
estimator of the strain tensor characterising
the deformation of the material. An im-
portant issue discussed is how to minimise
the number of image brightness differences
that need to be calculated. We give results
from three studies: mild steel under axial
tension, the formation of kink bands in
compressed carbon-ﬁbre composite, and
non-homogeneous strain ﬁelds in a welded
aluminium alloy. Because the algorithm
offers increased accuracy near motion con-
trast boundaries, its application has resulted
in new mesomechanical observations.
Keywords: digital image correlation,
strain mapping, optical ﬂow, Bayesian
methods.
1. Introduction
Image processing has an obvious ap-
plication in mesomechanics, as the same
analysis process can be used for images
taken at different magniﬁcations and hence
different scales and resolutions. A variety
of motion detection algorithms are well
known in the ﬁeld of image processing,
but they have found only very limited ap-
plication to strain measurement for in-situ
mechanical testing. The most common al-
gorithms used for strain mapping are based
on correlation [13] and Fourier methods
[1]. A more recent method is based on
maximising the posterior probability of dis-
placement [6]. In materials science, most
attempts at using motion detection methods
for the measurement of displacement, and
hence the determination of strain, have
relied on applying speckle paints, grids or
markers (e.g. [1, 16]). This provides more
contrast and texture to aid image process-
ing, but can obscure the metallographic
detail. Because long-range displacements
(of more than say 8 pixels) are common
in strain experiments, correlation-based
methods have been favoured over the local
gradient-based methods such as optical
ﬂow [11]. Yet, the non-rigid deformations
inherent in strained materials are not
1ideal for correlation-based approaches.
In previous work, Chivers carried out a
comparative study of the performance
of various algorithms (correlation, op-
tical ﬂow, probability) applied to strain
measurement problem on metal alloys,
and found that the probability method [7]
gave the best performance on a range of
trial problems. This method computes, at
each point where a displacement vector
is required, a multi-modal probability
distribution function to estimate the max-
imum likelihood of a displacement. Both
short-and long-range displacements can be
found, as well as the displacements that
form non-rigid deformations. The method
is particularly accurate at motion contrast
borders, an essential property for strain
measurements.
The work described in this paper uses
high resolution digital photomicrographs of
unpainted surfaces so that the displacement
maps can be compared with features of the
material. Generally the grain structure of
metals or the weave of composites gives
sufﬁcient optical texture for the method
to be effective. We apply a probability-
based method to some particular instances
that are considered to be of importance
in materials science today. The chosen
problems are very different, and have been
selected to demonstrate the technique on
different materials where inhomogeneous
strain is expected. In both examples
the material is well known although the
deformation process itself requires further
understanding. The ﬁrst case observes the
tensile properties of a mild steel and the
heterogenous deformation associated with
individual grains. The second case is a
heat-treated laser welded aluminium alloy
(Al 2024). Al 2024 is commonly used
in the aircraft industry. Weldments have
heterogeneous properties both in the fused
metal and in the surrounding heat affected
zone; hence there will be signiﬁcant strain
gradients when they are strained in tension.
The third case is kink-band formation in a
unidirectional carbon ﬁbre composite. The
compressive strength of such composites is
generally just overhalf their tensilestrength
and the most common method of failure
in compression is by ﬁbre kinking. The
understanding of kinking mechanisms and
the prediction of critical kinking stress have
been advanced markedly through the past
three decades. However the mechanism of
initiation and propagation of the kink bands
is still not ﬁrmly established and there has
been little work on the dynamics of their
formation.
2. Image Analysis
In order to estimate displacements in
the image, one must ﬁrst decide which
property of the image to track over time.
One common approach is based on the
assumption that light reﬂected from a part
of the object surface remains constant
through time, in which case one can track
points or small regions of constant image
intensity. Where I(x;y;t) is the image
intensity function, the conservation of
intensity assumption [11] is given by the
equation
I(x;y;t) = I(x + u;y + v;t + t) (1)
where (u;v) is the displacement of the local
image region after time t. Letting u = dx
dt
and v =
dy
dt and taking the temporal deriva-
tive of Eq. (1), the gradient constraint equa-
tion is deﬁned:
@I
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= 0: (2)
The solutions to Eq. (2) in velocity space
lie along a line, which represents all the
2D velocities that are consistent with the
derivative measurements in Eq. (2). This
fundamental ambiguity is resolved in
practice by choosing the solution (u;v)?,
the motion component in the direction of
the local gradient of the image intensity
function. Thus, measuring spatiotemporal
derivatives allows the estimation of normal
image velocity, and gradient-based meth-
ods use this principle (see review [2]).
For simplicity, when a pair of images
I1 and I2 are considered, we shall hence-
forth abbreviate I1(x;y) = I(x;y;t) and
I2(x + u;y + v) = I(x + u;y + v;t + t).
3. Correlation Methods
The cross correlation between two im-
ages is a standard approach to feature
matching, and has been applied widely as
a tool for measuring surface deformations.
Our summary here is not exhaustive, and
is intended simply to compare the standard
method with the probability-based method
we use. The use of cross-correlation is mo-
tivated by the distance between two images.
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of interest is deﬁned for each image. With
n = bN=2c, the squared Euclidean distance
between the two regions of pixels is given
by Eq. (3). In a template matching context,
I1 is the template, and the above operation
has the effect of pairing each pixel in the
template with a corresponding pixel in the
image centred at u;v. In the expansion
of d2 shown in Eq. (4), the template term P
I2
1(x;y) is constant. If the image energy
term
P
I2
2(x + u;y + v) is approximately
constant (an assumptionchallenged below),
then the remaining cross-correlation term
Eq. (5) is a measure of the similarity
between the regions of interest. In spite
of the popularity of this approach, we list
four disadvantages to using Eq. (5) for for
ﬁnding displacements: (a) If the image
energy
P
I2
2(x + u;y + v) varies with
position, matching using Eq. (5) can fail.
For example, Eq. (5) implicitlygives higher
values for correlation in brighter parts of
an image; (b) The range of c(u;v) depends
on the size of the feature; (c) Eq. (5) is not
invariant to changes in image amplitude
such as those caused by changes in illumi-
nation across the image sequence; (d) The
cross-correlation is insensitive to rotation
and afﬁne transformation of the feature.
For example, correlation may be lost in the
presence of non-rigid deformations of the
image sequence.
To overcome the ﬁrst three disadvan-
tages, it is customary to normalise c(u;v).
One way is to divide by the sum of grey
levels in one or both regions of interest;
Eq. (6) is in common use. Another ap-
proach is to use a centralised correlation
coefﬁcient using the mean pixel values in
the template and image region of interest.
However, this is much more expensive to
calculate. Concerning the fourth disadvan-
tage, one way to ameliorate the problem
of insensitivity to non-rigid distortions
is to use a parametric form that relates
pixel coordinates in the ﬁrst image with
coordinates in the second image [3, 14]:
(x;y;) = 1 + 3x + 4y; (8)
(x;y;) = 2 + 5x + 6y: (9)
The parameters (1, 2) describe the (u;v)
displacement components between the
images, and the remaining parameters
allow for an afﬁne transform. Using the pa-
rameter vector , Eq. (6) may be rewritten
in the form of Eq. (7). This formulation has
been proposed for strain mapping [14]. It is
necessary to solve for the parameter vector
by iterative optimisation of Eq. (7), and the
implications of this are discussed below.
4. MAP Estimation of Displacement
In Eq. (6) and (7) the values of c0 lie
between 0 and 1, and could therefore beinterpreted as a ‘probability’ of correlation.
However, this is not justiﬁed, and it is more
useful to formulate from ﬁrst principles an
approach based on probabilistic models.
In this section we formulate a Bayesian
framework for robustly estimating the
displacement parameters  within a support
region R; this work extends and improves
the scheme previously used [7, 6]. Within
the framework it is possible to handle
several different types of displacement
model. Two are considered here: (a)
Constant displacement of the region, thus 
has two elements (1;2) = (u;v), and (b)
Afﬁne deformation of the region, in which
case the six elements of  are given as in
Eq. (8) and (9).
In order to optimally estimate , a
maximum a posteriori (MAP) estimate is
made such that
^  = argmax
P(Dj;X)P(jX)
P(DjX)
(10)
with ^  corresponding to the estimate of
the true , the two quantities D and X are
deﬁned as follows: D is the data, in this
case the images; X is the prior information
upon which all the probabilities are condi-
tioned, in this case the shape of the region
R in the ﬁrst image, the search region in
the second image S, and the assumption of
the error distribution. Note that P(DjX)
is a constant and hence discounted from
hereon for the purposes of optimizing ^  .
The shape of support region R is a
disc of radius r. All the pixels that are
completely enclosed by a disc of the
support radius are included to form R. As
the radius r increases, stability of the result
may be improved owing to spatial inte-
gration, however accuracy may decrease,
as the motion model  may no longer be
valid for the whole region. Furthermore the
computation time required is governed by
factor of approximately r2. The radius
s of the search region S determines the
range of permissable , and should be large
enough to encompass the correct solution.
However the computation time required is
governed by factor of approximately s2
and if the radius is too large, the algorithm
is more susceptable to aliasing effects.
Next we formulate the distributions in
Eq. (10). There are two terms: P(Dj;X)
is the conditional likelihood and P(jX) is
the prior probability. The likelihood term is
based on the conservation of intensity as-
sumption[11] that for the true displacement
(u;v) then I1(x;y) = I2(x + u;y + v) plus
some additive noise , such that  follows
the distribution f(), i.e. the probability of
observing the value  = d is f(d). Thus
the likelihood of observing a particular
displacement (ui;vi) for a pixel (xi;yi)
within R is
f(di) such that di = I2(xi + ui;yi + vi)
  I1(xi;yi) (11)
assuming that all the di are conditionallyin-
dependent of one another within a region
(note this is not the same as assuming that
the displacements are independent). The
likelihood of a region moving under dis-
placement hypothesis  can be determined
by the product of all di arising from the hy-
pothesised displacements within the region:
P(Dj;X) =
Y
i:(xi;yi)2R
f(di): (12)
The prior term P(jX) is zero for values
of ^  which lead to disparities outside the
search region S of radius s. It is possible to
assume a uniform prior, however, it is use-
ful to use the prior to bias ^  towards low
displacement solutions. A suitable prior is
P(jX) = g
p
u2 + v2

(13)
where g() = cos( 
s) is deﬁned within
the range  s    s. Future work will
concentrate on a prior that favours spatial
coherence.
Taking logs, the MAP estimator is given as
^  = argmax log(P(jX))
+
X
i:(xi;yi)2R
logf(di): (14)
This is equivalent to the formulation given
in previous work [7, 6] with values of
the likelihood chosen to be of the form
f(di) = exp(exp(
 d2
i
2 )) for displacements
that lie within S. For pixels whose cor-
respondence lie outside S the probability
is suitablynormalizedas described in[7, 6].
Combining terms, we obtain the MAPestimator
^  = argmax log(P(jX))
+
X
i:(xi;yi)2R
exp

 d2
i
2

: (15)
Note that this distribution is not a Gaussian.
The exponential likelihood has particular
advantage as it strongly limits the effects of
outliers, and normalizes the log likelihood
to lie between 0 and 1. The choice of
 controls the effect of large errors di
(potential outliers) on the resultant estimate
of ^  .
The formulation of the MAP estimator
given in Eq. (15) lends itself to a simple
robust estimation scheme based on voting
as described in [7]. In the case of the pure
displacement model it is possible for each
 to evaluate Eq. (15) for all the pixels in
R and select the optimal  that maximizes
Eq. (15). This is a robust estimator as the
double exponential function eliminates the
effects of outliers. For efﬁciency, look-up
tables are used to evaluate the exponentials.
For the afﬁne case, with  = (1;:::;6), an
optimization is conducted with start point
(~  1; ~  2;0;0;0;0) using a direct method,
(~ 1; ~ 2) being the optimal estimate of the
constant displacement model for the region.
The method typically requires 9 iterations
and 73 evaluations of Eq. (15). The re-
sulting solution can show accuracy to 0.01
pixel within an arbitrary range, typically
s = 20 pixels in our stressed materials data.
A support radius of r = 9 pixels sufﬁces
for good quality and synthetic data, though
a support radius of r = 16 pixels has been
used for the examples given in Section 6.
5. Interpolation and Optimisation
Normally, images are represented as
arrays of pixels indexed by integers. Pixels
can be directly accessed only at integer
locations. However, when estimating
displacements of non-integral length, it is
necessary to sample the image at fractional
locations. To accomplish this, some form
of interpolation is required. Interpolation is
also required if the search of the image is
driven by the optimisation method. Linear
interpolation has been proposed in a strain
mapping context [10, 9], but this has been
shown [14] to result in errors of up to
20% of the actual strain level. Schrier et
al [14] have studied interpolation errors
for a variety of interpolators including
spline and polynomial methods, and have
found good results for the standard cubic
spline interpolator, with best results for
the more expensive quintic B-spline in-
terpolator. However they did not consider
the Catmull-Rom spline, one of a family
of C1-continuous interpolating cubics.
Dodgson [8] has shown how it has been
derived differently in ﬁve different ways:
as the quadratic B-spline blend of three
linear functions; as a linear blend of two
quadratics; as the C1-continuous cubic
that matches a Taylor series expansion to
the highest order; as the C1-continuous
interpolating cubic with the best frequency
response; and as a Hermite form with
approximated tangents. The fact that the
same cubic has been put forward indepen-
dently as somehow the ‘best’ cubic by two
separate methods, and is also the end result
of three other derivations would seem to
point to the Catmull-Rom spline as the
best all-round cubic interpolant. Empirical
results back thisup: On strain mappingdata
we have found the Catmull-Rom spline to
cause about half the interpolation error as
the standard cubic spline used by Schrier
et al [14], and is therefore comparable
to the quintic B-spline but at the lower
computational cost of the cubic.
The optimisation methods described
above begin with an initial estimate of the
peak location, and use an iterative optimi-
sation routine to ﬁnd the local maximum of
the correlation surface. At each iteration, a
set of noninteger pixel coordinates will be
generated by the optimisation algorithm,
and image values at these coordinates need
to be estimated by interpolation. Gradient-
based optical ﬂow methods based on [11]
also implicitly search for an optimum. The
main assumption of local optimisation is
that the initial estimate is in the vicinity of
the true optimum. Because most optical
ﬂow methods are interested in short-range
displacements (up to 3 pixels typically),
an initial estimate of (0, 0) makes sense.
However, in the strain mapping context,
when long range displacements are also
encountered, optimisation can get lost,
and this was probably the reason for the
poor performance of standard optical ﬂow
methods applied to strain mapping in a
previous comparative study [5]. The choice
of optimisation method may be impor-
tant also. In the strain mapping context,
derivatives are not directly available, and
it may be unwise to estimate them usingdifferences of noisy image data. One study
[4] optimises the correlation coefﬁcient by
Newton’s iteration, which requires second-
order derivatives. A successor study [14]
used the more sophisticated Levenberg-
Marquart algorithm, also a curious choice
given that it too requires derivatives, and
estimating these from noisy data could be
an additional source of systematic error.
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Figure 1: Schematic representation of the
displacement in the x direction, du, and the
displacement in the y direction, dv, for a)
the homogeneous deformation case and b)
the heterogenous deformation case
6. Qualitative Strain Map Studies
Here we consider the depiction of lo-
cal strains in inhomogeneous situations.
The average homogeneous strain over an
area is found by ﬁtting a strain tensor to
the displacement vectors found within that
area. The situation is modelled as the
deformation of an extendable plane sheet,
and is implemented by a least-squares ﬁt
as described previously [6]. Given the
strain tensor, it is possible to synthesize an
‘ideal’ displacement map that depicts the
modelled situation. Because our interest
is in inhomogeneous strains, comparing
the synthetic map with the measured dis-
placement map should provide high error
indications in the regions where the local
strain is not well predicted by the global
strain. A schematic representation of the
calculated homogeneous displacement and
the measured heterogeneous displacement
is shown in Fig. 1. The comparison is
implemented by plotting m the magnitude
of the vector differences between the
measured displacement map f and the map
s synthesized from the computed global
strain tensor, that is mi;j = jjfi;j   si;jjj.
This term is the displacement mismatch.
This method is more robust than comparing
strains directly, though it conﬂates shear
and rotational strains, and more informative
about inhomogeneity than the commonly
used term
p
e2
11 + e2
22. Figure 3 is one
of two images obtained with the mild
steel sample. Two images were obtained
during yielding, at an applied stress of
250MPa along the x direction from which
a displacement map was obtained. The two
images are separated by 1% strain.
380
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Figure 2: One of theimages ofthe mildsteel
sample tested. Heterogeneous deformation
introduces out of plane deformation which
can be clearly seen here.
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Figure 3: Displacement mismatch map for
the steel sample
Figure 3 shows the displacement mismatch
map for the steel sample. The map is
generally ﬂat indicating a good overall ﬁt
to the global strain tensor. However, the
regular peaks correspond to the grain struc-
ture of the sample, suggesting grain-related
local strain variation undetectable from thePixels
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1100 Pixels
Figure 4: Laser welded Aluminium 2024 al-
loy sample
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Figure 5: Displacement mismatch map for
the welded Al sample
displacement map. Figure 4 shows the
strain error map of a laser welded Al sheet
sample under axial tensile strain rate of
610 5 along the x direction. The dogbone
shaped sample was 2mm wide and 5mm
long. The weld bead provides an asymme-
try to the cross-section resulting in a strain
gradient across the sample. Pronounced
strain differences corresponding to the
central heat affected zone can be observed
(from 300 to 900 pixels). Figure 5 shows a
sample of a carbon ﬁbre T300 - epoxy 914
(y1.6mm z2.2mm composite, x5mm)
compressed by mixed end and shear load-
ing. Fibres are aligned 20 to the axis of
loading. Figure 6 shows the progression
of the displacement mismatch maps as
loading progresses. Interestingly, the maps
show signiﬁcant evidence of shear near the
position of the kink band before it is visible
on the sample.
7. Conclusions
The probability algorithm works well
for anodised but otherwise unprepared alu-
minium samples, and particularly well for
the carbon ﬁbre composite materials, pro-
viding comprehensive and self-consistent
ﬂow ﬁelds. In both the aluminium and
1200 Pixels
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Figure 6: Carbon ﬁbre composite sample
loaded in compression, exhibitingfailureby
kink band formation.
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Figure 7: Displacement mismatch calcu-
lated for the carbon ﬁbre composite at dif-
ferent stages of deformation: a) before kink
band is visible; b) kink band initiation; c)
during kink formation.
composite materials, the displacement
maps revealed signiﬁcant features prior to
macroscopic material failure. For example,
in the composite study, immediately prior
to kinking, there was often shear in the area
in which the kink band was to form and
resulting rotation of the main part of the
sample. Because the algorithm is accurate
at motion contrast borders, strain maps are
available at regions of high change of strain
and for inhomogeneous deformations.
This suggests the possible application
of probabilistic algorithms to the in-situ
inspection of materials. Such inspection
has been carried out at several differentscales, demonstrating the versatility of the
image processing method by contrast to
mechanical or interferometric methods.
Unlike these, it is applicable to video,
optical and electron microscope images.
We attribute the performance of the
system to a careful consideration of the
computational problems involved. In
particular, we use a single difference for
estimating the probability of displacement
as a divergence from the conservation
of brightness assumption; we do not
make Taylor series assumptions; we use
a Catmull-Rom interpolator which is
C1-continuous, and we use a direct op-
timisation method that does not require
gradients. By contrast, other systems use
ﬁrst- and even second-order gradients for
displacement estimation and optimisation.
By avoiding gradients and using a single
difference only for pixel comparison, we
increase accuracy and resistance to noise,
and improve estimates in regions of motion
contrast.
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