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Abstract 
This paper presents the analysis of clustering algorithms for medical MR (magnetic resonance) images using IQI (image 
quality index). The clustering algorithms used are classical C means, fuzzy C means and rough fuzzy C means. With the 
assistance of the lower and upper approximation of rough sets, the rough fuzzy C means clustering algorithm improves the 
objective function and further the distribution of membership function for the traditional fuzzy C means clustering. These 
algorithms are implemented on various medical MR images to detect diseases. The results of various clustering algorithms 
are compared using IQI index, and it has been found that rough fuzzy C means (RFCM) clustering algorithm fairs better as 
compared to classical C means and fuzzy C means algorithm respectively. 
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1. Introduction 
Segmentation refers to the process of partitioning the image into multiple segments (some non-overlapping 
meaningful homogeneous regions) [2]. The goal of segmentation is to simplify and/or change the 
representation of image into something that is more meaningful and easier to analyse. There are many 
segmentation methods such as thresholding, clustering, compression based method, histogram based method, 
edge detection, region growing method, split and merge method, segmentation through neural networks etc. 
Clustering deals with finding a structure in a collection of unlabeled data. A loose definition of clustering could 
A cluster is 
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onging 
to other clusters. 
1.1 Fuzzy Set 
Fuzzy set theory is the extension of conventional (crisp) set theory [1]. It handles the concept of partial    
truth (truth values between 1 (completely true) and 0 (completely false)). The idea of fuzzy sets is simple and 
natural [6]. For instance, we want to define a set of gray levels that share the property dark. In classical set 
theory, we have to determine a threshold, say the gray level 100. All gray levels between 0 and 100 are element 
of this set, the others do not belong to the set (Fig.1 (a)). But the darkness is a matter of degree. So, a fuzzy set 
can model this property much better. To define this set, we need two thresholds, say gray levels 50 and 150. All 
gray levels that are less than 50 are the full member of the set, all gray levels that are greater than 150 are not 
the member of the set. The gray levels between 50 and 150, however, have a partial membership in the set. 
 
(a)        (b)  
                                                                    
Fig. 1 Representation of  "dark gray-levels" with (a) crisp set and (b) fuzzy set. 
  
1.2 Rough Set 
 
 during the early 1980s and further developed over 
the last 25 years [12]  provides an approach to approximation of sets that leads to useful forms of granular 
computing. The basic idea is to discover to what extent a given set of objects (e.g., pixel windows in an image) 
approximates another of set of objects of interest. Objects are compared by considering their descriptions [12]. 
Rough set theory offers a novel approach to manage uncertainty that has been used for the discovery of data 
dependencies, importance of features, patterns in sample data, feature space dimensionality reduction, and the 
classification of objects. 
 
1.2.1 Information System 
 
A data set is represented as a table, where each row represents a case, an event, a patient, or simply an object. 
Every column represents an attribute (a variable, an observation, a property, etc.) that can be measured for each 
object, the attribute may be also supplied by a human expert or user. This table is called an information system 
[5]. More formally, it is a pair Y = (U, A); where U is a non-empty finite set of objects called the universe and 
A is a non-empty finite set of attributes such that 
 
AaVUa a:  
 
The set Va is called the value set of a. 
 
Example 1. A very simple information system is shown in Table 1. 
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There are seven cases or objects (pixels), and one attribute (Gray Value). 
                                 Table 1. An example of a information system 
Pixels Gray Value 
X1 0 
X2 50 
X3 100 
X4 100 
X5 200 
X6 255 
X7 200 
 
The reader will easily notice that pixels x3 and x4 as well as x5 and x7 have exactly the same values of 
conditions. The cases are (pair wise) indiscernible using the available attributes. 
 
In many applications there is an outcome of classification that is known. This posteriori knowledge is 
expressed by one distinguished attribute called decision attribute; the process is known as supervised learning. 
Information systems of this kind are called decision systems [5]. A decision system is any information system 
of the form 
 
           }){,( dAUY , where d A is the decision attribute. 
   
A small example decision table can be found in Table 2. The table has the same seven cases as in the previous 
example, but one decision attribute (Cluster 1) with two possible outcomes has been added. 
 
    The reader may again notice that cases x3 and x4 as well as x5 and x7 still have exactly the same values of 
conditions, but the  first pair has a different outcome (different value of the decision attribute) while the second 
pair has the same outcome. 
 
                                             Table 2. An example Decision system 
 
Pixels Gray Value Cluster 1 
X1 0 Yes 
X2 50 No 
X3 100 No 
X4 100 Yes 
X5 200 No 
X6 255 Yes 
X7 200 No 
 
 
1.2.2 Indiscernibility 
 
Indiscernibility means impossible to see or  clearly distinguish. 
Let Y = (U, A) be an information system, then with any    B  A there is associated an equivalence relation 
INDY(B): 
     INDY(B) = })a(x'a(x) Ba |)',{( 2Uxx   
     INDY(B)  is called the B-indiscernibility relation [5]. 
 If  )()',( BINDxx Y   
equivalence classes of the B indiscernibility relation are denoted [x]B. 
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The Indiscernibility relation for the above table is given by 
IND({Gray value})      = }} x,{x},x,{x }},{x }, x{},{{{x 7543621  
 
1.2.3 Set Approximation 
 
An equivalence relation induces a partitioning of the universe (the set of cases in our example). These 
partitions can be used to build new subsets of the universe. Subsets that are most often of interest have the same 
a crisp manner. For instance, the set of pixels with a positive outcome cannot be defined crisply using the 
attributes available in Tab. 2. 
     
    
description of such pixels from the table. It is here that the notion of rough set emerges. Although we cannot 
define those pixels crisply, it is possible to delineate the pixels that certainly have a positive outcome, the 
patients that certainly do not have a positive outcome and, finally, the pixels that belong to a boundary between 
the certain cases. If this boundary is non-empty, the set is rough. These notions are formally expressed as 
follows. 
    
     Let Y = (U,A) be an information system and let   AB  and UX . We can approximate X using only 
the information contained in B by constructing the B-lower and B-upper approximations of  X, where , 
 
                                          }][{))(( XxxXBlower B  and           
                                     }][{))(( XxxXBupper B  
 
The set; BNB(X) = upper(B(X) / lower(B(X)) is called the B-boundary region of X, and thus consists of those 
objects that we cannot decisively classify into X on the basis of knowledge in B. 
For our above example the lower and upper approximations is given by 
Let B = {x|  Cluster1(x) = Yes}, as given by Tab.2. 
We then obtain the approximation regions 
    Lower approximation,  },{))(( 61 xxXBlower  
Upper approximation,  },,,{))(( 6431 xxxxXBupper   
Boundary region,         },{)( 43 xxWBNB  
 
 
Fig. 2 Approximating the set of pixels using the conditional attribute gray value. Equivalence classes contained in the corresponding 
regions are shown. 
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2. C Means algorithm  
C means algorithm is the basic clustering algorithm. This algorithm takes an input data (image) and the 
number of clusters to be constructed [10]. This algorithm makes only two pass through the data set. Steps of 
this algorithm is given below 
 
 Begin with c clusters, each consisting of the first c samples. 
 For each of the remaining samples find the centroid nearest it. Put the sample in the cluster identified 
nearest to it. 
 After a sample is assigned, recompute the centroid of the cluster. 
 Go through the data for 2nd time. For each sample, find the centroid nearest it. Put the sample in the cluster 
identified with this nearest centroid. 
3.  Fuzzy C Means algorithm 
 Fuzzy c-means (FCM) is a method of clustering which allows one piece of data to belong to two or more 
clusters. The advantage of FCM is that it assigns each pattern to each cluster with some degree of membership 
(i.e. fuzzy clustering). This is more suitable for real applications where there are some overlaps between the 
clusters in the data set [7].   
 
Let X = {x1,x2 n} a set of given data. A fuzzy pseudopartition or fuzzy c- partition of X is a family of 
fuzzy subsets of X, denoted by P = },....,{ 21 c  which satisfies  
                                                      
                                                           for all nNk  and 
 
                                               
                                                             for all cNi , where c is a positive integer 
 
Given a pseudopartition P = },....,{ 21 c , the c cluster centers {v1,v2 c} associated with the partition 
are calculated by the formula  
 
 
                                                                    
                                                                                                                                                              (1)                 
 
 
 
for all cNi , where m >1 is a real number that governs the influence of membership grades. The 
performance index of a fuzzy pseudopartition P, Jm(P), is then defined in terms of the cluster centers by the 
formula 
 
 
           (2) 
where .   is some inner product-induced norm in space Rp  and 
2
ik vx  represents the distance between xk 
and vi. Therefore the goal of FCM is to find a pseudopartition P that minimizes the performance index Jm(P) 
[3]. 
Steps of FCM 
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 Let t = 0. Select an initial pseudopartition P(0). 
 Calculate the c cluster centers v1(t) c(t) by the equation (1) for P(t) and the chosen value of m. 
 Update P(t+1) by the following procedure: 
 For each xk  X , if                               for all  cNi , then define  
 
 
 
 
                               = 
           (3) 
 
 
            If                             for some i CNI ,  then define  
 
                                   for i  I by any non negative real numbers satisfying      
 
                                   =1, and define                  = 0 for  i  Nc-I. 
 
 Compare P( t ) and P( t+1 ). If   (P( t+1 )  P( t )  
                  
Here, m is commonly fixed to 2 and is known as the fuzziness parameter. This choice allows easy 
computation of the membership values. When m tends to 1 the fuzzy C-
classical C Means. When m tends to infinity, all cluster centers tend towards the centroid of the dataset X.  
 
4. Rough Fuzzy C Means algorithm 
     Based on the lower and upper approximations of rough set, the rough fuzzy c-means clustering algorithm 
makes the distribution of membership function become more reasonable[4]. 
 
     Let  X={x1,x2,...,xn } be a set of objects to be classified, the i th class be denoted by wi , its centroid be vi , 
and the number of class be k.  
 
The objective function of RFCM algorithm is given by 
                     Jm(U,V) =      
n
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wRupperxji
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2       (4) 
We can also get the membership formula for RFCM algorithm as follows  
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Centroid formula is unchanged that is 
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Let i = ( i1 ij in) represent the fuzzy cluster wi associated with the centroid vi. After computing ij for 
c clusters and n objects, the values of ij for each object xj are sorted and the difference of two highest 
memberships of xj is compared with  ij and kj be the highest and second highest 
memberships of xj . 
 
If               ( ij kj  
then           xj  lower(R(wi)) as well as xj  upper(R(wi)),  
otherwise  xj  upper (R(wi))  and xj  upper(R(wk)). 
      
Aft
memberships ij of the objects are modified. The values of ij are set to 1 for the objects in lower 
approximations, while those in boundary regions are remain unchanged. The new centroids of the clusters are 
calculated as per the above equation. 
 
The main steps of the RFCM algorithm proceed as follows: 
 
 Assign initial centroids vi   thresholds   
 Set iteration counter t = 1. 
  ij by equation (5) for c clusters and n objects. 
  If ( ij kj  xj  lower(R(wi)) as well as xj  upper(R(wi)),  
 Otherwise xj  upper(R(wi))  and xj  upper(R(wk)). 
                Furthermore, xj is not part of any lower bound. 
  Otherwise, xj  lower(R(wi)).  
 In addition, by properties of rough sets, xj  upper(R(wi)). 
  ij considering lower and boundary regions for c clusters and n objects. 
 Compute new centroid equation (6) 
 Repeat steps 2 to 7, by incrementing t, until | ij(t ij ( )| > . 
5. Experimental results 
In this section experimental results on real medical MR images are described in details. Each image is 
segmented by the above three algorithms and the results are compared.  
 
5.1 Implementation  
 
     All the images are collected from Advanced Medicare and Research Institute, Salt Lake, Kolkata, India 
[11].The images used are brain MR images, breast MR images, and knee MR images respectively. The 
segmented images are shown in the figures below. The first set of images used is brain MR image which shows 
the symptoms of brain tumour. This is a fuzzy and a little blurred type of image. The infected areas are shown 
by the red arrows. Here we can see that RFCM gives better results as the blurred region (indicated with red 
arrows) is well segmented with respect to the other two. The number of clusters used here is 5. The correct 
choice of number of clusters is often ambiguous, with interpretations depending on the shape and scale of the 
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distribution of points in a image and the desired clustering resolution of the user. In addition, increasing 
number of clusters without penalty will always reduce the amount of error in the resulting clustering, to the 
extreme case of zero error if each pixel is considered its own cluster. The second images used for clustering is 
breast MR image. The red arrow shows the area of the breast which is infected by breast cancer. Fig. 4(b,c,d) 
shows the results of all the clustering algorithms and application of  RFCM gives more prominent results(see 
Fig.4(d)), Similarly, RFCM fairs better in case of knee MR images (see Fig. 5(d)). The comparative analysis of 
these algorithms are also done using IQI discussed in subsequent section 5.2. 
 
    
                                        (a)                                        (b)                                          (c)                                   (d) 
 
Fig. 3 Comparison of segmentation results on a Brain MR image  
(a) Original Image (b) K Means segmented (c) FCM  segmented   (d) RFCM segmented 
 
 
    
                                            (a)                                    (b)                                         (c)                                   (d) 
 
Fig. 4 Comparison of segmentation results on a Breast MR image  
(a) Original Image (b) K Means segmented (c) FCM  segmented   (d) RFCM segmented  
 
 
    
                                          (a)                                     (b)                                        (c)                                         (d) 
 
Fig. 5 Comparison of segmentation results on a Knee MR image   
 (a) Original Image (b) K Means segmented (c)FCM  segmented   (d) RFCM segmented 
 
5.2 Image Quality Index 
 
It is based on measurement of structural distortion and is a good approximation of perceived image distortion. 
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A universal measure that models any distortion as a combination of three different factors: loss of correlation, 
 measurement approach 
does not depend on the images being tested, the viewing conditions or the individual observers [9].  
If  X= {x1,x2 n} and Y= {y1,y2 n} are the original and test image signals, then the new quality index is 
defined as  
 
                                                                         
 
                                                                                          (7)     
 
where 
  
 
 
 
 
 
                                            
 
 
 
                                                
 
 
 
 
As stated earlier, Q is a product of three components: 
The dynamic range of Q is [-1,1]. 
 
 
           (8) 
    
 
The IQI values obtained for the above clustering algorithms are shown in the Table 3 below. Greater the value 
of IQI better is the quality of image and thus better is the clustering algorithm(see. Table 3).  
 
 
                   Table 3.  IQI value for different clustering algorithms 
 
Clustering algorithm IQI value (for Brain 
MR image ) 
IQI value (for breast 
MR image) 
IQI value (for 
knee MR image ) 
C Means 0.4982 0.2507 0.4411 
Fuzzy C Means 0.7774 0.3988 0.4771 
Rough Fuzzy C Means 0.8957 0.5071 0.5303 
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6. Conclusion 
The analysis of clustering algorithms for medical MR (magnetic resonance) images using IQI (image quality 
index) is done. The clustering algorithms used are classical C means, fuzzy C means and rough fuzzy C means. 
With the assistance of the lower and upper approximation of rough sets, the rough fuzzy C means clustering 
algorithm improves the objective function and further the distribution of membership function for the 
traditional fuzzy C means clustering. These algorithms are implemented on various medical MR images to 
detect diseases. The results of various clustering algorithms are compared using IQI index, and it has been 
found that rough fuzzy C means (RFCM) clustering algorithm fairs better as compared to classical C means 
and fuzzy C means algorithm respectively. 
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