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We perform fully non-linear numerical simulations within the spherically symmetric Einstein-
(complex)Proca system. Starting with Proca field distributions that obey the Hamiltonian, momen-
tum and Gaussian constraints, we show that the self-gravity of the system induces the formation
of compact objects, which, for appropriate initial conditions, asymptotically approach stationary
soliton-like solutions known as Proca stars. The excess energy of the system is dissipated by the
mechanism of gravitational cooling in analogy to what occurs in the dynamical formation of scalar
boson stars. We investigate the dependence of this process on the phase difference between the
real and imaginary parts of the Proca field, as well as on their relative amplitudes. Within the
timescales probed by our numerical simulations the process is qualitatively insensitive to either
choice: the phase difference and the amplitude ratio are conserved during the evolution. Thus,
whereas a truly stationary object is expected to be approached only in the particular case of equal
amplitudes and opposite phases, quasi-stationary compact solitonic objects are, nevertheless, formed
in the general case.
PACS numbers: 95.30.Sf, 04.25.D, 04.40.-b
I. INTRODUCTION
The dawn of gravitational-wave astronomy [1–6] opens
up an observational window to probe the true nature of
astrophysical black hole candidates. These are widely
believe to be well described, when near equilibrium, by
the Kerr metric [7]. But more exotic theoretical possibil-
ities have been put forward, including horizonless com-
pact objects - see e.g. [8–13]. Such objects have the the-
oretical appeal of avoiding conceptual issues related to
event horizons and spacetime singularities and could, in
some circumstances, mimic the phenomenology of black
holes [14]. For most of the proposals, however, a basic
caveat concerns dynamical features, including unknown
formation scenarios and unhealthy or unknown stability
properties. The notable exception, in this respect, are
scalar boson stars [10], which, at least in spherical sym-
metry, have been show to be perturbatively stable [15–
17] and that can form dynamically [18]. Moreover, their
dynamics is sufficiently under control, numerics-wise, so
that binaries of these objects haven been studied and
some of the corresponding gravitational-wave templates
have been obtained [19–22]. Even though boson stars
may have dynamical [23] and phenomenological [24] lim-
itations as black-hole mimickers, at present they typify
the best understood model of exotic compact objects.
Scalar boson stars have vector cousins known as Proca
stars [13]. Proca stars are akin to the scalar stars in many
respects and it is interesting to ask if they also share their
dynamical features and, in particular if Proca stars can
also form dynamically. Scalar boson star formation was
first discussed by Seidel and Suen [18], who showed that,
in spherical symmetry, a generic complex scalar field con-
figuration collapses to form a boson star. Within spheri-
cal symmetry, no gravitational radiation is emitted, and
the dissipative mechanism that carries away the excess
energy, so that a compact object can form, was called
gravitational cooling, and takes the form of the ejection
of scalar particles. Seidel and Suen [18] also observed that
a qualitatively similar phenomenon occurs considering a
real, rather than a complex scalar field. The complexity
of the scalar field is central in obtaining a truly station-
ary soliton-like solution of the Einstein-(complex)Klein-
Gordon field equations [25]. In the real case, only approx-
imately stationary soliton-like solutions exist, dubbed os-
cillatons [26]. Although these are not truly time indepen-
dent solutions, since they decay in time by leaking part
of their scalar field to infinity, the timescale for this pro-
cess is extremely long [27] and hence, for most relevant
physics, they are effectively stable [28]. Indeed, the fact
they form dynamically in much the same way as the truly
stationary boson stars supports this effective stability.
In this paper we shall show that indeed Proca stars can
form dynamically in close parallelism to the way scalar
boson stars do. Furthermore, for this dynamical forma-
tion, the complexity of the Proca field, which is again cen-
tral in obtaining truly stationary solutions in this model,
is not fundamental. If one takes a real Proca field, or if
one takes the real and imaginary parts of the Proca field
with a more generic phase difference than that necessary
for obtaining Proca stars, the dynamical formation of the
compact object follows in a qualitatively similar man-
ner. This hints at the existence of a continuous family
of quasi-stationary soliton-like solutions in the Einstein-
(complex)Proca system, similar to that discussed in [29]
for the scalar case, which are effectively stable.
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2This paper is organised as follows. In Section II we de-
scribe the basic equations of the model we shall consider.
Then, in Section III we discuss the initial data that shall
be used in our simulations. The numerical framework is
briefly described in Section IV and our numerical results
are presented in Section V. Conclusions are presented in
Section VI.
II. BASIC EQUATIONS
We consider the Einstein-(complex)Proca (EcP) sys-
tem. The system is described by the action S =∫
d4x
√−gL where the Lagrangian density depends on
the Proca potential A, and the field strength F = dA;
the Lagrangian density is given by:
L = R
16piG
− 1
4
Fαβ(Fαβ)∗ − 1
2
µ2Aα(Aα)∗, (1)
where ‘*’ denotes complex conjugation, R is the Ricci
scalar, G is Newton’s constant, and µ is the mass of the
field. We assume that spacetime M can be foliated by
spacelike slices Σt and we write the spacetime metric in
3+1 form as
ds2 = −α2dt2 + γij(dxi + βidt)(dxj + βjdt), (2)
where α is the lapse function and βi is the shift vector.
We adopt a conformal decomposition of the spatial met-
ric γij
γij = e
4χγ¯ij , (3)
where χ = ln(γ/γ¯)1/12 is the conformal factor, and γ ≡
det γij , γ¯ ≡ det γ¯ij . Under the assumption of spherical
symmetry, the line element can be written as
ds2 = e4χ
(
a(r, t)dr2 + b(r, t)r2dΩ2
)
, (4)
where a(r, t) and b(r, t) are metric functions. We intro-
duce a background connection, Γˆijk, which is taken to be
that of flat space in spherical coordinates, and we define
∆Γijk ≡ Γ¯ijk − Γˆijk (5)
which, unlike the two connection themselves, transforms
as a tensor field. We define the BSSN [30–32] auxiliary
variables as
∆i ≡ γ¯jk∆Γijk. (6)
We adopt Brown’s covariant form [33, 34] of the BSSN
formulation, where the evolved fields are the conformally
related 3-dimensional metric, the conformal factor χ, the
trace of the extrinsic curvature K, the independent com-
ponent of the traceless part of the conformal extrinsic
curvature, Aa ≡ Arr, Ab ≡ Aθθ = Aϕϕ, and the ra-
dial component ∆r of the additional BSSN variables (6)
- see [35] for further details about the evolution equa-
tions of these fields. Besides the gravitational evolution
equations we have two constraint equations, the Hamil-
tonian constraint and momentum constraint which take
the form
H ≡ R¯−
(
A2a + 2A
2
b +
2
3
K2
)
− 16piρe = 0, (7)
M≡ ∂rAa − 2
3
∂rK + 6Aa∂rχ
+ (Aa −Ab)
(
2
r
+
∂rb
b
)
− 8pijr = 0, (8)
where R¯ is the scalar curvature associated with γ¯ij , and
ρe and jr are matter terms defined in Eqs. (21) and (24)
below.
The Proca field is split into its scalar potential Φ,
3-vector potential ai, and 3-dimensional electric E and
magnetic B fields. Following [36], we introduce the aux-
iliary variable Γ ≡ Diai, defined by
Diai =
1
ae4χ
[
∂rar − ar
(
∂ra
2a
− ∂rb
b
− 2∂rχ− 2
r
)]
,
(9)
where Di is the 3-dimensional covariant derivative with
respect to the physical metric. We are considering a
spherically-symmetric system and B = 0, so that the
evolution equations for the complex Proca field and the
auxiliary variable are:
∂tar = −α(γrrEr + ∂rΦ)− Φ∂rα+ βr∂rar
+ ar∂rβ
r, (10)
∂tE
r = α(KEr + µ2γrrar) + β
r∂rE
r − Er∂rβr, (11)
∂tΦ = γ
rrar∂rα+ α(KΦ− Γ) + βr∂rΦ, (12)
∂tΓ = −Er∂rα− αµ2Φ− αDiDiΦ
− 2γrr∂rΦ∂rα− ΦDiDiα+Di(Lβai), (13)
where
Di(Lβai) = DiβkDkai+βkDkΓ+DiakDiβk+akDiDiβk,
(14)
which in spherical symmetry reduces to:
Di(Lβai) = Di(βr∂rai) +Di(ar∂iβr)
= Diβr∂rai + β
r∂rΓ +D
iar∂iβ
r
+ arD
iDiβ
r.
The matter sources ρe and jr, as well as Sa, Sb and
S appearing in the evolution part of Einstein’s equations
(not shown here; see [35]) are defined as follows
ρe = nanbT
ab, (15)
jr = −γranbT ab, (16)
Sa = T
r
r , (17)
Sb = T
θ
θ = T
φ
φ , (18)
S = γijSij = Sa + 2Sb, (19)
3where na = (−α, 0, 0, 0). The stress-energy tensor of the
Proca field reads [35]
Tab =−Fc(aFc ∗b) −
1
4
gabFcd(Fcd)∗
+ µ2
[
A(aA∗b) −
1
2
gabAc(Ac)∗
]
,
(20)
from which we can compute the source terms of the Ein-
stein equations; they are given by
8piρe = γrr(E
r)∗Er + µ2 (Φ∗Φ + γrra∗rar) , (21)
4pi(ρe + S) = γrr(E
r)∗Er + 2µ2Φ∗Φ , (22)
− 8pi
3
(Sa − Sb) = 2
3
(
γrrµ2a∗rar − γrr(Er)∗Er
)
, (23)
4pijr = µ
2 1
2
(Φ∗ar + Φa∗r). (24)
where, for instance, (Er)∗Er = Re(Er)2 + Im(Er)2. Ob-
serve that (20) reduces to
Tab = T
Re
ab + T
Im
ab . (25)
The EcP system yields also the “Gauss” constraint
equation that reads
G ≡ DiEi + µ2Φ = 0. (26)
III. INITIAL DATA
To perform evolutions, it is mandatory to first choose
an initial configuration for the Proca field that satisfies
all constraint equations. In our work, the Hamiltonian
constraint (7) is solved numerically, using the method
described in [37]. Following [38], wherein the Gauss con-
straint (26) is solved analytically, for the spherically sym-
metric case we find the following radial profile for the
electric field, Er, and for the scalar potential, Φ:
Er = − E
r
0µ
2σ2
2r2
[
exp
(
− r
2
0
σ2
)
− exp
[
− (r − r0)
2
σ2
]
+
√
pi
r0
σ
(
erf
(r0
σ
)
+ erf
(
r − r0
σ
))]
,
(27)
Φ =
Φ0
r
exp
(r − r0)2
σ2
, (28)
where Er0 , r0, σ, and Φ0 are constants and ‘erf’ denotes
the error function. From now on we will label as R(r)
and R′(r) the radial profile of Er and Φ, respectively.
We take our initial geometry parameters to be:
βr = 0,
K = 0,
a(r, t) = b(r, t) = 1,
Aa = Ab = 0,
∆r = 0,
α = 1.
(29)
Then, at time t = 0 the Proca evolution equations can
be written as
∂tar = −(γrrEr + ∂rΦ), (30)
∂tE
r = µ2γrrar, (31)
∂tΦ = Γ, (32)
∂tΓ = −µ2Φ−DiDiΦ. (33)
From (31) we observe that ar is the time-derivative of
Er, multiplied by γrrµ2. Then, in order to set a phase
difference δ between the real and the imaginary part of
the Proca field, we choose the following ansatz for the
quantities describing this field:
Re(Er) = A1 cos(ωt+ δ)R(r) , (34)
Im(Er) = A2 cos(ωt+ 2δ)R(r) , (35)
Re(ar) = −A1ω sin(ωt+ δ)R(r) , (36)
Im(ar) = −A2ω sin(ωt+ 2δ)R(r) , (37)
Re(Φ) = A1 cos(ωt+ δ)R
′(r) , (38)
Im(Φ) = A2 cos(ωt+ 2δ)R
′(r) . (39)
This choice accommodates Eq. (31) if we identify µ2 = ω.
Note that A1 and A2 are the initial amplitudes for the
real and imaginary parts, respectively.
With this ansatz, we solve numerically the Hamilto-
nian constraint, which yields the conformal factor χ and
as a consequence γrr; the latter is then used to update
the value of ar, via Eq. (31). Taking into account the
initial parameters as written in Eq. (29), the momen-
tum constraint (8) at t = 0 reduces to M ≡ −8pijr = 0
and thus Φ∗ar + Φa∗r = 0 by (24). For the case A1 =
A2, this constraint can be solved at t = 0 by requir-
ing cos δ sin δ + cos(2δ) sin(2δ) = 0, which has solutions
δ = {0, pi/2, pi/3, pi}. Thus, with this setup for a complex
Proca field we shall focus on these four cases. We further
remark that the solution δ = pi/2 holds even if A1 6= A2.
IV. NUMERICAL FRAMEWORK
The numerical evolutions of the EcP system discussed
in Section II are performed using the code in spherical
polar coordinates described in [39]. For the current simu-
lations, the original code had to be upgraded to account
for the Proca field. Details about this upgrade can be
found in [35]. The time update of the system of evo-
lution equations (Einstein and Proca) is done using the
same type of techniques used in previous works of our
group - see, in particular [37, 39, 40], for complete de-
tails. Briefly, we simply point out that the evolution
equations are integrated using the second-order Partially
Implicit Runge-Kutta method developed in [41, 42]. This
method allows to handle singular terms that appear in
the evolution equations due to our choice of curvilinear
coordinates. For the simulations we set µ = G = c = 1,
by using a scaled radial coordinate r → rµ (together with
4E → Eµ, t → tµ, ω → ω/µ where E is the total Proca
energy defined by (46)).
The computational domain is covered by an isotropic
grid composed of two patches, a geometrical progression
in the interior part up to a given radius and a hyperbolic
cosine outside. On the one hand, using the inner grid
alone would require too many grid points to place the
outer boundary sufficiently far from the origin, and hence
prevent the effects of possible spurious reflections. On the
other hand, using only the hyperbolic cosine patch would
produce very small grid spacings in the inner region of
the domain, leading to prohibitively small timesteps due
to the Courant-Friedrichs-Lewy condition. Details about
the computational grid can be found in [37]. In our work
the minimum resolution ∆r we choose for the isotropic
logarithmic grid is ∆r = 0.05. With this choice the in-
ner boundary is then set to rmin = 0.025 and the outer
boundary is placed at rmax = 4180.475. We choose this
value for the outer boundary (the maximum radius of our
finite-size computational grid) so that the light-crossing
time of numerical errors propagating from the origin, be-
ing reflected by the outer boundary and coming back
towards the origin is of the order of the final time of our
simulations, t ∼ 8000. In this way, the region of study is
not affected by these errors during the simulation. Our
available computational power limits the final time, the
resolution and the outer boundary of our simulations.
The time step is set to ∆t = 0.5∆r in order to obtain
long-term stable simulations.
V. RESULTS
The numerical simulations reported herein start with
a spherical cloud of the Proca field, as described in Sec-
tion III, which collapses under its own gravity. If the sys-
tem can dissipate enough energy, via gravitational cool-
ing, a compact object will form: a Proca star [13] or
a vector oscillaton. Proca stars have been constructed
as stationary solutions of the EcP system using a field
ansatz given in term of two real functions (At, Ar), de-
pending solely on the radial coordinate [13]:
A = e−iωt (iAtdt+Ardr) . (40)
Illustrative examples of these radial functions, for two
spherical Proca star solutions, can be found in Fig. 2
of [13] (but in a different coordinate system). The trans-
lation between the two functions (At, Ar) and the value
for the Proca field variables described in Eqs. (10)-(13)
is provided by
Φ = −nµAµ, (41)
ai = γ
µ
i Aµ, (42)
Ei = −iγ
ij
α
(Di(αΦ) + ∂taj) , (43)
TABLE I: Spherically symmetric Proca star models. Columns
indicate the phase difference between the real and the imagi-
nary parts of the field, δ, the corresponding ratio of their am-
plitudes, the oscillation frequencies, ωn, and the initial Proca
energy E0.
Model δ A2/A1 ω1/µ ω2/µ ω3/µ ω4/µ E0µ
1 0 1 0.971 0.974 0.977 0.9953 1.306
2 pi
3
1 0.974 0.977 0.995 - 1.246
3 pi
2
1 0.974 0.977 0.995 - 1.273
4 pi 1 0.971 0.974 0.977 0.9950 1.306
5 Real 1 0.971 0.974 0.977 0.9948 1.235
6 pi
2
0.5 0.968 0.973 0.976 0.986 1.407
7 pi
2
0.9 0.974 0.976 0.9948 - 1.319
where nµ = 1α (1,−βi). Then from (40) we obtain
Φ = −iAt
α
+
βrAr
α
, (44)
ar = Ar. (45)
For Proca stars in their ground state, At(r) has one node
and Ar(r) is nodeless [13]. These are the fundamental
stable solutions. There are also excited states with more
nodes for these functions, but as for scalar boson stars
they should be unstable towards decay to the fundamen-
tal state.
We perform evolutions with seven different models,
varying the phase difference δ and the amplitude ratio
A2/A1. All these models have a comparable initial Proca
energy calculated as
E∞ =
∫ ∞
0
ρedV, (46)
and the same parameters for the Gaussian profile, σ = 90
and r0 = 0. In order to analyze the results of the sim-
ulations we extract a time series for the scalar potential
Φ at radius r = 5. Thus, to identify the frequencies at
which the field oscillates we perform a Fast Fourier trans-
form and obtain the power spectrum. We identify for all
the models several frequencies of oscillation, labelled ωn,
with n ∈ N. Table I summarizes the main features of
the models. Note that model 5 differs from the rest as
it corresponds to a real oscillaton. It is included in our
sample for completeness and comparison purposes. In
the following, we illustrate our results using models with
δ = pi/2. The behaviour of the other cases is similar,
except for the phase difference (cf. Fig. 7 below).
In Fig. 1 we exhibit the evolution of the radial profile
of At and Ar for model 3 for intermediate-late times. In
particular, from the inset in the top panel, a node in At
can be observed, as expected for a Proca star. In Fig. 2
we show the early-time evolution of At in between time
100 and 1000. In particular, we note how the radial node
is still not present before the formation of the compact
object. Fig. 1 suggests a compact object is forming in
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FIG. 1: Evolution of the radial profile of At (top panel) and
Ar (bottom panel) at intermediate-late times, for model 3. In
the inset we focus near the node of At.
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FIG. 2: Early time evolution, t ∈ [100, 1000], of the radial
profile of At for model 3.
the volume up to r ' 30. This is confirmed by the radial
profile of the energy density depicted for late times, from
t ∼ 6000, in Fig. 3.
In Fig. 4 we show the time evolution of the total Proca
energy contained in spheres of different radii r∗, calcu-
lated as
Er∗ =
∫ r∗
0
ρedV. (47)
0 10 20 30
Radius
0
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ρ e
t=6300
t=6000
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PS
FIG. 3: Radial profile of the energy density ρe for model 3
at selected times in between times 6000 and 6900 and for
r ∈ [0, 35]. During the evolution we can see how the peak
amplitude changes in an oscillatory manner, confined in the
inner region defined by r ' 30. The red dashed line corre-
sponds to the radial profile of ρe for an isolated, stable Proca
star with a similar mass.
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FIG. 4: Proca energy in spheres of different radii, for model
3. The magenta, red, green, blue and violet lines, correspond
to, respectively, r∗ = 10, 30, 50, 100, 200. The black line rep-
resents the total energy.
If we compare the E200, E100, E50 curves to the E30 line,
we can see that during the evolution, part of the energy
escapes from the larger volumes and the four curves seem
to slowly converge. The remnant energy is confined to
the volume delimited by r = 30, suggesting the forma-
tion of a compact object with a total energy E30 ' 0.6.
This is in good agreement with our computed oscillation
frequencies (see Table I) and the mass-frequency relation
shown in Fig. 1 of [13].
Examining the magenta line in Fig. 4 one observes
some significant oscillations in the value of E10. The
existence of strong radial oscillations of the Proca energy
density ρe near the origin is confirmed in Fig. 5 where we
display a spacetime diagram of ρe. This shows that ρe,
which at t = 0 is peaked around r = 0, initially decreases
near the origin, a signature that the Proca field is drifting
away from the origin; but around t ' 1200 the expansion
stops and the field starts to collapse. From t ' 2000 on-
60 20 40 60 80 100
0
2000
4000
6000
8000
10000
Radius
T
im
e
FIG. 5: Spacetime diagram of the Proca energy density ρe for
model 3. This is a logscale plot and the darker areas represent
zones where ρe is higher.
wards, we see that the density profile is confined within
the volume delimited by r = 30, and it undergoes radial
oscillations. These oscillations dissipate part of the Proca
energy to infinity in a similar process to that observed in
the scalar case [18], which we therefore also dub “gravi-
tational cooling”. Further inspection of Fig. 3, in which
we focus on the late-time evolution of the radial profile
of the energy density of the Proca field, shows how the
field oscillates radially and loses part of the energy in the
process, as the height of the peak gradually decreases.
So far we have been interested in studying components
of the Proca field and its energy density, to establish the
formation of a compact object. We can now further es-
tablish the final object is a Proca star by observing if the
phase difference between the real and imaginary parts re-
mains pi/2 during the evolution, as requested for a Proca
star. Boson, Proca and oscillatons stars are defined in
their ground state by a frequency at which the field os-
cillates with time. A time series of the amplitude of the
real and imaginary parts of the field at some extraction
radius can be built. The frequency can be then obtained
by performing a Fourier analysis of the series. In the
case of bosonic stars, there is only one frequency. In
our work, we studied the formation of a Proca star in a
highly dynamical situation; the compact object forming
is perturbed. Nevertheless, we can build the time series
of the amplitude (top panel of Fig. 6) of both the real and
imaginary parts of the scalar potential Φ at a fixed ra-
dius r = 5. In the inset we focus on a short time window
and we confirm that the phase difference of pi/2 which
was set as an initial condition for model 3, remains the
same value during the evolution. In the bottom panel
of Fig. 6 we performed the Fourier transform to deter-
mine the oscillating frequency(-ies). A beating pattern
0 2000 4000 6000 8000
Time
-0.02
-0.01
0
0.01
φ
Real part
Imaginary part
30 40 50 60 70-0.0004
-0.0002
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Imaginary part
. ...
ω = 0.974
ω = 0.977
ω = 0.995
FIG. 6: Top panel : Time evolution of the real and imaginary
parts of the scalar potential Φ at r = 5 for model 3. The
inset shows a shorter time window t ∈ [25, 75], where the pi/2
phase difference becomes clear. Bottom panel : Correspond-
ing Fourier transform of the two time series of Φ in the top
panel. The peaks for the real and imaginary parts completely
overlap, so that only the blue line appears. The units in the
vertical axis are arbitrary.
appears in the time evolution of the amplitude due to
the three different frequencies observed for model 3. (All
model frequencies are reported in Table I.) In this exam-
ple, the FFT of the real and imaginary parts of the scalar
potential yield the same exact frequencies, as expected.
The time invariance of the initial phase difference still
holds when considering more general phase differences δ.
In Fig. 7 we plot the four complex cases that we have
studied (models 1 to 4). The phase difference during
the evolution is computed by finding the times, from the
data, at which the real and imaginary parts of Φ van-
ish, thus yielding the difference. Fig. 7 establishes that
the phase differences are unchanged during the evolution.
The small oscillations seen in the figure for the models
with a phase offset δ = pi/2 and δ = pi/3 are due to nu-
merical innacuracies induced by finding the zeros. In the
cases with δ = 0 and δ = pi we see a perfect horizontal
line, because the profiles of the real and imaginary part
coincide and the errors in finding the zeros precisely can-
cel each other. Therefore, for each initial δ we find an
apparently stable solution which oscillates periodically
70 2000 4000 6000 8000
Time
0
0.5
1
δ/
pi
δ=0
δ=pi
δ=pi/2
δ=pi/3
FIG. 7: Phase difference δ between real and imaginary part of
the scalar potential Φ calculated at radius r = 5 for the mod-
els 1,2,3,4, corresponding, respectively, to an initial phased
difference δ = 0, pi/3, pi/2, pi.
with the same preserved initial phase difference. Our re-
sults are in agreement with those of [29] for the scalar
case, where the existence of a continuous family of peri-
odic soliton-like solutions for the Einstein-Klein-Gordon
system (parametrized by the phase difference δ) was con-
jectured. However, except for the solution with a pi/2
phase difference one does not expect such soliton-like so-
lutions to be absolutely stable. Rather they are akin
to oscillatons and slowly decay, albeit in extremely long
timescales [27].
Now we turn our attention to the way evolutions
change if a different phase difference is chosen. In Fig. 8
we plot the norm of the amplitude of the vector potential
ar evaluated at radius r = 5 and defined by
|ar| =
√
Re(ar)2 + Im(ar)2 , (48)
for models 2 and 3. For the case with δ = pi/2 (model
3) the amplitude oscillations are small at early times
(t ∈ [0, 2000]). Only when the compact object starts
to form, around t ∼ 2000, more significant oscillations
start to occur. For the case with δ = pi/3 (model 2), the
amplitude of the initial oscillations is significantly larger
than for the previous case. Therefore, the pi/2 phase dif-
ference appears to suppress the dynamics, as expected.
Furthermore, using models 6 and 7, we can study if the
amplitude ratio A2/A1 is conserved during the dynami-
cal formation of a Proca star. In Fig. 9 we plot the time
evolution of the energy for model 6 inside a sphere of
r = 100. Each line of the main figure indicates the con-
tribution given by either the real part or the imaginary
part of the field. In the inset we multiply the imaginary
part by a factor 4 to compare the two curves and we ob-
serve that they match well, within numerical accuracy,
thus implying that the amplitude ratio is conserved. A
similar behaviour is also found for model 7.
Finally, we use model 5 to study the real oscillaton
case. Our results show that the behaviour of this model
resembles that of the complex cases described above. As
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FIG. 8: Time evolution of the norm of the vector potential
amplitude, |ar|, at r = 5 for an initial phase difference of pi/2
(model 3) and pi/3 (model 2).
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FIG. 9: Time evolution of the energy contribution from the
real part of the Proca field (black line) and imaginary part
(red line), for model 6. In the inset we multiply the imaginary
part by a factor 4 to compare the two curves.
an illustration, we exhibit in Fig. 10 the spacetime dia-
gram of ρe for this model, similarly to what we have done
in Fig. 5 for the complex case. A clear parallelism can be
seen between the two cases, and, in particular, the grav-
itational cooling mechanism is at work also in the real
Proca case.
VI. CONCLUSIONS
In this work we have studied the dynamical formation
of spherical Proca stars, as well as of quasi-stationary
vector solitonic objects, by performing fully non-linear
numerical relativity simulations, within the Einstein-
(complex)Proca theory. For this purpose, we succeeded
in obtaining appropriate initial data that solves all three
constraints of the system, but that still leaves enough
freedom to vary the initial cloud parameters as to probe
the dependence of the process on the phase difference
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FIG. 10: Spacetime diagram of the Proca energy density ρe
for the real oscillaton model 5. This is a logscale plot and the
darker areas represent zones where ρe is higher.
between the real and imaginary parts of the Proca field
and on the amplitude ratio between these two compo-
nents. Whereas truly stationary solitonic objects - Proca
stars [13] - only exist for a phase difference of pi/2 and
equal amplitudes, quasi-stationary vector solitons - anal-
ogous to scalar oscillating soliton stars [26] - appear to ex-
ists for more general phase differences and amplitude ra-
tios. Indeed, our simulations suggest that in these cases,
the phase difference and amplitude ratio are conserved
throughout the simulations and, nonetheless, a compact
object tends to form. Thus, we conjecture the existence
of a continuous family of quasi-stationary vector solitons,
similar to that discussed in [29] for the scalar case.
As an avenue for future research, the formation of ro-
tating boson or Proca stars from the gravitational col-
lapse of a (rotating) cloud of scalar/vector matter, re-
mains an outstanding open question.
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