ditions, when lip movements and sounds can be combined. However, current knowledge of the specific contribution of visual information to speech processing in the absence of sound (also called speech-reading or lip-reading) is quite limited in comparison with what is now known about auditory and audiovisual speech perception (see, e.g., Bernstein & Benoît, 1996; Bernstein, Demorest, & Tucker, 1998) .
How much information can be extracted from the visual signal alone? The ability to speech-read (i.e., to identify the syllables and words on the basis of visual cues alone) rarely affords robust comprehension (see, e.g., Bernstein et al., 1998; Samuelsson & Rönnberg, 1993) except, perhaps, in a few gifted individuals (see Dodd & Murphy, 1992; Sacks, 1990) or in situations in which the content of the message is strongly constrained by context (e.g., Rönn-berg, Samuelsson, & Lyxell, 1998) . Perhaps surprisingly, the capacity for speech-reading is somewhat resistant to training, and only modest success has been achieved so far (e.g., Bernstein, Auer, & Tucker, 2001; Heider & Heider, 1940 ; but see Massaro, Cohen, & Gesi, 1993; Walden, Erdman, Montgomery, Schwartz, & Prosek, 1981; Walden, Prosek, Montgomery, Scherr, & Jones, 1977 , for more successful results with the use of isolated syllables). Indeed, past research suggests that even deaf individuals who have been long deprived of hearing and therefore forced to rely on visual cues alone for communicative purposes are not necessarily better speech-readers than hearing individuals (see Conrad, 1977; Lyxell & Rönnberg, 1991; Mogford, 1987; Owens & Blazek, 1985 ; but see Bernstein et al., 1998 Bernstein et al., , 2000 , for a different point of view).
As many researchers have pointed out, the visual correlates of speech are often ambiguous as to which speech sound has actually been produced. For instance, although place of articulation may provide visually accessible information, other phonetic features, such as manner of articulation and voicing, are realized by articulators usually hidden from view in face-to-face situations (see, e.g., Summerfield, 1987; Walden et al., 1977) . Consequently, a given visible speech gesture (viseme) can correlate with several potential speech sounds (phonemes). The typical example of this involves the phonemes /b/, /p/, and /m/, which correspond to very similar visemes (arguably even the same viseme; Fisher, 1968; Massaro, 1998; Owens & Blazek, 1985; Summerfield, 1987) . Because of this high degree of visual confusability, it has been argued that many words are virtually indistinguishable from each other on the basis of lipreading alone (a phenomenon called homopheny-see Berger, 1972; Nitchie, 1916) .
Other studies, however, suggest that there is more detail to be retrieved from the visual speech signal than was originally thought, and predict that finer distinctions are possible even within gestures belonging to the same viseme or between certain homophenous words (i.e., words having different sounds but resulting in the same mouth shape; see, e.g., Bernstein et al., 2000) . For example, the movement patterns (kinematics) associated with speech (involving the jaw, the cheeks, and the mouth) can be useful for extracting information about the acoustic properties of the signal (Vatikiotis-Bateson, Munhall, Kasahara, Garcia, & Yehia, 1996; Yehia, Kuratate, & Vatikiotis-Bateson, 2002 ). Head movements carry information regarding the fundamental frequency (Yehia et al., 2002) as well as information regarding suprasegmental features of speech that convey lexical stress, syntactic boundaries, and pragmatics (Hadar, Steiner, Grant, & Rose, 1983 Munhall, Jones, Callan, Kuratate, & Vatikiotis-Bateson, 2004) . There is evidence that even some information regarding the voice of the speaker can be retrieved from the visual speech signal (see, e.g., Kamachi, Hill, Lander, & Vatikiotis-Bateson, 2003) . Another possibly important source of information is that provided by the lexical and phonotactic constraints of the language (see . Thus, even if there is a manyto-one mapping from phonemes to visemes, not all possible phonological interpretations of a given sequence of facial gestures lead to real words or allowable phonotactic combinations. Accordingly, recent studies have found that lexical distinctiveness in visual speech perception is much better than what would be predicted on the basis of the visemic repertoire alone Bernstein, Iverson, & Auer, 1997; Mattys, Bernstein, & Auer, 2002) .
Scope of the Present Study
There are few ways to assess the role played by visual information alone, especially if one wants to avoid methodologies based on directly (i.e., explicitly) asking the observer about linguistic properties. Language discrimination is a natural and simple task that can help determine, in an indirect way, the key linguistic information available to the observer that is representative of one or both languages (see Navarra, Sebastián-Gallés, & Soto-Faraco, 2005 , on the importance of using indirect measures to test linguistic abilities across languages). Thus, one strategy that would help to clarify the degree of detail provided by visual speech information is to test whether or not it affords discrimination between different languages. For instance, it is almost trivial that adult humans are able to distinguish between their own language and another language, or even between certain foreign (i.e., unfamiliar) languages (see, e.g., Navarra, Spence, & Soto-Faraco, 2007; , on the basis of auditory information alone. Perhaps less trivial is the fact that discrimination between some language pairs is possible even when the speech signal has been resynthesized so that barely any segmental information is available (i.e., by replacing all vowels with /a/ and all consonants with /s/; see Navarra, Spence, & Soto-Faraco, 2007; Ramus, 2002) . Interestingly for the purposes of the present study, these findings indicate that listeners can discriminate languages on the basis of some phonotactic and rhythmic information. Similarly, prelinguistic infants as young as 4.5 to 5 months can discriminate acoustically between the language usually spoken in their environment and unrelated, unfamiliar languages (see, e.g., Bosch & Sebastián-Gallés, 1997; Mehler et al., 1988; Nazzi, Jusczyk, & Johnson, 2000) . Prelinguistic infants are even sensitive to the differences between certain pairs of unfamiliar languages as long as these languages belong to distinct rhythmic groups (see, e.g., Nazzi, Bertoncini, & Mehler, 1998) . Because infants can make these discriminations not only with naturally spoken language but also when using resynthesized and low-pass filtered speech, researchers have hypothesized that their (acoustic) discrimination abilities rely on rhythmic patterns (see, e.g., Ramus, Hauser, Miller, Morris, & Mehler, 2000; Ramus, Nespor, & Mehler, 1999) . What is not known, however, is whether there is enough information in the visual signal alone to allow successful discrimination between languages. Since the repertoire of visemic units is more limited than the repertoire of phonological units, one would suspect that a distinction between two languages with similar visemic repertoires, highly overlapping lexicons, and similar rhythmic properties would become virtually impossible.
We addressed this question by testing groups of speakers from different linguistic backgrounds using Spanish and Catalan sentences. These two Romance languages are certainly similar in terms of phonological properties, rhythmic pattern, and lexicon, and therefore discrimination should be very difficult. In terms of phonological segments, the Spanish repertoire contains only two sounds-unvoiced fricatives-that are not present in Catalan: /θ/ (as in zapato, "shoe") and /x/ (as in jamón, "ham"). It is unclear whether /x/ has a visual correlate that is different from the visible cues provided by other sounds that exist in Catalan (i.e., /g/, /k/). It may be argued, however, that there is a subtle difference between the visual correlates of /θ/ (present in Spanish only) and /d/ (present in both Catalan and Spanish), since the former involves a somewhat larger tongue protrusion. Indeed, these two speech gestures are usually classified into different viseme categories (see, e.g., Mattys et al., 2002; Walden et al., 1977) . On the other hand, Catalan phonology contains several sounds that do not belong to the Spanish repertoire: The vowels /ε/, /O/, and /@/, as well as the unvoiced fricative sound /S/ (as in xocolata, "chocolate") and the voiced fricative sounds /Z/ (as in gerro, "f lowerpot") and /z/ (as in casa, "house"). Voicing is not a visually distinctive feature, and it is unclear that these voiced consonants would provide any differential visual correlates with respect to some of the unvoiced consonant sounds existing in the Spanish repertoire (/tS/, /x/, and /s/). As for the vowels, the visual correlates of the three Catalan-only vocalic sounds (/ε/, /O/, and /@/) have, again, very close counterparts in the Spanish vowel space (/e/, /o/, and /a/), with the mouth opening being perhaps the most important correlate of the Catalan-only vowels (see MacEachern, 2000, and Summerfield, MacLeod, McGrath, & Brooke, 1989 , for visually based vowel distinctions in English). At the suprasegmental level, Spanish and Catalan are both syllable-timed languages and should therefore have similar prosodic properties. There are differences, however. The most relevant ones are that (1) Catalan has vowel reduction whereas Spanish does not, (2) there are more monosyllabic words in Catalan than in Spanish, and (3) Catalan allows consonant clusters in syllabic coda position whereas Spanish does not (Solà, Lloret, Mascaró, & Pérez-Saldanya, 2000) .
For this initial investigation, we used natural speech (a silent video clip of the face of a female speaker who was producing sentences) to allow participants to have access to all potential information that the visual signal offers, be it segmental, suprasegmental, or even possibly lexical.
ExPErimEnt 1 Spanish-Catalan Discrimination by Spanish-Catalan Bilinguals
The goal of this experiment was to ascertain whether or not observers can visually discriminate between two very similar languages with which they are familiar. To this end, we selected a group of Spanish-Catalan bilinguals. We divided the sample between Catalan-dominant bilinguals, Spanish-dominant bilinguals, and simultaneous bilinguals in order to detect any asymmetry among these linguistic groups. method Participants. We recruited 48 Spanish-Catalan bilingual undergraduate students from the Universitat de Barcelona for this experiment. We divided the sample into three different groups as a function of each participant's linguistic background 1 : Spanish dominant (both parents spoke Spanish at home), Catalan dominant (both parents spoke Catalan at home), and simultaneous bilinguals (one parent mainly spoke Catalan and the other parent mainly spoke Spanish with the participant). None of the participants reported any hearing problems or any visual problems other than those corrected by wearing lenses. They received course credit in exchange for their participation.
Apparatus and materials. We recorded the experimental sentences in a sound-attenuated room using a VHS camera recorder. The speaker was a female Spanish-Catalan simultaneous bilingual for whom current use and dominance of the two languages was balanced. She was asked to read the sentences at a normal rate. The sentences were extracted from several poetry texts in order to control metrics (in number of syllabic units) and duration, although we made an effort to avoid very low-frequency words. The sentences were equalized across languages in terms of duration and length (16, 22 , and 32 syllables long, 16 sentences each, per language).
The video recordings consisted of a fixed take showing a full view of the speaker's face, from the shoulders to the top of the head. The content of the videotape was digitized into separate computer files (Audio Video Interleave, 25 frames/sec; frame size, 704 3 576 pixels; depth, 24 bits; compressor, DIV3) corresponding to each sentence. Each of these video clips was edited using Adobe Premiere software in order to equalize as much as possible the time between the beginning of the video clip and the onset of the lip movements. All clips started with a four-frame, 160-msec transition from black, videotaped as the speaker was starting the utterance, and ended with a 160-msec transition into black as the speaker was ending the utterance. The image, as shown to the participant, was surrounded by a 6-pixel-wide frame (red or green; see below). The video clips were presented on a 17-in. CRT monitor screen using a Pentium III PC running a custom-made software program.
Procedure. The participants sat at a distance of about 75 cm from the computer screen. Each participant received a total of 48 trials, each following the same sequence (see Figure 1 ): A white fixation dot appeared in the center of a black screen for 500 msec. Then, a silent video clip of the speaker pronouncing one sentence in Catalan or in Spanish was played inside a red frame. After a 1-sec interstimulus period (black screen), a second video clip of the speaker pronouncing a different sentence (with the same number of syllables) in one of the two languages was played inside a green frame. The participants were asked to press the right button of the mouse (labeled with the word "yes") if they thought the language of the second sentence was the same as that of the first sentence, or to press the left button (labeled with the word "no") if they thought the second sentence was in a different language. The participants were instructed to respond as soon as they were sure of their judgment, during the second sentence (the green frame served as the response cue). A white question mark appeared in the center of the screen after the second sentence and stayed on for a maximum of 2,000 msec or until a response had been made. The languages of the first and second sentences were pseudorandomly chosen on a trialby-trial basis for each participant, with order and the total number of sentences in each language being equiprobable. Each sentence appeared only once in the experiment, and all pairs of sentences in a trial were of the same length in syllables.
results
We conducted two ANOVAs on the discrimination scores (see Table 1 ). In one ANOVA, we analyzed the percentage of correct responses averaged by participants, with linguistic group of the participant (Spanish dominant vs. Catalan dominant vs. simultaneous bilinguals) as a between-subjects factor and length in number of syllables (16 vs. 22 vs. 32) as a within-subjects factor. In the other ANOVA, we included percentage of correct responses averaged by items as the dependent variable, with length in number of syllables as a between-items factor and linguistic group as a within-items factor. The analyses did not reveal any significant effect of linguistic group (F 1  1, F 2  1). The effect of number of syllables was significant [F 1 (2,90) 5 4.1, p 5 .019; F 2 (2,93) 5 3.1, p 5 .05], with the highest discrimination scores for the longest sentences (57%, 57%, and 64% for the 16-, 22-, and 32-syllable utterances, respectively), although sentences from each of the three syllable lengths were discriminated at abovechance levels as determined by one-sample t tests (all ps , .001). The interaction between linguistic group and number of syllables was far from significant in both the participants and the items analyses (F 1 , 1, F 2 , 1). Separate t test analyses on each group's average performance revealed that participants from all three groups performed above chance level [Spanish dominant, 57%, t(16) Although the two-interval response task used in the experiment should be robust to potential biases arising from the adoption of different response criteria by different groups, we used the signal detection theory method (see Macmillan & Creelman, 1991) to assess the sensitivity and possible differences in criterion. From the hit rate (percentage of "yes" responses given on same-language trials) and the false alarm rate (percentage of "yes" responses given on different-languages trials), we obtained independent estimates of the sensitivity (d′) and criterion (c) parameters. Since none of the participants' individual proportions of hits or false alarms was either 0 or 1, we did not have to replace any values in the signal detection analyses (this is also true for Experiments 2 and 3). On average, sensitivity was low but different from zero in all three groups (d′ Spanish dominant 5 0.39, d′ Bilinguals 5 0.56, d ′
Catalan dominant 5 0.63). There were no significant differences across the three linguistic groups ( p 5 .293). The data also revealed no significant differences in terms 
Discussion
The main result to emerge from Experiment 1 is that the observers were able to visually distinguish between their two languages despite the fact that the languages are phonologically very similar. This result shows, for the first time, that adults can use the information contained in visual speech to distinguish two very similar languages from one another. This demonstration of language discrimination adds significantly to our understanding of visual speech perception. It substantiates previous claims, based on performance in word or phoneme identification tasks, that the information available from visual speech may be richer and more detailed than was initially thought (see Bernstein et al., 2000 , for a similar argument). The three different groups of bilinguals tested here showed a consistent pattern of results, and no differences between them were detected.
As would have been expected, we found that the longer the utterances, the higher the success rate in the task. This likely reflects the fact that longer sentences (and/or words) result in more accurate speech-reading, presumably because more information can be gathered and, therefore, contextual, lexical, and/or phonotactic constraints are stronger. What is particularly noteworthy, however, is that our participants were able to discriminate the two languages at above chance levels even in the shortest (16-syllable) utterances.
The fact that Spanish-Catalan bilinguals succeed in the visual discrimination of their two languages raises an important question: What type of information do observers use to discriminate between these two languages? In general, linguistic cues that can help distinguish languages are present in the speech signal, but in the case of the Spanish-Catalan distinction it is unclear how informative these cues can be. As discussed above, there are very few visemes that distinguish between Spanish and Catalan. The high degree of lexical overlap is also important, although our participants may have been able to recognize some specific words, a few of which were perhaps frequent and distinctive in one of the two languages.
However, an alternative explanation of the result obtained in Experiment 1 must be considered first. In particular, it could be that there was some kind of subtle, nonlinguistic cue in the stimuli that allowed the participants to classify the sentences regardless of any other consideration (e.g., the speaker may have looked slightly happier when speaking in one language than in the other). We attempted to minimize the presence of these kinds of cues by using only 1 very well-balanced bilingual speaker for all our recordings and videotaping all the materials during a single session. Yet it is difficult to be completely certain that our speaker did not inadvertently display subtle extralinguistic cues that differed across the two languages. If this were the case, even a group of observers unfamiliar with the two languages should be able to detect these cues and use them to succeed in the discrimination task. Experiment 2 addressed this question directly.
Speakers who are unfamiliar with the languages being tested are less likely to be able to decode and make use of the very subtle linguistic signals that distinguish these two languages. Nor will they be able to use lexical or phonotactic constraints that specify the linguistic distinction at stake. Consequently, their ability to classify Spanish and Catalan on the basis of visual input alone should be poorer than that observed in Experiment 1. If, on the other hand, the materials contain any type of extralinguistic cue that permits discrimination of the stimuli, then even linguistically unfamiliar observers should be able to succeed at this task.
ExPErimEnt 2 Spanish-Catalan Discrimination by Speakers Unfamiliar With these Languages
The next step in this study was to assess whether people can discriminate between the two languages tested in Experiment 1 when these languages are unfamiliar to them. We tested monolingual speakers from two different linguistic backgrounds, English and Italian, who had had no contact (other than, perhaps, occasional) with either Spanish or Catalan. If they can discriminate Spanish from Catalan, then we will not be able to rule out the alternative account that there is some kind of nonlinguistic information in the visual stimuli used in Experiment 1 that aids in discrimination. However, if the unfamiliar observers are unable to discriminate between the two sets of sentences, the potential account based on extralinguistic information will be seriously compromised.
Furthermore, because Spanish and Catalan are Romance languages and also very similar from a rhythmic point of view, knowledge of a related language (Italian) might help a subset of the participants to discriminate between them. Previous research in adaptation to time-compressed speech has shown that listeners can generalize perceptual adaptation mechanisms to rhythmically similar languages (Sebastián-Gallés, Dupoux, Costa, & Mehler, 2000) . In Sebastián-Gallés et al.'s (2000) study, Spanish natives were able to better understand highly time-compressed Spanish sentences if they were previously exposed to time-compressed Spanish sentences than to time-compressed English ones. Results also showed that previous exposure to time-compressed Italian or Greek (two languages that are rhythmically similar to Spanish) produced the same benefits as listening to time-compressed Spanish. If this generalization were applicable to visual input, Italian monolinguals might be able to use their knowledge about their native language to better parse Spanish and Catalan visual sentences and, therefore, perceive the differences between them. method Participants. Twenty English native speakers (undergraduate students at the University of British Columbia) and 15 native speakers of Italian (5 undergraduate volunteers from the Fondazione Santa Lucia in Rome and 10 graduate students from the Scoula Internazionale Superiore di Studi Avanzati in Trieste) were recruited for this experiment. They had only occasional or no previous experience with Catalan or Spanish. All had normal hearing and normal or corrected-to-normal vision. The students from the University of British Columbia received course credit for their participation.
Apparatus, materials, and Procedure. The experimental methods and testing conditions were closely matched to those used in Experiment 1 except that the participants were now tested in different locations. The Italian participants in Rome were tested using a laptop Pentium PC with a 15-in. LCD monitor in a quiet room, whereas the Italian participants in Trieste were tested in a laboratory room using a Pentium III PC with a 17-in. CRT monitor. The Canadian participants were tested in a sound-attenuated room using a Pentium 4 PC with an 18-in. CRT monitor. All the participants sat at eye level with the monitor, approximately 75 cm from the screen.
results
We submitted the percentage correct scores of all the participants to two ANOVAs (one in which participants was the random factor and the other in which items was the random factor), with number of syllables (16 vs. 22 vs. 32) and linguistic group (English vs. Italian) as independent variables. Both the main effect of number of syllables (F 1 , 1, F 2 , 1) and the main effect of language background (F 1 , 1, F 2 , 1) failed to reach statistical significance. The interaction between number of syllables and group was significant by participants but not by items [F 1 (2,66) We compared the accuracy of participants in this experiment with that of the Spanish-Catalan bilinguals of Experiment 1. We found a significant overall difference between the Spanish-Catalan bilinguals in Experiment 1 and the linguistically unfamiliar observers in Experiment 2 [t(81) 5 3.54, p , .001]. In a further effort to confirm the reliability of the result, we used one-tailed t tests to evaluate the hypothesis that every linguistic group included in Experiment 1 (Spanish dominant, Catalan dominant, and simultaneous bilinguals) had performed better than both linguistic groups included in Experiment 2 (English speakers and Italian speakers). The analyses showed that, indeed, all comparisons between the bilingual participants of Experiment 1 and the unfamiliar participants of Experiment 2 resulted in significant differences ( p , .05). 2 In the analysis of the signal detection parameters in Experiment 2, sensitivity was significantly lower than that in Experiment 1 (d ′ Exp1 5 0.52, d ′ Exp2 5 0.15, p , .001), and overall d′ Exp2 was not different from zero ( p 5 .102). This was also true for each language group separately (d′ English 5 0.14, p 5 .286; d′ Italian 5 0.13, p 5 .327). The criterion was also marginally lower than what was seen in Experiment 1 (c Exp1 5 0.24, c Exp2 5 0.07; difference, p , .03), suggesting that the participants in this experiment had less of a tendency to prefer the "different" response.
Discussion
Several conclusions emerge from the results of Experiment 2. First, there are no extralinguistic cues in the visual message that the observers were able to use to classify the stimuli. This demonstration is important because it restricts the set of potential explanations for the results of Experiment 1 to the realm of linguistic information. Second, in contrast with the results of Experiment 1, here the length of the utterances did not have any relevant effect on accuracy, 3 although the participants in Experiment 2 took an average of 1,034 msec longer to inspect the sentences than did the participants in Experiment 1 ( p , .001). The fact that, unlike performance in Experiment 1, performance in Experiment 2 did not vary with sentence length provides yet more support for the linguistic nature of discrimination in Experiment 1, since speech-reading performance is usually positively correlated with the length of the sentence or word. 4 As we discussed in the introduction, one of the potentially important cues for distinguishing two unfamiliar languages, at least when sounds are available, is their rhythmic patterns. This is the most prominent cue that prelinguistic infants and adults unfamiliar with the test languages resort to when confronted with an auditory language discrimination task. Because Spanish and Catalan belong to the same rhythmic class (both are syllable based-see, e.g., , the overall prosodic characteristics of the two languages may sound (and look) very similar to the unfamiliar ear (and eye). Unlike English, which is stress based, Italian belongs to the same rhythmic class as Spanish and Catalan (i.e., it is syllable based). One might therefore expect that Italian speakers, more familiar with the rhythmic aspect of the two languages, would be better able to extract some language-specific information from the visual speech in this experiment. Yet, the Italian speakers were no better than the English speakers at distinguishing whether they were being exposed to Spanish or to Catalan. This suggests that familiarity with the rhythmic class alone does not allow successful language discrimination.
Taken together, the results of Experiments 1 and 2 lead to the conclusion that a high degree of familiarity with the languages is a necessary condition for successful visual discrimination. In Experiment 3, we investigated whether the observer must be familiar with both languages, or whether familiarity with one language is sufficient for discrimination.
ExPErimEnt 3 Spanish-Catalan Discrimination by Spanish monolinguals
The next experiment of this series addressed whether or not familiarity with only one of the two languages is sufficient to enable visual discrimination between Spanish and Catalan. To this end, we tested a group of Spanish monolingual speakers born and raised outside Catalonia who had only very occasional, if any, previous contact with spoken Catalan. method Participants. Seventeen undergraduate students at the University of the Basque Country (Vitoria, Spain) participated in this study. All spoke Spanish as their native language and had very occasional, if any, previous experience with Catalan. They reported normal hearing and normal or corrected-to-normal vision.
Apparatus, materials, and Procedure. These were exactly as in Experiment 1 except that the experiment was conducted in a different geographical location (the Basque Country) using a different computer (Acer Travelmate 654LC laptop PC with a 15-in. LCD monitor). The participants were tested inside a sound-attenuated laboratory room. 5
results
We submitted the percentage of correct responses to two one-way ANOVAs (one by averaged participants and the other by items) with number of syllables (16 vs. 22 vs. 32) as the factor. The analyses returned null results (F 1 , 1, F 2 , 1). We then tested the group average against chance level (in this case, 50%) and found a significant difference [M 5 56%, t(16) 5 3.8, p 5 .001], indicating that the Spanish monolinguals were able to discriminate between Spanish and Catalan sentences. Finally, the comparison between the Spanish monolinguals and the entire sample of Spanish-Catalan bilinguals tested in Experiment 1 revealed a numerical, albeit only marginally significant, difference in favor of the latter [t(63) 5 1.7, p 5 .098]. We then performed one-tailed t tests to test the hypothesis that each group of bilinguals included in Experiment 1 had performed better than the monolinguals in Experiment 3. The analyses revealed that the Catalan-dominant group achieved significantly better discrimination scores than did the Spanish monolinguals ( p , .05), whereas the scores of the simultaneous bilinguals were marginally better than those of the Spanish monolinguals ( p 5 .07). In contrast, no differences were observed between the Spanish-dominant bilinguals and the Spanish monolinguals (|t| , 1).
When testing the signal detection parameters for the Spanish monolingual group, we found that sensitivity was marginally lower than that in Experiment 1 overall (d ′ Exp1 5 0.52, d ′ Exp3 5 0.32, p 5 .092). Groupwise, this difference was significant when the Spanish monolinguals were compared to the Catalan-dominant bilinguals (d′ Catalan dominant 5 0.63, p , .05) but not in the other comparisons (both ps . .1). With respect to response criterion, there were no differences overall with respect to Experiment 1 (c Exp1 5 0.24, c Exp3 5 0.20, p 5 .662).
Discussion
The results of Experiment 3 are clear in demonstrating that knowledge of only one of the two test languages (i.e., Spanish) enables observers to successfully discriminate natural connected speech in Spanish and Catalan on the basis of visual cues alone. The comparison between the results of Experiment 3 and those of Experiment 1 suggests that knowledge of both languages (rather than of only one of them) further facilitates performance in the visual discrimination task. Although the difference between Experiments 1 and 3 was only marginally significant, this particular conclusion is supported by two secondary findings. First, when the groups were tested separately, the only group in Experiment 1 not to show a reliable advantage with respect to the monolinguals in Experiment 3 was the Spanish-dominant group. Second, the monolingual participants in Experiment 3 required significantly more time to make their decisions than did the bilinguals tested in Experiment 1 (660-msec mean difference in RTs between groups, p , .05). 6 One could raise the potential concern that, since we did not measure our participants' lipreading ability in advance, there might be individual differences across linguistic groups that could explain the differences found. However, we think this is unlikely, since we can assume that the chance of finding good lip-readers is equivalent for both linguistic groups. 7 Thus, overall, the present pattern of data provides support for the idea that experience with both languages might provide an advantage in decoding (and using) the available visual correlates necessary for successful language discrimination.
Once it was established that the average bilingual speaker can discriminate between his or her two languages on the basis of visual speech correlates and that the relevant information is likely to be linguistic in nature, we revisited the data collected in Experiment 1 in order to find out more about the potential cues that our speakers might have used.
FUrthEr AnALySES oF thE SEntEnCE DiSCriminAtion DAtA oF ExPErimEnt 1
In order to further investigate visual speech as the basis for successful discrimination between Spanish and Catalan, we conducted additional analyses as a function of several phonological and lexical properties of the stimuli that could potentially help to characterize each language. We extracted indexes about features regarding segmental information (characteristic phonemes, phonotactic combinations), correlates of rhythm (vowel reduction, ratio of vowels to consonants), and lexical information (number of cognates). We calculated a numerical index (see below) for each of these cues and for each of the sentences used (independent of language). Then, we performed regression analyses for each of the cues, separately and grouped, with the average discrimination scores in Experiment 1 as the dependent variable (given that this is where the participants achieved the best discrimination results). We based the sentence statistics on the (acoustic) phonological properties, not directly on visemic information. As we discussed earlier, and in consistency with the results of the present experiments, traditionally defined visualonly information (visemes) is generally a poor tool for differentiating speech samples from these two languages. Therefore, we decided to use (richer) phonological descriptions instead, given that, no matter what visual cues (or combination of cues) the participants might be using to discriminate, these should manifest themselves in terms of the (auditory) phonological makeup.
Data extraction and transformation. First, from the data of Experiment 1 (in which successful discrimination was observed), we calculated a discrimination index for each sentence in the experiment. This index was the average of correct responses across all trials in which the sentence was present (M 5 .60, SD 5 .09; range, .30-.80). Second, for each sentence we assessed the following values: characteristic phonemes (Phon), defined as the number of phonemes in the sentence that exist in one language but not in the other (see the introduction) 8 ; ratio of vowels to consonants (RVC); and number of cognates (Cog), defined as the number of content words in a sentence that are similar phonologically, etymologically, and semantically between the two languages. Two more variables were extracted for the Catalan sentences only, since these properties are rarely if ever present in Spanish: characteristic phonotactic combinations (Clust), which are those clusters or word endings that are present in Catalan but not allowed in Spanish; and vowel reduction (Reduc), which was the number of weak (reduced) vowels in a sentence. All these values (except for RVC, which is naturally expressed as a proportion) were divided by the number of syllables in the sentence, so sentence length (which has already been singled out as a significant factor for discrimination) was canceled out. Finally, we transformed each variable into an index ranging from 0 to 1, so that values between variables were expressed along the same scale (see Table 2 ).
Data analyses. All the variables that could be computed for both Catalan and Spanish sentences were compared using a Student's t test in order to find potential overall differences between the two languages. None of the comparisons yielded significant results (for Phon, p 5 .595; for RVC, p 5 .08; for Cog, p 5 .132). We then introduced these three variables as independent factors in a linear regression analysis with discrimination performance as the dependent variable. Both in combination and individually, all failed to account significantly for the variation observed in the discrimination index [F(3,76) 5 1.0, p 5 Figure 2 for the partial correlations of each variable against the discrimination index.
None of the variables extracted from the sentences was able to clearly explain the ability of bilingual speakers of Spanish and Catalan to discriminate languages visually. The best predictor of performance, although far from significant, was RVC. This ratio has usually been considered a good correlate of the rhythmic characteristics of languages, including Spanish and Catalan . In our sample of sentences, the difference in RVC between languages was only marginally significant ( p 5 .08), since it corresponds to languages belonging to the same rhythmic class (see . To increase the sensitivity of our comparison to this potential cue, we decided to rank the Catalan and Spanish sentences in terms of their RVCs and assess the discrimination index for the 12 sentences with the highest RVCs (RVC Catalan 5 .48; RVC Spanish 5 .49) and the 12 sentences with the lowest RVCs (RVC Catalan 5 .40; RVC Spanish 5 .41) in each language. We found that, for Catalan sentences, people were better at discriminating those with lower RVCs than those with higher RVCs (66% vs. 59%, p , .05). For Spanish sentences, however, this was not true, and discrimination was similar for high-and low-RVC sentences (56% vs. 58%, p 5 .647). Similar analyses based on low versus high ratings did not provide any significant result for any of the remaining variables.
Discussion. The outcome of the statistical analyses based on the sentence phonological profile provided only a limited amount of information regarding the source of discrimination ability. Neither the individual linguistic variables included nor their combination seemed to constitute a clear basis for the prediction of the accuracy scores observed. Of course, this does not mean that these variables are necessarily idle with respect to the mechanisms used during discrimination, but that their role might be more subtle than can be picked up from our post hoc regression analyses. The particular case of the RVC, which is a correlate of the rhythmic characteristics of the languages, is perhaps illustrative, since more powerful analyses might reveal a potential role of this parameter.
Another important aspect for language discrimination that has possibly been underestimated in the preceding analyses is the potential ability of the participants to identify which language was being spoken by picking up just one or two occasional words by speech-reading. Given the inconclusive results of the regression analyses based on segmental and suprasegmental properties, it is perhaps important to test how much lexically based information can contribute to the successful discrimination between languages. This possibility will be addressed in the next and final experiment. The aim of this experiment was to address the potential ability to identify the actual language being looked at and to determine whether or not this ability may rely on speech-reading isolated words. To this end, participants were asked to classify visually presented sentences according to language (Spanish or Catalan) and to report any words they were able to pick up by speech-reading. This manipulation provides an alternative measure of language discrimination based on an identification task rather than on the two-interval (same-different) task used in Experiments 1-3. It allows us to measure sentence identification performance as a function of how well the words in the sentence can be speech-read. This can help uncover the role that lexically based strategies might have played in the discrimination ability seen in Experiment 1. method Participants. Sixteen students at the University of Barcelona participated in this study. We indiscriminately included participants from all three linguistic backgrounds tested in Experiment 1 (Spanish dominant, n 5 6; Catalan dominant, n 5 6; simultaneous bilinguals, n 5 4), since they did not display any significant differences on the language discrimination task. They reported normal hearing and normal or corrected-to-normal vision.
Apparatus, materials, and Procedure. These were as in Experiment 1, except for the following. The sentences were presented on the same monitor used in Experiment 1 but with a different computer (Acer Travelmate 292 Pentium processor). The participants were presented with a single sentence in each trial. After each sentence, they were asked to respond verbally whether the sentence was in Catalan or in Spanish and then to try to retrieve as many words as they could from the sentence. The experimenter kept a written record of the participants' responses and started a new trial after the response had been recorded. The experiment included a single block in which all 96 sentences used in Experiments 1-3 were presented in random order for each participant. This time, no color frame surrounded the video clip display.
results
We scored the correct responses in the language identification task and calculated performance accuracy. We submitted the accuracy data to two ANOVAs (one by participants and one by items) with sentence language (Spanish vs. Catalan) and sentence length (16 vs. 22 vs. 32 syllables) as factors. Overall, the participants identified the language on 71% of the sentences, which is significantly above chance ( p , .001). There was a positive effect of sentence length (significant only by participants) whereby language identification was easier for longer sentences [F 1 (2,30) 5 5.1, p 5 .012; F 2 (2,90) 5 1.7, p 5 .190], with averages of 67%, 71%, and 74% for the 16-, 22-, and 32-syllable sentences, respectively. Sentence language produced null effects (F 1 , 1, F 2 , 1), confirming that the two languages were not particularly distinct (70% and 72% for Spanish and Catalan, respectively).
Speech-reading ability was measured as the percentage of content words 9 that the participants could correctly retrieve from the sentences. We scored as correct morphological derivations of the word actually presented (i.e., plural vs. singular, past vs. present tense) and words that were phonologically very close to a word present in the sentence. Overall, the speech-reading task was very challenging, with participants reporting an average of 0.87 words per sentence (about 10% of the actual number of words presented per sentence). The average number of correct words picked up from viewing the sentences was 0.24 out of 9.1-that is, 2.5% (2.0% for Catalan sentences and 3.0% for Spanish sentences). In general, speech-reading scores correlated with language identification (by participants, r 5 .79, p , .001; by items, r 5 .24, p 5 .018).
In order to evaluate further the potential role of speechreading, we also assessed the number of reported words that, correct or not, were distinctive of language-that is, words that are not acoustically similar to words in the other language and could therefore, by themselves, signal which language was being spoken. Of the total 1,536 sentence presentations (96 sentences 3 16 participants), responses contained a potentially distinctive word on 553 of them (36%). The probability of a sentence's being correctly classified as Spanish or as Catalan given that a distinctive word had been reported was .79, whereas the correct language identification rate when no distinctive word had been reported was .64 (which is significantly smaller [ p , .001] but still above chance [ p , .001]).
Discussion
The language identification accuracy seen in Experiment 4 (71%) was very much in line with the discrimination scores observed in Experiment 1 (59%). In fact, we can argue that the participants performed the same-different discrimination task of Experiment 1 by correctly identifying languages at p 5 .71. Since discrimination is correct when participants identify the language of each sentence correctly, as well as when they identify both sentences incorrectly, discrimination performance should approximate a simple model of the form p 2 1 (1 2 p) 2 . Using the result of Experiment 4 to establish p at .71, this rather simple model predicts a discrimination accuracy of about .59 in the two-alternative forced-choice task, which compares well with the result observed in Experiment 1 (.59).
The second finding arising from this experiment relates to the contribution that word recognition by speechreading might have had on language identification (and consequently, according to the argument mounted above, on discrimination in Experiments 1 and 3). The correlation between speech-reading ability and language identification was high both when the participants' scores were used and when the slightly less biased correlation based on items accuracy scores was performed. This suggests a possible relation between the two factors and thereby supports a possible role of lexical strategies. This conclusion is further supported by the fact that sentences whose responses contained language-distinctive words were more likely to be classified correctly than sentences whose responses did not contain such words. This is, again, circumstantial evidence given that it stems from correlational analyses. Yet, so far, and given the limited success of tests addressing other levels of linguistic analysis, it provides some indication that lexical strategies might have played a role. It is important to stress, however, that the participants must have used other kinds of information or strategies as well, given that when no distinctive words were reported, performance was still above what one would expect by chance.
GEnErAL DiSCUSSion
The results of this study have revealed that it is possible to discriminate between phonologically and visually very similar languages on the basis of speech-reading alone (Experiments 1 and 3) and to identify them when each of them is seen in isolation (Experiment 4). This indicates not only that the information necessary for discrimination is present in the visual speech signal, but that observers can decode and use it. However, this result does not reflect a general speech-reading capacity, because we have found that this ability is constrained by specific linguistic experience (Experiments 2 and 3). In the remainder of this article, we discuss the potential implications of these findings.
the Possible Bases of Visual Language Discrimination
The present results provide evidence supporting the hypothesis that visual discrimination between Spanish and Catalan by individuals fluent in one or both languages was achieved on the basis of the linguistic information contained in the signals. Although it is difficult to make strong claims as to which kind of linguistic information, or which combination of linguistic cues, the observers may have used, we have begun to explore several possibilities. For instance, we suspect that the discrimination ability shown by our participants is supported by the use of a combination of different features, given that none of the several potential cues alone is very informative as to the differences between the two languages. In terms of segmental cues, as discussed in the introduction, most of the distinctive sounds in one language or the other actually map onto visemes (visible linguistic gestures) that are very similar to (if not indistinguishable from) the gestures produced during the pronunciation of sounds existing in both languages. This was supported by the results of our regression analyses based on the proportion of distinctive sounds present in the sentences (Phon index). Therefore, for discrimination, one can appeal to the use of only a few subtle visual phonological correlates within the categories of the visemic repertoire.
The rhythmic pattern of the language is another possible candidate. Although Spanish and Catalan belong to the same general rhythmic class (i.e., both are syllable-based languages-see , there are some other possible cues that could have an effect on prosody. For instance, the distribution and frequency of vowels in the language have been associated with discrimination abilities in young prelinguistic children using acoustic stimuli (see Bosch & Sebastián-Gallés, 2001 , for the specific case of Spanish-Catalan discrimination). Supporting the potentially important role of these types of suprasegmental cues in the present results, recent studies reveal that there are reliable visual cues to rhythm, especially in head movements, when observers watch someone speak (Munhall , 2002) . Therefore, the subtle rhythmic distinctiveness between Spanish and Catalan remains a potentially important basis for discrimination in this study. This has been partially confirmed in our regression analyses, in which RVC stood out as a potentially important cue for discrimination.
Finally, we have also investigated the potential role played by lexical cues in allowing language discrimination. Since Catalan and Spanish have largely overlapping lexicons-a limitation that is aggravated here because lexical distinctiveness is highly reduced when it comes to visually based speech-reading-one might think that lexical distinctions are unlikely to play a large role. This is somewhat supported by the poor performance of the cognate index as a regressor of participant performance in our sentence analyses. In Experiment 4, we tested directly the ability to speech-read words from the sentences and, as we expected, we obtained a quite limited result (the participants were able to retrieve a mere 2.5% of the words). Nevertheless, this rather low amount of information seemed to be enough to contribute to successful language discrimination, since it appears that the participants might have picked up isolated words that could be language distinctive.
Whatever the cue or, possibly, the combination of cues underlying this ability, what seems clear from our results is that participants must be familiar with the visual correlates of at least one of the languages in order to decode them. The results from the Italian participants indicate that familiarity with the rhythmic characteristics of the languages alone is not sufficient, because the Italian speakers performed no better than the English speakers. However, speakers who are familiar with the prosodic patterns and who know at least one of the to-be-discriminated languages are able to extract sufficient information for discrimination. This combination of results seems to point to the idea that either the subtle rhythmic differences between Catalan and Spanish can be appreciated only by a native speaker, or that other linguistic cues (perhaps based on visual lexical access) are required to facilitate discrimination of highly similar languages.
Extrapolation of other Language Combinations and Linguistic Groups
As is the case with most psycholinguistic research, one must be cautious in generalizing the results obtained in one language or cross-linguistic combination to other languages. In our case, this is perhaps even more important because there are several reasons to predict different outcomes as a function of the language combination being tested (as well as of the native languages of the observers). For example, different languages may differ in the number of sounds represented by a given viseme (and, therefore, in the ambiguity of the viseme). They also may differ in terms of lexical distinctiveness (see MacEachern, 2000) and possibly in other critical aspects, such as the visual correlates of prosody (e.g., tonal languages make extensive use of lexical prosody). As was mentioned above, in the present study we tested one of the most difficult cases because the two languages used are very similar in most aspects, and we have found that speakers of both (or even only one) of the two languages are able to decode the relevant visual cues present in the signal. Follow-up studies using two test languages that are more distinct in a number of important features, such as French and English, are necessary. (Such a study is currently under way in our laboratories.) French has a distinctive (syllablebased) rhythmic pattern that is different from that of English (which is stress based). It will be interesting to determine whether, in this easier discrimination test, specific knowledge about the languages is still a requirement or whether any observer (regardless of his or her linguistic background) would be able to discriminate them. Given the potential role of rhythmic cues in these results and previous research showing a significant role of rhythmic class in the discrimination of low-pass filtered (acoustic) speech, one might speculate that visual and acoustic discrimination might bear on some common mechanisms. Looking at visual and low-pass filtered acoustic speech within a common set of languages could provide some support for this hypothesis .
Independent of the similarities or differences between the two test languages, another possibly important factor to investigate is the linguistic background of the observer. As psycholinguistic research in auditory speech processing has shown, the sensitivity to specific speech features varies as a function of linguistic background (see Soto-Faraco, Sebastián-Gallés, & Cutler, 2001 ). For example, French listeners are not sensitive to lexical stress (Dupoux, Pallier, Sebastián, & Mehler, 1997; Dupoux, Peperkamp, & Sebastián-Gallés, 2001 ), arguably because lexical stress is not a useful cue for word discrimination in their language (French has a fixed stress pattern). Finnish native speakers are sensitive to vowel harmony within words, unlike speakers of many other languages, including English (Suomi, McQueen, & Cutler, 1997) .
Cross-linguistic manipulations will offer a wide range of possible tests to refine the characterization of visual discrimination ability and, therefore, to gain specific knowledge about the basis of speech-reading and what it may contribute to language processing in general.
Conclusions and Future Directions
The present findings support the following conclusions: (1) The visual speech signal carries sufficient cues for language discrimination even between very similar languages; (2) the average observer (not specifically trained or selected on the basis of lipreading ability) is able to decode these cues; and (3) this ability is limited to observers who are experienced speakers of at least one of the two languages. These results support the idea that the observer is able to extract more information from the signal than is predicted by the classic measures of visual speech distinctiveness. We have proposed that the mechanisms underlying this ability are based on segmental, suprasegmental, and lexical processes or, possibly, a combination thereof.
The present findings provide a foundation for future investigation of several relevant issues. First, testing of additional linguistic groups and language discriminations will help refine our knowledge of the feature or combination of features that are present (and usable) in the signal.
A second important aspect for further research relates to the role of visual speech information in development. It is known that prelinguistic infants are sensitive to several visual correlates of speech, such as audiovisual synchrony (see, e.g., Dodd, 1979) , gender correspondence (Patterson & Werker, 2002) , and even segmental correspondence between sounds (vocalic and consonantal) and gestures (see, e.g., Burnham & Dodd, 2004; Desjardins, Rogers, & Werker, 1997; Desjardins & Werker, 2004; Kuhl & Meltzoff, 1982 Patterson & Werker, 1999 , 2002 . It will be interesting to address whether or not infants are also sensitive to language information and, if so, what use they can make of it to facilitate language acquisition in bilingual environments (for preliminary evidence, see Weikum et al., 2004) .
