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Solving sparse systems of linear equations permeates power system analysis.  
Newton-Raphson, decoupled, and fast decoupled algorithms all require the repeated 
solving of sparse systems of linear equations in order to capture the steady state 
operational conditions of the power system under test.  Solving these systems of 
equations is usually done using LU Factorization which has an order of complexity O(n3) 
where n represents the number of equations in the system.  The Chio’s condensation 
algorithm is an alternative approach, which in general has a complexity of O(n4). 
However, it has a straightforward formulation that can be easily implemented in a parallel 
computing architecture. Previous research has not investigated the application of the 
Chio’s algorithm under sparse matrix, which is typical for power system analysis. This 
thesis presents a MPI-based parallel solution of sparse linear systems using Chio’s 
condensation algorithm and realistic test data from power flow analysis. Different sparse 
matrix techniques are discussed, and a reordering scheme is applied to further improve 
the efficiency for solving the sparse linear system. 
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1.1 Overview  
Computing the load flow solution for a power system involves solving a system 
of equations of the form, 
bAx                                                             (1) 
where A is a matrix of coefficients, x is a column vector of variables to be solved for, and 
b is a column vector of known values [1].  A system of equations of this type must be 
solved for during each iteration of the Newton-Raphson method, Decoupled method, and 
Fast Decoupled method [1].  The Task Force of the Computer and Analytical Methods 
Subcommittee of the Power Systems Engineering Committee in their 1992 report made 
the generalization that most power system problems require the solving of such a system 
of equations as formulated in (1) [2].  Therefore, given the demand for solving systems of 
equations, an obvious avenue for research is investigation of methods that have the 
potential to more efficiently solve such systems of equations. 
In his thesis, Arun Nagari presents an algorithm for solving systems of equations 
using a parallel application of Cramer’s Rule that uses n2 processing elements (custom 
logic on an FPGA) that has an operational complexity of O(n) where n refers to the 
number of equations in the system[3].  The proposed method herein uses a parallel 
application of Cramer’s Rule with (n+2) processes in a parallel programming 
environment, Message Passing Interface (MPI) in this case, to reduce the computational 
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complexity to approximately O(n2).  One of the key differences between the work in [3] 
and this thesis is that the determinants needed to solve the system of equations with 
Cramer’s Rule [4] are themselves not computed concurrently, meaning that the 
computation of each determinant is not parallelized.  However, each determinant is 
computed separately and simultaneously by (n+1) worker processes.  Instead of 
parallelizing the calculation of each determinant, the structure of the system being solved 
is leveraged to accomplish further reduction in the number of required operations.  This is 
because a matrix representing a power flow solution can be exploited using sparse 
storage techniques and matrix reordering as explained in [5].  This design choice was 
made in consideration of the execution environment, a computer cluster on the University 
of Tennessee campus that will be further discussed in Chapter 4. 
1.2 Contribution of this thesis 
This thesis contributes to the available literature in several ways.  First, this body 
of research implements and evaluates Chio’s Condensation method for finding 
determinants with consideration for highly sparse matrices.  Second, this thesis 
implements a reordering scheme of the sparse matrix before computing the determinant 
and shows the impact of reordering.  Lastly, this thesis shows a parallel implementation 
of Cramer’s Rule with Chio’s Condensation method using actual power system test data.  
1.3 Organization of this thesis 
This thesis is organized as follows.  Chapter 2 is a literature review showing 
existing methods for solving the power flow solution and discussing parallel computing 
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with regard to solving power system problems.  Lastly, Chapter 2 reintroduces Nagari’s 
work. 
Chapter 3 discusses the proposed algorithm.  Cramer’s Rule is discussed and 
explained.  Sparse storage techniques of matrices and matrix reordering techniques are 
discussed.  A flow chart of the program and discussion of how these three concepts are 
incorporated to solve systems of equations is also included. 
Chapter 4 discusses the hardware utilized to test the algorithm and the 
programming environment used.  A brief overview of Message Passing Interface, the 
current standard for parallel computing that utilizes multiple processes, and an overview 
of testing methods are also given in Chapter 4. 
Chapter 5 contains a discussion and presentation of the data found from testing 
the developed algorithm on several IEEE test systems. 
Chapter 6 concludes the thesis with recommendations based on observations of 




Chapter 2  
Literature Review 
When researching computational methods of power system analysis, it is 
important to first consider what techniques are available and then what are the 
expectations of the power engineering community with regard to improvements in 
computational techniques, and in the case of this work particularly weight is given to 
expectations regarding parallelization. 
2.1 Existing Techniques for Load Flow 
Computing the load flow, or power flow solution, is necessary in order to view 
the steady state of a power system under normal operation or at least under steady state 
(referring to abnormal circumstances that have settled into a new steady state) [6].  A 
variety of information can be obtained from computing the load flow solution such as real 
and reactive power injection at each bus bar, bus voltages, line flows, and line losses [1]. 
A few examples of conventional algorithms for calculating the power flow 
solution include the Gauss-Seidel method and the Newton-Raphson method [1]. 
2.1.1 Gauss-Seidel method 
The Gauss-Seidel method employs an iterative sequence that solves for two 
unknown variables at each node, physically a bus bar, in the system.  Below, the final 
formulations for solving the next iteration of the voltage, real power injection, and 
reactive power injection, Vi(k+1), Pi(k+1), and Qi(k+1) respectively, are given.  The “i” 
subscript denotes the node number while the “k” superscript denotes the kth iteration of 
 
5 
the Gauss Seidel method [1].  Also, the variable Y with its subscripts indicates a value 
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This iterative process continues until the difference between iterations k and k+1 is 
within some tolerance specified by the implementer of the algorithm [1]. 
2.1.2 Newton-Raphson method 
The Newton-Raphson method is another iterative approach that leads to the power 
flow solution.  In this method, the real and reactive power injections are formulated as 
separate equations in terms of two independent variables, voltage magnitude and phase 
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This set of equations can then be formed into a system of equations after expanding (5) 
and (6) in Taylor’s Series but neglecting higher order terms that do not contribute to the 
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Equation (7) can be written in a short form as given in [1] which is much easier to use in 






21                                                  (8) 
The individual partial derivatives represented by J1, J2, J3, and J4 are taken from [1] and 
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After solving for the system of equations expressed in short form as (8), new 
values for δi(k+1) and |Vi(k+1)| can be found by simply adding Δδi(k) to δi(k) and likewise 
adding Δ|Vi(k)| to |Vi(k)| [1].  Then a new iteration begins and the process continues until 
the nodal mismatch is within some tolerance specified by the implementer of the 
algorithm. 
It is worth noting that the elements of ΔP, ΔQ and the elements of the Jacobian 
can all be calculated independently of each other.  Also, the Newton-Raphson method 
represents one of the many power systems equations that involves a system of equations 
of the form, Ax=b where A is a matrix of coefficients with x and b being column vectors. 
2.2 Parallelization 
In 1992, a taskforce of the Computer and Analytical Methods Subcommittee of 
the Power Systems Engineering Committee published a report on how to leverage 
parallel computing techniques in order to solve power system problems [2].  They 
identify a number of issues, namely transparency, portability, task scheduling, 
vectorization, and performance evaluation [2].  The task force also mentions that 
mathematical formulations must be found that are good candidates for parallelization 
rather than simply running separate cases simultaneously as is the case for parallelizing a 
power system problem like contingency analysis [2].  The task force mentions that many 
power system problems have portions that can be calculated independently and that 
involve solving a system of equations of the form 
bAx                                                            (17) 
 
9 
where A is a large coefficient matrix with random sparsity, and x as well as b may be 
large and sparse [2].  The task force points this out as a possibility for further study as 
there has been research done on how to speed up the solving of such a system of 
equations by using parallel computers.  Reference [2] also discusses setting a series of 
non-linear equations to zero and iteratively solving them as in the Gauss-Seidel method.  
They contend that this is not a good candidate for parallelization due to its “inherent 
sequentiality”. 
Given the current standard for parallel programming using multiple processes, 
Message Passing Interface (MPI), an obvious candidate for parallelization is the 
formulation step in Newton-Raphson method.  Equations such as (9) through (16) can be 
calculated by worker processes that are sent necessary information such as the values of 
Pi(k), Qi(k), δi(k), and |Vi(k)| and then gathered back up by the master process before solving 
(7) and repeating the process.  Another candidate, the one addressed in this research, is 
how to solve systems of equations given by (17).  The task force mentions work that has 
been done to parallelize LU factorization, one method of solving a system given by (17). 
Chika Nwankpa, of Drexel University, has shown methods of using FPGAs (Field 
Programmable Gate Array) to solve sparse systems of equations using LU factorization 
as opposed to solvers implemented on general purpose desktop computers [7].  His work 
showed a speed up of 10x by using an FPGA configured as a custom sparse LU solver 
that used “custom hardware to reduce pivot search times” [7].  The work Nwankpa has 
performed at Drexel has focused on improving the efficiency of LU Decomposition as it 
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relates to power system analysis rather than reducing the number of computations 
needed. 
An alternative method to using LU Decomposition would be to use an 
implementation of Cramer’s Rule to solve for the system of equations under test [4].  
Using a technique such as Chio’s condensation method [8] to calculate the needed 
determinants for Cramer’s Rule, the algorithm can be easily parallelized since the 
determinants can be calculated independently of each other.  It is this alternative 
approach for solving systems of equations that will be built upon and modified in order to 




The Proposed Algorithm 
3.1 Brief Overview 
Nagari proposed a method of solving dense systems of linear equations using a 
parallel implementation of Cramer's Rule on an FPGA to create and test a custom parallel 
architecture [3].  In his work, Nagari proposed that n2 processing elements, n elements 
per determinant, be used in order to parallelize the calculation of each determinant and 
allow the computations required to find a determinant be done concurrently [3]. 
This thesis presents an approach to parallelize Cramer’s Rule using Chio’s 
Condensation in order to calculate the needed determinants independently of each other 
while considering the sparse nature of the system of equations under test.  The 
determinants will be solved separately by (n+1) worker processes with one process 
assigning work and solving for the x column vector, but the individual calculations 
needed to compute each determinant will not be performed concurrently. 
The method uses a parallel application of Cramer’s Rule to solve the system of 
equations.  Chio’s Condensation is utilized to solve the needed determinants for Cramer’s 
Rule, and sparse storage techniques as well as sparse matrix reordering are used to further 
reduce the number of computations.  Figure 1 gives a graphical description of the basic 




Figure 1. Flowchart of algorithm 
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3.2 Cramer’s Rule 
Cramer's Rule is used to solve for a “nonsingular system of n > 1 equations in n 
unknowns expressed in matrix form as” [4] 
bAx                                                              (18) 
with  
,,...1,/ niAAx ii                                                   (19) 
where “Ai denotes |A| with its ith column replaced by B” [4].  While this is a simple and 
straightforward method of finding solutions to systems of linear equations, Cramer’s Rule 
is inefficient and is generally considered to have order O(n!) [4].  The next mathematical 
question to solve is how to find the needed determinants.  For this, Chio's condensation 
process is used. 
3.3 Chio’s Condensation 
To find the determinants needed to solve for x using Cramer's Rule, Chio's 
condensation process as described in [8] is employed.  There is one minor difference, in 
this implementation, the first column is divided by A[1,1] when factoring out the constant 
term instead of the first row.   
First, a brief description of the condensation method is in order.  Here, A will 
refer to an n by n matrix, and k will refer to the iteration of the condensation.  The entries 













ji AAAAA                                       (20) 
Ak+1 will have one fewer row and column than Ak as the matrix is condensed until only 
one value, the determinant is left.  After finding the entries of Ak+1, Ak+1[1,1] is factored 
out, and the first column of A is divided by the value of Ak+1[1,1].  Then, Ak+1[1,1] is 
multiplied with the existing constant term in order to update it.  If k equals 1, then the 
existing constant term is, of course, equal to 1.  Eventually, the matrix is reduced from a 
2x2 matrix to a single value.  This single value is multiplied by the accumulated constant 
value and the resultant is the determinant of the original A matrix. 
























                                   (21) 
First, one multiplies along the diagonals of the “little” matrices and takes the difference.  
For instance, the first element in (21) is found by (1*7)-(2*8).  After subsequent 
















9                                                  (23) 
Equation 5 reduces in like manner to (21), yielding  
75
1513
9                                                             (24) 
A11 is factored out and multiplied by -9 to yield an updated constant term with a value of 
117.  The elements of the first column are again divided by A11 resulting in 
713/5
151
117                                                           (25) 
Equation (25) condenses to just the constant term and the single reduction resulting in 
144)))13/5(*15()7*1((117                                            (26) 
with -144 being the result shown as the determinant for the example in [8].  In [3], Nagari 
demonstrates that the Chio’s condensation algorithm has an order of complexity of O(n3). 
3.4 Sparse Matrix Techniques and Reordering 
Since the technique employing Cramer’s Rule requires finding n determinants and 
finding one determinant has a computational complexity approaching O(n3), the overall 
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computational complexity is approximately O(n4).  Solving for the determinants 
simultaneously by means of a parallel execution environment would only reduce the 
approximation to O(n3).  O(n3) is no better than the commonly accepted approximation of 
LU factorization.  However, further parallelization in the form of independently 
calculating each 2x2 reduction needed to compute the needed determinants for Chio’s 
Condensation could be achieved.  This was not done in this work due to the nature of the 
parallel execution environment, the Newton cluster at the University of Tennessee.  
However, further parallelization could be achieved using FPGAs or possibly graphical 
processing units (GPUs). 
This technique is intended to be used for solving Jacobian matrices associated 
with a power system.  The above quandry regarding the approximation of the 
computational complexity begs a question.  Can the specifics associated with a matrix 
representation of a power system be exploited to reduce the number of 2x2 reductions 
further?  The answer, according to [5], is “yes”.  In [5], Crow covers both storage 
techniques of sparse matrices and reordering techniques in order to reduce the number of 
computations necessary.  One of the first things Crow points out is that the average 
busbar in a power system is only connected to three other busbars [5].  This leaves a great 
deal of entries in any given row of a matrix representation of a power system with the 
value of zero.  Obviously, it is a waste of computational effort to repeatedly multiply 
entries with the value of zero together.  The resulting entry will simply be zero.  Two 
approaches are used in the proposed technique to leverage the nature of the system to be 
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solved in order to reduce the computational complexity.  These are sparse storage 
techniques and reordering of the system. 
3.4.1 Sparse Storage Techniques 
The sparse storage techniques described in [5] describe linkages between each 
element which allow the implementer to change the matrix and introduce new data.  This 
is necessary for an implementation which has dynamically changing data.  When testing 
the technique described herein, the data is static.  Both the A matrix and the b column 
vector are simply imported from text files by the program.  Therefore, object oriented 
sparse storage techniques were deemed unnecessary for the purpose of determining the 
effect of using a sparsity technique on the number of 2x2 reductions needed. 
There were three sparsity techniques evaluated.  The first is referred to as “simple 
sparsity” and uses the full A matrix.  This technique is taken from [3] in which Nagari 
mentions briefly that any 2x2 reduction with a column or row consisting entirely of zeros 
can be ignored as the result of that reduction will be zero.  In addition, two methods of 
sparse storage discussed by Dr. Yousef Saad of the University of Minnesota in the 
documentation for his software, SPARSKIT, were also used.  The first technique is 
referred to as the cooridinate format (COO) [9]. 
In the COO sparse storage technique, the sparse matrix is represented by three 
arrays [9].  The first array, named “A”, contains the nonzero values of the matrix [9].  
The second array, “I”, contains the row number of the corresponding entry in “A”, and 
the third array, “J”, contains the column number of the corresponding entry in “A” [9].  
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This technique creates a searchable index of all of the nonzero entries in the original 
matrix.  Each array must have at least as many entries as there are nonzero entries in the 
matrix.  A brief example of COO storage is shown below.  Equation (27) shows the 




                                                        (27) 





                                                              (28) 
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                                                              (30) 
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Now, combining (28) through (30) yields the final representation of the matrix 















                                             (31)  
where the elements in the row and column arrays correspond to the location of a nonzero 
element in (27) with the third array representing the nonzero values.  For instance, the 
location of the third nonzero value in the matrix is represented by the third entry in each 
array: row 2, column 3, and a value of 1. 
The second technique presented by Dr. Saad is Compressed Sparse Row or CSR 
[9].  CSR also consists of three arrays.  One array contains each nonzero value in the 
matrix, and another array contains the column number of the corresponding nonzero 
value.  The other array contains the row information.  This array is different than in COO.  
Instead of containing the row number, each entry in the array contains a value 
corresponding to which value in the other arrays begins a new row [9].  Therefore, there 
must be at least as many entries in the arrays containing the column number and the value 
as there are nonzero elements in the array, but there need only be at least as many entries 
in the array containing row information as there are rows in the original matrix.  A brief 
example of the CSR storage technique is shown below.  Equation (33) shows the matrix 
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where the first array represents “pointers” to the beginnings of new rows in the second 
array which contains the column information, and the third array represents the value at 
each location in (33). 
3.4.2 Reordering 
In an attempt to further reduce the number of 2x2 reductions needed to find the 
solution, a simple matrix reordering technique was used.  This technique is referred to as 
“Scheme 0” and is the first reordering technique presented in [5].  In Scheme 0, the 
system is reordered based on the degree of each vertex in the system.  The degree of each 
row in the system is first calculated by summing the number of nonzero values in each 
row.  Rows in the A matrix, the b column vector, and the precalculated solution are 
interchanged so that the row with the lowest degree is first and the row with the highest 
degree is last.  In case of a tie, the row that naturally comes first in the system wins.  
After reordering the rows, the columns in the A matrix must also be reordered to reflect 
the change in numbering of the system [5].  For instance, were rows one and two of the 
system to be swapped, then columns one and two of the A matrix would also need to be 
swapped.  Reordering the system in an attempt to force the nonzero values to the lower 
right hand corner of the A matrix should increase the odds of a 2x2 reduction having 
either a column or row of zeros and thus reducing the overall number of computations 
needed to find the determinant.  Figure 2 shows a brief flow chart for implementing 
“Scheme 0” matrix reordering.  A brief example, very similar to one in [5] is shown 
below as well to illustrate the effect on a matrix.  First, the orginal matrix representation 







                                                     (38) 
By inspection, node 1 in (38) has degree 3, and nodes 2 through 4 have degree 1.  





                                                     (39) 
 
Figure 2. Flowchart of Scheme 0 
  
Calculate Degree of each 
node in system
Store the degree 
information (an array for 
instance)
Interchange the rows 
based on degree number 
and natural ordering in 
case of tie






4.1 Hardware and Software for Simulation 
4.1.1 Hardware 
The experiments conducted as part of this research were primarily carried out 
using the Newton Cluster, a high performance computing cluster owned and operated by 
the University of Tennessee.  The Newton Cluster supports computationally intense 
research at the University of Tennessee by providing research groups from across the 
university a common platform to do their work and alleviating researchers of the intense 
burden of building up their own computational infrastructure.  The Office of Information 
Technology at the University of Tennessee provides the machines, maintenance, and 
personnel required to operate the Newton Cluster, and research groups that desire priority 
usage of the cluster provide monetary support for the continued operation of the Newton 
Cluster.  Other researchers and students may access the cluster, and their use is dictated 
by the availability of excess cluster resources. 
The hardware consists of over one hundred compute nodes, yielding a total of 
over six hundred processor cores available to researchers.  The cluster runs Scientific 
Linux 5.2.  The cluster uses the Sun Grid Engine (SGE) for job queuing and resource 
arbitration among users.  Users submit their jobs to the Sun Grid Engine, and the 
software places job in a queue to be executed based on resources requested for the job 
and also the user’s priority.  The cluster has a variety of software available to researchers 
such as SAS and Matlab.  Users may also write their own programs and submit them 
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using SGE.  The cluster has both OpenMPI, a parallel programming interface that utilizes 
multiple processes, and OpenMP, a parallel programming environment that uses multiple 
threads contained in one process.  Further information regarding the Newton Cluster may 




Here, a brief overview will be given of some of the software tools and libraries 
used in this research.  Some of the more generic tools such as terminals and editors are 
not central to the research and will not be covered. 
Matlab was used to initially test systems of equations to troubleshoot concepts 
regarding the first algorithm used and also the sparse matrix storage techniques that were 
incorporated.  This provided an easy to use programming environment to check concepts 
before spending time testing them on the Newton Cluster and using the cluster’s 
resources. 
The parallel programming interface used on the Newton Cluster for parallel 
experiments was OpenMPI, an implementation of the MPI-1 and MPI -2 parallel 
programming standards [10].  MPI, Message Passing Interface, is a portable parallel 
application programming interface that allows processors with their own local memory in 
a cluster to send and receive messages between each other as they do their computation 
[11].  MPI consists of a library that specifies how languages including Fortran, C, and 
C++ link to and interact with the MPI functions [11].  An MPI program consists of a 
collection of processes communicating with messages.  This collection of processes is not 
necessarily limited to one process per processor; however this restriction may be enforced 
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depending on the MPI implementer [12].  The Newton Cluster’s installation of OpenMPI 
certainly does not restrict processes to one process per physical processor.  Not restricting 
processes to only one process per physical processor does introduce delay as the cluster’s 
operating system is forced to share the physical resources among multiple processes.  It is 
also worth noting that, while MPI is compatible with most compilers, Open MPI includes 
its own compilers for the C, C++, and FORTRAN languages. 
 
4.2 Simulation Method 
Initially, simulation tests were conducted using Matlab in order to troubleshoot 
the mathematics being used.  These trials were serial in nature as they were conducted on 
a personal laptop with Matlab installed.  First, the IEEE 14-bus test system’s Jacobian 
matrix was solved for using Cramer’s Rule with Chio’s Condensation Method being used 
to find the needed determinants.  The resulting solution was compared to one found using 
LU factorization with Matlab’s built in functions.  Next, the IEEE 14-bus test system’s 
Jacobian matrix was solved for again, this time taking into account the sparse nature of 
the Jacobian matrix.  In this second trial, the matrix was not stored in a sparse form; 
instead, the zero checking approach described in [3] was used.  This was repeated using 
the COO sparse storage method and the CSR sparse storage method.  In order to get a 
rough idea of how the number of operations would scale the IEEE 118 bus test system’s 
Jacobian matrix was also solved using the above process. 
After troubleshooting the Matlab code, work began on implementing the proposed 
algorithm in C on the Newton Cluster.  At first, a serial version was written in C that was 
very similar to the Matlab “scratch” work described above.  The serial version read the A 
 
26 
matrix, b column vector, and solution (for error checking) from different files and then 
solved for X using Cramer’s Rule and Chio’s Condensation Method.  The program first 
solved for X without any consideration of sparsity in the A matrix.  Next, it used the 
simple zero checking approach described in [3].  Then the program used both the COO 
and CSR methods when storing the A matrix and solving for X.  This serial program was 
used to evaluate both the IEEE 14-bus test system and the IEEE 118-bus test system in 
order to establish a set of control data or worst case data for comparison with the parallel 
implementations later.  Performance numbers were obtained by counting the number of 
2x2 reductions performed in the Chio’s Condensation Method portion of solving for X 
and by implementing a simplistic timer that used the time.h header file in the C language 
for each sparsity case.  There were some issues with the timer including underflow and 
overflow.  This simplistic timer was used because the Newton Cluster does not have 
more advanced timing libraries installed such as the PAPI software produced by the 
Innovative Computing Laboratory at the University of Tennessee. 
After evaluating the serial approach, work began on developing a parallel 
program for each sparsity technique.  The programs were written to be as general as 
possible.  They each accepted as input arguments the A matrix, the b column vector, and 
a predetermined solution for error checking.  Each parallel program was written to 
include one master process and up to enough worker processes to calculate the needed 
determinants to solve the system of equations using Cramer’s Rule.  In the case of the 
IEEE 14-bus test system which has twenty two equations, the program was called with 
twenty four processes, one as the master process and twenty three worker processes to 
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calculate the necessary determinants.  The parallel program works by reading in the 
required input files, then broadcasting the A matrix and b column vector to the worker 
processes.  Next, the master process sends out a simple message to each worker 
containing a number.  The number corresponds to which determinant the worker process 
will be solving. For instance, a message containing the number “0” would indicate that 
worker was to find the determinant of just the A matrix, and a message containing the 
number “1” would indicate that worker was to find the determinant of the matrix 
resulting from the substitution of the b column vector into the first column of the A 
matrix.  After finding the determinant, the worker process sends two messages to the 
master process.  One message contains the determinant, and the other message contains 
the number of sequential 2x2 reductions required to find the determinant.  If there are 
fewer worker processes than there are equations to be solved, the master process then 
instructs the worker to solve a different determinant; otherwise, the master process 
instructs the worker process to terminate.  The master process stores the determinant in 
an array and sums the number of 2x2 reductions in order to keep a running total.  At the 
end of the program, the master process solves for X using the stored determinants, 
terminates the simplistic timer, and averages the number of 2x2 reductions as reported by 
each worker process in order to approximate the number of sequential operations.  The 
averaging of the number of 2x2 reductions is only an approximation of the total number 
of sequential steps as the workers start working on their assigned matrix after receiving a 
message from the master process.  The staggered start of the worker processes helps to 
prevent a communication bottleneck at the end that was observed in initial parallel tests 
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(as part of a Spring 2009 CS 594 project).  Assuming that there is not a substantial delay 
in between messages telling the workers to begin work, the described approximation 
should be relatively accurate.  The performance numbers, time, and number of operations 
are all output to the command line. 
After testing the above parallel method with the IEEE 14-bus test system and the 
IEEE 118-bus test system, it became clear that taking advantage of sparse storage 
techniques was insufficient to reduce the number of operations to a number well below n3 
where n represents the number of rows in the A matrix and in the b column vector.  A 
new version of the parallel method was developed that reordered the A matrix and b 
column vector using the Scheme 0 method described in [5] before broadcasting the A 
matrix and b column vector to the worker processes.  Because the predetermined solution 
vector used for error checking was not reordered, the solution was returned to its original 
ordering.  This new parallel method that used reordering was the final version and was 





Data and Results 
Here, the results of testing the parallel application of Cramer’s Rule will be 
presented.  First, the average number of 2x2 reductions, taken as one operation, will be 
presented for the serial method.  The results of the parallel application of Cramer’s Rule 
and the parallel application of Cramer’s Rule with reordering are also shown in like 
manner to the serial “baseline” results.   
5.1 Serial Method 
The serial results, shown in Table 1, are predictably abysmal.  Now, LU 
factorization has an approximate operational complexity of O(n3)  where n indicates the 
number of equations in the system.  For the IEEE 14-bus test system, the number of 2x2 
reductions is well above n3 (10,648) but below n4 (234,256).  Likewise for the IEEE 118-
bus test system, the number of 2x2 reductions is well above n3 (5,929,741) but below n4 
(1,073,283,121).  
Table 1. Number of 2x2 Reductions for the Serial Method  
IEEE Test 
System 
No Sparsity Simple Sparsity COO Sparsity CSR Sparsity 

























Table 2. Percent Error for the Serial Method  
IEEE Test 
System 
No Sparsity Simple Sparsity COO Sparsity CSR Sparsity 
























The percent error of the results from the serial method for each system is also 
shown in Table 2 to demonstrate the accuracy of the technique.  The percent error is 
evaluated by taking the average percent error of the resulting x column vector with the 
predetermined x column vector.  It is interesting to note that the percent error is not 
constant between IEEE test systems.  This could be due to various factors such as round 
off error in the computer’s hardware. 
5.2 Parallel Method 
The parallel method allows each determinant to be calculated separately at 
roughly the same time as described previously.  This parallel method was tested on the 
matrices extracted from the first iteration of Newton-Raphson power flow from the IEEE 
14-bus test system and on the IEEE 118-bus test system.  The number of 2x2 reductions 
reduces significantly with (n+1) worker processes computing the needed determinants, 
and the average number of 2x2 reductions over fifty trials is shown in Table 3 for both 
the 14-bus test system and the 118-bus test system. 
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Table 3. Number of 2x2 Reductions for the Parallel Method  
IEEE Test 
System 
No Sparsity Simple Sparsity COO Sparsity CSR Sparsity 























Without any consideration of sparsity, parallelization obviously reduces the 
number of sequential 2x2 reductions significantly.  For the 14-bus test system, the 
number of 2x2 reductions required is reduced by a factor of approximately twenty two, 
and for the 118-bus test system, the number of 2x2 reductions required is reduced by a 
factor of approximately 181.  Of course, this makes sense as parallelization should divide 
up (n+1) determinants among (n+1) worker processes. 
When considering sparsity, the number of 2x2 reductions is further reduced.  
Nevertheless, the number of 2x2 reductions required in both cases is still substantially 
over n2 despite being well under n3.  Thus matrix reordering was employed to further 
reduce the required number of 2x2 reductions in an attempt to drive towards n2. 
The average percent error is still near zero as one would expect given the usage of 
double precision floating point representation in the test program.  The average percent 
error for the parallel method is shown in Table 4. 
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Table 4. Percent Error for the Parallel Method  
IEEE Test 
System 
No Sparsity Simple Sparsity COO Sparsity CSR Sparsity 































5.3 Parallel Method with Reordering 
In the parallel method with matrix reordering, the system is reordered before 
information is sent to the worker processes.  This drives the nonzero elements in the A 
matrix to the lower right hand corner and helps improve performance by further reducing 
the number of 2x2 reductions necessary to compute each determinant.  Table 5 shows the 
results from testing this new approach on the matrices extracted from the first iteration of 
Newton-Raphson power flow from the IEEE 14-bus test system and the IEEE 118-bus 
test system.  After promising initial results, this final method was additionally tested on 
the IEEE 57-bus systems Jacobian matrices.  This final method utilizing both sparse 
storage techniques and matrix reordering reduces the number of 2x2 operations to 
approximately 4n2 where n represents the number of equations in the system. 
Table 5. Number of 2x2 Reductions for the Parallel Method with Reordering  
IEEE Test 
System 
No Sparsity Simple Sparsity COO Sparsity CSR Sparsity 














The average percent error for these three IEEE test systems is shown in Table 6.  
One of the key points is that reordering the matrix did not dramatically increase the 
percent error, and that the results for the above three test systems are still accurate.  There 
is an increase in the percent error for the previously tested 14-bus system results and the 
118-bus system results, but the change is minute and should be regarded as simply a 
limitation of the ability of computers to represent floating point numbers in hardware. 
In Chapter 4, timing methods were discussed, but the timing data gathered was not 
included here.  This is because of the limitations mentioned in Chapter 4 regarding the 
number of physical processors used in testing the algorithm.  The timing data was 
rudimentary at best due to operating system overhead such as switching the processes 
between the limited number of physical processors. 
 
Table 6. Percent Error for the Parallel Method with Reordering Over Fifty Trials 
IEEE Test 
System 
No Sparsity Simple Sparsity COO Sparsity CSR Sparsity 









































































Conclusions and Recommendations 
6.1 Conclusions 
This thesis contributes to the available literature in several ways.  First, this body 
of research implements and evaluates Chio’s Condensation method for finding 
determinants with consideration for highly sparse matrices.  Second, this thesis 
contributes by showing the impact of reordering the matrix before computing the 
determinant using Chio’s Condensation method.  Lastly, this thesis shows a parallel 
implementation of Cramer’s Rule with Chio’s Condensation method using actual power 
system test data.  The proposed method leverages coarse grained parallelism, sparse 
storage techniques, and matrix reordering to reduce the number of operations required to 
solve a system of equations using Cramer’s Rule from O(n4) to approximately O(n2) 
taking a 2x2 reduction as an operation.  Granted, this method only really lends itself to 
solving systems of equations reflective of the properties discussed in [5], and as a result 
of those properties (mainly the number of connections at a given bus), the operational 
complexity should scale well as the system under test increases.  Nevertheless, several 
questions remain. 
6.2 Recommendations 
How can this method be improved upon?  Should the determinants be computed 
concurrently as in [3]?  Executed on a high performance cluster, calculating the 
determinants concurrently requires n2 processes [3] which can be incredibly costly in 
terms of resources if every process receives its own processor.  Also, computing the 
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determinants concurrently would increase the communication overhead as each worker 
process needs to know which 2x2 reduction it is computing unless a topology of the MPI 
worker processes themselves can be leveraged to limit the need for communication.  
Future work could include evaluating both the proposed technique and a sparse 
implementation of [3] using n2 processes using nVidia’s Core Unified Device 
Architecture (CUDA).  CUDA is a proprietary means to access the many cores on nVidia 
graphical processing units for parallel computing [13].  Using something like CUDA 
could alleviate the problem of having to make a design tradeoff with regard to the 
number of worker processes versus physical resources available.  Another possibility 
would be to research development of a matrix reordering technique developed for 
Cramer’s Rule rather than LU factorization.  An advanced timing utility such as PAPI 
could be used to help optimize the sections of the program which are logic based such as 
consideration of sparsity and matrix reordering in order to improve the runtime of the 
implemented algorithm although not reducing the number of 2x2 reductions.  
Additionally, timing data from an advanced timing library such as PAPI could be used to 
evaluate this technique in comparison to work such as [7] in order to gain an 
understanding of how the proposed method compares in terms of execution time. 
As parallel processing architectures improve, including processors and 
interconnect, future work could also include concurrently computing every 2x2 reduction 
needed for finding determinants using Chio’s condensation and then concurrently solving 
for each unknown value.  While this would require n3 processes, it would reduce the 
order of complexity to O(1). 
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With renewed focus on parallel execution as evidenced by advancements in 
FPGA utilization, multi core CPUs, fast switching fabrics for high performance 
computers, leveraging the many cores of GPUs through interfaces like CUDA, it is clear 
that parallel computing may have a significant impact for power systems research, in 
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Tables 7 through 38 represent a collection of raw data from which the results in 
Tables 1 through 6 are computed. 









0 76153 4.51E-013 
0 76153 4.51E-013 
0 76153 4.51E-013 
0 76153 4.51E-013 
0 76153 4.51E-013 
0 76153 4.51E-013 
0 76153 4.51E-013 
0 76153 4.51E-013 
0 76153 4.51E-013 
0 76153 4.51E-013 
0 76153 4.51E-013 
0 76153 4.51E-013 
0 76153 4.51E-013 
0 76153 4.51E-013 
0 76153 4.51E-013 
0 76153 4.51E-013 
0 76153 4.51E-013 
0 76153 4.51E-013 
0 76153 4.51E-013 
0 76153 4.51E-013 
0 76153 4.51E-013 
0 76153 4.51E-013 
0 76153 4.51E-013 
0 76153 4.51E-013 
0 76153 4.51E-013 
0 76153 4.51E-013 
0 76153 4.51E-013 
0 76153 4.51E-013 
0 76153 4.51E-013 
 
41 
0 76153 4.51E-013 
0 76153 4.51E-013 
0 76153 4.51E-013 
0 76153 4.51E-013 
0 76153 4.51E-013 
0 76153 4.51E-013 
0 76153 4.51E-013 
0 76153 4.51E-013 
0 76153 4.51E-013 
0 76153 4.51E-013 
0 76153 4.51E-013 
0 76153 4.51E-013 
0 76153 4.51E-013 
0 76153 4.51E-013 
0 76153 4.51E-013 
0 76153 4.51E-013 
0 76153 4.51E-013 
0 76153 4.51E-013 
0 76153 4.51E-013 
0 76153 4.51E-013 
0 76153 4.51E-013 
0 76153 4.51E-013 
 









0 50135 4.51E-013 
0 50135 4.51E-013 
0 50135 4.51E-013 
0 50135 4.51E-013 
0 50135 4.51E-013 
0 50135 4.51E-013 
0 50135 4.51E-013 
0 50135 4.51E-013 
0 50135 4.51E-013 
0 50135 4.51E-013 
0 50135 4.51E-013 
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0 50135 4.51E-013 
0 50135 4.51E-013 
0 50135 4.51E-013 
0 50135 4.51E-013 
0 50135 4.51E-013 
0 50135 4.51E-013 
0 50135 4.51E-013 
0 50135 4.51E-013 
0 50135 4.51E-013 
0 50135 4.51E-013 
0 50135 4.51E-013 
0 50135 4.51E-013 
0 50135 4.51E-013 
0 50135 4.51E-013 
0 50135 4.51E-013 
0 50135 4.51E-013 
0 50135 4.51E-013 
0 50135 4.51E-013 
0 50135 4.51E-013 
0 50135 4.51E-013 
0 50135 4.51E-013 
0 50135 4.51E-013 
0 50135 4.51E-013 
0 50135 4.51E-013 
0 50135 4.51E-013 
0 50135 4.51E-013 
0 50135 4.51E-013 
0 50135 4.51E-013 
0 50135 4.51E-013 
0 50135 4.51E-013 
0 50135 4.51E-013 
0 50135 4.51E-013 
0 50135 4.51E-013 
0 50135 4.51E-013 
0 50135 4.51E-013 
0 50135 4.51E-013 
0 50135 4.51E-013 
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0 50135 4.51E-013 
0 50135 4.51E-013 
0 50135 4.51E-013 
 









0.07 50135 4.51E-013 
0.13 50135 4.51E-013 
0.07 50135 4.51E-013 
0.07 50135 4.51E-013 
0.04 50135 4.51E-013 
0.05 50135 4.51E-013 
0.07 50135 4.51E-013 
0.12 50135 4.51E-013 
0.07 50135 4.51E-013 
0.12 50135 4.51E-013 
0.05 50135 4.51E-013 
0.07 50135 4.51E-013 
0.07 50135 4.51E-013 
0.04 50135 4.51E-013 
0.06 50135 4.51E-013 
0.12 50135 4.51E-013 
0.05 50135 4.51E-013 
0.06 50135 4.51E-013 
0.07 50135 4.51E-013 
0.12 50135 4.51E-013 
0.05 50135 4.51E-013 
0.07 50135 4.51E-013 
0.07 50135 4.51E-013 
0.11 50135 4.51E-013 
0.06 50135 4.51E-013 
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0.12 50135 4.51E-013 
0.08 50135 4.51E-013 
0.06 50135 4.51E-013 
0.04 50135 4.51E-013 
0.04 50135 4.51E-013 
0.06 50135 4.51E-013 
0.06 50135 4.51E-013 
0.12 50135 4.51E-013 
0.11 50135 4.51E-013 
0.06 50135 4.51E-013 
0.05 50135 4.51E-013 
0.06 50135 4.51E-013 
0.06 50135 4.51E-013 
0.11 50135 4.51E-013 
0.04 50135 4.51E-013 
0.05 50135 4.51E-013 
0.07 50135 4.51E-013 
0.07 50135 4.51E-013 
0.12 50135 4.51E-013 
0.07 50135 4.51E-013 
0.06 50135 4.51E-013 
0.06 50135 4.51E-013 
0.04 50135 4.51E-013 
0.04 50135 4.51E-013 
0.12 50135 4.51E-013 
0.07 50135 4.51E-013 
 









0.01 50135 4.51E-013 
0 50135 4.51E-013 
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0.01 50135 4.51E-013 
0 50135 4.51E-013 
0.01 50135 4.51E-013 
0 50135 4.51E-013 
0.01 50135 4.51E-013 
0 50135 4.51E-013 
0.01 50135 4.51E-013 
0 50135 4.51E-013 
0 50135 4.51E-013 
0 50135 4.51E-013 
0.01 50135 4.51E-013 
0.01 50135 4.51E-013 
0.01 50135 4.51E-013 
0 50135 4.51E-013 
0 50135 4.51E-013 
0.01 50135 4.51E-013 
0.01 50135 4.51E-013 
0 50135 4.51E-013 
0 50135 4.51E-013 
0 50135 4.51E-013 
0 50135 4.51E-013 
0.01 50135 4.51E-013 
0.01 50135 4.51E-013 
0.01 50135 4.51E-013 
0 50135 4.51E-013 
0.01 50135 4.51E-013 
0.01 50135 4.51E-013 
0.01 50135 4.51E-013 
0.01 50135 4.51E-013 
0.01 50135 4.51E-013 
0.01 50135 4.51E-013 
0 50135 4.51E-013 
0.01 50135 4.51E-013 
0 50135 4.51E-013 
0.01 50135 4.51E-013 
0.01 50135 4.51E-013 
0 50135 4.51E-013 
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0.01 50135 4.51E-013 
0 50135 4.51E-013 
0 50135 4.51E-013 
0 50135 4.51E-013 
0 50135 4.51E-013 
0 50135 4.51E-013 
0.01 50135 4.51E-013 
0.01 50135 4.51E-013 
0.01 50135 4.51E-013 
0.01 50135 4.51E-013 
0 50135 4.51E-013 
0 50135 4.51E-013 
 
 Table 11. Raw Data for the Serial Method With No Sparsity Tested on the One Hundred 








0.96 356761860 1.66E-012 
0.96 356761860 1.66E-012 
0.97 356761860 1.66E-012 
0.97 356761860 1.66E-012 
1.32 356761860 1.66E-012 
1.08 356761860 1.66E-012 
0.97 356761860 1.66E-012 
0.96 356761860 1.66E-012 
0.97 356761860 1.66E-012 
1.08 356761860 1.66E-012 
1.12 356761860 1.66E-012 
0.96 356761860 1.66E-012 
1.07 356761860 1.66E-012 
0.96 356761860 1.66E-012 
0.97 356761860 1.66E-012 
0.97 356761860 1.66E-012 
 
47 
0.97 356761860 1.66E-012 
1.01 356761860 1.66E-012 
0.97 356761860 1.66E-012 
1.05 356761860 1.66E-012 
1.07 356761860 1.66E-012 
0.97 356761860 1.66E-012 
1.1 356761860 1.66E-012 
1.08 356761860 1.66E-012 
1.08 356761860 1.66E-012 
0.96 356761860 1.66E-012 
0.98 356761860 1.66E-012 
0.96 356761860 1.66E-012 
0.98 356761860 1.66E-012 
1.08 356761860 1.66E-012 
0.98 356761860 1.66E-012 
0.96 356761860 1.66E-012 
0.97 356761860 1.66E-012 
0.98 356761860 1.66E-012 
0.98 356761860 1.66E-012 
1.05 356761860 1.66E-012 
1.03 356761860 1.66E-012 
0.96 356761860 1.66E-012 
1.01 356761860 1.66E-012 
0.98 356761860 1.66E-012 
0.98 356761860 1.66E-012 
0.96 356761860 1.66E-012 
0.96 356761860 1.66E-012 
0.98 356761860 1.66E-012 
1.1 356761860 1.66E-012 
0.99 356761860 1.66E-012 
0.96 356761860 1.66E-012 
0.97 356761860 1.66E-012 
0.97 356761860 1.66E-012 




Table 12. Raw Data for the Serial Method With “Simple Sparsity” Tested on the One 








3.21 104228234 1.66E-012 
3.23 104228234 1.66E-012 
3.24 104228234 1.66E-012 
3.22 104228234 1.66E-012 
3.48 104228234 1.66E-012 
2.98 104228234 1.66E-012 
3.22 104228234 1.66E-012 
3.21 104228234 1.66E-012 
3.22 104228234 1.66E-012 
3.37 104228234 1.66E-012 
2.73 104228234 1.66E-012 
3.23 104228234 1.66E-012 
2.76 104228234 1.66E-012 
3.23 104228234 1.66E-012 
3.27 104228234 1.66E-012 
3.25 104228234 1.66E-012 
3.23 104228234 1.66E-012 
3.29 104228234 1.66E-012 
3.22 104228234 1.66E-012 
2.91 104228234 1.66E-012 
3.38 104228234 1.66E-012 
3.21 104228234 1.66E-012 
3.31 104228234 1.66E-012 
2.91 104228234 1.66E-012 
2.72 104228234 1.66E-012 
3.23 104228234 1.66E-012 
3.23 104228234 1.66E-012 
3.23 104228234 1.66E-012 
3.26 104228234 1.66E-012 
2.96 104228234 1.66E-012 
3.23 104228234 1.66E-012 
 
49 
3.27 104228234 1.66E-012 
3.26 104228234 1.66E-012 
3.21 104228234 1.66E-012 
3.26 104228234 1.66E-012 
2.95 104228234 1.66E-012 
3.27 104228234 1.66E-012 
3.23 104228234 1.66E-012 
3.29 104228234 1.66E-012 
3.25 104228234 1.66E-012 
3.23 104228234 1.66E-012 
3.22 104228234 1.66E-012 
3.21 104228234 1.66E-012 
3.22 104228234 1.66E-012 
2.96 104228234 1.66E-012 
3.27 104228234 1.66E-012 
3.24 104228234 1.66E-012 
3.24 104228234 1.66E-012 
3.23 104228234 1.66E-012 
2.78 104228234 1.66E-012 
 
Table 13. Raw Data for the Serial Method With COO Sparsity Tested on the One 








783.673 104228234 1.66E-012 
835.823 104228234 1.66E-012 
802.843 104228234 1.66E-012 
803.383 104228234 1.66E-012 
840.853 104228234 1.66E-012 
770.415 104228234 1.66E-012 
779.863 104228234 1.66E-012 
766.533 104228234 1.66E-012 
782.453 104228234 1.66E-012 
 
50 
811.693 104228234 1.66E-012 
753.945 104228234 1.66E-012 
774.083 104228234 1.66E-012 
755.525 104228234 1.66E-012 
781.613 104228234 1.66E-012 
816.243 104228234 1.66E-012 
786.263 104228234 1.66E-012 
883.073 104228234 1.66E-012 
847.073 104228234 1.66E-012 
791.043 104228234 1.66E-012 
763.155 104228234 1.66E-012 
813.453 104228234 1.66E-012 
759.923 104228234 1.66E-012 
824.983 104228234 1.66E-012 
766.205 104228234 1.66E-012 
754.375 104228234 1.66E-012 
816.743 104228234 1.66E-012 
823.343 104228234 1.66E-012 
806.703 104228234 1.66E-012 
840.723 104228234 1.66E-012 
755.885 104228234 1.66E-012 
833.963 104228234 1.66E-012 
776.243 104228234 1.66E-012 
840.813 104228234 1.66E-012 
883.383 104228234 1.66E-012 
833.493 104228234 1.66E-012 
763.935 104228234 1.66E-012 
821.663 104228234 1.66E-012 
798.873 104228234 1.66E-012 
850.433 104228234 1.66E-012 
846.303 104228234 1.66E-012 
824.033 104228234 1.66E-012 
781.063 104228234 1.66E-012 
772.163 104228234 1.66E-012 
796.623 104228234 1.66E-012 
762.115 104228234 1.66E-012 
807.763 104228234 1.66E-012 
 
51 
813.953 104228234 1.66E-012 
782.533 104228234 1.66E-012 
788.753 104228234 1.66E-012 
782.775 104228234 1.66E-012 
 
Table 14. Raw Data for the Serial Method With CSR Sparsity Tested on the One Hundred 








26 104228234 1.66E-012 
25.9 104228234 1.66E-012 
26.04 104228234 1.66E-012 
26.2 104228234 1.66E-012 
26.44 104228234 1.66E-012 
36.79 104228234 1.66E-012 
25.97 104228234 1.66E-012 
25.95 104228234 1.66E-012 
26 104228234 1.66E-012 
26.23 104228234 1.66E-012 
36.87 104228234 1.66E-012 
25.96 104228234 1.66E-012 
36.77 104228234 1.66E-012 
25.96 104228234 1.66E-012 
26.23 104228234 1.66E-012 
26.1 104228234 1.66E-012 
26.3 104228234 1.66E-012 
26.31 104228234 1.66E-012 
25.94 104228234 1.66E-012 
36.88 104228234 1.66E-012 
26.16 104228234 1.66E-012 
25.9 104228234 1.66E-012 
26.21 104228234 1.66E-012 
36.84 104228234 1.66E-012 
 
52 
36.81 104228234 1.66E-012 
25.89 104228234 1.66E-012 
26.39 104228234 1.66E-012 
26.11 104228234 1.66E-012 
26.32 104228234 1.66E-012 
36.81 104228234 1.66E-012 
26.22 104228234 1.66E-012 
25.95 104228234 1.66E-012 
26.26 104228234 1.66E-012 
26.21 104228234 1.66E-012 
26.18 104228234 1.66E-012 
36.77 104228234 1.66E-012 
26.23 104228234 1.66E-012 
25.95 104228234 1.66E-012 
26.19 104228234 1.66E-012 
26.18 104228234 1.66E-012 
26.22 104228234 1.66E-012 
25.9 104228234 1.66E-012 
25.97 104228234 1.66E-012 
26.01 104228234 1.66E-012 
36.77 104228234 1.66E-012 
26.25 104228234 1.66E-012 
26.22 104228234 1.66E-012 
25.98 104228234 1.66E-012 
25.92 104228234 1.66E-012 
36.84 104228234 1.66E-012 
 









0.08 3461 4.51E-013 
0.11 3461 4.51E-013 
 
53 
0.08 3461 4.51E-013 
0.08 3461 4.51E-013 
0.51 3461 4.51E-013 
0.06 3461 4.51E-013 
0.12 3461 4.51E-013 
0.06 3461 4.51E-013 
0.07 3461 4.51E-013 
0.32 3461 4.51E-013 
0.1 3461 4.51E-013 
0.09 3461 4.51E-013 
0.08 3461 4.51E-013 
0.06 3461 4.51E-013 
0.1 3461 4.51E-013 
0.06 3461 4.51E-013 
0.07 3461 4.51E-013 
0.09 3461 4.51E-013 
1.52 3461 4.51E-013 
0.1 3461 4.51E-013 
0.1 3461 4.51E-013 
0.09 3461 4.51E-013 
0.65 3461 4.51E-013 
0.04 3461 4.51E-013 
0.06 3461 4.51E-013 
0.08 3461 4.51E-013 
0.09 3461 4.51E-013 
2.61 3461 4.51E-013 
0.07 3461 4.51E-013 
0.08 3461 4.51E-013 
0.12 3461 4.51E-013 
0.08 3461 4.51E-013 
0.05 3461 4.51E-013 
0.07 3461 4.51E-013 
0.07 3461 4.51E-013 
0.07 3461 4.51E-013 
0.08 3461 4.51E-013 
0.14 3461 4.51E-013 
0.76 3461 4.51E-013 
 
54 
0.08 3461 4.51E-013 
0.06 3461 4.51E-013 
0.14 3461 4.51E-013 
0.07 3461 4.51E-013 
0.06 3461 4.51E-013 
0.06 3461 4.51E-013 
0.05 3461 4.51E-013 
0.07 3461 4.51E-013 
0.07 3461 4.51E-013 
0.45 3461 4.51E-013 
0.07 3461 4.51E-013 
0.07 3461 4.51E-013 
 
Table 16. Raw Data for the Parallel Method With “Simple Sparsity” Tested on the 








0.07 2278 4.51E-013 
0.09 2278 4.51E-013 
0.13 2278 4.51E-013 
0.06 2278 4.51E-013 
0.08 2278 4.51E-013 
3.51 2278 4.51E-013 
0.06 2278 4.51E-013 
0.1 2278 4.51E-013 
0.06 2278 4.51E-013 
0.08 2278 4.51E-013 
0.24 2278 4.51E-013 
0.07 2278 4.51E-013 
0.06 2278 4.51E-013 
0.08 2278 4.51E-013 
0.51 2278 4.51E-013 
0.07 2278 4.51E-013 
 
55 
0.07 2278 4.51E-013 
0.27 2278 4.51E-013 
0.22 2278 4.51E-013 
0.1 2278 4.51E-013 
0.12 2278 4.51E-013 
0.06 2278 4.51E-013 
0.09 2278 4.51E-013 
0.12 2278 4.51E-013 
0.07 2278 4.51E-013 
0.08 2278 4.51E-013 
0.1 2278 4.51E-013 
0.08 2278 4.51E-013 
0.07 2278 4.51E-013 
0.08 2278 4.51E-013 
0.07 2278 4.51E-013 
0.09 2278 4.51E-013 
1.62 2278 4.51E-013 
0.39 2278 4.51E-013 
0.07 2278 4.51E-013 
0.08 2278 4.51E-013 
0.07 2278 4.51E-013 
0.25 2278 4.51E-013 
0.08 2278 4.51E-013 
0.06 2278 4.51E-013 
0.06 2278 4.51E-013 
0.09 2278 4.51E-013 
0.51 2278 4.51E-013 
0.05 2278 4.51E-013 
0.05 2278 4.51E-013 
0.14 2278 4.51E-013 
0.08 2278 4.51E-013 
0.05 2278 4.51E-013 
0.06 2278 4.51E-013 
0.09 2278 4.51E-013 
0.07 2278 4.51E-013 
 
56 









0.05 2278 4.51E-013 
0.07 2278 4.51E-013 
0.11 2278 4.51E-013 
0.12 2278 4.51E-013 
0.09 2278 4.51E-013 
0.08 2278 4.51E-013 
0.13 2278 4.51E-013 
0.07 2278 4.51E-013 
0.08 2278 4.51E-013 
0.13 2278 4.51E-013 
0.07 2278 4.51E-013 
0.09 2278 4.51E-013 
0.1 2278 4.51E-013 
0.08 2278 4.51E-013 
0.09 2278 4.51E-013 
0.09 2278 4.51E-013 
0.06 2278 4.51E-013 
0.09 2278 4.51E-013 
0.1 2278 4.51E-013 
0.07 2278 4.51E-013 
0.1 2278 4.51E-013 
0.08 2278 4.51E-013 
0.08 2278 4.51E-013 
0.08 2278 4.51E-013 
0.07 2278 4.51E-013 
0.07 2278 4.51E-013 
0.08 2278 4.51E-013 
0.08 2278 4.51E-013 
0.07 2278 4.51E-013 
0.12 2278 4.51E-013 
0.08 2278 4.51E-013 
 
57 
0.07 2278 4.51E-013 
0.11 2278 4.51E-013 
0.07 2278 4.51E-013 
0.09 2278 4.51E-013 
0.04 2278 4.51E-013 
0.1 2278 4.51E-013 
0.09 2278 4.51E-013 
0.08 2278 4.51E-013 
0.2 2278 4.51E-013 
0.08 2278 4.51E-013 
0.08 2278 4.51E-013 
0.08 2278 4.51E-013 
0.08 2278 4.51E-013 
0.09 2278 4.51E-013 
0.09 2278 4.51E-013 
0.09 2278 4.51E-013 
0.09 2278 4.51E-013 
0.07 2278 4.51E-013 
0.07 2278 4.51E-013 
0.08 2278 4.51E-013 
 









0.05 2278 4.51E-013 
0.05 2278 4.51E-013 
0.07 2278 4.51E-013 
0.08 2278 4.51E-013 
0.07 2278 4.51E-013 
0.08 2278 4.51E-013 
0.07 2278 4.51E-013 
0.05 2278 4.51E-013 
 
58 
0.08 2278 4.51E-013 
0.06 2278 4.51E-013 
0.06 2278 4.51E-013 
0.14 2278 4.51E-013 
0.05 2278 4.51E-013 
0.08 2278 4.51E-013 
0.08 2278 4.51E-013 
0.07 2278 4.51E-013 
0.07 2278 4.51E-013 
0.11 2278 4.51E-013 
0.06 2278 4.51E-013 
0.09 2278 4.51E-013 
0.06 2278 4.51E-013 
0.09 2278 4.51E-013 
0.08 2278 4.51E-013 
0.15 2278 4.51E-013 
0.07 2278 4.51E-013 
0.06 2278 4.51E-013 
0.07 2278 4.51E-013 
0.09 2278 4.51E-013 
0.07 2278 4.51E-013 
0.06 2278 4.51E-013 
0.07 2278 4.51E-013 
0.07 2278 4.51E-013 
0.05 2278 4.51E-013 
0.06 2278 4.51E-013 
0.08 2278 4.51E-013 
0.9 2278 4.51E-013 
0.06 2278 4.51E-013 
0.07 2278 4.51E-013 
0.15 2278 4.51E-013 
0.05 2278 4.51E-013 
0.06 2278 4.51E-013 
0.05 2278 4.51E-013 
0.1 2278 4.51E-013 
0.07 2278 4.51E-013 
0.04 2278 4.51E-013 
 
59 
0.15 2278 4.51E-013 
0.07 2278 4.51E-013 
0.1 2278 4.51E-013 
0.06 2278 4.51E-013 
0.05 2278 4.51E-013 
0.1 2278 4.51E-013 
 
Table 19. Raw Data for the Parallel Method With No Sparsity Tested on the One 








151.14 1971060 1.66E-012 
144.19 1971060 1.66E-012 
0.17 1971060 1.66E-012 
0.16 1971060 1.66E-012 
0.17 1971060 1.66E-012 
0.17 1971060 1.66E-012 
0.18 1971060 1.66E-012 
0.16 1971060 1.66E-012 
0.15 1971060 1.66E-012 
151.13 1971060 1.66E-012 
33.68 1971060 1.66E-012 
149.18 1971060 1.66E-012 
15.93 1971060 1.66E-012 
107.18 1971060 1.66E-012 
111.4 1971060 1.66E-012 
102.43 1971060 1.66E-012 
0.16 1971060 1.66E-012 
0.17 1971060 1.66E-012 
0.19 1971060 1.66E-012 
0.17 1971060 1.66E-012 
0.17 1971060 1.66E-012 
33.66 1971060 1.66E-012 
 
60 
0.17 1971060 1.66E-012 
0.17 1971060 1.66E-012 
0.19 1971060 1.66E-012 
15.32 1971060 1.66E-012 
0.17 1971060 1.66E-012 
51.59 1971060 1.66E-012 
0.15 1971060 1.66E-012 
54.53 1971060 1.66E-012 
0.18 1971060 1.66E-012 
0.15 1971060 1.66E-012 
40.21 1971060 1.66E-012 
82.87 1971060 1.66E-012 
0.16 1971060 1.66E-012 
92.98 1971060 1.66E-012 
0.17 1971060 1.66E-012 
0.15 1971060 1.66E-012 
0.17 1971060 1.66E-012 
0.17 1971060 1.66E-012 
0.16 1971060 1.66E-012 
144.19 1971060 1.66E-012 
149.14 1971060 1.66E-012 
70.36 1971060 1.66E-012 
317.89 1971060 1.66E-012 
4.92 1971060 1.66E-012 
128.57 1971060 1.66E-012 
230.95 1971060 1.66E-012 
75.18 1971060 1.66E-012 
149.34 1971060 1.66E-012 
0.42 1971060 1.66E-012 
 
Table 20. Raw Data for the Parallel Method With “Simple Sparsity” Tested on the One 










0.18 575846 1.66E-012 
87.02 575846 1.66E-012 
75.37 575846 1.66E-012 
158.33 575846 1.66E-012 
9.75 575846 1.66E-012 
28.67 575846 1.66E-012 
26.52 575846 1.66E-012 
27.07 575846 1.66E-012 
210.99 575846 1.66E-012 
5.8 575846 1.66E-012 
152.14 575846 1.66E-012 
63.66 575846 1.66E-012 
32.74 575846 1.66E-012 
44.65 575846 1.66E-012 
148.7 575846 1.66E-012 
151.82 575846 1.66E-012 
53.9 575846 1.66E-012 
131.71 575846 1.66E-012 
242.37 575846 1.66E-012 
23.83 575846 1.66E-012 
0.2 575846 1.66E-012 
151.12 575846 1.66E-012 
173.9 575846 1.66E-012 
127.55 575846 1.66E-012 
151.12 575846 1.66E-012 
37.67 575846 1.66E-012 
43.1 575846 1.66E-012 
17.18 575846 1.66E-012 
52.16 575846 1.66E-012 
0.17 575846 1.66E-012 
151.7 575846 1.66E-012 
0.17 575846 1.66E-012 
236.38 575846 1.66E-012 
0.17 575846 1.66E-012 
0.17 575846 1.66E-012 
0.18 575846 1.66E-012 
 
62 
0.17 575846 1.66E-012 
0.18 575846 1.66E-012 
91.14 575846 1.66E-012 
132.02 575846 1.66E-012 
0.17 575846 1.66E-012 
204.6 575846 1.66E-012 
150.73 575846 1.66E-012 
148.38 575846 1.66E-012 
0.16 575846 1.66E-012 
0.15 575846 1.66E-012 
0.17 575846 1.66E-012 
0.18 575846 1.66E-012 
287.12 575846 1.66E-012 
161.63 575846 1.66E-012 
126.88 575846 1.66E-012 
 
Table 21. Raw Data for the Parallel Method With COO Sparsity Tested on the One 








181.67 575846 1.66E-012 
71.51 575846 1.66E-012 
86.24 575846 1.66E-012 
94.33 575846 1.66E-012 
79.46 575846 1.66E-012 
46.28 575846 1.66E-012 
137.14 575846 1.66E-012 
172.34 575846 1.66E-012 
80.49 575846 1.66E-012 
82.52 575846 1.66E-012 
373 575846 1.66E-012 
237.16 575846 1.66E-012 
49.26 575846 1.66E-012 
 
63 
81.64 575846 1.66E-012 
122.59 575846 1.66E-012 
69.01 575846 1.66E-012 
82.38 575846 1.66E-012 
79.43 575846 1.66E-012 
69.9 575846 1.66E-012 
36.2 575846 1.66E-012 
143.82 575846 1.66E-012 
87.44 575846 1.66E-012 
37.41 575846 1.66E-012 
90.28 575846 1.66E-012 
169.22 575846 1.66E-012 
168.92 575846 1.66E-012 
135.31 575846 1.66E-012 
84.14 575846 1.66E-012 
69.83 575846 1.66E-012 
41.74 575846 1.66E-012 
75.98 575846 1.66E-012 
80.35 575846 1.66E-012 
82.79 575846 1.66E-012 
80.19 575846 1.66E-012 
70.15 575846 1.66E-012 
172.31 575846 1.66E-012 
161.44 575846 1.66E-012 
261.33 575846 1.66E-012 
187.05 575846 1.66E-012 
78.71 575846 1.66E-012 
42.99 575846 1.66E-012 
59.13 575846 1.66E-012 
94.33 575846 1.66E-012 
368.9 575846 1.66E-012 
250.71 575846 1.66E-012 
200.92 575846 1.66E-012 
137.51 575846 1.66E-012 
113.55 575846 1.66E-012 
268.62 575846 1.66E-012 
106.15 575846 1.66E-012 
 
64 
97.11 575846 1.66E-012 
 
Table 22. Raw Data for the Parallel Method With CSR Sparsity Tested on the One 








71.71 575846 1.66E-012 
0.56 575846 1.66E-012 
57.53 575846 1.66E-012 
68.28 575846 1.66E-012 
117.1 575846 1.66E-012 
0.56 575846 1.66E-012 
79.49 575846 1.66E-012 
130.89 575846 1.66E-012 
137.52 575846 1.66E-012 
184.06 575846 1.66E-012 
6.45 575846 1.66E-012 
25.37 575846 1.66E-012 
44.76 575846 1.66E-012 
53.87 575846 1.66E-012 
23.45 575846 1.66E-012 
82.7 575846 1.66E-012 
17.23 575846 1.66E-012 
7.02 575846 1.66E-012 
14.4 575846 1.66E-012 
222.2 575846 1.66E-012 
64.99 575846 1.66E-012 
40.48 575846 1.66E-012 
107.67 575846 1.66E-012 
115.09 575846 1.66E-012 
24.6 575846 1.66E-012 
66.59 575846 1.66E-012 
130.9 575846 1.66E-012 
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79.42 575846 1.66E-012 
0.77 575846 1.66E-012 
0.37 575846 1.66E-012 
75.69 575846 1.66E-012 
66.06 575846 1.66E-012 
64.89 575846 1.66E-012 
88.7 575846 1.66E-012 
152.69 575846 1.66E-012 
70.69 575846 1.66E-012 
78.79 575846 1.66E-012 
64.84 575846 1.66E-012 
0.28 575846 1.66E-012 
102.06 575846 1.66E-012 
9.29 575846 1.66E-012 
132.15 575846 1.66E-012 
305.09 575846 1.66E-012 
178.08 575846 1.66E-012 
108.19 575846 1.66E-012 
179.48 575846 1.66E-012 
56.66 575846 1.66E-012 
151.3 575846 1.66E-012 
0.54 575846 1.66E-012 
5.28 575846 1.66E-012 
71.62 575846 1.66E-012 
 
Table 23. Raw Data for the Parallel Method With No Sparsity Tested on the Reordered 











0.06 3461 5.20E-013 
0.08 3461 5.20E-013 
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0.08 3461 5.20E-013 
0.07 3461 5.20E-013 
0.08 3461 5.20E-013 
0.07 3461 5.20E-013 
0.06 3461 5.20E-013 
0.06 3461 5.20E-013 
0.1 3461 5.20E-013 
0.07 3461 5.20E-013 
0.07 3461 5.20E-013 
0.11 3461 5.20E-013 
0.07 3461 5.20E-013 
0.07 3461 5.20E-013 
0.08 3461 5.20E-013 
0.12 3461 5.20E-013 
0.07 3461 5.20E-013 
0.07 3461 5.20E-013 
0.07 3461 5.20E-013 
0.07 3461 5.20E-013 
0.07 3461 5.20E-013 
0.07 3461 5.20E-013 
0.08 3461 5.20E-013 
0.06 3461 5.20E-013 
0.05 3461 5.20E-013 
0.06 3461 5.20E-013 
0.09 3461 5.20E-013 
0.07 3461 5.20E-013 
0.08 3461 5.20E-013 
0.05 3461 5.20E-013 
0.06 3461 5.20E-013 
0.09 3461 5.20E-013 
0.06 3461 5.20E-013 
0.07 3461 5.20E-013 
0.06 3461 5.20E-013 
0.08 3461 5.20E-013 
0.09 3461 5.20E-013 
0.07 3461 5.20E-013 
0.07 3461 5.20E-013 
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0.08 3461 5.20E-013 
0.07 3461 5.20E-013 
0.07 3461 5.20E-013 
0.07 3461 5.20E-013 
0.07 3461 5.20E-013 
0.06 3461 5.20E-013 
0.07 3461 5.20E-013 
0.06 3461 5.20E-013 
0.09 3461 5.20E-013 
0.07 3461 5.20E-013 
0.07 3461 5.20E-013 
0.09 3461 5.20E-013 
 
Table 24. Raw Data for the Parallel Method With “Simple Sparsity” Tested on the 








0.08 1723 5.20E-013 
0.07 1723 5.20E-013 
0.07 1723 5.20E-013 
0.06 1723 5.20E-013 
0.07 1723 5.20E-013 
0.05 1723 5.20E-013 
0.11 1723 5.20E-013 
0.09 1723 5.20E-013 
0.06 1723 5.20E-013 
0.07 1723 5.20E-013 
0.09 1723 5.20E-013 
0.07 1723 5.20E-013 
0.05 1723 5.20E-013 
0.07 1723 5.20E-013 
0.07 1723 5.20E-013 
0.06 1723 5.20E-013 
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0.07 1723 5.20E-013 
0.07 1723 5.20E-013 
0.1 1723 5.20E-013 
0.09 1723 5.20E-013 
0.08 1723 5.20E-013 
0.07 1723 5.20E-013 
0.09 1723 5.20E-013 
0.07 1723 5.20E-013 
0.09 1723 5.20E-013 
0.09 1723 5.20E-013 
0.09 1723 5.20E-013 
0.07 1723 5.20E-013 
0.09 1723 5.20E-013 
0.07 1723 5.20E-013 
0.82 1723 5.20E-013 
0.08 1723 5.20E-013 
0.09 1723 5.20E-013 
0.07 1723 5.20E-013 
0.07 1723 5.20E-013 
0.09 1723 5.20E-013 
0.06 1723 5.20E-013 
0.07 1723 5.20E-013 
0.08 1723 5.20E-013 
0.07 1723 5.20E-013 
0.09 1723 5.20E-013 
0.09 1723 5.20E-013 
0.07 1723 5.20E-013 
0.07 1723 5.20E-013 
0.09 1723 5.20E-013 
0.11 1723 5.20E-013 
0.08 1723 5.20E-013 
0.06 1723 5.20E-013 
0.08 1723 5.20E-013 
0.07 1723 5.20E-013 
0.05 1723 5.20E-013 
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Table 25. Raw Data for the Parallel Method With COO Sparsity Tested on the Reordered 








0.06 1723 5.20E-013 
0.07 1723 5.20E-013 
0.08 1723 5.20E-013 
0.06 1723 5.20E-013 
0.07 1723 5.20E-013 
0.08 1723 5.20E-013 
0.09 1723 5.20E-013 
0.07 1723 5.20E-013 
0.08 1723 5.20E-013 
0.07 1723 5.20E-013 
0.07 1723 5.20E-013 
0.06 1723 5.20E-013 
0.06 1723 5.20E-013 
0.08 1723 5.20E-013 
0.08 1723 5.20E-013 
0.07 1723 5.20E-013 
0.08 1723 5.20E-013 
0.1 1723 5.20E-013 
0.09 1723 5.20E-013 
0.08 1723 5.20E-013 
0.06 1723 5.20E-013 
0.08 1723 5.20E-013 
0.07 1723 5.20E-013 
0.08 1723 5.20E-013 
0.09 1723 5.20E-013 
0.09 1723 5.20E-013 
0.09 1723 5.20E-013 
0.08 1723 5.20E-013 
0.08 1723 5.20E-013 
0.08 1723 5.20E-013 
0.07 1723 5.20E-013 
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0.07 1723 5.20E-013 
0.07 1723 5.20E-013 
0.07 1723 5.20E-013 
0.08 1723 5.20E-013 
0.06 1723 5.20E-013 
0.08 1723 5.20E-013 
0.08 1723 5.20E-013 
0.08 1723 5.20E-013 
0.07 1723 5.20E-013 
0.08 1723 5.20E-013 
0.09 1723 5.20E-013 
0.09 1723 5.20E-013 
0.08 1723 5.20E-013 
0.07 1723 5.20E-013 
0.09 1723 5.20E-013 
0.07 1723 5.20E-013 
0.08 1723 5.20E-013 
0.07 1723 5.20E-013 
0.07 1723 5.20E-013 
0.08 1723 5.20E-013 
 
Table 26. Raw Data for the Parallel Method With CSR Sparsity Tested on the Reordered 








0.07 1723 5.20E-013 
0.06 1723 5.20E-013 
0.06 1723 5.20E-013 
0.06 1723 5.20E-013 
0.06 1723 5.20E-013 
0.07 1723 5.20E-013 
0.08 1723 5.20E-013 
0.06 1723 5.20E-013 
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0.06 1723 5.20E-013 
0.06 1723 5.20E-013 
0.06 1723 5.20E-013 
0.06 1723 5.20E-013 
0.07 1723 5.20E-013 
0.08 1723 5.20E-013 
0.07 1723 5.20E-013 
0.08 1723 5.20E-013 
0.07 1723 5.20E-013 
0.06 1723 5.20E-013 
0.07 1723 5.20E-013 
0.06 1723 5.20E-013 
0.09 1723 5.20E-013 
0.06 1723 5.20E-013 
0.07 1723 5.20E-013 
0.06 1723 5.20E-013 
0.08 1723 5.20E-013 
0.08 1723 5.20E-013 
0.09 1723 5.20E-013 
0.06 1723 5.20E-013 
0.07 1723 5.20E-013 
0.07 1723 5.20E-013 
0.07 1723 5.20E-013 
0.07 1723 5.20E-013 
0.06 1723 5.20E-013 
0.05 1723 5.20E-013 
0.05 1723 5.20E-013 
0.07 1723 5.20E-013 
0.08 1723 5.20E-013 
0.07 1723 5.20E-013 
0.07 1723 5.20E-013 
0.08 1723 5.20E-013 
0.07 1723 5.20E-013 
0.08 1723 5.20E-013 
0.1 1723 5.20E-013 
0.11 1723 5.20E-013 
0.1 1723 5.20E-013 
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0.09 1723 5.20E-013 
0.09 1723 5.20E-013 
0.09 1723 5.20E-013 
0.11 1723 5.20E-013 
0.09 1723 5.20E-013 
0.09 1723 5.20E-013 
 
Table 27. Raw Data for the Parallel Method With No Sparsity Tested on the Reordered 








0.12 395097 2.12E-012 
97.34 395097 2.12E-012 
16.03 395097 2.12E-012 
0.12 395097 2.12E-012 
0.11 395097 2.12E-012 
0.12 395097 2.12E-012 
0.1 395097 2.12E-012 
0.1 395097 2.12E-012 
0.11 395097 2.12E-012 
0.1 395097 2.12E-012 
0.1 395097 2.12E-012 
0.1 395097 2.12E-012 
0.12 395097 2.12E-012 
22.38 395097 2.12E-012 
0.1 395097 2.12E-012 
0.11 395097 2.12E-012 
0.11 395097 2.12E-012 
0.1 395097 2.12E-012 
0.11 395097 2.12E-012 
0.11 395097 2.12E-012 
0.1 395097 2.12E-012 
0.11 395097 2.12E-012 
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0.11 395097 2.12E-012 
0.1 395097 2.12E-012 
44.09 395097 2.12E-012 
0.11 395097 2.12E-012 
0.11 395097 2.12E-012 
0.11 395097 2.12E-012 
0.11 395097 2.12E-012 
0.11 395097 2.12E-012 
0.1 395097 2.12E-012 
0.11 395097 2.12E-012 
0.11 395097 2.12E-012 
0.12 395097 2.12E-012 
44.1 395097 2.12E-012 
0.12 395097 2.12E-012 
0.09 395097 2.12E-012 
0.12 395097 2.12E-012 
0.11 395097 2.12E-012 
0.11 395097 2.12E-012 
0.12 395097 2.12E-012 
0.12 395097 2.12E-012 
24.16 395097 2.12E-012 
79.04 395097 2.12E-012 
44.22 395097 2.12E-012 
47.08 395097 2.12E-012 
47.13 395097 2.12E-012 
0.27 395097 2.12E-012 
44.15 395097 2.12E-012 
6.16 395097 2.12E-012 
47.14 395097 2.12E-012 
 
Table 28. Raw Data for the Parallel Method With “Simple Sparsity” Tested on the 










50.95 55709 2.12E-012 
36.02 55709 2.12E-012 
0.15 55709 2.12E-012 
29.82 55709 2.12E-012 
24.36 55709 2.12E-012 
35.92 55709 2.12E-012 
0.28 55709 2.12E-012 
16.62 55709 2.12E-012 
43.09 55709 2.12E-012 
0.28 55709 2.12E-012 
25.14 55709 2.12E-012 
29.26 55709 2.12E-012 
24.12 55709 2.12E-012 
22.14 55709 2.12E-012 
44.58 55709 2.12E-012 
60.51 55709 2.12E-012 
0.16 55709 2.12E-012 
52.79 55709 2.12E-012 
46.71 55709 2.12E-012 
33.11 55709 2.12E-012 
36.54 55709 2.12E-012 
36.1 55709 2.12E-012 
44.12 55709 2.12E-012 
0.13 55709 2.12E-012 
30.35 55709 2.12E-012 
47.14 55709 2.12E-012 
0.12 55709 2.12E-012 
0.16 55709 2.12E-012 
44.16 55709 2.12E-012 
44.27 55709 2.12E-012 
59.72 55709 2.12E-012 
27.04 55709 2.12E-012 
33.61 55709 2.12E-012 
30.47 55709 2.12E-012 
35.98 55709 2.12E-012 
44.01 55709 2.12E-012 
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24.17 55709 2.12E-012 
0.2 55709 2.12E-012 
42.16 55709 2.12E-012 
0.17 55709 2.12E-012 
37.19 55709 2.12E-012 
24.55 55709 2.12E-012 
25.09 55709 2.12E-012 
2.12 55709 2.12E-012 
2.14 55709 2.12E-012 
30.17 55709 2.12E-012 
21.3 55709 2.12E-012 
0.14 55709 2.12E-012 
25.29 55709 2.12E-012 
3.97 55709 2.12E-012 
44.43 55709 2.12E-012 
 
Table 29. Raw Data for the Parallel Method With COO Sparsity Tested on the Reordered 








40 55709 2.12E-012 
24.25 55709 2.12E-012 
7.84 55709 2.12E-012 
5.82 55709 2.12E-012 
93.64 55709 2.12E-012 
4.86 55709 2.12E-012 
2.39 55709 2.12E-012 
13.83 55709 2.12E-012 
63.45 55709 2.12E-012 
65.47 55709 2.12E-012 
41.9 55709 2.12E-012 
0.88 55709 2.12E-012 
1.31 55709 2.12E-012 
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21.77 55709 2.12E-012 
28.95 55709 2.12E-012 
47.89 55709 2.12E-012 
4.14 55709 2.12E-012 
22.79 55709 2.12E-012 
3.7 55709 2.12E-012 
19.38 55709 2.12E-012 
25.38 55709 2.12E-012 
3.4 55709 2.12E-012 
1.26 55709 2.12E-012 
23.75 55709 2.12E-012 
7.87 55709 2.12E-012 
50.31 55709 2.12E-012 
72.66 55709 2.12E-012 
63.17 55709 2.12E-012 
35.89 55709 2.12E-012 
1.09 55709 2.12E-012 
8.66 55709 2.12E-012 
2.06 55709 2.12E-012 
19.31 55709 2.12E-012 
47.54 55709 2.12E-012 
4.82 55709 2.12E-012 
42.12 55709 2.12E-012 
4.64 55709 2.12E-012 
4.51 55709 2.12E-012 
0.69 55709 2.12E-012 
1.05 55709 2.12E-012 
35.57 55709 2.12E-012 
18.85 55709 2.12E-012 
3.71 55709 2.12E-012 
3.87 55709 2.12E-012 
5.28 55709 2.12E-012 
5.42 55709 2.12E-012 
3.05 55709 2.12E-012 
6.27 55709 2.12E-012 
4.58 55709 2.12E-012 
3.14 55709 2.12E-012 
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3.1 55709 2.12E-012 
 
Table 30. Raw Data for the Parallel Method With CSR Sparsity Tested on the Reordered 








47.1 55709 2.12E-012 
28.56 55709 2.12E-012 
44.66 55709 2.12E-012 
44.1 55709 2.12E-012 
0.12 55709 2.12E-012 
0.11 55709 2.12E-012 
44.1 55709 2.12E-012 
0.12 55709 2.12E-012 
0.12 55709 2.12E-012 
0.13 55709 2.12E-012 
0.11 55709 2.12E-012 
0.11 55709 2.12E-012 
42.77 55709 2.12E-012 
47.11 55709 2.12E-012 
44.09 55709 2.12E-012 
36.65 55709 2.12E-012 
44.11 55709 2.12E-012 
0.11 55709 2.12E-012 
0.13 55709 2.12E-012 
0.11 55709 2.12E-012 
46.97 55709 2.12E-012 
44.16 55709 2.12E-012 
0.1 55709 2.12E-012 
0.11 55709 2.12E-012 
0.11 55709 2.12E-012 
0.13 55709 2.12E-012 
0.13 55709 2.12E-012 
 
78 
89.1 55709 2.12E-012 
0.12 55709 2.12E-012 
0.13 55709 2.12E-012 
101.95 55709 2.12E-012 
100.92 55709 2.12E-012 
44.09 55709 2.12E-012 
0.13 55709 2.12E-012 
0.12 55709 2.12E-012 
95.11 55709 2.12E-012 
0.11 55709 2.12E-012 
0.11 55709 2.12E-012 
0.11 55709 2.12E-012 
38.25 55709 2.12E-012 
28.16 55709 2.12E-012 
32.14 55709 2.12E-012 
0.19 55709 2.12E-012 
62.83 55709 2.12E-012 
48.1 55709 2.12E-012 
61.08 55709 2.12E-012 
0.18 55709 2.12E-012 
44.19 55709 2.12E-012 
50.51 55709 2.12E-012 
0.45 55709 2.12E-012 
91.42 55709 2.12E-012 
 
Table 31. Raw Data for the Parallel Method With No Sparsity Tested on the Reordered 








0.17 1971060 1.31E-012 
18.21 1971060 1.31E-012 
150.63 1971060 1.31E-012 
0.17 1971060 1.31E-012 
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0.17 1971060 1.31E-012 
0.17 1971060 1.31E-012 
0.17 1971060 1.31E-012 
0.16 1971060 1.31E-012 
120.43 1971060 1.31E-012 
0.16 1971060 1.31E-012 
0.17 1971060 1.31E-012 
0.15 1971060 1.31E-012 
0.18 1971060 1.31E-012 
2.98 1971060 1.31E-012 
0.17 1971060 1.31E-012 
0.17 1971060 1.31E-012 
0.18 1971060 1.31E-012 
0.18 1971060 1.31E-012 
36.26 1971060 1.31E-012 
0.16 1971060 1.31E-012 
0.23 1971060 1.31E-012 
0.15 1971060 1.31E-012 
150.15 1971060 1.31E-012 
0.16 1971060 1.31E-012 
0.17 1971060 1.31E-012 
0.16 1971060 1.31E-012 
0.17 1971060 1.31E-012 
0.16 1971060 1.31E-012 
0.17 1971060 1.31E-012 
0.16 1971060 1.31E-012 
0.18 1971060 1.31E-012 
61.53 1971060 1.31E-012 
0.16 1971060 1.31E-012 
0.18 1971060 1.31E-012 
0.16 1971060 1.31E-012 
147.14 1971060 1.31E-012 
126.4 1971060 1.31E-012 
0.94 1971060 1.31E-012 
149.14 1971060 1.31E-012 
101.19 1971060 1.31E-012 
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29.02 1971060 1.31E-012 
43.86 1971060 1.31E-012 
229.64 1971060 1.31E-012 
108.4 1971060 1.31E-012 
0.16 1971060 1.31E-012 
0.16 1971060 1.31E-012 
0.17 1971060 1.31E-012 
0.17 1971060 1.31E-012 
0.17 1971060 1.31E-012 
14.87 1971060 1.31E-012 
0.19 1971060 1.31E-012 
 
Table 32. Raw Data for the Parallel Method With “Simple Sparsity” Tested on the 








71.92 127528 1.31E-012 
0.16 127528 1.31E-012 
0.19 127528 1.31E-012 
0.18 127528 1.31E-012 
0.18 127528 1.31E-012 
0.17 127528 1.31E-012 
0.18 127528 1.31E-012 
0.16 127528 1.31E-012 
0.17 127528 1.31E-012 
0.17 127528 1.31E-012 
151.15 127528 1.31E-012 
0.17 127528 1.31E-012 
74.74 127528 1.31E-012 
0.16 127528 1.31E-012 
0.17 127528 1.31E-012 
0.17 127528 1.31E-012 
0.17 127528 1.31E-012 
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0.18 127528 1.31E-012 
0.16 127528 1.31E-012 
25.38 127528 1.31E-012 
0.16 127528 1.31E-012 
0.16 127528 1.31E-012 
151.9 127528 1.31E-012 
89.33 127528 1.31E-012 
52.27 127528 1.31E-012 
2.06 127528 1.31E-012 
130.17 127528 1.31E-012 
83.57 127528 1.31E-012 
150.91 127528 1.31E-012 
9.65 127528 1.31E-012 
0.18 127528 1.31E-012 
0.18 127528 1.31E-012 
0.17 127528 1.31E-012 
0.18 127528 1.31E-012 
0.17 127528 1.31E-012 
0.17 127528 1.31E-012 
0.18 127528 1.31E-012 
0.17 127528 1.31E-012 
0.17 127528 1.31E-012 
51.36 127528 1.31E-012 
0.18 127528 1.31E-012 
0.18 127528 1.31E-012 
151.85 127528 1.31E-012 
0.56 127528 1.31E-012 
151.96 127528 1.31E-012 
149.32 127528 1.31E-012 
0.17 127528 1.31E-012 
0.18 127528 1.31E-012 
0.16 127528 1.31E-012 
2.99 127528 1.31E-012 




Table 33. Raw Data for the Parallel Method With COO Sparsity Tested on the Reordered 








11.37 127528 1.31E-012 
47.26 127528 1.31E-012 
98.49 127528 1.31E-012 
57.66 127528 1.31E-012 
88.86 127528 1.31E-012 
37.87 127528 1.31E-012 
55.29 127528 1.31E-012 
71.46 127528 1.31E-012 
40.11 127528 1.31E-012 
52.9 127528 1.31E-012 
38.39 127528 1.31E-012 
55.17 127528 1.31E-012 
79.91 127528 1.31E-012 
52.21 127528 1.31E-012 
45.43 127528 1.31E-012 
25.82 127528 1.31E-012 
12.86 127528 1.31E-012 
80.12 127528 1.31E-012 
83.4 127528 1.31E-012 
57.22 127528 1.31E-012 
57.2 127528 1.31E-012 
38.08 127528 1.31E-012 
133 127528 1.31E-012 
63.78 127528 1.31E-012 
94.42 127528 1.31E-012 
17.32 127528 1.31E-012 
41.02 127528 1.31E-012 
21.13 127528 1.31E-012 
6.15 127528 1.31E-012 
115.8 127528 1.31E-012 
40.73 127528 1.31E-012 
91.45 127528 1.31E-012 
 
83 
57.89 127528 1.31E-012 
150.76 127528 1.31E-012 
113.89 127528 1.31E-012 
85.79 127528 1.31E-012 
151.89 127528 1.31E-012 
58.46 127528 1.31E-012 
55.53 127528 1.31E-012 
4.75 127528 1.31E-012 
114.46 127528 1.31E-012 
79.01 127528 1.31E-012 
234.62 127528 1.31E-012 
144.58 127528 1.31E-012 
217.17 127528 1.31E-012 
101.15 127528 1.31E-012 
146.38 127528 1.31E-012 
241.12 127528 1.31E-012 
34.36 127528 1.31E-012 
43.16 127528 1.31E-012 
40.83 127528 1.31E-012 
 
Table 34. Raw Data for the Parallel Method With CSR Sparsity Tested on the Reordered 








156.65 127528 1.31E-012 
0.25 127528 1.31E-012 
2.88 127528 1.31E-012 
116.33 127528 1.31E-012 
0.3 127528 1.31E-012 
20.71 127528 1.31E-012 
48.53 127528 1.31E-012 
122.13 127528 1.31E-012 
75.75 127528 1.31E-012 
70.73 127528 1.31E-012 
 
84 
75.09 127528 1.31E-012 
0.25 127528 1.31E-012 
11.2 127528 1.31E-012 
50.47 127528 1.31E-012 
48.58 127528 1.31E-012 
271.1 127528 1.31E-012 
98.23 127528 1.31E-012 
101.74 127528 1.31E-012 
316.64 127528 1.31E-012 
148.11 127528 1.31E-012 
78.12 127528 1.31E-012 
147.82 127528 1.31E-012 
19.82 127528 1.31E-012 
299.32 127528 1.31E-012 
0.3 127528 1.31E-012 
9.28 127528 1.31E-012 
65.68 127528 1.31E-012 
144.14 127528 1.31E-012 
149.28 127528 1.31E-012 
289.58 127528 1.31E-012 
115.28 127528 1.31E-012 
15.11 127528 1.31E-012 
148.67 127528 1.31E-012 
110.3 127528 1.31E-012 
81.05 127528 1.31E-012 
149.13 127528 1.31E-012 
157.93 127528 1.31E-012 
32.93 127528 1.31E-012 
38.76 127528 1.31E-012 
61.7 127528 1.31E-012 
134.47 127528 1.31E-012 
0.26 127528 1.31E-012 
151.47 127528 1.31E-012 
0.27 127528 1.31E-012 
0.24 127528 1.31E-012 
0.23 127528 1.31E-012 
141.95 127528 1.31E-012 
0.26 127528 1.31E-012 
 
85 
150.15 127528 1.31E-012 
97.01 127528 1.31E-012 
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