at Mark 13 [13, Chap. F04], are being used for all the condition number estimation in LAPACK [3] , and have been used with research or production codes by several workers [1] , [2] , [5] , [6] , [12] . Because of this wide use of the routines we feel it is worth reporting experience and insights accrued since the work in [9] was done. We describe here a new example of slow convergence of the norm estimation algorithm, point out that it is a special case of a more general iteration for estimating matrix norms, summarize the practical performance of the estimator, and describe several interesting applications.
First, we recall the original algorithm of Hager [7] , on which the estimators in [9] are based. Our notation is as follows: e is the vector of all ones, ej is the jth column of the identity matrix, and sign(y) means i 1 or -1 according as yi See [7] [8] [9] for further details of the subgradient-based derivation. An alternative derivation relying on a simple heuristic argument is given in [9] . (2) x k+ h(zk) h(BTg(Bxk)), where g and h are subgradients of the -norm and the norm dual to the a-norm, respectively. With a 1 this iteration reduces to the one in Algorithm 1. In [14] it is proved that iteration (2) converges in a finite number of steps if one of the a-and -norms is polyhedral (this class includes the 1-and a-norms, but not the 2-norm), but no properties of the limit point are determined. In [15] the special case where a oc, / 1, and B is symmetric positive definite is examined in detail.
Unfortunately, the results in [14] and [15] do not seem to provide any new insight into Algorithm 1.
Two key aspects of the behaviour of Algorithm 1 are as follows.
(1) The estimates produced by the algorithm are frequently exact (q, IIBII), usually "acceptable" (/ _ IIBII/x0), and sometimes poor ( < IIBII/10). Several families of matrices are known for which /IJBII can be arbitrarily small [8] , [9] .
(2) The algorithm almost always converges after at most four iterations [7] [8] [9] .
Based on these, and other observations, the following changes to Algorithm 1 were made in [9] . We will refer to the modified algorithm as Algorithm EST. The vector v is considered likely to "pick out" any large elements of B in those cases where such elements fail to propagate through to y.
Convergence test. The algorithm is limited to a minimum of two and a maximum of five iterations. Also, convergence is declared after computing if the new is the same as the previous one (which signals that convergence will be obtained on the current iteration) or if the new IlYlI is no larger than the previous one. The latter event can happen only in finite precision arithmetic and indicates that a vertex ej is being revisited--the onset of "cycling."
In the following, all comments about Algorithm EST apply also to a version applicable to complex matrices [9] , whose main difference from Algorithm EST is that it does not have the test for repeated vectors.
Experience subsequent to the development of Algorithm EST has confirmed that the above modifications work well, and we are not aware of any way to improve the algorithm's performance. We have applied Algorithm EST to the test matrices in the collection [10] , for values of n up to 100. This collection contains a wide variety of matrices (for example, real, complex, well-conditioned, ill-conditioned, structured, contrived, practically occurring), and many of them are parametrized. Our experiments led to a new discovery, which is described in the next section.
2. Number of iterations. As mentioned above, Algorithm 1 usually requires at most four iterations and it never requires more than n / 1. In our numerical experiments we found one particular family of matrices from [10] for which, depending on n, up to n iterations were required (the matrices are B-inv(fiedler(seqm(-1, 2, n)))in the notation of [10] ). Consideration of this example led us to construct a symmetric n n tridiagonal matrix Tn(a) (tij) for which it can be proved that n iterations are required by Algorithm 1 if 0 _< a < 1. The matrix is defined by
if is even.
To illustrate,
-( IIAIIplIA-IIB, p 1,. We summarize three other applications in which the algorithm has been found to be useful.
(1) In [12] 
