Compared to testbeds, the efficiency and accuracy of wireless networking simulations are constantly questioned by the network community. It is widely accepted today that the current network simulators are not able to fully represent the real wireless characteristics, especially at the physical (PHY) layer. This affects the trustability of simulation-based performance evaluations. On the other hand, testbed experiments require taking a tedious and time-consuming implementation path. This path could be significantly reduced by using realistic network simulators as a first step to test novel algorithms or protocols. Therefore, we took on the challenge of representing the link characteristics of the indoor testbed of the Berlin Open Wireless Lab (BOWL) project in the ns-3 simulator. Our extensive measurements study of the link characteristics, namely received signal strength (RSS), frame detection ratio (FDR) and frame error ratio (FER), produced several guidelines for modeling our testbed with satisfying accuracy in the simulator. More importantly, the proposed empirical models take into account several crucial properties related to the radio hardware and the environment, which are shown to have a significant impact on the simulation accuracy. We validate our model against testbed results and show that, unlike the existing models in ns-3, our model shows high agreement with the measurement results for any pair of nodes in the testbed.
INTRODUCTION
Wireless network testbed deployments have become increasingly important for the development and evaluation of network protocols and algorithms. However, simulation is still necessary and extremely valuable. A study that looked at papers presented in the MobiHoc conference between 2001 and 2005 showed that more than 75% of them used a simulation tool for their evaluations [20] . This is not surprising as most testbeds require significant resources, a tedious and time-consuming system-level implementation, which can significantly impede their use. And the unpredictable physical Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. To copy otherwise, to republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. medium and complex interactions between various system components in testbeds is a real challenge, especially when it comes to troubleshooting them. In addition, testbeds carry the limitations of current hardware and deployment size. Thanks to simulators, these limitations can be overcome. Furthermore, simulation studies can also be used to debug testbeds. For instance, trace-driven simulation has been used to detect and identify network faults and to do a "what-if" analysis [26] .
On the downside, the wide use of simulations for performance evaluation, in particular packet-level simulations, is a huge concern due to the lack of accuracy in wireless models, especially at the physical layer (PHY). The difficulty and high complexity to design PHY models stems from (1) the number of various factors that need to be considered (e.g., adjacent channel interference [9] or frame error rate with overlapping packet transmissions) and (2) the timescale difference between events at the physical layer and events at the medium access control (MAC) layer and above [25] . Another challenge is the representation of radio wave propagation. In the context of a packet-based wireless network simulator, a so-called propagation model is used to obtain, for each transmitted packet, the received signal strength (RSS) at any potential receiver node. Our measurement study (see Figure 4 in Section 5.1) and previous works [8, 12, 16, 18] show that channel propagation models can be one of the main reasons for the inaccuracy of wireless network simulation.
In this paper, we take on these challenges to create an accurate link model for a packet-level simulator of an IEEE 802.11 wireless network. Our underlying objective is to obtain a realistic representation of the BOWL indoor wireless network testbed [23] in ns-3, a well-known packet-level network simulator [3] . Therefore, contrary to the stochastic propagation models already available in ns-3, we develop a measurement-based site-specific link model [7] . The choice of a site-specific model is also motivated by the empirical validation of simulator propagation models (e.g., free-space and two-ray models, see Section 2 in [22] ), which shows that although simple stochastic radio propagation models might predict the upper-layer routing performance, the results are sensitive to the model's parameters. Therefore, these models should be properly calibrated before they are used to represent a given topology [22, 16] .
In addition to the propagation model, we also develop a site-specific frame detection model and frame error model. Frame detection is the first step for the correct reception of a packet, which consists of detecting the presence of a packet on the medium and acquiring the timing of the frame. A frame needs to be properly detected before its payload can be decoded. Following detection, if the payload is successfully recovered, then the frame is handed over to the MAC layer. Otherwise, a frame error is declared. It must be noted that our frame error model is for single-user cases (i.e., only one transmitter is active at a time). This is essential to understand the effects stemming mainly from our environment and radio specifics. We leave the study of interference effects from multiple transmitters at a given time as future work.
Because of the large number of factors that can affect propagation and frame detection, for instance the carrier frequency or the data-rate of the transmitter, we ran an extensive measurement study covering these factors. This way, we obtained statistically meaningful measurements on a perlink basis. We also use this study to identify the factors that have a major effect on the output of the above-mentioned models. We present our learnings as guidelines for collecting measurements in a systematic fashion to feed as input to our simulation model.
Our work underlines the need for a more advanced channel propagation model that respects node deployment, environmental conditions and device specifications. For instance, our results confirmed that distance does not have a major influence on the communication between pair of nodes [24] but we also found that the carrier frequency selection has significant effects on frame detection. We summarize our contributions as:
• A novel, site-specific, link model which comprises a RSS model, a frame detection ratio (FDR) model and a frame error ratio (FER) model in an IEEE 802.11a wireless network testbed. As already explained, the FER model is single-user specific.
• A reproducible methodology to run, collect and import measurements to create a site-specific model.
• An extensive measurement study of propagation and frame reception in an IEEE 802.11a wireless network testbed that quantifies which are the most important factors for modeling the aforementioned quantities.
The rest of the paper is outlined as follows. In Section 2, we review the related work. We present our measurement and modeling methodology in Section 3. Section 4 describes our testbed and measurement setup, and in Section 5, the results from our extensive measurement study are used to identify the performance evaluation gaps between simulation and testbed environments. Based on this study, in Section 6, we propose a new site-specific propagation model and validate our model in Section 7. Finally, we conclude in Section 8.
RELATED WORK
There are a number of simulation tools for wireless networking, among which the most well-known are ns-2 [2], ns-3 [3], Opnet [4] and QualNet [5] . Several measurement studies [8, 12, 16] investigated the accuracy of typical channel propagation models in these simulators, and showed that these models do not accurately represent the reality of wireless network characteristics. In [22] , it was shown that unrealistic radio propagation models might lead to overestimation of performance at the routing layer due to the unrealistic assumption that more wireless links are present than reality. Furthermore, the comparison of two routing protocols may yield completely different results (i.e., protocol x outperforms protocol y in the simulator but not in reality). These studies encouraged the community to focus more on bridging this gap between reality and simulation models. In the following, we first discuss the existing propagation models in the aforementioned simulators and then, present the literature towards more realistic models.
Current Propagation Models
The typical propagation models found in simulators are the Friis free space model, the two-ray ground model and a shadowing model [13, 24, 27, 2] . In the free space model, the average signal strength fades with distance based on a power-law model. The two-ray ground model considers both the direct and ground-reflected propagation paths between the transmitter and the receiver. The shadowing model can be used to add a stochastic component to account for indoor abstractions and outdoor shadowing. However, this model ignores the correlations in terms of shadowing effects between two locations that are close to each other.
At the time of writing this paper, the ns-3 development branch contained also two log-distance models (LogDist and ThreeLogDist) applicable to indoor propagation modeling. The ThreeLogDist model is the same as the LogDist model except that it uses three distance fields: near, middle and far with different exponents. In addition, ns-3 supports a constant loss model, the COST-Hata model that models the urban area propagation loss (see Chapter 4 from [1]), a fastfading Nakagami model for modeling multi-path effects [27] (which can also be used for Rayleigh fading), and the socalled Jakes propagation model for Rayleigh fading in mobile environments [17] .
None of the above models are site-specific but stochastic models. Hence, these models are not tied to any environment but use statistical distributions of channel impulse responses. On the other hand, site-specific models allow predicting channel response for a specific transmitter location, receiver location and the environment. The commercial Qualnet simulator supports two well-known site-specific models: the irregular terrain model (Longley-Rice) and the commercially available The Terrain Integrated Rough Earth Model (TIREM). A popular method to predict the sitespecific propagation characteristics is ray tracing. In [19] , three parameters of the radio path: the path loss (dB), the Rician K factor, and the RMS delay spread are conjectured to be sufficient to capture the properties of a channel response. While the path loss and the Rician K factor determine the narrowband fading distribution, RMS delay spread measures the pulse dispersion of the channel. In contrast, in our study, in addition to channel propagation, we also take into account the hardware-specific properties and the effect of proprietary algorithms on frame detection and frame error rates.
Towards More Realistic Wireless Network Simulation
model is limited as a fixed transmit rate is used, whereas the communication rate in the real network changes dynamically. In [18] , two different methods are developed to determine the propagation behavior. In the first method, RSS values between each pair of nodes in the testbed are collected. In the second method, measurements are collected by moving two nodes to different locations in the building and recording the RSS values. The authors model propagation combining path loss and log-normal shadowing and test it under ns-2. Using least square linear regression on the collected RSS values, the path loss exponent is estimated. The shadowing model parameter is estimated by fitting a normal distribution on the error values in the regression. Using the same measurements, the authors also computed the probability that one node defers to the transmission of the another node. This deferral probability captures the effect of transmission and carrier sense range between the two nodes. Their results show that measurement-based models are able to achieve higher accuracy, whereas pure simulation models either underestimate or overestimate the capacity. However, the study does not take into account the effect of radio-specific properties, such as preamble detection, capture [30] , adaptive noise immunity or weak signal detection mechanisms [15, 31] . These issues play an important role as shown in [8, 12, 30] and based on our own results in an indoor environment. In [29] , the capture effects are also taken into account and average RSS for successfully received packets were used for two PHY models for reception and deferral. However, the information from packets that are received but errored are ignored. In [28, 11] , even though authors proposed feasible models for rural environments, these models do not apply to indoor environments, where the conditions are completely different and more severe. As a different effort to bring more detail to simulators, in [9] , the need for a spectrum-aware channel modeling is argued. The authors calculated the Effective SNR (ESNR) that represents the performance of OFDM systems in which each sub-carrier experiences a different SNR and feed this value to the error model to infer whether a packet is in error or can be correctly received. Using the Friis propagation model, the authors show that their model decreases capacity errors when fading is considered in addition to path loss. There has also been work on the validation of MAC layer simulation models with testbed. A notable example is [10] .
Several works mention channel, data rate and transmit power selections, as well as the environmental factors such as multi-path fading, as essential parameters of a realistic propagation model [14, 8] . To the best of our knowledge, there is yet no model that takes all these parameters into account. In this work, we try to address this problem through a measurement-based study, which incorporates measurement both from successfully received and errored packets. To this end, we first investigate the affect of these parameters in our indoor wireless testbed, and then propose a model based on the two parameters, channel and data-rate, that are found to have the highest impact.
MEASUREMENT AND MODELING METHODOLOGY
One of the goals of our research is to identify the influence from various factors, such as transmit rate, transmit power and channel selection on the characteristics of a wireless link. Understanding the effect of each factor allows us to better reduce the gap between simulation and real-world. Therefore, we follow a step-by-step approach and evaluate:
1. The impact of radio-specific optimization algorithms. In our network, we deployed Atheros radios. These radios use several optimization algorithms, such as adaptive noise immunity (ANI) [15, 31] , to improve the device performance. Therefore, we first investigate the effects of the underlying radio properties and its effect on measurements.
SYSTEM DESCRIPTION
We conducted our measurement study using the BOWL indoor testbed [23] at Deutsche Telekom Laboratories, in Berlin, Germany. Our indoor testbed consists currently of nine nodes, five of which are deployed in one floor, and the remaining four reside on the floor above (see Figure 1 ). The host names indicate the floor and the node numbers. For instance, tel-16-2 is the second node on the 16th floor. Each node is built around a Gatework Avila GW2348-4 platform with 64 Mbyte of RAM, an Intel XScale IXP425 533 MHz processor (ARM architecture) and two Wistron CM9 miniPCI IEEE 802.11abg wireless network interface cards (NIC). Each wireless NIC is connected to an 8 dBi gain omnidirectional antenna (with a 2 dB loss because of cabling). The chipset on the wireless NIC is an Atheros 
AR5213A
1 . The operating system on our nodes is OpenWrt 8.09.2 with Linux kernel 2.6.26.8. The wireless driver is the OpenWrt maintained version, with revision number 3314 with HAL 20090508. Additionally, all nodes have a dedicated Ethernet management interface with at least a 100 Mbit/s capacity that is also used to collect measurement results on a central server.
In all our experiments, we used IEEE 802.11a [6] as the underlying physical layer. In addition, only one wireless interface is active at any given node. The transmitting nodes were set up in ahdemo mode 2 , which disables the transmission of all management frames (e.g. beacon frames). This allows us to run more controlled experiments. The receiving nodes were set up in monitor mode 3 , which allows us to gather the link layer information (e.g., RSS) using the so-called radiotap header 4 . Most of the measurements were conducted on channel 44 at 5.22 GHz except for the experiments of Section 5.3 where we looked at multiple channels. In any case, before each experiment, we always checked that the channel was free of other interfering transmitters.
In all experiments, there is always only one transmitting node at a given time. In all cases, each experiment comprises several measurement runs for each transmitting node. Because the accumulated duration of all runs for a given node can be on the order of an hour or more, a given transmitting node does not perform all runs in a row. After each measurement run, another transmitting node was chosen. All measurement runs for a given experiment have the same setup. Tcpdump was used to collect traces at each receiver. These traces were redirected to and stored on a central server using the Ethernet management interface.
For all experiments, CBR UDP broadcast traffic with a packet size of 512 B is generated using the Iperf tool. Because of the broadcast transmission, no RTS/CTS control frames are transmitted. We validated that the packet size has no effect on the RSS and the FDR models. However, it is expected to have an effect on the FER model and an extension of the model for different packet sizes is planned but left for future work.
For simulations, we use ns-3 version 3.6 5 . The simulated topology represents our node deployment shown in Figure 1 . As in the measurements, simulations also generate CBR UDP traffic with a payload of 512 B sent to the broadcast address. The packet generation rate is always set to be comparable with the Iperf settings. The transmission of beacon management frames is also disabled. At the physical layer, we use the YansWifiPhy with IEEE 802.11a settings. We set the noise floor value to the one captured in our measurement traces. In addition, we patched the ns-3 PcapWriter class to include the packets that do not pass the FCS check in the radiotap header trace, which the simulator can generate. We also corrected a bug in the noise floor calculation so that receiver noise figure was added correctly.
THE GAP BETWEEN REALITY AND SIMULATION
In this section, we follow the approach outlined in Section 3. We also compare our measurements to the typical propagation models in the ns-3 [3] network simulator (see Section 2.1). We use three metrics: RSS, frame detection ratio (FDR) and frame error ratio (FER). FDR represents the ratio of all the detected frames (by the radio signal detection unit i.e., including the frames with errors) to the transmitted packets. FER is the ratio of frames with errors to FDR. We decide that a frame has an error when it was received by the radio interface but did not pass the Cyclic Redundancy Check (CRC).
The Impact of Radio-Specific Optimization Algorithms
RSS measurement collection is driver and environment specific. Hence, as a first step, we investigate the relationship between RSS and the Atheros-specific optimization algorithms, and the current radio configuration. The optimizations we take into account are ANI (Adaptive Noise Immunity) and weak signal detection [15, 31] . To understand the impact of these optimizations, we ran the same scenario when these algorithms are turned on and when they are turned off. This scenario consists of 4 sessions. In each session, nodes take turn to broadcast packets with a rate of 4 Mb/s for 5 minutes. As mentioned before, there was always only one sender at a given time. In the experiments, the nodes were using the 6 Mb/s data rate and 17 dBm transmit power. We also ran the experiments at channels 44, 48, 52 and 56 and observed the same general behavior. Figure 2 shows the FDR per RSS value (i.e. number of received frames at a particular RSS value divided by the total number of received packets) for two receivers on the 17th floor with and without optimizations. The total FDR between two nodes and the distance between these two nodes are given in the label. The results show that, for both cases when the optimizations were turned on and off, the range of RSS values of the received packets overlap. The main difference lies in the FDR per RSS and the total FDR. For instance, for the link between tel-17-1 and tel-17-3, the total FDR is 26 % without optimization, and 99 % with optimization. Hence, the role of the optimization algorithms is to increase the probability of receiving a packet by adapting the noise thresholds, mitigating the interference or capturing the packet at a low SNR. In all of the following experiments, we turned these optimizations on.
RSS Variations in a Stable Environment
To see the behavior in a stable environment, we ran our first experiments at night when the lab is empty of people. We first investigated the relationship between RSS and distance (i.e. the length of a direct line between two points). To this end, we looked at the RSS values at all receivers for a particular sender. One explanation might be that the sender and the receiver are residing in different floors. However, looking at tel-16-5 and tel-17-1, we see that while the former had a FDR of 3.36%, the latter received almost all packets. On the other hand, in this case, tel-17-1 is closer in distance to tel-16-1. Hence, it is not immediately clear how much affect can be attributed to these different factors.
In the next experiment, we look at only one of the two senders that was connected to all other nodes for the previous experiment (i.e., all receivers had a strictly positive FDR) and compare its measurement results with three typical propagation models found in ns-3: Friis, LogDist and ThreeLogDist. To represent the same conditions, we used nonlinear least squares (NLS) to find an appropriate fitting for each parameter of the simulation models based on our measurement data. Figure 4 shows that none of the simulation models is able to capture the measurement results. In contrast to earlier work that shows better fits with calibrated models, we conclude, in our case, NLS fitting of measurement data is not sufficient to represent RSS variations. In this section, we try to answer the following questions:
The Impact of Channel Selection
(1) Do all frequency channels have the same properties and performance? (2) If we assume that link l1 has better performance on channel x compared to channel y, does this imply a better performance for link l2?
To answer these questions, we ran our experiments on a single floor with one sender at night. The experiment consists of 4 sessions. Each session consists of 3 sub-sessions, in which the sender broadcasts packets at 4 Mb/s for 5 minutes using one of the following channels: 44, 52 and 56. Between sequential sub-sessions, the sender pauses for 10 seconds to change the channel. These three channels were chosen because both they and their overlapping channels were unoccupied. All of the chosen channels had the same noise level of −96 dBm. The nodes had the following setup: data rate was 6 Mb/s and transmit power was 17 dB.
The results depicted in Figure 5 answer the first question and show that different channels have significantly different RSS performance. Figure 5 also shows the RSS range for the different links for the chosen channels (when the sender was tel-17-2). This answers our second question: we observe that there is no relative relation between channels. For instance, while channel 44 is the best channel for tel-17-3 (i.e, the range of RSS values at this node is the highest for this channel), this corresponds to the worst channel for tel-17-4. Therefore, to improve the realism of propagation models, it is necessary to model each channel separately.
The Impact of Data Rates
Similar to the channel experiments in Section 5.3, these experiments were also run on the 17th floor at night. Three sessions were run, where each session consists of eight subsessions. In each sub-session, the sender broadcasts packets at 4 Mb/s for 5 minutes using one of the IEEE 802.11a data rates. Between sequential sub-sessions, the sender pauses for 10 seconds to change to a different data rate. The nodes have the following setup: channel is 44 and transmit power is set to 13 dBm. The transmit power was chosen to be 13 dBm because the Atheros calibration table states that this is the highest power the node can transmit at channel 44 with the highest data rate of 54 Mb/s. Figure 6 shows that the RSS range and FDR do not change with rate (only 5 rates were depicted for the clarity of the presentation). However, note that the FDR is high for all measurements. In some measurements, we observed that this does not always hold for low RSS values. Therefore, we ran a second experiment, which is explained next.
In the next experiment, we chose the two nodes which have full connectivity to others as senders. The experiment was run during the weekend, and hence, conditions can be considered stable. Each session consisted of four sub-sessions. To create varying RSS conditions, the sender broadcasts at six different transmit powers: 0, 5, 7, 9, 11 and 13 dBm. At each transmit power the sender broadcasts packets for four minutes for each of the data rates. All nodes were again at channel 44. The sender tried to saturate the medium based on the current data rate. However, the maximum rate we could achieve was 18 Mb/s because of the limitation in capturing packets in monitor mode with our hardware.
The experiment was able to produce different RSS ranges. Figure 7 shows that, at a given RSS value range, the FDR differs based on the data rate. We have repeatedly observed this behavior with Atheros radios, and plan to do more controlled tests with a signal attenuator and oscilloscope to validate our observations. Figure 8 shows the relationship between RSS and FER for each data rate. As expected, FER stays high for higher data rates until a threshold RSS value. These results are used in Section 7 to validate the standard FER calculation in the simulator. 
The Impact of a Dynamic Environment
To understand the impact of changes during the day on our night experiments, we ran the first scenario in Section 5.1 for one week. Figure 9 shows a boxplot for RSS at different receivers when tel-16-1 is the sender. We notice that compared to the results depicted in Figure 3 , some links did not exhibit any changes either in their RSS range or FDR (e.g., tel-17-1 and tel-16-3). For others, either the RSS value range or the FDR has changed, (e.g. the cases of tel-16-2 and tel-17-2). To see things more clearly, we plot the FDR for each links in Figure 10 for each day. We notice that at certain days there are dramatic variations. For instance, FDR at tel-16-5 on the second and the sixth days fluctuated from almost 100% to 3%. However, note that the RSS range of this node is also close to the noise level. These results show that while weak links need to be measured for a long term to really understand their behavior, links that are strong in terms of RSS exhibit high stability and might require less number of measurements.
Finally, we ran experiments during day time from 8am to 8pm -a total of 13 measurement sessions of 50 minutes. Figure 10 : The FDR at a given receiver on a given day, when tel-16-1 is the sender. At certain days the FDR shows dramatic changes, as also hinted by Figure 9 . Figure 11 : RSS variation at different nodes during day time, when tel-16-1 is the sender. RSS and FDR show higher variability -either RSS range increases, or the average FDR decreases. ure 11 shows, in this case, the RSS range becomes wider and the FDR values decrease compared to night experiments for both the one-night and week-long cases. Based on the experiment results, we classified the collected traces to three categories: First category is relatively stable environment, which occurs early morning and at the end of the work day. Figure 12 shows that if we look at only the first two measurements, we see that the RSS variation is much more stable (i.e., the RSS range is less than 5 dB). Second category is medium dynamic environment, where the distribution of RSS is between 5 and 10 dB. Finally, the third category is highly dynamic environment. In the last category, the RSS range reaches up to 15 dB variations. To the best of our knowledge, current simulation models do not take into account such time-of-the-day effects, which might lead to high inaccuracy in performance evaluation.
A SITE-SPECIFIC INDOOR LINK MODEL FOR NS-3
In this section, we use the results of our measurement Figure 12 : The frame detection ratio vs. RSS for daytime measurements, when tel-16-5 is the sender. When we look at the first two measurements out of 13, we see RSS variation is more stable. This represents a stable environment at early morning.
study to build the BOWL indoor model (BIM)
6 , a measurementbased and site-specific model of the BOWL indoor network for the ns-3 simulator. BIM comprises a radio propagation model, a FDR model and a FER model. BIM is added to ns-3 by writing a new propagation model and adding three minor modifications to the YansWifiPhy class which simulates the IEEE 802.11a physical layer in ns-3 [21] .
The modifications added to YansWifiPhy are:
1. Ability to feed measurement-based RSS distributions.
2. Per-rate FDR threshold that models the radio signal detection unit behavior.
3. A FER model that takes a particular frame RSS and modulation as parameters.
4. Transmit power limitations that represent Atheros hardware specific limitations of the transmission power for high data rates (see Section 5.4).
5. Recording of dropped frames in the radiotap trace.
The new radio propagation model is based on per-link RSS distributions. For each link and for each combination of data rate and channel frequency, we process our measurements to build an empirical cumulative distribution function (ECDF) of the RSS. Then, each ECDF is fed to a file-based database which is read by the ns-3 simulator at the beginning of the simulation. The creation of the per-link ECDF is performed in two steps:
• For each combination of link, data rate and channel, we first parse the RSS value of each recorded frame. Note that our data includes only the RSS of detected frames (i.e., excludes frames that were dropped by the radio signal detection unit). To represent the effect of the dropped frames in each RSS distribution, we postprocess our traces as follows. Because we know exactly how many frames are transmitted for a measurement 6 http://code.nsnam.org/rmerz/ns-3-bim-simutools2011 run, we easily deduce the number of frames dropped by the radio signal detection unit. We then add "shadow" frames to our measurement traces with an RSS value equal to the noise floor plus a data-rate specific correction factor α. The sum of the noise floor plus α is equal to the FDR threshold (i.e., the threshold RSS value where FDR per RSS is greater than 0) for a particular data rate. The values of the FDR threshold for each data rate are given in Table 1 .(The values of α were obtained with the measurements represented in Figure 7 ).
• The ECDF is then created based on the RSS values using a bin size of one and written to a file. This ECDF file is then added to the database that contains RSS distributions for all combination of links, data rate and channel.
In the simulator, the RSS value for a particular received frame is obtained simply by sampling the RSS distribution of the given link with the corresponding data rate and channel used for this particular frame.
While to the best of our knowledge, there is no FDR model for ns-3, there exists an analytical model for FER [21] . In this paper, we propose measurement-based FDR and FER models. In contrast to our per-link propagation model, the FDR and the FER models are obtained by aggregating measurement traces for all links in the network. This implies we use the same FDR and FER model for each node in the simulation. The FDR model is a simple threshold that is applied to each frame at a receiver (see Table 1 ). Frames with RSS below the FDR threshold are dropped and considered as interference. Frames equal to or higher than the threshold are considered for potential reception and passed to the FER model. In this model, for a particular frame, the RSS and data rate of this frame is used to look up the corresponding frame error probability p. This probability is then compared to a uniformly sampled random variable q (0 ≤ q ≤ 1). If q > p, the frame is successfully received. Else, the frame contains an error and is dropped.
VALIDATION OF BIM WITH NS-3
In this section, we validate the components of our sitespecific link model, namely propagation, FDR and FER models, with measurements. The simulation scenario is as described in Section 4. For the measurements, we use the so-called stable environment scenario from Section 5.2. In particular, we use a transmission power of 13 dBm, channel 44 and a data rate of 6 or 54 Mbit/s. We observed similar results for other rates and channel selections.
To validate the propogation model, we compare, for each We consider a data-rate of 6 and 54 Mbit/s. For 6 Mbit/s, the maximum variation between the measurements and the BIM-based simulation results is around 10% and is observed only for a few links. The root mean squared error (RMSE) between the measurements and the BIM-based results is equal to 1.73. The RMSE for the ns-3 model is equal to 1.78. We observe higher variance for 54 Mbit/s (see Figure 15) . Nevertheless, the BIM model exhibits a better agreement with RMSE equal to 6.60, whereas the RMSE for the ns-3 model is equal to 12.73. These higher variations are a result of using a network-wide FER model. Better accuracy can be achieved by switching to a node-based FER model. However, it remains to be seen whether higher accuracy in terms of FER will be necessary to simulate the higher-layer behavior accurately. 
CONCLUSION
In this work, we have used an extensive measurement study to develop a novel site-specific link model of a wireless indoor network for the ns-3 simulator. In particular, our model comprises a link specific propagation model along with a network-wide frame detection ratio model and a frame error ratio model. To the best of our knowledge, the effect of signal detection has not been considered so far in wireless network simulation.
Our measurement study also allows us to draw a few guidelines for the simulation of wireless networks. First, per channel modeling is necessary. Then hardware specific effects have to be taken into account. For instance, the effect of transmission power calibration for different data rates is significant. Furthermore, weak links need special attention as more measurements are necessary to get a concrete picture of their performance. Finally, the time of the day can have an important effect on the overall network performance.
For future work, we plan to run more controlled simulations, especially with controlled channels by using attenuators or making use of environments such as the CMU wireless emulator 7 . We will also start investigating the effect of our modeling on the upper layers. Finally, we will extend our models to include time and space correlations. There exists higher variance for 54 Mbit/s. The BIM model exhibits a better agreement with RMSE equal to 6.60, whereas the RMSE for the ns-3 model is equal to 12.73.
