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Remarks on the intersection of SLEκ(ρ) curve with
the real line
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Abstract
SLEκ(ρ) is a variant of SLEκ where ρ characterizes the repulsion (if ρ > 0) or attraction (ρ < 0) from the boundary.
This paper examines the probabilities of SLEκ(ρ) to get close to the boundary. We show how close the chordal
SLEκ(ρ) curves get to the boundary asymptotically, and provide an estimate for the probability that the SLEκ(ρ)
curve hits graph of functions. These generalize the similar result derived by Schramm and Zhou for standard SLEκ .
Keywords: SLEκ(ρ), boundary proximity.
AMS classification: 60D05, 28A80.
1 Introduction
Schramm Loewner Evolution (SLE) is a random fractal curve in a simply connected domain connecting two bound-
ary points. It is introduced by Oded Schramm [Sch00] as the candidates of the scaling limits of discrete statistical
models. It is indexed by a nonnegative real κ ≥ 0. When κ ∈ [0,4], SLEκ are continuous simple curves and they
do not touch the boundary except at the end points; when κ > 4, they are still continuous curves but they touch the
boundary and also touch themselves. We focus on the intersection of SLE paths (in the upper half-plane from the
origin to ∞) with the boundary. When κ > 4, the curves touch the boundary and the Hausdorff dimension of the
intersection is (2− 8/κ)∧ 1 which is derived by Alberts and Sheffield in [AS08]; when κ ∈ [0,4], the curves do
not touch the boundary, Shramm and Zhou examined how close they get to the boundary asymptotically far away
from the starting point in [SZ10].
SLEκ(ρ) is a variant of SLEκ process. Roughly speaking, the parameter ρ tells that there is an attraction
(ρ < 0) or repulsion (ρ > 0) from the boundary. When ρ < κ/2−2, the corresponding SLEκ(ρ) curves will touch
the boundary; when ρ ≥ κ/2− 2, the curves do not touch the boundary except at the end points. In this paper,
we generalize the conclusion on the Hausdorff dimension result in [AS08] to the intersection of SLEκ(ρ) process
with the boundary for ρ < κ/2− 2 and generalize the conclusion on the boundary proximity result in [SZ10] to
SLEκ(ρ) process for ρ ≥ κ/2−2.
Note that the Hausdorff dimension for the intersection of SLEκ(ρ) with the real line has been derived in
[MW14] with a weaker version of One-Point Estimate and Two-Point Estimate where there are error terms in
the exponent. In our paper, we derive these estimates up to constant. In [SZ10], the authors give the boundary
proximity result as well as a precise two-point Green’s function on the boundary. In our paper, we only generalize
the boundary proximity result to SLEκ(ρ) process, but we do not get the corresponding Green’s function for
SLEκ(ρ).
The following quantity is special and we fix it throughout the paper:
α = α(κ ,ρ) := (ρ +2)(ρ +4−κ/2)
κ
. (1.1)
Note that, α > 0 when ρ > (−2)∨ (κ/2−4); and α ≥ 1 when ρ ≥ κ/2−2.
1
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Theorem 1.1. Fix κ > 0 and ρ ∈ ((κ/2− 4)∨ (−2),κ/2− 2). Let η be an SLEκ(ρ) process with a single force
point located at 0+. Almost surely,
dimH(η ∩R+) = 1−α .
Fix r > 0, for a function h : [r,∞)→ (0,∞), we denote the region under its graph by Γh := {x+ iy : x∈ [r,∞),0 <
y ≤ h(x)}, and define
Λhκ ,ρ :=
{
h(x)α−1 ρ > κ2 −2,
1/ log( xh(x) ∨2) ρ = κ2 −2.
(1.2)
Theorem 1.2. Fix κ > 0 and ρ ≥ κ2 −2. Let η be an SLEκ(ρ) process with a single force point located at 0+. Fix
r > 1, and suppose that h : [r,∞)→ (0,∞) is continuous and satisfies
sup{Λhκ ,ρ(x)/Λhκ ,ρ (y) : r ≤ x ≤ y ≤ 2x} < ∞. (1.3)
If ∫
∞
r
Λhκ ,ρ(x)
xα
dx < ∞, (1.4)
then η ∩Γh is bounded a.s. Conversely, if the integral in Equation (1.4) is infinite, then η ∩Γh is unbounded a.s.
Remark 1.3. As a consequence of Theorem 1.2, we have the following observations.
If ρ > κ/2−2 and
h(x) = x(log x)−u,
then η ∩Γh is a.s. bounded when u > 1/(α −1), and a.s. unbounded when u≤ 1/(α −1).
If ρ = κ/2−2 and
h(x) = x−(log logx)u ,
then η ∩Γh is a.s. bounded when u > 1, and a.s. unbounded when u≤ 1.
Remark 1.4. Assume the same notations as in Theorem 1.2. We can also obtain an estimate on the probability that
η hits Γh. Suppose that Equations (1.3) and (1.4) hold and suppose further that h(x) ≤ x/2 for all x ≥ r, then we
have
P[η ∩Γh 6= /0]≍ 1∧
∫
∞
r
Λhκ ,ρ(x)
xα
dx.
The most important ingredient for the proofs of Theorems 1.1 and 1.2 is the following estimate.1
Theorem 1.5. Fix κ > 0 and ρ > (κ/2−4)∨(−2). Let η be an SLEκ(ρ) process with a single force point located
at xR ∈ [0+,1/2]. For all 0 < ε < 1, δ > 0, x > 0, we have One-Point Estimate
P [dist(1,η)≤ ε ]≍ εα , (1.5)
and Two-Point Estimate
P [dist(1,η)≤ ε ,dist(1+ x,η)≤ δ ]. εαδ αx−α , (1.6)
where α is the same as in Equation (1.1) and the constants in ≍ and in . are uniform over all xR ∈ [0+,1/2] and
x > 0.
We conclude the introduction by explaining the relation to previous works. Theorem 1.1 has been derived
in [MW14, Theorem 1.6] by the coupling between SLE paths and Gaussian Free Field. Theorem 1.5 has been
obtained in [AK08] for standard SLEκ curves, and it has been obtained in [WW13, Proposition 7] for SLEκ(ρ)
with κ ∈ [8/3,4] by the construction of SLE paths from Brownian excursion soup and Brownian loop soup. In our
paper, in the proof of Theorem 1.5, we use tools developed in a recent work by Greg Lawler [Law14], and we prove
it for all SLEκ(ρ) processes.
1We write f ≍ g if there exists a constant C ≥ 1 such that C−1 f (x)≤ g(x)≤C f (x) for all x. We write f . g if there exists
a constant C > 0 such that f (x) ≤Cg(x) and f & g if g . f . We denote by dist the Euclidean distance.
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Outline.We will give preliminaries of SLEκ(ρ) process in Section 2. We prove Theorem 1.5 in Section 3. In
fact, once we obtain One-Point Estimate and Two-Point Estimate (and their conditional versions), the proofs of
Theorems 1.1 and 1.2 become standard. We will briefly explain these proofs in Section 4.
Acknowledgment. The authors thank Scott Sheffield for helpful comments on the previous version of this article.
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2 Preliminaries
Loewner chain is a collection of compact hulls (Kt , t ≥ 0) associated with the family of conformal maps (gt , t ≥ 0)
obtained by solving the Loewner equation: for each z ∈H,
∂tgt(z) =
2
gt(z)−Wt , g0(z) = z, (2.1)
where (Wt , t ≥ 0) is a one-dimensional continuous function which we call the driving function. Let Tz be the
swallowing time of z defined as sup{t ≥ 0 : mins∈[0,t] |gs(z)−Ws| > 0}. Let Kt := {z ∈H : Tz ≤ t}. Then gt is the
unique conformal map from Ht :=H\Kt onto H such that lim|z|→∞ |gt(z)− z|= 0.
An SLEκ is the random Loewner chain (Kt , t ≥ 0) driven by Wt =
√
κBt where (Bt , t ≥ 0) is a standard one-
dimensional Brownian motion. In [RS05], the authors prove that (Kt , t ≥ 0) is almost surely generated by a con-
tinuous curve, i.e. there almost surely exists a continuous curve η such that for each t ≥ 0, Ht is the unbounded
connected component of H\η([0, t]).
2.1 SLEκ(ρ)
SLEκ(ρ) process is a generalization of SLEκ in which one keeps track of one additional marked point which we
call the force point. Suppose that xR ≥ 0. We associate with the force point xR a weight ρ ∈R. An SLEκ(ρ) process
with force point xR is the Loewner chain driven by Wt which is the solution to the following systems of SDEs:
dWt =
√
κdBt +
ρdt
Wt −Vt , W0 = 0; dVt =
2dt
Vt −Wt , V0 = x
R. (2.2)
We also say that SLEκ(ρ) process is driven by the pair (Wt ,Vt , t ≥ 0). Fix κ > 0,ρ >−2, the solution to Equation
(2.2) exists for all times t ≥ 0. The corresponding Loewner chain is almost surely generated by a continuous
curve η which is almost surely transient ([LSW03, Section 8] and [MS12, Theorem 1.3]): limt→∞ η(t) = ∞. If
ρ ≥ κ/2−2, the curve η almost surely does not hit the positive real line R+.
SLEκ(ρ) process satisfies Scaling Invariance and Domain Markov Property: Fix κ > 0,ρ >−2, let (Kt , t ≥ 0)
be the chordal Loewner chain corresponding to SLEκ(ρ) process with force point xR, and let (Wt ,Vt , t ≥ 0) be the
driving function.
• (Scaling Invariance) For any λ > 0, (λ−1Kλ 2t , t ≥ 0) has the same law as an SLEκ(ρ) process with force
point xR/λ . In particular, if xR = 0+, it is scaling invariant.
• (Domain Markov Property) Define ft := gt −Wt as the centered conformal map, then for any finite stopping
time τ , the curve (η˜(t) := fτ(η(t + τ)), t ≥ 0) is an SLEκ(ρ) process with force point Vτ −Wτ .
Lemma 2.1. Fix κ > 0,ρ >−2 and α is defined in Equation (1.1). Suppose that η is an SLEκ(ρ) process with a
single force point located at xR ≥ 0. Let (gt , t ≥ 0) be the corresponding conformal maps driven by (Wt ,Vt , t ≥ 0).
Define for x > xR, t ≥ 0,
Mxt :=
(
g′t(x)
gt(x)−Vt
)α ( gt(x)−Vt
gt(x)−Wt
)β
. (2.3)
where β = (8+ 2ρ −κ)/κ . Then Mxt is well-defined up to the first time that x is swallowed and (Mxt , t ≥ 0) is a
local martingale.
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Proof. [SW05, Theorem 6 and Remark 7].
Lemma 2.2. Assume the same notations as in Lemma 2.1. For x > xR and t > 0 which is before the swallowing
time of x, we have that
x− xR
4
dist(x,η([0, t])) ≤ gt(x)−Vt
g′t(x)
≤ 4dist(x,η([0, t])).
Proof. We may assume that x = 1.
Suppose that (Kt , t ≥ 0) is the chordal Loewner chain corresponding to SLEκ(ρ) process with force point xR
and that (Wt ,Vt , t ≥ 0) is the driving function. Let Kt := {z¯ : z ∈ Kt}, and by Schwarz Reflection, the conformal
map gt can be extended to C\(Kt ∪Kt ∪R−). Let Ot be the image of the rightmost point of Kt ∩R under gt . Then
Koebe 1/4 Theorem implies that
1
4
dist (1,η([0, t])) ≤ gt(1)−Ot
g′t(1)
≤ 4dist (1,η([0, t])) .
Thus,
gt(1)−Vt
g′t(1)
≤ gt(1)−Ot
g′t(1)
≤ 4dist (1,η([0, t])) .
For the lower bound, it is sufficient to show that
gt(1)−Ot ≤ 11− xR (gt(1)−Vt).
If xR ∈ Kt , then Ot =Vt and it holds. If xR 6∈ Kt , let u be a real between the rightmost point of Kt ∩R and xR, then,
there exists some u˜ ∈ [u,xR] such that
Vt −gt(u) = gt(xR)−gt(u) = g′t(u˜)(xR−u).
There exists some v˜ ∈ [xR,1] such that
gt(1)−Vt = gt(1)−gt(xR) = g′t(v˜)(1− xR).
Note that g′t(y) ∈ [0,1] and y 7→ g′t(y) is increasing, thus
Vt −gt(u)≤ g′t(u˜)xR ≤ g′t(v˜)xR =
xR
1− xR (gt(1)−Vt).
Let u approach the rightmost point of Kt ∩R, we have that
Vt −Ot ≤ x
R
1− xR (gt(1)−Vt).
This implies that, we always have
gt(1)−Ot ≤ 11− xR (gt(1)−Vt),
as desired.
In [Law14], the author has proved an estimate for SLEκ(ρ) process which is closely related to Equation (1.5).
We rephrase that result using our notations in the present setting.
Lemma 2.3. Assume the same notations as in Lemma 2.1 with ρ > (κ/2− 4) ∨ (−2) and xR ∈ [0+,1). For
0 < ε < 1/2, we define
σ(ε) := inf
{
t ≥ 0 : gt(1)−Vt
g′t(1)
≤ ε(1− xR)
}
,
then we have
P[σ(ε)< ∞]≍ εα(1− xR)β , (2.4)
where α is the same as in Equation (1.1) and β > 0 is the same as in Lemma 2.1, and the constants in ≍ are
uniform over all xR ∈ [0+,1).
Proof. [Law14, Proposition 5.4]. Although [Law14, Proposition 5.4] states this conclusion for κ ∈ (0,8), the same
calculation also works for κ ≥ 8.
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2.2 SLEκ(ρL;ρR)
Analogously, we can define an SLEκ(ρL;ρR) process with two force points (xL;xR) where xL ≤ 0 ≤ xR. It is the
Loewner chain driven by Wt which is the solution to the following systems of SDEs:
dWt =
√
κdBt +
ρLdt
Wt −V Lt
+
ρRdt
Wt −V Rt
, W0 = 0;
dV Lt =
2dt
V Lt −Wt
, V L0 = xL; dV Rt =
2dt
V Rt −Wt
, V R0 = xR.
When ρL > −2 and ρR > −2, the solution exists for all times t ≥ 0, and the corresponding Loewner chain is
almost surely generated by a continuous curve which is almost surely transient ([MS12, Section 2]).
Lemma 2.4. Fix κ > 0,ρL >−2,ρR >−2. Suppose that (xLn) (resp. (xRn )) is a sequence of negative (resp. positive)
real numbers converging to xL ≤ 0− (resp. xR ≥ 0+) as n → ∞. For each n, suppose that (W n,V n,L,V n,R) is the
driving triple for SLEκ(ρL;ρR) with force points (xLn ;xRn ). Then (W n,V n,L,V n,R) converges weakly in law with
respect to the local uniform topology to the driving triple (W,V L,V R) of SLEκ(ρL;ρR) with force points (xL;xR) as
n → ∞.
Proof. [Law05, Section 4.7].
Lemma 2.5. Fix κ > 0,ρL > −2,ρR > (κ/2− 4)∨ (−2). Let η be an SLEκ(ρL;ρR) process with force points
(xL;xR) where xL ≤ 0,xR ∈ [0+,1). Let (gt , t ≥ 0) be the family of conformal maps and (Wt ,V Lt ,V Rt , t ≥ 0) be the
driving function. For 0 < ε < 1/2, we define
σ(ε) := inf
{
t ≥ 0 : gt(1)−V
R
t
g′t(1)
≤ ε(1− xR)
}
,
then we have
P[σ(ε)< ∞]≍ εα(1− xR)β , (2.5)
where α is the same as in Equation (1.1) with ρ = ρR and β > 0 is the same as in Lemma 2.1 with ρ = ρR, and the
constants in ≍ are uniform over all xR ∈ [0+,1), xL ≤ 0.
Proof. By Lemma 2.4, we know that the probability P[σ(ε) < ∞] is continuous in xL. Combining with Lemma
2.3, we obtain the conclusion.
3 Proof of Theorem 1.5
In this section, we fix κ > 0 and ρ > (κ/2− 4)∨ (−2). Let η be an SLEκ(ρ) process with a single force point
located at xR ∈ [0+,1/2]. Let (gt , t ≥ 0) be the family of conformal maps and (Wt ,Vt , t ≥ 0) be the driving function.
Define ft := gt −Wt to be the centered conformal map.
Proof of Equation (1.5). From Lemma 2.2, we have that
1− xR
4
dist (1,η([0, t])) ≤ gt(1)−Vt
g′t(1)
≤ 4dist (1,η([0, t])) .
Without loss of generality, we may assume 0 < ε < 1/16. By Equation (2.3), we have, uniform over xR ∈ [0+,1/2],
P [dist(1,η)≤ ε ]≤ P[σ(4ε/(1− xR))< ∞]≍ εα , P [dist(1,η)≤ ε ]≥ P[σ(ε/4)< ∞]≍ εα .
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We can also prove a conditional version of One-Point Estimate.
Lemma 3.1. Suppose that T is any stopping time with dist(1,η([0,T ]))≥ 2ε , then we have the upper bound
P[dist(1,η)≤ ε |η([0,T ])].
(
ε
dist(1,η([0,T ]))
)α
, (3.1)
where the constant in . is uniform over xR ∈ [0+,1/2] and is independent of T .
Moreover, if we assume that VT −WT ≤ gT (1)−VT , we also have the lower bound
P[dist(1,η)≤ ε |η([0,T ])]&
(
ε
dist(1,η([0,T ]))
)α
, (3.2)
where the constant in & is uniform over xR ∈ [0+,1/2] and is independent of T as long as VT −WT ≤ gT (1)−VT .
Proof. Let Ot be the image of the rightmost point of Kt ∩R under gt . Without loss of generality, we may assume
that
ε
dist (1,η([0,T ])) ≤ 2
−8.
By Koebe 1/4 Theorem, we have
gT (1)−OT
g′T (1)
≥ dist(1,η([0,T ]))
4
≥ 4ε ,
so that, f−1T is well-defined in the ball with center fT (1) and radius 4εg′T (1), and Koebe 1/4 Theorem implies that
the image of the ball B(1,ε) under fT is contained in the ball with center fT (1) and radius 4εg′T (1). Apply Koebe
1/4 Theorem to fT , we have that the image of the ball B(1,ε) under fT contains the ball with center fT (1) and
radius εg′T (1)/4. Define, for t ≥ 0,
η˜(t) := fT (η(t +T ))/ fT (1).
Then, Domain Markov Property implies that η˜ has the same law as SLEκ(ρ) with force point located at (VT −
WT )/ fT (1). Given η([0,T ]), we have that[
dist(1, η˜)≤ εg
′
T (1)
4 fT (1)
]
⊂ [dist(1,η)≤ ε ]⊂
[
dist(1, η˜)≤ 4εg
′
T (1)
fT (1)
]
.
Let σ˜ be the stopping time for η˜ that is defined in the same way as in Lemma 2.3. Then we have that
P[dist(1,η)≤ ε |η([0,T ])]≤ P
[
dist(1, η˜)≤ 4εg
′
T (1)
fT (1) |η([0,T ])
]
≤ P
[
σ˜
(
16εg′T (1)
gT (1)−VT
)
< ∞ |η([0,T ])
]
(Apply Lemma 2.2 to η˜)
≍
(
εg′T (1)
gT (1)−VT
)α (gT (1)−VT
fT (1)
)β
(Apply Lemma 2.3 to η˜)
≤
(
εg′T (1)
gT (1)−VT
)α
,
P[dist(1,η)≤ ε |η([0,T ])]≥ P
[
dist(1, η˜)≤ εg
′
T (1)
4 fT (1) |η([0,T ])
]
≥ P
[
σ˜
(
εg′T (1)
16 fT (1)
)
< ∞ |η([0,T ])
]
(Apply Lemma 2.2 to η˜)
≍
(
εg′T (1)
fT (1)
)α (gT (1)−VT
fT (1)
)β
(Apply Lemma 2.3 to η˜)
=
(
εg′T (1)
gT (1)−VT
)α (gT (1)−VT
fT (1)
)β+α
,
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where the constants in ≍ are uniform over xR ∈ [0+,1) and are independent of T . From Lemma 2.2, we have that
dist(1,η([0,T ]))≍ gT (1)−VT
g′T (1)
,
where the constants in ≍ are uniform over xR ∈ [0+,1/2]. This implies the upper bound.
For the lower bound, under the assumption that VT −WT ≤ gT (1)−VT , we have
1
2
≤ gT (1)−VTfT (1) ≤ 1,
which implies the lower bound.
Lemma 3.2. For ε ,δ ,x > 0, we define stopping times
T := inf{t ≥ 0 : dist(1,η([0, t])) ≤ ε}, S := inf{t ≥ 0 : dist(1+ x,η([0, t])) ≤ δ}.
Define
α˜ := α(κ ,ρ +2) = (ρ +4)(ρ +6−κ/2)
κ
.
We have that
P[S < T < ∞]. εαδ α˜ x−α˜
where the constant in . is uniform over xR ∈ [0+,1/2] and x > 0.
Proof. Recall that α is defined in Equation (1.1) and β is defined in Lemma 2.1. Define
Mt :=
(
g′t(1)
gt(1)−Vt
)α ( gt(1)−Vt
gt(1)−Wt
)β
.
By [SW05, Theorem 6], we know that (Mt)t≥0 is a local martingale. Let φ(z) = xz/(1 + x)(1− z) be the
Mo¨bius transformation of the upper half plane such that it maps the triple (0,1,1+ x) to (0,∞,−1). Let η∗ be an
SLEκ(ρ +2;ρ) process with force points (φ(∞);φ(xR)), and we denote by P∗ its law. From [SW05], we also know
that the law of the image of η under φ weighted by M is the same as P∗. Thus, we have
P[S < T < ∞] = E
[
1[S<T ]P[T < ∞ |η([0,S])]
]
. εαE
[
MS1[S<T ]
] (By Lemmas 2.2 and 2.3)
≤ εαM0P∗
[
dist(−1,η∗)≤ 4δ
(1+ x)x
]
≍ εα
(δ
x
)α˜ ( 1
1+ x
) ˜β
(Apply Lemma 2.5 to η∗)
. εαδ α˜ x−α˜ ,
where ˜β := (12+2ρ−κ)/κ .
Proof of Equation (1.6). Without loss of generality, we may assume that 0 < ε ,δ ≤ x/16, ε < 1/16, and δ = 2−n
for some integer n. Let r be the integer such that 2−r ≤ x < 2−r+1 and by assumption we have n > r+ 3. Define,
for k ∈ N,
T := inf{t ≥ 0 : dist(1,η([0, t])) ≤ ε}, Sk := inf{t ≥ 0 : dist(1+ x,η([0, t])) ≤ 2−k}.
Note that
[dist(1,η)≤ ε ,dist(1+ x,η)≤ δ ] = [T < ∞,Sn < ∞].
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We decompose this event into a union of disjoint events and estimate the probability one by one:
[T < ∞,Sn < ∞] = [Sn < T < ∞]∪n−1k=r+3 [Sk < T < Sk+1,Sn < ∞]∪ [T < Sr+3 < Sn < ∞].
First, by Lemma 3.2, we have
P[Sn < T < ∞]. εαδ α˜x−α˜ . εαδ α x−α .
Second, we estimate P[Sk < T < Sk+1,Sn < ∞].
P[Sk < T < Sk+1,Sn < ∞] = E[1[Sk<T<Sk+1<∞]E[1[Sn<∞] |η([0,Sk+1])]]
. P[Sk < T < Sk+1 < ∞]δ α 2kα (By Equation (3.1))
≤ P[Sk < T < ∞]δ α2kα
. εαδ α2−k(α˜−α)x−α˜ . (By Lemma 3.2)
Summing over k, we have (note that α˜ > α)
P[∪n−1k=r+3[Sk < T < Sk+1,Sn < ∞]]≤
n−1
∑
k=r+3
εαδ α 2−k(α˜−α)x−α˜ . εαδ αxα˜−α x−α˜ = εαδ α x−α .
Finally, we estimate P[T < Sr+3 < Sn < ∞].
P[T < Sr+3 < Sn < ∞] = E[1[T<Sr+3<∞]E[1[Sn<∞] |η([0,Sr+3])]]
. P[T < Sr+3 < ∞]δ α 2rα (By Equation (3.1))
≤ P[T < ∞]δ α 2rα
≍ εαδ α 2rα (By Equation (1.5))
≍ εαδ α x−α .
We can also prove a conditional version of Two-Point Estimate.
Lemma 3.3. Suppose that T is any stopping time such that VT −WT ≤ gT (1)−VT , dist(1,η([0,T ])) > 16ε , and
dist(1+ x,η([0,T ]))> 16δ , then we have that
P[dist(1,η)≤ ε ,dist(1+ x,η)≤ δ |η([0,T ])].
(
g′T (1)g′T (1+ x)εδ
fT (1)( fT (1+ x)− fT (1))
)α
,
where the constant in . is uniform over xR ∈ [0+,1/2] and is independent of T as long as VT −WT ≤ gT (1)−VT ,
dist(1,η([0,T ]))> 16ε , and dist(1+ x,η([0,T ]))> 16δ .
Proof. Assume the same notations as in the proof of Lemma 3.1. Given η([0,T ]), the event [dist(1,η)≤ ε ,dist(1+
x,η)≤ δ ] implies that[
dist(1, η˜)≤ 4εg
′
T (1)
fT (1) , dist( fT (1+ x)/ fT (1), η˜)≤
4δg′T (1+ x)
fT (1)
]
.
Under the assumption VT −WT ≤ gT (1)−VT , the location of the force point of η˜ is
VT −WT
gT (1)−WT ∈ [0,1/2].
Thus, we could apply Equation (1.6) to η˜ . Therefore, we have
P[dist(1,η)≤ ε ,dist(1+ x,η)≤ δ |η([0,T ])]
≤ P
[
dist(1, η˜)≤ 4εg
′
T (1)
fT (1) , dist( fT (1+ x)/ fT (1), η˜)≤
4δg′T (1+ x)
fT (1) |η([0,T ])
]
.
(
g′T (1)g′T (1+ x)εδ
fT (1)( fT (1+ x)− fT (1))
)α
,
as desired.
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4 Proof of Theorems 1.1 and 1.2
Proof of Theorem 1.1. Combining One-Point Estimate (1.5) and Two-Point Estimate (1.6) with [Bef04, Section
1.1] and zero-one Law [Bef04, Lemma 3] implies that the Hausdorff dimension is almost surely 1−α .
In the remainder of this section, we fix κ > 0 and ρ ≥ κ/2− 2. Suppose that η is an SLEκ(ρ) process with
a single force point located at xR = 0+. The proof of Theorem 1.2 given in this section is similar to the one in
[SZ10, Section 3]. The major differences are that the sets considered in the present paper are all described by the
Euclidean distance and all the estimates on the hitting probability are up to constants, while in [SZ10], the authors
make use of a particular martingale to define the sets and established an explicit formula for the hitting probability
of the corresponding set. We decide to skip the exactly same details as in [SZ10], only sketch the outline of the
proof and point out the major differences.
Lemma 4.1. Let Mxt be the local martingale defined in Lemma 2.1. Let t > 0, x0 := ℜη(t) and y0 := ℑη(t).
Suppose that x0 > 0, x > x0 + y0, and η([0, t)) does not intersect the vertical line segment [x0,η(t)]. Then
Mxt &
1
dist(x,η([0, t]))α .
Proof. From Lemma 2.2, we have that
g′t(x)
gt(x)−Vt &
1
dist(x,η([0, t])) .
Thus, it is sufficient to give a lower bound for the quantity (gt(x)−Vt)/(gt(x)−Wt). This can be obtained by the
same proof as in the proof of [SZ10, Lemma 2.2].
Proof of Theorem 1.2, bounded case. The same proof as in [SZ10, Section 3.1] works and we need to replace the
martingale by the martingale defined in Lemma 2.1 and replace [SZ10, Lemma 2.2] by Lemma 4.1.
Proof of Theorem 1.2, unbounded case. The same proof as in [SZ10, Section 3.2] works with the following modi-
fications.
• Define the random set X := {x ≥ r : dist(x,η) ≤ h(x)}.
• Replace [SZ10, Equation (2.9)] by One-Point Estimate (1.5).
• Replace [SZ10, Equation (2.14)] by Two-Point Estimate (1.6).
• Replace [SZ10, Equation (3.20)] by Lemma 3.1.
• Replace [SZ10, Equation (3.21)] by Lemma 3.3.
Proof of Remark 1.4, upper bound. Denote Λhκ ,ρ(x) by Λ(x), and define the stopping time τ := inf{t ≥ 0 : η(t) hits Γh}.
We need to evaluate P[τ < ∞].
Denote by Mxt the local martingale defined in Lemma 2.1, and define, for t ≥ 0,
Zt :=
∫
∞
r
Λ(x)Mxt dx.
Then (Zt , t ≥ 0) is a supermartingale with Z0 =
∫
∞
r Λ(x)x−α dx.
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Given η([0,τ ]) and on the event [τ < ∞], denote ℜη(τ) (resp. ℑη(τ)) by x0 (resp. y0), we have that
Zτ =
∫
∞
r
Λ(x)Mxτ dx
≥
∫ 2x0
x0+y0
Λ(x)Mxτ dx (Note that y0 ≤ x0/2)
& Λ(x0)
∫ 2x0
x0+y0
Mxτ dx (By Equation (1.3))
& Λ(x0)
∫ 2x0
x0+y0
(x− x0)−αdx & 1. (By Lemma 4.1)
Therefore, we obtain the upper bound:
Z0 ≥ E[Zτ1[τ<∞]]& P[τ < ∞].
Proof of Remark 1.4, lower bound. Denote Λhκ ,ρ(x) by Λ(x), and define the stopping time τ := inf{t ≥ 0 : η(t) hits Γh}.
We need to evaluate P[τ < ∞].
Define
q :=
∫
∞
r
Λ(x)
xα
dx, Q :=
∫
∞
r
Λ(x)
h(x)α 1[dist(x,η)≤h(x)]dx.
By One-Point Estimate (1.5), we have that E[Q]≍ q. By the same proof as in [SZ10, Section 3.2] (replacing [SZ10,
Equation (2.9)] by One-Point Estimate (1.5) and replacing [SZ10, Equation (2.14)] by Two-Point Estimate (1.6)),
we have that E[Q2]. q. By Paley-Zygmund inequality, we have that
q2 ≍ E[Q]2 ≤ P[Q > 0]E[Q2]. P[Q > 0]q.
Thus,
P[Q > 0]& q.
The event [Q > 0] implies that there exists some x > r such that dist(x,η)≤ h(x). The readers can check that, it is
possible to find a function ˜h satisfying the following conditions:
• ˜h satisfies the same assumptions for h;
• There exists some ∆ > 0 such that the integral ∫ ∞r+∆( ˜Λ(x)/xα )dx ≍ q, where ˜Λ is the same function as in
Equation (1.2) defined for ˜h;
• For any x≥ r+∆, the Euclidean balls with center x and radius ˜h(x) are contained in the region Γh.
By the same proof, we have that, with probability & q, there exists some x > r+∆ such that dist(x,η)≤ ˜h(x); thus,
with probability & q, the curve η hits Γh.
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