Real-time monitoring of thin-film deposition with high resolution is important for precise fabrication of thin-film devices in a technological environment with ever-increasing demands for smaller size and better performance. Using photometry, we were able to achieve a real-time optical monitoring resolution of film thickness that is comparable with a single atomic layer scale ͑i.e., subnanometer͒. Filtering noise efficiently and compensating for sources of error by use of an appropriate model produced this high resolution. The procedure proved reliable and can be useful in the thin-film-deposition industry.
Introduction
Real-time optical monitoring of thin-film deposition is an important goal. Realizing a high level of resolution is significant and can be useful in providing precise control of film deposition for better thin-filmdevice performance. Two well-known methods are currently used for optical monitoring of thin-film deposition: ellipsometry and photometry. [1] [2] [3] [4] [5] [6] [7] [8] Ellipsometry relies on changes in the state of polarization that depend on the optical nature of the deposited film. Photometry, on the other hand, depends on measurements of the power intensity variations that result from the interference of a coherent monochromatic light in the growing film.
In this paper we report a high-resolution real-time optical monitoring system for rf magnetron deposition that is based on photometry. Optimizing the setup design, using suitable model, and analyzing the recorded data accurately allowed the film thickness to be detected with a resolution that is comparable with the thickness of a single atomic layer ͑the ceiling for film-thickness control͒ and that may be as good as 2.5 Å for an ϳ0.5 m-thick silicon dioxide film deposited on a silicon substrate.
Theory and Design
It is well known that the power reflection of monochromatic coherent light from a thin film on a bulk substrate, as shown in Fig. 1͑a͒ , is given by 1 
where
Note that r lm is the Fresnel reflection from the ͑l, m͒ interface and is the wavelength. Because of the surface roughness and the optical losses of the deposited film, the measured extrema will be different from those given by Eq. ͑1͒. The measured values R min and R max are related to the root mean square ͑rms͒ value of the surface roughness ␦ and the optical losses 2,9,10 :
Thus measuring R max and R min and using r 01 , which is estimated from the formula for the Fresnel reflection, makes it possible to estimate the surface roughness rms value and the optical losses of the deposited film. Two error factors affect the accuracy of measurements of the optical constants of the film: the deposition rate and the surface roughness rms value. First, a silicon substrate with a refractive index equal to 3.88 ϩ j0.02 at the 632.8-nm probing wavelength was used to monitor the deposition process. Usually a silicon substrate has an undefined thin oxide layer on the surface. This layer must be defined and accounted for if subnanometer resolution requirements are to be met. Thus the problem should be modified from one thin layer on a bulk substrate ͓Fig. 1͑a͔͒ to two thin layers, ͓Fig. 1͑b͔͒ with the layer oxide thickness serving as an unknown in addition to the deposition rate and the deposited film's real refractive index. Consequently, at normal incidence, the Fresnel reflection from the whole structure is given by
and the reflected intensity is R 30 ϭ ͉r 30 ͉ 2 . Figure 2 ͑top͒ shows a simulation of the reflection fringes when depositing silicon oxide ͑n ϭ 1.45͒ is deposited on a silicon substrate with ͑solid curve͒ and without ͑dashed curve͒ a 4-nm oxide layer ͑n ϭ 1.5͒ being considered. The deposited film is assumed to have a real refractive index of 1.45. Note that the numbers used here are for concept demonstration only and are not meant to be accurate.
Laser instability, photodetector thermal and shot noise, ambient and plasma illumination, and electromagnetic interference are some of the sources of noise that affect the accuracy of the analysis. The probing laser was left on so that it could reach its thermal equilibrium before data recording began. Afterward, the photodetector readings were recorded to verify the laser power stability, as shown for the first part ͑i.e., before point A͒ of the graph in Fig. 3͑b͒ . The plasma and the ambient illuminations were recorded after the shutter was turned to block the plasma and the probing beam at point B, shown in Fig. 3͑b͒ . The plasma illumination power caused an offset and needed to be subtracted from the measurements' background before the fitting analysis was performed. The power measurements shown in Fig.  3͑b͒ have arbitrary values; foreknowledge of the silicon refractive index allows the reflection fringes curve to be extracted from the recorded photodetector readings. Averaging and integration can suppress the zero-mean sources of noise. The variance of normally distributed random noise is a measure of the noise power. Averaging W uncorrelated acquired points, all with the same noise power equal to 2 , produces a single data point with a noise power equal to 2 ͞W. Besides suppressing the noise power, averaging produces a slight change in the original fringe curve due to the nonlinearity of the curve. Figure 2 ͑bottom͒ illustrates this effect. The averaging error can be recovered because it is well defined by the number of points in the averaging window W and the fitting parameters ͑the film's real refractive index and the deposition rate͒ that determine the fringes curve. The following is a mathematical description of the averaging error:
where ⌬ is the error caused by averaging, W is the number of acquired data points within the averaging window, M is the index number of the averaging window, and F is the fit. This error is basically the Fig. 1 . ͑a͒ One thin film on a bulk substrate. ͑b͒ Two thin films on a bulk substrate. Fig. 2 . Effect of a 4-nm oxide layer with n ϭ 1.5 ͑top͒ and a 4-min averaging window ͑bottom͒ on the exact curve when a quartz film with n ϭ 1.45 is deposited at a rate of 3 nm͞min on a silicon substrate.
difference between the linear averaging of all the fitting points in the averaging window ͓right-hand side of Eq. ͑9͔͒ and the value of the fit at the center of the window ͓the second part of the left-hand side of Eq. ͑9͔͒. Thus regular mean-squared-error ͑MSE͒ fitting must be modified from
to
where n is the film's real refractive index, is the deposition rate, and D is the acquired data.
One additional enhancement that can be made to extract the deposition rate more accurately is to perform the regular MSE for the first time and then apply a modified MSE that contains weighting factors for all error components before they are added to the optimization process in the MSE. The modification factor can be the absolute value of the derivative of F with respect to the thickness. Successive data points that are spaced further apart have higher signal-to-noise ratios ͑i.e., are more robust against the noise of lowfrequency components that were not efficiently filtered out by averaging͒ and should be given higher weights than closely spaced data points. Thus the next step of MSE takes the following format:
When designing the deposition monitoring setup, a major concern is to achieve a high signal-to-noise ratio. A key parameter to consider is the oscillating parameter ␤ that is given in Eq. ͑2͒. Maximizing this parameter provides more accurate results because a higher ␤ contributes to stronger variations in the successive data points, which in turn afford greater immunity against the noise of low-frequency components. Equation ͑2͒ also indicates that a smaller probing wavelength provides a higher ␤. Furthermore, choosing normal incidence not only maximizes ␤ but also obviates the requirement of polarizing the probing beam because both polarizations have the same reflection at normal incidence. This simplifies the setup and the analysis.
An additional parameter that can be controlled and that should be considered is the amplitude modulating parameter r 12 ͑i.e., the Fresnel reflection from the film and the substrate interface͒. For example, choosing a silicon substrate ͑N 2 ϭ 3.88 ϩ j0.02 at a 632.8-nm wavelength͒ as the probed sample and depositing silicon dioxide ͑N 1 ϭ 1.44͒ or titania ͑N 1 ϭ 2.2͒ not only ensures a high r 12 because of the relatively high real refractive index of silicon ͑3.88͒ but also suppresses the reflections from the back of the substrate at the 632.8-nm probing wavelength because of the relatively high imaginary refractive index of silicon ͑0.02͒. The thin-oxide-layer effect discussed earlier should not affect this analogy because the layer is very thin and causes only a minor variation in the fringe curve. With all these considerations in mind, the setup is configured as shown in Fig. 3͑a͒. 
Results and Conclusions
Silicon dioxide was deposited on a silicon substrate by sputtering silicon and introducing oxygen to the vacuum chamber. Deposition was conducted at room temperature with a base pressure of 2 ϫ 10 Ϫ7 Torr. The gas flow was 30 standard cubic centimeters per minute ͑SCCM͒ for oxygen and 5 SCCM for argon, and the total pressure in the deposition chamber was 15 mTorr. The magnetron forward rf power was 200 W, and the distance between the target and the substrate was 10 cm. The acquired data were fitted with respect to the deposition rate and to the real refractive index of the deposited film. Figure 4͑a͒ shows the recorded data ͑dashed curve͒ and the fit ͑solid curve͒ of the interference fringes when the film's optical losses and surface roughness, as well as the averaging error and the predeposition oxide layer were all not considered. Figure 4͑b͒ shows the region in the real-refractive-index and deposition-rate space for the fitting depicted in Fig. 4͑a͒ , where the error of fitting is below the doubled minimum value. The data were then fitted with respect to the deposition rate, to the real refractive index of the deposited film, and to the undefined thickness of the oxide film that existed on the silicon substrate before deposition. A refractive index of 1.51 was used for this oxide film. The thickness of the undefined silicon dioxide film was found to be 4 nm, the real refractive index of the deposited film was 1.44, and the deposition rate was 3.91 nm͞min. Figure 4͑c͒ shows the recorded data ͑dashed curve͒ and the fit ͑solid curve͒ of the interference fringes when only the predeposition silicon dioxide layer was considered. Figure  4͑d͒ shows the region in the real-refractive-index and the deposition-rate space for the fitting depicted in Fig. 4͑c͒ , where the error of fitting is below the doubled minimum error. The extracted fitting parameters, combined with the extrema extracted from the acquired data, were used in Eqs. ͑4͒ and ͑5͒ to find the film's optical losses and the surface roughness rms value. Figures 5͑a͒ and 5͑b͒ show the extracted film's surface roughness rms values and optical losses, respectively. A cubic hermite interpolation was used, shown as a solid curve in Figs. 5͑a͒ and 5͑b͒. The decrease in the film's optical losses can be attributed to a gradual cleaning of the chamber environment from the residual gasses and vapors that stay at a base pressure of 2 ϫ 10 Ϫ7 Torr. However, the observed increases in surface roughness with deposition can be attributed to the accumulated ten- Fig. 4 . Fitting analysis without consideration of the extracted film's optical losses and surface roughness: ͑a͒ Data ͑solid curve͒ and fit ͑dashed curve͒ of the reflection fringes when the 4-nm oxide layer was not considered. ͑b͒ Region in the real-refractive-index and depositionrate space where the minimum fitting error is less than the doubled minimum error and the 4-nm oxide layer was not considered. ͑c͒ Data ͑solid curve͒ and fit ͑dashed curve͒ of the reflection fringes when the 4-nm oxide layer was considered. ͑d͒ Region in the real-refractive-index and deposition-rate space where the minimum fitting error is less than the doubled minimum error and the 4-nm oxide layer was considered. dency of the material to deposit more on the peaks of the surface roughness. Figure 6͑a͒ shows the recorded data ͑dashed curve͒ and the fit ͑solid curve͒ of the interference fringes when only the film's optical losses and surface roughness were considered. Figure 6͑b͒ shows the region in the real-refractive-index and deposition-rate space for the fitting depicted in Fig. 6͑a͒ , where the error of fitting is below the doubled minimum error. Figure 6͑c͒ shows the recorded data ͑dashed curve͒ and the fit ͑solid curve͒ of the interference fringes when the predeposition silicon dioxide layer and the film's optical losses and surface roughness were all considered. Figure 6͑d͒ shows the region in the real-refractive-index and the deposition-rate space for the fitting depicted in Fig.  6͑c͒ , where the error of fitting is below the doubled minimum error. That the size of the shaded area in Fig. 6 is reduced from that in Fig. 4 confirms the accuracy of the analysis and the theory that was adopted. The uncertainty can be measured by an index that is equal to the area in the deposition rate and refractive index space, where the error of fitting is below the doubled minimum error times the minimum error of fitting. This can be seen as a filtering process in which the smaller area corresponds to a smaller filter ͑full width at half maximum͒ with better filtering of the desired spectral component ͑i.e., the most certain result in the fitting process͒. The inverse of the minimum fitting error, however, corresponds to the efficiency of separating, by scaling means, a desired spectral component and then isolating it from the spectral background ͑i.e., the incorrect answers in the fitting process͒. If we assume some relationship between this uncertainty index and the resolution of determinations of the film's thickness, along with the assumption that the 4-nm film thickness is a differential when compared with a 500-nm thickness, then local linearity ͑i.e., where the high orders in the Taylor expansion of the assumed relation are ignored͒ can be applied and the ratio of the area in Fig. 6͑b͒ to the area in Fig. 6͑d͒ is equal to ͑4 nm Ϯ resolution͒͞resolution. This ratio was estimated from Figs. 6͑b͒ and 6͑d͒ and was found to be approximately 17, which corresponds to the worst system resolution of 2.5 Å. The resolution of determinations of the real refractive index is related to the resolution of determinations of the film thickness through the optical path ͑nL͒ and can be extracted by use of ⌬͑nL͒ ϭ n͑⌬L͒ ϩ L͑⌬n͒.
The left side of Eq. ͑13͒, ⌬͑nL͒, should equal zero because the fitting process produces the same nL . Fitting analysis with consideration of the extracted film's optical losses and surface roughness. ͑a͒ Data ͑solid curve͒ and fit ͑dashed curve͒ of the reflection fringes when the 4-nm oxide layer was not considered. ͑b͒ Region in the real-refractive-index and deposition-rate space where the minimum fitting error is less than the doubled minimum error and the 4-nm oxide layer was not considered. ͑c͒ Data ͑solid curve͒ and fit ͑dashed curve͒ of the reflection fringes when the 4-nm oxide layer was considered. ͑d͒ Region in the real-refractive-index and deposition-rate space where the minimum fitting error is less than the doubled minimum error and the 4-nm oxide layer was considered.
within the system resolution such that the realrefractive-index resolution will be approximately 0.0007. The system resolution increases with increasing film thickness, as was obvious when considering the 4 nm as a differential to the 500-nm film thickness, where the assumed approximation is more valid with the thicker film. Still, the system resolution can be evaluated several times when depositing thick films and then estimated statistically and applied to the deposition of very thin films. Thick films also support more data for fitting and thus afford greater immunity against system noise, which can be suppressed to a very low level by increasing the width of the averaging window and then using the model described in Eqs. ͑9͒ and ͑11͒ to compensate for the averaging error. Finally, we conclude that adopting precise physical and mathematical models and filtering the noise efficiently achieves high resolutions for extracting the film thickness and the real refractive index, which are both significant for and helpful in producing precise fabrications of thin-film devices.
