The spectrum of excited states observed in the finite volume of lattice QCD is governed by the discrete symmetries of the cubic group. This finite group permits the mixing of orbital angular momentum quanta in the finite volume. As experimental results refer to specific angular momentum in a partial wave decomposition, a formalism mapping the partial wave scattering potentials to the finite volume is required. This formalism is developed herein for Hamiltonian Effective Field Theory, an extension of chiral effective field theory incorporating the Lüscher relation linking the energy levels observed in finite volume to the scattering phase shift. The formalism provides an optimal set of rest-frame basis states maximally reducing the dimension of the Hamiltonian. As a first example of the formalism's implementation, lattice QCD results for the spectrum of an isospin-2 ππ scattering system are analysed to determine the s, d and g partial-wave scattering information.
I. INTRODUCTION
The established non-perturbative approach to understanding the emergent phenomena of the relativistic quantum field theory of the strong interactions, Quantum Chromodynamics (QCD), is the numerical approach of Lattice QCD. While experiment probes QCD through infinite-volume scattering observables such as the phase shift and inelasticity, the finitevolume and Euclidean-time aspects of the lattice formulation render the accessible quantity to be the spectrum of states in the finite-volume lattice. For the case of elastic two-body scattering in the rest frame, Lüscher [1] [2] [3] proved that these observables are related by what is now known as Lüscher's formula.
Up to exponentially suppressed corrections, the proof shows that a quantum field theoretic system can be reduced to a quantum mechanical system with an effective potential. The infinite-volume phase shift and the finite-volume spectrum are then related by the potential independent Lüscher's formula. An equivalent approach is Hamiltonian effective field theory (HEFT). In the standard approach, a potential is parameterised, fit to the finite-volume Lattice-QCD spectrum, and the infinite-volume phase shift is then derived from the fit.
The equivalence, up to exponentially-suppressed corrections, between Lüscher's method and HEFT has been examined in detail for the single partial-wave case in Ref. [4] . In other words, HEFT provides an alternate bridge connecting the finite-volume spectrum and the infinite-volume phase shifts, but does not change the fixed relationship between them.
HEFT also provides insight into the structure of the finitevolume eigenstates observed in Lattice QCD. In solving the Hamiltonian eigenvalue equation for the finite-volume energy eigenstates, one obtains an eigenvector describing the composition of the eigenstates in terms of the basis states of the Hamiltonian matrix. The eigenvectors provide new information on the internal components of the eigenstates observed in Lattice QCD [5] .
HEFT was first introduced in Ref. [6] to study a ∆ → N π system, and was developed further in a series of works [4, 5, [7] [8] [9] [10] [11] . Until now, HEFT has only been applied to single partialwave cases, in which the high dimension of the Hamiltonian matrix can be significantly reduced through the consideration of C 3 (N ) symmetry, i.e. the symmetry associated with summing the squares of three integers to the value N .
Once the mixing of higher partial waves is taken into account one must abandon the use of C 3 (N ) and work with higher dimension matrices. The focus of this investigation is to create an optimal set of rest-frame cubic-group basis states, maximally reducing the dimension of the Hamiltonian and enabling the determination of several partial-wave scattering parameters simultaneously.
In Sec. II, the infinite-volume and finite-volume Hamiltonians are introduced and relations between infinite-and finitevolume potentials are established. Section III presents the new formalism for creating the rest-frame cubic-group basis states required to accommodate partial-wave mixing. In Sec. IV, lattice-QCD results for isospin-2 ππ scattering [12] are examined to illustrate the formalism in practice and examine the consistency between the HEFT formalism created here and Lüscher's method. Finally, results are summarised in Sec. V.
II. INFINITE-AND FINITE-VOLUME HAMILTONIANS
The Hamiltonian operator of a three-dimensional infinitevolume (IFV) system can be written in bra-ket notation aŝ
with the conventions where h(k) and V (p, k) are the total kinematic energy and the momentum-dependent potential of two particles, respectively. Then from
) is introduced to allow for the consideration of non-local potentials. Correspondingly, in the finite periodic volume (FV) where momenta are discrete, the Hamiltonian can be written with bra-ket notation as followŝ
5)
with the conventions
where the subscript L denotes the periodic boundary condition of length L, and the L 3 d 3 x denotes an integral over the first period of coordinate space. The relationship between V (p, k) of Eq. (2.1) and V L (2π n /L, 2π n/L) of Eq. (2.5) is obtained through the consideration of the conventions.
where |k → L 3/2 |n to ensure the convention
Lüscher's formula is a one-to-one relation only in the simplest cases. In more general cases, most data fail to find the partners required to apply Lüscher's formula directly. As a consequence, a fitting process is necessary. In the normal Lüscher approach, e.g. Ref. [12] , the phase shift is parameterised and constrained by lattice results. In contrast, the potential is parameterised and constrained in the HEFT approach.
The phase shifts can be solved from the Lippmann-Schwinger equation
where E is the total energy of system in the rest frame. With the partial wave expansions
(2.12) Then the phase shift is given by
whereq is the on-shell momentum, i.e., h(q) = E. With a suitable momentum cutoff, the dimension of the FV Hamiltonian of Eq. (2.5) remains too high to solve for the spectrum. Moreover, one encounters an overwhelming number of degeneracies in the spectrum. In the next section a formalism providing an optimal set of rest-frame basis states is developed. The formalism maximally reduces the dimension of the Hamiltonian, and thus resolves the degeneracy problem.
III. MIXING BETWEEN PARTIAL WAVES
From rotational invariance, the infinite volume potential can be expanded as in Eq. (2.11)
Then we will havê
where we use N to represent n 2 , and we introducẽ
to simplify the notation. We also define
4)
In fact, if we hold k N = 2π √ N /L fixed and let L go to infinity, then N will also go to infinity. Then the summation in Eq. (3.4) will be approximately proportional to an integral over solid angle, and hence, |N ; l, m will be approximately proportional to an IFV form (N k ≡ kL 
(3.5)
In the case of the infinite volume, with rotational invariance, we can label the energy spectrum in a spin-l representation of the orthogonal group O(3), and the spectrum can be extracted from a reduced Hamiltonian
When we make the system finite, however, we can only describe the energy spectrum in an irreducible representation Γ of the cubic group O h . But the Γ is also constrained by the initial rotational-invariant potential and the structure of the lattice momentum sphere. As states with different N are orthogonal to each other (this is correct both for |n and |N ; l, m ), we will restrict our discussion to a fixed N first.
It is important to note that states |N ; l, m defined by Eq. (3.4) are linear combinations of the C 3 (N ) states |n with n 2 = N . Recall that C 3 (N ) is the number of ways to represent the integer N as a sum of squares of three integers. The states |N ; l, m are not necessarily orthonormal nor linearly independent. If we define
we will have
Moreover, a positive definite Hermitian matrix P N for each N can be introduced to represent their inner products as fol- 
Thus, it is convenient to introduce another basis as follows:
with matrix elements of C l given in Table I for l ≤ 4. Here, Γ indicates the irrep, α runs from 1 to the dimension of the irrep Γ, and f runs from 1 to the number of occurrences of the irreducible representation Γ in the angular momentum l. For l ≤ 4, as shown in Table I , the value of f always equals 1. Now we can define a new basis as follows,
As C l is a unitary matrix and independent of N , we have 
(3.14) Now |N, l; Γ, f, α with different N, Γ, α are orthogonal, so we can define matrix P N ;Γ,α to represent their inner products
(3.15) TABLE I. Matrix elements of C l for l = 0, 1, 2, 3, 4. This table is provided in many papers, e.g. Table A .2 of [13] , and the parity is suppressed here.
That is, we first perform a unitary transformation to the P matrix of Eq. (3.9) to make it block diagonal according to the irreps of the cubic group and then isolate the Γ, α part submatrix. Now we can impose an angular momentum cutoff l cut such that
(3.16) To extract the spectrum in a given representation Γ, we only need a reduced potential
for any α.
As we know, the angular momentum quantum number l is not a good quantum number in the finite volume. There-fore, l cannot appear in a good basis. Indeed, the states labelled as |N, l; Γ, f, α are not orthogonal. Shells defined in [14] can show this point clearly. Shells can divide states |n with n 2 = N further, and there are 7 different kinds of shells: (0, 0, 0) × 1, (0, 0, c) × 6, (0, b, b) × 12, (0, b, c) × 24, (a, a, a) × 8, (a, a, c) × 24 and (a, b, c) × 48, where the numbers indicate how many different states are referred. As shells are representations of O h , they can be decomposed into irreps as well. The decomposition is given as follows
It is easy to find only one shell in N = 1, namely (0, 0, 1).
As there is no T + 2 in (0, 0, 1), the state |N ; l, m = |1; 2, m has no T + 2 , even through l = 2 has.
Similarly, there is only one A + 1 in (0, 0, 1), so A + 1 in |1; 0, m and |1; 4, m will be linearly dependent. Therefore, |N = 1, l = 0; Γ = A + 1 , f = 1, α = 1 and |N = 1, l = 4; Γ = A + 1 , f = 1, α = 1 are linearly dependent.
Furthermore, there are two shells in N = 9, (0, 0, 3) and (2, 2, 1). Some irreps, such as A + 1 , appear more than once, which means |N = 9, l = 0; Γ = A + 1 , f = 1, α = 1 and |N = 9, l = 4; Γ = A + 1 , f = 1, α = 1 can be linearly independent. Thus, another state label, F , is introduced to replace l and f . The largest value of F is denoted as F max and this value is governed by Γ, l cut and N , i.e., F max (Γ, l cut , N ). F max is at most F cut , which counts the l and f , and does not depend on N , i.e., F cut (Γ, l cut ).
For example, when Γ = A + 1 and l cut = 4, F cut (A + 1 , 4) = 2, as A + 1 appears twice in Eq. (3.10). For N = 9, F max (A + 1 , 4, 9) = 2, as there are two independent states originating from shells (0, 0, 3) and (2, 2, 1). However, F max (A + 1 , 4, 1) = 1 for N = 1. In the Appendix A, we give a detailed calculation for the N = 1 and 9 cases. Now we proceed to orthonormalise the basis |N, l; Γ, f, α to get the final basis labelled as |N ; Γ, F, α . From the Wigner-Eckart theorem v Γ,F ,F (k N , k N ) is α independent and we havê
The inner product matrix Eq. (3.15) tells us not only how to do the orthonormalisation, but also how to compute the mixed inner product in Eq. (3.22), so it summarises all the things needed to solve for G.
As a specific implementation of the orthonormalisation procedure, we present an eigenmode-based method here. An alternative approach based on the Gram-Schmidt procedure is presented in Appendix A. We discuss the case F cut (Γ, l cut ) = 1 + 1 (we use 1 + 1 to mean that the two l containing Γ are different) here, and the generalisation should be straightforward. One proceeds by selecting particular values for N , Γ, α and f and constructing the inner-product matrix
Here indices N , Γ, α and f have been suppressed in the braket notation, i.e. |l 1 = |N, l 1 ; Γ, f, α . One then solves the eigenvalue equationP
24)
providing the orthonormalised eigenvectors X i with eigenvalues λ i . States |N ; Γ, F, α ≡ |F can be constructed from
These states are easily normalised via the consideration of
Thus, the orthonormal vectors |N ; Γ, F i , α are
F max is given by the number of non-zero eigenvalues, i.e. the rank ofP N ;Γ,α . Now we have the correct orthonormal basis |N ; Γ, F, α with the mixed inner products of Eq. (3.22) given by
With a momentum cutoff N cut imposed such that N ≤ N cut , a Hamiltonian of dimension at most N cut F cut (Γ, l cut ) + 1 is generated to extract the spectrum of the representation Γ.
Here, F cut (Γ, l cut ) counts the representation Γ in all l ≤ l cut and the +1 accounts for N = 0.
In summary, the general approach proceeds as follows. First, one performs the summation in Eq. (3.9) to get the (l cut + 1) 2 × (l cut + 1) 2 matrices P N ≤Ncut . Second, the unitary transformation of Eq. (3.15) is performed to make these matrices block diagonal according to the irreps of the cubic group. One then considers the Γ, α portions, which are F cut × F cut matrices. Finally, one uses these inner product matrices to orthonormalise the states |N, l; Γ, f, α to construct the final |N ; Γ, F, α basis states and compute the combination coefficients G through Eq. (3.21) and Eq. (3.22).
IV. EXAMPLE OF ISOSPIN-2 ππ SCATTERING
In this section, the formalism developed herein is applied to analyse lattice-QCD results for the isospin-2 ππ scattering system. In doing so we will explore the consistency of the HEFT result with that from Lüscher's method.
The lattice QCD results are from Ref. [12] where an anisotropic action is used. They quote the spatial lattice spacing a s ∼ 0.12 fm, temporal lattice spacing a −1 t ∼ 5.6 GeV, and the anisotropy ξ = a s /a t = 3.444 (6) . When setting the scale, we refer to a t and ξ. The pion mass for the simulation results a t m π = 0.06906 (13) 396 MeV. In the analysis of Ref. [12] lattice results above the 4π threshold are not included and since our formalism does not include the fourbody contributions, we apply the same cut. The results we fit are illustrated in Fig. (1) .
A. HEFT Analysis
Following Ref. [12] , we work with dimensionless lattice units. The energy h of Eq. (2.1) is taken as
and when going to the finite volume system, we will have a t k → a t k N = a t 2π √ N L . Only s, d, and g waves will be taken into account as in Ref. [12] . With the partial wave expansion of Eq. (3.1), the partial wave potentials are taken to be of a simple separable form 
with parameters G l and d l dimensionless. There are two fit parameters G l and d l for each partial wave. The amplitude of the potential is governed by G l . The s-wave potential reaches its peak value at k = 0, while the peak positions of the dand g-wave potentials are determined by d l . The shapes of these potentials are shown in Fig. (2) . for
The spectrum is solved from the reduced Hamiltonian discussed in Sec. (III). Then the phase shifts are determined through the Lippmann-Schwinger as discussed around Eq. (2.10). With the cutoff N cut chosen to be 600 (∼ 10 GeV) as in Ref. [4] , the full Hamiltonian involves 600 N =0 C 3 (N ) = 61565 states and can be reduced to Hamiltonians of dimension 923, 965, and 963 for A + 1 , E + , and T + 2 respectively.
B. Fitting to Lattice QCD Results
Our fitting procedure is to minimise the χ 2 defined by
where E HEFT −E Lattice denotes the vector of the differences between the spectrum obtained in HEFT and the lattice. The covariance matrix C denotes the covariances in the lattice spectrum of Ref. [12] . When fitting with all six parameters free, the phase shifts δ 2 and δ 4 show an unreasonable behaviour in the highmomentum range due to the exclusion of high-energy lattice We proceed with d 0 as a fit parameter and constrain d 2 = d 4 = d i with i = A, B, or C. The resulting parameters are shown in Table II The volume-dependent spectra are shown in Fig. (3) using the parameters for case B with Λ B ∼ 1.2 GeV. The phase shifts and potentials are illustrated in Fig. (4) for all three cases considered.
In the top pair of figures in Fig. (4) , the phase shifts and potentials for s-wave scattering are given. Because of the similar fit parameters in the three cases considered, it is not surprising that their corresponding phase shifts and potentials are similar. It illustrated how these lattice QCD results constrain the s-wave phase shift of ππ scattering well. Moreover the HEFT result is consistent with that of Ref. [12] employing Lüscher's method.
In the remaining panels of Fig. (4) , the dand g-wave phase shifts and potentials are shown. They show different features from the s-wave case. In the low-momentum range where lattice QCD results constrain the effective field theory, all three cases predict phase shifts in a consistent manner and in agreement with Lüscher's method for the phase shifts away from the 4π cut [12] . Beyond the 4π cut, the various cases diverge.
The behaviour of the potentials provides an explanation for this. The lattice QCD results prefer a potential increasing steadily in the low-momentum range. However, there is freedom to lower the value of d with a suitable increase in G at the same time to maintain the behaviour of the potential in the low momentum regime. If we increase d, we do get smaller χ 2 , but that may not be reasonable. If one expects v 0 > v 2 > v 4 ,
To constrain these parameters, one needs information from the lattice at higher energies.
We now proceed to estimate the uncertainties associated with the HEFT analysis. Here we focus on the preferred case with Λ B ∼ 1.2 GeV. Finite-volume spectrum fit of HEFT to the lattice QCD results of Ref. [12] for isospin-2 ππ scattering. Solid curves illustrate the energies resolved in HEFT as the fit parameters of Table II Case B are optimised to fit the lattice QCD results (square points). Dashed curves illustrate the non-interacting rest-frame pion-pair energies as in Fig. (1) .
Our covariance for parameters λ i is defined as [H/2] −1 , where [H] is the Hessian of χ 2 , the matrix of second-order partial derivatives over parameters
As two d l are fixed, we only have four parameters and the final covariance returned by MINUIT 2 (ordered as G 0 , d 0 , and potentials (right) for s, d, and g waves from HEFT are illustrated by the curves for the three cases considered as described in the text. The square points from Ref. [12] are those that can be extracted from the finite-volume spectrum of Fig. (1) using Lüscher's method. The vertical lines denote the 4π threshold with (at k) 2 = 0.0143.
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(4.8)
As the different values of l are decoupling in solving for the phase shifts, the values underlined in Eq. (4.8) are used in calculating the errors in the phase shifts. To obtain error estimates, we re-sample the parameters by using Eq. (4.8) to give 10000 sets of parameters for each l. These parameter sets are then used to solve for the phase shifts at 10000 different momenta, as illustrated by the scattered points in Fig. (5) .
We can also examine the free state constituents of the energy eigenstates. Table III describes the composition of the first three levels for L = 24 and Γ = A + 1 . Note that the further an eigenenergy is away from the free energy, the more complex is its structure. Only when an eigenstate is close in energy to the non-interacting basis state will the eigenstate be dominated by single free state. For the first few energy eigenstates in the other representations considered, it is not surprising that they are almost 100% composed by a single free state as their energies are almost the free energies .
V. SUMMARY
In this work, a formalism based on Hamiltonian Effective Field Theory has been developed to address partial-wave mixing in a periodic finite volume. The formalism is required to connect infinite-volume partial-wave scattering phase shifts to the finite-volume spectra of lattice QCD. Our formalism has been developed with reference to the rest frame.
A key step is to introduce a momentum cut and an angularmomentum cut in the finite volume, enabling one to reduce the dimension of the Hamiltonian in the finite volume. Indeed, the formalism presented herein provides an optimal set of restframe basis states maximally reducing the dimension of the Hamiltonian. To obtain the optimal rest-frame basis states, we introduced several intermediate bases as shown in in Eq. (3.4) and Eq. (3.12). Calculation of their inner products not only illustrates partial wave mixing but also enables the determination of the link from the original infinite-volume Hamiltonian, where the scattering potentials are defined, to the finitevolume of the lattice where irreps of the cubic group are considered. Finally, we presented a specific step-by-step implementation of the process to determine the infinite-volume potentials contributing to the irreps of the finite-volume.
We then considered an in-practice example of isospin-2 ππ scattering to test the consistency between HEFT and Lüscher's method as implemented in Ref. [12] . The results demonstrate that the HEFT formalism developed herein is consistent with that of Lüscher.
While relating the finite-volume spectrum and phase shifts as in Lüscher's method, HEFT also provides insight into the composition of the finite-volume energy eigenstates. In this analysis, one observes only mild mixing between the noninteracting basis states. This provides a deeper understanding of why current lattice methods for exciting these two-particle states are so effective.
Additional information is available from the consideration of scattering systems in moving frames. In light of the limited information available in contemporary lattice QCD simulations in the rest frame, we consider the development of the moving frame formalism to be necessary.
We will discuss F cut (Γ, l cut ) = 1 and F cut (Γ, l cut ) = 1 + 1 (we use 1 + 1 to mean that the two l containing Γ are different) cases in detail, these cases cover all cases of l cut ≤ 4. The P-Matrix Eq. (3.15) is assumed to be solved already, as the calculation process is straightforward by using Eq. (3.9), Eq. (3.15) and Table I . There is only one l ≤ l cut containing Γ now. For any α, |N ; Γ, F = 1, α are just normalised |N ; l, Γ, f = 1, α . So from Eq. (3.22), we have
and states with [G l;Γ,α ] f =1;N,F =1 = 0 should be discarded. Then
so we havê
Cases of Pure s-wave and Pure p-wave As
and
we have the same combination coefficients
for the pure s-wave and pure p-wave cases. So we just reproduce the result in Ref. [4] .
In fact, there can be no state in some N , e.g., we know C 3 (7) = 0. If these states are not discarded, there will be spurious states in the spectrum, which are not physical.
Splitting of the d-wave
Here only N = 1 (6 states) and N = 9 (30 states) will be considered, then we have
So the matrix form of the reducedV L in E + will be
and the matrix form of the reducedV L in T + 2 will be
where v l (k, k ) is the l partial wave potential and k i = 2π √ i/L is the discrete momentum. For the case F cut (Γ, l cut ) = 1 + 1 , f is always one, and therefore there are two states |N ; l 1 , Γ, f = 1, α and |N ; l 2 , Γ, f = 1, α , for some fixed N, α . We follow the same notation introduced around Eq. (3.23), which is suppressing the indices N, Γ, α and f , and using |l i and |F i to represent |N ; l i , Γ, f = 1, α and |N ; Γ, F i , α respectively. For completeness, we reintroduce the reduced P-Matrix Eq. (3.23) P N ;Γ,α = Å l 1 |l 1 l 1 |l 2 l 2 |l 1 l 2 |l 2 ã .
To calculate the combination coefficients [M li;Γ,α ] f =1;N,Fj = l i |F j , the states |l i must be transformed to the new, orthonormal basis in |F i . This orthonormalisation can be performed in a number of ways, one is the eigenmode-based method introduced around Eq. (3.23), another is the Gram-Schmidt process. For this process, the projection of |Y onto the span of |X is defined as
Defining some |F , where |F = |F / » F |F , the Gram-Schmidt process gives
Normalising these states requires careful consideration of the cases where |l 1 = 0 and |l 2 = 0 . When the original states |l i are non-zero, |F i must be normalised to |F i = |F i / F i |F i . These normalisation factors F 1 |F i and F 2 |F 2 are given by
F 2 |F 2 = l 2 |l 2 − l 2 |l 1 2 l 1 |l 1 ,
Therefore the final, orthonormal states are given as
, |l 1 = 0 , det(P N ;Γ,α ) = 0 .
(A17)
From these expressions of |F i , we see that there are three possible values for F max . When |F 1 and |F 2 both vanish, we have that F max = 0 . F max = 1 when only one |F i vanishes but the other does not, and F max = 2 for only the second entry of Eq. (A16) and the third entry of Eq. (A17). As these states are now constructed in terms of only |l i as given in the elements ofP N ;Γα from Eq. (3.15), it is therefore simple to calculate the matrix defined in Eq. 1) , · · · , (4, 4). As only one shell is contributing, off-diagonal elements can be the same order of magnitude as the diagonal elements.
FIG. 7. P581/C3(581) with C3(581) = 336: 25 × 25 matrix ordered as (l, m) = (0, 0), (1, −1), (1, 0), (1, 1), · · · , (4, 4). Here the contributions of several shells provide an opportunity for cancellations in the evaluation of the P matrix and the matrix approaches the identity.
