Abstract
Introduction
During the last decade, model-driven development has made great progress and related tools have improved significantly. With other software development processes, model-driven engineering of realtime software systems includes quality assurance [1] . So assuring quality of service (QoS) requirements is critical when assembling a distributed real-time system from a repository of existing components. This is leading to an increased use of component-based engineering and application of the service-oriented architecture (SOA) paradigm in large software systems. These new approaches provide the reuse of intellectual property by encapsulating it into reusable artifacts that can be assembled with other components to create large systems by composition. The infrastructures that make this possible include middleware solutions, such as the CORBA Component Model (CCM) [2] , J2EE [3] , and Microsoft .NET [4] .
Prediction methods for performance and reliability of general software systems are still limited and rarely used in industry [5，6，7]，especially for component-based systems further challenges arise. Most existing methods for component-based performance prediction require software architects to model the system based on specifications of single components. For example, in [8] software architects model the control flow through the component-based architecture, which is impossible if components are black boxes and the dependencies between provided and required interfaces are unknown. Thus, a special component specification is needed.
At present, various researchers are concerned with analysis using knowledge on component internal. For example, predicting QoS attributes like performance requires a detailed component model, a pure interface model is not sufficient. This poses two challenging questions: Firstly, what kind of information is needed to make components ready for QoS predictions of performance, while keeping the black-box principle? Secondly, how to realistically extract such information from components? This is particularly interested in cases where existing components lack such information. This paper is organized as follows: Section 2 discusses several relevant scenarios of extra-functional analysis in component-based systems which need more information in addition to mere interface
Introduction to Palladio Component Model and Stochastic Well-formed Nets
Our approach for the construction of component behavior descriptions combines static analyses, which are supported by existing tools, with runtime tracing of components.
To define an independent process of development and performance analysis formalisms, we use a tool-independent meta-model, the palladio component model. So we first give a glancing at the basic knowledge of the model.
Palladio Component Model
The palladio component model (PCM) is a meta-model for the description of component-based software architectures [19] . It is designed to enable design-time predictions for software architectures with respect to extra-functional properties like performance and reliability. Therefore, analysis and simulation methods could base on the PCM and calculate estimated behavior (response times, resource utilization, etc.) of component-based software architecture. If, for example there are two design alternatives for a software system, both are evaluated in a simulation run. The outcome of such a simulation reveals preferable alternatives, pertaining to criteria like response time or bottlenecks, e.g. identified by overflowing simulated queues.
Stochastic Well-formed Nets
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Generalized Stochastic Petri nets (GSPNs) [28] are a graphical and mathematical model suitable for describing and analyzing systems that are characterized as being concurrent, asynchronous, distributed, non-deterministic and/or stochastic. Provided that the transitions of the model have an exponentially distributed firing delay, the reachability graph of a model is isomorphic to a Markov chain. If immediate transitions are added, the model becomes semi-Markovian, however an embedded Markov chain can be extracted and a steady-state distribution can be computed if the system is ergodic.
However, two classical problems arise when applying the GSPNs formalism to complex systems. The first one is the complexity of the model itself, when the number of entities it is made of increases. To cope with this difficulty, higher-level nets have been introduced.
Among the various models, we focus on Colored Petri Nets (CPNs) [29] . In this model, colors are added to the objects representing the system components, thus making it possible to "fold" the representation without losing information on which component executes an action. The identification of the active entity is done by means of color functions that label the arcs of the model. Color functions can be complex, yet there are several advantages in allowing only a restricted set of simple functions in the model.
The second and very usual problem when dealing with complex systems is the size of the generated states spaces.
From the PCM point of view, models use to be interpreted in terms of components that can be distinguishable among each other. But, when large class populations have to be modeled and the component identities need to be considered as well, GSPN use to scale bad and their modeling and analysis becomes intractable. Stochastic Well-formed Nets (SWN) -the colored version of GSPNovercome these difficulties by providing a support to the construction of compact models ( [27] , [28] ). Concretely, the common behavior of several entities constituting a large system is described by the SWN topology and different entities are identified by different colored tokens. Moreover, the analysis of SWN models can be carried out with efficient techniques that exploit model symmetries to reduce the size of the state space representation ( [29] ). So, in this paper, we use SWN to give the analysis of the performance SEFF.
For the definition of SWN model, we start by giving some basic concepts. , , :
are color functions that respectively label the input, output and inhibitor arcs between transition t and place p ; 6) Pr i the priority function is defined as follows: 
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is the timing function of the model.
Methodologies for Architectural Performance Predictions
Hence, we now can compare the capabilities of several performance modeling concepts without undergoing the error prone and time consuming task of defining the interfaces to the development modeling language in use [20] . Additionally, this process is independent of the performance analysis tool actually used, such as AnyLogic [21] , etc.
The process starts with the source code of an application. Figure 1 shows the process of providing a PCM instance according to the bounded parameters and variables.
There are three steps in the process: Author names and affiliations are to be centered beneath the title and printed in Times New Roman 11-point, non-boldface type. Multiple authors may be shown in a two or three-column format, with their affiliations below their respective names. Affiliations are centered below each author name, italicized, not bold. Include e-mail addresses if possible. Follow the author information by two blank lines before main text.
Static Structure Construction of the Source Code
If one thinks about a scenario in which components are offered in market places, predictions on extra-functional properties require exact component specifications as provided by Service Effect Specifications (SEFFs) in the PCM. They have to be provided by the component developer for component assemblers. Service effect specifications can be generated out of source code or derived from design documents. Based on meta-models like the PCM, the software architect could reason on design alternatives (and buy only those components that fit). In doing so, component developers could keep their intellectual property, nevertheless supporting the reuse of their components.
The static analysis of the source code consists of internal actions, external actions, loops, branches. To enable more precise predictions for component-based systems, Resource Demanding SEFFs (RDSEFF) have been introduced [22] . They are an extension of the original SEFF concept that adds two primary features: Parametrisation and parametric dependencies, Resource usages for actions. Figure 2 shows a simple example of the source code and RDSEFF example in [22] . The left is the simplified code of the service execute. The right shows the corresponding RDSEFF. It includes calls to required services as ExternalCallActions, and abstracts computations within the component's inner method into an InternalAction. Control flow constructs are modeled only between calls to required services, while control within the internal computations is abstracted. The example includes parametric dependencies on the branch transitions and the number of loop iterations.
Runtime-Tracing of a component
In order to find appropriate instrumentation points for tracing, it is required to know where loops, branches, external calls, etc. start and end in the code. Constants that are passed as parameters will not improve knowledge on a component's behavior. So it is important to find the dependencies among so many different parameters. Tracing results in monitored parameters and variables, the execution time between two measuring points, and in the resource usage. The PCM will be filled with the tracing results, which will show more visual information about the behavior of the component to developers to give further decision.
The meta-model is shown in Figure 3 . The left side of the figure defines concepts that hold information about the structure of the studied system. These Scenario, Step, Connector, Resource are based on the Core Scenario Model (CSM) introduced by Woodside et al. [23] and have the same semantics as defined there. The right side contains the concept of tests and Monitors, in addition to the concepts borrowed from the CSM. Those are used to indicate which kind of performance analysis should be performed and where. For the latter, different kinds of monitors can refer to different kinds of elements in a model. Their properties are only filled by the utilized analysis tool after an analysis has been performed. In the figure, three different monitor types are defined: A Latency holds information about the latency between two steps (entry and exit). A utilization measured for a resource can be placed into utilization. A Counter observes how often a step is executed.
The tracing of simulation results back to a tool independent model concentrates on filling the properties of monitor elements in the model. These are initially not set, because they are explicitly provided as containers for feedback information.
Simulation analysis or numerical analysis
For performance analysis, we have to transform a tool independent model into a tool-specific model. The performance analysis tool, which is responsible for providing the result data, has to know about the monitors and their properties. This has to be taken into account, when transforming a tool independent model into a tool specific model. Figure 4 depicts the architecture of tracing and feedback to the PCM.
Case study: a Web Audio Store
In this section, we present an example to study the methodology we describe in the above.
SEFF of the WebAudioStore
In figure 5 , we show a simple example that first used in [24] . In the example, clients can buy and sell music files in the store via a web interface. To sell files, MP3-files can be uploaded to the store. It is possible to upload multiple files, so that complete albums can be offered. The files are stored in a MySQL database located on a different server than the application. Fig. 5 shows the usage scenario for uploading files to the store. Note that only the parameter dependencies are included in the illustration.
PCM
Transformat i on Additional specifications necessary for the performance prediction like the service's resource demand are omitted in the illustration to allow an easier understanding. Users select several files from their hard drives and click the upload button afterwards, which initiates a service of the WebForm component. This is the performance critical service, since the files are copied to the database during this action. Thus, the inter-component control flow is influenced by a parameter provided by the user.
Once abstractions of component's internals (the intended model) have been obtained, unlike other existing development process, we can 1) answer questions on extra-functional properties like execution time, without plugging "real" components together evaluate different design decisions by reasoning via analysis and simulation results, without buying all required components 2) plan extensions of existing systems, without implementing new components 3) answer sizing questions: find appropriate hardware and middleware supporting desired loads before buying and configuring it.
Runtime-Tracing of a component
According to the domain experts' data like the table given in the below table, the developer fill the PCM with this data like Figure 6 shows. Then we can give the numerical analysis of the performance SEFF.
Analysis of Simulation
In [25] and [26] , the authors proposed a method that converts automatically UML state machines (SM) and sequence diagrams (SD) into Generalized Stochastic Petri Net (GSPN). This method can be 
used to analyze software systems in which the objects of the classes are considered indistinguishable (i.e., the object identities are not modeled). The method is scalable with respect to the class population, i.e., the number of objects per class. Figure 6 shows the SWN model of the performance scenario. From the model, we can see that the user select audio files and press upload to send a request to the server. When the server is available, the user will be served, or he will wait until the server is available.
We assume that the firing rate of transitions Think, Upload and Try is , ,
With different number of files the users upload, we group then into n subgroups, so we get the color set of users as: According to the size of the file to upload, we group the server into m subgroups, so we get the color set of servers as: The color domain of transitions determines which variables should be instantiated when performing the action represented by the transition. When firing transition UploadFiles, we need to select a class of users and a class of servers, so we have ( _ ) C U Ser C S = × . The color functions labeling the arcs specify the action of the transition on the marking of the neighboring places. We define the function as follows: "x"(or "y") is a function on the first (or second) component of a color instance. For instance, if
c c C t x c c c y c c c
So we get Rates of transitions can be parameterized on the color of the entity crossing the transition. This mechanism allows different think or try rates depending on user type. Also, service times depend on user and server types.
The When timed transition Upload fires, the user under service returns to the free state (place U_Idle) and the server becomes idle and ready to serve another customer (place Ser_Idle). The service semantics of transition Upload is infinite server semantics, because several servers can work simultaneously. Moreover, the rate ij µ of this transition depends on user color and also on the color of the used server.
The reachability graphs of these models are finite and strongly connected. Hence, the underlying Markov processes are ergodic and the steady-state distribution exists and is unique [30] .
The solution of a process at steady-state is the probability distribution vector:
Where i π denotes the steady-state probability that the process is in state i M and can be computed by applying the embedded Markov chain resolution algorithm [31] .
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Having the stationary probability distribution, expressed as π , several performance measures of multiclass user systems can be derived as follows by referencing [30] :
(1) The mean number of users of type i in the Wait state. This is the mean number of tokens of color i c in place Wait. 
Conclusions
In this paper, we describe an approach that uses model-driven engineering to provide QoS predictions of distributed systems throughout the entire development lifecycle, instead of waiting until integration time to analyze and rectify performance problems, which may be too late. We have shown that for the analysis of extra-functional properties, one needs information on the internal of a component which is not given in the interfaces. We also present a methodology to specify information on components beyond interfaces through the meta-model and give runtime information about performance through filling monitors back to the development models which developers are familiar.
Future work will deal with the evaluation of our approach and the comparison of numerical analysis and simulation in the development of system using our method.
