This article is concerned with fluctuations in noise power and with the role that such fluctuations play in the masking of sine signals by noise. Several measures of noise fluctuations are discussed: the fourth moment of the waveform, the fourth moment of the envelope, and the crest factor. Relationships among these quantities are found for cases of equal-amplitude random-phase noise and Rayleigh-distributed-amplitude noise. Of particular interest is a special non-Gaussian noise called low-noise noise in which the fluctuations are small by any of our measures. The results of frozen-noise masking experiments are reported, where the noise waveform was fixed for all stimulus presentations. In separate experiments, equal-amplitude random-phase Gaussian noise, with typical fluctuations, and low-noise noise, with almost no fluctuations were used. The data show that for a noise bandwidth less than the critical bandwidth, the masked threshold is about 5 dB lower for low-noise noise than for Gaussian noise. When the noise bandwidth is larger than the critical bandwidth, the masked threshold is the same for both kinds of noise. It is concluded that noise power fluctuations increase masked threshold by about 5 dB and that filtering by the auditory system reintroduces fluctuations into broadband low-noise noise.
INTRODUCTION
The problem of the detection of a sine signal in masking noise can be approached in terms of signal detection theory (cf. Green and Swets, 1966) . According to the theory listeners make their decisions on the basis of a likelihood ratio, the ratio of the probability that the stimulus comes from a population of signal-plus-noise stimuli to the probability that the stimulus comes from a population of noise-alone stimuli. In principle, the probabilities might depend upon a number of dimensions of the stimulus (Ahumada and Lovell, 1971; Ahumada et al., 1975) . If the phase of the signal is unknown by the listener, and if the signal cannot be spectrally resolved from the noise, then total stimulus energy is a basis for an optimal detection strategy (Bos and deBoer, 1966) . In this case, signal detection theory becomes an energy detection theory, whereby the listener's performance is limited by the variance of a probability distribution for an internal representation of energy or for some quantity that increases monotonically with increasing energy.
In a typical masking experiment the noise is created by a thermal noise generator. Because the output power of the generator fluctuates, the energy in the stimulus varies from one experimental presentation to the next. If the noise has a Gaussian distribution, then energy detection theory makes a strong prediction for detectability: For a d' of unity the detectable signal energy is approximately equal to the noise power density multiplied by the square root of the product of the noise bandwidth and the stimulus duration. The latter quantities are normally well defined physically, but the values corresponding to the internal representation may be influenced by the critical bandwidth and the auditory integration time. Incorporating these elements of the auditory system into the energy detection model introduces some uncertainty concerning the predictions of the model. However, the sum of the evidence is that the model predicts performance that exceeds the performance of human listeners (Green, 1960; Raab and Goldberg, 1975) . The model can be brought into agreement with experiment by introducing the concept of.an internal noise, statistically independent of the external noise, which adds a further source of variance to the internal distribution (de Boer, 1966; Green and Swets, 1966}. To fit the data usually requires that the internal noise be as large as or several times larger than the external noise (Green, 1964; Raab and Goldberg, 1975; Gilkey, 1981 ).
An alternative kind of masking experiment replaces the thermal noise generator with a source of frozen noise. With frozen noise the masker waveform is the same on each experimental interval, there is no stimulus variance, and detection performance should be limited by internal noise alone.
If internal noise does in fact exceed the external noise, one expects that this replacement should have little effect on detection thresholds. Experimentally it is found that thresholds are actually reduced when frozen noise is used (Pfafflin, 1968) , though the amount of the reduction varies with different noise samples and with the relative phases of the signal (Hanna and Robinson, 1985}. The distinction between external noise and internal noise becomes blurred when stimulus intervals are longer than the auditory integration time. In that case the listener must sample the stimulus. Variations in sampling strategy, which is a form of internal noise, lead to variations in the internal representation of the noise energy, and these depend upon the momentary fluctuations in the stimulus power. In the general ease it may be possible to reduce thresholds further by using non-Gaussian noise in which the fluetu-ations have been reduced. This is not difficult to do. A random telegraph wave, namely, a random sequence of + 1 and --1, is an example of a waveform with zero power fluctuation ( Feth, 1970) . Of course, such a noise has a broad bandwidth. If one tries to control the bandwidth by filtering, then power fluctuations are reintroduced. A noise generated by frequency modulating a tone also has no fluctuation in envelope power. Margolis and Small (1974) 
The second moment (rn = 2) is the average power, which is independent of phases. If all component amplitudes X• are equal to unity, the second moment is 1/2. The odd moments ofx are zero, and the higher even moments describe fluctuations.
A. The waveform fourth moment
The fourth moment of the waveform is a measure of fluctuation that is closely related to the variance in instantaneous power. It is convenient to work with a fourth moment that is normalized by the square of the average power, name-
The variance of the power, as a fraction of Me square of the average power, is equal to W-1. Hartmann (1987) . The quantity W is the basis for the low-noise noise algorithm (Pumplin, 1985) used to calculate noise maskers for the experiments described in Sec. II. sions in this section, which apply to ensemble averages, Eq. (9) applies to any individual waveform. Because the envelope, and in particular its fourth moment, is independent of the band center frequency, the fourth moment of the waveform is also independent of the center frequency, as long as the narrow-band condition is met.
C. The crest factor
The crest factor, or peak factor, is the ratio of the absolute maximum (or minimum, whichever has the larger absolute value) of a waveform to its root-mean-square value. It is a common way to describe fluctuations in engineering applications. In electronic circuits employing junction transistors, hard clipping of the waveform begins at a fixed voltage level. Therefore, the crest factor gives a useful insight to the power which can be transferred without gross distortion.
For the human auditory system, where the onset of distortion is more gradual, it may be a less useful measure. Numerical experiments on the distribution of crest factors for equal-amplitude random-phase noise are summarized in Table I . The crest factor for each waveform was calculated by using a fast Fourier transform (FFT) to determine the approximate location of each local maximum in x(t), followed by a gradient search to obtain its precise value. The largest of the local maxima gives the crest factor. Table I shows that, for narrow bands, the crest factor depends only upon the number of components N and not upon the center frequency. It also shows that the crest factor increases slowly with increasing N. These results can be un- 
II. MASKING EXPERIMENT METHOD
The purpose of the experiment was to determine the contribution which noise power fluctuations make to masking. We asked listeners to detect a 1000-Hz sine tone in the presence of frozen masking noise. We compared detection performance for maskers made with random-phase noise, in which the power fluctuations are often large, with performance for low-noise noise, in which the power fluctuations are nearly zero. Noises NA, NB, WA, and WB were made by adding components with equal amplitudes and with phases chosen by a random number generator (0 to 360 degrees). Noises NL and WL were made by adding components with equal amplitudes and with phases chosen by the low-noise noise algorithm. Table II shows the crest factors and the fourth moments for these noises. In informal listening tests, the low-noise noises could easily be distinguished from the random-phase noises in an A-B comparison. For the former, the loudness fluctuations were less prominent and momentary pitch fluctuations were more prominent. However, the low-noise waveforms did sound "noisy," and not at all like a swept sine? The values of 1.58 and 1.60 for the normalized fourth moments of NL and WL come close to the absolute lower limit, 1.50, for narrow-band signals. Hence, the fluctuation in envelope power was very small ..• + 1 dB.
Masking experiments using frozen noise waveforms, such as ours, generally find that masked thresholds depend upon the starting phase of the sine signal (Dolan et al., 1981; Gilkey et al., 1985) . To study this effect and to eliminate it in our final results we used six different 1000-Hz sine signals, having starting phases which were integral multiples of 60 degrees. For signal number j, the starting phase in degrees was • = 60j (j = 1,2 ..... 6).
B. Procedure
The experiment employed a two-interval forced-choice task, with signal and noise on one interval and noise alone on the other. On each interval of the trial the noise waveform was the same. The noise waveform was also the same on each trial of an experimental run. Intervals were indicated by lights on the response box; the listener pressed the corresponding button on the box to record his decision as to which interval included the signal. Feedback was given after each response on training runs; feedback was not given for data runs.
Each experimental trial consisted of an initial delay (700 ms) and two stimulus intervals, each 490 ms, separated by a gap of 250 ms. The response interval was subject controlled. The noise, present on both intervals, was turned on and off with a raised-cosine envelope of 10-ms duration. The signal, present on one interval, was turned on and off together with the noise, but with a 30-ms raised-cosine envelope. The zeros of the 10-and 30-ms envelopes occurred at the same time. Therefore, the signal envelope was entirely enclosed by the noise envelope.
The experimental paradigm was the staircase procedure described by Levitt ( 1971 ) . After two correct responses the signal level was reduced by 2 dB; after one incorrect response the level was increased by 2 dB. The initial signal level was equal to the noise level, 60 dB SPL. In a given experimental run the subject reversed the direction of the staircase 12 
Appendix D shows how the three free parameters, c, a, and
•o, were chosen to provide the best fit, in a least-squares sense, to the data. Because the average of the sine function over the six phases is zero, the constant c is a best estimate of the threshold for a given noise. Values oft, a, and •o which best fit the masking data are given in Table III . The choice of a sine function to fit the phase dependence of the data cannot be justified except as a simple way to describe the fact that the signal is easier to detect for some phase angles than for others, by using a function that is both smooth and periodic. The phase dependence of the threshold does, however, presumably reflect some form of constructive and destructive interference between signal and noise (Pfaffiin and Mathews, 1966), and one expects that the phase parameter •o for a given noise should be the same for different listeners, as was true for the listeners in the experiments of Hanna and Robinson (1985) . Table III N ----3 ).
An alternative approach is to consider the best-fit phase parameters to be meaningful only if the sine curve gives a good fit to the data, falling within the error bars, as for NA and WB in Fig. 3 but not It is interesting to ask whether the dependence of threshold on signal phase is systematically related to the noise pow-ß er fluctuations. is over five.) The average thresholds for narrow bands (N=NA and NB combined) and for wide bands (/4/= WA and WB combined) are our best estimates for the effect of bandwidth on masked threshold. The spectral density of N was 5 dB greater than that for I4/. The noise power in a critical band filter, 160 Hz wide, was 3 dB greater for N than for W. Therefore, one might have expected a larger average threshold for N than for [V. Table IV, however, shows that this difference was only 0.4 dB. Thresholds for N were larger than thresholds for/4/for five of the six listeners, but the largest difference for any listener was only 1.1 dB. We have no explanation for this null result.
IV. DISCUSSION
The purpose of the masking experiment was to study the effect of noise fluctuations on masking, in particular, the effect of a low-noise noise masker. We consider the cases of narrow-band noise and wideband noise separately. Figure 4 shows that for the narrow-band noises, thresholds are smaller for low-noise noise (NL) than for the noises with appreciable power fluctuations (NA and NB). There is one exception to this rule, listener M, for whom the reverse was true. Listener M, however, was the least successful of the subjects in that, for every noise, his average threshold was higher than that for any other subject. We are inclined to regard the performance of listener M as anomalous. The difference between the random-phase noise thresholds (NA and NB) and the low-noise noise thresholds (NL) averaged over the six subjects was 4.4 dB. This difference is close to the average standard deviation of 4.5 dB. Averaged over five listeners, excluding M, the difference between the randomphase noise threshold and the low-noise noise threshold was 5.5 dB.
For the wideband noises there were three listeners for whom the thresholds for low-noise noise (WL) were less than for random-phase noise (WA and WB), and there were three listeners for whom the reverse was true. The threshold difference between random-phase noise and low-noise noise, averaged over six listeners, was --0.1 dB, a completely negligible difference.
V. CONCLUSION
We performed masking experiments in which the task was to detect a 1000-Hz sine tone in a band of noise. There were two kinds of equal-amplitude noise bands, one made with components having random phases, the other made according to the low-noise noise algorithm. We found that the relative masking efficiency of these two kinds of noise depends upon the noise bandwidth. adding such a pedestal improves signal detectability (Green, 1960) . This analogy, however, is probably misleading. The effect of the pedestal seems to be well explained by the model of Pfafflin and Mathews (1962), and it occurs because adding the pedestal creates a masker which is correlated with the signal. In our experiment, by contrast, the low-noise noise masker is no more correlated with the signal than is the random-phase noise masker.
A better explanation for our experiment is that for stimulus intervals as long as 500 ms, the listeners do not make their responses on the basis of a single observation. Instead they make multiple observations and reach a final decision based on some combination of these observations. In the case of low-noise noise, the energy within any subinterval of the stimulus is very nearly the same as in any other subinterval. In the case of random-phase noise, the energy in different subintervals is different because of the noise power fluctuations. If the signal can be spectrally resolved from the masker then fluctuations where the noise is a minimum might make the signal more salient and, depending upon the combination rule for subinterval observations, might lead to lower detection thresholds. If the signal cannot be spectrally resolved from the masker, as in our experiment, then energy variations among different subintervals must lead to higher detection thresholds. Such a view is consistent with our observations. If this explanation is correct then one would predict that in frozen-noise masking experiments, the difference between thresholds for random-phase noise and low-noise noise should become smaller as the signal duration is de- Table I shows that for narrow bands, the crest factor depends only on the number of components Nand not upon the center frequency. This can be understood as follows:
When the band of frequencies is narrow compared to the mean frequency, the cosine and sine factors in Eq. (B4) vary rapidly compared to factors F and G. Hence, for any given time t there is a domain of nearby values of t over which F and G are essentially constant while the oscillations at the mean frequency execute an entire cycle. The maximum and minimum values over this cycle are q-x/(F 2 -Jr G 2), namely, the envelope values. Hence, in this limit the crest factor is independent of the band center frequency because the envelope is independent of the band center frequency. narrowly distributed about the mean value and that the mean value itself increases only slowly with the number of components N. This can be understood from the following heuristic argument in which we imagine x(t) at different times t to be independent random variables. We consider only the narrow-band case, so that the crest factor is essentially given by the peak value of the envelope. 
because Q is the probability that a single E will be less than z.
Computing moments by numerical integration, we find a 
i.e., the constant term is the average threshold. Minimizing E with respect to amplitude a, and using properties P1 and P2 gives the amplitude 
•Smith et al. (1986) have recently done masking experiments employing
Schroeder's algorithm for minimum crest factor noise. To create a "reasonable" masker they used sine components with a course spacing in frequency so that the repetition rate of the frequency sweep was very rapid, having a period shorter than auditory integration times. 2The distributions of instantaneous values of the waveforms of the randomphase noises and the low-noise noises were also different. These distributions were measured by sampling the electrical signal sent to the headphones at a sample rate of 65 455 Hz and with a 16-bit resolution. The distributions for the random-phase noises were peaked around zero and resembled the normal distribution. The distributions for the low-noise noises NL and WL were bimodal and resembled the distribution for a sine wave except that the discontinuities at the extremes of the sine wave distribution were replaced by tails.
3An estimate of improvement with experience was obtained by comparing
