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We study a reaction diffusion model which describes the formation of patterns on
surfaces having defects. Through this model, the primary goal is to study the growth
process of Ge on Si surface. We consider a two species reaction diffusion process
where the reacting species are assumed to diffuse on the two dimensional surface
with first order interconversion reaction occuring at various defect sites which we
call reaction centers. Two models of defects, namely a ring defect and a point defect
are considered separately. As reaction centers are assumed to be strongly localized
in space, the proposed reaction-diffusion model is found to be exactly solvable.
We use Green’s function method to study the dynamics of reaction diffusion pro-
cesses. Further we explore this model through Monte Carlo (MC) simulations to
study the growth processes in the presence of a large number of defects. The first
passage time statistics has been studied numerically. Copyright 2012 Author(s). This
article is distributed under a Creative Commons Attribution 3.0 Unported License.
[http://dx.doi.org/10.1063/1.4757592]
I. INTRODUCTION
Growth processes on surfaces at nanoscales can show a countless varieties of patterns. Perfectly
ordered geometrical structures, random patterns or both could arise in the growth processes depend-
ing on the experimental conditions. Formation of self-organized nanostructures has been extensively
studied in the past.1 Preferential nucleation of the self-organized nanostructures along step edges,2–4
dislocations5–8 or domain boundaries9, 10 has been observed. It has been observed that for the Ge
adatoms deposited on the Si surface there is a preferential growth at the domain boundaries.11 Also
random clusters are formed at the location of surface defects present inside the domain boundary.
These domain boundaries and surface defects act as traps for the deposited adatoms. We present
here a reaction diffusion model for these growth processes and pattern formation. This work has
been motivated by experimental work on pattern formation in the deposition of Ge on Si(111)-(7
× 7) surfaces11 as well as several other previous investigations.2–10 We note that ours is a case of
reaction-diffusion process in random media.
Reaction diffusion processes in random media has been extensively studied in the past. The
models that are considered consist of diffusion limited reactions of a single species in the presence
of static and moving traps. The traps are the sites where the reactant species get partially or
completely adsorbed. These models have been used to explain various processes such as trapping of
exciton in a crystal at a defect, electron-hole and soliton-antisoliton recombination, chemical binding
of interstitial hydrogen atoms by impurities.12 Various aspects of reaction-diffusion processes in
disordered media such as self-segregation of diffusing particles,13, 14 long time behavior of decay
of particle density,15–17 the kinetics of diffusion limited coalescence and annihilation in random
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media,18–21 have been studied. Recently, the effect of quenched disorder and internal noise on the
transport properties in a reaction diffusion model has been studied for ‘birth-death’ process in a real
world situation.22 Fertile patches called oasis lay randomly in the desert where the population can
multiply by birth process and in the desert the population decays due to death processes. Reaction-
diffusion in disordered systems is also used to model the decay and preservation of marine organic
carbon.23
The model that we study here consists of two species linear reaction diffusion processes in
the presence of reaction centers (surface defects). Our primary interest is to describe the reaction-
diffusion of Ge adatoms on the Si surface. However, this model can be used in cases where the
process is occuring on a two dimensional surface. Reactions take place only in a small neighborhood
of the defects present on the Si surface. Earlier we had reported some results of a two species reaction
diffusion process in the presence of ring defects.24
The organization of this paper is as follows. In section II we describe theoretical models. The
ring and the point models are discussed. Greens function method is used for the solution of our
reaction diffusion equation. In section III we will describe the Monte Carlo simulations and discuss
the numerical results for the point defect model. Time evolution of the growth processes is studied
from the obtained solutions. We will show that this reaction diffusion model shows the pattern
formation that were experimentally reported earlier. Through the MC simulations we investigate the
first passage statistics. The first passage time studied here gives us an estimate of the time a particle
takes from the origin to reach the domain boundary. This provide us the time scale for the growth
process at the domain boundary. The mean first passage time and the first passage time probability
density are calculated numerically. The large time assymptotic is discussed in section IV. Finally
conclusions are drawn in section V.
II. FORMULATION OF THE MODEL
The model consist of the reaction-diffusion processes of two species S and P on a two dimen-
sional flat surface. Here S denotes the Ge adatoms and P denotes the sum total of possible Ge-clusters.
The reaction S  P occurs at the location of the defects present on the surface. We call these defects
as reaction centers. The reaction scheme is chosen here to describe the clusterization process (see
Appendix A). We are considering a sequential clusterization process in this model, however, the
actual clusterization process could be quite complicated. The coupled reaction diffusion equations
are given by
∂t S(r, t) = DsLS(r, t) − K f (r)S(r, t) − K R(r)S(r, t) + Kb P(r, t) + J (r, t),
∂t P(r, t) = DpLP(r, t) − Kb(r)P(r, t) + K f (r)S(r, t), (1)
where S(r, t) and P(r, t) are the concentrations at position r and time t, Ds and Dp are the diffusion
coefficients and K f (r) and Kb(r) are the reaction rates. The reaction rates are given by Kα(r)
= kαδ(r − ρ), for ρ ∈ . The set  denotes the regions on the Si surface where defects are located.
The domain boundary is modelled as a ring of radius R and is given by K R(r) = kRδ(|r| − R)/|r|.
This is no restriction of the proposed model. Any type of boundary can be considered. Then the
model will require a fullscale numerical approach. J (r, t) is an external flux. Equation (1) is subject
to the boundary conditions S(r, t), P(r, t) are finite at the origin and vanishes at infinity. The initial
conditions are S(r, 0) = P(r, 0)=0. Let φ(r, s), ψ(r, s) and ˆJ (r, s) be the Laplace transform of
S(r, t) ,P(r, t) and J (r, t) respectively. From Eq. (1) we have
|φ(s)〉 = G(1)s (s)D−1s (−K f |φ(s)〉 + Kb|ψ(s)〉 + | ˆJ (s)〉),
|ψ(s)〉 = G(0)p D−1p (−Kb|ψ(s)〉 + K f |φ(s)〉). (2)
where 〈 r |φ (s) 〉 = φ (r, s), 〈 r |ψ (s) 〉 = ψ (r, s), 〈 r | ˆJ (s) 〉 = ˆJ (r, s), δ (r − r′) K j (r)
= 〈r|K j |r′〉 for j = f, b, R, 〈r|(s D−1s − L)|φ(s)〉 = (s D−1s − L)φ(r, s) and 〈r|(s D−1p − L)|φ(s)〉
= (s D−1p − L)ψ(r, s).25 The orthogonality and the completeness relations are given as 〈r|r′〉
= δ(r − r′) and ∫ |r〉〈r|dr = 1.25 The operator L is the Laplacian in polar coordinate system.28
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The Green’s function are defined by
G(0)p (s) = [s D−1p − L]−1,
G(0)s (s) = [s D−1s − L]−1,
G(1)s (s) = [s D−1s − L+ D−1s K R]−1. (3)
The domain boundary is a circle of radius R so that we can write KR = |R〉kR〈R| . Expression for
G(1)s (s) can be written in terms of the t-matrix as
G(1)s (s) = G(0)s (s) + G(0)s (s)TR(s)G(0)s (s) (4)
where the t-matrix TR(s)25 is given by
TR(s) = −(D−1s K R − D−1s K RG0s (s)D−1s K R + D−1s K RG0s (s)D−1s K RG0s (s)D−1s K R . . .)
= |R〉(−kR/Ds)〈R|
1 + (kR/Ds)
∫
G(0)s (R, θ |R, θ )dθ
(5)
The Green’s function in the limit kR → ∞ is
G(1)s (s) = G(0)s (s) −
G(0)s (s)|R〉〈R|G(0)s (s)∫
G(0)s (R, θ |R, θ )dθ
(6)
The expressions for G(0)α (s) and G(1)α (s) are given in Appendix B. Equation (4) and (5) can also be
written in terms of Feynman diagrams (see Fig. 10). Using these expression in Eq. (2), |φ(s)〉 and
|ψ(s)〉 can be written in terms of the Green’s functions. The concentraions can then be calculated
by inverse Laplace transformation of |φ(s)〉 and |ψ(s)〉. At the domain boundary the reaction S
→ S ′ takes place at a rate kR which is suffifiently high. This implies that those particles that reaches
the domain boundary get permanently trapped there.
A. The ring model
The reaction centers are modelled as concentric rings with center at the origin. Due to the circular
symmetry we have L = 1
r
d
dr
(
r ddr
)
. The concentrations are given by S(r, t) and P(r, t). The reaction
rates are given by Kα(r ) = kα
∑
ri
δ(r − ri )/r , where index α is f or b and ri denotes the collection
of all random variable uniformly distributed in (0, R). Thus  is defined by the collection of all these
circles. A particle flux J (r, t) is incident normal to the surface. We asume J (r, t) = j0exp(−λr ) to
be exponentially decaying. Here the reaction S  P occurs at the i-th ring and there is diffusion
away from the ring. At the boundary r = R the reaction S → S ′ takes place at a rate kR. The
diffusion constant of S ′ is assumed very low as compared to that of S and P. Let φ(r, s), ψ(r, s)
and ˆJ (r, s) = j0exp(−λr )/s be the Laplace transform of the concentrations S(r, t), P(r, t) and J(r, t)
respectively. We obtain φ(r, s) and ψ(r, s) in terms of the Green’s function G(1)s (r |r ′) and G(0)p (r |r ′).
φ(r, s) =
∑
{ri }
G(1)s (r |ri )ρ1(ri , s) + Q(r, s),
ψ(r, s) =
∑
{ri }
G(0)p (r |ri )ρ2(ri , s),
ρ1(ri , s) = kbDs ψ(ri , s) −
k f
Ds
φ(ri , s),
ρ2(ri , s) = k fDp φ(ri , s) −
kb
Dp
ψ(ri , s). (7)
where Q(r, s) = (2π/Ds)
∫
G(1)s (r |r ′) ˆJ (r ′, s)r ′dr ′. Using Eqs. (3) the Green’s function can be writ-
ten as
G(0)α (r |r ′) =
1
2π
I0(
√
s/Dαr )K0(
√
s/Dαr ′), (8)
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where the index α is s or p and r < r ′. When r > r ′ replace r by r ′ and vice versa in Eq. (8). In
G(0)α (r |r ′) the Laplace variable s has been kept implicit for clarity. It will be explicitly written as
G(0)α (r, r ′, s) whenever required. The presence of the domain boundary KR(r) acts as a defect. So,
we can write the Green’s function in the presence of single defect as
G(1)s (r |r ′) = G(0)s (r |r ′) −
G(0)s (r |R)G(0)s (R|r ′)
G(0)s (R|R)
. (9)
in the limkR → ∞, which makes the domain boundary a perfect sink at r = R. Now, suppose there
are ND number of defects. Setting r = rj for all j = 1, 2, . . . , ND in Eq. (2) we obtain 2ND linear
equations which can be solved to obtain φ(rj, s) and ψ(rj, s) for all j = 1, 2, . . . , ND. From Eq. (7)
S(r, t) and P(r, t) can then be obtained using Inverse Laplace transform. Let us now consider the
case of a single defect. From Eq. (7) we have
φ(r, s) = Q(r, s) − k f
Ds
G(1)s (r |r1)Q(r1, s)
(r1)
, (10)
ψ(r, s) = k f
Dp
G(0)p (r |r1)Q(r1, s)
(r1)
, (11)
where (r1) = 1 + (k f /Ds)G(1)s (r1|r1) + (kb/Dp)G(0)p (r1|r1). We notice from Eq. (10) that, the in-
verse Laplace transform of the first part Q(r, s) gives the solution of the diffusion equation with a
sink at r = R in the presence of external flux. The second part involves a convolution in time the
effect of which is to decrease the concentration near the reaction center. Similarly from Eq. (11) we
can see the converse. For large number of defects φ(r, s) and ψ(r, s) will be too complicated, but
the concentrations will show the same behavior close to the defect centers. We have implemented
the Talbot Inverse Laplace transformation method27 in our numerical computations. In Fig. 2 we
use the domain boundary as the unit circle so that 0 ≤ r ≤ 1(= R). In Fig. 2 we plot the concentrations
S(r, t) and P(r, t) at time t = 1.0 for Ds = 0.1, Dp = 0.01, kf = kp = 0.1. There are four ring defects
with radius randomly chosen in (0, 1). The concentaration for P shows peaks of decreasing heights
at those radii. This happens due to the exponentially decaying incident flux. We will discuss next in
the point model how point defect gives rise to similar peaks. We will see that both models differs
only in their geometrical aspects.
B. The point model
In this model, we consider point reaction centers spread uniformly over the surface. Let ri be
the position of the i-th reaction center where 1 ≤ i ≤ ND and ND is the total number of reaction
centers (see Fig. 1(b)). So we have  = {r1, . . . , rND } the set of position vectors of reaction centers.
The reaction rates are given by Kα(r) = kα
∑n
i=1 δ(r − ri ), where α = f, b. The Laplace transform
of the concentrations S(r, t), P(r, t) are given by
φ(r, θ ) =
∑
(ri ,θi )∈
G(1)s (r, θ |ri , θi )ρ1(ri , θi ) + Q(r, θ ),
ψ(r, θ ) =
∑
(ri ,θi )∈
G(0)p (r, θ |ri , θi )ρ2(ri , θi ),
Q(r, θ ) = 1
s Ds
∫
G(1)s (r, θ |r ′, θ ′)J (r ′, θ ′)r ′dr ′dθ ′,
ρ1(ri , θi ) = −k fDs φ(ri , θi ) +
kb
Ds
ψ(ri , θi ),
ρ2(ri , θi ) = −kbDp ψ(ri , θi ) +
k f
Dp
φ(ri , θi ), (12)
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R
(a) (b)
R
ir ri
FIG. 1. Geometry of the reaction diffusion process (a) the ring model: the largest ring of radius R denotes the domain
boundary, other rings denote the ring defects, (b) the point model: the dots dispersed within the radius R denote the point
defects on the surface.
(a) (b)
FIG. 2. Concentrations (a) S(r, t) and (b) P(r, t) at time t = 1.0 where r = (x, y), Ds = 0.1, Dp = 0.01, kf = 1.0, kp = 0.1
in the presence of four ring defects in 0 ≤ r ≤ 1. Incident flux in exponentially decaying with λ = 1.0.
Here we have r = (r, θ ) and ri = (ri , θi ) as we are using polar coordinate system. The values of
φ(ri, θ i) and ψ(ri, θ i) can be obtained by solving the following linear equations
φi =
ND∑
j=1
(G(1)s )i, j (−k f φ j + kbψ j )/Ds + Qi ,
ψi =
ND∑
j=1
(G(0)p )i, j (−kbψ j + k f φ j )/Dp. (13)
where (G(1)s )i, j = G(1)s (ri , θi |r j , θ j ), φj = φ(rj, θ j), ψ j = ψ(rj, θ j) and Qi = 1/(s Ds)
∫
G(1)s (ri , θ i|r ′,
θ ′)J(r ′, θ ′)r ′dr ′dθ ′ for all i = 1, 2, . . . , ND. Inverting the Eq. (12) and (13) to the time domain will
give us the concentrations S(r, t) and P(r, t).
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(a) (b)
(c) (d)
(e) (f)
FIG. 3. Concentration S(r, t) at time (a) t = 0.01, (c ) t = 0.1, (e) t = 1.0 and concentration P(r, t) at time (b) t = 0.01, (d) t
= 0.1, (f) t = 1.0 for Ds = 1.0 and Dp = 0.1.
III. SIMULATIONS AND NUMERICAL RESULTS
We saw earlier that the solution S(r, t), P(r, t) can be calculated by using the Green’s functions.
However for a large number of defects it becomes difficult to evaluate it numerically. We explore
numerically the results we have obtained in Eq. (12) for a small number of defect ND = 8. In our
computations we have implimented the fixed Talbot method for inverse Laplace transformations.27
For large number of defects we have studied the system by Monte Carlo simulations. For our
numerical computations we have scaled all relevant parameters of the model by the radius of the
domain boundary R i.e. Dα → τDα/R2, kα → τkα where the index α is s or p, τ = R2/Ds is the unit
of time. The values of plots are obtained by setting flux τ j0 → 1. The parameter λ is taken as 1/R
with the assumption that the flux of particles falls off appreciably outside the domain boundary. In
the plots in Fig. 3 we show the time evolution of the diffusion process. The following parameters,
Ds = 1.0, Dp = 0.1, kf = 0.1 and kb = 0.01 were used. At t = 0.01 (Fig. 3(a) and 3(b)) one can find
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(d)
(a) (b)
(c)
FIG. 4. Concentrations S(r, t) and P(r, t): (a,b) for Ds 	 Dp at t = 1.0, (c,d) for Ds 
 Dp at t = 1.0.
that the reaction has just begun and thus the concentartions of P around the reaction centers can be
seen. As we advance ahead in time the concentration of P becomes more prominent and the space
between the reaction centers starts filling up due to the diffusion of P. Concentration of S show
dips at the locations where the concentration of P peaks. We further note that peaks of P appearing
nearer to the origin are higher than those closer to the periphery. This happens as we have chosen an
exponentially decaying flux. Asymptotic results were obtained for the following set of parameters
Ds 	 Dp with kf = kb = 0.1 and time t = 1.0. Figure 4(a) and 4(b) shows the case for Ds 	 Dp. In
this case the S species diffuses very fast compared to the P species. Consequently the concentration
plot of S shows the expected smoothness. For the opposite case (i.e., Ds 
 Dp) we note that (Fig. 4(c)
and 4(d)) there are deep hole-like structures in S concentration plot. This means that more number
of particles have undergone reactions near the reaction centers as this should be the case for Ds

 Dp. Similarly, if we vary the reaction rate constants we find that the peaks of P grow and dips
appear in S with increasing kf, the rate constant for the conversion of S to P. The concentrations of S
and P for t = 1.0, (kf, kb) = (0.1, 0.1), (0.5, 0.1), (0.1, 0.5) and Ds = Dp = 1.0 are plotted in Fig. 5.
For a large number of reaction centers we performed Monte Carlo simulations to study the
reaction diffusion process. We have used the stochastic simulation algorithm.29 Reaction centers are
uniformly distributed inside the circular domain of radius R. Each reaction center is a circular disk
of radius a 
 R centered at ri , i = 1, 2, . . . ND where the reaction S  P take place with rate kα , α
= f, b. Outside the circular region there is no reaction. Note that in this numerical approach we allow
a definite area for the reaction center. The species S and P freely diffuse with diffusion constant
Ds and Dp respectively. Whenever a particle of type S reaches the domain boundary |r| = R the
reaction S → S1 occur with probability 1. This makes it a perfect sink (i.e. limit kR → ∞). We have
taken a constant flux rate J. A snapshot of the simulation with ND = 150 is shown in Fig. 6. The
following parameters were used Ds = 1.0, Dp = 0.01, DS1 = 0.001, k f = 1.0, kb = 0.1. The plot
shows the density of particles at 5 × 104 Monte Carlo steps. One MC step consist of one diffusive
step of each particle on the surface followed by the corresponding reaction step which occurs at rate
kf or kb depending on the type of particle.
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(a) (d)
(b) (e)
(c) (f)
FIG. 5. Concentrations of S(r) (a, b, c) and P(r) (d, e, f): (a, d) kf = 0.1, kb = 0.1, t = 1.0; (b, e) kf = 0.1, kb = 0.5, t = 1.0;
(c, f) kf = 0.5, kb = 0.1, t = 1.0.
We have further studied the first passage time statistics of the reaction diffusion process. Starting
from the origin at time t = 0 a particle of type S undergoes reactions along its path. The diffusion
coefficient at a time t depends on whether it is of type S or P. The first passage time is defined as
the time required for the particle to reach the domain boundary at R irrespective of its type when it
reaches the domain boundary. From our MC simulations we have found that for a fixed ND the mean
first passage time is correlated to the number of reactions the particle undergoes during the entire
path. We calculated the mean first passage time and the mean number of reactions as a function of
kb for different values of Dp. The mean first passage time 〈τ f〉 is found to be a strictly decreasing
function of kb. We found that 〈τ f〉 ∼ c1/(kb + c2) where c1 and c2 are positive constants that depends
on Dp. To the best of our knowledge it is a new result.
Let us assume that the probability density of first passage time P(τ f) = p(τ f)exp (−Aτ f) where
p(τ f) is a positive polynomial and A > 0 is a constant. For small values of Dp we have 〈τ f〉 ∼ c1/kb
(see Fig. 7(a) for Dp < 0.5). We can assume p(τ f) linear which leads to P(τ f) = A2τ fexp (−Aτ f)
where A depends on Dp. This probability density agrees quite well with the results obtained from
the MC simulations. The mean first passage time then gives A = 2kb/c1. In Fig. 8 we plotted the
probability density P(τ f) for Dp = 0.1 and kb = 0.1, 0.25, 0.5 along with the densities obtained from
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(c)(b)(a)
FIG. 6. Snapshots of concentrations: (a) S, (b) P and (c) S1 obtained from MC simulaion after 5 × 104 MC steps.
(b)(a)
FIG. 7. (a) Mean first passage time and (b) mean number of reaction as a function of kb. Black lines in (a) is P(τ f) that are
fit to the MC results(points).Ds = 1, kf = 1.
the MC simulations. For small values of Dp we found that the function P(τ f) fit very well with the
MC results.
IV. ASYMPTOTIC LARGE TIME LIMIT
Consider the ring model with one ring defect. The Green’s function in Eq. (10) and (11) when
expanded in Taylor series near s = 0 can be written as
G(1)s (r |r ′)  −
1
2π
(
1 + sr
2
4Ds
)(
1 + sr
′2
4Ds
)
ln(r ′/R) + . . . ,
G(0)p (r |r ′)  −
1
2π
(
1 + sr
2
4Ds
)(
1 + sr
′2
4Ds
)(
ln
s1/2r ′
2D1/2s
+ γ
)
+ . . . ,
where r < r ′. For r > r ′ replace r by r ′ and vice versa. For kf/Ds 
 1 and kb/Dp 
 1 denominator
can be approximated as unity. Using the above expressions we have Q(r, s) ∼ s−1 so that Q(r, t) in
the long time asymptotic limit becomes
Q∗(r )  − j0
Dsλ2
{Ei(−λR) − Ei(−λr ) + e−λr − eλR + ln(r/R)} (14)
The concentration S(r, t) and P(r, t) in the asymptotic limit t → ∞26 can be written as
S(r )  Q∗(r ) + k f
2π Ds
Q∗(r1)F1(r ),
P(r )  −kb
2π Dp
Q∗(r1)F2(r ), (15)
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FIG. 8. Comparison of probability densities obtained from MC simulations(thin colored lines) with P(τ f) (thick solid lines).
Ds = 1, Dp = 0.1, kf = 1.0.
SnSn−1 Sn+1
kn
k−nk−(n−1)
kn−1
S
S
S
S
FIG. 9. Reaction scheme.
where
F1(r ) =
{
ln r1R if r ≤ r1,
ln rR if r > r1.
F2(r ) =
{
γ − 12 ln
4DpCt
r21
− r8Dpt if r ≤ r1,
γ − 12 ln
4DpCt
r2
− r18Dpt if r > r1.
(16)
and γ = ln C = 0.5772. . . . The function Q*(r) is a monotonically decreasing function with maximum
at the origin r → 0 and zero at the domain boundary r = R. From the expression obtained in
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TR(s) =
= − + −
+ − . . .
=
−
1+
∫
G(0)s (R, θ, R, θ)dθ =
= +
kR/Ds =
(r, θ) (r , θ )
G(1)s (r, θ|r , θ ) =
(r, θ) (r , θ )
, G(0)s (r, θ|r , θ ) =
FIG. 10. Green’s function G(1)s (r, θ |r ′, θ ′) expressed in Feynman diagrams.
Eq. (15) and (16) we find that in the presence of a single ring defect the concentration S(r) and P(r)
varies logarithmically as one move away from the ring defect.
V. CONCLUSION
We have presented here a simple model which captures the essential features of reaction-
diffusion processes on surfaces having defects. The solution to the problem was obtained by the
method of Green’s functions. The reaction part of the equation was used as perturbation which was
found to be exactly summable. The model describes qualitatively the observed features of pattern
formation in Ge clustering on clean Si(111)-(7 × 7) and oxidized Si(111)-(7 × 7) surfaces. First we
had shown the formation of patterns in the ring model with four ring defects. The point model was
discussed in detail. The time evolution of the reaction diffusion process was explored numerically
from the solutions obtained for a case of eight defects distributed uniformly inside the domain. We
used further MC simulations to study the point model case for a large number of defects. The first
passage time statistics was also studied and obtained empirically the first passage time probability
density. These models presented here are real time analysis of the deposition-diffusion-reaction
process. It would be very interesting if a thorough time analysis of the formation of patterns is
carried out experimentally in future. Finally we note that in this model the product P describes
n-mers, n = 2, 3, . . . we assume that all n-mers have the same diffusion coefficient. However, we
believe, this assumption does not seriously affect the result obtained here. In earlier studies on fractal
patterns formed in diffusion limited cluster aggregation, the fractal pattern and the fractal dimension
were found to be practically the same for the two cases where (i) all clusters have been assumed
to have the same diffusion coefficient and (ii) diffusion coefficient was assumed to be inversely
proportional to the cluster mass.30 Definitely, there will be some optimum size of the cluster with
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dispersion. So, an improved model must include a sequence of reactions forming clusters. These
reactions will also be nonlinear functions of concentration. There will be a dispersion in the diffusion
constant of the clusters. Various finer aspects including the effect of geometry of the diffusing surface
will be adressed in our future works.
APPENDIX A: DERIVATION OF THE KINETIC EQUATIONS
We denote by Sn a cluster of n = 2, 3, . . . , N Ge atoms. Various possible one step reactions may
occur at a reaction center in which cluster of size n could break to form a cluster of size n − 1 or an
adatom S could coalesce to form a cluster of size n + 1 (see Fig. 9). The rate equation are given by
d Sn
dt
= −(k−(n−1) + kn S)Sn
+(kn−1SSn−1 + kn Sn+1), (A1)
d SN
dt
= kN−1SSN−1 − k−(N−1)SN , (A2)
where 2 ≤ n ≤ N − 1.
d
dt
N∑
n=2
Sn = (k1S)S − k−1S2. (A3)
We now make the following assumptions (i) All clusters, S2 to SN have comparable diffusion
coefficients. So, in the first approximation, these can be taken equal. (ii) If P = ∑Nn=2 Sn , we
assume that formation of larger clusters at the reaction centers is a very slow process and P is
dominated by S2. So, we replace S2 by
∑N
n=2 Sn . This need arises for two conciderations. Firstly we
have no knowledge of N, though it will not be very large. Secondly, since we want a minimal model
which is able to capture the basic physics, we make this approximation to close the equation. So,
the assumption is made that the clusters are predominantly of two Ge-atoms. (iii) Even though the
formation process is a second order rate process in S, we replace k1S by kf which we call intrinsic
clusterization rate of each available reaction center. The rate k−1 is redefined as kb.
Albeit the assumptions incorporated in our model for cluster formation on Si surfaces, appears
too simplistic, we are strongly of the opinion that inclusion of all the processes in the clusterization
will not significantly change the overall result. On the other hand as we are solving this problem
numerically, inclusion of all possible processes of clusterization will increase the time and cost
significantly without gaining much in physics. We consider in a separate analysis a reaction scheme
in which the cluster formation is second order in substrate S.
APPENDIX B: GREEN’S FUNCTIONS
The Green’s function appearing in Eq. (3) are given by
G(1)s (r, θ |r ′, θ ′) =
∞∑
n=0
(
gn(r |r ′) − gn(r |R)gn(R|r
′)
gn(R|R)
)
cos(n(θ − θ ′)),
G(0)p (r, θ |r ′, θ ′) =
∞∑
n=0
hn(r |r ′) cos(n(θ − θ ′)), (B1)
where gn(r |r ′) =
{
n In(
√
s/Dsr )Kn(
√
s/Dsr ′) if r ≤ r ′,
n In(
√
s/Dsr ′)Kn(
√
s/Dsr ) if r > r ′.
(B2)
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hn(r |r ′) =
{
n In(
√
s/Dpr )Kn(
√
s/Dpr ′) if r ≤ r ′,
n In(
√
s/Dpr ′)Kn(
√
s/Dpr ) if r > r ′.
(B3)
with 0 = 1 and n = 2 for all n = 1, 2. . . .
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