In this paper, we generalize some of the results of [8] . Furthermore, we take a closer look at strongly simple algebras, which are introduced in [8] .
1 Introduction [8] is entitled 'Mathieu subspaces over associative algebras', in which the author W. Zhao introduces what the title expresses. The title of this paper has the words 'Some remarks on' in front, and can be seen as some remarks on the subject of [8] , as well as some remarks on [8] itself. Let us first repeat the definition of Mathieu subspaces as formulated in [8] . In proposition 1.2 below, we will see that we get the same definition if we replace the single occurence of 'm ≥ 1' (before the enumeration) by 'm 0'. Conversely, if we replace every occurence of 'm 0' by 'm ≥ 1' in the above definition, then the cases "pre-two-sided" and "two-sided" coincide and we get the definition of an R-ideal of an R-algebra, or just the definition of an ideal of a ring since every ring is an associative Z-algebra. Thus the concept of Mathieu subspaces is a generalization of that of ideals.
The definition of Mathieu subspace by Zhao was inspired by the following conjecture of O. Mathieu in [4] .
Mathieu Conjecture. Let G be a compact Lie group with Haar measure σ, and f a complex-valued G-finite function on G such that G f m dσ = 0 for all m ≥ 1. Then for each G-finite function g on G, we have that G gf m dσ = 0, for all m 0.
This conjecture has been proved for the abelian case by Duistermaat and van der Kallen in [1] , and can be reformulated in terms of Mathieu subspaces, as follows.
Mathieu Conjecture. Let G be a compact Lie group with Haar measure σ, and A be the C-algebra of G-finite functions on G. Then the C-subspace of A consisting of functions whose integral over G with respect to σ is zero, is a Mathieu subspace of A.
The Mathieu Conjecture resembles [5, Conjecture 7 .1] below by Zhao in both its structure and the fact that it implies the Jacobian conjecture.
Vanishing Conjecture. Let P be a homogeneous polynomial in n variables over C. If ∆ m (P m ) = 0 for all positive m, then ∆ m (P m+1 ) = 0, for all m large enough, where ∆ is the Laplace operator.
Inspired by the Mathieu Conjecture, the authors found the following even more resembling equivalent formulation of the Vanishing Conjecture in [3, Th. 1.5].
Vanishing Conjecture. Let P be a homogeneous polynomial in n variables over C. If ∆ m (P m ) = 0 for all positive m, then ∆ m (QP m ) = 0, for all m large enough and all polynomials Q in n variables over C, where ∆ is the Laplace operator.
Later on, Zhao dropped the homogeneity condition on the polynomial P in [6] , and replaced the Laplace operator by any differential operator with constant coefficients, which resulted in:
Generalized Vanishing Conjecture. Let Λ be any differential operator with constant coefficients. If P is a polynomial over C such that Λ m (P m ) = 0 for all positive m, then for any polynomial Q over C we have that Λ m (QP m ) = 0, for all sufficiently large m.
Other related conjectures are the Image Conjecture and the Dixmier Conjecture, which is actually equivalent to the Jacobian conjecture, see [8] and e.g. [7] , [2] , and the references in all these papers.
Define the radical r(M ) = √ M of M as the set {a ∈ A | a m ∈ M for all m 0}, where A is the associative algebra at hand. The following proposition in [8] shows that the condition a m ∈ M for all m ≥ 1 in definition 1.1 can be replaced by a m ∈ M for all m 0.
. Let M be an R-subspace (R-submodule) of an associative R-algebra A. Then M is a ϑ-Mathieu subspace of A, if and only if the following property holds for all a ∈ r(M ) and all b, c ∈ A:
If the R-subspace M is an ideal of A, then r(M ) is the usual radical ideal of M , but r(M ) is not an ideal in general. r(M ) does not even need to be a vector space over R when R is a field. The radical of M plays a crucial role in the theory of Mathieu subspaces, and one can formulate the definition of Mathieu subspace entirely in terms of radicals, see [8, Lemma 2.3] . In order to avoid distinguishing cases of ϑ, we define a 'constraint' C ϑ (b, c) as follows. Definition 1.3. Let ϑ be any of the four types of Mathieu subspace and set
From definitions 1.1 and 1.3 and proposition 1.2, we obtain the following. ii) for all a ∈ r(M ) and all b, c ∈ A such that C ϑ (b, c), we have ba m c ∈ M when m 0.
In the proof of [8, Prop. 2.7] , only the case ϑ = "left" is done, since the other cases are similar. This can be made precise using C ϑ (b, c), as is done in the proof of the following reformulation of [8, Prop. 2.7] (without the condition that V is an R-space). Proof. The 'only if'-part follows from [8, Prop. 2.5], so assume that
2 Co-integral elements in the radicals of arbitrary subspaces
The concept of co-integrality coincides with that of integrality when R is a field, but for general R, the concept of co-integrality is more useful in this context. Furthermore, a is co-integral over R, if and only if a −1 is integral over R, provided a −1 exists. If a is co-integral over R and a −1 / ∈ A, then one can show that a is a zero divisor in R[a]: take V = R[a] in proposition 2.7 v) later in this section.
In this section, we extend results of the end of section 2 and of section 3 in [8] , mainly by generalizing from fields to commutative rings, replacing 'integral' by 'co-integral'. We only give proofs when those of the original results are not sufficient. Additionally, we change the order and setup on some points. Definition 2.1. Define r (V ) := {a ∈ r(V ) | a is co-integral over R}. Let (a) ϑ be the ϑ-ideal generated by a when ϑ = "pre-two-sided", and (a) "pre-two-sided" = Aa + aA be the sum of the left and right ideals generated by a.
In [8] , the definition of r (V ) is different because 'integral' is used instead of 'co-integral'. This difference is because of the reason mentioned above. 
, and multiplication with ba
Theorem 2.3 (following [8, Th. 3 .9] more or less). Let A be an R-algebra and
Since a ∈ r(M ) and M is a ϑ-Mathieu subspace of A, we obtain by ii) of proposition 1.4 that ba m c ∈ V for all m 0. Since a ∈ r (M ), there exists an
. By lemma 2.2 above, we obtain ba m c ∈ M for m = N . Since b, c ∈ A such that C ϑ (b, c) were arbitrary, the desired result follows from definition 2.1. Proof. The backward implication follows immediately from the definitions of r(M ) and (a N ) ϑ . So assume a ∈ r(M ). Since r(M ) ∩ r (A) = r (M ), we have a ∈ r (M ). Hence the desired result follows from theorem 2.3 above.
Idempotents of arbitrary subspaces
Call a a semi-idempotent if a ∈ Ra 2 , a quasi-idempotent if a ∈ R * a 2 , and an idempotent if a = a 2 . Here, R * denotes the set of units of R. The first of the the above three definitions does not appear in [8] . The other two are taken from [8] .
Lemma 2.5 (following [8, Lm. 2.9] more or less). Let a be a nonzero semiidempotent of A and V be an R-subspace of A. Then
and a is an idempotent, then a = 1.
Proof.
i) Since a ∈ Ra 2 , we can write a = ra 2 with r ∈ R. Thus if a m = 0, then
If additionally a is an idempotent, then r = 1 and a = (1 · 1)
. Hence the desired result follows from theorem 2.3 with N = 1.
, we can express t m as an R-linear combination of higher powers of t modulo h(t). Doing this for m = 0, 1, 2, . . . , N −1, we get
. The rest of the proof is similar to that of [8, Lm.3.3] .
such that the following three statements hold.
Additionally, we have 
, there exists a polynomial f (t) ∈ R[t] of the form of lemma 2.6 (with the same N ) such that f (a) = 0. Take p(t) as in lemma 2.6. By lemma 2.6, p(t) ∈ t N R[t], and ii) and iii) follow. From lemma 2.2 with
, then we can cancel a N everywhere in iii), which gives p(a) = 1. Since units are not zero divisors, it remains to show that a is a unit in case p(a) = 1. Hence assume p(a) = 1. If
, which leads to a | 1 as well, as desired. 2) Every zero divisor of r (V ) is nilpotent.
3) V contains no non-trivial idempotents.
1) ⇒ 2)
This follows from the fact that zero divisors are non-units.
2) ⇒ 3) Assume V contains a nontrivial idempotent e. Then by lemma 2.5 i), e is a zero divisor, but not nilpotent. This gives the desired result.
3) ⇒ 1) Assume a ∈ r (V ) is a non-unit, but not nilpotent. By proposition 2.7, R[a] contains a nontrivial idempotent p(a). This gives the desired result.
If we take V = A = r(A) in the above theorem (just as in [8] ), we obtain the following.
Corollary 2.9 (following [8, Cor. 3.6] more or less). For every R-algebra A, the following statements are equivalent.
1) Every non-unit of r (A) is nilpotent.
2) Every zero divisor of r (A) is nilpotent.
3) A contains no non-trivial idempotents.
Lemma 2.10 (same as [8, Lm. 3.7] ). Let A be an R-algebra. Then for the following three statements:
1) every non-unit of A is nilpotent;
2) A is a local R-algebra;
3) A contains no non-trivial idempotents;
we have 1) ⇒ 2) ⇒ 3).
Proof (somewhat more direct than the original proof ).
−1 a is nilpotent, and similarly (a + b)
Contradiction, thus ac and similarly also cb is nilpotent. Hence the nilpotent elements of A form an ideal and 2) follows.
2) ⇒ 3) Assume A is local and A has a nontrivial idempotent e. Then e(1 − e) = 0 = (1 − e)e, where both e and 1 − e are nonzero because e is non-trivial. Since A is local, we have that one of e and 1 − e is a unit. This is however impossible since both e and (1 − e) are zero divisors. Contradiction, so e is a trivial idempotent.
Quasi-stable algebras
The following definition appears at the beginning of section 7 in [8] , which has the same title as this subsection.
Definition 2.11. Let A be an associative R-algebra. We say that A is ϑ-quasistable (or ϑ-stable), if every R-subspace V of A with 1 ∈ V is a ϑ-Mathieu subspace of A (or a ϑ-ideal of A respectively).
If we combine lemma 2.10 with 3) ⇒ 2) of corollary 2.9 (just as in [8] ), then we get the first assertion in the following.
Corollary 2.12 (following [8, Cor. 3.8] ). For every R-algebra A with r (A) = A, the three statements in lemma 2.10 are equivalent. Furthermore, A is (twosided) quasi-stable over R in case any of these three statements is fulfilled.
Proof. Let V be an R-subspace of A such that 1 ∈ V . It suffices to show that r(V ) ⊆ r( (0)). So assume a ∈ r(V ) such that a ∈ r((0)). Then a is invertible over R. Hence a m ∈ V for all m ∈ Z by lemma 2.2. This contradicts 1 ∈ V , thus a ∈ r((0)).
Notice that an invertible element a ∈ A is co-integral (or integral) over R, if and only Proof. Let V be an R-subspace of A such that 1 ∈ V . It suffices to show that r(V ) ⊆ r((0)). So assume a ∈ r(V ) such that a ∈ r((0)). Then a is invertible and hence 1 ∈ aR[a] + a −1 R[a −1 ]. Say that 1 = f (a) where f (z) is a Laurant polynomial without constant term. Letf (z) be the Laurant polynomial consisting of the terms r i z i of f such that r i · 1 is not nilpotent. Thenf has no constant term either. Furthermore, 1 = f (a) implies thatf = 0.
Since the nilpotent elements of A form an ideal (see 1) ⇒ 2) in the proof of lemma 2.10), we have
for some k ∈ N. Since every nonzero coefficient off is invertible, the leading and lowest degree nonzero coefficients off (u)
i − 1 are invertible as well. Hence a is both integral and co-integral over R. Thus r (A) = A and by corollary 2.12, A is two-sided quasi-stable over R.
For more results about quasi-stable algebras, see section 7 of [8] .
Localization of the base ring
We end this section with some results about (co-)integrality and localization of the base ring. The proof of the first results below, results about co-integrality localization of the base ring, is left as an exercise to the reader. Proposition 2.14. Assume A is an associative R-algebra, and S 1 is a multiplicatively closed subset of R. i) If a ∈ A is co-integral over R and rb = a for some r ∈ R and a b ∈ A, then b is co-integral over R as well.
ii) If a ∈ A is algebraic over R, then there exists a nonzero r ∈ R and an N ∈ N such that ra
iii) If a ∈ A is co-integral over R, then for all s, s ∈ S, s −1 a is co-integral over R and s −1 s a is co-integral over S −1 R.
A is co-integral over S −1 R, then there exists an s ∈ S such that s −1 b is co-integral over R. Furthermore, and s −1 s b is co-integral over
Although co-integrality seems a more useful concept than integrality in this context, iv) of the next theorem is about integrality and localization of the base ring.
Theorem 2.15. Assume A is an associative R-algebra, and S 1 is a multiplicatively closed subset of R. Write φ : A → S −1 A for the localization map.
is a ϑ-Mathieu subspace over R of A, such that for each a ∈ S −1 A such that a m ∈ S −1 V for all m ≥ 1, there exists an s ∈ S such that sa is integral over R (not necessary cointegral). Then S −1 M is a ϑ-Mathieu subspace over S −1 R of S −1 A.
Proof.
i) This follows from the trivial fact that an S −1 R-subspace is also an Rsubspace. Hence it follows from i) of proposition 1.4 that it suffices to show that there exists an s ∈ S, such that (sa)
By assumption, there exists an s ∈ S, and a monic f ∈ R[t], say of degree
Strong Mathieu subspaces
In this section, we generalize results of section 4 of [8] , which is entitled 'Mathieu subspaces with algebraic radicals'. Hence you might expect a section about Mathieu subspaces with co-integral radicals, but it appears that such Mathieu subspaces are so-called strong Mathieu subspaces, see proposition 3.8 below.
Definition 3.1. Let M be an R-subspace (R-submodule) of an associative Ralgebra A. Then we call M a strong ϑ-Mathieu subspace of A if for all a ∈ A such that a m ∈ M for all m ≥ 1, there exists an N ∈ N such that (a N ) ϑ ⊆ M . Proof. In order to prove the forward implication, assume that M is a strong ϑ-Mathieu subspace of A and a ∈ r(M ). Then there exists a k ∈ N such that
This gives the forward implication.
Since a m ∈ M for all m ≥ 1 implies a ∈ r(M ), the backward implication follows as well. 
Definitions of G ϑ (A) and E ϑ (A)
In [8] , G(A) is defined as the set of all K-subspaces V of A such that r (V ) = r(V ), where K = R is a field. An equivalent definition would be the set of all K-subspaces V of A such that every a ∈ r(V ) is a K-linear combination of elements a i ∈ r (V ). But this equivalence no longer holds when K is replaced by a ring R which is not a field. For that purpose, we assume that the elements a i ∈ r (V ) that generate a are contained in a subalgebra B with some friendly property with respect to these a i 's. Since B = R[a] will satisfy this property with respect to a i = a, the situation of [8] will be covered by taking B = K[a].
To increase the generality even further, we assume that a is a B-linear combination of the a i ∈ r (V )∩B instead of an R-linear one, i.e. there are
Definition 3.6. Let A be an associative R-algebra, and B an R-subalgebra. If ϑ = "pre-two-sided", then for any a ∈ A, we say that B is ϑ-friendly with respect to a if for each N ∈ N, there exists an m ∈ N such that
For any a ∈ A, we say that an R-subalgebra B of A is "pre-two-sided"-friendly with respect to a if B is both "left"-friendly and "right"-friendly with respect to a, which means that for each N ∈ N, there exists an m ∈ N such that
Let G ϑ (A) denote the set of all R-subspaces V of A such that each element a of r(V ) is a B-linear combination of elements of r (V ) ∩ B, with respect to which B is ϑ-friendly, for some R-subalgebra B of A (depending on a).
In case A is commutative, then B = A suffice, and we define G(A) as the set of all R-subspaces V of A such that each element of r(V ) is contained in the ideal (r (V )).
Let E ϑ (A) and E(A) denote the subset of ϑ-Mathieu subspaces of G ϑ (A) and G(A), respectively. Lemma 3.7. Assume V ∈ G ϑ (A) and for all a ∈ r (V ), we have (a N ) ϑ ∈ V for some N ∈ N. Then V is a strong ϑ-Mathieu subspace of A.
Proof. Since the case ϑ = "pre-two-sided" follows from the cases ϑ = "left" and ϑ = "right", we may assume that ϑ = "pre-two-sided".
Let a ∈ r(V ). By definition of G ϑ (A), there are a i ∈ r (A)∩B and
and for each i ≤ k, B is ϑ-friendly with respect to a i . By assumption, there exists
Using that a i ∈ B as well as b ij ,b ij ∈ B for each i, j, we obtain by expansion of
On account of ϑ = "pre-two-sided", we have
Since a ∈ r(A) was arbitrary, the desired result follows.
On account of theorem 2.3, the assumptions on M in lemma 3.7 are weaker than M ∈ E ϑ (A), which gives the following. 3.2 Characterization of M ∈ E ϑ (A) in terms of idempotents
and only if for every idempotent e ∈ V , we have (e) ϑ ⊆ V .
Proof. The forward implication follows from iii) of lemma 2.5. In order to prove the backward implication, assume that (e) ϑ ⊆ V for every idempotent e ∈ V . We must prove that V is a strong ϑ-Mathieu subspace of A.
On account of lemma 3.7, we only need to show that for all a ∈ r (V ), we have (a N ) ϑ ⊆ V for some N ∈ N. Hence assume that a ∈ r (V ). Then there exists Just as in [8] , let I ϑ,V denote the largest ϑ-ideal of A which is contained in V in case ϑ = "pre-two-sided", and I "pre-two-sided",V := I "left",V + I "right",V Proof. Since R · 1 is integrally closed in A and all idempotents of A are integral over R · 1, we see that all idempotents of A must lie inside R · 1 ⊆ A. But, on the other hand, we see by lemma 2.10 (with A = R · 1) that all idempotents of R · 1 are trivial.
Furthermore, since 1 / ∈ V , we see that V does not contain any nonzero idempotent. Thus by corollary 3.10, V is a ϑ-Mathieu subspace of A.
Let a pre-two-sided ideal be the same as a (two-sided) ideal. Thus (a) ϑ is not necessary a ϑ-ideal when ϑ = "pre-two-sided". 2) Ra is a strong ϑ-Mathieu subspace of A;
3) Ra is a ϑ-Mathieu subspace of A; 4) Ra is a ϑ-ideal of A or a is not a quasi-idempotent of A;
Proof. Since 2) ⇒ 3) has been proved earlier, two implications remain. 3) ⇒ 4) Assume that 3) holds, i.e. Ra is a ϑ-Mathieu subspace of A. If a is not a quasi-idempotent of A, then 4) holds as well and we are done, so assume that a is a quasi-idempotent of A. Then a = ra 2 for some r ∈ R * , whence ra = (ra) 2 is an idempotent. By theorem 3.9, we have (a) ϑ = r −1 · (ra) ϑ ⊆ Ra. Since (a) ϑ ⊇ Ra, we have (a) ϑ = Ra.
Thus statement 4) holds in case ϑ = "pre-two-sided". In case ϑ = "pre-two-sided", statement 4) follows as well, because AaA ⊆ A(aA + Aa) = ARa ⊆ aA + Aa = Ra and Ra + Ra = Ra. (1) M is a strong ϑ-Mathieu subspace of A,
Proof. Since (1) ⇒ (2) follows from lemma 3.15, we assume (2) to show (1) ⇐ (2). Take a ∈ r(M ) arbitrary. Then a ∈ r(I ϑ,M ) and there exists an N ∈ N such that (a N ) ϑ ⊆ I ϑ,M ⊆ M . Since a was arbitrary, we have (1). Next assume that M is a strong ϑ-Mathieu subspace of A, and suppose that V is an R-subspace of A such that I ϑ,M ⊆ V ⊆ M . Then I ϑ,M = I ϑ,V ⊆ V ⊆ M and by (1) ⇒ (2), r(I ϑ,M ) = r(I ϑ,V ) = r(V ) = r(M ). Hence r(V ) = r(I ϑ,M ) and by (2) ⇒ (1) with V instead of M , we obtain that V is a ϑ-strong Mathieu subspace of A. 
Strongly simple algebras
Our starting point is the following theorem, which is the main theorem of section 6 of [8] .
Theorem 4.1 (following [8, Th. 6.2] ). Assume R is a nontrivial commutative ring and A a nontrivial R-algebra such that A has no proper nonzero ϑ-Mathieu subspaces. Then R is an integral domain and A is isomorphic to the field of fractions of R.
The following definition appears at the beginning of section 6 in [8] , which has the same title as this section. The above theorem says that variants of the below definition with ϑ = "two-sided" are unnecessary, since A is a field regardless of what ϑ is. Definition 4.2. Let R be a commutative ring and A an R-algebra. We say that A is strongly simple if A has no proper nonzero Mathieu subspaces over R.
Since strongly simple algebras can only have integral domains as base rings and are fraction fields of them, we restrict to integral domains R with fraction field A = K from now on.
In an earlier version of [8] , the author conjectured that the only strongly simple algebras would be fields over theirselves. But this is not true. The main result of this section is the following. 1) R is anti-Archimedian, i.e. every nonzero r ∈ R is anti-Archimedian;
2) K is strongly simple over R;
3) R does not have a prime ideal of height one; we have 1) ⇒ 2) ⇒ 3).
1) ⇒ 2)
Since every nonzero Mathieu subspace of K over R contains a nonzero element of R (the numerator), the desired result follows from ii) of theorem 4.3. 5) The value group G of D has an element g such that for all h ∈ G, there exists an n ∈ N such that ng > h.
Proof. Let p be a prime ideal of height one of D. Assume that p is not a Mathieu subspace of K over D, say that a ∈ p and b ∈ K such that a n+1 b / ∈ p for infinitely many n ∈ N. Write b = t/d with t, d ∈ D. Since ta ∈ p, we have a n /d / ∈ D for infinitely many n ∈ N. Thus v(d) > v(a n ) = n v(a) for infinitely many n ∈ N.
Hence the ideal q of D consisting of elements c such that v(c) > nv(a) for infinitely many n ∈ N is nonzero. In fact, it is a prime ideal, since v(c 1 c 2 ) > 2nv(a) (for infinitely many n ∈ N) implies v(c 1 ) > n or v(c 2 ) > n (for infinitely many n ∈ N). Since q p, we have a contradiction with the height one assumption on p, so p is a Mathieu subspace of K over D. Let a ∈ M be nonzero and b ∈ K. Take n ∈ N such that a n /b ∈ M . Since M ⊆ m D , we have n v(a) − v(b) = v(a n /b) > 0. Thus g = v(a) suffices.
2) ⇒ 1) This follows from the earlier claim that any prime ideal of height one of D is a Mathieu subspace of K over D.
3) ⇒ 2) Assume a is nonzero and contained in every nonzero prime ideal of D. Let p be the radical of (a). Then p is contained in every nonzero prime ideal of D, thus it suffices to show that p is prime. So assume c 1 c 2 ∈ p. Then a | c In the second case, c 2 ∈ p. Thus p is prime, and its height is equal to one.
4) ⇒ 3)
Assume a is a nonzero Archimedian element of D. Assume q is a nonzero prime ideal and b ∈ q. Since a is Archimedian, we have a n b for some n ∈ N. Since D is a valuation ring, b | a n follows. Consequently a ∈ q, as desired.
5) ⇒ 4) Assume 5) and that g is as in 5). Take a such that v(a) = g. Then for all b ∈ D, there exists an n ∈ N such that v(a n ) = ng > v(b). Hence a n b. This gives the desired result.
