Abstract-This paper presents a normalization based modified reference model adaptive control method for multi-input multi-output (MIMO) uncertain systems in the presence of bounded external disturbances. It has been shown that desired tracking performance can be achieved for the system's output and input signals with the proper choice of design parameters. The resulting adaptive control signal satisfies a second order linear time invariant (LTI) system, which is the effect of the normalization term in the adaptive laws. This LTI system provides the guideline for the design parameter selection. The theoretical findings are confirmed via a simulation example.
I. INTRODUCTION
Adaptive control, and model reference adaptive control (MRAC) in particular, can provide a desired asymptotic performance for many uncertain systems. However, the transient performance of these systems is hard to quantify and regulate due to their inherent nonlinear nature. There have been many efforts to improve the transient of the tracking error (see for example recent results in [6] , [14] , [16] , [25] ), but not the control signal, the behavior of which significantly contributes to the limitations of the conventional adaptive methods (see for example [2] ), thus preventing them from being widely adopted in safety-critical systems.
Recently, L 1 adaptive control framework [8] had been introduced, which addresses the limitations of the adaptive control design by introducing a low-pass filter to the control channel. This sets a bandwidth a priori within which the uncertainties in the system can be compensated for.
An alternative method, modified reference model MRAC or M-MRAC for short, had been introduced in [23] . It is based on the modification of the reference model by the tracking error feedback, thus preventing the system's attempt to aggressively maneuver toward the reference model in the initial stage of the process. This approach has a systematic design guideline and is easy to implement, yet it can guarantee desired asymptotic and transient properties for the system's input and output signals. This method has been picked up by other researchers and used under different names. For example, in [7] it is called closed-loop reference model MRAC, while in [13] it is called adaptive control with observer-like reference model.
On the other hand, normalization has been used in adaptive control schemes to provide global boundedness and to improve robustness with respect to un-modeled dynamics and kalmanje.krishnakumar@nasa.gov bounded disturbances (see for example [5] , [21] , [9] , [10] , [11] , [15] , [18] , [17] ). Recently, normalized adaptive laws were applied to stabilization of uncertain systems using a logarithmic Lyapunov function [1] , and to the design of a certainty equivalent controller [4] .
In this paper we apply the normalized adaptive laws to M-MRAC design for MIMO uncertain nonlinear systems in the presence of bounded disturbances. The parameter estimates are generated using a state prediction model, which incorporates a prediction error feedback term. The desired closedloop behavior is achieved with fast adaptation by selecting a proper error feedback gain, which also separates the time scale of the adaptive estimation from that of the system's dynamics. The normalization benefit is in the resulting LTI dynamics for the control signal, for which the error feedback gain determines the damping ratio and the adaptation rate determines the frequency. The rest of the paper outlines the properties of the proposed normalized M-MRAC architecture and demonstrates its benefits in a simulation example.
II. PROBLEM STATEMENT
Let the uncertain system be given bẏ
with x(0) = x 0 , where x ∈ R n and u ∈ R p are the state and control of the system, f : R n → R q is a vector of known functions assumed to be globally Lipschitz and W ∈ R p×q is an unknown constant matrix. The external disturbance d : R → R p is bounded and has a bounded derivative. A 0 ∈ R n×n and B 0 ∈ R n×p are unknown constant matrices satisfying the following matching conditions. Assumption 2.1: Given a Hurwitz matrix A ∈ R n×n and a matrix B ∈ R n×p of full column rank, there exists a matrix K 1 ∈ R p×n and a sign definite matrix Λ ∈ R p×p such that
The sign definiteness of Λ corresponds to the conventional condition on the high frequency gain matrix of MIMO systems (see for example [18] ). Without loss of generality we assume that Λ is positive definite. The rest of the conditions for the existence of an adaptive controller are given by the equations (2) . Systems in the form of (1) frequently arise in aerospace applications (see for example [12] , [26] for diagonal Λ) and in robotics.
According to Assumption 2.1, the system (1) can be represented in the forṁ
It follows from the representation (3) that the nominal closed-loop system can be given bẏ
where A, B satisfy the performance specifications, and r : R + → R q is a bounded external command with a bounded derivative. This system with some initial condition x m (0) = x m0 is selected as a reference model to be tracked. We introduce notations
and write the system's dynamics aṡ
Let e(t) = x(t) − x m (t) be the tracking error. Theṅ
III. CONTROL DESIGN To estimate the unknown quantities we introduce the following adaptive prediction model
withx(0) =x 0 , wherex(t) = x(t) −x(t) is the prediction error, k > 0 is a design parameter andΛ(t),Θ(t) andd(t) are the adaptive estimates of the unknown quantities. In this prediction model we use the term Ax(t) instead of Ax(t) (as in [24] ), which simplifies the stability analysis.
It follows from the system's dynamics (5) that designing the control signal as
translates the system into the reference model, achieving the control objective. Since u(t) is not implementable, its adaptive version
is used to control the system. This control design reduces the prediction model tȯ
implying that there is no need to estimate Λ. The prediction errorx(t) satisfies the dynamicṡ
are the estimation errors. The adaptive laws are introduced using normalization and the projection operators assuming that the bounds
where γ > 0 is the adaptation rate, Pr (·, ·) denotes the projection operator [20] .
IV. STABILITY Theorem 4.1: Let the system (5) be controlled by the adaptive controlû(t) defined by (9) , (10) and (12) . Then the closed loop signals are bounded. Moreover, if the disturbance d(t) is constant, thenx(t) → 0,ũ(t) → 0 and e(t) → 0 as t → ∞, whereũ(t) = u(t) −û(t) is the control error.
Proof: The derivative of the candidate Lyapunov function
computed along the trajectories of (11) and (12) has the forṁ
which upon substitution of the adaptive laws and application of the properties of projection operator reduces to the inequalitẏ
To upper bound the sign indefinite term φ (t)φ(t), we first notice that it follows from the Lipschitz condition that there exist positive constants l 1 , l 2 such that f (x) ≤ l 1 + l 2 x and ḟ (x) ≤ l 2 ẋ . Next, it follows from the system's dynamics that
Since the projection operator in the adaptive laws (12) guarantees the inequalities Θ (t) ≤ ϑ * and d (t) ≤ d * , we have Θ (t) ≤ 2ϑ * and d (t) ≤ 2d * . Therefore, we obtain
where the constants c 1 , c 2 , c 3 are readily computed. Now, we can write
. Substituting ẋ(t) and completing the squares, we obtain the following upper bound
where the positive constant c 4 , c 5 , c 6 are straightforward to compute. Denoting ρ = max(c 4 , c 5 , c 6 ), we arrive at
which implies thaṫ
show the boundedness ofx(t) we introduce an auxiliary modelż
Since r(t) andx(t) are bounded and A is Hurwitz, it follows that z(t) is bounded. Letz(t) =x(t) − z(t). Clearly, the error signalz(t) satisfies the equatioṅ
Sincex(t) is bounded, it follows thatz(t),x(t),
, the inequality (15) reduces tȯ
meaning thatx(t) ∈ L ∞ when k > ρ. Following the same steps as above we conclude that
On the other hand, integrating the inequality (19) we obtain
which implies thatx(t) ∈ L 2 , since φ(t) ∈ L ∞ . Application of Barbalat's lemma ( [22] , p.19) results inx(t) → 0 as t → ∞. Next, differentiating the prediction error dynamics (11) we observe thatẍ(t) ∈ L ∞ , implying thatẋ(t) is uniformly continuous. Since it has a bounded integralx(t), it follows thatẋ(t) → 0 as t → ∞. Then, representing (11) aṡ
we conclude thatũ(t) → 0 as t → ∞, since B is of full column rank. Finally, writing the error dynamics (6) aṡ
we see that e(t) → 0 as t → ∞. The proof is complete.
V. TRANSIENT BOUNDS
To obtain transient bounds we conduct a dynamic analysis of the control errorũ(t). To this end we notice that selection of the initial parameter estimates inside the convex sets defined by the projection operator results iṅ
on some initial interval [0 t 1 ]. Therefore,u(t) can be computed on that interval as followṡ
where h(t) =Θ(t)φ(t)+ḋ(t) is bounded according to Theorem 4.1. That is there exists α > 0 such that h(t) L∞ ≤ α. Using the prediction error dynamics (21) it is straightforward to verify thaẗ
Since B B and Λ are symmetric and positive definite, there exists a nonsingular matrix T such that Σ = T B BT is diagonal with positive entries σ i , i = 1, . . . , p and
. Therefore, (25) can be written component-wise in a new variable v(t) = Tũ(t) asv
whereh(t) = T h(t) . The equation (26) is linear time invariant, which is the benefit of using normalized adaptive laws. Applying the Laplace transform we obtain
where g 1i (s) = 
Theorem 5.1: Let the system (5) be controlled by the controller (9), which is defined by the prediction model (7) and the adaptive law (12) . Then
where ν and β i , i = 1, . . . , 6 are positive constants to be specified in the proof. Proof: According to [23] , if we select k = √ 2γσ i , then for all i = 1, . . . , p
where α 0 = √ 5+2 2 . Let σ 0 = min(σ i , i = 1, . . . , p) and σ 0 = max(σ i , i = 1, . . . , p). It can be shown that if we set
γσ0 for all i = 1, . . . , p. It follows from (27) that v i (t) can be bounded as
which implies that
Since T is nonsingular, we have
Since LTI system (25) is exponentially stable, the effect of the initial conditionsũ(0) andu(0) exponentially die out with the rate k/2. Therefore, the first inequality (29) holds with
and β 2 = α √ α0 T √ σ0 . The bound of the prediction errorx(t) is obtained by integrating the dynamics (21)
which is in the form of the second inequality (29) with β 3 = x(0) , and β 4 is readily computed using (33). Finally, taking into account the fact that for the Hurwitz matrix A there exist positive constants c and ν such that e At ≤ ce −νt , the tracking error's bound is derived from the dynamics (22) by direct integration e(t) ≤ c e(0) e −νt + c BΛ A
which is the third inequality (29) with the constants similarly defined. The proof is complete. Remark 5.1: It follows from Theorem 5.1 that the bound of the prediction error can be decreased by increasing either of the parameters k and γ, whereas the bound of the tracking error can be decreased by increasing the adaptation rate γ. Also, the time scale of the tracking error dynamics is set by the reference model and cannot be altered by the choice of k, which on the other hand sets the time scale of the prediction dynamics. The control signal dynamics are affected by both design parameters. In particular, the damping ratio of the control signal is determined by k. Hence, the oscillations can be eliminated by the proper choice of k, which is given by (31). This choice of k enables the designer to set the proper adaptation rate γ taking into account the hardware bandwidth and the computational power limitations.
VI. NORMALIZATION EFFECT
The normalized adaptive law (12) can be viewed as an unnormalized adaptive laẇ
where the adaptation rate
is variable. This does not change the stability proof of the prediction error. On the other hand, Theorem 5.1 defines the relationship between the feedback gain and adaptation rate as k = 2γλ max (B B) = 2γ 1 λ max (B B)[1 + φ (t)φ(t)]. Therefore, instead of selecting the variable adaptation rate γ 1 , which results into constant feedback gain k, one may select a constant γ 1 , which results into a variable feedback gain k. That is, the effect of the normalized adaptive laws can be expressed in terms of a properly chosen variable gain for the error feedback term in the prediction model design, along with the unnormalized adaptive laws for the parameter estimation. This does not change the form of the prediction error dynamics. In this case the stability proof is simpler and can be conducted using a conventional Lyapunov function. However, the analysis of the control signal dynamics gets complicated. It is easy to see thatu(t) now takes the forṁ
which differs from (24) by the factor µ(t) = 1 + φ (t)φ(t) in the first term on the right hand side. The second derivative satisfies the equatioñ
which again can be written in the decoupled form
using transformation v(t) = Tũ(t). Although all terms in (39) are bounded, k(t) and γσ i µ(t) are positive definite, and the damping ration is ζ = σ 0 2σi as in the case of the equation (26), it is hard to make a conclusion about the bound on v i (t) due to time variant nature of the coefficients in (39). We will not pursue the derivation of this bound, but will numerically show in the simulation example, that M-MRAC design from [24] with variable error feedback gain is equivalent to M-MRAC design with normalization.
VII. ILLUSTRATIVE EXAMPLE
As a simulation example we consider a dynamic model that represents the lateral-directional motion of a generic transport aircraft (GTM) [19] . The nominal model is the linearized lateral-directional dynamics of GTM at the altitude of 30000 f t and speed of 0.8M and is given bẏ
where x = [β r p φ] is the lateral-directional state vector, in which β is the sideslip angle, r is the yaw rate, p is the roll rate, φ is the bank angle, and u = [δ a δ r ] is the control signal that includes the aileron deflection δ a and the rudder deflection δ r , and the numerical values for A n and B n are The external command is a series of coordinated turn maneuvers. That is, sideslip angle command is set to zero and The uncertain model of GTM roughly corresponds to 28% The external disturbance is chosen to be a sinusoid of amplitude 0.1 and frequency 2π/3 rad/sec in the yaw channel and a filtered square wave of amplitude 0.15 and frequency π/3 rad/sec in the roll channel. The disturbance magnitudes correspond to 8.6 degrees of aileron deflection and 5.7 degrees of rudder deflection. In the definition of the projection operator the conservative bounds ϑ * = d * = 10 are used. First, a simulation is run with γ = 5000 and k computed according to (31). Figure 1 displays the tracking performance of the states. Clearly good tracking is achieved (the sideslip angle is in hundredths of a degree) with the chosen gains, for which the control time history is presented in Figure 2 . It can be observed that the adaptive control signal closely follows the reference signal given by (8) . The angular rate performances are presented in Figure 3 .
For the close examination we also display the tracking and control signal errors in Figure 4 and Figure 5 . It can be observed that the tracking errors are negligible despite the significant disturbance, and the control signal errors exhibit spikes at instances when the command changes the direction.
For the comparison purposes we also run simulations with unnormalized M-MRAC and with the variable error feedback gain. Table I presents magnitudes of all error signals. It can be observed that unnormalized M-MRAC has a better performance in tracking and variable feedback gain M-MRAC has a better performance in prediction. While the first is attributed to higher effective adaptation rate for the same γ in unnormalized adaptive laws compared to normalized laws, the later is attributed to higher error feedback gain, which implies a faster prediction model. We notice that in this simulation example the states and the external commands are small in magnitude (in simulation they were in radians), hence µ(t) is very close to unity, which results in comparable error signals in normalized and unnormalized M-MRAC. Table II presents the error signal magnitudes, when the adaptation rate γ is increased fourfold. It can be observed that all error signals are decreased about 50% as predicted by theoretical bounds.
VIII. CONCLUSIONS
We have presented a modified reference model MRAC approach with normalization for nonlinear uncertain systems in the presence of bounded external disturbances. The method results in predictable transient and asymptotic behavior for state and input variables of the system. The corresponding control signal obeys a second order LTI system, and can be regulated by the proper choice of design parameters. 
