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ABSTRACT 
Let A be an n × n matrix over an arbitrary field F of the form 
AI, 1 AI, z] 
A = A2.1 A2,2 J, 
where A1, 1 ~ F p×p, A2. 2 ~ F q×q, and p + q = n. We characterize the possible 
nmnber of nontrivial invariant polynomials of A, when the submatrices A L 2 and 
A2, 1 are prescribed. © Elsevier Science Inc., 1997 
Let  F be a field, A1, 2 ~ F p×q, and A2, 1 ~ F q×p. Given an integer  r ,  we 
prove, in a construct ive way, a necessary and suff icient condit ion for the 
existence of  matr ices A1.1 ~ FP×P and A2, 2 ~ F q×q such that the number  
*This work was carried out on the scope of the activities of the Centro de Algebra da 
Universidade de Lisboa; it was partially supported by Stride Program (STRDA/P/CEN/529/92) 
and by JNICT. 
LINEAR ALGEBRA AND ITS APPLICATIONS 258:149-158 (1997) 
© Elsevier Science Inc., 1997 0024-3795/97/$17.00 
655 Avenue of the Americas, New York, NY 10010 PII S0024-3795(96)00202-9 
150 MARIA DE GRA~A MARQUES 
of nontrivial invariant polynomials of 
A1,1 A1,2} 
A = [A2, 1 A2,2 (1) 
is T. 
This type of problem--prescribe some of the blocks of the matrix (1) and 
some of its invariants--was proposed by G, N. de Oliveira in [3], and several 
results are already known. When the prescribed blocks are nonprincipal and 
the prescribed invariants are the eigenvalues, the problem is completely 
solved [8]. Some partial results are known when the prescribed invariant is 
the characteristic polynomial [1, 2, 5, 8]. 
We denote by i(A) the number of nontrivial invariant polynomials of A. 
In this paper we prove the following theorem: 
THEOREM. Let n = p + q and t = max{rank A1,2, rank A2,1}. There 
exist A1, 1 ~ F p×p and Az, z ~ F q×q such that, if A is the matrix (1), 
i (A )  = 
i f  and only if 1 <~ r <~ n - t. 
Let X be an n × n matrix over F, and G an extension of F containing all 
the eigenvalues of X. Define 
Re(X) = rnin rank(X + c~In). 
otEG 
In [6] it was shown that 
RG(X)  + i (X )  = n. (2 )  
It is clear that 1 ~< i(A) ~< n and therefore 
0~<Re(A) <n-1 .  (3) 
The equality (2) shows that the study of the number of invariant polynomials 
of (1) is equivalent o the study of Re(A). We define the following equiva- 
lence relation on the set F p×q × Fq×P: 
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DEFINITION. (X ' ,  Y ') is ( p, q)-equivalent to (X, Y ) if and only if there 
exist invertible matrices P ~ F p×p and Q ~ F qxq such that X' = PXQ -1 
and Y' = Qyp-1. 
The proofs of the following lemmas are straightforward: 
LEMMA 1. I f  (A],2, A'2,1) is (p, q)-equivalent o (A1, 2, A2.1), then 
there exist matrices A'I, 1 E F pXp and A'2,2 E F q×q such that 
A' A' } 
A '= A )'1 A1, '2 
2,1 2,2 
is similar to (1). 
From this lemma we conclude asily that proving the theorem for a given 
pair ( A1, 2, Az, l) is equivalent to proving it for any ( p, q)-equivalent pair. 
LEMMA 2. I f  t = rank A1.2, t >~ 1, the pair (A1, 2, A2, 1) is (p, q)- 
equivalent to a pair ( A'l. 2, A'2, 1) where 
a 
1 '2= o " (4 )  
LEMMA 3. I f  A1, e has the form (4) and there exist matrices S ~ F t x (q- t), 
U E F (p-t)×t and invertible matrices R ~ F txt, T E F (q-t)x(q-t), V E 
F (p-t)×(p-t) such that 
the pairs (A 1 2, A2 1 ) and ( A 1 2, A' 1) are (p, q)-equivalent. , , , 2 ,  
LEMMA 4. I f  A1, 2 has the form (4) and A'2,1 is obtained from A2, 1 by 
performing any of the following operations, then there exist matrices 
R, S, T, U, and V such that (5) is satisfied: 
(a) Multiply an invertible matrix R by the first t rows and then multiply 
the first t columns by R-1. 
(b) Perform any elementary transformations on the last p - t columns. 
(c) Perform any elementary transformations on the last q - t rows. 
(d) Add any linear combination of the first t columns to any of the last 
p - t columns. 
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(e) Add any linear combination of  the first t rows to any of  the last q - t 
rows .  
Let f (x )=x" -a~_ lx  ~ 1 . . . . .  a lx -a  0, n >/ 1, be a polynomial 
over F. We denote its degree by d( f ) .  I f  a = [a 0 "" a , _ l ]  T (T denotes 
the transpose) and el '° is the ith column of the identity matrix of order n, 
the companion matrix of f is 
C(f) = [e(9 ") "-" el, "> a] T 
Let us consider now the following partition of block A2, l: 
B1 B2] where B t ~ F tx t .  
A2,~ = B3 B 4 
Let qbj(x), j = 1 . . . . .  u, be the elementary divisors of B 1 over F ordered 
such that 0 is not a root of ~b,(x) for j = 1 . . .  s and ~bj(x)=xVJ for 
s < j  ~< u. Let M i = " u+ T • C(q5 i) for ~ = 1 . . . . .  s, and N j=C(x  s l )  for j = 
1 . . . .  , u - s. The matrix B 1 is similar to 
M~ ~, . .  SM s ~N~ ~. - -  ~N~_~. (6) 
Beating in mind I~mma 4(a), henceforth we suppose that B 1 has the form 
(6). 
Let pcj = d(~bj), j = 1 . . . .  s, pc = F:  = " • j=~ pcj, and v ~j=s+lVj. 
LEMMA 5. I f  pc > O, there exists 
B B~z 1~ ]
A(I) 1 = 83 B4 (1, ] 
satisfying the condition (5), and such that the first pc rows of the block B~ 1) 
are zero. 
Proof. I f  pc > 0, by (6), B l = M (9 N where M is an invertible matrix. 
By Lemma 4(c), we can then obtain the block B(21) with the required 
conditions. • 
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NOTE. For the proof of the theorem we actually just need the first /x 1 
rows of Bz to be zero. 
LEMMA 6. I f  p -- t > 1, there exists 
A~z) l = Bs B~42' J 
satisfying the condition (5), and such that the element in position (1, 1) of the 
block B~ 2) is zero. 
Proof. As p - t > 1, we can perform elementary transformations on 
the last p - t columns of A2,1 in order to get a zero in the desired position. 
By Lemma 4(b), the result follows. 
I f  t = 0 then A1,2 = A2,1 = 0, and the result of the theorem follows 
easily. We assume now, without loss of generality, that t >~ 1, t = rank A1, 2 
and that 
LEMMA 7. Under the same conditions as in the theorem, there exist 
matrices A1,1 and A2, 2 such that A is nonderogatory. 
Proof. We assume that 
::1 where B 1 ~ F t×t has the form (6). 
l~t  b be the element in position (1, 1) of B 2. 
Case 1: tx > O, o rb  =0 or p - t > 1. I f / x> 0, byLemma5,  wecan  
suppose that the first /x rows of B 2 are zero. I f  p - t > 1, by Lemma 6, we 
can suppose that b = 0. Let E~'/ be the c × d matrix whose (i, j )  entry is 1 
and all the others are 0 (if there is no ambiguity we write only El,j). We 
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Xl 1 Xl,2] = [Yl,1 Y1,2] 
A1'1 = X2 1 Xe,e] ~ Fv×p and A2, z [Y2,1 Y2,2 ~ Fqxq' 
where X1.1 = [xi,j] and Y1,1 = [ Yi,j] are t X t matrices uch that 
Xi, j = 
i if i= j+ l  and tx<~j4t -1 ,  
if j= i+ 1 and i=Eh=l  /xk, h= 1 . . . . .  s, 
otherwise, 
Yi,j = 
11 if i = j  and /, < i  ~t ,  
if j= i+ l  and /x<i<t ,  
otherwise, 
Xl, z =[0], X2,1 =E v-t,1, X2,2 = C(xp- t -  1), Y1,2 =Et, 1, Y2,* =[0], and 
Y2,2 = C(xq- t  - 1). Imt A = [Ai,j], i , j  = 1,2. We now discuss the rank of 
A(a)  = A + aI , ,  for a ~ G: 
-XI,I ~- ot I  t 
= 
0 
Ep-t, l  X2,2 + alp_ t 
BI B2 
Ba B4 
I t 0 
0 0 
Y1,1 + °tit Et, 1 
0 Y2,2 + °tlq-t 
It is easy to verify that A(a)  is equivalent to 
AO)( or) = 
0 0 
Ep- t , l  X2,2 q- Otlp_ t 
BI(a) B z 
B3 B4 
I t 0 
0 0 
0 Et, 1 
0 Y2,2 + °t lq-t  
where 
Bl(°g) = B1 - (~1,1 -]- °d l t ) (X l ,1  -]- a l t ) .  
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A° ) (a )  is still equivalent o 
A(2)( a ) = 
I t 0 
0 X22 -1- Otlp_ t 
0 B 2 
0 B 4 
0 0 
Ep-t ,  1 0 
B1 ( ot ) Et, 1 
Ba Ye,2 + Otlq-t 
The first t rows of this matrix are obviously linearly independent. Considering 
the way X1,1 and Y1, l were defined, it is not difficult to verify that in B l (a )  
the entries just above the main diagonal are either 1 or -a .  Thus, if a q: 0, 
from row t + 1 on, all elements just above the main diagonal of A(2)(ot) are 
different from zero. We can conclude that, for a 4: 0, 
rank A(a)  = rank A(2)(a) ~> n - 1. (7) 
I f  a = 0, then BI(0) = M • K, where M = M a • -." $ M s is a /x × /z 
invertible matrix and K is a triangular u × u matrix with all the entries on 
the main diagonal, except the last one, equal to -1 .  Therefore 
rankB l (0 )  =rankM+rankK= /z+ rankK l> /z+ v -  1 =t -  1. (8) 
In the matrix A(2)(0), because of the entries equal to 1 in positions ( p, t + 1) 
and (p  + q, p + t + 1), we can use elementary operations on the columns 
and rows to cancel the entries equal to 1 in positions (p ,  p + 1) and 
(p  + t, p + t + 1), respectively. We get 
A(3)(O) = 
o 
o 
0 B' 2 
0 B 4 
0 0 
0 0 
B'I(0 ) 0 
B' 3 C( x q - t )  
Considering the initial assumptions about B,2, we verify that B'I(0) differs 
from BI(0) only by entries below the /z th  row and below the main diagonal, 
except perhaps entry (t, t). Therefore the inequality (8) still holds when we 
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replace BI(0) by B'I(0), and we verify that 
rank A(0) = rank A(3~(0) 
=t  +p- t  + rankB'~(0) +q- t  > In -  1. (9) 
From the inequalities (7) and (9), considering (2) and (3), we conclude that 
i (A )  = 1. 
Case 2: lz = O and p - t = 1 and b -~ O. As b =/=0, according to 
Lemma 4(b), we can suppose that b = 1. In this case we define 
[X1,1 X1,21 [Y1,1 Y1,2] ~ Fqxq ' 
A1, 1 = IX2, 1 X2,2 ] ~ F p×p and Ae, z = lYe, 1 Y2.2] 
where X1, 1 = [xi,j] and Yl, 1 = [Yi,j] are t × t matrices uch that 
Xi,j 
1 if j= i+ l  and l<<. i~t -1 ,  
= -1  if j= i  and l<~i<~t ,  
0 otherwise, 
1 if i = j  + l and l < i <<. t, 
Yi,j = 0 otherwise, 
XI, 2 = [0], Xz, 1 = -E~,~, X2, 2 = [11, Y~,2 = Et,~, Y2,1 = [0], and Yz,2 = 
C(x  q-t  - 1). Using arguments imilar to the ones used in case 1 for the 
discussion of rank (A + aln), we conclude that i (A) = 1. • 
LEMMA 8. Under the same conditions as in the theorem, there exist 
matrices A1. 1 and A2, z such that i (A )  = n - t. 
Proof. l~t  L 1 . . . . .  Lq be the rows of A2, 1 and r its rank. Let Li~, . . . .  Lit 
be r linearly independent rows of A2, ~. Any row of A2,1 can be expressed as 
a linear combination of these r rows, and so, for k ~ {1 . . . .  , q}, there exist 
cz~ k~ . . . . .  a~ k~ ~ F such that 
L k = o~k)Lii-+-"'-q-ot~k)Lir (10) 
We are going to define Al, 1 and A2, 2 as follows: 
A1, 1 is a p × p matrix whose first r rows coincide with Li~ , . . . ,  L i t  and 
last p - r are zero. 
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A2, 2 is a q >( q matrix with rows Rk, k = 1 . . . . .  q, where 
= . . . . .  0 . . . . .  0] ,  
and a~ k~ . . . . .  a~ k~ are the coefficients of L k in (10). 
It is easy to check that 
rank(A  + 0 I  n) = rankA =t .  
This implies Re(A)  <<, t. On the other hand, since rank AI, 2 = t, we have 
Re(A)  >1 t, and the equality holds. By (2), we conclude that i (A) = n - t. 
Proof  o f  the theorem. Necessary condition: I f  A1, .2 has the form (4), it is 
clear that for any matrices A1, 1 and A2,2, and for any a ~ G, rank(A + a I  n) 
>/t. Considering the second inequality in (3), it follows that 
or  
t <~RG(A ) <~n-1  
1 < i (A)  <<,n- t .  
Sufficient condition: In Lemmas 7 and 8 we showed that if r = 1 or 
~" = n - t the result is true. To finish the proof we only need to show that if 
1 < ~" < n - t there exist A1, 1 and A2, 2 such that i (A )  = r. Let ~9 = n - ~'. 
We split the proof into several cases, and for each one we define the matrices 
A1, 1 and A2, 2 such that Re(A)  = p, the calculations being similar to the 
ones presented in the proofs of the previous lemmas. 
Case (i): t < p ~< p - 1. A1, 1 is the matrix that results from the matrix 
A1, 1 defined in Lemma 8 on replacing the entries in positions (i, i + 1), 
t < i ~< ~9, by 1. A2, 2 is the matrix A~, 2 defined in Lemma 8. 
Case (ii): Q = p. A1, 1 results also from the matrix A1,1 defined in 
Lemma 8 on replacing the entries in positions (i, i + 1), t < i ~< ~9, and 
(p,  1) by 1. A2, 2 is the matrix A2, 2 defined in Lemma 8. 
Case (iii): p < Q<n- t .  A1,1 is defined as in case (ii). A2, 2 is the 
matrix that results from the matrix A2, 2 defined in Lemma 8 on replacing the 
entries in positions (i, i + 1), t < i ~< p - p, by 1. 
Case (iv): ~9 = n - t. A1, 1 is defined as in case (ii). Az, 2 is the matrix 
that results from the matrix A,2,2 defined in Lemma 8 on replacing the 
entries in positions (i, i + 1), t ~ i < q, by 1. 
Case (v): n - t < p < n - 1. Let  Q = n - m, 1 < m < t, and let 
L 1 . . . . .  Lq be the rows of A2,1- 
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Subcase (a): t -m <<,l x . A~,~ is the matrix whose first t -m rows and 
last p - t rows coincide respectively with the first t - m rows and the last 
p - t rows of the matrix Al, l defined in the proof of case 1 of Lemma 7. 
Rows t - m + 1, . . . ,  t - 1 are L t_ m + 1, ". •, L t -  1, and row t is L t - Lq. 
A2, 2 is the matrix that results from the matrix A2, 2 defined in the proof of 
case 1 of Lemma 7 on replacing the last m rows of Yz, 1 by the last m rows of 
I t . 
Subcase (b): t - m > Ix. We need to consider again the two cases in the 
proof of Lemma 7: 
Case 1. A1,1 is the matrix whose first t - m + 1 rows and last p - t rows 
are respectively the first t - m + 1 rows and the last p - t rows of the 
matrix Al, l defined in the proof of case 1 of Lemma 7. Rows t -m+ 
2 . . . . .  t - 1 are respectively Lt_,n+2 . . . . .  Lt 1, and row t is L t - Lq. A2, 2 
is the matrix that results from the matrix A2, 2 defined in the proof of case 1 
of Lemma 7 on replacing the last m - 1 rows of Y1,1 by the last m - 1 rows 
of I t and replacing the entry in position (t - m + 1, t - m + 2) by 0. 
Case 2. AI, 1 is defined as in case 1, but using the matrix A1, 1 defined in 
case 2 of Lemma 7. Az, 2 is the matrix that results from the matrix A2, 2 
defined in the proof of case 2 of Lemma 7 on replacing the last m - 1 rows 
of Y1,1 by the last m - 1 rows of It and the entry at (t - m + 1, t - m) 
by0.  [] 
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