Introduction
For nonlinear time series models, Chandra and Taniguchi [1] , Bera et al. [2] , Merkouris [3] , Ghahramani and Thavaneswaran [4] , and more recently Liang et al. [5] among others have studied inference using estimating functions. For discretely sampled diffusion-type models, parameter estimation using estimating functions has been studied in Bibby and Sørensen [6] , Sørensen [7] , and Bibby et al. [8] . However, additional assumptions were made and constraints were imposed to obtain the estimates. Moreover, information issues related to the estimating function approach have not been sufficiently addressed in the literature. In this paper, we study combined martingale estimating functions and show that the combined estimating functions are more informative when the conditional mean and variance of the observed process depend on the same parameter of interest. We then apply our approach to discretely sampled observations from diffusion models. This paper is organized as follows. The rest of Section 1 presents the basics of estimating functions and information associated with estimating functions. Section 2 presents the general model framework for discretely sampled observations from a continuous process, and presents the form of the optimal combined estimating function. In Section 3, the theory is applied to three different diffusion models that are widely used in asset pricing.
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Examples
In the three examples provided in this section, we assume that t W is a Wiener process.
Geometric Brownian Motion with Volatility as a Function of Drift
Consider the Black and Scholes model (Black and Scholes [11] ) of the form ( ) .
We estimate the unknown parameter θ appearing simultaneously in the conditional mean and variance. The first four conditional moments of ( 1) | th t h X X − are given by , , , ,
, we consider two martingale differences
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It follows from Theorem 1 that the optimal combined estimating function based on t m and t M has the form ( ) 
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which also approaches ( ) The optimal estimating functions based on the martingale differences t m and t M are respectively given by 
Ornstein-Uhlenbeck Model
Moreover, the information matrices associated with * ( ) 
The corresponding information matrix for ( 1) 
1 , 
. 
( 1) 12 2 2 1
( 1) 
