Abstract. The problem of a reconstruction of relative phases in the one-mode photon wave function from a given photon number distribution and the modulus of the wave function in the phase representation is solved for the case of a finite superposition of Fock states. The solution involves two independent numerical algorithms both based on a Fourier transform from the occupation number representation to the phase domain.
Introduction
All measurements in quantum theory involve moduli of the wave functions. Even though the overall phase has no significance, the relative phases of various components of the wave function carry physical information. The problem of recovering the complete wave function in wave mechanics from its two moduli in the position and momentum representations has attracted attention long time ago [1, 2] . This problem is known, however, not to have a unique solution. The same mathematical problem, only under a different physical guise, has been studied in the context of electron microscopy some twenty years ago [3, 4] . Recently, the same old problem has been stated by Paul and Or lowski [5] in quantum optics for a superposition of one-mode photon Fock states. They looked at this problem from a quantum mechanical point of view describing the Fock states in terms of harmonic-oscillator wave functions. Assuming that the moduli of the wave function in the coordinate and momentum representations are given, they proposed an algorithm to recover the entire wave function.
Their method involves solving a set of nonlinear equations obtained after a decomposition of the wave functions in position and momentum representations into Hermite polynomials. In the present work we offer a solution to a related problem of the phase determination when all photon number probabilities and the modulus of the wave function in the phase space are given. Our method involves two numerical algorithms. One algorithm is similar to that used for the phase determination from image and diffraction plane pictures in electron microscopy.
The other involves a minimalization of a function of all the phases. Both algorithms are based on the Fourier transformation from the occupation number representation to the phase domain. In this case, owing to the discreetness of the photon number representation, the problem can be stated in very precise mathematical terms, in contrast to the case of continuous Fourier transformations appearing in [3] and [4] .
Description of the problem
Let us consider a quantum state of monochromatic one-mode electromagnetic field in the form of a finite superposition of Fock states
where the amplitudes A k and the phases α k are all real. The wave function in the phase representation corresponding to this state has the form
Such a phase representation was anticipated by London [6] and used extensively by us in the description of intense photon beams [7] [8] [9] [10] . The wave function (2) is obtained by a projection of the state vector (1) on a phase state vector |φ introduced by Pegg and Barnett [11] 
The modulus of the wave function ψ(φ) can be determined from balanced homodyning
measurements. An approximate procedure to measure it has been already outlined by Vogel and Schleich [12] . An alternative approach that leads to an exact relation between the results of homodyning experiments and the function |ψ(φ)| 2 is described in the Appendix.
We shall assume that the function |ψ(φ)| 2 and all photon number probabilities A 2 k are known. Our task will be to reconstruct from those data all phases α k up to a common phase. This freedom of an overall phase factor can be used to make the phase of the vacuum component of the wave function (2) equal to zero. In other words, we shall measure all phases α k relative to the phase α 0 .
The modulus squared of ψ(φ) can be written as a linear combination of the cosine and sine functions in the form
where the real coefficients X m and Y m are related to the amplitudes A k and phases α k through the formulas 
This set of equations gives a one-to-one correspondence between the sets of coefficients 
We can use this relation to define B 0 in terms of the remaining parameters and leave out the first equation from the set (7). After this elimination, the right hand side of (7) can be expressed in matrix notation with the use of a square (2N − 1)
Since the matrix M for each value of N is explicitly given in terms the cosine and sine functions of given numerical arguments one can check by a direct calculation that it is 
Description of the method
Our reconstruction methods are based on the following two discrete Fourier transforma-
and
A simultaneous use of two Fourier transformations may seem superfluous, but this is dictated by our analysis of independent parameters. As we shall show later, this automatically eliminates spurious solutions encountered in [4] . We found that our method very rapidly yields an accurate solution for N up to 32. Thus, our calculations fully confirm the property of qualified convergence proved in [4] . It has been
shown there that ∆ can never increase during iterations. This does not mean, of course, that the iterations converge to the solution for every choice of initial trial phases because for some choices ∆ keeps decreasing but it does not fall below some finite value.
The uniqueness of the solutions has been tested with the use of a "potential function"
This potential is obtained by taking the sum of the moduli of the differences between the left hand sides and the right hand sides of equations (10) and (11) and, hence, it is always nonnegative and vanishes only when both equations are satisfied.
The vanishing of V , if and only if the values of the phases solve our phase reconstruction problem, serves as a basis of our second algorithm to determine the wave function. Namely, we minimize the function V with respect to all the phases α k , β l , and γ m for a given set of amplitudes A k , B l , and C l . This algorithm is numerically equally efficient as the first one. The properties of V help us also to understand why for some choices of initial phases the first algorithm had to be restarted. It turns out that the function V has several local minima (but only one absolute minimum!). If the initial trial phases belong to the basin of attraction of such a local minimum, the iteration of the Fourier transforms in the first method does not converge. It is precisely in those cases that our program is instructed to change the trial values of α's. The existence of local minima of V lengthens the time needed to obtain the solution but never leads to spurious solutions.
Discussion
Our first numerical algorithm to recover the phases based on an iteration of Fast Fourier
Transforms resembles very much the algorithm used by Gerchberg and Saxton [4] . Although their starting point differed from ours since they considered continuous distributions of intensity, after the inevitable discretization they ended up solving the same mathematical problem. However, there are essential differences. In our case the discretization is imposed by photon field quantization that enabled us to count all relevant variables in the problem. There exist known exceptional cases when the problem of recovering the phases from the moduli of the wave functions is not unique -it has exactly two solutions. In our formulation the ambiguity occurs when the coefficients A k have the symmetry
In that case if the phases α k give a solution then the phases α k = −α N −1−k also give a solution. The analogous ambiguity has also been noted in [4] and studied in more detail in [13, 14] .
We have succeeded in completing the phase reconstruction program in quantum optics because of two inherent simplifications in the formulation of this problem. First, for a single mode of electromagnetic radiation, field quantization leads inevitably to a discrete form of the Fourier transformation. Second, the restriction to a finite superposition of Fock states changes the Fourier series into a finite sum. Superpositions of a finite number of Fock states are not common in nature, but every state vector representing a pure state can be approximated by such vectors with arbitrary precision. In practical applications one would have to choose properly the cut-off number N in order to achieve a desired accuracy.
The problem of phase reconstruction for mixed states requires a separate consideration. It would seem that one may also try solving directly the set of equations (5) for the phases α k but owing to the nonlinearity of these equations we did not succeed in finding a working algorithm.
In this Appendix we briefly outline the connection between the modulus squared of the wave function in the phase representation and the quantities measured in balanced homodyning.
The modulus squared is equal to the expectation value of the projection operator 
where g k and h km are known numerical coefficients. Thus, to determine the expectation value of P φ we need to know the expectation values of the products a †k+m a k for all values of k and m appearing in Eq. (14) . In order to recover these expectation values from homodyne measurements one has to measure the distribution of the difference n 1 − n 2 , where n 1 and n 2 are the photon counts of two detectors, as a function of the phase of the local oscillator.
The moments of this distribution, when Fourier analyzed with respect to φ, yield all the terms in ψ|P φ |ψ . 
