system (BESS) [2] , [3] . The extensive usage of the Li-ion batteries is mainly because of their superior properties including long lifespan, high energy density, low self-discharge rate, etc. [4] . State-of-charge (SOC) reflects the amount of energy available in a battery. In order to guarantee the effectiveness of the battery pack in real-life application, each cell needs to be balanced according to their SOCs. In addition, SOC is also an indicator in the battery management system (BMS) to help avoiding the overcharge and the over-discharge of the cells. Nevertheless, SOC is not an inherent parameter of the battery. SOC has to be estimated because it is impossible to be directly measured by sensors.
Many SOC estimation methods have been proposed recently by researchers [5] . A straightforward way to estimate the SOC is the integration of the current flowing through the battery, which is known as the Coulomb counting method [6] . However, Coulomb counting method needs an accurate knowledge of the initial SOC, and the measurement errors from the current sensor inevitably accumulate during the calculation process of the Coulomb counting method. Open circuit voltage (OCV) also has the potential to reflect the SOC, which exhibits a monotonic relationship with SOC [7] . However, Li-ion battery needs a long relaxation time to gradually reach its inner equilibrium, which means accurate OCV measurement can only be obtained after hours of relaxation time as illustrated in [8] . The difficulty of the OCV measurement in real applications deteriorates its extensive usage in the SOC estimation area. Consequently, more advanced methods have been proposed to avoid the drawbacks of the previous two methods.
With the fast development of the machine learning methods, artificial intelligence-based techniques are used to estimate the SOC. Recurrent neural network (RNN) [9] , support vector machine (SVM) [10] , and multivariate adaptive regression splines (MARS) [11] , [12] have been used to establish an SOC estimator without the requirement of any previous knowledge of the battery electrochemistry. After collecting enough training samples in advance, those data-driven estimation methods can establish the connection between the measured signals (i.e., voltage, current, temperature) and the SOC. However, it is impractical to have the datasets cover all the working conditions of a real system since the actual conditions are unpredictable. Hence, data-driven methods have difficulty in estimating an accurate SOC under the profiles that are completely different from the training dataset.
Utilizing the feedback loop structure from the control field, the model-based estimation (see Fig. 1 ) has been proposed to guarantee the robustness and accuracy of SOC estimation in various conditions. In Fig. 1 , online parameter identification aims at guaranteeing the accuracy of the battery model. The estimation algorithm is able to calculate the gain L for SOC estimation according to the voltage difference ΔU .
Compared with traditional methods, the model-based estimation methods do not require accurate knowledge of an initial SOC. As shown in Fig. 1 , the model-based estimation mainly contains the battery model and the estimation algorithm. Proportional integral (PI) observer [13] , sliding mode observer [14] , H-infinity filter [15] , and Kalman filters [16] [17] [18] have been used as the estimation algorithms. Among them, different kinds of Kalman filters are the most frequently adopted methods in literature [5] . According to the principle of the model-based estimation, the estimation algorithm cannot handle the errors from the battery model [19] . One way to improve the performance of the battery model is integrating more affecting factors into the model equation, such as the hysteresis behavior of OCV in LiFePO 4 battery [20] . Meanwhile, the complexity of the model is also increased. It is also the main reason that the electrochemical model [21] is not as popular as equivalent circuit model (ECM) in SOC estimation area. If a nonlinear model is utilized, nonlinear Kalman filter has to be used to predict the SOC [22] . Extended Kalman filter (EKF), unscented Kalman filter (UKF), and particular filter (PF) have already been applied to deal with the nonlinear battery models [5] . EKF linearizes the battery model by calculating the Jacobian matrix, but the linearization process inevitably causes an increase of the errors. Compared with EKF, more computing power is needed from the hardware when UKF and PF are used. The complex calculation of the nonlinear filters and the high-order battery model reduces their values for most real-time applications. The other way to enhance the battery model is using additional online parameter identification method as shown in Fig. 1 , because the parameters in the battery model change with different working conditions [23] . It should be noted that the parameters in the nonlinear battery model cannot always be identified online [24] , [25] . The nonlinearities and the time-scale separation in the battery model may cause some parameters only identifiable at a specific frequency [24] . The uncertainties of the results in the model-based estimation are inevitably increased because of the aforementioned issues. A suitable modeling approach, with good accuracy and less complexity, is expected in the model-based estimation. The features of the model-based estimation inspire us to simplify the battery modeling process and the complexity of the entire estimation structure, while simultaneously ensuring the estimation accuracy.
Meng et al. [18] attempt to simplify the battery modeling process in the traditional model-based estimation by using a least squares SVM (LSSVM) battery model and an adaptive UKF (AUKF). Although this method reduces the complexity of the battery model to some extent, large computational burden still remains because of the calculation of AUKF and the LSSVM modeling process. Linear Kalman filter combined with a generic resistance and capacitance (RC) model has already been used to estimate the SOC of a lead-acid battery in [26] . The method in [26] estimates the voltage of a bulk capacitor to form the final SOC, which essentially uses the nearly linear OCV-SOC curve of the lead-acid battery. However, in Li-ion battery, the OCV-SOC curve is nonlinear. Especially, the LiFePO 4 battery has a flat OCV-SOC compared with other chemistries, which is a challenge for an accurate SOC estimation. LiFePO 4 battery has a higher power density and lower cost, which is a popular choice for EVs and BESSs [27] , [28] . Thus, LiFePO 4 battery is also selected to validate the methods in this paper.
Partial least squares (PLS) regression [29] , [30] is connected with a linear Kalman filter to form a simple model-based SOC estimation approach in this paper. Different from previous works, this paper establishes a linear piecewise battery model online using the PLS and the moving window method. As a result, the parameters in the PLS battery model are automatically updated, and the order of the matrices in the state-space function is reduced to one. SOC is then estimated by the linear Kalman filter with one-order state-space function. The proposed method is compared with the EKF with two RC ECM and the AUKF with LSSVM [18] in terms of estimation accuracy and execution time. The experimental results on a LiFePO 4 battery prove the validation of the proposed method. This paper is organized as follows. The PLS modeling method with moving window is introduced in Section II. A simplified SOC estimation approach including a piecewise linearized battery model and a linear Kalman filter is presented in Section III. The performance of the proposed method in term of estimation accuracy and execution time is validated in Section IV, while conclusions are given in Section V.
II. PLS REGRESSION BASED BATTERY MODEL
PLS regression is popular in the modeling of different industrial applications, because it captures the crucial features between the input and the output [31] . PLS has proved to be more robust than other multiple linear regression methods [29] . Therefore, PLS is chosen to dynamically linearize the battery model.
A. PLS Regression
In PLS, the independent variable X PLS and the response Y PLS are decomposed into their projection and the orthogonal loading matrices as follows:
where . Afterwards, the process continues with more dominant eigenvectors extracted from the residual of the regression function. The PLS process will not terminate until the regression function meets the desired precision. It is known from the calculation steps of PLS that it utilizes the advantages of the principal component analysis and the linear regression.
In order to calculate the linear factors between X PLS and Y PLS in PLS, different algorithms have been proposed. A simple concept is introduced in [32] with few calculation steps and lower computing burden. The steps are show in Fig. 2 [29]- [32] . The dominant eigenvector w k is directly calculated from the ma-
Then, the score matrix T PLS and the loading matrices P PLS and Q PLS are obtained. When the regression function is accurate enough to meet the predefined condition, the coefficient matrix B PLS is obtained.
B. Battery Modeling With PLS and Moving Window
In order to explain the advantages of the PLS battery model with moving window, a typical battery ECM should be first introduced. ECM has become a popular choice in the model-based estimation because of its concise structure [33] . Two RC ECM as shown in Fig. 3 has already proved to be a good tradeoff between the complexity and the accuracy. OCV = f(SOC) represents the nonlinear relationship between OCV and SOC. R 0 is the internal resistance, and the two RC networks represent the charge transfer (R 1 , C 1 ), the diffusion process (R 2 , C 2 ), etc.
The expression of the two RC ECM is as follows:
where U 1 and U 2 are the voltages of the first and the second RC network, respectively. It should be noted that the RC elements in the ECM are not always constant during the battery charge and discharge [23] . Hence, online parameter identification has to be used to guarantee the accuracy of the battery model. Compared with two RC ECM, the parameters in the PLS model with moving window can be automatically updated without the necessity of online parameter identification. In this paper, the current measurement I bat and the SOC are selected as the independent variable X PLS and the terminal voltage U bat is the response Y PLS . According to the description in the previous section, the linear PLS battery model is expressed as the following function:
where
] is the coefficient matrix following the steps in Fig. 2 .
The relationship between the voltage and the current is nonlinear. However, it can be regarded as a linear model in a short period, which indicates that the nonlinear battery model can be linearized into a series of linear PLS model. A moving window modeling method [18] is used to dynamically linearize the battery in this paper. Fig. 4 illustrates the process of establishing the PLS battery model with moving window.
The width of the moving window is defined as M in Fig. 4 , which means that M training samples are needed to calculate the B PLS . Hence, M training samples should be collected in advance to calculate the first PLS model. For the rest PLS models, the SOC in the training samples is actually the estimated SOC. The samples for the next PLS model are collected during the estimation process in the previous moving window. After new M training samples are collected, the PLS battery model is updated. With the application of the moving window, the PLS battery model is able to update itself with a small number of initial training samples. In addition, the PLS model is only related with the training dataset and not limited to a certain chemistry. PLS model allows the linear Kalman filter to estimate the SOC and also reduces the order of the state-space function. The expression of PLS model [see (4) ] is simpler than the two RC ECM [see (3) ]. However, a specific width of the moving window should be set to update the PLS battery model. The selection of a suitable width of the moving window will be discussed in Section IV.
III. SOC ESTIMATION WITH A SIMPLIFIED STRUCTURE
Different Kalman filters have proved to be able to estimate the battery SOC with good accuracy and robustness. Due to the nonlinearity of the ECM, nonlinear Kalman filters have been chosen to implement the SOC estimation. The computation complexity of those nonlinear Kalman filters is usually much larger than that of the linear Kalman filter. Moreover, the parameters of the battery models cannot always be effectively updated online. Instead of using nonlinear Kalman filters and online parameter identification, this section shows how to estimate SOC by linear Kalman filter and dynamic linear PLS model with a simplified structure.
A. Kalman Filter
The calculation of the standard Kalman filter is introduced at first in this section as shown in Fig. 5 .
To avoid the misleading of the symbols, the matrices in the state-space equation of the Kalman filter are defined as F k , G k , E k , and D k . In addition, the symbols related to EKF with two RC ECM are defined with the superscript ECM as shown in Section III-B, while the symbols in Section III-C are with the superscript proposed battery model (PBM).
The gain of Kalman filter is updated to correct the estimated SOC on the foundation of the new information from the Table I .
The calculation of the Kalman filter contains five steps. The first two steps are the state prediction and the covariance matrix prediction. The calculation of the Kalman gain matrix in the third step contains the calculation of the inverse matrix
The order of the state-space function has an effect on the calculation efficiency. In the typical two RC ECM, the state-space equation contains third-order matrices, and the calculation of the inverse matrix is time consuming.
B. Extended Kalman Filter With Two RC ECM and Recursive Least Squares (RLS)
A typical model-based estimation with Kalman filter is detailed in this section to help understand the improvement of the proposed method. EKF with two RC ECM and RLS is chosen as an example in Fig. 6 .
The discretized form of the Coulomb counting equation is
where η is the Coulomb efficiency, C cap is the battery capacity, and T s is the sample time. The charge current is negative and the discharge current is positive. According to (3) and (5), the discrete form of the state-space equation of the two RC ECM is
is a 3 × 1 matrix, and the 1 × 3 matrix E E C M k is the Jacobian matrix. Q k and R k are the noise variance of the model and the measurement, respectively. The details of the matrices F
, and E E C M k are shown in Fig. 6 . In Fig. 6 , the two RC ECM is the battery model, RLS is used as an additional parameter identification method, and the gain for correcting the SOC estimation is calculated by EKF.
RLS [34] is used to identify the parameters (i.e., the resistance R 0 , R 1 , and R 2 , the capacitance C 1 and C 2 ) in the two RC ECM. Equation (3) can be rewritten into the following form in RLS:
The calculation steps of RLS with forgetting factor are as follows: where y RLS (k) = U bat (k), λ is the forgetting factor (0.98-0.995). The parameters R 0 , R 1 , R 2 , C 1 , and C 2 in the two RC ECM are calculated from the estimated θ RLS in RLS.
C. Simplified Model Based Estimation
Unlike nonlinear filters, the linear Kalman filter can only work with the linear model.
According to (4) and (5), the state-space function of the proposed method is established as follows:
The structure of the proposed approach is shown in Fig. 7 . According to the structure in Fig. 7 , the PLS is used to establish the battery model as expressed in (4), the parameters in the PLS battery model are automatically updated during the modeling process as shown in Fig. 4 , the gain K PBM k is calculated by the linear Kalman filter as described in Section III-A. Similar to the structure in Fig. 1 , the proposed method in Fig. 7 The discrete form of the PLS battery model is expressed as follows: Accordingly, the orders of the matrices F . There is no requirement on the calculation of the high-order matrix in the Kalman filter by using the proposed method.
RLS [35] , EKF [36] , etc. have been used to update the parameters of ECM. However, online identification of the parameters in the ECM may lead to numerical problems and is sensitive to the measurement noise. The proposed PLS battery model is able to update the parameters with the new upcoming samples from the model-based estimation. The identifiability of the parameters is guaranteed in various conditions.
IV. EXPERIMENTAL RESULTS
A LiFePO 4 battery is used to validate the proposed method in this paper. The nominal capacity is 10 Ah and the nominal voltage is 3.2 V. The voltage range is from 2.0 to 3.65 V. The test bench in Fig. 8 is used to test the battery and collect the measurement. The test bench consists of a MACCOR 4000 series test station and a host computer. The test chamber provides the specific charging and discharging current profiles and also controls the ambient temperature. The measurement from MACCOR is collected by the host computer.
Two driving cycles, new European driving cycle (NEDC) [37] and urban dynamometer driving schedule (UDDS) [38] , are applied to the LiFePO 4 battery at first. The speed profiles of the driving cycles are transformed to the current profiles of the battery by using the EV model in ADVISOR [39] . The current profile is scaled down to one cell and the battery is continuously discharged until its cutoff voltage is reached. The test temperature is set to 25°C and the sampling time is 1 s. The battery voltage and current profiles measured during NEDC and UDDS are shown in Fig. 9 with the convention that positive current means discharging.
As seen from Fig. 9 , the current profile contains charge and discharge conditions and also different current amplitudes. The current in UDDS is larger in variation than that in NEDC.
A. Width Selection of the Moving Window
Selecting a suitable width of the moving window should be discussed before implementing the proposed approach. An example is shown in Fig. 10 ; the driving cycle lasts 6 s and the sample time is 1 s. In case 1, the width of the window is 1 s and the model is updated for six times. If the width of the moving window is set to 2 s as case 2, the model updates three times. In case 3, the model is updated two times with a 3-s window. Therefore, updating the PLS model with different widths of the moving window leads to the variation in the total execution time and the accuracy of the battery model in one driving cycle.
In order to select a suitable width, the relationship between the modeling accuracy and the width of the moving window is investigated. The total mean absolute error (MAE) of the moving windows in one fully driving cycle is calculated to demonstrate the accuracy of the dynamic PLS model. The total MAE is calculated as
wherex is the predicted voltage of the PLS model, x is the voltage measurement, and N is the number of samples in the entire cycle. PLS can only establish a linear model, while the battery model is essential nonlinear. A smaller moving window means the nonlinear battery model is linearized into more pieces. Therefore, the accuracy of the battery model in NEDC and UDDS increases with a smaller moving window in the test. The width of the moving window is changed from 25 s to 1000 s with a 5-s interval. It is clearly shown in Fig. 11 that the MAE of the battery model is increased with the width of the moving window.
A larger window means the PLS model is updated in a lower frequency, and the battery model does not need to be trained so many times in one fully driving cycle. However, the numbers of the training samples in one moving window is increased with a larger window because the dimensions of the input X PLS and the output Y PLS are increased. Since the PLS battery model is only updated once in the moving window, the controller can have more computing power to implement other tasks when the model does not need to be updated. Therefore, the total execution time t total of the modeling method during the same driving cycle is recorded to evaluate the moving window as shown in Fig. 12 . The definition of the total execution time t total is t total = N t · t window (18) where N t is the number of the moving windows in one fully cycle, t window is the execution time of each window at the updated moment.
As shown in Fig. 12 , t total decreases with a larger moving window. The decreasing rate of t total becomes slower with a larger window because t window is also increasing with the width of the window. Accordingly, the execution time of the proposed modeling method in the same estimation is increased with smaller moving window, while the accuracy of the battery model is also increased. Therefore, a suitable width of the moving window is a good tradeoff between the modeling accuracy and the execution time.
In Fig. 11 , the increasing rate of the MAE is not so obvious when the width of the moving window is larger than 100 s. Moreover, the decreasing rate of the execution time also becomes slower in the same region in Fig. 12 . Therefore, 100 s is set as the quasioptimal width of the moving window in this paper.
B. Performance of the PLS Battery Model
When the NEDC profile is considered, the performance of the PLS battery model is shown in Fig. 13(a) . The output of the PLS model is close to the voltage measurement in the entire driving cycles. The absolute errors in Fig. 13(b) are less than 0.05 V in most conditions and the MAE is only 0.0052 V, which proves the accuracy of the PLS modeling with moving window.
In order to validate the performance of the PLS battery model on different temperatures, NEDC is tested on 5, 10, 25, 35, and 45°C. The modeling accuracy on five temperatures is shown in Fig. 14 .
As shown in Fig. 14 , the proposed PLS battery model with moving window obtains good accuracy from 5 to 45°C. The modeling accuracy is better in 45°C than that in 5°C. Hence, the moving window could be changed to a smaller width to improve the modeling accuracy of the proposed method in lower temperature. Despite NEDC and UDDS, three more driving cycles, federal test procedure (FTP), highway fuel economy cycle (HWFET), and New York City cycle (NYCC) are also used to verify the proposed battery model. The results in Fig. 15 prove the effectiveness of the proposed modeling method on the five driving cycles.
C. Validation on SOC Estimation
In this section, the proposed method is compared with the AUKF with LSSVM [18] and the EKF with two RC ECM (see Fig. 6 ). Five driving cycles, namely NEDC, UDDS, FTP, HWFET, and NYCC, are also used to verify the three SOC estimation methods in terms of the estimation accuracy and the execution time. The reference SOC comes from MACCOR, which is based on the Coulomb counting method.
The estimation results of the three methods in NEDC are shown in Fig. 16 . The initial battery SOC is 0.7. In Fig. 16(a) , all the three methods have the ability to deal with an inaccurate initial SOC. The convergence of the three algorithms is partially enlarged in Fig. 16(a) . However, the estimated SOC in the proposed method and the AUKF with LSSVM converge faster and stay closer to the reference SOC. As shown in Fig. 16(b) , the absolute errors of the proposed method and the AUKF with LSSVM are much smaller than that of EKF with ECM in most conditions. The MAE of EKF with ECM is 0.0151, while the MAE is only 0.0038 for the proposed method and 0.0034 for AUKF with LSSVM. The MAE of the proposed method is around 25% of the EKF with ECM.
In UDDS, the initial SOC condition is the same as the previous experiment. The experimental results in Fig. 17(a) show that the proposed method and the AUKF with LSSVM cover faster than the EKF with ECM. The absolute error of the proposed method is less than that of EKF in most SOC ranges. The MAE of the SOC estimation is 0.0147 for the EKF with ECM, 0.0036 for the AUKF with LSSVM, and 0.0045 for the proposed method. Therefore, the proposed method also has a better accuracy than the EKF with ECM in UDDS. Since the modeling method and the estimation method are both nonlinear in AUKF with LSSVM, a better accuracy in SOC estimation is received. However, compared with the AUKF with LSSVM, the proposed method also obtains a comparable performance in estimation accuracy.
A comparison in estimation accuracy of the three methods in five driving cycles is shown in Fig. 18 . AUKF with LSSVM shows the best performance in estimation accuracy; however, the proposed method obtains similar accuracy compared with the AUKF with LSSVM. The average MAE of the five driving cycles is 0.0153 for the EKF with ECM, 0.0037 for the AUKF with LSSVM, and 0.0050 for the proposed method. Therefore, the estimation accuracy proves the significant improvement of the proposed method in estimation accuracy compared with the EKF with ECM.
The computing time of the methods are verified on a PC with MATLAB 2017b and 2.30 GHz CPU. We calculate the average execution time t average and the maximum execution time t maximum of the methods in the five driving cycles as follows: −5 s, respectively, which are much less than the other two methods. Accordingly, the advantage of the proposed method on the computational efficiency is proved.
V. CONCLUSION
In order to obtain an accurate battery model in the modelbased estimation, PLS updated with a moving window was proposed in this paper. The main advantage of the proposed method was that the state-space function of the battery model is dynamically linearized into only one element, which made it possible for the application of the linear Kalman filter. In addition, the parameters were automatically updated without the requirement of additional parameter identification methods. The order of the matrix in the state-space equation was reduced from three in the EKF with ECM to one in the proposed method.
A suitable width of the moving window was discussed, and 100 s was proved to be a good tradeoff between the modeling accuracy and the execution time. The effectiveness of the proposed method was proved by the measurement from a LiFePO 4 battery and was highlighted by comparing with the EKF with two RC ECM and the AUKF with LSSVM in five different driving cycles (NEDC, UDDS, FTP, HWFET, NYCC). The MAE for the proposed method was only 25.17% of the EKF in NEDC, and only 30.82% of the EKF in UDDS. Although AUKF with LSSVM received the best estimation accuracy of the three, the estimation accuracy of the proposed method was also comparable to the AUKF with LSSVM. The execution time of the proposed method was much smaller than the other two methods in terms of both the average execution time t average and the maximum execution time t maximum , which proved the advantages of the proposed method.
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