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QUIVERS, LONG EXACT SEQUENCES AND HORN TYPE
INEQUALITIES
CALIN CHINDRIS
Abstract. We give necessary and sufficient inequalities for the exis-
tence of long exact sequences of m finite abelian p-groups with fixed iso-
morphy types. This problem is related to some generalized Littlewood-
Richardson coefficients that we define in this paper. We also show how
this problem is related to eigenvalues of Hermitian matrices satisfying
certain (in)equalities. When m = 3, we recover the Horn type inequal-
ities that solve the saturation conjecture for Littlewood-Richardson co-
efficients and Horn’s conjecture.
1. Introduction
1.1. Motivation. Our main motivation in this paper goes back to the cel-
ebrated conjecture of A. Horn [10] on the possible eigenvalues of a sum of
two Hermitian matrices. As explained in W. Fulton’s paper [8], there are
problems in other areas of mathematics that have the exact same solution
as the eigenvalues of sums of two Hermitian matrices problem. Two of them
are the problem concerning the existence of short exact sequences of finite
abelian p-groups and that of the non-vanishing of the Littlewood-Richardson
coefficients. To state these problems, we recall some definitions first. For
every partition λ = (λ1, . . . , λr) and a (fixed) prime number p, one can con-
struct a finite abelian p-group Mλ = Z/p
λ1 × · · · × Z/pλr . It is known that
every finite abelian p-group is isomorphic to Mλ for a unique λ. We will say
that such a group is an abelian p-group of type λ.
Let V be a complex vector space of dimension n. If λ = (λ1, . . . , λn) is
a weakly decreasing sequence of n integers we denote by Sλ(V ) the irre-
ducible rational representation of GL(V ) with highest weight λ. Given three
weakly decreasing sequences λ(1), λ(2), λ(3) of n integers, we define the
Littlewood-Richardson coefficient c
λ(2)
λ(1),λ(3) to be the multiplicity of S
λ(2)(V )
in Sλ(1)(V )⊗ Sλ(3)(V ), i.e.
c
λ(2)
λ(1),λ(3) = dimCHomGL(V )(S
λ(2)(V ), Sλ(1)(V )⊗ Sλ(3)(V )).
An n × n complex matrix H is said to be Hermitian if H = Ht. It is a
basic fact that all the eigenvalues of a Hermitian matrix are real numbers.
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We always write the eigenvalues of a Hermitian matrix in weakly decreasing
order.
Now we can state the three problems mentioned above.
P1. Short exact sequences. For which partitions λ(1), λ(2) and λ(3)
with at most n parts, does there exist a short exact sequence
0→M1 →M2 →M3 → 0,
where Mi is a finite abelian p-group of type λ(i) for every 1 ≤ i ≤ 3.
P2. Littlewood-Richardson coefficients. For which weakly decreas-
ing sequences λ(1), λ(2) and λ(3) of n integers, do we have that
c
λ(2)
λ(1),λ(3) 6= 0.
P3. Eigenvalues of a sum. For which weakly decreasing sequences
λ(1), λ(2) and λ(3) of n real numbers, do there exist n × n complex Her-
mitian matrices H(1),H(2) and H(3) with eigenvalues λ(1), λ(2) and λ(3)
respectively and
H(2) = H(1) +H(3).
The equivalence of Problems P1 and P2 is due to Klein [14]. In [10],
Horn conjectured that the set of solutions to Problem P3 consists of triples
of n-tuples of real numbers arranged in decreasing order satisfying certain
linear homogeneous inequalities. In fact, the following result has been proved
(we refer to the Notation paragraph from the end of this section for basic
definitions and notations).
Theorem 1.1 (Horn’s conjecture). Let λ(i) = (λ1(i), . . . , λn(i)), i ∈
{1, 2, 3} be three weakly decreasing sequences of n real numbers. Then the
following are equivalent:
(1) there exist n× n complex Hermitian matrices H(1),H(2) and H(3)
with eigenvalues λ(1), λ(2) and λ(3) respectively and
H(2) = H(1) +H(3);
(2) the numbers λj(i) satisfy
|λ(2)| = |λ(1)|+ |λ(3)|,
together with∑
j∈I2
λj(2) ≤
∑
j∈I1
λj(1) +
∑
j∈I3
λj(3)
for every triple (I1, I2, I3) of subsets of {1, . . . , n} of the same cardi-
nality r with r < n and c
λ(I2)
λ(I1),λ(I3)
6= 0.
Assume that λ(i) are weakly decreasing sequences of n integers. Then
(1) and (2) are equivalent to:
(3) the Littlewood-Richardson coefficient c
λ(2)
λ(1),λ(3) is not zero.
Assume that λ(i) are partitions with at most n parts. Then (1)− (3)
are equivalent to:
3(4) there exists a short exact sequence
0→M1 →M2 →M3 → 0,
where Mi is a finite abelian p-group of type λ(i) for every 1 ≤ i ≤ 3.
The first step in solving Horn’s conjecture was taken by A. Klyachko [15]
who found necessary and sufficient linear homogeneous inequalities for the
eigenvalue problem. This set of solutions to Problem P3 forms a rational
convex polyhedral cone K(n, 3) in R3n, known as the Klyachko’s cone. In
the same paper, Klyachko made the connection between his solution to the
eigenvalue problem and the Littlewood-Richardson coefficients. The next
step was taken by A. Knutson and T. Tao [16] who proved what is now
known as the Saturation Conjecture for the Littlewood-Richardson coeffi-
cients. Their proof is based on some combinatorial gadgets called honey-
combs. H. Derksen and J. Weyman [6] proved the Saturation Conjecture
in the more general context of quiver theory. In a subsequent paper [17],
A. Knutson, T. Tao and C. Woodward have described all the facets of the
Klyachko’s cone. This way, they have obtained a minimal list of Horn type
inequalities defining the Klyachko’s cone:
Theorem 1.2. [17] The Klyachko’s cone K(n, 3) consists of triples
(λ(1), λ(2), λ(3)) of weakly decreasing sequences of n real numbers for which
|λ(2)| = |λ(1)| + |λ(3)|
and ∑
j∈I2
λj(2) ≤
∑
j∈I1
λj(1) +
∑
j∈I3
λj(3)
for every triple (I1, I2, I3) of subsets of {1, . . . , n} of the same cardinality r
with r < n and c
λ(I2)
λ(I1),λ(I3)
= 1; furthermore, this is now a minimal list.
As shown in [1], [3], [4], and [5] most of the above results proved by
Klyachko, Knutson, Tao and Woodward can be naturally obtained using
quiver theory.
1.2. The generalized problems. When focusing on the existence of short
exact sequences, it seems natural to extend Problem P1 to the case of long
exact sequences with zeros at the ends of finite abelian p-groups. Since a
long exact sequence breaks into short exact sequences, we will replace the
Littlewood-Richardson coefficient in Problem P2 with a sum of products of
Littlewood-Richardson coefficients.
Let m ≥ 3 and n ≥ 1 be two integers.
Definition 1.3. Given m weakly decreasing sequences λ(1), . . . , λ(m) of n
integers, the generalized Littlewood-Richardson coefficient f(λ(1), . . . , λ(m))
is defined as follows:
f(λ(1), . . . , λ(m)) =
∑
c
λ(2)
λ(1),µ(1) · c
λ(3)
µ(1),µ(2) · · · c
λ(m−2)
µ(m−4),µ(m−3) · c
λ(m−1)
µ(m−3),λ(m) ,
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where the sum is taken over all partitions µ(1), . . . , µ(m − 3) with at most
n parts.
The convention is that when m = 3, f(λ(1), λ(2), λ(3)) is the Littlewood-
Richardson coefficient c
λ(2)
λ(1),λ(3).
As it turns out, the generalized Littlewood-Richardson coefficients are
also related with parabolic affine Kazhdan-Lusztig polynomials and decom-
position numbers for q-Schur algebras. This will be explained in Section
8.
Now we are ready to state our generalized problems.
Q1. Long exact sequences. For which partitions λ(1), . . . , λ(m) with
at most n parts, does there exist a long exact sequence
0→M1 →M2 → · · · →Mm → 0,
where Mi is a finite abelian p-group of type λ(i) for every 1 ≤ i ≤ m.
Q2. Generalized Littlewood-Richardson coefficients. For which
weakly decreasing sequences λ(1), . . . , λ(m) of n integers, do we have that
f(λ(1), . . . , λ(m)) 6= 0.
Q3. Generalized eigenvalue problems. For which weakly decreasing
sequences λ(1), . . . , λ(m) of n real numbers, do there exist n × n complex
Hermitian matrices H(1), . . . ,H(m) with eigenvalues λ(1), . . . , λ(m) and∑
i even
H(i) =
∑
i odd
H(i);
if m > 3 we also have that∑
1≤j≤i
(−1)i+jH(j) has non-negative eigenvalues,
for every 2 ≤ i ≤ m− 2.
Note that what makes Problem Q3 different from Problem P3 are the
conditions on the eigenvalues of the alternating partial sums obtained when
m > 3.
1.3. Statement of the results. Our first result is the following saturation
property of the generalized Littlewood-Richardson coefficients:
Theorem 1.4 (Saturation property). Let λ(1), . . . , λ(m) be m weakly
decreasing sequences of n integers. Then for every integer r ≥ 1 we have
f(λ(1), . . . , λ(m)) 6= 0⇐⇒ f(rλ(1), . . . , rλ(m)) 6= 0.
Next, we relate the generalized Littlewood-Richardson coefficients with
the generalized spectral problem above.
Definition 1.5. Let K(n,m) ⊆ Rnm be the solution set to Problem Q3,
i.e, K(n,m) is the set of all m-tuples (λ(1), . . . , λ(m)) of weakly decreasing
sequences of n reals for which there exist n×n complex Hermitian matrices
H(i), i ∈ {1, . . . ,m} satisfying the conditions of Problem Q3. We call
K(n,m) the generalized Klyachko’s cone.
5To describe the generalized Klyachko’s cone, we need to introduce some
notation. Let (I1, . . . , Im) be an m-tuple of subsets of {1, . . . , n} such that
at least one of them has cardinality at most n− 1. We define the following
weakly decreasing sequences of integers (using conjugate partitions):
λ(I1) = λ
′(I1), λ(Im) =
{
λ′(Im) if m is odd
λ′(Im \ {n}) if m is even,
and for 2 ≤ i ≤ m− 1
λ(Ii) =

λ′(Ii) if i is even
λ′(Ii)− ((|Ii| − |Ii+1| − |Ii−1|)n−|Ii|) if i ≤ m− 2 is odd
λ′(Ii)− ((|Im−1| − |Im−2| − |Im \ {n}|)n−|Ii|) if i = m− 1 is odd.
Now, we can state our generalization of Horn’s conjecture:
Theorem 1.6. Let λ(i) = (λ1(i), . . . , λn(i)), i ∈ {1, . . . ,m} be m weakly
decreasing sequences of n real numbers. Then the following are equivalent:
(1) (λ(1), . . . , λ(m)) ∈ K(n,m);
(2) the numbers λj(i) satisfy∑
i even
|λ(i)| =
∑
i odd
|λ(i)|
together with
(∗)
∑
i even
∑
j∈Ii
λj(i)
 ≤ ∑
i odd
∑
j∈Ii
λj(i)

for every m-tuple (I1, . . . , Im) for which |I1| = |I2|, |Im−1| = |Im|,
λ(Ii), 1 ≤ i ≤ m are partitions and
f(λ(I1), . . . , λ(Im)) 6= 0.
Assume that λ(i) are sequences of integers. Then (1)−(2) are equiv-
alent to:
(3) f(λ(1), . . . , λ(m)) 6= 0.
Assume that λ(i) are partitions. Then (1)− (3) are equivalent to:
(4) there exists a long exact sequence of the form
0→M1 →M2 → · · · →Mm → 0,
where Mi is a finite abelian p-group of type λ(i) for every 1 ≤ i ≤ m.
Note that the above Theorem gives a recursive method for finding all
non-zero generalized Littlewood-Richardson coefficients. It turns out that
one can shorten the list of Horn type inequalities of Theorem 1.6(2):
Proposition 1.7. The following statements are true.
(1) We have
dimK(n,m) = mn− 1.
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(2) The cone K(n,m) consists of all m-tuples (λ(1) , . . . , λ(m)) of weakly
decreasing sequences of n reals for which∑
i even
|λ(i)| =
∑
i odd
|λ(i)|
and (∗) holds for every m-tuple (I1, . . . , Im) for which |I1| = |I2|,
|Im−1| = |Im|, λ(Ii), 1 ≤ i ≤ m are partitions and
f(λ(I1), . . . , λ(Im)) = 1.
We want to point out that our results do not depend on the work of
Klyachko, Knutson and Tao. In fact, our strategy is to show first that
the non-vanishing of the generalized Littlewood-Richardson coefficients is
equivalent to the existence of non-zero semi-invariants for the generalized
flag quiver setting. Once we have switched to quiver invariant theory, our
main tool is a nice description of the facets of the cone of effective weights for
quivers without oriented cycles which was proved by Derksen and Weyman
[5].
The paper is organized as follows. In Section 2, we recall a certain sat-
uration property for effective weights for quivers which is due to Derksen
and Weyman [6]. The generalized flag quiver setting is defined in Section 3
where we also prove the saturation property for the generalized Littlewood-
Richardson coefficients. A more detailed description of the so called cone of
effective weights for arbitrary quivers (without oriented cycles) is given in
Section 4. In Section 5, we find the facets of the cone of effective weights
associated to the generalized flag quiver setting. The Horn type inequalities
and the m-tuples (I1, . . . , Im) occurring in Theorem 1.6(2) are obtained in
Section 6. In Section 7, we give a moment map description of the cone as-
sociated to the generalized flag quiver setting and prove Theorem 1.6 and
Proposition 1.7. In Section 8, we discuss two representation theoretic inter-
pretations of the generalized Littlewood-Richardson coefficients. First, we
explain how the generalized Littlewood-Richardson coefficients are related
to some parabolic affine Kazhdan-Lusztig polynomials and decomposition
numbers for q-Schur algebras. We also show how our coefficients can be
viewed as multiplicities of irreducible representations of a product of gen-
eral linear groups. In Section 9, we make some comments on the minimality
of our list of Horn type inequalities.
Notation. A partition λ of length N is a sequence of N positive integers
λ = (λ1, . . . , λN ) with λ1 ≥ · · · ≥ λN ≥ 1. We say that λ is a partition with
at most N (non-zero) parts if λ = (λ1, . . . , λN ) ∈ ZN with λ1 ≥ · · · ≥ λN ≥
0. A partition λ will be also viewed as a weakly decreasing sequence of n
integers by adding zero parts, for any integer n greater or equal than the
number of non-zero parts of λ. If λ = (λ1, . . . , λN ) is a weakly decreasing
sequence then we define rλ by rλ = (rλ1, . . . , rλN ). Let λ = (λ1, . . . , λN )
and µ = (µ1, . . . , µM ) be two weakly decreasing sequences of integers. Then
we define the sum λ+µ by first extending λ or µ with zero parts (if necessary)
7and then we add them componentwise. For a partition λ, we denote by λ′
the partition conjugate to λ, i.e., the Young diagram of λ′ is the Young
diagram of λ reflected with respect to its main diagonal. We will often refer
to partitions as Young diagrams. If I = {z1 < · · · < zr} is an r-tuple of
integers then λ(I) is defined by λ(I) = (zr − r, . . . , z1 − 1). For r ≥ 0 and a
two integers, we denote the r-tuple (a, . . . , a) by (ar). If λ = (λ1, . . . , λN ) is
a sequence of real numbers, we define |λ| =∑Ni=1 λi.
2. Preliminaries
2.1. Generalities. A quiver Q = (Q0, Q1, t, h) consists of a finite set of
vertices Q0, a finite set of arrows Q1 and two functions t, h : Q1 → Q0 that
assign to each arrow a its tail ta and its head ha, respectively. We write
ta
a−→ha for each arrow a ∈ Q1.
For simplicity, we will be working over the field of complex numbers C.
A representations V of Q over C is a family of finite dimensional C-vector
spaces {V (x) | x ∈ Q0} together with a family {V (a) : V (ta)→ V (ha) | a ∈
Q1} of C-linear maps. If V is a representation of Q, we define its dimension
vector dV by dV (x) = dimC V (x) for every x ∈ Q0. Thus the dimension
vectors of representations of Q lie in Γ = ZQ0 , the set of all integer-valued
functions on Q0. For each vertex x, we denote by εx the simple dimension
vector corresponding to x, i.e. εx(y) = δx,y , ∀ y ∈ Q0, where δx,y is the
Kronecker symbol.
Given two representations V and W of Q, we define a morphism φ : V →
W to be a collection of linear maps {φ(x) : V (x) → W (x) | x ∈ Q0} such
that for every arrow a ∈ Q1, we have φ(ha)V (a) =W (a)φ(ta). We denote by
HomQ(V,W ) the C-vector space of all morphisms from V to W . In this way,
we obtain the abelian category Rep(Q) of all quiver representations of Q. Let
W and V be two representations of Q. We say that V is a subrepresentation
of W if V (x) is a subspace of W (x) for all vertices x ∈ Q0 and V (a) is the
restriction of W (a) to V (ta) for all arrows a ∈ Q1.
If α, β are two elements of Γ, we define the Euler form by
(1) 〈α, β〉 =
∑
x∈Q0
α(x)β(x) −
∑
a∈Q1
α(ta)β(ha).
From now on, we will assume that our quivers are without oriented cycles.
2.2. Semi-invariants for quivers. Let β be a dimension vector of Q. The
representation space of β−dimensional representations of Q is defined by
Rep(Q,β) =
⊕
a∈Q1
Hom(Cβ(ta),Cβ(ha)).
If GL(β) =
∏
x∈Q0
GL(β(x)) then GL(β) acts algebraically on Rep(Q,β)
by simultaneous conjugation, i.e., for g = (g(x))x∈Q0 ∈ GL(β) and V =
{V (a)}a∈Q1 ∈ Rep(Q,β), we define g · V by
(g · V )(a) = g(ha)V (a)g(ta)−1 for each a ∈ Q1.
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In this way, Rep(Q,β) is a rational representation of the linearly reductive
group GL(β) and the GL(β)−orbits in Rep(Q,β) are in one-to-one corre-
spondence with the isomorphism classes of β−dimensional representations
of Q. As Q is a quiver without oriented cycles, one can show that there
is only one closed GL(β)−orbit in Rep(Q,β) and hence the invariant ring
I(Q,β) = C[Rep(Q,β)]GL(β) is exactly the base field C. Although there are
only constant GL(β)−invariant polynomial functions on Rep(Q,β), the ac-
tion of SL(β) on Rep(Q,β) provides us with a highly non-trivial ring of
semi-invariants.
Let SI(Q,β) = C[Rep(Q,β)]SL(β) be the ring of semi-invariants. As SL(β)
is the commutator subgroup of GL(β) and GL(β) is linearly reductive, we
have that
SI(Q,β) =
⊕
σ∈X⋆(GL(β))
SI(Q,β)σ ,
where X⋆(GL(β)) is the group of rational characters of GL(β) and
SI(Q,β)σ = {f ∈ C[Rep(Q,β)] | gf = σ(g)f, for all g ∈ GL(β)}
is the space of semi-invariants of weight σ. Note that a character or weight
of GL(β) is of the form
{g(x) | x ∈ Q0} ∈ GL(β) 7→
∏
x∈Q0
(det g(x))σ(x)
with σ(x) ∈ Z for all x ∈ Q0. Therefore, we can identify X⋆(GL(β)) with
Z
Q0. If α ∈ Γ, we define σ = 〈α, ·〉 by
σ(x) = 〈α, εx〉 , ∀x ∈ Q0.
Similarly, one can define σ = 〈·, α〉.
Given a quiver Q and a dimension vector β, we define the set Σ(Q,β) of
(integral) effective weights by
Σ(Q,β) = {σ ∈ ZQ0 | SI(Q,β)σ 6= 0}.
In [19], Schofield constructed some very useful semi-invariants for quivers.
A fundamental result due to Derksen and Weyman [6] (see also [21]) states
that these semi-invariants span all spaces of semi-invariants. An important
consequence of this spanning theorem is the following saturation property.
Proposition 2.1. [6, Theorem 3] If Q is a quiver and β is a dimension
vector, then the set
Σ(Q,β) = {σ ∈ ZQ0 | SI(Q,β)σ 6= 0},
is saturated, i.e., if σ is a weight and r ≥ 1
SI(Q,β)σ 6= 0⇐⇒ SI(Q,β)rσ 6= 0.
A detailed description of the set Σ(Q,β) of effective weights can be found
in Section 4, Theorem 4.7 and Proposition 4.12.
93. The generalized flag quiver and the saturation property
In this section we first define the generalized flag quiver and show that
the generalized Littlewood-Richardson coefficients are the dimensions of the
spaces of semi-invariants for the generalized flag quiver.
Let m ≥ 3 and n ≥ 1 be two positive integers. The generalized flag quiver
setting is defined as follows.
(a) The quiver Q has m − 2 central vertices 2 = (n, 2) = (n, 1), 3 =
(n, 3), . . . ,m− 2 = (n,m− 2),m− 1 = (n,m− 1) = (n,m) at which
we attach m equioriented An quivers (or flags) F(1), . . . ,F(m) such
that F(i) goes in the corresponding cental vertex (n, i) if i is even
and it goes out from the corresponding cental vertex (n, i) if i is odd.
Furthermore, there are m− 3 main arrows a1, . . . , am−3 connecting
the central vertices such that i+1
ai−→i+2 if i is odd and i+2 ai−→i+1
if i is even. For example, if the number of flags m is even then our
quiver Q looks like
2
a1 ✲ 3 ✛
a2 · · · am−3 ✲ m− 1
(n− 1, 1)
✛
(n− 1, 2)
✻
(n− 1, 3)
❄
· · · (n− 1,m− 1)
❄
(n− 1,m)
✛
...
❄
...
✻
...
❄
...
❄
...
✻
(2, 1) (2, 2) (2, 3) · · · (2,m− 1) (2,m)
(1, 1)
❄
(1, 2)
✻
(1, 3)
❄
· · · (1,m− 1)
❄
(1,m)
✻
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(b) The dimension vector β is given by β(j, i) = j for all j ∈ {1, . . . , n}
and i ∈ {1, . . . ,m}, i.e., β is equal to
n n · · · n
n− 1 n− 1 n− 1 · · · n− 1 n− 1
...
...
...
...
...
2 2 2 · · · 2 2
1 1 1 · · · 1 1
In this section, the only quiver setting we will be working with is the
generalized flag quiver setting.
Lemma 3.1. Let σ ∈ ZQ0 be a weight. If dimSI(Q,β)σ 6= 0 then:
(1) the weight σ must satisfy the inequalities
(−1)iσ(j, i) ≥ 0,
for all 1 ≤ j ≤ n, 2 ≤ i ≤ m− 1 and
(−1)iσ(j, i) ≥ 0,
for all 1 ≤ j ≤ n− 1, i ∈ {1,m};
(2) we have
dimSI(Q,β)σ =
∑
µ(1),··· ,µ(m−3)
c
γ(2)
γ(1),µ(1) · c
γ(3)
µ(1),µ(2) · · · c
γ(m)
µ(m−3),γ(m−1),
where
γ(1) = ((n− 1)−σ(n−1,1), . . . , 1−σ(1,1))′,
γ(m) = ((n− 1)(−1)m ·σ(n−1,m), . . . , 1(−1)m·σ(1,m))′,
γ(i) = (n(−1)
i·σ(n,i), . . . , 1(−1)
i·σ(1,i))′,
for all i ∈ {2, . . . ,m− 1}.
Proof. The first part of this Lemma follows as we compute SI(Q,β)σ . For
simplicity, let us define Vj(i) = C
β(j,i). Using Cauchy’s formula [7, page
121], we can decompose the affine coordinate ring C[Rep(Q,β)] as a sum of
tensor products of irreducible representations of the general linear groups
GL(Vj(i)). The idea is to identify those terms that will give us non-zero semi-
invariants of weight σ. An arbitrary term in this decomposition is made up
of tensor products of irreducible representations coming from the m flags.
If F(i) is a flag going in the cental vertex (n, i), then the n − 1 arrows of
this flag contribute with
Sγ
1(i)V1(i)⊗
n−1⊗
j=2
(
Sγ
j−1(i)V ∗j (i)⊗ Sγ
j(i)Vj(i)
)
⊗ Sγn−1(i)V ∗n (i),
for partitions γ1(i), . . . , γn−1(i).
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When computing semi-invariants, we see that
(
Sγ
1(i)V1(i)
)SL(V1(i))
is non-
zero if and only if it is one dimensional. In this case, γ1(i) is a β(1, i) × w
rectangle and the space is spanned by a semi-invariant of weight w. So,(
Sγ
1(i)V1(i)
)SL(V1(i))
contains non-zero semi-invariants of weight σ(1, i) if
and only if σ(1, i) ≥ 0 and γ1(i) = (σ(1, i)β(1,i)), i.e.,
γ1(i) = (1σ(1,i))′.
Next, we look at the space(
Sγ
1(i)V ∗2 (i)⊗ Sγ
2(i)V2(i)
)SL(V2(i))
which is canonically isomorphic to HomSL(V2(i))(S
γ1(i)V2(i), S
γ2(i)V2(i)). Now,
this space is non-zero if and only if it is one dimensional in which case
γ2(i) is γ1(i) plus some extra columns of length β(2, i) and the number of
these extra columns is the weight of a semi-invariant spanning this space.
Consequently,
(
Sγ
1(i)V ∗2 (i) ⊗ Sγ
2(i)V2(i)
)SL(V2(i))
contains non-zero semi-
invariants of weight σ(2, i) if and only if σ(2, i) ≥ 0 and γ2(i) is γ1(i) plus
σ(2, i) columns of length β(2, i), i.e.,
γ2(i) = (2σ(2,i), 1σ(1,i))′.
Reasoning in this way, we see that the vertices of this flag F(i), except
the central one (n, i), give non-zero spaces of semi-invariants (in which case
they must be one dimensional) of weight σ(1, i), . . . , σ(n−1, i) if and only if
σ(j, i) ≥ 0 for all 1 ≤ j ≤ n−1, γ1(i) is a β(1, i)×σ(1, i) rectangle and γj(i)
is γj−1(i) plus σ(j, i) columns of length β(j, i) for all j ∈ {2, . . . , n− 1}, i.e.,
γn−1(i) = ((n − 1)σ(n−1,i), . . . , 1σ(1,i))′.
We have proved that a flag F(i) going in the central vertex (n, i) contributes
to the space of semi-invariants SI(Q,β)σ with
Sγ
n−1(i)V ∗n (i),
where γn−1(i) is completely determined by the weight σ along the flag F(i).
Similarly, if F(l) is a flag going out from the central vertex (n, l), then
σ(j, l) ≤ 0 for all 1 ≤ j ≤ n− 1 and F(l) contributes to SI(Q,β)σ with
Sγ
n−1(l)Vn(l),
where
γn−1(l) = ((n− 1)−σ(n−1,l), . . . , 1−σ(1,l))′.
Next, the mainm−3 arrows of our quiver give us partitions µ(1), . . . , µ(m−
3), with at most n parts, and the central vertices give us the following spaces
of semi-invariants:(
Sγ
n−1(1)V (2)⊗ Sµ(1)V (2)⊗ Sγn−1(2)V ∗(2)
)SL(V (2))
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coming from the vertex 2,(
Sγ
n−1(3)V (3) ⊗ Sµ(1)V ∗(3) ⊗ Sµ(2)V ∗(3)
)SL(V (3))
coming from the vertex 3 and so on. Taking into account the weights at
the central vertices, it is clear that the dimension of the space of semi-
invariants SI(Q,β)σ is the desired sum of products of Littlewood-Richardson
coefficients. 
Let λ(1), . . . , λ(m) be weakly decreasing sequences of n integers. To show
that f(λ(1), . . . , λ(m)) can be viewed as the dimension of a space of semi-
invariants, we are going to apply Lemma 3.1. Let us define σλ by
(2) σλ(j, i) = (−1)i(λj(i)− λj+1(i)),∀ 1 ≤ j ≤ n− 1,∀ 1 ≤ i ≤ m,
(3) σλ(i) = (−1)iλn(i),∀ i 6= 2, m− 1,
(4) σλ(2) = λn(2)− λn(1),
(5) σλ(m− 1) = (−1)m−1(λn(m− 1)− λn(m)).
If m = 3 then σλ at the central vertex becomes
σλ(2) = λn(2) − λn(1)− λn(3).
With these notations we have:
Lemma 3.2. Let λ(1), . . . , λ(m) be m ≥ 3 weakly decreasing sequences of n
integers. Then for every integer r ≥ 1, we have
f(rλ(1), . . . , rλ(m)) = dimSI(Q,β)rσλ .
Proof. We prove this Lemma when r = 1, as the general case reduces to this
one. First, let us consider the following transformations
γ(1) = λ(1)− (λn(1)n),
γ(2) = λ(2)− (λn(1)n),
γ(m− 1) = λ(m− 1)− (λn(m)n),
γ(m) = λ(m)− (λn(m)n),
γ(i) = λ(i),∀ i /∈ {1, 2,m − 1,m}.
If m = 3 then γ(2) becomes γ(2) = λ(2) − ((λn(1) + λn(3))n). With this
transformations, we have
γ(1) = ((n− 1)−σ(n−1,1), . . . , 1−σ(1,1))′,
γ(m) = ((n− 1)(−1)m ·σ(n−1,m), . . . , 1(−1)m·σ(1,m))′,
γ(i) = (n(−1)
i·σ(n,i), . . . , 1(−1)
i·σ(1,i))′,
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for all i ∈ {2, . . . ,m− 1}. Applying Lemma 3.1, we get that
f(γ(1), . . . , γ(m)) = dimSI(Q,β)σλ .
On the other hand, we clearly have f(λ(1), . . . , λ(m)) = f(γ(1), . . . , γ(m))
and so the proof follows. 
Remark 3.3. Let us note that if f(λ(1), . . . , λ(m)) is non-zero then the first
part of Lemma 3.1 tells us that λ(i), i /∈ {1, 2,m−1,m} are in fact partitions.
Of course, this is also clear from the definition of f(λ(1), . . . , λ(m)).
Proof of Theorem 1.4. The proof follows from Proposition 2.1 and Lemma
3.2. 
4. The cone of effective weights for quivers
Let Q be a quiver without oriented cycles and let β be a dimension vector.
In this section we will further describe the rational convex polyhedral cone
whose lattice points form the set of integral effective weights
Σ(Q,β) = {σ ∈ ZQ0 | SI(Q,β)σ 6= 0}.
If σ ∈ RQ0 is a real valued function on the set of vertices and α ∈ Γ, we
define σ(α) by
σ(α) =
∑
x∈Q0
σ(x)α(x).
A necessary condition for a weight σ ∈ ZQ0 to belong to Σ(Q,β) is σ(β) =
0. Indeed, the action of the one dimensional torus {(t Idβ(i))i∈Q0 | t ∈ K \
{0}} on the representation space Rep(Q,β) is trivial. If f is a non-zero
semi-invariant of weight σ and gt = (t Idβ(i))i∈Q0 ∈ GL(β) then
gt · f = tσ(β) · f
clearly implies that σ(β) = 0.
Lemma 4.1 (Reciprocity Property). [6, Corollary 1] We have
dimSI(Q,β)〈α,·〉 = dimSI(Q,α)−〈·,β〉.
In this case, we define α ◦ β by
α ◦ β = dimSI(Q,β)〈α,·〉 = dimSI(Q,α)−〈·,β〉.
Remark 4.2. As a direct consequence of the saturation property for effec-
tive weights and the above reciprocity property, we have
α ◦ β 6= 0⇐⇒ rα ◦ sβ 6= 0,∀ r, s ≥ 1.
We also have the following rather trivial fact
α1 ◦ β 6= 0, α2 ◦ β 6= 0 =⇒ (α1 + α2) ◦ β 6= 0.
Indeed, multiplying a non-zero semi-invariant of weight 〈α1, ·〉 with a non-
zero semi-invariant of weight 〈α2, ·〉, we obtain a non-zero semi-invariant of
weight 〈α1 + α2, ·〉. Similarly, we have
α ◦ β1 6= 0, α ◦ β2 6= 0 =⇒ α ◦ (β1 + β2) 6= 0.
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4.1. σ-semi-stability. We have seen that the action of GL(β) on the repre-
sentation space Rep(Q,β) gives no interesting quotient varieties. By twisting
the action of GL(β) by means of a weight σ, one can obtain plenty of non-
trivial semi-invariants. In this way, King [13] developed a very useful version
of GIT to construct a stability structure for finite dimensional algebras. Let
σ ∈ ZQ0 be a weight such that σ(β) = 0.
The following numerical criterion for σ-(semi-)stability is due to King [13].
Actually, the original criterion differs from the one in the theorem below by
a sign. This is essentially because in King’s paper [13], a semi-invariant of
weigh −σ is for us a semi-invariant of weight σ.
Theorem 4.3. Suppose that Q is a quiver, β a dimension vector, and W ∈
Rep(Q,β). Then:
(1) W is σ-semi-stable if and only if for every subrepresentation V of
W we have
σ(dV ) ≤ 0;
(2) W is σ-stable if and only if for every proper subrepresentation V of
W we have
σ(dV ) < 0.
We say that β is σ-(semi-)stable if there exists a σ-(semi-)stable repre-
sentation in Rep(Q,β).
Remark 4.4. With this description of σ-(semi-)stable representations, one
can define the full subcategory of Rep(Q) consisting of all σ-semi-stable
representations, including the zero one. Note that in this abelian category
the simple objects are exactly the σ-stable representations. Moreover, it
can be proved that this subcategory is Artinian and Noetherian and hence
any σ -semi-stable representation has a Jordan-Holder filtration with factors
σ-stable.
4.2. General representations of quivers. We will use the language of
general representations of quivers developed by Schofield [20] to find neces-
sary and sufficient inequalities for the non-vanishing of dimSI(Q,β)σ . Let
α, β be two dimension vectors. We define the generic ext(α, β) to be
ext(α, β) = min{dimExt1Q(V,W ) | (V,W ) ∈ Rep(Q,α) × Rep(Q,β)}.
We write α →֒ β if every representation of dimension vector β has a
subrepresentation of dimension vector α. We write β ։ α if every repre-
sentation of dimension vector β has a quotient representation of dimension
vector α. In other words, we have that α →֒ β if and only if β ։ β−α. The
following lemma follows immediately from the definition.
Lemma 4.5. Let α, β, α1, α2, β1, β2 be dimension vectors.
(1) If α2 →֒ α1 and α1 →֒ α then α2 →֒ α.
(2) If β ։ β1 and β1 ։ β2 then β ։ β2.
The next result was proved by Schofield [20, Theorem 3.3].
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Lemma 4.6. Let α, β be two dimension vectors. Then the following are
equivalent:
(1) α →֒ α+ β;
(2) ext(α, β) = 0.
Now, we can give a first description of the set Σ(Q,β).
Theorem 4.7. Let Q be a quiver and β be a dimension vector. If σ =
〈α, ·〉 ∈ ZQ0 is a weight then the following statements are equivalent:
(1) dimSI(Q,β)σ 6= 0, i.e., σ ∈ Σ(Q,β);
(2) σ(β) = 0 and σ(β′) ≤ 0 for all β′ →֒ β;
(3) α must be a dimension vector, σ(β) = 0 and α →֒ α+ β.
Proof. The equivalence of (1) and (2) is proved in [6, Theorem 3]. It is a
direct consequence of the Schofield’s [20] computation of ext(α, β) and the
spanning theorem for semi-invariants. In the same paper [6], it was noticed
that SI(Q,β)σ 6= 0 is equivalent to α being a dimension vector, ext(α, β) = 0
and σ(β) = 〈α, β〉 = 0. Hence the equivalence of (1) and (3) follows now
from Lemma 4.6. 
Remark 4.8. It turns out that some of the necessary and sufficient linear
homogeneous inequalities obtained in Theorem 4.7(2) are redundant. In
the next subsection, we will see how one can find a minimal list of such
inequalities.
A representation V is said to be Schur if EndQ(V ) = C. We say that a
dimension vector β is a Schur root if there exists a Schur representation V
of dimension vector β. We end this subsection with a description of Schur
roots in terms of σ- stability.
Theorem 4.9. [20, Theorem 6.1] Let Q be a quiver and β a dimension
vector. Then the following are equivalent:
(1) β is a Schur root;
(2) σβ(β
′) < 0,∀ β′ →֒ β, β′ 6= 0, β, where σβ = 〈β, ·〉 − 〈·, β〉.
4.3. σ-stable decomposition: facets of the cone C(Q,β) of effective
weights. LetH(β) = {σ ∈ RQ0 | σ(β) = 0}. Consider the following rational
convex polyhedral cone
C(Q,β) = {σ ∈ H(β) | σ(β′) ≤ 0 for all β′ →֒ β}.
We call C(Q,β) the cone of effective weights associated to the quiver setting
(Q,β). Note that C(Q,β)
⋂
Z
Q0 = Σ(Q,β) and the dimension of this cone
is at most N − 1, where N = |Q0| is the number of vertices of Q.
Lemma 4.10. Let Q be a quiver and let β, γ1, γ2, γ be dimension vectors.
(1) Suppose that γ1 + γ2 = β and γ1 →֒ β. Then
C(Q, γ1)
⋂
C(Q, γ2) = H(γ1)
⋂
C(Q,β).
16 CALIN CHINDRIS
(2) If c ≥ 1 is a positive integer then
C(Q, cγ) = C(Q, γ).
Proof. (1) Suppose σ ∈ C(Q, γ1)
⋂
C(Q, γ2) is a lattice point. Let α be the
dimension vector such that σ = 〈α, ·〉. From Remark 4.2, we have
SI(Q,α)−〈·,γ1〉+−〈·,γ2〉 6= 0.
Using again the reciprocity property we obtain that σ ∈ C(Q,β) and so
C(Q, γ1)
⋂
C(Q, γ2) ⊆ H(γ1)
⋂
C(Q,β).
For the other inclusion, pick a lattice point σ ∈ H(γ1)
⋂
C(Q,β). If γ →֒
γ1 then from γ1 →֒ β follows that γ →֒ β. As σ ∈ Σ(Q,β), we have that
σ(γ) ≤ 0 by Theorem 4.7. This shows that σ ∈ C(Q, γ1). Now let us assume
that δ →֒ γ2. Since β ։ γ2 it follows from transitivity that β ։ γ2−δ which
is equivalent to γ1+ δ →֒ β. But this implies σ(γ1+ δ) = σ(δ) ≤ 0. We have
shown that σ ∈ C(Q, γ2), as well. Hence
H(γ1)
⋂
C(Q,β) ⊆ C(Q, γ1)
⋂
C(Q, γ2).
(2) This part follows from the reciprocity property (Lemma 4.1) and the
saturation property for effective weights (Proposition 2.1). 
An interesting question is to describe the faces of C(Q,β). A useful tool in
this direction is the notion of σ-stable decomposition for dimension vectors
introduced in [5].
Let β be a σ-semi-stable dimension vector. We say that
β = β1 ∔ β2 ∔ . . .∔ βs
is the σ-stable decomposition of β if a general representation in Rep(Q,β)
has a Jordan-Holder filtration (in the full subcategory of σ-semi-stable rep-
resentations) with factors of dimension β1, . . . , βs (in some order). We write
c · β instead of β ∔ β ∔ . . .∔ β (c times).
Proposition 4.11 ([5]). Assume that β is a σ-semi-stable dimension vector.
If β = c1 · β1 ∔ c2 · β2 ∔ . . .∔ cu · βu is the σ-stable decomposition of β with
the dimension vectors βi distinct then:
(1) all βi are Schur roots;
(2) if 〈βi, βi〉 < 0 then ci = 1;
(3) after rearranging we can assume that βi ◦ βj = 1 for all i < j;
(4) β1, . . . , βu are linearly independent.
The relationship between the facets of the cone C(Q,β) and the σ-stable
decomposition is described in the following Proposition. A stronger form of
this Proposition can be found in [5, Section 6].
Proposition 4.12. Let Q be a quiver with N vertices and let us assume
that β is a Schur root.Then
(1) dimC(Q,β) = N − 1.
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(2) σ ∈ C(Q,β) if and only if σ(β) = 0 and σ(β1) ≤ 0 for every decom-
position β = c1β1 + c2β2 with β1, β2 Schur roots, β1 ◦ β2 = 1 and
ci = 1 whenever 〈βi, βi〉 < 0.
Proof. (1) Let C(Q,β)0 be the open subset of H(β) defined by
C(Q,β)0 = {σ ∈ H(β) | σ(β′) < 0 for all β′ →֒ β, β′ 6= 0, β}.
Since β is a Schur root it follows from Theorem 4.9 that σβ ∈ C(Q,β)0 and
hence C(Q,β)0 is a non-empty open subset in H(β). Consequently, C(Q,β)
has dimension N − 1.
(2) Let F be a face of C(Q,β) of dimension N − 2 and let σ be a lattice
point in the relative interior of F . Suppose that
β = c1 · β1 ∔ c2 · β2 ∔ · · · ∔ cu · βu
is the σ-stable decomposition of β with β1, . . . , βu as in Proposition 4.11. If
γi = c1β1 + c2β2 + · · ·+ ciβi
for every 1 ≤ i ≤ u then it follows from Remark 4.2 and Theorem 4.7 that
γi →֒ β for every 1 ≤ i ≤ u. This shows that the −γi’s, viewed as linear
forms on RQ0 , are in the dual cone of C(Q,β) and hence
H(−γ1)
⋂
· · ·
⋂
H(−γu)
⋂
C(Q,β)
is a face, denoted by F ′, of C(Q,β). As F ′ is a face of C(Q,β) containing a
relative interior point σ of another face F it follows that F ⊆ F ′. We have
that γ1, . . . , γu are linearly independent as β1, . . . , βu have this property.
Thus, the dual face (in (RQ0)∗) of F ′ has dimension at least u and so u ≤ 2.
If u = 1 then C(Q,β) = C(Q,β1) by Lemma 4.10. As β1 is σ-stable
and using Theorem 4.3 we obtain that σ must lie in the relative interior of
C(Q,β). But this is a contradiction with the fact that σ lies on a proper
face F of C(Q,β).
Therefore, our facet F has to be of the form
H(−β1)
⋂
C(Q,β) = C(Q,β1)
⋂
C(Q,β2)
for some Schur roots β1, β2 with β1 ◦ β2 = 1 and β = c1β1 + c2β2 with c1, c2
as in Proposition 4.11. This description of the facets of the cone C(Q,β)
together with Theorem 4.7 clearly imply (2). 
Remark 4.13. Note that in Proposition 4.12(2), we can replace β1 ◦β2 = 1
with β1 ◦β2 6= 0. Of course, in this case we get a longer list of necessary and
sufficient inequalities.
Remark 4.14. In [5] (see also [3]), it has been conjectured that the list
of linear homogeneous inequalities from Proposition 4.12(2) is minimal, i.e.,
the facets of C(Q,β) when β is a Schur root are in one-to-one correspondence
with the set of pairs (β1, β2) where β1 and β2 are as in Proposition 4.12(2).
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5. The facets of the cone associated to the generalized flag
quiver
We use those methods from Section 4 to describe the facets of the cone
of effective weights associated to the generalized flag quiver setting.
Throughout this section the only quiver we will be dealing with is the
generalized flag quiver setting (Q,β) from Section 3. For the convenience
of the reader, we briefly recall this set up. The quiver Q has m− 2 central
vertices with m equioriented An quivers (or flags) F(1), . . . ,F(m) attached
to them. The dimension vector β is defined by β(j, i) = j for all j ∈
{1, . . . , n} and i ∈ {1, . . . ,m}.
First, let us prove a simple Lemma.
Lemma 5.1. The dimension vector β is a Schur root.
Proof. Note that the dimension vector β is indivisible, meaning that the
greatest common divisor of its coordinates is one. Next, let us assume that
either n = 2, m ≥ 4 or n ≥ 3. If this is the case then β lies in the so
called fundamental region, i.e., the support of β is a connected graph and
〈εi, β〉 + 〈β, εi〉 ≤ 0, for all vertices i ∈ Q0. It follows now from a result of
Kac [12, Theorem B(d)] that β is a Schur root. If either n = 2, m = 3 or
n = 1 then β is actually a real Schur root. 
Now, let D be the set of all dimension vectors β1 that take one of the
following forms:
(1) β1 = ε(j,2i+1) or β1 = β − ε(j,2i), for 1 ≤ j ≤ n − 1 (call such a
dimension vector trivial);
or
(2) β1 is weakly increasing with jumps of at most one along the m flags,
β1 6= β and β1 ◦ (β − β1) = 1.
Note that if β1 is in D then β1 →֒ β and hence −β1 is in the dual of the
cone C(Q,β).
Lemma 5.2. Keep notation as above. If F is a facet of C(Q,β) then it has
to be of the form
F = H(β1)
⋂
C(Q,β),
for some β1 in D.
Proof. From Proposition 4.12 it follows that there are two Schur roots β1
and β2 such that
F = H(β1)
⋂
C(Q,β)
with β1 ◦ β2 = 1 and β = c1β1 + c2β2 for some c1, c2 ≥ 1.
Now let us assume that β1 is not trivial. In this case, we will show that
β1 is weakly increasing with jumps of at most one along the flags. Let us
denote c1β1 = β
′, c2β2 = β
′′. Since β′ ◦ β′′ 6= 0 it follows from Theorem
4.7 that any representation of dimension vector β has a subrepresentation
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of dimension vector β′. Therefore, β′ must be weakly increasing along each
flag going in and it has jumps of at most one along each flag going out.
Next, we will show that β′ has jumps of at most one along each flag F(i)
going in a central vertex and β′ is weakly increasing along each flag F(i)
going out from a central vertex. For simplicity, let us write
F(i) : 1 ✲ 2 · · · n− 1 ✲ n,
for a flag going in its central vertex (n, i) (i.e. i is even). Assume to the
contrary that there is an l ∈ {1, . . . , n − 1} such that β′(l + 1) > β′(l) + 1.
Then β′′(l + 1) < β′′(l) which implies that εl →֒ β′′. Since β′′ is 〈β′, ·〉-
semi-stable it follows that 〈β′, ǫl〉 ≤ 0. So, β′(l) ≤ β′(l − 1) and hence
β′(l) = β′(l − 1) or β′′(l) = β′′(l − 1) + 1. This shows that c2 = 1 and
β′′− εl →֒ β′′. From the fact that β′′(= β2) is a Schur root and Theorem 4.9
we obtain that β′′ is σβ′′-stable. Since εl →֒ β′′,β”− εl →֒ β′′ and β′′ 6= ǫl it
follows 〈β′′, ǫl〉 − 〈β′′, εl〉 < 0 and 〈β′′, β′′ − εl〉 − 〈β′′ − εl, β′′〉 < 0. But this
is a contradiction. We have just proved that β′ has jumps of at most one
along each flag going in. Similarly, one can show that β′ has to be weakly
increasing along each flag going out.
Now, let us show that c1 = c2 = 1. Since β
′ = c1β1 has jumps of
at most one along each flag, we obtain 0 ≤ c1(β1(l + 1, i) − β1(l, i)) ≤ 1
for all l ∈ {1, . . . , n − 1} and i ∈ {1, . . . ,m}. If there are l, i such that
β1(l + 1, i) − β1(l, i) 6= 0 then c1 = 1. Otherwise, there is an i such that
β′(1, i) = 1 and so c1 = 1. Similarly, one can show c2 = 1.
In conclusion, β = β1 + β2 with β1 weakly increasing with jumps of at
most one along the m flags. So, β1 ∈ D and this finishes the proof. 
Lemma 5.3. Let σ ∈ H(β). Then
σ ∈ C(Q,β)
if and only if the following are true
(1) ( chamber inequalities) (−1)iσ(ε(j,i)) ≥ 0, ∀ 1 ≤ j ≤ n − 1, ∀ 1 ≤
i ≤ m.
(2) ( regular inequalities) σ(β1) ≤ 0 for every β1 6= β weakly increasing
with jumps of at most one along the m flags and β1 ◦ (β − β1) = 1.
Proof. Let us assume that σ ∈ H(β) satisfies the chamber and regular in-
equalities. Then the description of the facets of C(Q,β) given in Lemma 5.2
shows that σ ∈ C(Q,β).
Conversely, let σ ∈ C(Q,β). We clearly have σ(β1) ≤ 0 for every β1 ∈ D
by Theorem 4.7. But this is equivalent to (1) and (2). 
Remark 5.4. Let σλ be the weight defined by the equations (2) − (5) in
Section 3. Then by definition we have that
σλ(ε(j,i)) = (−1)i(λj(i)− λj+1(i)),∀ 1 ≤ j ≤ n− 1, ∀ 1 ≤ i ≤ m.
Consequently, the chamber inequalities just tell us that the λ(i) are weakly
decreasing sequences. This is something that we will always assume.
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Example 5.5. For m = 4 and n = 2, there are exactly 9 dimension vectors
β1 that satisfy the second condition in Lemma 5.3. It turns out that exactly
one of the 9 pairs gives us a redundant inequality. Next we find the necessary
and sufficient inequalities for σλ to be in C(Q,β).
For
β1 = β =
2 2
1 1 1 1
,
we must have the identity σλ(β) = 0, i.e.,
|λ(1)| + |λ(3)| = |λ(2)| + |λ(4)|.
For β1 =
1 2
0 0 1 1
and β1 =
1 2
1 1 1 1
, we have the inequalities
λ2(2) + |λ(4)| ≤ λ2(1) + |λ(3)|,
and
λ1(2) + |λ(4)| ≤ λ1(1) + |λ(3)|.
For β1 =
0 1
0 0 1 1
and β1 =
0 1
0 0 0 0
, we have the inequalities
λ1(4) ≤ λ1(3), and λ2(4) ≤ λ2(3).
For β1 =
1 1
1 0 1 1
and β1 =
1 1
1 1 1 0
, we have the inequalities
λ2(2) + λ1(4) ≤ λ1(1) + λ1(3),
and
λ1(2) + λ2(4) ≤ λ1(1) + λ1(3).
For β1 =
1 1
0 0 1 0
and β1 =
1 1
1 0 0 0
, we have the inequalities
λ2(2) + λ2(4) ≤ λ2(1) + λ1(3),
and
λ2(2) + λ2(4) ≤ λ1(1) + λ2(3).
For
β1 =
0 2
0 0 1 1
,
we obtain the only redundant inequality
|λ(4)| ≤ |λ(3)|.
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6. The Horn type inequalities
Our goal in this section is to give a closed form to the polyhedral inequal-
ities that we obtained in Lemma 5.3. The quiver setting that we work with
is again the generalized flag quiver from Section 3.
First, let us describe the dimension vectors β1 that define the regular
inequalities from Lemma 5.3(2). Let β1 be a dimension vector that is weakly
increasing with jumps of at most one along the m flags. We define the
following jump sets
Ii = {l | β1(l, i) > β1(l − 1, i), 1 ≤ l ≤ n},
with the convention that β1(0, i) = 0 for all i ∈ {1, . . . ,m}. We also denote
β1 by βI .
Note also that |Ii| = βI(n, i) for all i ∈ {1, . . . ,m}. Therefore, |I1| =
|I2| = βI(2) and |Im−1| = |Im| = βI(m− 1).
Conversely, it is clear that each m-tuple I = (I1, . . . , Im) of subsets of
the set {1, . . . , n} with |I1| = |I2|, |Im−1| = |Im|, uniquely determines the
dimension vector βI . Indeed, if
Ii = {z1(i) < · · · < zr(i)},
we have that
βI(k, i) = j − 1,∀ zj−1(i) ≤ k < zj(i),∀ 1 ≤ j ≤ r + 1,
with the convention that z0(i) = 0 and zr+1(i) = n+ 1 for all 1 ≤ i ≤ m.
Definition 6.1. We define S(n,m) to be the set consisting of all m-tuples
I = (I1, . . . , Im) such that |I1| = |I2|, |Im−1| = |Im|, βI 6= β and
βI ◦ (β − βI) = 1.
A further description of the set S(n,m) will be given in Lemma 6.4 and
Lemma 6.6.
Proposition 6.2. Let λ(1), . . . , λ(m) be weakly decreasing sequences of n
reals. Then the following are equivalent:
(1) σλ ∈ C(Q,β);
(2) ∑
i even
|λ(i)| =
∑
i odd
|λ(i)|
and ∑
i even
∑
j∈Ii
λj(i)
 ≤ ∑
i odd
∑
j∈Ii
λj(i)

for every m-tuple (I1, . . . , Im) ∈ S(n,m).
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Proof. We have seen that the set of all β1 occurring in Lemma 5.3(2) are
exactly those of the form βI with I = (I1, . . . , Im) ∈ S(n,m). Furthermore
it is easy to see that
σλ(βI) =
∑
i even
∑
j∈Ii
λj(i)
 −∑
i odd
∑
j∈Ii
λj(i)

and
σλ(β) =
∑
i even
|λ(i)| −
∑
i odd
|λ(i)|.
The Proposition is now an immediate consequence of Lemma 5.3. 
Example 6.3. In this example we will work out the case when n = 1. Let
d1, . . . , dm be m ≥ 3 positive integers. Then the following are equivalent:
(1) There exists a long exact sequence of the form
0→ (Z/p)d1 → · · · → (Z/p)dm → 0.
(2) There exists a long exact sequence of the form
0→ Z/pd1 → · · · → Z/pdm → 0.
(3) (Horn type inequalities)∑
j even
dj =
∑
j odd
dj
and if m > 3 ∑
j even, 1≤j≤i
dj ≤
∑
j odd, 1≤j≤i
dj
and ∑
j even, i≤j≤m
dj ≤
∑
j odd, i≤j≤m
dj ,
for every i odd with 2 ≤ i ≤ m− 2, together with dm ≤ dm−1 if m
is even.
Indeed, let λ(i) = (di),∀ 1 ≤ i ≤ m. The equivalence of (1) and (2)
follows from
f(λ(1), . . . , λ(m)) 6= 0⇐⇒ f(λ′(1), . . . , λ′(m)) 6= 0.
To prove the equivalence (2) ⇐⇒ (3), we explicitly describe the facets
of the cone C(Q,β), where Q is the generalized quiver when n = 1. When
m = 3, the only inequality is d2 = d1 + d3. Let us assume that m ≥ 4.
In this case, our quiver Q is an alternating type Am−2 quiver with m − 2
vertices such that 2 is a source, 3 is a sink and so on. For example if m is
odd then our generalized flag quiver becomes
2 ✲ 3 ✛ · · · m− 2 ✛ m− 1,
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First, let β1, β2 be two Schur roots (i.e. positive roots of type A) such
that β1 + β2 = β = (1, . . . , 1) and 〈β1, β2〉 = 0. Then it is easy to see that
β1 = (1, . . . , 1, 0, . . . , 0) or β1 = (0, . . . , 0, 1, . . . , 1),
with supp(β1) = {2, . . . , i} or {i, . . . ,m − 1} and 2 ≤ i ≤ m − 1 odd. To
find a minimal list of necessary and sufficient inequalities, we will focus on
those m-tuples I = (I1, . . . , Im) ∈ S for which the corresponding dimension
vectors βI , β − βI are Schur roots. If this the case, we must have that
Ij =
{
{1} if 1 ≤ j ≤ i
∅ if i < j ≤ m
or
Ij =
{
∅ if 1 ≤ j < i
{1} if i ≤ j ≤ m,
where 2 ≤ i ≤ m−2 is odd. Ifm is even, there is one more possibility, namely
β1 = (0, . . . , 0, 1). In this case, I1 = · · · = Im−2 = ∅ and Im−1 = Im = {1}.
For all such tuples I, we also have that βI ◦(β−βI ) = 1. This way, we obtain
the equivalence of (2) and (3). Note that the list of inequalities obtained is
minimal.
Now, let us show that S(n,m) can be described in terms of the generalized
Littlewood-Richardson coefficients. For convenience, let us recall some of
the notation from Section 1. Let (I1, . . . , Im) be an m-tuple of subsets of
{1, . . . , n} such that at least one of them has cardinality at most n− 1. We
define the following weakly decreasing sequences of integers (using conjugate
partitions):
λ(I1) = λ
′(I1), λ(Im) =
{
λ′(Im) if m is odd
λ′(Im \ {n}) if m is even,
and for 2 ≤ i ≤ m− 1
λ(Ii) =

λ′(Ii) if i is even
λ′(Ii)− ((|Ii| − |Ii+1| − |Ii−1|)n−|Ii|) if i ≤ m− 2 is odd
λ′(Ii)− ((|Im−1| − |Im−2| − |Im \ {n}|)n−|Ii|) if i = m− 1 is odd.
Lemma 6.4. The set S(n,m) consists of all m-tuples I = (I1, . . . , Im) such
that:
(a) |I1| = |I2|;
(b) |Im−1| = |Im|;
(c) at least one of the subsets I1, . . . , Im has cardinality < n;
(d) λ(Ii) is a partition, ∀ 1 ≤ i ≤ m;
(e) we have
f(λ(I1), . . . , λ(Im)) = 1.
Proof. Let I = (I1, . . . , Im) be an m-tuple in S(n,m). By definition, we
know that (a) and (b) are satisfied.
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Let us denote βI = β1 and β − βI = β2.
(c) If min1≤i≤m |Ii| = n then we would have β1 = β which is not allowed.
(d), (e) We compute the dimension β1 ◦β2 = dimSI(Q,β2)〈β1,·〉 using the
same arguments as in Lemma 3.1 with β replaced by β2 and σ by σ1 = 〈β1, ·〉.
Since β1 is weakly increasing and has jumps of at most one along the flags
it is easy to see that
σ1(l, i) =
{
1 if l ∈ Ii
0 otherwise
,
for all l ∈ {1, . . . , n− 1} and i even and
σ1(l, i) =
{
−1 if l + 1 ∈ Ii
0 otherwise
,
for all l ∈ {1, . . . , n− 1} and i odd. At the central vertices 2, . . . ,m− 1 the
values of σ1 are
σ1(i) =

0 if i is even and n /∈ Ii
1 if i is even and n ∈ Ii
|Ii| − |Ii+1| − |Ii−1| if i ≤ m− 2 is odd
|Im−1| − |Im−2| − |Im \ {n}| if i = m− 1 is odd.
Arguing as in Lemma 3.1, we obtain that
γ(1) = (β2(n− 1, 1)−σ1(n−1,1), . . . , β2(1, 1)−σ1(1,1))′,
γ(m) = (β2(n− 1,m)(−1)m ·σ1(n−1,m), . . . , β2(1,m)(−1)m ·σ1(1,m))′,
γ(i) = (β2(n− 1, i)(−1)i ·σ1(n−1,i), . . . , β2(1, i)(−1)i ·σ1(1,i))′ + (((−1)i · σ1(n, i))β2(n,i)),
must be partitions for all 2 ≤ i ≤ m− 1 and
dimSI(Q,β2)σ1 = f(γ(1), . . . , γ(m)).
Furthermore, if Ii = {z1(i) < · · · < zr(i)} then we have
β2(zj(i), i) = zj(i)− j = β2(zj(i)− 1, i)
for all j ∈ {1, . . . , r}.
Therefore, γ(i) = λ(Ii), 1 ≤ i ≤ m and so
f(λ(I1), . . . , λ(Im)) = 1.
We have just proved that if (I1, . . . , Im) is in S(n,m) then (a) − (e) are
fulfilled.
Conversely, let I = (I1, . . . , Im) be an m-tuple of subsets of {1, . . . , n}
satisfying (a)− (e). Then we can define βI such that βI 6= β and
βI ◦ (β − βI) = f(λ(I1), . . . , λ(Im)) = 1.
Thus, I = (I1, . . . , Im) ∈ S(n,m) and so we are done. 
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Proposition 6.5. Let λ(i) = (λ1(i), . . . , λn(i)), i ∈ {1, . . . ,m} be m weakly
decreasing sequences of n reals. Then the following are equivalent:
(1) σλ ∈ C(Q,β);
(2) the numbers λj(i) satisfy∑
i even
|λ(i)| =
∑
i odd
|λ(i)|
together with
(∗)
∑
i even
∑
j∈Ii
λj(i)
 ≤ ∑
i odd
∑
j∈Ii
λj(i)

for every m-tuple (I1, . . . , Im) for which |I1| = |I2|, |Im−1| = |Im|,
λ(Ii), 1 ≤ i ≤ m are partitions and
f(λ(I1), . . . , λ(Im)) 6= 0;
(3) the numbers λj(i) satisfy∑
i even
|λ(i)| =
∑
i odd
|λ(i)|
and (∗) for every m-tuple (I1, . . . , Im) for which |I1| = |I2|, |Im−1| =
|Im|, λ(Ii), 1 ≤ i ≤ m are partitions and
f(λ(I1), . . . , λ(Im)) = 1.
Proof. The proof follows from Proposition 6.2, Lemma 6.4 and Remark 4.13.

We end this section with some further remarks on the set S(n,m). The
next Lemma gives us constraints on the possible m-tuples I = (I1, . . . , Im)
of the set S(n,m).
Lemma 6.6. Let I = (I1, . . . , Im) be in S(n,m). Then the subsets I1, . . . , Im
satisfy:
(a) (if m > 3) for each i odd, 2 ≤ i ≤ m− 2
max{|Ii−1|, |Ii+1|} ≤ |Ii| ≤ |Ii−1|+ |Ii+1|+ si,
where si is the smallest k ∈ {0, . . . , |Ii|} such that n− k /∈ |Ii|;
(b) if i = m−1 is odd we have |Im−2| ≤ |Im−1| and if n ∈ Im then either
n ∈ Im−1 or Im−2 6= ∅.
Proof. (a) Let us denote βI = β1 and β−βI = β2. Since β1 ◦β2 6= 0 we have
from Theorem 4.7 that any representation V of dimension vector β = β1+β2
has a subrepresentation of dimension vector β1. Choose V such that V (a) is
invertible for every main arrow a. Then for each i odd, 2 ≤ i ≤ m− 1, we
clearly have
max{|Ii−1|, |Ii+1|} ≤ |Ii|.
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Let us denote 〈β1, ·〉 by σ1. A necessary condition for dimSI(Q,β2)〈β1,·〉
not to be zero is that λ(Ii), ∀ 1 ≤ i ≤ m be partitions, i.e. they must have
non-negative parts.
Suppose that 2 ≤ i ≤ m − 1 is odd and let si be the smallest k ∈
{0, . . . , |Ii|} such that n− k /∈ Ii. Then the smallest part of λ′(Ii) is exactly
si.
For 2 ≤ i ≤ m−2 odd, we have seen that λ(Ii) = λ′(Ii)−(σ1(i)n−|Ii|). On
the other hand, we know that σ1(i) = |Ii| − |Ii−1| − |Ii+1| and the smallest
part of λ′(Ii) is precisely si. Thus, λ(Ii) is a partition if and only if
0 ≤ |Ii−1|+ |Ii+1| − |Ii|+ si.
(b) If i = m− 1 is odd and n /∈ Im then
σ1(m− 1) = |Im−1| − |Im| − |Im−2| = −|Im−2| ≤ 0
in which case λ(Im−1) is clearly a partition.
Now let assume that i = m− 1 is odd and n ∈ Im. Then
σ1(m− 1) = |Im−1| − |Im|+ 1− |Im−2| = 1− |Im−2|
and hence λ(Im−1) is a partition when
sm−1 + |Im−2| ≥ 1.
So, in this case we must have that either n ∈ Im−1 or Im−2 6= ∅. 
Remark 6.7. When m = 3, the set S(n, 3) is just the set of all triples
(I1, I2, I3) of subsets of {1, . . . , n} of the same cardinality r with r < n and
c
λ(I2)
λ(I1),λ(I3)
= 1. So, K(n, 3) is indeed the Klyachko’s cone. Therefore, in this
case we recover the Horn type inequalities that solve the non-vanishing of
the Littlewood-Richardson coefficients problem and Horn’s conjecture.
7. Proof of Theorem 1.6 and Proposition 1.7
Before we prove our main theorem, we briefly recall the following moment
map description of the cone of effective weights.
Proposition 7.1. [2, Proposition 1.3] Let Q be a quiver without oriented
cycles, β be a dimension vector and σ ∈ RQ0 . Then the following statements
are equivalent:
(1) σ ∈ C(Q,β);
(2) there exists W = {W (a)}a∈Q1 ∈ Rep(Q,β) satisfying
(†)
∑
a∈Q1
ta=x
W (a)∗W (a)−
∑
a∈Q1
ha=x
W (a)W (a)∗ = σ(x)Idβ(x),
for all x ∈ Q0, where W (a)∗ is the adjoint of W (a) with respect to
the standard Hermitian inner product on Cn.
In what follows, we work with the generalized flag quiver setting from
Section 3. To apply Proposition 7.1, we need the following simple linear
algebra Lemma:
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Lemma 7.2. Let σ(1), . . . , σ(n− 1) be non-positive real numbers. Then the
following are equivalent:
(1) there exist Wi ∈ Mati×(i+1)(C), 1 ≤ i ≤ n− 1 such that
Wi ·W ⋆i −W ⋆i−1 ·Wi−1 = −σ(i) IdCi for 2 ≤ i ≤ n− 1,
W1 ·W ⋆1 = −σ(1);
(2) there exists a n×n Hermitian matrix H(= W ⋆n−1 ·Wn−1) with eigen-
values
ν(i) = −
n−1∑
j=i
σ(j),∀ 1 ≤ i ≤ n− 1 and ν(n) = 0.
Proof. See [4, Section 3.4]. 
Proposition 7.3. Let λ(i) = (λ1(i), . . . , λn(i)), 1 ≤ i ≤ m be m weakly
decreasing sequences of n reals. Then
σλ ∈ C(Q,β)⇐⇒ (λ(1), . . . , λ(m) ∈ K(n,m).
Proof. From Proposition 7.1, we know that σλ ∈ C(Q,β) if and only if there
exists W ∈ Rep(Q,β) satisfying the quiver matrix equations (†).
The matrix equations coming from the first n − 1 vertices of the flag
F(i) are essentially those from Lemma 7.2. So, they are equivalent to the
existence of Hermitian matrices H(i) with eigenvalues
(λ1(i) − λn(i), . . . , λn−1(i)− λn(i), 0).
Let a1, . . . , am−3 denote the main arrows, i.e., those connecting the central
vertices. Taking into account the matrix equations coming from the main
vertices, we see that σλ ∈ C(Q,β) if and only if there exist Hermitian
matrices H ′(i) with spectrum λ(i), 1 ≤ i ≤ m and n × n complex matrices
W (ai) such that:
H ′(1) +W (a1)
∗ ·W (a1) = H ′(2),
W (a1) ·W (a1)∗ +W (a2) ·W (a2)∗ = H ′(3),
· · ·
H ′(m) +W (am−3)
∗ ·W (am−3) = H ′(m− 1)
When writing the last equation of the system above, we assumed that m is
odd. Of course, if m is even, the last equation looks like
H ′(m) +W (am−3) ·W (am−3)∗ = H ′(m− 1).
To bring the matrix equations above in a for us convenient form, we can
conjugate (if necessary) the equations by unitary matrices. Also, note that
for any n × n matrix, say A, we have that A · A∗ and A∗ · A are both
positive semi-definite and have the same spectrum. Moreover, any positive
semi-definite Hermitian matrix B can be written as W ·W ∗ or W ∗ ·W.
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Thus, we obtain that σλ ∈ C(Q,β) if and only if there exist Hermitian
matrices H(i) with spectrum λ(i), 1 ≤ i ≤ m and positive semi-definite n×n
matrices B(i) such that:
H(1) +B(1) = H(2),
B(1) +B(2) = H(3),
· · ·
H(m) +B(m− 3) = H(m− 1).
Solving this system of matrix equations for B(i), we have
B(i− 1) =
i∑
j=1
(−1)j+iH(j),∀ 2 ≤ i ≤ m− 2
together with
B(m− 3) = H(m− 1)−H(m).
Now, the proof follows. 
Proof of Theorem 1.6. (1) ⇐⇒ (2) This equivalence follows from Proposi-
tion 6.5 and Proposition 7.3.
(1)⇐⇒ (3) Using Lemma 3.2 and Proposition 7.3 the equivalence follows.
(3) ⇐⇒ (4) Note that any long exact sequence breaks into short exact
sequences by taking cokernels. Thus, (3) is equivalent to the existence of
short exact sequences
0→M1 →M2 → N1 → 0,
0→ N1 →M3 → N2 → 0,
. . .
0→ Nm−3 →Mm−1 →Mm → 0,
where µ(1), · · · , µ(m − 3) are some partitions of length at most n and
N1, . . . , Nm−3 are finite abelian p-groups of types µ(1), . . . , µ(m − 3). This
is equivalent to (4) by Klein’s Theorem (see [14]). 
Remark 7.4. By definition, we know that (λ(1), . . . , λ(m)) ∈ K(n,m) if
and only if there exist Hermitian matrices with prescribed eigenvalues and
such that they satisfy a system of matrix (in)equalities. In principle, one
can use the eigenvalue and the majorization problems (see [2] or [9]) to
find necessary and sufficient Horn type inequalities for each of the matrix
(in)equality defining the cone K(n,m). As we shall see, when we put together
these inequalities we obtain a list of necessary but not sufficient Horn type
inequalities. Let us look at these inequalities when m = 4 and n = 2. In
this case, we want to find inequalities in the parts of λ(1), λ(2), λ(3), λ(4)
such that there exist 2×2 Hermitian matrices H(1), H(2), H(3), H(4) with
eigenvalues λ(1), λ(2), λ(3), λ(4) and
H(2) +H(4) = H(1) +H(3)
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and
H(1) ≤ H(2).
The two conditions above imply the following list of necessary Horn type
inequalities:
|λ(2)| + |λ(4)| = |λ(1)| + |λ(3)|,
λ2(2) + λ1(4) ≤ λ1(1) + λ1(3),
λ1(2) + λ2(4) ≤ λ1(1) + λ1(3),
and
λ2(2) + λ2(4) ≤ λ2(1) + λ1(3),
λ2(2) + λ2(4) ≤ λ1(1) + λ2(3).
and
λ1(1) ≤ λ1(2), λ2(1) ≤ λ2(2).
Comparing this list with the one worked out in Example 5.5, we see
that the eigenvalue and the majorization problems give necessary Horn type
inequalities which are not sufficient. For example, take λ(1) = (2, 1), λ(2) =
(3, 1), λ(3) = (4, 1), and λ(4) = (2, 2).
Proof of Proposition 1.7. (1) The chamber inequalities of Lemma 5.3(1) and
Proposition 7.3 show that
K(n,m) −→ C(Q,β)× R2
λ = (λ(1), . . . , λ(m)) −→ (σλ, λn(1), λn(m))
is an isomorphism of cones. Since β is a Schur root, the dimension of the
cone C(Q,β) is the number of the vertices of the generalized flag quiver
minus one and so (1) follows.
(2) This is a consequence of Proposition 6.5.

8. Representation theoretic interpretations
In this section, we give two representation theoretic interpretations of the
generalized Littlewood-Richardson coefficients.
8.1. Parabolic Kazhdan-Lusztig polynomials. In [18], Leclerc and Miy-
achi obtained some remarkable closed formulas for certain vectors of the
canonical bases of the Fock space representation of the quantum affine al-
gebra Uq(ŝln). As a direct consequence, they derived a combinatorial de-
scription of certain parabolic affine Kazhdan-Lusztig polynomials. To state
some of their results, we need to review some definitions from [18, Section
5]. Let v be an indeterminate. We denote by K = C(v) the field of rational
functions in v and let Sym be the algebra over K of symmetric functions in
a countable set X of variables. Let P be the set of all partitions and Sλ be
the Schur function labelled by λ ∈ P. It is well known that the functions Sλ
form a linear basis for Sym. We denote by 〈·, ·〉 the scalar product for which
this basis is orthonormal.
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Now, let N ≥ 1 be an integer and let A0, . . . , AN−1 be N countable sets
of indeterminates. Let
S = Sym(A0, . . . , AN−1)
be the algebra over K of functions symmetric in each set A0, . . . , AN−1
separately. If λ = (λ0, . . . , λN−1) ∈ PN , consider
Sλ = Sλ0(A0) · · · SλN−1(AN−1).
Then {Sλ | λ ∈ PN} forms a linear basis which is orthonormal with
respect with the induced scalar product. In [18, Section 5.6], the authors
introduced a canonical basis {ηλ(v) | λ ∈ PN} and showed that:
Lemma 8.1. [18, Lemma 4] For λ, µ ∈ PN , we have
〈Sλ, ηµ(v)〉 = (−v)δ(λ,µ)
∑ ∏
0≤j≤N−1
cµ
j
αj ,βj
· cλjβj ,(αj+1)′
where the sum runs through all α0, . . . , αN , β0, . . . , βN−1 in P subject to:
|αi| =
∑
0≤j≤i−1
|λj | − |µj |, |βi| = |µi|+
∑
0≤j≤i−1
|µj | − |λj |,
and
δ(λ, µ) =
∑
0≤j≤N−2
(N − 1− j)(|λj | − |µj |).
Here the convention is that an empty sum is equal to zero. Hence, α0 is
the empty partition, |β0| = |µ0| and so
cµ
0
α0,β0
· cλ0β0,(α1)′ = cλ
0
µ0,(α1)′ .
By convention, αN is the empty partition and hence
cµ
N−1
αN−1,βN−1
· cλN−1βN−1,(αN )′ = cµ
N−1
αN−1,λN−1
.
Now, let us rewrite the above scalar product using our generalized Littlewood-
Richardson coefficients. It is easy to see that for λ, µ ∈ PN we have
〈Sλ, ηµ(v)〉 = (−v)δ(λ,µ) · f(µ0, λ0, (µ1)′, (λ1)′, . . . , µN−1, λN−1).
Note that in the above formula we assumed that N is odd. For N even, just
replace µN−1 and λN−1 in f with (µN−1)′ and (λN−1)′ respectively.
Next, we explain how these formulas are related to some parabolic Kazhdan-
Lusztig polynomials. Let w ≥ 1 be an integer and let ρ = (ρ1, . . . , ρl) be
the large N -core associated with w. By P(ρ), we denote the set of parti-
tions with N -core ρ. Let P(ρ,w) ⊆ P(ρ) be the subset of partitions with
N -weight ≤ w. To each λ ∈ P(ρ), one can associate its N -quotient denoted
by λ = (λ0, . . . , λN−1). For all these definitions, we refer to [18, Section 6].
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Corollary 8.2. [18, Corollary 10] Let λ, µ ∈ P(ρ,w). Then
dλ,µ(v) = (−1)δ(λ,µ)〈Sλ, ηµ(v)〉 ∈ N[v]
is a parabolic Kazhdan-Lusztig polynomial.
Consequently, in this case the coefficient of the Kazhdan-Lusztig mono-
mial dλ,µ(v) is a generalized Littlewood-Richardson coefficient. Further-
more, one has that dλ,µ(1) is a decomposition number of a q-Schur algebra
at q = N
√−1 (see also [11, Theorem 2]). Note that in this case, dλ,µ(1) is a
generalized Littlewood-Richardson coefficient.
In a future paper, we plan to further investigate the connection between
the generalized Littlewood-Richardson coefficients and decomposition num-
bers.
8.2. Multiplicities in representation spaces. We show that the gener-
alized Littlewood-Richardson coefficients can be viewed as multiplicities of
some irreducible representations of a product of general linear groups in the
affine coordinate ring of some representation space. For this, let us consider
the alternating type Am quiver with vertices 1, 2, . . . ,m such that 1 is a
source, 2 is a sink, and so on. For example, if m is odd the alternating
quiver looks like:
1 ✲ 2 · · · m− 1 ✛ m.
Now, let α be the dimension vector α = (n, . . . , n). For simplicity, let us
write V (i) = Cn. Without loss of generality, let us assume that m is odd.
Using the Littlewood-Richardson rule, we can decompose C[Rep(Q,α)] as
follows:⊕
f(λ(1), . . . , λ(m))
(
Sλ(1)V (1) ⊗ Sλ(2)V ∗(2)⊗ · · · ⊗ Sλ(m)V (m)
)
,
where the sum is taken over all partitions λ(i), 1 ≤ i ≤ m of length at most
n. Thus, f(λ(1), . . . , λ(m)) is equal to the multiplicity:
multGL(α)
(
Sλ(1)V (1) ⊗ Sλ(2)V ∗(2)⊗ · · · ⊗ Sλ(m)V (m),C[Rep(Q,α)]
)
.
If m is even then f(λ(1), . . . , λ(m)) is equal to the multiplicity:
multGL(α)
(
Sλ(1)V (1)⊗ Sλ(2)V ∗(2)⊗ · · · ⊗ Sλ(m)V ∗(m),C[Rep(Q,α)]
)
.
9. Final Remarks
First, we would like to make some comments regarding the minimality of
our list of Horn type inequalities. When m = 3, the list of necessary and
sufficient inequalities from Proposition 1.7(2) is known to be minimal. For
m ≥ 4, this list of inequalities is not minimal in the sense that it contains
some redundant inequalities. From Remark 4.14 it follows that the problem
concerning the redundancy of our list of Horn type inequalities comes down
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to solving the following two problems.
Problem 1. Find those m-tuples I = (I1, . . . , Im) ∈ S for which the
corresponding dimension vectors βI and β − βI are Schur roots.
If m = 4, n = 2, I1 = I2 = ∅, I3 = I4 = {1, 2} then the corresponding
dimension vector
βI =
0 2
0 0 1 1
is not a Schur root and the redundant inequality is |λ(4)| ≤ |λ(3)| (see
Example 5.5). Now, let us give examples of tuples I such that both βI and
β − βI are Schur roots. Let I = (I1, . . . , Im) ∈ S(n,m) and |Ii| ≥ 1 for all
1 ≤ i ≤ m. In case m > 3, let us assume that
min{|I3|, |Im−2|, n− |I3|, n− |Im−2|} ≥ 2,
together with
|Ii|+ 1 ≤ |Ii−1|+ |Ii+1| ≤ n+ |Ii| − 1,
if m > 4 and 3 ≤ i ≤ m− 2. Then βI and β − βI are Schur roots. Indeed,
we can shrink the generalized flag quiver so that the restriction of βI to
the shrunk quiver is increasing with jumps all equal to one along the flags.
In this situation, the shrunk dimension vector is indivisible and lies in the
fundamental region. Therefore, it must be a Schur root. Similarly, one can
show that β − βI is a Schur root as well.
The second problem is in fact a particular case of a conjecture in [5].
Problem 2. Given m ≥ 3 partitions λ(1), . . . , λ(m), prove that
f(λ(1), . . . , λ(m)) = 1⇐⇒ f(rλ(1), . . . , rλ(m)) = 1,
for all r ≥ 1.
For m = 3, this was conjectured by Fulton [8] and proved by Knut-
son, Tao and Woodward [17] using puzzles. For arbitrary m ≥ 3, the
”if” implication is clear. Indeed, we have seen that f(rλ(1), . . . , rλ(m)) =
dimSI(Q,β)rσ,∀ r ≥ 1 where (Q,β) is the generalized flag quiver setting.
It is easy to see that dimSI(Q,β)σ ≤ dimSI(Q,β)rσ ,∀ r ≥ 1 and so the ”if”
implication follows.
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