INTRODUCTION
It is widely known that material properties have a significant spatial variability due to factors such as effects of workmanship, material heterogeneity and environmental influences. Hence, it is sometimes insufficient to base reliability-based calculations on a random estimate of a homogeneous field of material property values.
Random field theory can be used to model this spatial variability if the covariance function of the field is known. This allows to model material properties (e.g. those of concrete) in a more realistic way, However, sufficient data to estimate the covariance function is seldom available, especially with respect to properties assessed trough destructive testing. Hence, assumptions with respect to the spatial variability are often made based on expert judgment without consideration of the measurement data.
This paper addresses the problem of insufficient data to determine the covariance function based on estimates of the first and second order of random fields -i.e. the mean value and the empirical semivariogram -that describe the spatial variability.
Methods like the least-squares (LSQ) method require a large dataset in order to accurately determine these characteristics of the covariance function by fitting a variogram model on the empirical data.
Bayesian updating techniques enable to estimate the parameters of the covariance function more rigorously and with less ambiguity as these can be used to update previously obtained information regarding parameters of similar random fields. Markov chain Monte Carlo (MCMC) simulations can be used to incorporate Bayesian updating based on limited samples in the parameter estimation.
As a common simplification the investigated random fields are assumed to be Gaussian random fields with homogeneous, isotropic and ergodic properties. Gaussian fields are important for two main reasons. First, the Gaussian distribution is well-studied, which makes the calculations more feasible and second the central limit theorem states that the net result of many small-order effects is approximately Gaussian (Cressie, 1993) . Gaussian random fields are completely defined by their first and second order characteristics.
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Since it is typically difficult or even impossible to analytically solve the expression for the posterior distribution, MCMC simulations are used. In the following first some basic concept are explained, an adapted Metropolis-Hastings algorithm is established in order to conduct the MCMC simulations. Finally the suggested Bayesian updating method is compared with the LSQ method.
RANDOM FIELDS

Basic concepts
A random field
, ∈ is a function whose values are random variables for any position in the domain Ω ∈ ℝ ! . A representation of a random field is denoted by a deterministic function . Random fields can be decomposed in a trend surface and a residual variation with mean zero for each position . This residual variation usually exhibits a spatial correlation, which is represented by a covariance function !" ! , ! . In general this covariance function can be different for every ! , ! . Random fields whose values follow a normal distribution are called Gaussian random fields. Gaussian random fields are second order stationary, thus they can be specified by a constant mean and a deterministic covariance function ! , ! . Because homogeneous, isotropic and ergodic properties were assumed, the covariance function is only dependent on the distance in the random field. Note that 0 is the variance ! of the field, since it defines the covariance of a variable with itself.
There are different models available for the covariance function. Commonly used models are the exponential, squared exponential and the Matérn covariance function. Both the exponential and squared exponential require only one model parameter that defines a measure for the distance over which the random field is correlated. The Matérn covariance model incorporates an additional parameter , which is called the smoothness parameter.
In this work the exponential model will be used:
where ! is the variance of the field, is the distance in the field and is a scale-parameter that defines the shape of the exponential covariance model. The correlation length is introduced. It is a measure of the distance over which the random field is correlated. It is defined as the centroid of the surface under (Baecher and Christian, 2003 ):
For the exponential model the correlation length is equal to the scale parameter .
In spatial data analysis it is more common to use the variogram 2 or the semi-variogram instead of the covariance function. The variogramlike the covariance function -is a function describing the degree of spatial variation. The variogram, rather than the covariance function, is used in spatial data analysis because the empirical variogram does not rely on the knowledge of the mean of the random field. Because Gaussian fields are second order stationary the following relation between the covariance function and the variogram holds:
BAYESIAN ESTIMATION OF RESPONSE SURFACE PARAMETERS
Bayesian estimation of linear model parameters is well-described in literature, e.g. in (Box and Tiao, 1992 , Gamerman and Lopes, 2006 , Gelman et al., 2003 , Ghosh et al., 2010 , Gregory, 2005 , Lee, 2012 . However, in most cases observational data is modelled as a nonlinear combination of multiple model parameters and input variables. Available literature on Bayesian estimation of nonlinear model parameters is rather limited (Gelman et al., 2003 , Gregory, 2005 . Assume that the true value of the response variable can be predicted by a mathematical model , which is a nonlinear function of parameters ! ( = 1, … , ) and depends on a vector , which represents a -dimensional set of input variables. If this model would be perfect and the true values are exactly known, the model would be able to predict the true response value exactly. However, due to the existence of model and measurement uncertainties, the true value is given by:
where the error term can be considered as a Gaussian distributed variable with mean 0 and with an unknown variance ! ! , representing the uncertainties. The variance ! ! of the error term is assumed to be constant over the domain of the input variables.
If independent response variables ! are available for sets of corresponding input vectors ! , then the likelihood of the experimental data can be written as:
where • is the probability density function (PDF) of the standard normal distribution. The prior information is given as the joint prior distribution ! ! ! , of the standard deviation ! of the error term and the model parameters . This prior distribution can be updated towards a posterior distribution ! " ! , by using Bayes' theorem:
with a normalizing constant and B the domain of the parameters ! , that have to be updated. Equation 7 can be difficult or impossible to solve analytically. Therefore MCMC simulations are applied (i.e. using the Metropolis-Hastings algorithm (Gelman et al., 2003) ) to estimate values for the model parameters and the standard deviation ! of the error term.
ADAPTED METROPOLIS-HASTINGS ALGORITHM
Markov chain Monte Carlo methods (MCMC) allow obtaining samples from probability distributions based on the construction of a Markov chain. A Markov chain is defined as a sequence of random variables ! for which the distribution of ! depends only on the previous sample !!! , i.e. not on !!! , !!! , etc. (Gelman et al., 2003) . These methods allow to draw a discrete-time homogeneous chain of samples from the posterior distribution (Perrin et al., 2007) . The idea is to generate iteratively samples of a Markov chain, which asymptotically behaves as the probability density function (PDF) that has to be sampled. More specifically, the Metropolis-Hastings algorithm (Hastings, 1970 , Nicholas et al., 1953 ) is commonly used for generating such Markov chains. Considering a certain PDF ! that is a function of an input vector , MCMC realizations ! are generated sequentially and independently, starting from an arbitrary chosen starting vector ! . In each step, the transition between the states ! and !!! is given according to (see e.g. (Gelman et al., 2003) ):
where is a candidate vector, | ! is called the transition or jumping distribution and the acceptance probability ! , is given by (see e.g. (Gelman et al., 2003) ):
Practically, in order to select a candidate , a random number ! is generated from a uniform distribution [0; 1]. The candidate is accepted as the next realization of ! with a probability ! , in case ! ≤ ! , or rejected in the other case. In this manner, a sequence of random draws ! from ! is generated, even when no analytical solution is available for ! . In case of the Bayesian estimation of response surface parameters, the transition between two estimates !,! , ! and !,!!! , !!! for the posterior set of response surface parameters can be rewritten as:
where ! , | !,! , ! is the transition distribution and the joint acceptance probability. A common choice for this transition distribution is the random walk algorithm, more specifically by adding a random increment = ! , ! , … , ! to the previous estimate according to:
with a random vector that does not depend on the previous chain. In practice, it is common to choose the values ! according to a normal or uniform distribution with mean 0 and variance ! ! . The random walk algorithm results in a symmetrical transition distribution
Hence, the transition distribution does not appear in the expression for the joint acceptance probability:
Further, the probability is the joint acceptance probability based on the prior probability and the likelihood function or in other words the probability that a random sample ! ∝ U 0; 1 from a uniform distribution is accepted according to the prior distribution and that a random sample ! ∝ U 0; 1 is accepted according to the likelihood function. This probability is generalized for Bayesian estimation of response surface parameters according the following equations:
with the likelihood ! , … , ! | … according to Equation 6 in case of independent response values.
The convergence speed of the Markov chain is strongly influenced by the random increment (each ! either uniform or standard normally distributed) and more specifically by its standard deviation ! . This standard deviation has to make sure that the domain over which ! " is sampled is properly explored. If the standard deviation ! is small, then the Markov chain will converge slowly, because more iterations are needed to explore the entire domain of ! " . However, if ! is too large, then the chain will also converge slowly, because the acceptance probability is too low. Thus, it is important to make sure that the Markov chain has enough iterations to represent the function ! " accurately and to detect the length of the burn-in period (the period in the Markov chain where stationarity is not yet obtained) so that these initial values can be deleted from the samples for ! " .
BAYESIAN ESTIMATION OF THE CORRELATION LENGTH
The method described in sections 3 and 4 can be used to estimate the covariance function of a random field based on limited measurements by fitting a semi-variogram model to the empirical semivariogram. In case of an exponential of squared exponential covariance function the only unknown parameter is the scale parameter which is equal to the correlation length . The exponential covariance function is a nonlinear model with one model parameter and one input variable. Rewriting Equation 4 in terms of the semivariogram yields:
where is the empirical semi-variogram, | the semi-variogram model and the error term as defined in Equation 5.
There are different methods available to compute an empirical semi-variogram based on measurement results (Cressie, 1993) . In this paper the method-ofmoments estimator defined by Matheron (1962) is adopted:
where is the number of elements in the set .
is a discrete function as there are only a finite number of distances between the different measurement points ! , ! . In order to obtain more measurement points at a same distance apart per set , similar distances are grouped in distance classes by allowing a tolerance on the distance . Hence, two measurements are element of if:
The tolerance should be chosen in a manner that there are enough elements in each set but not at the expense of the overall representation of the semivariogram (e.g. if the tolerance is chosen so that every combination complies with Equation 19 than the semi-variogram will be constant, which is most definitely not an accurate result). It is pointed out that due to the nature of the method-of-moments estimator the semi-variogram can show considerable variation for different realisations of a random field. Of course less measurement points lead to more variation of the semi-variogram.
The likelihood function introduced in Equation 6, rewritten in terms of the semi-variogram yields:
with the number of defined distances between the different measurement points ! , ! . The acceptance probabilities ! and ! (see Equations 14 and 15) are given by:
the joint prior distribution for the correlation length and the standard deviation of the error term.
The adapted Metropolis-Hastings algorithm can now be used to sample the posterior distribution for the correlation length . The estimation for the correlation length is hence given by the expectance of the posterior distribution. Further, this method will be referred to as the MCMC method 6 POSITION OF THE MEASUREMENT POINTS In order to verify if the position of the measurement points influences the result of the MCMC method two different sample pattern are considered. A pattern with a constant distance between the measurement points and a pattern where the distance between the measurement points increases exponentially. A conceptual representation of these sample pattern as is shown in Figure 2 . For the regular pattern a larger amount of measurements for each distance ! is available, while in the case of the logarithmic regular pattern a larger amount of different distances ! is available. For each pattern 25 samples were taken over the same span from 50 different realizations of a standard normal distributed random field with an exponential covariance function with correlation length = 10. A lognormal prior distribution, with ! = 10 and ! = 1, for the correlation length and a uniform distribution for the standard deviation of the error term were considered. Results are shown in Figure  3 . The regular sample pattern consequently results in a slightly smaller confidence interval for the estimated correlation length, because more measurements are available for a few distances ! . However, the difference between the two sample patterns is small. This small difference can be attributed to the fact that the empirical semi-variogram shows considerable variation if only a few measurement points are available. Hence, the influence of the position of the samples is far less important than the influence of the uncertain nature of the semivariogram.
COMPARISON BETWEEN THE LSQ AND THE MCMC METHOD
In order to compare the LSQ method and the proposed MCMC method, both methods are applied to find the correlation length of a random field on a grid with 32 by 32 positions. In the case of the MCMC method 25 measurement points are considered, while for the LSQ method either 25 (8 positions between each sample point) or 1024 (all positions of the random field) measurements are considered. Samples were taken from 100 different realizations of a standard normal distributed random field with an exponential covariance function with correlation length = 10 according to a regular sample pattern. The LSQ method solves following equation to estimate the correlation length:
• is the empirical semi-variogram and • | is de semi-variogram model. In case of the MCMC method a lognormal prior distribution, with ! = 9 and ! = 1, for the correlation length and a uniform distribution for the standard deviation of the error term were considered. Notice that the prior distribution for the correlation length is biased. Results are shown in Figure 4 . Compared to the LSQ method, the estimated correlation length using the MCMC method shows less variation even when compared to the LSQ method that makes use of a large number of measurements. As such large datasets are often impossible to achieve for certain material properties, this moreover underlines the importance of using prior knowledge.
CONCLUSIONS
A common problem when estimating the correlation length in common engineering problems is a lack of available data which makes traditional methods to estimate the spatial correlation such as the least squares method difficult to apply.
A Bayesian response surface method based on Markov Chain Monte Carlo (MCMC) simulations is developed in order to estimate the correlation length (i.e. covariance function) of random fields from empirical semi-variograms using Bayesian updating of prior (vague of informative) information. This prior information should be based on previous test results or expert judgment. Available measurement data, even limited is used to update these prior assumptions.
This MCMC method is found out to be less susceptible to the increased uncertainty resulting from the lack of data. This can be mainly attributed due to the incorporation of prior information. Simulations have shown that the proposed response surface method gives similar results compared to least-squares methods if sufficient data is available.
Large datasets are often impossible to achieve for certain material properties in structural engineering applications, hence indicating the importance of the proposed Bayesian response surface updating model.
