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BOUNDS FOR THE DAVIS-WIELANDT RADIUS OF BOUNDED
LINEAR OPERATORS
PINTU BHUNIA, ANIKET BHANJA, SANTANU BAG AND KALLOL PAUL
Abstract. We obtain upper and lower bounds for the Davis-Wielandt radius
of bounded linear operators defined on a complex Hilbert space, which improve
on the existing ones. We also obtain bounds for the Davis-Wielandt radius of
operator matrices. Finally we compute the exact value of the Davis-Wielandt
radius of two special operator matries
(
I B
0 0
)
and
(
0 B
0 0
)
, where B
is a bounded linear operator on a complex Hilbert space and I is the identity
operator on the same Hilbert space.
1. Introduction
Let H be a complex Hilbert space with usual inner product 〈., .〉 and B(H) be
the C∗-algebra of all bounded linear operators on H. For T ∈ B(H), we de-
note T ∗ and |T | by adjoint of T and absolute value of T (i.e., |T | = (T ∗T ) 12 ),
respectively. The norm and the minimum norm of T ∈ B(H) denoted by ‖T ‖
and m(T ), respectively, are defined as ‖T ‖ = sup {‖Tx‖ : x ∈ H, ‖x‖ = 1} and
m(T ) = inf {‖Tx‖ : x ∈ H, ‖x‖ = 1} . For given T ∈ B(H), the numerical range of
T , denoted as W (T ), is defined as the collection of all scalars 〈Tx, x〉, ‖x‖ = 1,
i.e., W (T ) = {〈Tx, x〉 : x ∈ H, ‖x‖ = 1} . The numerical radius and the Crawford
number of T, denoted as w(T ) and c(T ) respectively, are defined as
w(T ) = sup {|〈Tx, x〉| : x ∈ H, ‖x‖ = 1} ,
c(T ) = inf {|〈Tx, x〉| : x ∈ H, ‖x‖ = 1} .
The norm attainment set of T, denoted as MT , is defined as the set of all unit ele-
ments inH at which T attains its norm, i.e.,MT = {x ∈ H : ‖x‖ = 1, ‖Tx‖ = ‖T ‖} .
Likewise the numerical radius attainment set and the Crawford number attainment
set of T, denoted as WT and cT , respectively, are defined as
WT = {x ∈ H : ‖x‖ = 1, |〈Tx, x〉| = w(T )} ,
cT = {x ∈ H : ‖x‖ = 1, |〈Tx, x〉| = c(T )} .
It is well-known that the numerical radius w(.) defines a norm on B(H), equivalent
to the operator norm ‖.‖ satisfying the following inequality
1
2
‖T ‖ ≤ w(T ) ≤ ‖T ‖.
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The first inequality becomes equality if T is nilpotent of index 2 and second in-
equality becomes equality if T is normal. The power inequality for the numerical
radius, w(T n) ≤ wn(T ), ∀n = 1, 2, . . . , is an important inequality in the study
of numerical radius inequalities. Due to the importance of numerical range and
numerical radius inequalities these areas have attracted many mathematicians over
the years. We refer a few of the articles and books [1, 6, 7, 12] and the references
therein for further readings. The Davis-Wielandt radius of an operator is an impor-
tant generalization of the numerical radius. The Davis-Wielandt shell DW (T ) and
the Davis-Wielandt radius dw(T ) of T ∈ B(H) are defined as follows (see [3, 15]):
DW (T ) =
{(〈Tx, x〉, ‖Tx‖2) : x ∈ H, ‖x‖ = 1} ⊆ C× R,
dw(T ) = sup
{√
|〈Tx, x〉|2 + ‖Tx‖4 : x ∈ H, ‖x‖ = 1
}
.
It is easy to verify that the Davis-Wielandt radius dw(.) cannot define a norm on
B(H), although it satisfies the following inequality
max{w(T ), ‖T ‖2} ≤ dw(T ) ≤
√
w2(T ) + ‖T ‖4.(1)
The inequalities in (1) are sharp, if we consider T =
(
1 0
0 1
)
then we have
dw(T ) =
√
w2(T ) + ‖T ‖4 = √2 and if we consider S =
(
0 1
0 0
)
then we have
dw(S) = max{w(S), ‖S‖2} = 1. The second inequality in (1) becomes equality if
and only if T is normaloid, i.e., w(T ) = ‖T ‖ (see [16, Cor. 3.2]). The Davis-
Wielandt shell have been studied by many mathematicians that includes but not
limited to Li and Poon [9], Li et. al. [10], Lins et. al. [11]. Recently Zamani and
Shebrawi [17] and Zamani et.al. [16] have also studied the Davis-Wielandt radius
of bounded linear operators.
In this paper, we begin with the study of equality of the lower bounds for Davis-
Wielandt radius mentioned in (1). We then obtain new upper and lower bounds
for the Davis-Wielandt radius and show that the bounds obtained here improve on
the existing ones. We also obtain upper and lower bounds for the Davis-Wielandt
radius of some operator matrices. The bounds for operator matrices can be used to
obtain bounds for the Davis-Wielandt radius of some bounded linear operators. We
give numerical examples to show that bounds obtained for operator matrices are
better than those obtained for bounded linear operators. Finally we determine the
exact value of the Davis-Wielandt radius of two special type of operator matrices(
I B
0 0
)
and
(
0 B
0 0
)
, where B ∈ B(H), I and 0 are the identity operator
and the zero operator on H, respectively.
2. Davis-Wielandt radius inequalities of operators
We begin this section with the following results on the equality of the lower bound
for the Davis-Wielandt radius of bounded linear operators mentioned in (1).
Theorem 2.1. Let T ∈ B(H). Then the following conditions are equivalent.
(i) dw(T ) = w(T ).
(ii) T = 0.
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Proof. The part (ii) ⇒ (i) follows trivially. We prove (i) ⇒ (ii). Since T ∈ B(H),
there exists a sequence {xn} inH with ‖xn‖ = 1 such that w(T ) = limn→∞ |〈Txn, xn〉|.
The sequence {‖Txn‖}, being a bounded sequence of real numbers has a convergent
subsequence {‖Txnk‖}. Now w2(T ) = dw2(T ) ≥ |〈Txnk , xnk〉|2 + ‖Txnk‖4. Taking
limit on both sides, we get w2(T ) = dw2(T ) ≥ w2(T ) + limk→∞ ‖Txnk‖4. This
implies that limk→∞ ‖Txnk‖ = 0. Therefore from Cauchy-Schwarz inequality, we
have w(T ) = limk→∞ |〈Txnk , xnk〉| ≤ limk→∞ ‖Txnk‖ = 0. So, we get w(T ) = 0.
Then by (i), dw(T ) = 0 and it follows from inequality (1) that T = 0. 
Theorem 2.2. Let T ∈ B(H) and dw(T ) = ‖T ‖2. Then either of the following
condition holds.
(i) Let MT 6= ∅. Then |〈Tx, x〉| = 0 if x ∈MT , i.e., MT ⊆ cT .
(ii) Let MT = ∅. Then there exists a sequence {xn} in H with ‖xn‖ = 1 such that
limn→∞ ‖Txn‖ = ‖T ‖ and limn→∞ |〈Txn, xn〉| = 0.
Proof. First we prove (i). LetMT 6= ∅ and x ∈MT . So, ‖Tx‖4 = ‖T ‖4 = dw2(T ) ≥
|〈Tx, x〉|2+‖Tx‖4. This implies that |〈Tx, x〉| = 0. so x ∈ cT . Therefore, MT ⊆ cT .
Next we prove (ii). Let MT = ∅. Since T ∈ B(H), there exists a sequence {xn}
in H with ‖xn‖ = 1 such that ‖T ‖ = limn→∞ ‖Txn‖. Since {|〈Txn, xn〉|} is a
bounded sequence of scalars, so it has a convergent subsequence {|〈Txnk , xnk〉|}.
Now ‖T ‖4 = dw2(T ) ≥ |〈Txnk , xnk〉|2+‖Txnk‖4. Taking limit on both sides, we get
‖T ‖4 = dw2(T ) ≥ limk→∞ |〈Txnk , xnk〉|2 + ‖T ‖4 and so limk→∞ |〈Txnk , xnk〉| = 0.
This completes the proof. 
Remark 2.3. We observe that the converse part of Theorem 2.2 may not be true.
As for example, if we consider T =

 38 0 00 0 12
0 0 0

 then we see that |〈Tx, x〉| = 0
for all x ∈MT , i.e., MT ⊆ cT . But dw(T ) 6= ‖T ‖2 = 14 as dw(T ) ≥ w(T ) = 38 .
Next we obtain new lower bounds for the Davis-Wielandt radius.
Theorem 2.4. Let T ∈ B(H). Then
(i) dw2(T ) ≥ max{w2(T ) + c2(T ∗T ), ‖T ‖4 + c2(T )} ,
(ii) dw2(T ) ≥ 2max{w(T )c(T ∗T ), c(T )‖T ‖2} .
Proof. (i) Let x be a unit vector in H. Then from the definition of dw(T ), we get
dw2(T ) ≥ |〈Tx, x〉|2 + ‖Tx‖4
= |〈Tx, x〉|2 + 〈T ∗Tx, x〉2
≥ |〈Tx, x〉|2 + c2(T ∗T ).
Therefore, taking supremum over all unit vectors in H, we have
dw2(T ) ≥ w2(T ) + c2(T ∗T ).
Again from dw2(T ) ≥ |〈Tx, x〉|2 + ‖Tx‖4, where ‖x‖ = 1, we get
dw2(T ) ≥ c2(T ) + ‖Tx‖4.
Taking supremum over all unit vectors in H, we have
dw2(T ) ≥ c2(T ) + ‖T ‖4.
4 PINTU BHUNIA, ANIKET BHANJA, SANTANU BAG AND KALLOL PAUL
This completes the proof of (i).
(ii) For all x ∈ H with ‖x‖ = 1, we have
|〈Tx, x〉|2 + ‖Tx‖4 ≥ 2|〈Tx, x〉|‖Tx‖2
and so
dw2(T ) ≥ 2|〈Tx, x〉|〈T ∗Tx, x〉 ≥ 2|〈Tx, x〉|c(T ∗T ).
Taking supremum over all unit vectors in H, we get
dw2(T ) ≥ 2w(T )c(T ∗T ).
Again from |〈Tx, x〉|2 + ‖Tx‖4 ≥ 2|〈Tx, x〉|‖Tx‖2, we have
dw2(T ) ≥ 2c(T )‖Tx‖2.
Taking supremum over all unit vectors in H, we get
dw2(T ) ≥ 2c(T )‖T ‖2.
This completes the proof. 
Remark 2.5. 1. It is clear that the inequality obtained in Theorem 2.4 (i) improves
on the first inequality in (1).
2. If c(T ) > ‖T‖
2
2 and w(T ) ≤ ‖T ‖2, then it is easy to see that the inequality in
Theorem 2.4 (ii) is sharper than the first inequality in (1).
We next obtain upper bound for the Davis-Wielandt radius in the following theo-
rem.
Theorem 2.6. Let T ∈ B(H). Then
dw2(T ) ≤ sup
θ∈R
w2(eiθT + T ∗T )− 2c(T )m2(T ).
Proof. Let x ∈ H with ‖x‖ = 1. Then there exists θ ∈ R such that |〈Tx, x〉| =
eiθ〈Tx, x〉. Now,
|〈Tx, x〉|2 + ‖Tx‖4
= 〈eiθTx, x〉2 + 〈T ∗Tx, x〉2
= (〈eiθTx, x〉+ 〈T ∗Tx, x〉)2 − 2〈eiθTx, x〉〈T ∗Tx, x〉).
Hence,
2〈eiθTx, x〉〈T ∗Tx, x〉+ |〈Tx, x〉|2 + ‖Tx‖4 = (〈eiθTx, x〉+ 〈T ∗Tx, x〉)2
⇒ 2〈eiθTx, x〉〈T ∗Tx, x〉+ |〈Tx, x〉|2 + ‖Tx‖4 = 〈(eiθT + T ∗T )x, x〉2
⇒ 2|〈Tx, x〉|〈T ∗Tx, x〉+ |〈Tx, x〉|2 + ‖Tx‖4 ≤ w2(eiθT + T ∗T ).
Therefore,
2|〈Tx, x〉| 〈T ∗Tx, x〉+ |〈Tx, x〉|2 + ‖Tx‖4 ≤ sup
θ∈R
w2(eiθT + T ∗T )
and so
2c(T )m2(T ) + |〈Tx, x〉|2 + ‖Tx‖4 ≤ sup
θ∈R
w2(eiθT + T ∗T ).
Hence, taking supremum over all unit vectors in H, we get
2c(T )m2(T ) + dw2(T ) ≤ sup
θ∈R
w2(eiθT + T ∗T ).
Thus we have the desired inequality of the theorem. 
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Remark 2.7. The inequality in [17, Th. 2.1] states that
dw2(T ) ≤ w2(|T |2 − T ) + 2‖T ‖2w(T ).
If we consider the matrix T =
( −1 0
0 −2
)
, then it follows from Theorem 2.6
that dw2(T ) ≤ 34, whereas [17, Th. 2.1] gives dw2(T ) ≤ 52. This shows that the
upper bound of dw(T ) obtained in Theorem 2.6 is better than that obtained in [17,
Th. 2.1].
In the following theorem we obtain both upper and lower bounds for the Davis-
Wielandt radius of bounded linear operators.
Theorem 2.8. Let T ∈ B(H). Then
1
2
sup
θ∈R
{
w2(eiθT + T ∗T ) + c2(eiθT − T ∗T )} ≤ dw2(T )
≤ 1
2
{
w2(T + T ∗T ) + w2(T − T ∗T )} .
Proof. Let x ∈ H with ‖x‖ = 1. Then there exists θ ∈ R such that |〈Tx, x〉| =
eiθ〈Tx, x〉. Now,
|〈Tx, x〉|2 + ‖Tx‖4 = 1
2
(|〈Tx, x〉|+ 〈Tx, Tx〉)2 + 1
2
(|〈Tx, x〉| − 〈Tx, Tx〉)2
=
1
2
(〈eiθTx, x〉+ 〈T ∗Tx, x〉)2 + 1
2
(〈eiθTx, x〉| − 〈T ∗Tx, x〉)2
=
1
2
(〈(eiθT + T ∗T )x, x〉)2 + 1
2
(〈(eiθT − T ∗T )x, x〉)2 .
Hence,
|〈Tx, x〉|2 + ‖Tx‖4 ≥ 1
2
(〈(eiθT + T ∗T )x, x〉)2 + 1
2
c2(eiθT − T ∗T ).
Taking supremum over all unit vectors in H, we get
dw2(T ) ≥ 1
2
w2(eiθT + T ∗T ) +
1
2
c2(eiθT − T ∗T ).
This holds for all θ ∈ R, so
dw2(T ) ≥ 1
2
sup
θ∈R
{
w2(eiθT + T ∗T ) + c2(eiθT − T ∗T )} .
This implies the first inequality of the theorem. Again
|〈Tx, x〉|2 + ‖Tx‖4 = 1
2
|〈Tx, x〉+ 〈Tx, Tx〉|2 + 1
2
|〈Tx, x〉 − 〈Tx, Tx〉|2
=
1
2
|〈Tx, x〉+ 〈T ∗Tx, x〉|2 + 1
2
|〈Tx, x〉 − 〈T ∗Tx, x〉|2
=
1
2
|〈(T + T ∗T )x, x〉|2 + 1
2
|〈(T − T ∗T )x, x〉|2
≤ 1
2
{
w2(T + T ∗T ) + w2(T − T ∗T )} .
Therefore, taking supremum over all unit vectors in H, we get
dw2(T ) ≤ 1
2
{
w2(T + T ∗T ) + w2(T − T ∗T )} .
6 PINTU BHUNIA, ANIKET BHANJA, SANTANU BAG AND KALLOL PAUL
Hence completes the proof. 
Remark 2.9. We give operators for which the inequality in Theorem 2.8 improves
on the existing inequalities in [17, Th. 2.1,Th. 2.7] and (1). The inequality in [17,
Th. 2.7] states that if T ∈ B(H) then
dw2(T ) ≤ 1
2
w(T 2) +
1
4
w
(|T |2 + |T ∗|2)
+4w2(T )
(
2w2(T )− c2(T ) + 2w(T )
√
w2(T )− c2(T )
)
.
If we consider T =
(
1 0
0 −1
)
, then from Theorem 2.8 we get dw2(T ) ≤ 4,
whereas [17, Th. 2.1] gives dw2(T ) ≤ 6 and [17, Th. 2.7] gives dw2(T ) ≤ 17. Also
Theorem 2.8 gives dw2(T ) ≥ 2, whereas the first inequality in (1) gives dw2(T ) ≥ 1.
We now obtain an upper bound for the Davis-Wielandt radius of a bounded linear
operator in terms of non-negative continuous functions. To prove this we need the
following two lemmas. First lemma is known as Power-Young inequality and the
second one is known as McCarthy inequality.
Lemma 2.10. ([14]) Let a, b ≥ 0 and α, β > 1 such that 1α + 1β = 1. Then
ab ≤ 1
α
aα +
1
β
bβ.
Lemma 2.11. ([13]) Let A ≥ 0. Then for all x ∈ H with ‖x‖ = 1, we have
〈Ax, x〉p ≤ 〈Apx, x〉, p ≥ 1.
Lemma 2.12. ([13, Th. 5]) Let T ∈ B(H) and f, g be two non-negative continuous
functions on [0,∞) such that f(t)g(t) = t, for all t ∈ [0,∞). Then
|〈Tx, y〉| ≤ ‖f(|T |)x‖‖g(|T ∗|)y‖, for all x, y ∈ H.
We now are in a position to prove the following inequality.
Theorem 2.13. Let T ∈ B(H). Then
dw2(T ) ≤
∥∥∥∥ 1α1 f2α11 (|T |) +
1
β1
g
2β1
1 (|T ∗|) +
1
α2
f2α22 (|T ∗T |) +
1
β2
g
2β2
2 (|T ∗T |)
∥∥∥∥ ,
where αi, βi > 1 with
1
αi
+ 1βi = 1 and fi, gi are two non-negative continuous
functions on [0,∞) such that fi(t)gi(t) = t, for all t ∈ [0,∞), i = 1, 2.
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Proof. Let x ∈ H with ‖x‖ = 1. Then using Lemmas 2.12, 2.10 and 2.11, we get
|〈Tx, x〉|2 + ‖Tx‖4
= |〈Tx, x〉|2 + 〈T ∗Tx, x〉2
≤ 〈f21 (|T |)x, x〉〈g21(|T ∗|)x, x〉 + 〈f22 (|T ∗T |)x, x〉〈g22(|T ∗T |)x, x〉
≤ 1
α1
〈f21 (|T |)x, x〉α1 +
1
β1
〈g21(|T ∗|)x, x〉β1 +
1
α2
〈f22 (|T ∗T |)x, x〉α2
+
1
β2
〈g22(|T ∗T |)x, x〉β2
≤ 1
α1
〈f2α11 (|T |)x, x〉 +
1
β1
〈g2β11 (|T ∗|)x, x〉 +
1
α2
〈f2α22 (|T ∗T |)x, x〉
+
1
β2
〈g2β22 (|T ∗T |)x, x〉
=
〈(
1
α1
f2α11 (|T |) +
1
β1
g
2β1
1 (|T ∗|) +
1
α2
f2α22 (|T ∗T |) +
1
β2
g
2β2
2 (|T ∗T |)
)
x, x
〉
≤
∥∥∥∥ 1α1 f2α11 (|T |) +
1
β1
g
2β1
1 (|T ∗|) +
1
α2
f2α22 (|T ∗T |) +
1
β2
g
2β2
2 (|T ∗T |)
∥∥∥∥ .
Therefore, taking supremum over all unit vectors in H, we get the required inequal-
ity. 
As a consequence of Theorem 2.13 we get the following corollary.
Corollary 2.14. Let T ∈ B(H). Then the following inequalities are hold.
(i) If α, β > 1 such that 1α +
1
β = 1 then we have
dw2(T ) ≤
∥∥∥∥ 1α |T |α (1 + |T |α) + 1β (|T ∗|β + |T |2β)
∥∥∥∥ .
(ii) dw2(T ) ≤ 1
2
∥∥|T |2 + |T ∗|2 + 2|T |4∥∥ .
Proof. If we take f1(t) = g1(t) = f2(t) = g2(t) = t
1
2 and α1 = α2 = α, β1 = β2 = β
in Theorem 2.13, then we get (i). Further taking α = β = 2 in (i) we get (ii).

Next we need the following lemma which is a generalization of Cauchy-Schwarz
inequality, the proof of which can be found in [2].
Lemma 2.15. Let a, b, c ∈ H with ‖c‖ = 1. Then
|〈a, c〉〈c, b〉| ≤ 1
2
(|〈a, b〉|+ ‖a‖‖b‖) .
Using Lemma 2.15, we prove the following inequalities.
Theorem 2.16. Let T ∈ B(H). Then we have the following two inequalities
(i) dw2(T ) ≤ ∥∥|T |2 + |T |4∥∥ ,
(ii) dw2(T ) ≤ 1
2
(
w(T 2) + ‖T ‖2)+ ‖T ‖4 .
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Proof. Let x ∈ H with ‖x‖ = 1. Then by using Lemma 2.15, we get
|〈Tx, x〉|2 + ‖Tx‖4 = |〈Tx, x〉〈x, Tx〉| + 〈|T |2x, x〉〈x, |T |2x〉
≤ 1
2
(‖Tx‖2 + 〈Tx, Tx〉) + 1
2
(‖|T |2x‖2 + 〈|T |2x, |T |2x〉)
= 〈|T |2x, x〉 + 〈|T |4x, x〉
= 〈(|T |2 + |T |4)x, x〉.
Therefore, taking supremum over all unit vectors in H, we get the inequality (i).
Again considering |〈Tx, x〉|2 = |〈Tx, x〉〈x, T ∗x〉|, |〈Tx, Tx〉|2 = 〈|T |2x, x〉〈x, |T |2x〉
and then using Lemma 2.15, we get the inequality (ii). 
Remark 2.17. It is easy to see that the both inequalities in Theorem 2.16 becomes
equality if T is normaloid.
In the following remark we show that there exist operators for which the inequalities
in Theorem 2.16 are better than the existing inequalities in [17].
Remark 2.18. The inequalities in [17, Th. 2.13,Th. 2.14, Th. 2.16, Th. 2.17] are
noted respectively as follows
dw2(T ) ≤ max{‖T ‖2, ‖T ‖4}+
√
2w(|T |2T ),
dw2(T ) ≤ 1
2
(
w(|T |4 + |T |2) + w(|T |4 − |T |2))+√2w(|T |2T ),
dw2(T ) ≤ max{w(T ), w(|T |2)} (w(|T |4 + |T |2) + 2w(|T |2T )) 12 ,
dw2(T ) ≤ ‖T ‖max{w(T ), w(|T |2)} (1 + ‖T ‖2 + 2w(T )) 12 .
If we take T =
(
1 1
0 0
)
then from Theorem 2.16 (i) and (ii) we get dw2(T ) ≤ 6
and 5.6 respectively, whereas the inequalities in [17, Th. 2.1, Th. 2.7, Th. 2.13, Th.
2.14, Th. 2.16, Th. 2.17] respectively gives dw2(T ) ≤ 6.283, 35.416, 6.828, 6.828,
6.325, 6.58. Thus the bounds of dw(T ) obtained in Theorem 2.16 (i) and (ii) are
better than the existing ones.
Next using the following lemma we obtain an upper bound for the Davis-Wielandt
radius of bounded linear operator. Fisrt we state the lemma we need.
Lemma 2.19. ([5, Remark 3]) Let a, b, c ∈ H with ‖c‖ = 1. Then
‖a‖2‖b‖2 − |〈a, b〉|2 ≥ 2|〈a, c〉〈c, b〉| (‖a‖‖b‖ − |〈a, b〉|) .
Theorem 2.20. Let T ∈ B(H). Then
dw2(T ) ≤ 3 ∥∥|T |2 + |T |4∥∥− c(|T |2 + T )m(|T |2 + T )− c(|T |2 − T )m(|T |2 − T ).
Proof. Let x ∈ H with ‖x‖ = 1. Then by using Lemma 2.19 and Lemma 2.15 we
get
|〈Tx, x〉|2 ≤ ‖Tx‖2‖x‖2 − 2|〈Tx, x〉〈x, x〉|(‖Tx‖‖x‖ − |〈Tx, x〉|)
= ‖Tx‖2 + 2|〈Tx, x〉||〈x, Tx〉| − 2|〈Tx, x〉|‖Tx‖
≤ ‖Tx‖2 + ‖Tx‖2 + 〈Tx, Tx〉 − 2c(T )‖Tx‖
≤ 3〈|T |2x, x〉 − 2c(T )m(T ).
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By the parallelogram identity for complex numbers and then using the above in-
equality, we get
|〈Tx, x〉|2 + ‖Tx‖4
=
1
2
(|‖Tx‖2 + 〈Tx, x〉|2 + |‖Tx‖2 − 〈Tx, x〉|2)
=
1
2
(|〈(|T |2 + T )x, x〉|2 + |〈(|T |2 − T )x, x〉|2)
≤ 1
2
(
3〈||T |2 + T |2x, x〉 − 2c(|T |2 + T )m(|T |2 + T )
+3〈||T |2 − T |2x, x〉 − 2c(|T |2 − T )m(|T |2 − T )
)
=
3
2
〈(||T |2 + T |2 + ||T |2 − T |2)x, x〉 − c(|T |2 + T )m(|T |2 + T )
−m(|T |2 − T )c(|T |2 − T )
= 3〈(|T |4 + |T |2)x, x〉 − c(|T |2 + T )m(|T |2 + T )− c(|T |2 − T )m(|T |2 − T ).
Therefore, taking supremum over all unit vectors in H, we get the required inequal-
ity. 
Remark 2.21. If we consider T =
(
0 0
0 1
)
, then it follows from Theorem 2.20
that dw2(T ) ≤ 6, whereas [17, Th. 2.7] gives dw2(T ) ≤ 17. Thus Theorem 2.20
gives better bound for dw(T ) than that in [17, Th. 2.7].
Next we obtain upper bounds for the Davis-Wielandt radius of a bounded linear
operator using the following lemma, the proof of which can be found in [4, Lemma
2.1].
Lemma 2.22. ([4, Lemma 2.1]) Let x, y ∈ H and λ ∈ C. Then the following
equality holds:
‖x‖2‖y‖2 − |〈x, y〉|2 = ‖x− λy‖2‖y‖2 − |〈x− λy, y〉|2.
Theorem 2.23. Let T ∈ B(H). Then
dw2(T ) ≤ inf
λ∈R
sup
θ∈R
{
2|λ|‖ cos θRe(T ) + |T |2 + sin θIm(T )− λI‖
+
1
2
‖ cos θRe(T ) + |T |2 + sin θIm(T )− 2λI‖2
+
1
2
‖ cos θRe(T )− |T |2 + sin θIm(T )‖2
}
.
In particular,
dw2(T ) ≤ 1
2
sup
θ∈R
{∥∥cos θ Re(T ) + |T |2 + sin θ Im(T )∥∥2
+
∥∥cos θ Re(T )− |T |2 + sin θ Im(T )∥∥2 }.
Proof. Let x ∈ H with ‖x‖ = 1. Then there exists θ ∈ R such that |〈Tx, x〉| =
e−iθ〈Tx, x〉. From the Cartesian decomposition of T , i.e., T = Re(T ) + i Im(T ),
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we get
|〈Tx, x〉| = 〈e−iθTx, x〉
= 〈((cos θ − i sin θ)(Re(T ) + i Im(T )))x, x〉
= 〈(cos θRe(T ) + sin θIm(T ))x, x〉+ i〈(cos θIm(T )− sin θRe(T ))x, x〉.
Since |〈Tx, x〉| ∈ R, hence |〈Tx, x〉| = 〈(cos θRe(T ) + sin θIm(T ))x, x〉. Now using
Lemma 2.22 we get for any λ ∈ R,
|〈Tx, x〉|2 = ‖(cos θRe(T ) + sin θIm(T ))x‖2
−‖(cos θRe(T ) + sin θIm(T ))x− λx‖2
+|〈(cos θRe(T ) + sin θIm(T ))x− λx, x〉|2
= 〈(cos θRe(T ) + sin θIm(T ))2x, x〉
−〈(cos θRe(T ) + sin θIm(T )− λI)2x, x〉
+|〈(cos θRe(T ) + sin θIm(T )− λI)x, x〉|2
=
〈{
(cos θRe(T ) + sin θIm(T ))2
−(cos θRe(T ) + sin θIm(T )− λI)2
}
x, x
〉
+|〈(cos θRe(T ) + sin θIm(T )− λI)x, x〉|2
= 〈(2λ(cos θRe(T ) + sin θIm(T ))− λ2I)x, x〉
+|〈(cos θRe(T ) + sin θIm(T )− λI)x, x〉|2.
Similarly using Lemma 2.22, we have
‖Tx‖4 = |〈|T |2x, x〉|2
= 〈(2λ|T |2 − λ2I)x, x〉 + |〈(|T |2 − λI)x, x〉|2.
Now,
|〈Tx, x〉|2 + ‖Tx‖4 = 〈2λ{cos θRe(T ) + |T |2 + sin θIm(T )}x, x〉 − 2λ2
+
1
2
|〈(cos θRe(T ) + |T |2 + sin θIm(T )− 2λI)x, x〉|2
+
1
2
|〈(cos θRe(T )− |T |2 + sin θIm(T ))x, x〉|2
≤ 2|λ|‖ cos θRe(T ) + |T |2 + sin θIm(T )− λI‖
+
1
2
‖ cos θRe(T ) + |T |2 + sin θIm(T )− 2λI‖2
+
1
2
‖ cos θRe(T )− |T |2 + sin θIm(T )‖2
≤ sup
θ∈R
{
2|λ|‖ cos θRe(T ) + |T |2 + sin θIm(T )− λI‖
+
1
2
‖ cos θRe(T ) + |T |2 + sin θIm(T )− 2λI‖2
+
1
2
‖ cos θRe(T )− |T |2 + sin θIm(T )‖2
}
.
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Therefore, taking supremum over all unit vectors in H, we get
dw2(T ) ≤ sup
θ∈R
{
2|λ|‖ cos θRe(T ) + |T |2 + sin θIm(T )− λI‖
+
1
2
‖ cos θRe(T ) + |T |2 + sin θIm(T )− 2λI‖2
+
1
2
‖ cos θRe(T )− |T |2 + sin θIm(T )‖2
}
.
This inequality holds for all λ ∈ R, hence we get the desired inequality. In partic-
ular, if we choose λ = 0, then
dw2(T ) ≤ 1
2
sup
θ∈R
{∥∥cos θ Re(T ) + |T |2 + sin θ Im(T )∥∥2
+
∥∥cos θ Re(T )− |T |2 + sin θ Im(T )∥∥2 }.

Theorem 2.24. Let T ∈ B(H). Then
dw2(T ) ≤ inf
λ∈C
{(
2 ‖Re(λ) Re(T ) + Im(λ) Im(T )‖+ ∥∥T ∗T − 2Re(λT )∥∥)2
+2‖Re(λT )‖ − |λ|2 + w2(T − λI)
}
.
In particular, dw(T ) ≤√w2(T ) + ‖T ‖4.
Proof. Let x ∈ H with ‖x‖ = 1. Let λ ∈ C. By using Lemma 2.22, we have
‖Tx‖2||x||2 − |〈Tx, x〉|2 = ‖Tx− λx‖2‖x‖2 − |〈Tx− λx, x〉|2.
Using Cartesian decomposition of T , i.e., T = Re(T ) + i Im(T ), we get
‖Tx‖2 = (〈Re(T )x, x〉)2 − (〈Re(T − λI)x, x〉)2 + (〈Im(T )x, x〉)2
− (〈Im(T − λI)x, x〉)2 + ‖Tx− λx‖2
= 〈(2Re(T )−Re(λ)I)x, x〉〈Re(λ)x, x〉
+〈(2Im(T )− Im(λ)I)x, x〉〈Im(λ)x, x〉 + ‖Tx− λx‖2
= 2Re(λ)〈Re(T )x, x〉+ 2Im(λ)〈Im(T )x, x〉
−(Re(λ))2 − (Im(λ))2 + ‖Tx− λx‖2
= 2 (Re(λ)〈Re(T )x, x〉+ Im(λ)〈Im(T )x, x〉) − |λ|2
+ 〈Tx− λx, Tx− λx〉
= 2 (Re(λ)〈Re(T )x, x〉+ Im(λ)〈Im(T )x, x〉)
+
〈
(T ∗T − 2Re(λT ))x, x〉
≤ 2 ‖Re(λ) Re(T ) + Im(λ) Im(T )‖+ ∥∥T ∗T − 2Re(λT )∥∥ .
Again by using Lemma 2.22, we get
|〈Tx, x〉|2 = ‖Tx‖2 − ‖Tx− λx‖2 + |〈Tx− λx, x〉|2
= 2〈Re(λT )x, x〉 − |λ|2 + |〈Tx− λx, x〉|2
≤ 2‖Re(λT )‖ − |λ|2 + w2(T − λI).
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Hence,
|〈Tx, x〉|2 + ‖Tx‖4
≤ 2‖Re(λT )‖ − |λ|2 + w2(T − λI)
+
(
2 ‖Re(λ) Re(T ) + Im(λ) Im(T )‖+ ∥∥T ∗T − 2Re(λT )∥∥)2 .
Therefore, taking supremum over all unit vectors in H, and infimum over all λ ∈ C,
we get
dw2(T ) ≤ inf
λ∈C
{(
2 ‖Re(λ) Re(T ) + Im(λ) Im(T )‖+ ∥∥T ∗T − 2Re(λT )∥∥)2
+2‖Re(λT )‖ − |λ|2 + w2(T − λI)
}
.
Taking λ = 0, we get dw(T ) ≤√w2(T ) + ‖T ‖4. 
In the following remark we show that the inequalities in Theorem 2.23 and Theorem
2.24 are improve on the existing inequalities in [17] for some operators.
Remark 2.25. In [17, Th. 2.2], Zamani and Shebrawi proved that
dw2(T ) ≤ 1
2
w(|T |2 + 2|T |4 + |T ∗|2)− 1
2
inf
‖x‖=1
(‖Tx‖ − ‖T ∗x‖)2.
If we consider a matrix T =
(
0 2
0 0
)
then Theorem 2.23 gives dw(T ) ≤ 4.236 and
Theorem 2.24 gives dw(T ) ≤ 4.123, whereas [17, Th. 2.1] gives dw(T ) ≤ 5.0935,
[17, Th. 2.2] gives dw(T ) ≤ 4.2426 and [17, Th. 2.17] gives dw(T ) ≤ 4.6006.
Our final result in this section is the estimation of upper and lower bounds for the
Davis-Wielandt radius of the shift operator on Cn.
Theorem 2.26. Let T be the right shift operator on Cn defined by T = (tij)n×n,
where tij =
{
1 j = i− 1
0 j 6= i− 1. Then
√
cos2
(π
n
)
+ 1 ≤ dw(T ) ≤
√
cos2
(
π
n+ 1
)
+ 1.
Proof. Clearly, ‖T ‖ = 1 and from [7, p. 8], we have w(T ) = cos( pin+1 ). Therefore,
dw(T ) ≤√w2(T ) + ‖T ‖4 =√cos2( pin+1 ) + 1. This is the second inequality.
To prove the first inequality, let f = (f1, f2, ..., fn) ∈ Cn with ‖f‖ = 1, i.e., |f1|2 +
|f2|2+...+|fn|2 = 1. Then we have, Tf = (0, f1, f2, ..., fn−1), 〈Tf, f〉 = f1f2+f2f3+
...+ fn−1fn and 〈Tf, T f〉 = |f1|2 + |f2|2 + ...+ |fn−1|2. In particular, if we choose
fn = 0, then we get 〈Tf, T f〉 = 1 and |〈Tf, f〉| = |f1f2+f2f3+...+fn−2fn−1|. Also,
sup‖f‖=1
{|f1f2 + f2f3 + ...+ fn−2fn−1|} = cos2(pin ), (see [7, p. 8]). Therefore,
dw(T ) ≥ sup
‖f‖=1
√
|〈Tf, f〉|2 + ‖Tf‖4 =
√
cos2
(π
n
)
+ 1.
This is the first inequality of the theorem and it completes the proof. 
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Remark 2.27. 1. If we consider the left shift operator T on Cn defined by T =
(tij)n×n, where tij =
{
1 j = i+ 1
0 j 6= i+ 1, then similarly as in Theorem 2.26 we can
prove that √
cos2
(π
n
)
+ 1 ≤ dw(T ) ≤
√
cos2
(
π
n+ 1
)
+ 1.
2. If T is a shift operator on the Hilbert space ℓ2 then T is normaloid and so
dw(T ) =
√
2.
3. Davis-Wielandt radius inequalities of operator matrices
In this section we obtain some estimations for the Davis-Wielandt radius of 2 × 2
operator matrices. Also we determine the exact value for the Davis-Wielandt radius
of
(
I B
0 0
)
and
(
0 B
0 0
)
. To achieve our goal, we need the following lemmas.
First lemma follows from DW (U∗TU) = DW (T ) for every unitary operator U ∈
B(H).
Lemma 3.1. Let T ∈ B(H). Then for every unitary operator U ∈ B(H), we have
dw(U∗TU) = dw(T ).
Lemma 3.2. Let A,B ∈ B(H). Then
(a) dw
(
0 A
eiθB 0
)
= dw
(
0 A
B 0
)
, for every θ ∈ R.
(b) dw
(
0 A
B 0
)
= dw
(
0 B
A 0
)
.
(c) dw
(
A B
B A
)
= dw
(
A−B 0
0 A+B
)
.
(d) dw
(
A 0
0 B
)
= dw
(
B 0
0 A
)
.
Proof. (a) Let U =
(
I 0
0 ei
θ
2 I
)
. Then by using Lemma 3.1, we get
dw
(
0 A
eiθB 0
)
= dw
(
U∗
(
0 A
eiθB 0
)
U
)
= dw
(
0 ei
θ
2A
ei
θ
2B 0
)
=
dw
(
0 A
B 0
)
.
(b) Let U =
(
0 I
I 0
)
. Then by using Lemma 3.1, we get (b).
(c) Let U = 1√
2
(
I I
−I I
)
. Then by using Lemma 3.1, we get (C).
(d) Let U =
(
0 I
I 0
)
. Then by using Lemma 3.1, we get (d).

Lemma 3.3. Let T1, T2 ∈ B(H). Then
dw(T1 + T2) ≤ dw(T1) + dw(T2) + w(T ∗1 T2 + T ∗2 T1).
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Proof. From the definition of the Davis-Wielandt shell, we have
DW (T1 + T2) =
{(
〈(T1 + T2)x, x〉 , 〈(T1 + T2)x, (T1 + T2)x〉
)
: x ∈ H, ‖x‖ = 1
}
=
{(
〈T1x, x〉, 〈T1x, T1x〉
)
+
(
〈T2x, x〉, 〈T2x, T2x〉
)
+
(
0, 〈(T ∗1 T2 + T ∗2 T1)x, x〉
)
: x ∈ H, ‖x‖ = 1
}
.
Hence, DW (T1 + T2) ⊆ DW (T1) +DW (T2) +A, where
A = {(0, 〈(T ∗1 T2 + T ∗2 T1)x, x〉) : x ∈ H, ‖x‖ = 1} .
This imply the required inequality of the lemma. 
The following proposition follows from the above Lemma 3.3.
Proposition 3.4. Let T1, T2 ∈ B(H) be such that T ∗1 T2 + T ∗2 T1 = 0. Then
dw(T1 + T2) ≤ dw(T1) + dw(T2).
Using Proposition 3.4, we now prove the following theorem.
Theorem 3.5. Let A,B ∈ B(H), then
dw
(
0 A
B 0
)
≤
√
1
4
‖A‖2 + ‖A‖4 +
√
1
4
‖B‖2 + ‖B‖4.
Proof. Clearly
(
0 A
0 0
)∗(
0 0
B 0
)
+
(
0 0
B 0
)∗(
0 A
0 0
)
=
(
0 0
0 0
)
and(
0 A
0 0
)2
=
(
0 0
B 0
)2
=
(
0 0
0 0
)
, so by Proposition 3.4, we get
dw
(
0 A
B 0
)
≤ dw
(
0 A
0 0
)
+ dw
(
0 0
B 0
)
≤
√
w2
(
0 A
0 0
)
+
∥∥∥∥
(
0 A
0 0
)∥∥∥∥
4
+
√
w2
(
0 0
B 0
)
+
∥∥∥∥
(
0 0
B 0
)∥∥∥∥
4
=
√
1
4
∥∥∥∥
(
0 A
0 0
)∥∥∥∥
2
+
∥∥∥∥
(
0 A
0 0
)∥∥∥∥
4
+
√
1
4
∥∥∥∥
(
0 0
B 0
)∥∥∥∥
2
+
∥∥∥∥
(
0 0
B 0
)∥∥∥∥
4
=
√
1
4
‖A‖2 + ‖A‖4 +
√
1
4
‖B‖2 + ‖B‖4.

Remark 3.6. The bounds for the Davis-Wielandt radius of operator matrices can
be used to obtain bounds for the same of bounded linear operators. Consider
T =


0 0 1 0
0 0 0 1
1 0 0 0
0 1 0 0

 . Then [17, Th. 2.1] gives dw(T ) ≤ √6 and Theorem 2.20
gives dw(T ) ≤ √6, whereas looking at T as an operator matrix
(
0 A
B 0
)
, with
A = B = I, we get dw(T ) ≤ √5
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Next we need the following lemma, which can be found in [8, pp. 75-76].
Lemma 3.7. ([8, pp. 75-76]) Let T ∈ B(H). Then for all x ∈ H, we have
|〈Tx, x〉| ≤ 〈|T |x, x〉1/2〈|T ∗|x, x〉1/2.
Using Lemma 3.7, we obtain the following estimation.
Theorem 3.8. Let A,B ∈ B(H). Then
dw2
(
0 A
B 0
)
≤ 1
2
max
{‖|B|2 + |A∗|2 + 2|B|4‖, ‖|A|2 + |B∗|2 + 2|A|4‖} .
Proof. Let T =
(
0 A
B 0
)
and x = (x1, x2) ∈ H ⊕H with ‖x‖ = 1, i.e., ‖x1‖2 +
‖x2‖2 = 1. Now using Lemmas 3.7 and 2.11, we get
|〈Tx, x〉|2 + ‖Tx‖4
= |〈Tx, x〉|2 + 〈T ∗Tx, x〉2
≤ 〈|T |x, x〉〈|T ∗|x, x〉+ 〈|T |2x, x〉2
≤ 1
2
(〈|T |x, x〉2 + 〈|T ∗|x, x〉2)+ 〈|T |2x, x〉2
≤ 1
2
(〈|T |2x, x〉+ 〈|T ∗|2x, x〉) + 〈|T |4x, x〉
=
1
2
〈(|T |2 + |T ∗|2 + 2|T |4)x, x〉
=
1
2
〈( |B|2 + |A∗|2 + 2|B|4 0
0 |A|2 + |B∗|2 + 2|A|4
)
x, x
〉
=
1
2
{〈
(|B|2 + |A∗|2 + 2|B|4)x1, x1
〉
+
〈
(|A|2 + |B∗|2 + 2|A|4)x2, x2
〉}
≤ 1
2
max
{‖|B|2 + |A∗|2 + 2|B|4‖, ‖|A|2 + |B∗|2 + 2|A|4‖} .
Therefore, taking supremum over all unit vectors in H ⊕ H, we get the required
inequality. 
Example 3.9. Consider T =


0 0 1 0
0 0 0 0
0 0 0 0
0 i 0 0

 =
(
0 A
B 0
)
, whereA =
(
1 0
0 0
)
and B =
(
0 0
0 i
)
. Then Theorem 3.8 gives dw2(T ) ≤ 32 , whereas the inequality
in Theorem 2.16 (i) gives dw2(T ) ≤ 2. This shows that estimation of bounds for
the Davis-Wielandt radius of a bounded linear operator as an operator matrix is a
better one.
As an immediate consequence of Theorem 3.8, we get the following inequality.
Corollary 3.10. Let T ∈ B(H). Then
dw2(T ) ≤ dw2
(
0 T
T 0
)
≤ 1
2
∥∥|T |2 + |T ∗|2 + 2|T |4∥∥ .
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Proof. The second inequality follows from Theorem 3.8, by considering A = B = T
(say). To show the first inequality, let x ∈ H with ‖x‖ = 1. Then x˜ = 1√
2
(x, x) ∈
H⊕H and ‖x˜‖ = 1. Therefore, we have |〈Tx, x〉|2+‖Tx‖4 =
∣∣∣∣
〈(
0 T
T 0
)
x˜, x˜
〉∣∣∣∣
2
+∥∥∥∥
(
0 T
T 0
)
x˜
∥∥∥∥
4
. This implies the first inequality and hence completes the proof.

Using Corollary 3.10, we prove the following lower bound.
Theorem 3.11. Let A,B ∈ B(H). Then
1
2
(
max {dw(A +B), dw(A −B)} − ‖A∗B +B∗A‖
)
≤ dw
(
0 A
B 0
)
.
Proof. From Corollary 3.10, we get
dw(A+ B) ≤ dw
(
0 A+B
A+B 0
)
≤ dw
(
0 A
B 0
)
+ dw
(
0 B
A 0
)
+ w(A∗B +B∗A), by Lemma 3.3
= 2dw
(
0 A
B 0
)
+ ‖A∗B +B∗A‖, by Lemma 3.2(b).
So,
1
2
(dw(A +B)− ‖A∗B +B∗A‖) ≤ dw
(
0 A
B 0
)
.
Replacing B by −B, we get
1
2
(dw(A−B)− ‖A∗B +B∗A‖) ≤ dw
(
0 A
−B 0
)
= dw
(
0 A
B 0
)
, by Lemma 3.2(a).
Combining the above two inequalities, we get the desired inequality. 
Remark 3.12. Here we would like to remark that there exist some operators for
which the lower bound obtained in Theorem 3.11 is sharper than the lower bound
obtained in Theorem 2.4. As for example if we consider A =
(
1 0
0 0
)
, B =(
i 0
0 0
)
and T =
(
0 A
B 0
)
then we see that Theorem 3.11 gives dw(T ) ≥
√
6
2 ,
whereas Theorem 2.4 gives dw(T ) ≥ 1.
The following corollary immediately follows from the above Theorem 3.11.
Corollary 3.13. Let A,B ∈ B(H) be such that A∗B +B∗A = 0. Then
1
2
max {dw(A +B), dw(A −B)} ≤ dw
(
0 A
B 0
)
.
Finally we compute the exact value of the Davis-Wielandt radius for two special
type of operator matrices.
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Theorem 3.14. Let B ∈ B(H) and T =
(
I B
0 0
)
∈ B(H⊕H). Then
dw(T ) =
{√
2, B = 0
(cos θ0 + ‖B‖ sin θ0)(cos2 θ0 + (cos θ0 + ‖B‖ sin θ0)2) 12 , B 6= 0,
where b = ‖B‖, p = − 2b2−52b , q = − 2b
2−2
b2 , r = − 32b , s = 12433b6 (8b8 + 20b6 + 45b4 +
61b2 + 28), α = 127 (2p
3 − 9pq + 27r), β = (−α2 +
√
s)
1
3 , γ = (−α2 −
√
s)
1
3 and
θ0 = tan
−1(β + γ − p3 ).
Proof. The proof for the case B = 0 follows trivially. So we consider B 6= 0.
Let z =
(
x
y
)
∈ H ⊕ H be such that ‖z‖ = 1, i.e, ‖x‖2 + ‖y‖2 = 1. Then
〈Tz, z〉 = 〈x +By, x〉 and 〈Tz, T z〉 = 〈x+By, x+By〉. Now, we have
|〈Tz, z〉|2 + |〈Tz, T z〉|2 ≤ ‖x+By‖2‖x‖2 + ‖x+By‖4
= ‖x+By‖2 (‖x‖2 + ‖x+By‖2)
≤ sup
‖x‖2+‖y‖2=1
(‖x‖+ ‖B‖‖y‖)2(‖x‖2 + (‖x‖+ ‖B‖‖y‖)2)
= sup
θ∈[0,pi
2
]
(cos θ + ‖B‖ sin θ)2(cos2 θ + (cos θ + ‖B‖ sin θ)2)
= (cos θ0 + ‖B‖ sin θ0)2(cos2 θ0 + (cos θ0 + ‖B‖ sin θ0)2),
where b = ‖B‖, p = − 2b2−52b , q = − 2b
2−2
b2 , r = − 32b , s = 12433b6 (8b8 + 20b6 + 45b4 +
61b2 + 28), α = 127 (2p
3 − 9pq + 27r), β = (−α2 +
√
s)
1
3 , γ = (−α2 −
√
s)
1
3 and
θ0 = tan
−1(β + γ − p3 ).
Therefore, taking supremum over all unit vectors z ∈ H ⊕H, we get
dw(T ) ≤ (cos θ0 + ‖B‖ sin θ0)(cos2 θ0 + (cos θ0 + ‖B‖ sin θ0)2) 12 .
We now show that there exists a sequence {zn} in H⊕H with ‖zn‖ = 1 such that
limn→∞(|〈Tzn, zn〉|2 + |〈Tzn, T zn〉|2) 12 = (cos θ0 + ‖B‖ sin θ0)(cos2 θ0 + (cos θ0 +
‖B‖ sin θ0)2) 12 . Since B ∈ B(H), there exists a sequence {yn} in H with ‖yn‖ = 1
such that limn→∞ ‖Byn‖ = ‖B‖. Let zkn = 1√‖Byn‖2+k2
(
Byn
kyn
)
, where k ≥ 0.
Then |〈Tzkn, zkn〉|2 + |〈Tzkn, T zkn〉|2 = (1+k)
2‖Byn‖4
(‖Byn‖2+k2)2
(
1 + (1 + k)2
)
=
(
‖Byn‖√
‖Byn‖2+k2
+ k‖Byn‖√‖Byn‖2+k2
)2(
‖Byn‖2
‖Byn‖2+k2 +
(
‖Byn‖√
‖Byn‖2+k2
+ k‖Byn‖√‖Byn‖2+k2
)2)
.
We can choose k0 ≥ 0 such that ‖B‖√‖B‖2+k2
0
= cos θ0 and
k0√
‖B‖2+k2
0
= sin θ0.
Therefore, if we choose zn =
1√
‖Byn‖2+k20
(
Byn
k0yn
)
, then limn→∞(|〈Tzn, zn〉|2 +
|〈Tzn, T zn〉|2) 12 =
(
cos θ0 + ‖B‖ sin θ0
)(
cos2 θ0 + (cos θ0 + ‖B‖ sin θ0)2
) 1
2
. This
completes the proof. 
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Example 3.15. Let B =
(
0 2
0 0
)
and T =
(
I B
0 0
)
. Then b = 2, p = − 34 , q =
− 32 , r = − 34 , s = 0.15625, α = −1.15625, β = 0.991, γ = 0.5676, and θ0 = 1.0657.
Therefore from Theorem 3.14, we have dw(T ) = dw


1 0 0 2
0 1 0 0
0 0 0 0
0 0 0 0

 = 5.107.
Theorem 3.16. Let B ∈ B(H) and T =
(
0 B
0 0
)
∈ B(H⊕H). Then
dw(T ) =


0, B = 0
‖B‖
2
√
1−‖B‖2 , ‖B‖ <
1√
2
‖B‖2, ‖B‖ ≥ 1√
2
.
Proof. The proof for the case B = 0 follows trivially. So we consider B 6= 0.
Let z =
(
x
y
)
∈ H ⊕ H be such that ‖z‖ = 1, i.e, ‖x‖2 + ‖y‖2 = 1. Then
〈Tz, z〉 = 〈By, x〉 and 〈Tz, T z〉 = 〈By,By〉. Now we have
|〈Tz, z〉|2 + |〈Tz, T z〉|2 ≤ ‖By‖2‖x‖2 + ‖By‖4
≤ sup
‖x‖2+‖y‖2=1
(‖B‖2‖y‖2‖x‖2 + ‖B‖4‖y‖4)
= sup
θ∈[0,pi
2
]
‖B‖2 sin2 θ (cos2 θ + ‖B‖2 sin2 θ)
First we assume that 0 < ‖B‖ < 1√
2
. Then
sup
θ∈[0,pi
2
]
‖B‖2 sin2 θ (cos2 θ + ‖B‖2 sin2 θ) = ‖B‖2
4(1− ‖B‖2) .
Therefore, dw(T ) ≤ ‖B‖
2
√
(1−‖B‖2) .We show that there exist a sequence {zn} inH⊕H
with ‖zn‖ = 1 such that
lim
n→∞
{|〈Tzn, zn〉|2 + |〈Tzn, T zn〉|2} 12 = ‖B‖
2
√
(1− ‖B‖2) .
Since B ∈ B(H), there exist a sequence {yn} in H with ‖yn‖ = 1 such that
limn→∞ ‖Byn‖ = ‖B‖. Let zn = 1√‖Byn‖2+k2
(
Byn
kyn
)
, where k = ‖B‖√
1−2‖B‖2 .
Then
lim
n→∞
{|〈Tzn, zn〉|2 + |〈Tzn, T zn〉|2} 12 = ‖B‖
2
√
1− ‖B‖2 .
Therefore dw(T ) = ‖B‖
2
√
(1−‖B‖2) .
Next we consider the case ‖B‖ ≥ 1√
2
. Then
sup
θ∈[0,pi
2
]
‖B‖2 sin2 θ (cos2 θ + ‖B‖2 sin2 θ) = ‖B‖4.
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Therefore, dw(T ) ≤ ‖B‖2. Now we show that there exist a sequence {zn} in H⊕H
with ‖zn‖ = 1 such that
lim
n→∞(|〈Tzn, zn〉|
2 + |〈Tzn, T zn〉|2) 12 = ‖B‖2.
Since B ∈ B(H), there exist a sequence {yn} in H with ‖yn‖ = 1 such that
limn→∞ ‖Byn‖ = ‖B‖. If we consider zn =
(
0
yn
)
, then 〈Tzn, zn〉 = 0 and
〈Tzn, T zn〉 = ‖Byn‖2. Then limn→∞(|〈Tzn, zn〉|2 + |〈Tzn, T zn〉|2) 12 = ‖B‖2. This
completes the proof. 
Example 3.17. Consider B =
(
0 1
0 1
)
then ‖B‖ = √2. Then from Theorem
3.16, we have dw


0 0 0 1
0 0 0 1
0 0 0 0
0 0 0 0

 = dw
(
0 B
0 0
)
= ‖B‖2 = 2. Again if we
consider B =
(
0.3 0.4
0 0.5
)
then ‖B‖ = 0.671. Then from Theorem 3.16, we have
dw


0 0 0.3 0.4
0 0 0 0.5
0 0 0 0
0 0 0 0

 = dw
(
0 B
0 0
)
= ‖B‖
2
√
1−‖B‖2 = 0.452.
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