Branch alignment reorders the basic blocks of a program to minimize pipeline penalties due to control-transfer instructions. Prior work in branch alignment has produced useful heuristic methods. We present a branch alignment algorithm that usually achieves the minimum possible pipeline penalty and on our benchmarks averages within 0.3% of a provable optimum. We compare the control penalties and running times of our algorithm to an older, greedy approach and observe that both the greedy method and our method are close to the lower bound on control penalties, suggesting that greedy is good enough. Surprisingly, in actual execution our method produces programs that run noticeably faster than the greedy method. We also report results from training and testing on different data sets, validating that our results can be achieved in real-world usage. Training and testing on different data sets slightly reduced the benefits from both branch alignment algorithms, but the ranking of the algorithms does not change, and the bulk of the benefits remain.
Introduction
On modem pipelined microprocessors, control-transfer instructions (CT&), such as conditional branches and unconditional jumps, often incur execution time penalties. The instruction fetch mechanism in these processors is best able to supply a steady stream of instructions to the processor datapath when the instructions are ordered sequentially. A CTI that redirects the fetch mechanism causes breaks in the sequential fetching of instructions, and in pipelined implementations, these breaks temporarily starve the pipeline datapath of instructions because the effects of a CTI are often not known until late in the pipeline. For example, in the pipeline for the Digital Alpha 21164 microprocessor [4] , the outcome of a conditional branch instruction is not known until the end of the sixth stage of the pipeline, even though the next fetch address must be ready by the end of the first stage to maintain an uninterrupted flow of instructions to the datapath. Several studies have shown that the compiler can improve processor performance by reordering the pieces of a program so that breaks in the sequential fetching of instructions happen less often [2, 9, 19, 23] . These studies use only greedy heuristics to guide the reordering of the program blocks.
A natural question to ask is: how good is the best possible reordering? Do the greedy approaches extract all possible Permission to make digital/hard copy of part or all this work for persons1 or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage, the copyright notice, the title of the publication and its date appear, and notice is given that copying is by permission of ACM, Inc. To copy otherwise, to republish, to post on servers, or to redistribute to lists, requires prior specific permission and/or a fee. benefit from code reordering? And if not, is it computationally feasible to find the ordering that maximizes the achievable benefit?
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In this paper, we reduce a limited form of the reordering problem to the Directed Traveling Salesman Problem (DTSP), allowing us to use DTSP analysis and solution techniques. Mathematically provable lower bounds on DTSP costs give us the lowest control penalty that any branch alignment can hope to achieve. We also apply recently developed powerful local search heuristics for DTSP that efficiently produce layouts that often meet the lower bounds. By comparing our near-optimal layouts with those produced by greedy methods, we find that the greedy techniques capture a significant portion of the total potential pipeline penalty improvement, but not all of it.
In general, the compile-time reordering of program blocks is referred to as code placement. Good code placement techniques can reduce instruction cache misses as well as pipeline penalties due to CTIs. For example, placing the most likely follower of an instruction as its layout successor improves performance because the following instruction will be on the same or the next cache line and will not incur any pipeline penalties when it is reached. Calder and Grunwald [2] investigated basic block ordering techniques solely for the purpose of reducing pipeline penalties due to CTIs. They refer to this limited version of the code placement problem as the brunch alignment problem. For purposes of discussion, we refer to CTIs generically as branch instructions, unless it is important to the discussion to make a distinction between specific types of CTIs, and we refer to the pipeline penalties due to branches as control penalties. Control penalties are typically classified into two major sources: misprediction or misfetch penalties. Misprediction penalties occur on a conditional or multiwayl branch when the processor incorrectly predicts the instruction that follows the branch. As shown in Figure 1 , the Alpha 21164 has a mispredict penalty of five cycles since the true direction of a conditional branch is known by the end of the sixth pipeline stage. Misfetch penalties occur when the processor cannot determine the target address of a branch, even if it correctly predicts the branch, in time to fetch the target instruction from the cache. Figure 1 shows that the Alpha 21164 has a misfetch penalty of one cycle because the earliest that the predicted target address is available is at the end of the second pipeline stage. This misfetch penalty occurs on any branch instruction that redirects the instruction stream, e.g. a jump or a correctly-predicted taken branch.
A number of hardware techniques reduce control penalties. Branch history tables [25] cache recent conditional branch directions, reducing mispredict penalties. Similarly, branch target buffers [16] cache recent branch target addresses, reducing misfetch penalties.
Like hardware-based branch techniques, compiler-based branch alignment techniques use past program behavior as a predictor of its future actions. To obtain this information, compilers can profile the program of interest to determine the most likely target of each branch in the program. Profilebased optimizations require good profiles to be effective. This is well-known in the static branch prediction literature, where researchers have gone to great lengths to show that 1. A jump to a target address contained in a source register operand is an example of a multiway branch. useful, general training data sets can be found [5] . Disappointingly, we found that in the code placement and branch alignment literature, only Pettis and Hansen [23] present results using different training and testing data sets.
In this per, we show how to encode branch alignment as a DTS p2p" and then apply a suite of DTSP solution and analysis methods to the problem. In our experiments, we also present performance results that use different training and testing data sets. These numbers correspond to the performance numbers that can be expected to hold in actual practice, rather than the optimistic results achieved by ideal training data sets.
The next section explains our reduction of the branch alignment problem to a DTSP. The appendix describes the current state of the art in solutions to the DTSP Section 3 describes our experimental methodology, while Section 4 presents our results and discusses our findings. Section 5 summarizes the related work in code placement. The last section comments on our work and outlines future research.
Branch Alignment and Its Reduction to a DTSP
We now describe the basics behind compile-time branch alignment and our transformation of this problem into a standard DTSP. We assume that we are trying to optimize a 2.
DTSP is a version of the traveling salesman problem, where the goal is to find a minimum cost walk through a set of cities, given the distances between all pairs of cities. In the directed case, the distance from city A to city B is not the same as the distance from city B to city A.
program's layout in memory for a particular training input, with the hope that this will give a layout that also performs well for other inputs (as shown by our results in Section 4.2). Once the program input is fixed, the resulting execution trace is fixed as well.
Basics of branch alignment
An intraprocedural branch alignment is essentially a permutation of the basic blocks of each procedure in the program, implemented with the appropriate inversions of conditional branches and insertions or deletions of unconditional jumps to ensure that program semantics are maintained. Given a processor model and a control-flow graph (CFG) weighted with execution frequencies on edges (the frequencies are derived from the training input), a compiler estimates the number of penalty cycles that will accrue from a particular permutation. This estimation is based on the execution-time penalty of having a particular basic block succeed another in the program layout. In some cases, this cost includes the penalty due to the addition of new unconditional jumps at the end of basic blocks that no longer "fall into" their layout successor block. Globally minimizing these penalties is the goal of a branch alignment method.
It is important to keep clear the distinction between one block succeeding another in the program layout and one block following another in the execution trace. To avoid confusion, we will use the term succeed when referring to the program layout and the termfollow when describing the execution trace. We will always use the term "CFG successor" when referring to the relations between nodes in the CFG.
Greedy branch alignment approaches generate their guess at a good permutation of a procedure's basic blocks by considering the edges in the CFG in some priority order, typically decreasing order of execution frequency. As each edge is considered, two checks are made to see if the two blocks at the ends of this edge can be laid out consecutively. The first check passes as long as there is not some other block already succeeding the block at the head of the edge, and there also is not some other block already preceding the block at the tail of this edge. The second check verifies that adding this edge will not create a layout cycle. If both checks pass, then the layout is updated. If either check fails, the algorithms move on to the next priority edge. Once all the edges have been considered, the algorithms add unconditional jumps and invert conditional branches where necessary to complete the layout and maintain program semantics. Pettis and Hansen [23] and Calder and Grunwald [2] each give a more detailed description of these greedy branch alignment algorithms.
Greedy algorithms generally work because they take the most common CFG successor A of a particular block and try to place it immediately after the block. If this layout position is unavailable, it is because A has already been claimed by some other block that is followed by A more frequently. The basic drawback of greedy approaches is that they rely entirely on local information, and here they are further handicapped by the fact that they use frequencies rather than cost models based on the target machine. Using more accurate cost models and looking at the problem from a global point of view could well lead to permutations with lower overall cost.
Reduction to DTSP
In general, we wish to find a linear ordering of the program blocks that minimizes the total number of penalty cycles caused by mispredicts and misfetches. Consider any layout of the program blocks. The total number of penalty cycles is just the sum over all blocks of the number of penalty cycles occurring at the branch at the end of each block. We assume a fixed program trace and an architectural model where the number of penalty cycles occurring at the end of a block B depends only on which block succeeds B. 3 We therefore build a graph whose vertices are the program blocks. For blocks B and B', we place a directed edge (B,B? with cost c(B,B ') weighted by the number of penalty cycles that occur at B in a layout where B'succeeds B. Note that this graph is a complete directed graph, with edges between every pair of vertices. Even if block B never branches to block B', we still put an edge from B to B' with a cost that accounts for any fixup branches that have been added. We also add a dummy block representing the end of the layout. Thus, this graph is not the CFG. Since c(B,B 3 is the number of penalty cycles that occur at B if B'succeeds B, we see that if we lay out the blocks in the order the walk visits them, the total number of penalty cycles caused by the layout is equal to the cost of the walk above.
All that is left is the rule for assigning edge costs. We are given penalties for four different branch outcomes. Let pn be the number of penalty cycles on a branch that is predicted taken and is taken and pm be the number of penalty cycles on a branch that is predicted not taken and is taken. We define PTN and PNN similarly. For the Alpha pipeline model in the introduction, pn is the misfetch penalty, and ,DTN and pNT are the mispredict penalty. We now consider a particular block B and the branch that terminates it. For any block B', let CsB-be the number of times that at block B the processor correctly predicts that block B' will follow block B, and let res, be the number of times we branch from B to B ' when the processor incorrectly predicts that a different block will follow B. Observe that when B ' succeeds B, CBS p counts the 42.OM number of times that the processor correctly predicts the branch will fall through, but when B ' does not succeed B, C',,-counts the number of times that the processor correctly predicts that the branch to B' will be taken. Since the numbers C',, L and 1,, I depend only on the program's CFG and not on any particular layout of that program, it follows that if we select block X to succeed B, the total penalty at the end of block B is:
d4 m = C,,PNN + I,,P*, + c (C,,.P, + I,,*P,,) B'#X As argued previously, if we use this penalty count as the cost of the corresponding edge (E, X), then minimizing the total penalty time corresponds to finding the minimum cost walk through the resulting graph. Section 3.3 presents the specific values used to compute edge costs.
By the above reduction, an optimal solution to the constructed DTSP will yield the branch alignment with minimum possible control penalty. Similarly, near-optimal solutions to the DTSP will yield near-optimal solutions to the branch alignment problems and lower bounds on the optimal solution value for the DTSP are lower bounds on the minimum possible control penalty.
Our approach to obtaining near-optimal solutions and lower bounds exploits a second reduction, one that takes arbitrary instances of the DTSP to the special case of the symmetric TSP (STSP), an approach whose power has only recently been recognized [ 1 I]. In this study, we compute near-optimal branch alignments by applying the iterated 3-Opt algorithm for the STSP [lo] to a symmetrized version of the above DTSP, and compute lower bounds on the penalty by computing the Held-Karp lower bound [6, 71 for that version. In general, our results imply that both the tours and the lower bounds typically come within 0.3% of the value of the optimal solution. For more details and background on these approaches, please see the Appendix.
Experimental Methodology
In this section, we describe our compilation and evaluation environments. Since we are examining the practicality of different branch alignment techniques, we present two kinds of measurements: compile times and program execution times. A summary of the compile times for the different branch alignment techniques is contained in this section. Program execution times are given in Section 4. Except for the generation of the DTSP solutions, we performed all compilations and performance evaluations on a Digital Equipment AlphaStation 500/266 running Digital UNIX version 3.2. This machine contains a 266MHz Alpha 21164 microprocessor, 2 MB of third-level cache, and 128 MB of main memory.
Benchmarks
As shown in Table 1 , we report results for a subset of the SPECint92 and SPECfp92 benchmarks. SPEC92 benchmarks touch a relatively small number of branch sites in the program text, but they execute a reasonable number of branch instructions (we will revisit xli.ne, the shortest-running data set by far, in our cross-validation study). For each benchmark, we list two data sets; in the cross-validation study we report the name of the testing data set and train with the other data set.
Compilation environment and compiletime costs
We compiled our programs using version 1.1.2 of the SUIF research compiler [30] , including math-suif 1.1.2 extensions [26] . SUIF is a research compiler that has been used extensively to study automatic parallelization, interprocedural loop detection, and pointer analysis. The math-suif extensions support machine-specific optimizations such as register allocation, instruction scheduling, and the branch alignment optimizations performed in this paper. We also used version 1.0 of the HALT instrumentation tool [33] to add branch and procedure call instrumentation to our benchmark programs. As mentioned above, we performed all aspects of our compilation process on the AlphaStation 500/ 266, except for the DTSP solver.
In this study we were primarily interested in the ultimate savings obtainable by the DTSP approach, rather than in the immediate construction of an integrated tool. With this in mind, it was more convenient to run the DTSP codes at AT&T Labs where they were originally developed and could most easily be adapted to this application. The runs were performed on single 250 Mhz R4400 MIPS processors in an SGI Power Challenge. These processors might be expected to run about half as fast as the AlphaStation. The running times were substantial, but not out of line with those for the other parts of the compilation process. Moreover, there is reason to believe that much faster times would be possible in a production version, as explained below. Table 2 summarizes the time spent compiling and profiling under our system. Compile times were collected using the UNIX time(l) command; this command has a resolution of 1110th of a second. The "Intermediate Representation" column gives the time to compile from C or FORTRAN source to a math-suif intermediate form suitable for producing instrumented or optimized programs. The 'Instrumented Program" column shows the time to transform this intermediate form into a profiling executable. The "Greedy Program" column lists the time to produce an executable program using the greedy layout algorithm. The "TSP Matrix" column shows the time to transform the profile data into DTSP problem matrices. The "TSP Solver" column lists the time to solve the DTSP representations of our branch alignment problems; recall that the solver runs on a different machine so times are not necessarily comparable to other columns. (The time for computing lower bounds on the optimal solution is not included, since such computations are not needed for solution generation, and are used here solely for analytical purposes.) The "TSP Program" column gives the time to build an executable using the solution tours. Lastly, the "Profiling Run Time" column shows the time it took to run the profiling executable on the data set.
The times in Table 2 confum that SUIF is a research compiler, not intended for daily production use. SUIF reads and writes files to disk between compiler passes. Our TSP solver performs even larger amounts of file I/O, and the times reported above for it are almost half system time, a half that could be avoided in a production environment by revising the code. The user time for the TSP solver could probably also be substantially reduced by tailoring the code more directly for the application at hand. Thus the time for the TSP solver is unlikely to be the ultimate bottleneck. Even with the large times reported in Table 2 , however, tire given approach might be useful at high levels of optimization or in applications with large numbers of users, assuming the code improvements it yields are significant.
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Control penalties
For our evaluation, we used a set of control penalties based upon the Alpha 21164 microarchitecture. In this model, a misfetch costs one cycle, and a conditional branch misprediction costs five cycles. To produce DTSP edge costs, we need to weight the CFG edge frequencies from profiling with the different control penalties. As outlined theoretically in Section 2.2, this amounts to accounting for all of the penalties that occur due to control instructions at the ends of basic blocks. All prior compile-time branch alignment techniques assume that conditional branches are statically predicted4 when evaluating different layouts. To simplify our presentation and calculations of CBBZ and IBB; we make the same assumption, but nothing in our approach forces us to use it. So the values of CBB ' and IBB I are chosen as if the processor always predicts the most common CFG successor of a basic block.
For all possible cases, Table 3 lists the relevant pxx values. There are two cases to consider where a basic block has a single CFG successor. In the desirable case, the basic block falls through to its CFG successor with no penalty and no PrediCtiOn, SO Only PNN = 0 applies. In the undesirable case, the CFG successor is not placed immediately after this block, so an unconditional branch must be inserted. Again we can always predict correctly so only pn applies. Because we have inserted the unconditional branch, pm equals 2 to account for the cost of the branch in addition to the one cycle penalty for the misfetch.
Control Formulaic
Conditional and multiway branches also use the formula in Section 2.2, employing the pxx values from Table 3 . Some layouts may not place either CFG successor of a conditional branch block as its layout successor. In such cases we insert a new unconditional branch as the fall-through successor of the conditional branch; this unconditional branch is treated as a new basic block and its costs are totaled appropriately. Note that for the reduction to DTSP, it would not do to add a new city (basic block) to the tour (CFG), so we attach the penalties for this "fixup" basic block to the DTSP edge that required it be created.
Results
In this section, we compare the performance of our benchmark applications under three different branch alignment layouts: original, greedy, and DTSP. We compare both the number of control-penalty cycles resulting from each layout and the total running time of each benchmark program. Section 4 Control penalty cycles were estimated using the methodology described in the previous section. Running times were collected using the real-time clock on our AlphaStation 500/ 266; this clock has a resolution of one millisecond5. We ran each benchmark 5 times to warm the buffer cache, and then took the arithmetic mean of the next 10 running times. We present both kinds of measurements normalized against the statistics for the original layout. Raw statistics for the control penalties and running times under the original layout are listed in Table 4 .
Same training and testing data set
The left graph in Figure 2 shows the compilercomputed control penalties under the Alpha 21164 model for each of our benchmarks and data sets. The vertical axis has been normalized so that the control penalties for the original branch alignment layout correspond to a value of 1.0. These penalties are from training and testing on the same data set, so these results are best-case for the DTSP algorithm and likely to be best-case for the greedy algorithm. No layout can achieve lower control penalty than the lower bounds.
From Figure 2 , it appears that the bulk of the possible branch alignment benefit is conferred by running the greedy algorithm alone. The greedy heuristic removes a mean of 5.
To collect times, we run a separate program that reads the real-time clock before and after the program being timed. This means that we count some "bookending" time in all of our measurements. However, tests in single-user mode show that this additional measurement time is always less than 30 milliseconds and very stable. Because all programs incur this measurement overhead, we have ignored this effect and not compensated for it in our results. 33% of the control penalty from running a particular benchniques confer benefits in cache behavior that are not modmark, while the TSP-based aligner removes a mean of 36%.
Control Penalties Execution Times
eled by control penalties (for example, fewer branches taken The lower bound shows that the best we can do is to remove may cause fewer cache misses). These unmodeled caching 36% of control penalties. Our TSP-based aligner is within benefits are responsible for the larger-than-expected differ-0.3% of the lower bounds, so it is possible, if costly, to find ences in execution times. This suggests that we should nearly-optimal tours.
update the weights to reflect caching costs.
The right side of Figure 2 compares the running times of the laid-out programs running on the Alpha 21164 machine described above. On average, running times improved by 1.19% under greedy layout and 2.01% under TSP-based layout. The running times generally follow the trends anticipated by the compiler estimates, except for the su2cor runs, where the greedy layout performs better than the TSP-based layout. For su2.r-17, the TSP-based algorithm gives marginally worse performance than the original program layout. SuZcor has a very low ratio of control penalties to execution time compared to the other benchmarks. In SuZcor, potential for benefit from branch alignment is relatively small, and our rearrangement may have changed other factors that contribute to execution time.
Cross-validation
Estimating control penalties becomes more complex with different training and testing data sets. In such calculations, one must set up the layout from the training data set, then evaluate the control penalties in that layout using the edge frequencies from the testing data set. This may mean that the predicted direction of a conditional branch reverses, or that the most common target of a multiway branch changes.
It is interesting to note that our two floating-point benchmarks, doduc and sdcor, show very different results from branch alignment. Aligning doduc with any algorithm removes 2/3 of control penalties, while aligning sdcor has virtually no effect.
From the calculated control penalties, there appears to be very little difference between the greedy and TSP-based methods. Both methods achieve control penalties very close to the lower bound. However, this does not translate directly to differences in performance, where the TSP-based method leads to a much larger improvement in execution time than the greedy method.
In Figure 3 , we show the results of cross-validating different training and testing data sets under the greedy and TSPbased layout techniques. As expected, other data sets are generally not as good as training and testing with the same data set. We experimented with a number of data sets; in general the ones that ran for a very short time or touched few static branch sites gave the worst cross-validation performance. For example, xli.ne runs for a very short time; it turns out to be a poor training set for the longer-running xfi.q7, while the reverse is not true. This corresponds to our experiences in branch prediction [31] , where it is very important to find good training inputs.
To explore this unexpected behavior, we used IPROBE, a tool that analyzes program behavior using the Alpha performance counters. We found a correlation between branch alignment and cache effects: good branch alignments also appear to be good for caching. Basic block placement techUnder cross-validation, greedy layout removes a mean ofn greedy self H greedy cross 0 tsp self q tsp cross Benchmark and Data Set Cross-validation shows mild dilution of control penalty and timing results compared to training with ideal inputs. This dilution does not change the relative effectiveness of the methods and preserves the bulk of the benefits due to branch alignment. As in profiled static branch prediction, it is important to choose good training data sets. Cross-validation reduced some of the gap between the execution times of the greedy and TSP-based layouts, but the small gap in control penalties still suggests that other benefits from branch alignment are contributing to performance.
Related Work
Branch alignment is a special case of code placement techniques. These techniques reorder the pieces of a program to reduce both control penalties and cache misses. McFarling [19] , Hwu and Chang [9] , Pettis and Hansen [23] did some of the earliest work on greedy code placement using profile data. McFarling focuses on cache effects and uses the profile information to determine what fetches to exclude from a direct-mapped instruction cache. Hwu and Chang examine the combined effect of code-expanding optimizations and basic block placement, concluding that they could achieve instruction cache miss rates close to those of fully-associative caches using direct-mapped caches and compile transformations. Pettis and Hansen use profiles of program runs to reorder code at two levels: procedure ordering and basic block ordering. Their greedy heuristic places ptocedures or basic blocks near each other based on edge weights in the call and control flow graphs. Pettis and Hansen's primary focus was to improve the instruction cache miss rate, but their basic block ordering technique also works quite well to reduce control penalties. Since their work appears to be the basis for many existing commercial code-placement tools, we have used their technique as a basis for our greedy implementation. More recently, Torellas et al. [28] have investigated code placement to improve operating system performance. Their paper describes an algorithm that parti-tions the second-level cache into separate sections for critical code, sometimes-used code, and seldom-or-never-used code.
Calder and Grunwald [2] , on the other hand, directly address the branch alignment problem. They improved upon the greedy heuristic described by Pettis and Hansen in two ways. First, Calder and Grunwald expose the details of the underlying microarchitecture to better estimate the cost of control penalties. We also consider the specifics of the microarchitecture when calculating the costs on the edges in our DTSP. Second, they propose an alternative greedy heuristic that exhaustively searches all orders of the basic blocks touched by the 15 most frequently-executed edges in the CFG. They claim that this heuristic produces slightly better layouts and runs "in a few minutes."
A number of commercial tools exist for code placement. 
Conclusions and Future Work
We exhibited a reduction from the branch alignment problem to the Directed Traveling Salesman Problem. Using this reduction, we applied DTSP analysis techniques to place a lower bound on the control penalties experienced by aligned programs. We also used a DTSP solver to produce layouts that approach the lower bound and meet it in many cases. We observed that the greedy method also produces layouts that approach the lower bound in expected control penalties, but that the running times of the programs under TSP-based layout were better than the running times of the same programs and data sets under greedy layout.
We cross-validated our results using different training and testing data sets for each benchmark. As in static branch prediction, it turns out to be important to choose good training data sets. As expected, training and testing with different data sets gives worse results than training and testing with the same data set. However, cross-validation did not change the relative benefits of the greedy and TSP-based methods, and most of the benefits due to performing branch alignment remained.
The methodology we use, reduction to a well-understood theoretical problem, is more important than the specifics of our reduction or the performance gains that we report. Finding more reductions that better model the underlying hardware can be an endless task. For example, we could perform a trace-driven simulation of the branch prediction hardware in the target machine to derive more accurate frequencies of correct and incorrect predictions6. But having chosen a particular reduction as sufficiently accurate, the lower bounds can give us insight into whether further refinement is worthwhile. Further, efficient solvers make nearly optimal solutions possible, if not cheap.
We would have preferred to run our algorithm on larger, longer-running benchmarks, including those in SPEC95. We plan to do so as soon as math-suif matures enough to correctly process the SPEC95 suite.
We am intrigued by the mismatch in differences between expected control penalties and actual execution times. Other branch alignment benefits, such as improved cache locality, contribute to the larger-than-expected differences in execution times. We would like to analyze and model these caching effects in the future. We also would like to investigate applying our method to other machine models, and we would like to try to generalize our method to the interprocedural code placement problem.
Appendix: Algorithms for the Directed Traveling Salesman Problem
In the Directed Traveling Salesman Problem (DSTP) as discussed in this paper, one is given cities and for each ordered pair of cities a distance. The goal is to find a permutation of the cities that minimizes the total length of the path from city to city. This permutation can also be viewed as a walk through the cities.
In practice, this problem appears to be much harder than its symmetric variant (the STSP) in which one asks for a minimum length tour (Hamiltonian cycle) rather than path, even though each version reduces to the other via NP-completeness transformations. For the symmetric case, branch-andcut algorithms have successfully solved non-trivial instances with over 7,000 cities [l] , and the iterated LinKemighan algorithm typically finds solutions within 1% of optimal in reasonable time for instances with as many as 100,000 cities [lo] .
For the directed case, the best of the published optimization codes [21] was unable to solve real-world instances with only a few dozen cities, although it could solve instances with random distance matrices having as many as 500,000 cities. Aiding it in the latter was the fact that for such random instances, the optimal tour length equaled the assignment problem (AP) lower bound, i.e, the minimum length collection of disjoint directed cycles that covers all the cities. The most widely used approximation algorithms for this problem are also designed to exploit small gaps between the AP bound and the optimal tour length, as they are based on patching together cycle covers into tours [14, 341. Unfortunately, a majority of the instances arising in the branch alignment problem do not. have this property. For instance, in esp. tl, although 71 of the 179 relevant procedures yield instances with the AP bound equal to the optimal tour, the median gap for the remaining 108 is 30% and for 15 instances the optimal is over 10 times as long as the AP bound.
Thus more sophisticated techniques are needed. It has recently been observed [l l] that one can get surprisingly good results for a wide variety of DTSP instances by using the standard NP-completeness transformation to convert an instance of the DTSP to an equivalent one for the STSP, and then applying an appropriately chosen algorithm from that domain. We use an efficient implementation of the iterated 3-Opt algorithm for the STSP [lo] . This algorithm, based on an idea originally proposed by Martin, Otto, and Felten [20] , returns the best tour found over a succession of "iterations", where each iteration consists of running the 3-Gpt local search algorithm to exhaustion and then making a randomly-chosen 4-Opt move [20] . Our DTSP to STSP transformation replaces each city by a pair of cities, with the edge between them locked into the tour (such locks being a feature of our code for iterated 3-Gpt). Experiments with this approach to the DTSP suggest that it is competitive with AP-based approaches when the AP bound is close to optimal, and outperforms them otherwise [ 111. It also appears to outperform the algorithm of Kanellakis and Papadimitriou [13] , a variable-depth local search algorithm that works directly with the DTSP, this conclusion based on comparisons to results reported for Repetto's implementation of that algorithm [ 241.
Iterated 3-Opt is a randomized algorithm, and can be further randomized by the choice of the starting tour. Thus it pays to run it more than once, and then take the best tour found.
For the purpose of this study, we ran it 10 times on each instance, 5 times using randomized "Greedy" starts, 4 times using randomized "Nearest Neighbor" starts, and once using the original ordering given by the compiler. Each run consists of 2N iterations, where N is the number of cities in the original DTSP. We then output the best tour found. In practice, this number of runs should not always be necessary, and indeed on 128 of the 179 procedures in esp.tl it was found on all 10 runs.
To evaluate the quality of the tours, we compute the HeldKarp lower bound on optimal tour length [6, 71, a much more sophisticated bound than the AP bound mentioned above. This bound equals the solution to the linear programming relaxation of the standard integer programming formulation of the STSP, and has been empirically shown to lie quite close to the true optimal for a wide range of symmetric instance classes [12] . The quality of the bound appears to carry over to the cases under consideration here, as shown from the results presented in the main body of this paper. For each of the programs covered in this paper, the sum of the HK lower bounds was never more than 0.9% below the total lengths of the tours found, and the average was less than 0.3%. The worst gap between tour and bound for any individual procedure instance was 14%, which occurred twice. In one case the best tour found was optimal, in the other the optimal tour lay somewhere between the HK bound and the best found.
