Critical Benchmarking of the G4(MP2) Model, the Correlation Consistent
  Composite Approach and Popular Density Functional Approximations on a
  Probabilistically Pruned Benchmark Dataset of Formation Enthalpies by Das, Sambit Kumar et al.
Critical Benchmarking of the G4(MP2) Model, the Correlation Consistent
Composite Approach and Popular Density Functional Approximations on a
Probabilistically Pruned Benchmark Dataset of Formation Enthalpies
Sambit Kumar Das,1 Sabyasachi Chakraborty,1 and Raghunathan Ramakrishnan1, a)
Tata Institute of Fundamental Research, Centre for Interdisciplinary Sciences, Hyderabad 500107,
India
(Dated: 14 July 2020)
First-principles calculation of the standard formation enthalpy, ∆H0f (298K), in such large scale as required
by chemical space explorations, is amenable only with density functional approximations (DFAs) and some
composite wave function theories (cWFTs). Alas, the accuracies of popular range-separated hybrid, ‘rung-4’
DFAs, and cWFTs that offer the best accuracy-vs.-cost trade-off have as yet been established only for datasets
predominantly comprising small molecules, hence, their transferability to larger datasets remains vague.
In this study, we present an extended benchmark dataset of over two-thousand values of ∆H0f for struc-
turally and electronically diverse molecules. We apply quartile-ranking based on boundary-corrected ker-
nel density estimation to filter outliers and arrive at Probabilistically Pruned Enthalpies of 1908 compounds
(PPE1908). For this dataset, we rank the prediction accuracies of G4(MP2), ccCA and 23 popular DFAs using
conventional and probabilistic error metrics. We discuss systematic prediction errors and highlight the role
an empirical higher-level correction (HLC) plays in the G4(MP2) model. Furthermore, we comment on un-
certainties associated with the reference empirical data for atoms and systematic errors introduced by these
that grow with the molecular size. We believe these findings to aid in identifying meaningful application
domains for quantum thermochemical methods.
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I. INTRODUCTION
An unmet promise in ab-initio quantum chemistry is
to predict molecular and reaction enthalpies with such
high an accuracy, that reaction energies and relative sta-
bilities of constitutional/conformational/geometric iso-
mers can be established in agreement with experimen-
tally observed trends—but at a computational cost that
is comparable to that of a density functional approxi-
mation (DFA) with a reasonably converged basis set1,2.
This situation is apparent in the context of emerging
data science campaigns, where computational explo-
rations and statistical inference of molecular properties
across chemical compound space is the prime focus3–8. Ar-
guably, one of the most sought-after molecular prop-
erties for data-mining is the standard formation en-
thalpy, ∆H0f (298K), because of its significance to ener-
getics and rates of industrial9,10 and atmospheric chem-
ical reactions11,12. Hence, development of a rapid ther-
mochemistry protocol demonstrating a faithful trans-
ferability of accuracy from that of molecules used for
the method’s benchmarking (i.e. training) to a query
molecule—with arbitrary stoichiometry/valency and
non-standard bond distances/angles—will remain an
active research domain13–15.
Karton classified the most widely used composite
wavefunction theories (cWFTs) into those involving a
a)Electronic mail: ramakrishnan@tifrh.res.in
post-CCSD(T)-level energy correction and those requir-
ing a CCSD(T)-level treatment16. The former includes:
W417, HEAT-345QP18 and HEAT-456QP19 that depend
on higher-order terms in the coupled-cluster expansion
(i.e. quadruple, quintuple and higher excitations) to
forecast molecular energetics with ‘high chemical ac-
curacy’ with prediction error ≤ 1 kJ/mol)20. Alas,
the severe computational complexities of these meth-
ods restrict their applicability to small molecules with
at most 50 electrons. On the other hand, the latter
category of thermochemistry methods that depend on
electron correlation energy estimated at the CCSD(T)-
level, where the triples contribution is included per-
turbatively. Such a compromise extends the applica-
tion domain of this class of methods—for instance, CBS-
QB321, G422, ccCA23–25 and their offshoots—to some-
what larger molecules with up to a couple of dozen
main group atoms. Depending on the size of the basis
set with which the CCSD(T) energy is estimated, cWFTs
procedures can yield an average prediction accuracy in
the ≈ 1 − 2 kcal/mol range16. However, it must be
noted that based on the computational complexity of
these methods which scale unfavorably with molecular
size, their application domain is restricted to molecules
of size CF4 or CH3COOH for FCI/CBS based meth-
ods, C6H6 or C6H14 for CCSDT(Q)/CBS based methods,
C20H20 for CCSD(T)/CBS methods, while CCSD(T)/TZ
based methods can handle large systems like C60.
A number of data-driven computational chemistry
benchmark studies have explored subsets of the GDB17
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2molecular universe26 comprising 166,443,860,262 (i.e.
166.4 billion) closed-shell, organic molecules each con-
taining up to 17 atoms of C, N, O, S, and halogens. These
high-throughput computational studies have catered
the data requirements of methodological studies focus-
ing on machine learning (ML) modeling27,28. For in-
stance, a past study has computed DFT-level struc-
tures and properties of a small subset of the GDB17
dataset with 133,885 small organic molecules (the QM9
dataset) each containing up to nine C, O, N and F
atoms29,30. Recently, the QM9 dataset was subjected to
rigorous G4(MP2) calculations reporting the total ener-
gies, atomization energies and standard enthalpies of
formation5,31. More recent studies32,33 have extended
these works by applying ML and ∆ML30 to statistically
infer G4(MP2)-level energies of a small set of organic
molecules containing more than 9 heavy atoms. On the
basis of dataset size alone, these studies represent some
of the massive high-throughput quantum chemistry ef-
forts ever undertaken. However, it remains to be seen if
these ∆H◦f values predicted with G4(MP2) for the QM9
dataset will be quantitatively accurate to a degree that is
relevant for comparison with experiments.
The complexity involved in validating computed re-
sults in chemical space explorations is twofold: Firstly,
it is a non-trivial task to automate the collection and
pruning of available experimental energies for a large
dataset such as QM9. Secondly, even if all the molecules
collected in the QM9 dataset are ‘synthetically feasible’,
only a tiny fraction of it have been plausibly character-
ized by gas phase measurements. Seemingly, the only
viable way of probing the transferability of a compu-
tational method to unexplored regions in the chemical
space is to benchmark on compounds of similar chem-
ical composition. In this context, Narayanan et al.5 se-
lected experimental values of ∆H◦f for 459 closed-shell
hydrocarbons and their substituted analogues, contain-
ing atoms similar to those in the QM9 dataset, from Ped-
ley’s extensive compilations34,35 and observed an aver-
age prediction error of 0.8 kcal/mol for G4(MP2). This
value is comparable to that of G4(MP2)’s36 and ccCA’s37
mean errors noted for similar molecules in the G3/05
small molecules dataset38. However, such high predic-
tion accuracies are not expected to hold for electroni-
cally and structurally more diverse molecules that can
be combinatorially generated from the QM9 set by pro-
tonation, deprotonation, or iso-valence-electronic sub-
stitutions. For instance, Schwilk et al.39 have selected
about 4,000 molecules from the QM9 set and derived
from this subset a new dataset QMspin, comprising 8000
triplet and 5000 singlet carbene compounds. Therefore,
it is a timely pursuit to benchmark widely employed
cWFTs on larger, curated benchmark datasets by extend-
ing upon existing thermochemistry benchmark sets.
In this study we aim to: (i) collect reference ∆H◦f
values from several previous reports, include to these
new benchmark datasets containing experimental re-
sults and present a consolidated benchmark dataset
with ≈2k entries, (ii) apply a probabilistic procedure
based on the best theoretical method applicable to the
entire 2k set to detect and eliminate potential outliers in
the dataset, (iii) report on the prediction errors based on
mean and percentiles metrics for the cWFTs, G4(MP2)
and ccCA along with 23 popular DFAs and 2 semi-
empirical methods, (iv) analyse the critical role of the
HLC in the performance of G4(MP2) and comment on
the method’s transferability, (v) from the larger dataset
presented, identify and study a new benchmark set with
isomerization reaction enthalpies for 24 sets of constitu-
tional isomers, and (vi) finally, inspect the uncertainties
in thermochemistry calculations arising due to the use
of empirical reference data for atoms.
II. COMPUTATIONAL DETAILS
All G4(MP2), ccCA and DFAs-level thermochemistry
calculations were automated through in-house scripts
that relies on the ORCA suite of programs40,41. PM642
and PM743 calculations were done via the MOPAC
suite of programs44. We considered 23 DFAs from
various levels of Perdew’s ‘Jacob’s ladder’45, general-
ized gradient approximation (GGA): BLYP46, PW9147
and PBE48; hybrid GGA: B3LYP49, O3LYP50, X3LYP51
and PBE052; meta-GGA: TPSS53; hybrid meta-GGA:
TPSS054 and M062X55. We also selected the range-
separated hybrid functionals: CAM-B3LYP56, ωB97X57,
ωB97X-D357, ωB97X-V58, ωB97M-V59, ωB97X-D3BJ,
and ωB97M-D3BJ, where Grimme’s D3 dispersion with
Becke-Johnson damping (D3BJ)60–63 has been included
explicitly. Furthermore, B2PLYP64, B2PLYP-D365 and
mPW2PLYP-D65 represent the double-hybrid function-
als considered in this study, some of which include dis-
persion corrections. Additionally, we also benchmarked
a few of the aforestated functionals with an external dis-
persion correction, namely, B3LYP-D3, TPSS0-D3 and
M062X-D3– to study impact of dispersion effects on
thermochemical energetics.
Initial geometries for molecules from previously stud-
ied datasets were collected from their corresponding
sources—when such information was available—and
subjected to geometry relaxations. For compounds
with no previously reported geometries, we con-
sulted the popular online chemical databases: NIST66,
ChemSpider67 and Pub-Chem68. In some cases, we cre-
ated initial geometries using the software Avogadro69
and performed minimum energy geometry relaxation
with universal forcefield (UFF)70. We performed all
the DFA calculations at the B3LYP/6-31G(2df,p) min-
imum energy geometry in a single point fashion us-
ing the def2-QZVP basis set, that has been shown to
yield predictions close to the Kohn-Sham limit71. PM6
and PM7 calculations were performed using precise
3geometry relaxation at the corresponding levels. Ge-
ometry optimizations with DFAs were carried out with
tight convergence criteria with 10−4 as the threshold
for the maximum component of force vector. To fa-
cilitate convergence of the geometry towards the en-
ergy minimum, force constants were computed at every
fifth step of geometry optimization. In all calculations,
SCF convergence was reached with verytightscf cri-
teria corresponding to a threshold of 10−9 Hartree for
the electronic energy. For the numerical quadrature of
the exchange correlation part of the energy of DFAs, we
used Lebedev-434 angular grids and Grid7 settings for
Gauss-Chebyshev radial grids. From the zero-point cor-
rected electronic energy ∆H0f (298K) was calculated ac-
cording to the standard convention72. Heats of forma-
tion of atoms at 0 K, ∆H0f (0 K), and enthalpy corrections,
for elements in their standard states, H0(298 K)− H0(0
K) are listed in APPENDIX. Corrections to the electronic
energies of atoms, ions, selected diatomic molecules73
and acetylene were collected from Refs. 22, 74, and 75.
III. COMPOSITE WAVEFUNCTION THEORIES:
G4(MP2) AND CCCA
cWFTs provide molecular thermochemical proper-
ties by exploiting the transferability of hierarchical cor-
rections to electronic energies and thermal contribu-
tions. In Fig. 1, we present the famous Pople dia-
gram where the desired, albeit expensive, target (non-
relativistic) electronic energy at the CCSD(T)/CBS-level
can be reached via 3 equivalent additivity routes that is
encoded in the G4(MP2) method:
I Reference energy at CCSD(T)/S (small basis) with
basis set corrections for electron correlation energy
at MP2/S−→L (small to large basis), and basis set
correction for SCF energy HF/L−→CBS (large to
complete basis set).
II Reference energy at MP2/L with post-MP2 correla-
tion with MP2−→CCSD(T)/S and basis set correction
for SCF energy with HF/L−→CBS corrections, or
III Reference energy at HF/CBS with electron correla-
tion energy estimated jointly at HF−→MP2/L and
MP2−→CCSD(T)/S levels.
The ccCA method differs from G4(MP2) by exactly cap-
turing the MP2-level correlation contribution through
a CBS extrapolation of the MP2 energy, and includes
post-MP2 level correlation correction with the CCSD(T)
method using a triple-zeta basis set. ccCA has separate
terms for the relativistic correction and the core-valence
effect while G4(MP2) relies on a empirical term – higher
level correction (HLC). Both methods account for zero-
point vibration energy (ZPVE) by scaling the harmonic
frequencies along with atomic and diatomic spin-orbit
(SO) corrections.
FIG. 1. Three paths to approximate chemical accuracy. In all
three schemes, the desired target accuracy of CCSD(T)/CBS is
reached by the resultant of two green vectors. (Empty) Filled
circles show (in)dependent calculations. Green (blue) circles
and arrows highlight possible beginning (correction) steps. In
I, CCSD(T)/S is the starting point while MP2/L, and HF/CBS
are the starting points in II and III.
G4(MP2)36 uses a minimum energy geometry at the
B3LYP/6-31G(2df,p)-level (basis set henceforth referred
to as GTBAS3), followed by a single-point energy cal-
culation at the CCSD(T)/6-31G(d)-level (basis set hence-
forth referred to as GTBAS1). For molecular enthalpies
and entropies, vibrational wavenumbers and ZPVEs
are calculated using B3LYP/GTBAS3 with harmonic
wavenumbers scaled by 0.9854 to approximately ac-
count for the missing anharmonic effects72. Further ba-
sis set corrections are included through single point en-
ergy corrections at MP2 and HF levels through a focal-
point analysis76 (see also Fig. 1). Gn-series closely fol-
lows Route-I in Fig. 1, where the expensive ECCSD(T)CBS tar-
get is estimated as
ECCSD(T)CBS ≈ ECCSD(T)GTBAS1 + ∆EMP2 + ∆EHF (1)
∆EMP2 providing the basis set effect on the correlation
energy and ∆EHF aiming to improve the HF energy to
the HF-limit:
∆EMP2 = EMP2G3MP2LargeXP − EMP2GTBAS1 (2)
The basis set G3MP2LargeXP is a modified form of the
6-311+G(3df,2p) basis set with 3df polarization functions
for the first row elements, 4d2 f functions for the second
row elements and 3d2 f functions for the third row ele-
ments.
∆EHF = EHFCBS − EHFG3MP2LargeXP, (3)
where the HF-limit energy, EHFCBS, is obtained through a
two-point extrapolation of HF/mTZ and HF/mQZ en-
ergies:
EHFCBS = (E
HF
mQZ − e−αEHFmTZ)/(1− e−α) (4)
where e is the base of the natural logarithm, and α
= 1.63. The mXZ basis sets are modifications of the
corresponding aug-cc-pVXZ basis sets with an inclu-
sion of tight d function for the atoms Al-Ar. To re-
duce the computational cost, the number of diffuse func-
tions on heavy atoms and the size of the hydrogen ba-
4sis set are trimmed. For detailed descriptions regard-
ing the modifications to all the basis sets, please see
Refs. 22, 36, 75, and 77.
The total G4(MP2) electronic energy takes the form
EG4(MP2)0 = E
CCSD(T)
GTBAS1 + ∆E
MP2 + ∆EHF +
ZPVE+ SO+HLC (5)
The HLC term, as pointed out by Martin78–82, accounts
for the residual error introduced in the additive model
when there is significant coupling between the one-
particle basis set and N-electron correlated wavefunc-
tion. However, it is long known that the success of the
HLC correction in Gn methods is strongly coupled to
the choice of basis sets employed. To quote John Pople83
—from the first study on the G1 method—“Uniform ap-
plication of the HLC is only sensible if the basis used, 6–
311+G∗∗(2df), is reasonably balanced, meaning that residual
errors per electron are approximately constant over a wide
range of molecules. ”. HLC has been modified over the
years through G183, G284, G377 and G422 studies. In
G4(MP2)36, the HLC terms take the same form as in G4
but with parameters optimized separately:
HLCG4(MP2) =

−Anβ
−A′nβ − B(nα − nβ)
−Cnβ − D(nα − nβ)
−E
(6)
where the terms bear the same meaning as in the origi-
nal G4 study22.
On the other hand, the ccCA method, developed by
Wilson et al. is devoid of any such empirical term23.
As in the G4(MP2) method, ccCA depends on a ref-
erence geometry and harmonic vibrational frequencies
computed with B3LYP/GTBAS3. The baseline for ccCA
is the MP2-limit energy, EMP2CBS , with correlation energy
corrections, ∆ECC, included at the CCSD(T)/cc-pVTZ
level. Of the many ccCA variants developed by Wilson
et al.23,24,37,85–87, here, we consider the ccCA-P variant24,
henceforth referred to as ccCA. This method uses a 3-
point extrapolation formula to determine EMP2CBS ,
E(x) = ECBS + Be−(x−1) + Ce−(x−1)
2
, (7)
where x = 2, 3 and 4 correspond to MP2/aug-cc-pVXZ
(X = T,D, and Q) energies, respectively and gets simpli-
fied to:
EMP2CBS =
(
α1EMP2DZ − α2EMP2TZ + α3EMP2QZ
)
/β (8)
where, α1 = 1 + e2, α2 = e1 + e3 + e5, α3 = e6, and
β = (e− 1)(e5 − e2 − 1). The final working equation for
ccCA stands as
EccCA0 = E
MP2
CBS + ∆E
CC + ∆EDK + ∆ECV +
ZPVE+ SO (9)
where ∆EDK accounts for scalar relativistic correction
calculated using spin-free, one-electron Douglas-Kroll-
Hess Hamiltonian of second-order (DKH2)88–91 with
frozen-core MP2 wavefunctions at cc-pVTZ-DK basis
sets, whereas ∆ECV accounts for core-valence correla-
tion effects (see Refs. 23, 24, and 92). ZPVE & SO are the
zero-point vibration energy (computed with a scaling
factor of 0.985472) and spin-orbit correction terms, re-
spectively. For the first-row atoms, the MP2 calculation
accounts for correlation effects from all electrons, while
for the second- and third-row atoms, only those elec-
trons in the K-shell, and K, L-shells are kept frozen, re-
spectively. Further, ccCA employs tight-d basis sets [cc-
pV(x+ d)Z, aug-cc-pV(x+ d)Z and aug-cc-pCV(x+d)Z]
for second-row elements (Na-Ar) to consider core po-
larization effects and core-valence basis sets for Ga-Kr
developed by Wilson et al.93,94.
IV. BENCHMARK DATASET OF MOLECULAR
STANDARD FORMATION ENTHALPIES
We have gathered benchmark values of ∆H0f from six
previously studied datasets amounting to 2,271 entries:
1. G3/05 dataset38 is a set of 454 energies distributed
into: 270 ∆H◦f , 105 ionization energies (IE), 63
electron affinities (EA), 10 proton affinities (PA),
and 6 binding energies (BE) of hydrogen-bonded
complexes. This set has been extensively used in
the development of the Gn theories and also in the
validation of other ab initio thermochemical proto-
cols. We have selected all 270 values of ∆H◦f from
this set.
2. Alexandria dataset95 contains classes of molecules
similar to that of G3/05 but larger in number
with variations in molecular size, thus, providing
a platform to examine the transferability of meth-
ods that perform well for G3/05 to medium size
molecules. Out of 2704 entries in this dataset, 1392
compounds that contain experimental values of
∆H◦f have been selected.
3. Pedley CHONF is a set of 463 experimental val-
ues for hydrocarbons and substituted hydrocar-
bons from Pedley’s report35 containing the atoms
H, C, N, O, and F. An earlier study5 has bench-
marked the accuracy of G4(MP2) for this dataset
and reported an average prediction error of 0.8
kcal/mol.
4. ISO-8 comprises experimental isomerization
energies—derived from ∆H◦f —for 8 sets of
constitutional isomers amounting to 64 entries96.
5. CBH-rad4997 contains a collection of 49 cyclic &
acyclic radicals with diverse functional groups
5FIG. 2. PPE1908 dataset of molecular standard formation enthalpies: Data collection, deduplication and probabilistic filtering of
outliers. See text for more details of the individual datasets and their sources.
and hybridizations. The reference ∆H◦f energies in
this dataset are collected from a wide range of re-
sources, combining values from experiments and
high-level theoretical modeling.
6. Dorofeeva et al.98 have presented a dataset of 33
adamantanes for which ∆H◦f were estimated by si-
multaneous least-squares regression of a thermo-
chemical network containing 300 isodesmic reac-
tions.
Among all the datasets considered here, only G3/05
has been studied with DFT, WFTs and cWFTs36–38,
hence, serve as a critical dataset to evaluate the ac-
curacy of thermochemistry methods. To further en-
rich the benchmark set, we included 521 compounds
from Ref. 35 that have never been subjected to theo-
retical modeling; these compounds belong to the fol-
lowing three categories: cyclic hydrocarbons, halogen-
rich hydrocarbons and constitutional isomers with 17
unique stoichiometries. The number of compounds
added from each of the aforestated dataset is shown in
Fig. 2. The total number of compounds from the col-
lective set amounts to 2792, where we found a number
of repeated entries. To eliminate redundant values, we
followed a data deduplication procedure which com-
pares molecular stoichiometries, principal moments of
inertia of the geometry and the experimental values of
∆H◦f for every pair of molecules. When multiple values
of ∆H◦f differing by > 0.1 kcal/mol were found for the
same compound, we have retained the more frequently
studied entry.
For the resulting dataset of 2021 compounds, it is a
non-trivial task to quantify ab initio plausible uncertain-
ties arising not only from random and systematic errors
in the experimental measurements, but also due to am-
biguities associated with the empirical parameters used
in the estimation of ∆H◦f . Paulechka et al.
99 have dis-
cussed the reasons for typical uncertainties in exper-
imentally determined ∆H◦f and indicated that these
could be of the order of even a few kJ/mol. In that
study, for very critical benchmarking of the DLPNO-
CCSD(T) based estimation of ∆H◦f , the authors have se-
lected 45 compounds for which at least two indepen-
dent experimental results were available. Even when
using such ‘precise’ experimental values as references,
the trends based on the mean unsigned error (MUE)
can severely underestimate thermochemical uncertainty
based on the actual error distribution100. Simm et al.101
have discussed how a performance analysis based on
MUE is prone to fail as it does not distinguish the
systematic contributions to the errors from the non-
systematic counterparts. For pathological error distri-
butions, arising plausibly due to the presence of outliers
in the reference dataset, prediction uncertainties can be
truncated using percentile-based error metrics100,102–104.
More specifically, performance ranking of ab initio meth-
ods revealing trends in uncertainties has been made pos-
sible by the use of the 95th percentile of the absolute in-
tensive (i.e. normalized) error distributions along with
the MUE105. It is the subject of Section V to discuss a
procedure to detect probabilistic tendencies of a refer-
ence datum from the 2021 set to be an outlier.
V. PROBABILISTIC PRUNING OF THE DATASET
Following the data deduplication step, we utilize a
probabilistic argument to detect outliers in the result-
ing dataset with 2021 entries. The basic principle behind
this scheme is to utilize highly accurate computed val-
6ues of ∆H◦f as references and mark only those molecules
that lie beyond the 95th percentile of the error distribu-
tion as outliers. The cumulative probability used for this
purpose acts as a prior distribution—more robust the
reference method, more reliable the prior probability is.
Hence, it may be anticipated that this scheme is guar-
anteed to detect genuine outliers when one of the high-
precision methods such as W4, W4.x, HEAT-456QP, or
HEAT-345QP is used as a reference. Given the the size
of majority of the molecules in the dataset, we depend
on G4(MP2) predicted values to define the prior proba-
bility; computational details of the calculations are de-
ferred to Section III.
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FIG. 3. Probability density function, θ(x), and cumulative dis-
tribution function, Θ(x), based on kernel density estimation
(KDE) and its boundary corrected analog, bc-KDE, demon-
strated for an exemplary dataset with eight points: x1 = 0,
x2 = x3 = 1, x4 = 2, x5 = 3, x6 = 5, x7 = 8 and x8 = 13.
For clarity, θ(x) has been multiplied by 100. Also shown in the
bottom of the plot are the kernel basis functions Kh(x− xi) and
Kbch (x− xi) centered at the data points with arbitrarily shifted
ordinates.
We begin with the absolute errors in the G4(MP2) pre-
dicted values of ∆H0f for the 2021 set. We followed the
arguments presented by Savin et al.106 and Perdew et
al.107, and chose an intensive error measure in order to
account for the fact that the dataset contains molecules
covering various sizes. For this purpose, we used
MUE per valence electron, to capture periodic trends in
molecular thermochemistry. From the discrete values of
the G4(MP2) error, we obtain a continuous probability
distribution using the boundary corrected kernel den-
sity estimation (bc-KDE), where a radial basis function
is expanded at each discrete value of the error. In KDE,
we take a kernel in the form of the standard normal dis-
tribution N (0, 1)
Kh (x− xi) = 1√
2pih
exp
[
− (x− xi)
2
2h2
]
, (10)
where Kh is the normalized estimator. A kernel func-
tion is expanded at every data point, giving rise to the
(unnormalized) total density function that is an average
over all kernels
fˆ (x, h) =
1
N
N
∑
i=1
Kh (x− xi) (11)
It is a well-known problem that KDE can delocalize be-
yond the allowed domain; in such cases, the naive ap-
proach of truncating the total density function f (x) of-
ten underestimates the actual probability distribution.
This effect is illustrated using a toy dataset in Fig. 3. To
this end, we employ boundary-corrected kernels of the
form
Kbch (x− xi) = [Kh (x− xi) + Kh (x+ xi − 2x∗)] 1x∈A,
(12)
where the indicator function 1x∈A is 1 when x ∈ A and
vanishes otherwise108. As is evident from Fig. 3, the
bc-KDE captures the true nature of the probability den-
sity where the property is bounded. While the individ-
ual kernel functions that cross the boundary are trun-
cated by the indicator function, the total probability is
still conserved through a normalization of the resulting
probability density, see Eq. 14.
In our bc-KDE calculations, we used a kernel width of
0.005 kcal/mol and determined the total density func-
tion as the average
fˆ (x, h) =
1
N
N
∑
i=1
[Kh (x− xi) + Kh (x+ xi − 2x∗)] 1x∈A,
(13)
which is normalized over the domain to give the proba-
bility density function (PDF)
φˆ(x) =
fˆ (x, h)
|| fˆ (x, h)||2
. (14)
The cumulative density function (CDF) used to identify
percentiles is obtained by integrating the PDF
Φˆ(x) =
∫ B
A
dx φ(x). (15)
The resulting CDF enables statistical modeling of the
probability to obtain a certain degree of prediction ac-
curacy for a given quantum chemistry method as pre-
viously noted by Pernot et al.102. To estimate the vari-
ance of the CDF, we followed bootstrapping with 1000
shuffles, with 500 points randomly sampled from the
2021 set. The boundary-corrected kernel density prob-
ability distribution, θbc−KDE and the corresponding cu-
mulative density function Θbc−KDE are on display in
Fig. 4. To eliminate any sampling bias, we use the lower
bound of the 95th percentile, denoted Q95− in Fig. 4 as
7a threshold; all compounds for which the MUE per va-
lence electron is greater than Q95− are marked as out-
liers and eliminated from the dataset. We thus arrive at
the benchmark set of probabilistically pruned enthalpies
of 1908 compounds, denoted henceforth PPE1908. In
this way, elimination of 113 outliers from the original
2021 set, decreased G4(MP2)’s MUE of the dataset from
2.10 kcal/mol to 1.65 kcal/mol. This final MUE is 0.66
kcal/mol larger than the methods MUE for the G3/05
dataset with 270 values of ∆H◦f . In SectionVI D, we dis-
cuss how the performance of cWFTs and DFAs deteri-
orate systematically because of the uncertainties associ-
ated with empirical atomic parameters used in the cal-
culation of thermochemistry energetics. Compared to
the small molecules benchmark set G3/05, PPE1908 cov-
ers the space of molecules that contain more number of
atoms as well as more number of valence electrons; the
qualitative trends are illustrated in Fig. 5. The largest
number of valence electrons in G3/05 and PPE1908 sets
are 66 (C6F6 and C6F5Cl) and 166 (C10F18), respectively.
On the other hand, the maximum number of atoms in
a given compound is 26 (C8H18) for the G3/05 set, and
56 (C18H37Cl) for PPE1908. Both sets are dominated by
closed-shell molecules as evident by larger counts for
compounds with even number of valence electrons, see
Fig. 5a.
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FIG. 4. Boundary-corrected kernel density probability distri-
bution, θbc−KDE and the corresponding cumulative density
function Θbc−KDE for the absolute deviations of G4(MP2)-
predicted ∆H◦f from the experimental ones for 2021 com-
pounds. The overline indicates that the values are normalized
over valence electrons. The inset features a scatterplot. Uncer-
tainty envelopes were determined by bootstrapping.
FIG. 5. Distribution of compounds in the G3/05 dataset com-
pared to other molecules that are present in PPE1908: a)
Counts shown as a function of number of valence electrons
Nve, b) Counts shown as a function of number of atoms Na.
VI. RESULTS AND DISCUSSIONS
A. Benchmark results for cWFTs and DFAs
While cWFTs are the recommended choice for mod-
eling ∆H◦f , the favorable accuracy-to-speed trade-offs
of DFAs have facilitated ∆H◦f predictions for large
molecules through isodesmic reaction schemes109,110
and group additivity schemes111. A benchmark across
popular DFAs on a curated dataset such as PPE1908 (see
Fig. 5), may provide insights into how the performances
of these methods can be refined through proper selec-
tion of basis sets and additional dispersion corrections.
To this end, we embark upon comprehensive bench-
marking of G4(MP2), ccCA, 23 popular DFAs as well as
the semi-empirical methods, PM6 and PM7.
Table I summarizes MUEs, RMSEs and maximum er-
rors for each method across various classes of com-
pounds in PPE1908. It is apparent while moving
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9FIG. 6. Prediction errors in ∆H◦f across compound types and
methods; MUE: mean unsigned error, SD: standard deviation,
Max: maximum absolute deviation. For number of entries in
each class of compounds and methods, see Table. I
.
across various subsets, that the performance of cWFTs
– G4(MP2) and ccCA – are consistent irrespective of the
compound type with MUEs below 2 kcal/mol. Though
somewhat larger error is noted for ccCA modeling of
radicals, when compared to the predictions of G4(MP2),
the overall deviations arise clearly from the residual se-
lection bias in the probabilistic pruning process. We
note the GGA functionals consistently underperform
across all subsets. A closer look reveals errors to be
mostly systematic as higher MUEs are usually encoun-
tered for subsets with greater structural complexities.
Hybrid GGAs mostly improve upon GGA results (bar-
ring O3LYP), by accounting for better approximations
of the dispersion interactions. Overall, as we move
up the Jacob’s ladder45, we observe a consistent drop
in MUE. Most notably, we find the long-range tuned
hybrid DFAs to perform better than double hybrids
DFAs. The importance of capturing long-range effects
can be further understood by noting that explicit inclu-
sion of an empirical dispersion correction mostly im-
proves the performance across DFAs. Semi-empirical
methods PM6 and PM7 under-perform across all sub-
sets except in the case of hydrocarbons, where their ac-
curacy is on par with long-range tuned functionals with
PM7 slightly outperforming PM6. For the four best
performing methods: G4(MP2), ccCA, ωB97X-D3, and
ωB97X-V, we have graphically summarized the error
metrics in Fig. 6. As noted before in Table. I, G4(MP2)
and ccCA exhibit comparable prediction accuracies. In
terms of the maximum absolute deviation (Max), ccCA
seems slightly better than G4(MP2) for inorganic hy-
drides. Amongst the DFAs, ωB97X-D3 shows reduced
Max than ωB97X-V consistently; the latter has yielded
the largest Max values for substituted hydrocarbons,
which we believe to stem from the lack of such com-
pounds in the training of the DFA.
A drawback of relying on mean-based error metrics is
that, these do not provide a complete picture of the error
distribution. For this purpose, percentile-based metrics
have been shown to be more suitable (see Ref. 102 and
references therein). Fig. 7 presents mean- and percentile-
based metrics for all the computational methods stud-
ied here. A method with good prediction accuracy
should show smaller MUEs as well as small values of
QN , where N > 50. Spearman rank correlation (ρ) be-
tween two sets is a good indicator for qualitative agree-
ment between them112. Compared to 1908 experimen-
tal ∆H◦f values, we find G4(MP2) and ccCA to show a
strong correlation amounting to ρ = 0.999. For the DFA,
we find dispersion corrections to mostly improve ρ. As
noted for MUE, the percentile metrics and the ρ of the
semi-empirical methods PM6 and PM7 are consistently
superior than that of the GGA methods. This is because
these simple methods have been trained to deliver accu-
rate values of ∆H◦f for hydrocarbons that also dominate
the PPE1908 dataset.
The apparent success of dispersion corrected DFAs
motivated us to have a closer look at the effect basis
set size has on accuracy. To this end, we have col-
lected ∆H◦f values for the 463 systems in the Pedley
CHONF dataset (see Section IV) and studied these with
def2-XVP (X=S, TZ, and QZ) basis sets using B3LYP
and ωB97X DFAs—with and without a D3 term (see Ta-
ble II). Among all possibilities, we note the performance
to be the best for ωB97X-D3 with a QZ basis set. This re-
sult is in accord with the findings reported in Ref. 5. For-
tuitously, B3LYP achieves minimum error for the small-
est basis set, indicating an inconsistent trend in accuracy
with basis set size—a trend also noted in Ref. 38. How-
ever, we find the D3-corrected B3LYP to somewhat im-
prove this situation. When going from B3LYP to B3LYP-
D3, we note a larger gain in accuracy with the QZ basis
set; however, for the ωB97X DFA, D3 term only leads to
a modest improvement so long as the basis set is QZ.
Examining the compounds showing extreme (i.e.
most-positive or most-negative) errors for a given com-
putational method often reveals if the error is system-
atic or non-systematic in nature. For the latter to be ev-
ident one has to consider normalized or intensive er-
rors such as error-per-electron or error-per-atom. In
the case of G4(MP2), along with the total error, we
also consider error-per-valence-electron and inspected
those compounds exhibiting extreme errors (see Fig. 8).
Barring the hydrocarbons category, we find the com-
pounds with extreme intensive and extensive (i.e. un-
normalized) error to mostly comprise heavy atoms.
Predominant of the compounds with large intensive
error are with fewer heavy atoms, while those with
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FIG. 7. Ranking of the prediction accuracy of cWFTs, DFAs and semi-empirical models. For each method, the mean unsigned
error (MUE) and cumulative probability percentiles, Qn (n = 50, 75, 90, and 95) are reported in log-scale. Methods are sorted in
ascending order of MUE. Values in square brackets are the Spearman rank correlations w.r.t experimental values. Vertical lines
on the percentile points denote the standard deviation estimated via bootstrapping.
TABLE II. Dependence of prediction accuracy of B3LYP and ωB97X DFAs on the D3 empirical dispersion correction and def2-XVP
(X = S/TZ/QZ) basis sets. For a given DFA and basis set, MUE in the predicted ∆H◦f is reported when compared to experimental
values. The benchmark dataset comprises 463 molecules (“Pedley CHONF dataset”) with 178 hydrocarbons and 285 substituted
hydrocarbons. All values are reported in kcal/mol.
Dataset B3LYP B3LYP-D3 ωB97X ωB97X-D3
S TZ QZ S TZ QZ S TZ QZ S TZ QZ
Hydrocarbons (178) 2.64 16.52 13.79 15.53 1.80 2.91 12.74 4.23 2.23 12.80 4.45 2.17
Subs. hydrocarbons (285) 5.04 11.72 9.24 16.05 2.84 3.78 11.95 3.49 1.75 11.97 3.57 1.72
Total (463) 4.14 13.57 10.99 15.85 2.44 3.44 12.25 3.78 1.93 12.29 3.91 1.89
large extensive (or unnormalized) error consist of ei-
ther a large number of atoms or contain several heavy
atoms. The hydrocarbons cycloheptadecane and 9,10-
diphenylanthracene feature the largest extensive error;
from opposite signs of the errors of these two com-
pounds, one may speculate that the source of their er-
rors cannot be due to the uncertainties associated with
the parameters used in the enthalpy evaluation (see Sec-
tion VI D for a discussion). Interestingly, the radical 1-
Norbornyl features on both the columns of Fig. 8, plau-
sibly owing to less diversity in this class. A specialized
study on these extreme compounds displayed in Fig. 8
with more robust cWFTs or WFTs should reveal further
insights into both, the deficiencies of G4(MP2) in mod-
eling the ∆H◦f of these systems, and also clarify the un-
certainties in the experimental results.
It is important to compare the accuracy of the
G4(MP2) and ccCA results presented above, based on
the present implementation, to that of legacy imple-
mentations of these cWFTs. Firstly, all our calcu-
lations are based on a framework employing spher-
ical primitive Gaussian type orbitals (GTOs), while
Pople basis sets—used for B3LYP geometry relaxation,
and G4(MP2) energies—are conventionally used in the
Cartesian primitive GTO framework. Secondly, the lat-
est ccCA-P37 formalism uses B3LYP/cc-pVTZ reference
geometry with Hartree-Fock and MP2 energies extrapo-
lated separately to the CBS limit, relativistic DKH2 cor-
rections for open-shell molecules calculated with a spin-
collinear (i.e. UHF) reference wavefunction, and em-
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FIG. 8. Left column presents molecules in the PPE1908 dataset
exhibiting the highest deviations in G4(MP2) predicted ∆H◦f .
Right column shows molecules with extreme errors per va-
lence electron.
ploys a different scale factor for ZPVE. To this end, in Ta-
ble III, we compare prediction errors in our cWFT calcu-
lations for the entire G3/05 dataset to that of previously
published results with the same methods. For compar-
ison, we have also summarized previous results based
on the more accurate G4 theory.
As far as the G4(MP2) results are concerned, going
from Cartesian GTOs to spherical GTOs leads to a tiny
increase in the MUE by 0.01 kcal/mol. When inspecting
the individual results for various class of compounds
and properties, we note the error to be largest for the
electron affinity (EA) of atoms, where the rise in error
is 0.04 kcal/mol. This is expected, as the energy of
atomic anions should suffer the maximum loss in the
basis function count per electron. Our prediction error
for ccCA fares rather well when compared to ccCA-P
values from Ref. 37, while the original formalism–with
a larger basis set for geometry optimization—showing
much smaller error for the binding energy of hydrogen
bonded dimers. We believe that the accuracy of our
ccCA results can improve when adopting the ccCA set-
tings to be similar to that of the original ccCA-P23 im-
plementation, however, here we have used settings that
will render the comparison between G4(MP2) and ccCA
seamless.
Further, we have extended the comparison between
cWFTs to the slightly larger dataset – Pedley CHONF
TABLE III. Comparison between errors in G4(MP2), ccCA and
G4 for G3/05 and Pedley CHONF. Both results from previous
and current studies are included for all classes of compounds.
Dataset G4(MP2) ccCA G4
I. G3/05 (452)e 1.05, 1.04a 0.98, 0.99b 0.83c
1. ∆H◦f (270) 0.99, 0.99
a 0.92, 0.95b 0.80c
-Nonhydrogens (79) 1.44, 1.44a 1.05 1.13c
-Hydrocarbons (38) 0.64, 0.63a 0.95 0.48c
-Subst. Hydrocarbons (100) 0.84, 0.83a 0.85 0.68c
-Inorganic hydrides (19) 0.92, 0.94a 0.99 0.92c
-Radicals (34) 0.85, 0.86a 0.78 0.66c
2. IP (103)e 1.08, 1.07a 1.08, 1.09b 0.91c
-Atoms (26) 1.12, 1.13a 0.55 0.65c
-Molecules (77) 1.06, 1.05a 1.26 0.99c
3. EA (63) 1.26, 1.23a 0.97, 1.03b 0.83c
-Atoms (14) 1.86, 1.84a 0.89 0.91c
-Molecules (49) 1.10, 1.06a 1.00 0.81c
4. PA (10) 0.66, 0.67a 1.17, 0.93b 0.84c
5. BE (6) 1.29, 1.28a 1.15, 0.58b 1.12c
II. Pedley, ∆H◦f (463) 0.78, 0.79
d 1.02
-Hydrocarbons (178) 0.62, 0.68d 0.90
-Subst. hydrocarbons (285) 0.88, 0.86d 1.09
a from Ref. 36
b from Ref. 37
c from Ref. 22
d from Ref. 5
e In the current implementation, 2 entries (triplet SH2 & N2)
from G3/05 have been excluded.
(see SectionIV); we note our G4(MP2) results to agree
fairly well with that of previously reported values from
Ref. 5. Interestingly, for G4(MP2) we find the accura-
cies for hydrocarbons and their substituted analogues
to be retained when going from the G3/05 set to Ped-
ley CHONF. As for ccCA, the MUE of 1.02 kcal/mol for
the Pedley CHONF dataset is comparable to that of the
total error for the G3/05 set, indicating the small devia-
tions in both values to lie within the uncertainties in the
reference experimental values.
B. Role of HLC in G4(MP2) and its Transferability across
Datasets
An interesting point of concern in the Gn-series
of cWFTs—more specifically G4(MP2)—is the role the
HLC term plays in the model (see Eq. 5). To gain more
insight on this point, we present the error in G4(MP2)
predictions with successive inclusion of energy terms in
Fig. 9 for the case of 270 ∆H◦f values from the G3/05
set. The distributions are shown for both extensive and
intensive errors. In both cases, the CCSD(T) error distri-
bution is broad and multimodal, narrowing with succes-
sive inclusion of ∆MP2 and ∆HF corrections. The error
in the resulting model exhibits a spread: -50 kcal/mol to
10 kcal/mol for the extensive errors, which is quenched
by the inclusion of the HLC term. It is remarkable that
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FIG. 9. Effect of systematic inclusion of components in the G4(MP2) ∆H◦f on error distribution; SO, ZPVE and thermal corrections
have been included in all calculations. For 270 molecules from the G3/05 dataset, error distribution of predicted ∆H◦f are
shown: a) per valence electron (i.e. Error/Nve), and b) without normalization. Black boxes stand for CCSD(T) values, green ones
correspond to values with ∆MP2 corrections, blue correspond to results with further inclusion of ∆HF corrections, and the final
G4(MP2) results with HLC are shown in red.
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FIG. 10. Influence of HLC in determining ∆H◦f for various classes of compounds in the G3/05 dataset and rest of the compounds
in the PPE1908 dataset. For both sets, results are shown separately with and without the HLC term. The arrows point to MUE
(RMSE) for each error distribution. The lower bound of the error is set to -60 kcal/mol for clarity.
the HLC term, given its simple form, not only shifts the error distribution to center at zero, but also changes
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the shape of the distribution. This indicates the HLC
term to account for both systematic and non-systematic
corrections. While the contributions from ∆HF seems
negligible, excluding this term in the G4(MP2) energy
deteriorates the MUE for the 270 values of ∆H◦f from
0.99 kcal/mol to 1.38 kcal/mol. Reoptimizing the HLC
term without the HF corrections takes the MUE to 1.16
kcal/mol, still deviating from the G4(MP2) value by 0.17
kcal/mol.
Having observed the influence of HLC on 270 ∆H◦f s
in G3/05, we investigate its transferability across var-
ious classes of compounds in G3/05 and PPE1908 (
Fig. 10). HLC for nonhydrogens reduces MUE≈ 4-times
from the non-HLC corrected ones in G3/05 while the
drop is nearly 5-fold for the remaining nonhydrogens in
PPE1908. G3/05 hydrocarbons, show a ≈ 43-fold decay
in MUE due to HLC correction while the decay is 27-
fold for the remaining ones in PPE1908. Drop in MUE is
14- and 44-fold for substituted hydrocarbons in G3/05
and the rest in PPE1908, respectively. For inorganic hy-
drides, MUE drops 7-fold for G3/05, while it is 11-fold
for others in PPE1908. Radicals show a 10-fold decay in
MUE for G3/05 while the rest in PPE1908 show a 16-
fold drop. Though HLC captures systematic and non-
systematic effects successfully across compound types
and datasets, we do note the quantitative prediction ac-
curacy of G4(MP2) to drop from 0.99 kcal/mol to 1.65
kcal/mol, when going from the G3/05 dataset (Table III)
to the PPE1908 set (Table I). This drop in accuracy when
increasing the dataset size may be ascribed to both the
residual uncertainties in the experimental results, and
also the systematic error introduced in the form of em-
pirical reference data for atoms, forms the subject of Sec-
tion VI D.
The original motivation to add a HLC term in the G1
theory83 is to account for the remaining basis set errors
in the model. It has been noted that a successful per-
formance of the method requires the finite basis sets
employed at various levels be “balanced”83. To probe
the sensitivity of HLC to the choice of basis set, we re-
placed the Pople basis sets used in G4(MP2) with Dun-
ning or Karlsruhe basis sets and re-parameterized all
components in HLC by training on the G3/05 dataset;
see Eq. 6 for the definitions. The resulting parameters
are presented in Table IV. As expected, when moving
from the default G4(MP2) basis sets to larger Karlsruhe
sets (dTQ and dTQD series in Table IV), we find the
magnitude of the HLC parameters to drop indicating
less dependence of the accuracy on the HLC term; such
a trend has been noted for the G4(MP2)-6X variant113.
This, however, does not necessarily lead to any increase
in the method’s accuracy, as G4(MP2)-dTQD’s MUE in-
creases to 1.95 kcal/mol. Among the tested variants, the
one using the smallest basis sets, G4(MP2)-dSTQ, shows
the HLC parameters of largest magnitude. Surprisingly,
we find this variant to have an MUE of 1.22 kcal/mol,
which is much smaller than that of G4(MP2)-dTQD. The
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FIG. 11. Distribution of prediction errors for the G3/05
dataset, with and without reoptimized HLC. For 270 ∆H◦f val-
ues, results are shown for variants of G4(MP2) based on differ-
ent basis sets. See Table IV for more details.
method suffers maximum deterioration when using the
aug-cc-pVXZ basis sets, resulting in an MUE of 3.26
kcal/mol. These results indicate that successfully ex-
ploiting the form of the HLC term, also requires careful
tailoring of the basis sets used for the CCSD(T), MP2 and
HF energies. For the variants tried, we have presented
the error distributions with and without the HLC con-
tributions, in Fig.11.
C. ISO24 dataset for isomerization reaction energies
Accurate prediction of isomerization energies is one
of the stringent tests for the reliability of WFTs, cWFTs
and DFAs alike114. This is because isomerization reac-
tion energetics exclusively encode information about or-
bital hybridization, electronic conjugation and steric ef-
fects in chemical bonding115,116. Previous studies have
observed majority of the DFAs to predict qualitatively
incorrect trends for the energy ordering of constitutional
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TABLE IV. HLC parameters for the G4(MP2) method using various basis sets trained on the G3/05 dataset. For each variant the
mean unsigned error (MUE) is also given.
Method HLC parameters (mEH) MUE (kcal/mol)
A A
′
B C D E
G4(MP2) 9.472 3.102 9.741 2.115 9.769 2.379 0.99
G4(MP2)-dTQa 6.18061 2.45033 5.62914 2.29326 6.41957 4.69530 2.02
G4(MP2)-dTQDb 5.53826 2.42024 5.10429 1.81189 5.73533 6.96434 1.95
G4(MP2)-dSTQc 12.99745 3.82593 13.10205 3.37982 13.42932 -0.12345 1.22
G4(MP2)-dSTQDd 8.64216 2.76141 7.98680 2.32481 8.90121 3.95877 2.62
G4(MP2)-aDTQe 6.85947 2.20201 6.23527 1.46485 7.11763 5.16631 3.26
a CCSD(T)/def2-TZVP, MP2/def2-QZVP, HF/CBS(def2-TZVP,def2-QZVP)
b CCSD(T)/def2-TZVPPD, MP2/def2-QZVPPD, HF/CBS(def2-TZVPPD,def2-QZVPPD)
c CCSD(T)/def2-SVP, MP2/def2-TZVP, HF/CBS(def2-TZVP,def2-QZVP)
d CCSD(T)/def2-SVPD, MP2/def2-TZVPPD, HF/CBS(def2-TZVPPD,def2-QZVPPD)
e CCSD(T)/aug-cc-pVDZ, MP2/aug-cc-pVTZ, HF/CBS(aug-cc-pVTZ,aug-cc-pVQZ)
TABLE V. Accuracies of G4(MP2), ccCA, ωB97X-D3 and ωB97X-V for the prediction of isomerization enthalpies for 24 sets of
constitutional isomers: MUE is mean unsigned error (in kcal/mol), RMSE is root-mean-square-error (in kcal/mol), and ρ is the
Spearman rank correlation coefficient; the latter quantity is reported per stoichiometry.
Stoichiometry (#) MUE (RMSE, ρ)
G4(MP2) ccCA ωB97X-D3 ωB97X-V
C4H6 (7) 1.04 ( 1.21, 0.98 ) 0.81 ( 1.02, 1.00 ) 3.20 ( 3.82, 1.00 ) 3.56 ( 4.25, 1.00 )
C5H8 (8) 0.67 ( 0.71, 1.00 ) 0.22 ( 0.29, 1.00 ) 1.94 ( 2.46, 0.98 ) 2.91 ( 3.19, 1.00 )
C6H6 (3) 1.07 ( 1.64, 1.00 ) 1.18 ( 1.35, 1.00 ) 1.64 ( 1.81, 1.00 ) 2.12 ( 2.52, 1.00 )
C6H8 (6) 1.46 ( 1.63, 0.95 ) 1.14 ( 1.22, 0.99 ) 1.11 ( 1.49, 0.99 ) 1.54 ( 1.95, 0.99 )
C6H10 (8) 1.02 ( 1.40, 0.93 ) 0.78 ( 1.25, 0.93 ) 1.29 ( 1.67, 0.95 ) 1.58 ( 2.16, 0.95 )
C6H12 (19) 0.50 ( 0.61, 0.95 ) 0.61 ( 0.73, 0.97 ) 1.87 ( 1.98, 0.96 ) 3.27 ( 3.45, 0.98 )
C7H8 (9) 1.69 ( 1.98, 0.96 ) 1.69 ( 1.91, 0.96 ) 3.09 ( 3.63, 0.96 ) 4.20 ( 5.23, 0.96 )
C7H12 (7) 1.49 ( 2.06, 1.00 ) 1.52 ( 2.05, 1.00 ) 0.68 ( 0.85, 1.00 ) 2.00 ( 2.11, 1.00 )
C7H14 (18) 2.51 ( 2.59, 0.99 ) 2.16 ( 2.21, 0.99 ) 1.38 ( 1.59, 0.95 ) 1.31 ( 1.52, 0.98 )
C8H10 (13) 1.35 ( 1.60, 0.98 ) 1.36 ( 1.59, 0.98 ) 2.02 ( 2.82, 0.98 ) 3.43 ( 4.25, 0.96 )
C8H14 (10) 0.87 ( 1.12, 0.98 ) 0.76 ( 1.06, 0.96 ) 0.46 ( 0.72, 0.98 ) 1.61 ( 1.85, 0.92 )
C9H12 (14) 1.15 ( 1.64, 0.98 ) 0.98 ( 1.35, 0.98 ) 1.60 ( 2.75, 0.99 ) 1.91 ( 3.31, 0.98 )
C10H10 (7) 3.55 ( 3.73, 1.00 ) 2.92 ( 3.10, 1.00 ) 4.77 ( 5.76, 1.00 ) 4.09 ( 4.74, 1.00 )
C10H14 (4) 2.27 ( 2.69, 1.00 ) 1.89 ( 2.25, 1.00 ) 1.57 ( 2.00, 1.00 ) 0.73 ( 0.79, 1.00 )
C10H16(9) 2.47 ( 3.05, 0.99 ) 2.97 ( 3.32, 0.99 ) 3.15 ( 3.45, 0.99 ) 5.68 ( 6.39, 0.99 )
C12H16 (6) 2.68 ( 3.04, 0.86 ) 2.76 ( 3.14, 0.86 ) 4.74 ( 5.40, 0.68 ) 4.68 ( 4.84, 0.68 )
C6H7N (6) 0.62 ( 0.87, 1.00 ) 1.07 ( 1.26, 1.00 ) 1.39 ( 1.86, 1.00 ) 0.76 ( 0.97, 1.00 )
C7H9N (7) 1.75 ( 2.64, 1.00 ) 1.72 ( 2.56, 1.00 ) 2.01 ( 3.39, 1.00 ) 1.51 ( 2.61, 1.00 )
C5H12O (9) 0.47 ( 0.63, 0.99 ) 0.47 ( 0.63, 0.99 ) 0.83 ( 0.91, 0.99 ) 0.68 ( 0.74, 0.99 )
C8H10O (10) 1.40 ( 1.48, 0.89 ) 1.46 ( 1.55, 0.89 ) 1.60 ( 1.68, 0.87 ) 1.72 ( 1.84, 0.85 )
C5H10O2 (10) 3.55 ( 3.84, 0.99 ) 3.44 ( 3.76, 1.00 ) 3.40 ( 3.76, 0.96 ) 5.02 ( 5.46, 0.96 )
C6H12O2 (9) 2.94 ( 3.53, 0.94 ) 3.36 ( 3.90, 0.94 ) 3.80 ( 4.35, 0.92 ) 3.22 ( 3.92, 0.92 )
C5H12S (9) 0.57 ( 0.75, 0.95 ) 0.33 ( 0.52, 0.95 ) 0.91 ( 1.01, 0.87 ) 0.60 ( 0.68, 0.91 )
C6H14S (7) 1.70 ( 2.22, 0.88 ) 1.25 ( 1.91, 0.79 ) 1.68 ( 1.93, 0.86 ) 1.34 ( 1.79, 0.88 )
Total (215) 1.59 ( 2.13 ) 1.51 ( 2.05 ) 2.03 ( 2.79) 2.53 ( 3.39 )
isomers belonging to a stoichiometry117. From the point
of view of thermochemical procedures, all systematic
contributions to molecular enthalpies such as empiri-
cal atomic corrections, and HLC are cancelled in iso-
merization energies. Hence, prediction errors expose
exclusively the non-systematic errors encoded in the
evaluation of electronic energies. To identify a large
benchmark suite of isomerization energies, we have col-
lected constitutional isomers belonging to 24 unique sto-
ichiometries in the PPE1908 dataset amounting to 239
systems.
Table V presents, for each stoichiometry, mean errors
in the prediction of isomerization energies where the re-
actant is the global minimum in each set, amounting to
215 reaction energies. Over the set of 215 reaction ener-
gies, we find G4(MP2) and ccCA to yield MUEs of 1.59
and 1.51 kcal/mol, respectively. Both DFAs ωB97X-V
and ωB97X-D3 have performed consistently resulting in
MUEs of 2–2.5 kcal/mol. All the methods considered
here have also predicted the ordering of the energies of
the constitutional isomers as quantified through ρ. It is
interesting to see that there are sets such as C5H10O2 for
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which G4(MP2) predictions show the largest discrepan-
cies, albeit preserving the energy ranking of the consti-
tutional isomers so well with ρ = 0.99.
For all the global minima in the ISO-24 set, we have
analyzed the computational methods’ accuracies in the
prediction of ∆H◦f ; the results are shown in Fig. 12.
As a striking trend, one notes inspite of the errors of
both DFAs staying within 3 kcal/mol, ωB97X-V con-
sistently overstabilizes the isomers, while ωB97X-D3
mostly destabilizes these. While majority of the cWFTs’
predictions show errors< 2 kcal/mol, we find G4(MP2)
and ccCA to show a large discrepancy for the fused ring
system C10H10. It is interesting to relate these trends
to the fact that such subtle discrepancies in predictions
arise due to non-systematic errors, the origin of which
lies in the very foundations of these electronic structure
methodologies.
FIG. 12. Errors in G4(MP2), ccCA, ωB97X-D3 and ωB97X-V
predicted ∆H◦f for every global minimum in ISO24. For each
of the 24 stoichiometries, structure of the global minimum is
shown.
D. Source of Systematic Errors in Molecular Standard
Formation Enthalpies
Molecular ∆H◦f (298K) depends on enthalpies of con-
stituent atoms in their standard elemental forms. The
absolute enthalpies per atom for the elements enter the
calculation as empirical constants: ∆H◦f (0K), which is
the zero-Kelvin enthalpy of formation per atom along
with an associated thermal correction, H◦(298 K) −
H◦(0 K). The former quantity contributes predomi-
nantly to the total energy, hence any uncertainty in their
determination will be accrued with increasing molec-
ular size. This has been exemplified by Tasi et al.,118
for C1-C13 alkanes modelled with G2(MP2,SVP) where
large systematic errors were noted when the conven-
tional value of ∆H◦f (0K)=169.98 kcal/mol was used for
the C atom. The re-evaluated value of 170.11 kcal/mol
was shown to reduce systematic errors for that dataset.
On the same note, Perdew et al.,119 have remarked on
the extensive nature of the self-interaction error in spin-
polarized DFAs, and their role in compromising atom-
ization energy predictions.
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FIG. 13. Systematic errors in G4(MP2), ccCA, ωB97X-
D3 and ωB97X-V predictions of ∆H◦f due to the choice of
∆H◦f (Cgas, 0K) shown for the smallest 20 linear alkanes.
We have revisited the case of linear alkanes by in-
creasing the set until icosane (C20H42) and modeling
∆H◦f with G4(MP2), ccCA, ωB97X-D3 and ωB97X-V.
Fig. 13 displays the prediction errors for all 4 meth-
ods employing two different values for ∆H◦f (Cgas, 0K):
169.98 kcal/mol and 170.11 kcal/mol. As a general
trend, we note all deviations to drop systematically
when going from the conventional parameter to the one
fitted for C1-C13 alkanes. We find both G4(MP2) and
ccCA to benefit from the systematic shift resulting in re-
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duced prediction errors; ccCA agreeing with the exper-
imental values for C1-C9 alkanes better than G4(MP2).
The DFA ωB97X-V showing the maximum error among
the methods considered here improves from a mean er-
ror of 3.5 kcal/mol to 2.2 kcal/mol. On the other hand,
ωB97X-D3 that has shown excellent agreement with ex-
perimental values of ∆H◦f with an MUE of 0.7 kcal/mol
when using the conventional ∆H◦f (Cgas, 0K) deteriorates
by 1.4 kcal/mol when depending on the re-evaluated
parameter.
VII. CONCLUSIONS
A benchmark dataset of experimental ∆H◦f of 1908
compounds that are electronically and structurally rich
is presented. This dataset was assembled by collecting
several previously reported benchmark suites includ-
ing the ‘legacy’ dataset—G3/05 comprising 270 entries.
The resulting set included 113 ‘outliers’ with potentially
non-negligible experimental uncertainties detected with
a probabilistic approach. The procedure also takes into
consideration the uncertainties associated with the ref-
erence theory, G4(MP2). Our approach can further be
refined using a reference cWFT which is more accu-
rate and precise than G4(MP2), albeit incurring a higher
computational cost. For this purpose, the full dataset
with potential outliers comprising over 2k structures
and ∆H◦f have been provided in this study. A more ro-
bust approach would be to consider more than one high-
fidelity reference methods and make a joint-probabilistic
model to prune the dataset. The only tunable parameter
in this model is the threshold percentile used for select-
ing valid benchmark values; this value was set to the
95th percentile for the reference method G4(MP2). We
have adopted a bootstrapping strategy to estimate the
variance in the model arising from sampling bias. Our
final results are based on the lower bound for the error-
threshold to mark an entry as outlier.
Along with the G4(MP2) and experimental results
for the PPE1908 dataset, we have reported extensive
benchmark results of enthalpies of formation predicted
with the cWFT ccCA, and 23 DFAs. Along with the
conventional error metrics such as MUE, we have also
reported probabilistic metrics such as Q50, Q75, Q90,
and Q95, that provide information about the probabil-
ity and cumulative densities of errors as suggested in
other studies105,120. When compared to pruned exper-
imental values, among the methods considered in this
study, G4(MP2) and ccCA deliver the best performance
amounting to an MUE of about 1.65 kcal/mol. The
semi-empirical methods PM6 and PM7, as expected re-
sult in rather accurate ∆H◦f with errors ≈ 5 kcal/mol.
The most popular DFA, B3LYP exhibits an error of over
15 kcal/mol. However, its long-range and dispersion
corrected versions, namely, CAM-B3LYP and B3LYP-D3
show errors in the 4 − 5 kcal/mol error window; in
this range, we also find the mGGA method TPSS, the
global hybrid functional M06-2X and its D3 corrected
variant. Dispersion corrected double hybrid function-
als B2PLYP-D3 and mPW2PLYP-D show better perfor-
mances with an error of 3− 4 kcal/mol. For the predic-
tion of ∆H◦f , we found the best performing class of DFAs
to be range-separated methods ωB97X, and its modifi-
cations yielding rather accurate predictions in the error
window of ≈ 2 − 3 kcal/mol. As a general trend, we
note empirical dispersion corrections to lead to a gain in
prediction accuracy.
Our analysis have shown that the original G4(MP2)
method and the empirical parameterization of the HLC
involved in that model retain their transferability go-
ing from the G3/05 set with 270 entries to the proposed
PPE1908 set that is 7 times larger. This suggests that
the prediction accuracy of G4(MP2) to hold not only for
closed-shell, organic molecules of the type encountered
in the QM9 dataset,5,29 but also to datasets with free-
radicals, non-hydrogens and inorganic hydrides. As an
interesting result, we find the best DFA ωB97-XV, result-
ing in an MUE of 2.86 kcal/mol for the ≈2k dataset,
to show large systematic errors when tested on linear
alkanes with 1 − 20 C atoms. This suggests that the
parameters that enter into the design of this functional
is somewhat overfitted to the training data with small
molecules. It will be compelling to see if modern func-
tionals can be designed by benchmarking on the diverse
dataset presented here. Similarly, it will be of inter-
est to see if cWFTs based on additional parameteriza-
tion such as in the G4(MP2)-6X methods preserve their
transferability going from the small molecules set to the
PPE1908 set.
Further, from the entire benchmark suite presented
here, we have identified 24 sets of constitutional iso-
mers; reaction enthalpies for this ISO24 dataset were
benchmarked over G4(MP2), ccCA, and the two best
performing DFAs. Isomerization energies are not influ-
enced by HLC parameters, hence they present a strin-
gent test for the prediction capabilities of methods like
G4(MP2). For the prediction of 215 reaction energies, we
have noted MUEs of 1.59 and 1.51 kcal/mol for G4(MP2)
and ccCA. In this case, the DFAs ωB97-XD3 and ωB97-
XV have also yielded excellent predictions with MUEs
of ≈ 2-2.5 kcal/mol. When extending the application of
G4(MP2) method to molecules with large number of C
atoms, we find the prediction accuracy to be sensitive
to an empirical atomic parameter, which suggests that a
careful evaluation of these parameters for all atom types
is essential to prevent systematic accumulation of errors.
Such calibration should be done with a method such as
W4, W4-lite, or HEAT-456(Q) that are more robust than
the methods considered here. Preferably such an effort
could be undertaken by pruning the total dataset and re-
taining only highly-precise experimental entries. Ther-
mochemistry modeling done at such a rigour has been
shown to be sensitive even to the effect anharmonic-
ity has on molecular ZPVE121,122, hence these effects
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must be incorporated with methods such as second-
order vibrational perturbation theory (VPT2)123,124 that
are amenable for large scale modeling.
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APPENDIX: EMPIRICAL THERMOCHEMISTRY
PARAMETERS
TABLE VI. Heats of formation of atoms at 0 K, ∆H◦f (0 K),
and enthalpy corrections, for elements in their standard states,
H◦(298 K) − H◦(0 K). Unless specified, all values are taken
from Ref. 125. For elements for which more than one value
are available, we have utilized the more recent one marked by
bold font. All values are in kcal/mol.
Atom ∆H◦f (0 K) H
◦(298 K)− H◦(0 K)
H 51.63 1.01
Li 37.69 1.10
Be 76.48 0.46
B 136.2 0.29
C 169.98 0.25
N 112.53 1.04
O 58.99 1.04
F 18.47 1.05
Na 25.69 1.54
Mg 34.87 1.19
Al 78.23 1.08
Si 106.6 0.76
P 75.42 1.28
S 65.66 1.05
Cl 28.59 1.10
K 21.4830126 1.6926126
Ca 42.3850126 1.3709126
Ga 64.7633126 1.3291126
Br 28.1836127 2.930127,128
Ge 89.354129, 88.2130 1.104129,131
As 68.86132, 68.8129,133 1.23131
Se 57.899134 1.319134
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