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Abstract
In this paper, a multi-step dimension-reduction approach is proposed for addressing nonlinear relationships within attributes. In this
work, the attributes in the data are first organized into groups. In each group, the dimensions are reduced via a parametric mapping
that takes into account nonlinear relationships. Mapping parameters are estimated using a low rank singular value decomposition
(SVD) of distance covariance. Subsequently, the attributes are reorganized into groups based on the magnitude of their respective
singular values. The group-wise organization and the subsequent reduction process is performed for multiple steps until a singular
value-based user-defined criterion is satisfied. Simulation analysis is utilized to investigate the performance with five big data-sets.
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Keywords:
1. Introduction
Typically, bigdata sets are accompanied by a large number of incomplete and redundant dimensions where [5] com-
plications such as nonlinear relationships, noise, spurious correlations and incidental endogeneity are common. Within
this domain, classification is an important problem and the challenges from big data result in increasing prediction
errors [5].
To mitigate the issue, it is common to extract relevant features using dimension-reduction approaches such as
principal component analysis (PCA), factor analysis, etc [14]. However, when these methodologies [14] are utilized
in the presence of nonlinearities[14], imperfect estimation is observed because correlation matrices cannot measure
nonlinear relationships [9].
On the other hand, to handle nonlinear relationships, several dimension-reduction techniques such as Isomap [2],
LLE [12], Hessian LLE [6], Laplacian eigenmaps [3] and kernel PCA [13] have been introduced. Due to the properties
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of high dimensional spaces [7], it can be challenging to use these methodologies because they aim to discover the
geometric structure of the data.
In the above-mentioned dimension-reduction approaches [10, 2, 12, 6, 3, 13], a one-step mapping for dimension
reduction is common. A one-step approach is however susceptible to improper estimation due to noise and redundan-
cies and can incur large computational cost. Therefore, multi-step dimension reduction approaches are preferable to
address the challenges mentioned earlier[7] and motivated by the challenges, one such approach (NDR) is presented
in this paper.
In this paper, dimensions are reduced while considering nonlinear relationships using distance covariance. How-
ever, a distance covariance matrix characterizing pairwise dependencies can be rank-deficient if the number of sample
points n are significantly smaller than dimensions/attributes p in the data [9]. To mitigate this problem, group-wise
organization of the attributes is introduced, where the size of the group is kept smaller than the number of observations.
The p attributes are initially organized at random into groups. Next, nonlinear relationships are measured in each
group using distance covariance [9]. For each group, the features are transformed with a parametric map constructed
using the singular value decomposition (SVD) of distance covariance. The cardinality of the transformed space is set
by a user-defined parameter determining the amount of information to be captured in each group.
The new set of attributes are then reorganized into groups but, now, the magnitude of the singular values is utilized
to enable organization. In the proposed approach, the group-wise organization is based on SVD results, in contrast
with [1], where application specific relationships could be incorporated independent of data analysis.
The group-wise organization and reduction procedure is repeated until a stopping criterion is satisfied. A user-
defined information loss criterion based on singular values is therefore defined. Due to the proposed criterion, NDR
can estimate the number of dimensions to which to reduce the data to, in contrast with traditional approaches [10, 2,
12, 6, 3]. Furthermore, it is generally difficult to specify the number of dimensions that must be extracted from the
data [10, 2, 12, 6, 3] because information about their usefulness is unknown and requires trial and error. In contrast,
specifying the percentage of information to be kept during dimension reduction, as done with NDR, is a more natural
choice.
Finally, the performance of NDR is demonstrated on five big data sets using standard classification methods. The
contributions of this paper therefore include: (1) development of a multi step dimension-reduction approach using
distance covariance while handling nonlinear relationships and noisy dimensions; (2) design of a generic group-
wise organization process with explicit stopping criterion to control information loss and perform organization; (3)
demonstration of the performance using five data-sets in the problem of classification and fault diagnostics.
The rest of the paper is organized as follows. Motivation are established in Section II. NDR is described in Sec-
tion III. Simulation results are outlined in Section IV while Section V provides the conclusions for the paper. The
preliminaries are discussed next.
2. Preliminaries and Distance Covariance
Let R to represent the set of real numbers and denote matrices and vectors by boldface. Let a sample of data be
denoted asY ∈ Rn×p, where n represents the number of sample points and p is total number of attributes and consider
a data-point y ∈ Y . The objective of this work is to predict the category for y by transforming x into y using φ(.),
where argmax(y) indicates the category for x such that
p(y ∈ Ψk |X) = φ(x) + ε. (1)
where p(y ∈ Ψk |X) is the vector of RF×1 and ε is the approximation error. In fault diagnostics problems, prediction
involves detecting whether y belongs to the healthy case or is at one of the faults F . Statistically speaking, one can
consider that the data-points in Y coming from category k belong to population Ψk where k = 1, 2, 3, · · · ,F . One
may observe that the objective is to determine to which population does y belongs and p(y ∈ Ψk |X) measures the
probability of y belonging to each k.
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Algorithm 1 A Nonlinear dimension-reduction (NDR)
1: Input: X, θ
2: Output:Reduced dimension X
3: Let X(1) = X
4: Standardize X(1)
5: for Each step starting from i = 1




l=0 λl ≥ θ
7: Stop the dimension-reduction procedure
8: end if
9: if i>1
10: Create groups according to Eq (5)
11: else
12: Generate groupings at random
13: end if
14: for Every group at step i
15: Calculate DC matrix
16: Evaluate κ
17: Evaluate low rank approximation [16]
18: end for
19: end for
20: Train the regression parameter [4]
Fig. 1: Change in accuracy with increase in the number of noisy
dimensions.
To learn the map φ(.), we need representative samples from each Ψk, therefore consider a dataset D = {X,T }
collected from F categories, where X represents the observations with T referring to the corresponding labels. Note
that Eq. (1) is a generic structure for a parametric map based classification regimes, for example, neural networks
(NN), logistic regression (LR), etc [4].
While classifying data-points in the big data scenario, the number of dimensions in the data can adversely effect
the classification efficiency. To observe this effect, consider classification with the MNIST hand-written recognition
[8] data-set. A three layer NN is used for classification and noisy dimensions are introduced synthetically. Observe
that, when the number of noisy dimensions in the data increase, the accuracy falls drastically as observed from Fig. 1.
In such cases, it is desirable to reduce the number of dimensions prior to classification such that the noisy dimen-
sions are removed. Specifically, noisy dimensions refer to those that are redundant and to remove these dimensions,
we require a measure of redundancies among the dimensions. Pearson’s correlation and/or covariance is widely used
in such applications [4].
The fundamental drawback arises because Pearson’s correlation and/or covariance coefficient is not a true char-
acterization of independence when two dimensions are nonlinearly related [9]. A measure of dependency that can
characterize independence in the presence of nonlinear relationships was proposed by Professor Szekely [15] and is
known as distance covariance (DC). For illustration, let x ∈ X and p = 2 such that x = [a b]. It follows that a and b
are univariate vectors of sample size n each. DC is defined as follows.
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Definition 1. Let pair-wise distances for each element in a be written as Am,l = ‖am − al‖, ∀ m, l = 1, 2, · · · n.
Similarly, the pairwise distances for b is denoted as Bm,l = ‖bm − bl‖, ∀ m, l = 1, 2, · · · n. Double-center the distance
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0 m == l,
(2)
where 1(.) denotes the vector of ones with length (.). The sample DC is defined under finiteness of the first order





1n A˜  B˜1Tn , (3)
where Hadamard product is denoted by .
The proposed nonlinear dimension-reduction approach based on DC is presented next.
3. Nonlinear Dimension-reduction (NDR)
In bigdata applications, the sheer volume of dimensions is a major issue. As a result, in each step of the dimension
reduction procedure, we propose to divide the number of dimensions in the data into groups. Next, we reduce the
dimensions in each group while taking into account nonlinear relationships within these dimensions. Finally, we
merge the newly extracted dimensions. The above explained split and merge process is repeated until pre-defined
condition is satisfied. The overall procedure is detailed in Algorithm. 1 and the details of NDR are as follows.
For illustration, consider a simple case, where the sample X consists of only eight dimensions such that p = 8.
Denote the data at the first step as X(1) = {x(1)j , j = 1, 2, 3, · · · , 8} such that x(1)j denotes the jth coordinate in the data
vector X(1). First, the eight attributes are grouped as (1, 2), (3, 4), (5, 6), (7, 8) such that (x(1)1 , x
(1)
2 ) form group t = 1 and
(x(1)3 , x
(1)
4 ) form group t = 2 and so on. After the initial grouping, the proposed methodology is applied in two stages.






















As observed, the matrix C(1)1 is symmetric and of size 2 × 2, where group size is two and the elements represent
the strength of pairwise relationships. By using distance covariance to measure the relationships, we ensure that even
when nonlinear relationships are present within the dimensions, the strength of the relationships is captured.
Under the assumption that the amount of information contained by a dimension is proportional to the magnitude
of variance, the objective is to transform the data into a new dimensional space such that the redundancies among
the two attributes in the group are minimized while the variance, that is the amount of information to be retained, is
maximized. Since singular values of C(1)1 signify the variance of each dimension in the group, the transformation is
constructed using the singular vectors of C(1)1 [11].
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To this end, the singular values are first normalized such that they lie between zero and one. Next, the size of the
projected space is determined depending on a threshold θ set by the practitioner which refers to the percentage of
information to be retained in each group. Then, all singular values with magnitude greater than θ/100 are retained
and the rest of the dimensions are discarded. Using the selected singular values, a low dimensional approximation
corresponding to C(1)t is computed. To compute the approximation, one procedure is given in [16]. The transformation
parameters that best extract θ% variation from the group are obtained as a result of this approximation.
With the current example, let θ = 95% and assume that in each group, the number of dimensions to be extracted is
one. Using the low dimensional approximation of SVD, we transform the data in this group. Next, the above explained
reduction procedure is repeated for each of the four groups to achieve the reduced number of dimensions at the first
step. In the example illustrated above, the dimension are reduced to four after the first step.
Let P(1)t be the transformation parameters obtained from the approximation in each group t. The transformation for
all the data-points in X(1) is given as
Xˆ(2) = {X(1)t P(1)t ,∀t = 1, 2, 3, · · · , T (1)}, (4)
where T (1) is the number of groups at step one. Note that X(1)t denotes the data in each group therefore for the example
considered here X(1)t ∈ Rn×2 and after transformation Xˆt ∈ Rn×1. Next, data is aggregated from all the groups to






4 ] which is the data available after dimension reduction at the first step.
Since the information contained in a dimension is proportional to the singular values, an average of singular values
across all the group provides an idea about the amount of information that is retained at a step. To control loss of
information, this average of singular values, verified after each step of dimension reduction can be used as a stopping
criterion. Therefore, the dimension reduction procedure is stopped when the average information retained at each step,
becomes less than the information threshold set by the practitioner. For illustration, let the average of the singular
values after the first step be 0.98, which implies that 98% of the information is retained. Since the threshold is 95%,
information loss condition is not satisfied yet and therefore stage two of the dimension reduction procedure is initiated.
Stage 2. In this stage, the first objective is to group the attributes. Therefore, denote the set of data-points from the first
step in the dimension reduction procedure as X(2) = [x(2)1 · · · x(2)4 ]. Note that the dimensions are ordered according
to the normalized singular values.
Next, these new dimensions are grouped according to the strength of singular values. In other words, the dimensions
with smaller singular values are grouped with dimensions indicating large singular values. By doing this, it is ensured






j : j = i × T (2), j < η(1)∀ t = 1, 2, · · · , T (2), (5)
where η(1) is the number of attributes at a particular step. Using the grouping mechanism described in Eq. (5), two
groups can be constructed for our example. The first attribute belongs to the same group as the third attribute. Further-
more, the second and the fourth attribute form the second group.
The two stages described above constitute a single step in NDR. The two stages of the proposed procedure are
continued till the singular value condition fails. For the example considered here, the dimension reduction process is
continued for two steps because at the end of the second transformation, the average of the singular values became
94% which is less that 95%. Finally, at the end of the two steps, the overall procedure has reduced the number of
dimensions from eight to two.
The dimension-reduction process, need not progress for two steps. The idea is to choose θ; such that it is feasible
to perform classification with the remaining dimensions. In a general case, there may be I steps is the dimension-
reduction procedure. The data after I transformation may be written as X(I) = Φ(X(1)), where Φ is the dimension
reducing transformation.
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With this transformation, the final step in the proposed methodology is the process of regression/ classification
on the dimension-reduced data where it is desirable to estimate the conditional probability p(y ∈ Ψk |X). As any
parametric map can be used for classification, traditional logistic regression is considered in this paper [4]. To this
end, every data-point y ∈ Y is tested by performing the dimension-reducing transformation on the observations using
the transformation parameters obtained while transformingX. A typical classification process with softmax regression
is used to determine the probabilities in order to determine the fault/class [4].
Testing can be performed batch-wise or observation-wise. For batch-wise prediction , one would like to take the
average across the batch. Next section presents the application of NDR.
4. Results and Discussions
A total of five data-sets are used for analysis in this study and are tabulated in Table 1. Eighty percent of the data
is randomly selected for training and the rest is used for testing. Fault diagnostics performance of the methodology
will be shown first using the sensorless drive diagnostics data-set. The performance of NDR on classification methods
is shown next. All results are averaged over 1000 runs and the hyper parameters for all classification approaches are
shown in Table 2.
4.1. Fault Diagnostics
The sensorless drive diagnostics data-set presents an 11-fault estimation problem involving 48 dimensions. The
proposed dimension-reduction approach is applied in conjunction with various classification methodologies. The re-
sulting accuracies are shown at the first row in Table 3. Based on these results, NDR appears to capture information
accurately as observed from the high accuracies for different classification methods. Suboptimal results are observed
for DT, RF, Ada-boost and Naive-Bayes while using this data-set.
Next, different dimension-reduction approaches are compared and the results are summarized in Table 4 1. Better
accuracies are observed while using NDR relative to other dimension-reduction methods. There is a 24 % improve-
ment in accuracy over PCA with the sensorless drive diagnostics data-set.
In all of these tests, the data are reduced from 48 dimensions to 25. Since the sensorless drive data-set contains
nonlinear relationships, PCA is expected to fail as seen from the results. In the next section, performance of NDR on
classification is studied.
4.2. Classification
The results are summarized in Table 3. NDR is observed to achieve reasonable performance for all the data-sets
that includes linear and nonlinear relationships.
NDR addresses the data-sets with p < n well, examples include the Arcene, Gisette and Dexter data-sets. Accura-
cies beyond 81 % are observed in each case. The best case accuracy for the high dimensional data-sets are observed
while using NDR. The best accuracies are highlighted in bold in Table 3. Twenty five dimensions are extracted for
each of the dimension reduction approaches and θ is kept at 0.75 for NDR, which yields 25 dimensions.
Impressive performance for NDR is observed even when traditional methods are seen to achieve sub-optimal
performance. Moreover, even when, the number of observations are fewer than the number of dimensions, optimal
performance is observed.
5. Conclusions
In this paper, a multi-step dimension-reduction approach was proposed to address nonlinear relationships and
noisy dimensions. Due to the use of an information-loss criterion, NDR can dynamically determine the number of
1 Acronyms for different dimension-reduction techniques are PCA (Principal Component Analysis), ISOMAP (Isometric Mapping), FastICA
(Independent Component Analysis), LLE (Locally Linear Embedding) and NDR (Nonlinear dimension-reduction).
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Table 1: Summary descriptions of the different data-sets used in
this paper
Data-set Dimensions Data points Classes
Sensorless [8] 48 78000 11
CIFAR-10 [8] 3072 50000 10
Gisette [8] 5000 6000 2
Arcene [8] 10000 100 2
Dexter[8] 20000 300 2
Table 2: Hyper-parameters for different methodologies in this
paper.
Method Hyper-parameters
KNearest Neighbors (KNN) 3 neighbors
Support Vector Machine (SVM) C = 0.025
Kernel SVM RBF kernel, gamma = 2, C=1
Desicion Trees (DT) max depth =5
Random Forest (RF) max depth=5 estimators=10, max features=1
Shallow Neural Network (SNN) lr = 0.01, 1 hidden layer, 500 neurons
AdaBoost number of estimators=50, learning rate=1.0
Naive-Bayes No Priors
Quadratic Discriminant Analysis (QDA) No Priors
Logistic Regression (LR) Random initialization, learning rate = 0.001, 1000 iterations
Table 3: Accuracies for the various data-sets with different methods using NDR as the dimension-reduction methodology with
type one error in parentheses. These results are highlighted in bold. The value of θ is chosen as 0.95 for all of the data-sets.
Data-sets ↓ KNN SVM LDA DT RF SNN AdaBoost Naive-Bayes QDA LR-NDR
Sensorless 0.88(0.008) 0.91 (0.01) 0.60(0.016) 0.50(0.013 ) 0.95(0.021) 0.47(0.004) 0.74 (0) 0.83 (0.056) 0.84(0.069) 0.93(0.004)
CIFAR-10 0.29(0.080) 0.44(0.047) 0.37(0.056) 0.26 (0.048) 0.21(0.090) 0.50(0.036) 0.51(0.077) 0.36 (0.074) 0.44(0.021) 0.66(0.036)
Arcene 0.83 (0) 0.84 (0) 0.55 (0) 0.54 (0) 0.83 (0) 0.72 (0) 0.74 (0) 0.51 (0) 0.76 (0) 0.87 (0)
Dexter 0.48 (0) 0.54 (0) 0.54 (0) 0.77 (0) 0.53 (0) 0.57 (0) 0.69 (0) 0.52 (0) 0.59 (0) 0.81(0.015)
Gisette 0.94(0.031) 0.93(0.012) 0.91(0.052) 0.92 (0.049) 0.74(0.074) 0.98(0.015) 0.97(0.019) 0.74 (0.256) 0.63(0.126) 0.99(0.015)
Table 4: Average classification accuracy (Avg. Class. Acc.) rates and computational times (Comp. Time) for various
dimensions-reduction techniques (Dim-red) and classifiers using the sensorless drive diagnostics data-set.
Dim-red KNN SVM LDA DT RF SNN AdaBoost Naive-Bayes QDA
PCA 0.52 0.52 0.52 0.45 0.45 0.52 0.18 0.45 0.53
ISOMAP 0.67 0.46 0.43 0.32 0.39 0.58 0.18 0.42 0.49
LLE 0.25 0.08 0.15 0.18 0.18 0.08 0.18 0.19 0.19
KPCA 0.54 0.53 0.52 0.45 0.44 0.58 0.28 0.45 0.53
NDR 0.89 0.91 0.60 0.50 0.95 0.47 0.74 0.83 0.84
dimensions to be extracted in contrast with standard dimension-reduction procedures. Due to the use of distance
covariance, NDR was able to capture nonlinear relationships from the data while exhibiting 24% improvement over
PCA for the sensorless drive diagnostics data-set.
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Arcene 0.83 (0) 0.84 (0) 0.55 (0) 0.54 (0) 0.83 (0) 0.72 (0) 0.74 (0) 0.51 (0) 0.76 (0) 0.87 (0)
Dexter 0.48 (0) 0.54 (0) 0.54 (0) 0.77 (0) 0.53 (0) 0.57 (0) 0.69 (0) 0.52 (0) 0.59 (0) 0.81(0.015)
Gisette 0.94(0.031) 0.93(0.012) 0.91(0.052) 0.92 (0.049) 0.74(0.074) 0.98(0.015) 0.97(0.019) 0.74 (0.256) 0.63(0.126) 0.99(0.015)
Table 4: Average classification accuracy (Avg. Class. Acc.) rates and computational times (Comp. Time) for various
dimensions-reduction techniques (Dim-red) and classifiers using the sensorless drive diagnostics data-set.
Dim-red KNN SVM LDA DT RF SNN AdaBoost Naive-Bayes QDA
PCA 0.52 0.52 0.52 0.45 0.45 0.52 0.18 0.45 0.53
ISOMAP 0.67 0.46 0.43 0.32 0.39 0.58 0.18 0.42 0.49
LLE 0.25 0.08 0.15 0.18 0.18 0.08 0.18 0.19 0.19
KPCA 0.54 0.53 0.52 0.45 0.44 0.58 0.28 0.45 0.53
NDR 0.89 0.91 0.60 0.50 0.95 0.47 0.74 0.83 0.84
dimensions to be extracted in contrast with standard dimension-reduction procedures. Due to the use of distance
covariance, NDR was able to capture nonlinear relationships from the data while exhibiting 24% improvement over
PCA for the sensorless drive diagnostics data-set.
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Table 1: Summary descriptions of the diff rent data-sets us d in
this paper
Data-se Dimensio s Data points Classes
Sensorle s [8] 48 78000 11
CIFAR-10 [8] 3072 50000 10
Gisette [8] 5000 6000 2
Arcene [8] 10000 100 2
Dexter[8] 20000 300 2
Table 2: Hyper-parameters for di ferent m thodologies in this
paper.
Method Hyper-parameters
KNearest eighbors (KNN) 3 neighbors
Support Vector Machine (SVM) C = 0.025
Kernel SVM RBF kernel, gamma = 2, C=1
Desicion Trees (D ) max depth =5
Random Forest (RF) max depth=5 estimators=10, max features=1
Shallow Neural Network (SNN) lr = 0.01, 1 hidden layer, 500 n urons
AdaBoost number of estimators=50, learning rate=1.0
Naive-Bayes No Priors
Quadratic Discriminant Analysis (QDA) No Priors
Logistic Re ression (LR) Random initialization, earning rate = 0.001, 100 iterations
Table 3: Accura ies for the various data-sets with different m thods using NDR as the dim nsion-reduction methodology with
type one error in parentheses. These results are highlighted in bold. The value of θ is cho en a 0.95 for all of the data-sets.
Data-sets ↓ KNN SVM LDA DT RF SNN AdaBoost Naive-B yes QDA LR-ND
Sensorl ss 0.88(0. 0 ) .91 (0.01) .60(0. 16) 0.50(0. 13 ) 0.95(0. 21) 0.47(0. 04) .74 (0) 0.83 (0.056) 0.84(0. 69) 0. 3(0. 04)
CIFAR-10 0.29(0. 80) 0.44(0. 7) 0.37(0. 56) 0.26 (0.048) 0.21(0. 90) 0.50(0. 36) 0.51(0. 77) 0.36 (0.074) 0.44(0. 21) 0.66(0. 3 )
Arcene 0.83 (0) 0.84 (0) 0.55 (0) 0.54 (0) 0.83 (0) 0.72 (0) 0.74 (0) 0.51 (0) 0.76 (0) 0.87 (0)
Dexter 0.48 (0) 0.54 (0) 0.54 (0) 0.77 (0) 0.53 (0) 0.57 (0) 0.69 (0) 0.52 (0) 0.59 (0) 0.81(0. 15)
Gisette 0.94(0. 31) 0.93(0. 12) 0.91(0. 52) 0.92 (0.049) 0.74(0. ) 0.98(0. 15) 0.97(0. 19) 0.74 (0.256) 0.63(0.126) 0.99(0. 15)
Table 4: Average classification ccur y (Avg. Class. Acc ) rates and computation l times (Comp. Time) for various
dimensions-reduction techniques (Dim-red) an classifier using the sensorless drive iagnostics data-set.
Dim-red KNN SVM LDA DT RF SNN AdaBoost Naive-Bay s QDA
PCA 0.52 0.52 0.52 0.45 0.45 0.52 0.18 0.45 0.53
ISOMAP 0.67 0.46 0.43 0.32 0.39 0.58 0.18 0.42 0.49
LLE 0.25 0.08 0.15 0.18 0.18 0.08 0.18 0.19 0.19
KPCA 0.54 0.53 0.52 0.45 0.44 0.58 0.28 0.45 0.53
NDR 0.89 0.91 0.60 0.50 0.95 0.47 0.74 0.83 0.84
dimensions t be extracted in co trast with standard dimension-reduction procedur s. Due to the use of distance
covariance, NDR was able to capture nonli ear r lationships from the data while exhibiting 24% improvement over
PCA for the sensorle s drive d agnostics data-se .
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Table 1: Summary descripti ns of the different data-sets used in
this paper
Data-set Dimensions Data points Clas es
Sensorles [8] 48 780 1
CIFAR-10 [8] 3072 5 10
Gisette [8] 50 60 2
Arcene [8] 1 10 2
Dexter[8] 2 30 2
Table 2: Hy e -parameters for differen meth dologies in this
paper.
Method Hyper-paramet rs
KNearest Neighbors (KN ) 3 neighbors
Support Vector Machine (SVM) C = 0. 25
Kernel SVM RBF kernel, gam a = 2, C=1
Desic on Trees (DT) max depth =5
Random Forest (RF) max depth=5 estimators=10, max features=1
Shallow eural Network (SN ) lr = 0. 1, 1 hidden layer, 500 neurons
AdaBoost number of estimators=50, learni g rate=1.0
Naive-Bayes No Priors
Quadratic Discrimi nt Analysi (QDA) No Priors
Logistic Regression (LR) Ra dom in tialization, learni g rate = 0. 01, 1000 iterations
Table 3: Ac uracies for the various data-sets with differen methods using NDR as the dime sion-reduction meth dology with
typ one error in par ntheses. These results are hi lighted in bold. The value of θ is chosen as 0.95 for all of the data-sets.
Data-sets ↓ KN SVM LDA DT RF SN AdaBo st Naive-Bayes QDA LR-NDR
Sen orless 8 (0.0 8) 0.91 (0.01) 60(0.016) 50(0.013 ) 95(0.021) 47(0.0 4) 0.74 (0) 0.83 (0.056) 84(0.069) 93(0.0 4)
CIFAR-1 29(0.08 ) 4 (0.047) 37(0.056) .26 (0.048) 21(0.09 ) 50(0.036) 51(0.07 ) 0.36 (0.074) 4 (0.021) 6 (0.036)
Arcene 0.83 (0) 0.84 (0) 0.5 (0) 0.54 (0) 0.83 (0) 0.72 (0) 0.74 (0) 0.51 (0) 0.76 (0) 0.87 (0)
Dexter 0.48 (0) 0.54 (0) 0.54 (0) 0.7 (0) 0.53 (0) 0.57 (0) 0.69 (0) 0.52 (0) 0.59 (0) 8 (0.015)
Gisette 94(0.031) 93(0.012) 91(0.052) .92 (0.049) 74(0.074) 98(0.015) 97(0.019) 0.74 (0.256) 63(0.126) 9 (0.015)
Table 4: Av rage clas ification ac uracy (Avg. Clas . Ac .) r tes and computational times (Comp. Time) for various
dime ions-reduction techniques (Dim-red) and clas ifiers using the sensorles drive diagnostics data-set.
Dim-red KN SVM LDA DT RF SN AdaBo st Naive-Bayes QDA
PCA 0.52 0.52 0.52 0.45 0.45 0.52 0.18 0.45 0.53
ISOMAP 0.67 0.46 0.43 0.32 0.39 0.58 0.18 0.42 0.49
L E 0.25 0.08 0.15 0.18 0.18 0.08 0.18 0.19 0.19
KPCA 0.54 0.53 0.52 0.45 0.4 0.58 0.28 0.45 0.53
NDR 0.89 0.91 0.6 0.5 0.95 0.47 0.74 0.83 0.84
dime sions to be ex racted in con rast wi h st ndard dime sion-reduction procedures. Due to the use of distance
covariance, NDR was able to capture nonlinear relationships from the data while exhibiting 24% improvement over
PCA for the sensorles drive diagno tics data-set.
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