Stabilization and optimal decay rate for a non-homogeneous rotating body-beam with dynamic boundary controls  by Chentouf, Boumediène & Wang, Jun-Min
J. Math. Anal. Appl. 318 (2006) 667–691
www.elsevier.com/locate/jmaa
Stabilization and optimal decay rate
for a non-homogeneous rotating body-beam
with dynamic boundary controls
Boumediène Chentouf a,∗, Jun-Min Wang b
a Department of Mathematics and Statistics, Sultan Qaboos University,
PO Box 36, Al Khodh 123, Muscat, Oman
b School of Computational and Applied Mathematics, University of the Witwatersrand,
Private 3, Wits 2050, Johannesburg, South Africa
Received 12 January 2005
Available online 18 July 2005
Submitted by P. Broadbridge
Abstract
In this paper, we consider the boundary stabilization of a flexible beam attached to the center
of a rigid disk. The disk rotates with a non-uniform angular velocity while the beam has non-
homogeneous spatial coefficients. To stabilize the system, we propose a feedback law which consists
of a control torque applied on the disk and either a dynamic boundary control moment or a dynamic
boundary control force or both of them applied at the free end of the beam. By the frequency mul-
tiplier method, we show that no matter how non-homogeneous the beam is, and no matter how the
angular velocity is varying but not exceeding a certain bound, the nonlinear closed loop system is
always exponential stable. Furthermore, by the spectral analysis method, it is shown that the closed
loop system with uniform angular velocity has a sequence of generalized eigenfunctions, which form
a Riesz basis for the state space, and hence the spectrum-determined growth condition as well as the
optimal decay rate are obtained.
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1. Introduction
In this paper, we consider a non-homogeneous elastic beam, attached to a disk, and
perpendicular to the disk plan. Assuming that the disk rotates around its axis and the motion
of the beam is confined to a plane perpendicular to the disk, the system is governed by

ρ(x)ytt + (EI(x)yxx)xx = ρ(x)ω2(t)y, (x, t) ∈ (0, )× (0,∞),
y(0, t) = yx(0, t) = 0, t > 0,
(EI(x)yxx)x(, t) = α1Θ1(t), t > 0,
−EI()yxx(, t) = α2Θ2(t), t > 0,
d
dt
{
ω(t)
(
Id +
∫ 
0 ρ(x)y
2(x, t) dx
)}= T (t), t > 0,
(1.1)
where x stands for the position and t for the time, y is the beam’s displacement, ω is the
angular velocity of the disk,  is the length of the beam, Id is the disk’s moment of inertia
and EI(x), ρ(x) are respectively the flexural rigidity and the mass per unit length of the
beam satisfying:
0 < ρ0 < ρ(x) ∈ C4[0, ], 0 < EI0 < EI(x) ∈ C4[0, ]. (1.2)
Furthermore, α1 and α2 are nonnegative constant feedback gains such that α1 + α2 = 0,
and finally Θ1(t),Θ2(t) are respectively the dynamic control force and the dynamic control
moment, while T (t) is the control torque. The description of physical background of the
model, with constant coefficients, can be found in [3]. In return, the situations where the co-
efficients are variables arise in engineering problems that generally use non-homogeneous
materials such as smart materials [14].
To stabilize the system, a feedback law is proposed as follows: provided that αi = 0 for
i = 1,2, let

Θi(t) = ci vi(t)+ diui(t),
v˙i(t) = Aivi(t)+ biui(t),
T (t) = −β(ω(t)−Ω), Ω ∈ R,
(1.3)
where the superscript  stands for the transpose, β is a positive constant, Ω is the equi-
librium point of ω(t), vi ∈ Cni is the actuator state, Ai ∈ Rni×ni is a constant matrix,
bi, ci ∈ Rni are constant vectors, di ∈ R is a constant and the input ui(t) is defined as
u1(t) := yt (, t), u2(t) := yxt (, t) for t ∈ R+. (1.4)
For the precise meaning and implementation for the above dynamic controls, the readers
are referred to [17].
With classical assumptions on the actuator which generates the boundary controls, we
shall, in the present paper, make a deep investigation on the closed-loop system (1.1), (1.3),
(1.4) and prove that the solutions of the closed-loop system exponentially converge to the
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rate for the system with a uniform angular velocity.
The constant spatial version of system (1.1) with boundary controls (1.3), (1.4) has been
studied in literature (see [5,6] and the references therein).
The main contribution of this paper lies in two facts: first, we show that as long as Ω
is sufficiently small, the beam vibrations are forced to decay exponentially to zero and
the disk rotates with an angular velocity equals to |Ω|. This extends the latest results of
[5,6] where EI and ρ are constants. Our approach here adopt, as in [6], the frequency
multiplier method introduced in [15]. Second, in the case of uniform angular velocity, we
obtain an asymptotic expression of the spectrum of the closed loop system and prove that
the system has a sequence of generalized eigenfunctions which form a Riesz basis for
the state space. This permits to deduce the optimal decay rate for the system as well as
the spectrum-determined growth condition. To our knowledge, such results (Riesz basis
property, optimal decay rate, spectrum-determined growth condition) are not available in
literature for the rotating body neither with homogeneous beam nor with non-homogeneous
one.
Now let us briefly outline the content of this paper. In Section 2, we formulate the global
closed loop system as a standard form of an evolution equation. Next, we prove the exis-
tence and uniqueness of solutions for the global system by showing the well-posedness of a
decoupled subsystem and then considering an appropriate Lyapunov function. In Section 3,
we establish the uniform stability of the decoupled subsystem and deduce the exponential
stability of the global system. Finally, in the last section, we prove the Riesz basis property
for the system with uniform angular velocity.
2. Well-posedness of the problem
First of all, we point out that αi = 0, for i = 1,2, in (1.1) means that the corresponding
boundary control Θi(t) is not applied and therefore the corresponding controller, given by
the ordinary differential equations in (1.3), disappears. It is also important to recall that we
assume throughout this work that at least one of the dynamic boundary controls in (1.3) is
applied. In return, as long as αi = 0, i = 1,2, we assume that the actuators, which generate
the dynamic boundary controls, satisfy the following assumptions (for more details, see
[5,17] and the references therein):
(H1) All eigenvalues of the matrix Ai are in the open left-half plane.
(H2) The triplet (Ai, bi, ci) is both observable and controllable.
(H3) di  0; moreover, there exists a constant γi such that di  γi  0 and the transfer
function Gi(s) = di + ci (sI − Ai)−1bi satisfies {Gi(iµ)} > γi , ∀µ ∈ R. Further-
more, when di > 0, we assume γi > 0 as well.
Then it follows from Kalman–Yakubovich lemma (see [17]) that given any symmetric
positive definite matrix Qi ∈ Rni×ni , there exists a symmetric positive definite matrix
Pi ∈ Rni×ni and a vector qi ∈ Rni such that for 	i > 0 sufficiently small
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ci
2
=√di − γiqi . (2.1)
Let
HnE(0, ) =
{
f ∈ Hn(0, );f (0) = fx(0) = 0
}
for n = 2,3, . . . (2.2)
and the state space
H× R = H 2E(0, )×L2(0, )× Cn1 × Cn2 × R
equipped with the following inner product:〈
(y, z, v1, v2,ω), (y˜, z˜, v˜1, v˜2, ω˜)
〉
H×R =
〈
(y, z, v1, v2), (y˜, z˜, v˜1, v˜2)
〉
H +ωω˜
=
∫
0
[
EI(x)yxx y˜xx −Ω2ρ(x)yy˜ + ρ(x)zz˜
]
dx + 2
i=2∑
i=1
αiv˜
∗
i Pivi +ωω˜, (2.3)
where the sign ∗ denotes the conjugate transpose. From (1.2) and the properties of Pi, for
i = 1,2 (see paragraph above (2.1)), we can easily show that the norm induced by (2.3) is
equivalent to the usual one (see [13] for a body-homogeneous beam) provided that
|Ω| < 1
2
√
12EI0/‖ρ‖∞, (2.4)
which is assumed to be true throughout the paper. Hence, H becomes a Hilbert space.
Now, let us define an unbounded linear operator AΩ on the Hilbert space H =
H 2E(0, )×L2(0, )× Cn1 × Cn2 as follows:
D(AΩ) =
{
φ = (y, z, v1, v2) ∈ H 4E(0, )×H 2E(0, )× Cn1 × Cn2;(
EI(x)yxx
)
x
()− α1
[
c1 v1 + d1z()
]= 0;
EI()yxx()+ α2
[
c2 v2 + d2zx()
]= 0},
AΩφ =
(
z,− 1
ρ(x)
(
EI(x)yxx
)
xx
+Ω2y,A1v1 + b1z(),A2v2 + b2zx()
)
. (2.5)
Then, the closed loop system (1.1), (1.3), (1.4) can be written as an abstract nonlinear
differential equation in H× R:
d
dt
(
φ(t)
ω(t)
)
=
[(
AΩ 0
0 0
)
+B
](
φ(t)
ω(t)
)
, (2.6)
where φ(t) = (y(·, t), yt (·, t), v1(t), v2(t)) and for any T > 0, the nonlinear operator
B : [0, T ] ×H× R →H× R is defined as follows:
B(t, φ,ω) =
(
0,
(
ω2(t)−Ω2)y,0,0, −β(ω(t)−Ω)− 2ω(t)〈ρy, z〉L2(0,)
Id + ‖√ρy‖2L2(0,)
)
.
(2.7)
We have the following result.
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defined closed in H and generates a C0-semigroup of contractions S(t) on H. Moreover,
we have (AΩ)−1 ∈ L(H) and is compact.
Proof. First, we point out that the Hilbert space H is endowed with the inner product
defined in (2.3). Next, a straightforward computation leads to
〈AΩφ,φ〉H = −α1
∣∣√d1 − γ1z() − v∗1q1∣∣2 − α2∣∣√d2 − γ2zx()− v∗2q2∣∣2
− α1γ1|z()|2 − α2γ2
∣∣zx()∣∣2 − i=2∑
i=1
αi	iv
∗
i Qivi, (2.8)
for any φ = (y, z, v1, v2) ∈ D(AΩ) and hence the operator AΩ is dissipative. Further-
more, given (f, g, ξ, η) ∈ H, Lax–Milgram theorem [4] permits to show the existence
of a vector (y, z, v1, v2) ∈ D(AΩ) such that (I − AΩ)(y, z, v1, v2) = (f, g, ξ, η), that is,
AΩ is maximal. Thus the operator AΩ generates a C0-semigroup of contractions S(t) on
H=D(AΩ) [19].
One can also solve the equation AΩ(y, z, v1, v2) = (f, g, ξ, η) and then show the exis-
tence of a constant C such that ‖(y, z, v1, v2)‖H  C‖(f, g, ξ, η)‖H. Therefore (AΩ)−1 ∈
L(H). Finally, we deduce the compactness of (AΩ)−1 by Sobolev embedding theo-
rem [1]. 
In order to deal with the well-posedness of the global system (2.6), we first use Fréchet
derivative [12] to verify that the operator B is continuously differentiable. This, together
with the fact that AΩ generates a C0-semigroup of contractions S(t) on H, implies that
for any Φ0 = (φ0,ω0) ∈H×R, there is a unique local mild solution Φ(·) = (φ(·),ω(·)) ∈
C([0, T ];H× R) of the global system (2.6), for some T > 0, and Φ is given by the vari-
ation of constant formula [19]. Moreover, a regularity result (see [19, p. 187]) implies that
each local solution of (2.6), with initial data in D(AΩ)× R, is a strong one. Next, one can
easily check, using (2.1) and (2.4), that the following “energy” function:
E(φ(t),ω(t))= 2∑
i=1
αivi(t)
∗Pivi(t)+ 12Id
(
ω(t)−Ω)2 − 1
2
Ω2
∫
0
ρ(x)
∣∣y(x, t)∣∣2 dx
+ 1
2
(
ω(t)−Ω)2
∫
0
ρ(x)
∣∣y(x, t)∣∣2 dx
+ 1
2
∫
0
[
ρ(x)
∣∣yt (x, t)∣∣2 + EI(x)∣∣yxx(x, t)∣∣2]dx
is a Lyapunov function and hence the solution of (2.6) stemmed from Φ0 ∈ D(AΩ) × R
exists globally in a classical sense and is bounded. Finally, using [19, Theorem 1.4, p. 185],
it can be shown that each weak solution exists globally and is bounded. Thus, we have
proved the following result.
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loop system (2.6) has a unique mild global bounded solution Φ(t) ∈H× R. In return, if
Φ0 ∈D(AΩ)× R, there exists a unique classical global solution Φ(t) ∈D(AΩ)× R.
3. Stability of the global system
The aim of this section is to establish the following result.
Theorem 1. Assume that di > 0 whenever the feedback gain αi > 0, for i = 1,2. Then, for
each angular velocity Ω satisfying (2.4) and for each initial data Φ0 ∈ D(AΩ) × R, the
solution Φ(t) = (φ(t),ω(t)) of the system (2.6) exponentially converges to the equilibrium
point (0H,Ω) in H× R as t → ∞.
To this end, we first deal with the stability problem of a decoupled subsystem obtained
by taking ω(t) = Ω in the global system (2.6), namely,{
φt (t) = AΩφ(t),
φ(0) = φ0. (3.1)
Hereafter, H 2E(0, ) is equipped with the norm
‖y‖Ω =
∫
0
(
EI(x)|yxx |2 −Ω2ρ(x)|y|2
)
dx.
Recall that the operator AΩ , defined in (2.5), generates a C0-semigroup of contractions
S(t) on H, which is endowed with the inner product defined in (2.3).
3.1. Uniform stability of the semigroup S(t)
In this subsection, we shall prove that the semigroup S(t) generated by the operator AΩ
is exponentially stable in H. To do so, we use the frequency multiplier method [15] which
is based on the well-known Huang’s result [11] (see also [2,16] for other applications of
this method).
Theorem 2. [11] A strongly continuous semigroup of contractions etB , with its genera-
tor B , on a Hilbert space H is exponentially stable if and only if
sup
{∥∥(iµI −B)−1∥∥L(H); µ ∈ R}< ∞
and {iµ;µ ∈ R} ⊂ ρ(B), the resolvent set of operator B .
Our first main result is:
Theorem 3. Assume that (2.4) holds and di > 0 when αi > 0, for i = 1,2. Then the sys-
tem (3.1) is exponentially stable inH, i.e, there exist positive constants M and m such that
the semigroup S(t) generated by the operator AΩ satisfies∥∥S(t)∥∥ Me−mt , ∀t  0.L(H)
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First Step. Let us prove that
sup
{∥∥(iµI −AΩ)−1∥∥L(H); µ ∈ R}< ∞. (3.2)
Suppose that the estimate (3.2) does not hold. It follows that there exists a sequence of
real numbers µn → ∞ and a sequence of vectors φn = (yn, zn, vn1 , vn2 ) ∈D(AΩ) satisfy-
ing, without loss of generality,
‖φn‖H = ‖yn‖Ω + ‖zn‖ +
∣∣vn1 ∣∣Cn1 + ∣∣vn2 ∣∣Cn2 = 1, (3.3)
such that∥∥(iµnI −AΩ)φn∥∥H → 0, as n → ∞, (3.4)
that is, as n → ∞
f n ≡ iµnyn − zn → 0 in H 2E(0, ); (3.5)
gn ≡ iµnzn + 1
ρ(x)
(
EI(x)ynxx
)
xx
−Ω2yn → 0 in L2(0, ); (3.6)
ξn1 ≡ (iµnI −A1)vn1 − b1zn() → 0 in Cn1; (3.7)
ξn2 ≡ (iµnI −A2)vn2 − b2znx() → 0 in Cn2; (3.8)
and 

yn(0) = ynx (0) = 0,(
EI(x)ynxx
)
x
()+ α1
[
c1 v
n
1 + d1zn()
]= 0,
EI()ynxx()+ α2
[
c2 v
n
2 + d2znx()
]= 0.
(3.9)
Using (3.3) and (3.5), it follows that ‖yn‖Ω and ‖zn‖ = ‖µnyn‖ are uniformly bounded,
i.e, there exist constants C1,C2 > 0 such that
‖yn‖Ω <C1, ‖zn‖ =
∥∥µnyn∥∥<C2. (3.10)
Furthermore, a straightforward computation shows that∥∥(iµnI −AΩ)φn∥∥H  α1[∣∣√d1 − γ 1zn()− (vn1 )∗q1∣∣2 + γ1∣∣zn()∣∣2]
+
i=2∑
i=1
αi	i
∣∣(vni )∗Qivni ∣∣
+ α2
[∣∣√d2 − γ 2znx()− (vn2 )∗q2∣∣2 + γ2∣∣znx()∣∣2]. (3.11)
Let us consider two cases: α2 = 0 with α1 = 0 and α1 = 0 with α2 = 0.
Case 1: α2 = 0, α1 = 0. This means that only the moment control is applied and
hence (3.9) gives(
EI(x)ynxx
)
x
() = 0, (3.12)
whereas vn1 is omitted in the state variable φn (also in (3.3)). Moreover, combining (3.4)
and (3.11) (where α1 = 0) leads to∣∣znx()∣∣→ 0 in C, ∣∣vn∣∣→ 0 in Cn2, as n → ∞. (3.13)2
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Furthermore, (3.9) and (3.13) yield∣∣ynxx()∣∣→ 0 in C, as n → ∞. (3.15)
We claim that√
µ2n +Ω2
∣∣yn()∣∣→ 0 in C, as n → ∞, (3.16)
whose proof is postponed until Appendix A.
Now, we express zn in terms of yn from (3.5) and then substitute it into (3.6) to obtain(
EI(x)ynxx
)
xx
− ρ(x)(Ω2 +µ2n)yn = ρ(x)(iµnf n + gn). (3.17)
Let us multiply (3.17) by m(x)ynx where m is any smooth nonnegative function on [0, ]
satisfying m(0) = 0 [2]. Then, we integrate from 0 to  to get after a double integration by
parts and after using (3.12):
−m()EI()∣∣ynxx()∣∣2 − 2m′()EI()ynxx()ynx ()− ρ()m()∣∣√µ2n +Ω2yn()∣∣2
+m′′()EI()∣∣ynx ()∣∣2 +
∫
0
[(
3EI(x)m′(x)−m(x)EI′(x))∣∣ynxx∣∣2]dx
+
∫
0
[(
ρ(x)m(x)
)′∣∣√µ2n +Ω2yn∣∣2]dx −
∫
0
[(
m′′(x)EI(x)
)′∣∣ynx ∣∣2]dx
= 2〈(iµnf n + gn), ρ(x)m(x)ynx 〉L2(0,). (3.18)
Consider the right-hand side of (3.18). Integrating by parts for the term containing f n and
applying Hölder inequality for the one that containing gn, we have∣∣〈(iµnf n + gn), ρ(x)m(x)ynx 〉L2(0,)∣∣
C3
[‖gn‖‖yn‖Ω + ‖f n‖Ω(∣∣µnyn()∣∣+ ∥∥µnyn∥∥)], (3.19)
for some positive constant C3. This, together with (3.5)–(3.6), (3.10) and (3.16), leads to
the convergence of the right-hand side of (3.18), i.e.,∣∣〈(iµnf n + gn), ρ(x)m(x)ynx 〉L2(0,)∣∣→ 0 in C, as n → ∞. (3.20)
Furthermore, applying interpolation inequality to the last term of the left-hand side
of (3.18) gives for some positive constant C
∣∣∣∣∣
∫ [(
m′′(x)EI(x)
)′∣∣ynx ∣∣2]dx
∣∣∣∣∣ C 1µn ‖yn‖Ω
∥∥µnyn∥∥,0
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∫
0
[(
m′′(x)EI(x)
)′∣∣ynx ∣∣2]dx
∣∣∣∣∣→ 0 in C, as n → ∞. (3.21)
Inserting (3.14), (3.16) and (3.20), (3.21) into (3.18), we get for n sufficiently large
∫
0
[(
3EI(x)m′(x)−m(x)EI′(x))∣∣ynxx∣∣2 + (m(x)ρ(x))′∣∣∣√µ2n +Ω2yn∣∣∣2]dx → 0.
(3.22)
Finally, in order that 3EI(x)m′(x)−m(x)EI′(x) and (m(x)ρ(x))′ would be positive func-
tions, we choose
m(x) = eax − 1, where a = max
{‖ρ′‖∞
ρ0
,
‖EI′‖∞
EI0
}
. (3.23)
Combining (3.22) and (3.23), we have as n → ∞
‖yn‖Ω → 0 and ‖zn‖ =
∥∥µnyn∥∥→ 0,
which, together with (3.13), contradicts (3.3) (with the omission of vn1 ).
Case 2: α1 = 0, α2 = 0. This implies that the force control is present but
ynxx() = 0 (3.24)
by means of (3.9), whereas vn2 is omitted in the state variable φn as well as in (3.3). More-
over, combining (3.4) and (3.11) yields∣∣zn()∣∣→ 0 in C, ∣∣vn1 ∣∣→ 0 in Cn2 , as n → ∞. (3.25)
By trace theorem, it follows from (3.5) and (3.25) that∣∣µnyn()∣∣→ 0 in C, as n → ∞. (3.26)
Furthermore, (3.9) and (3.25) give∣∣(EI(x)ynxx)x()∣∣→ 0 in C, as n → ∞. (3.27)
Now, we have (see Appendix A for a proof)√
µ2n +Ω2
∣∣ynx ()∣∣→ 0 in C, as n → ∞. (3.28)
Consider the function m given in (3.23). Then, performing similar computations as
in (3.18) and using (3.24)–(3.28), we deduce that ‖yn‖Ω → 0, ‖zn‖ = ‖µnyn‖ → 0, and
|vn1 |Cn2 → 0, as n → ∞. This contradicts (3.3) and hence (3.2) is proved.
Second Step. Our goal now is to show that {iµ; µ ∈ R} ⊂ ρ(AΩ). Suppose that this is false.
This, with Lemma 1, implies that there is a nonzero µ ∈ R such that iµ ∈ σp(AΩ), where
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without loss of generality, ‖φ0‖H = 1 and
(iµ−AΩ)φ0 = 0. (3.29)
This clearly gives

(
EI(x)yxx
)
xx
− ρ(x)(Ω2 +µ2)y = 0,(
EI(x)yxx
)
x
()+ iα1µG1(iµ)y() = 0,
EI()yxx()+ iα2µG2(iµ)yx() = 0,
y(0) = yx(0) = 0,
z = iµy, v1 = iµ(iµI −A1)−1b1y(), v2 = iµ(iµI −A2)−1b2yx(),
(3.30)
where Gi(·), i = 1,2, is defined in (H3).
Case 1: α2 = 0, α1 = 0. This implies that v1 is omitted in φ0 and (EI(x)yxx)x() = 0
in (3.30). Furthermore, (3.29) leads to v2 = 0 and zx() = 0, which further implies by
means of (3.30), that yx() = 0 and yxx() = 0. Obviously, to obtain the contradiction
with ‖φ0‖H = 1, it suffices to show that y = 0 is the only solution of the following system:{(
EI(x)yxx
)
xx
− ρ(x)(Ω2 +µ2n)y = 0,
y(0) = yx(0) = yx() = yxx() = yxxx() = 0.
To this end, one can use the argument from [9] (see also [10]) to obtain the desired result.
Case 2: α1 = 0, α2 = 0. In this case, v2 is omitted in φ0 and yxx() = 0 in (3.30). More-
over, (3.29) leads to v1 = 0 and z() = 0. This, together with (3.30), gives y() = 0 and
yxxx() = 0. The rest of the proof is similar to that one of the previous case. Thus the
operator AΩ has no purely imaginary eigenvalues.
Finally, the case α1α2 > 0 is a consequence of the case α1 = 0, α2 > 0 or α2 = 0,
α1 > 0. The proof of Theorem 3 follows of the two steps and Theorem 2. 
3.2. Proof of Theorem 1
First, let us consider a compact linear operator on H defined by K(y, z, v1, v2) =
(0, y,0,0). Then, the solution Φ(t) of the global system (2.6) stemmed from Φ0 ∈
D(AΩ) × R can be written as Φ(t) =
(
φ(t),ω(t)
)
where φ = (y, yt , v1, v2) and ω sat-
isfy
φt (t) =
[
AΩ +
(
ω2(t)−Ω2)K]φ(t)
and
d
dt
ω(t) = −β(ω −ωΩ)− 2ω(t)〈ρ(x)y, yt 〉L2(0,)
Id + ‖√ρ(x)y‖2L2(0,)
.
Using Theorem 3 and proceeding as in the proof of [5, Theorem 2.2] (see also [21]), it can
be shown that φ(t) is exponentially stable inH and then that (ω(t)−Ω) → 0 exponentially
in R.
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In this section, we assume that the rigid body rotates with a uniform angular velocity
ω(t) = Ω , which implies that the last equation in the system (1.1) disappears. Moreover,
for sake of simplicity, let  = ni = 1 and assume αi > 0, for i = 1,2. Consequently, the
closed loop system (1.1), (1.3), (1.4) writes

ρ(x)ytt (x, t)+
(
EI(x)yxx
)
xx
(x, t) = ρ(x)Ω2y(x, t), 0 < x < 1, t > 0,
y(0, t) = yx(0, t) = 0, t > 0,[ (
EI(x)yxx
)
x
(1, t) = α1
(
c1v1(t)+ d1yt (1, t)
)
,
v˙1(t) = −a1v1(t)+ b1yt (1, t),[−EI(1)yxx(1, t) = α2(c2v2(t)+ d2yxt (2, t)),
v˙2(t) = −a2v2(t)+ b2yxt (1, t),
(4.1)
where ai, bi, ci, di > 0. The aim of this section is to seek an asymptotic expansion of the
eigenvalues as well as their corresponding eigenfunctions for the reduced system (4.1) and
deduce the Riesz basis property. Then, we verify that the system satisfies the spectrum-
determined growth condition and obtain the optimal decay rate.
Assuming that (2.4) holds and using the notation in (2.2), we consider the complex
Hilbert space
H= H 2E(0, )×L2(0,1)× C2
equipped with the norm
‖Φ‖2 =
1∫
0
[
EI(x)
∣∣f ′′(x)∣∣2 −Ω2ρ(x)∣∣f (x)∣∣2 + ρ(x)∣∣g(x)∣∣2]dx + α1|ξ |2 + α2|η|2,
for any Φ = (f, g, ξ, η) ∈ H. Then, define an operator as follows: ∀Φ = (f, g, ξ, η) ∈
D(A),
AΦ =
(
g,− 1
ρ(x)
((
EI(x)f ′′(x)
)′′)+Ω2f, −a1ξ + b1g(1), −a2η + b2g′(1)
)
,
(4.2)
with
D(A) = {(f, g, ξ, η) ∈ H 4E(0,1)×H 2E(0,1)× C2; (EIf ′′)′(1) = α1(c1ξ + d1g(1)),
EI(1)f ′′(1) = −α2
(
c2η + d2g′(1)
)}
. (4.3)
This permits to write the closed-loop system (4.1) as an evolution equation
d
dt
Φ(t) =AΦ(t), Φ(0) = Φ0, (4.4)
where Φ = (y(·, t), yt (·, t), v1(t), v2(t)) and Φ0 is the initial condition.
Now, by Lemma 1 and Theorem 3 it follows that:
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C0-semigroup of contractions eAt on H, that is to say, there exist two positive constants
M˜ and m˜ such that the C0-semigroup eAt generated by A satisfies
‖eAt‖ M˜e−m˜t . (4.5)
4.1. Asymptotic behavior of eigenfrequencies and eigenfunctions
Each eigenfunction corresponding to λ ∈ σ(A) takes the form Φ = (f, g, ξ, η) = 0 and
satisfies
AΦ = λΦ. (4.6)
This leads to the following system:

(EIf ′′)′′(x)−Ω2ρ(x)f (x)+ λρ(x)g(x) = 0, x ∈ (0,1),
f (0) = f ′(0) = 0,
(EIf ′′)′(1) = α1
(
c1ξ + d1g(1)
)
,
EI(1)f ′′(1) = −α2
(
c2η + d2g′(1)
)
,
g(x) = λf (x),
b1g(1) = (a1 + λ)ξ, b2g′(1) = (a2 + λ)η.
Using (H3), one can write ξ and η in terms of g, i.e.,
g(x) = λf (x), ξ = b1g(1)
a1 + λ , η =
b2g′(1)
a2 + λ , (4.7)
and f = 0 satisfies

(EIf ′′)′′(x)−Ω2ρ(x)f (x)+ λ2ρ(x)f (x) = 0, x ∈ (0,1),
f (0) = f ′(0) = 0,
(λ+ a1)(EIf ′′)′(1)− b3λ2f (1)− b4λf (1) = 0,
(λ+ a2)EI(1)f ′′(1)+ c3λ2f ′(1)+ c4λf ′(1) = 0,
(4.8)
with {
b3 = α1d1, b4 = α1(b1c1 + a1d1),
c3 = α2d2, c4 = α2(b2c2 + a2d2).
Writing (4.8) in a standard form of linear differential operator with homogeneous boundary
conditions, we get

f (4)(x)+ 2EI′(x)EI(x) f ′′′(x)+ EI
′′(x)
EI(x) f
′′(x)−Ω2 ρ(x)EI(x)f (x)+ λ2 ρ(x)EI(x)f (x) = 0,
f (0) = f ′(0) = 0,
(λ+ a1)f ′′′(1)+ b7(λ+ a1)f ′′(1)− b5λ2f (1)− b6λf (1) = 0,
(λ+ a2)f ′′(1)+ c5λ2f ′(1)+ c6λf ′(1) = 0,
(4.9)
with {
b5 = α1d1EI(1) , b6 = α1(b1c1+a1d1)EI(1) , b7 = EI
′(1)
EI(1) ,
c5 = α2d2 , c6 = α2(b2c2+a2d2) .
(4.10)EI(1) EI(1)
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(see [10] or [20]):
φ(z) := f (x), z := 1
h
x∫
0
(
ρ(ζ )
EI(ζ )
)1/4
dζ, z ∈ (0,1) (4.11)
where
h :=
1∫
0
(
ρ(ζ )
EI(ζ )
)1/4
dζ.
Then, (4.9) writes

φ(4)(z)+ a˜(z)φ′′′(z) + b˜(z)φ′′(z)+ c˜(z)φ′(z)−Ω2h4φ(z) + λ2h4φ(z) = 0,
φ(0) = φ′(0) = 0,
(λ+ a1)φ′′′(1)+ b8(λ+ a1)φ′′(1)− b9λ2φ(1)
+ b10(λ+ a1)φ′(1)− b11λφ(1) = 0,
λ2φ′(1)+ c7(λ+ a2)φ′′(1)+ c8(λ+ a2)φ′(1)+ c9λφ′(1) = 0,
(4.12)
with
a˜(z) = 6zxx
z2x
+ 2EI
′(x)
zxEI(x)
,
b˜(z) = 3z
2
xx
z4x
+ (6zxxEI
′(x))
(z3xEI(x))
+ (EI
′′(x))
(z2xEI(x))
+ 4zxxx
z3x
,
c˜(z) = zxxxx
z4x
+ (2zxxxEI
′(x))
(z4xEI(x))
+ zxxEI
′′(x))
(z4xEI(x))
,
and
b8 = 3zx(1)zxx(1)+ b7z
2
x(1)
z3x(1)
, b9 = b5
z3x(1)
, b10 = zxxx(1)+ b7zxx(1)
z3x(1)
,
b11 = b6
z3x(1)
, c7 = zx(1)
c5
, c8 = zxx(1)
c5zx(1)
, c9 = c6
c5
. (4.13)
The system (4.12) can be further simplified by applying another invertible transforma-
tion [18]
ϕ(z) := exp
(
1
4
z∫
0
a˜(ζ ) dζ
)
φ(z), z ∈ (0,1), (4.14)
which permits to cancel the term a˜(z)φ′′′(z) in (4.12). Hence we arrive to an equivalent
eigenvalue problem:

ϕ(4)(z)+ b(z)ϕ′′(z) + c(z)ϕ′(z)+ d(z)ϕ(z) −Ω2h4ϕ(z)+ λ2h4ϕ(z) = 0,
ϕ(0) = ϕ′(0) = 0,
(λ+ a1)
(
ϕ′′′(1)− 34 a˜(1)ϕ′′(1)
)+ b8(λ+ a1)ϕ′′(1)
− b9λ2ϕ(1)+Ψ1
(
ϕ(1), ϕ′(1), λϕ(1), λϕ′(1)
)= 0,
λ2
(
ϕ′(1)− 1 a˜(1)ϕ(1))+ c (λ+ a )ϕ′′(1)+Ψ (ϕ(1), ϕ′(1), λϕ(1), λϕ′(1))= 0,
(4.15)4 7 2 2
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b(z) = −3
2
a˜′(z)− 3
8
a˜2(z)+ a˜(z),
whereas c(z) and d(z) are smooth functions of a˜(z), b˜(z) and c˜(z) satisfying
c(z) = c(a˜(z), b˜(z), c˜(z)) and d(z) = d(a˜(z), b˜(z), c˜(z)).
In order to estimate asymptotically the solutions of the eigenvalue problem (4.15), we
proceed as in [18]. First, due to Lemma 3 and the fact that eigenvalues of A are symmetric
about the real axis, we only need to consider those λ ∈ σ(A) that satisfy π/2 arg(λ) π ,
which we shall assume in the sequel. Next, we set λ := γ 2 and hence
π
2
 arg(λ) π ⇔ γ ∈ S =
{
γ ∈ C; π
4
 argγ  π
2
}
. (4.16)
Now, let us select ωi (i = 1,2,3,4) as follows:
ω1 = e(3π/4)i , ω2 = e(π/4)i , ω3 = −ω2, ω4 = −ω1. (4.17)
Consequently, we have for γ ∈ S:

(γω1) = −|γ | sin
(
argγ + π4
)
−
√
2
2 |γ | < 0,
(γω2) = |γ | cos
(
argγ + π4
)
 0,
ω21 = −i, ω31 = −iω1, ω22 = i, ω32 = iω2,
ω1ω2 = −1, ω1ω−12 = i,
ω1 +ω2 =
√
2i, ω1 −ω2 = −
√
2.
(4.18)
Now, for the analysis of the asymptotic distribution of eigenpairs of (4.15), we need the
following result [18] (see also [20]).
Lemma 4. For γ ∈ S with |γ | large enough, the equation
ϕ(4)(z) + b(z)ϕ′′(z)+ c(z)ϕ′(z) + d(z)ϕ(z) −Ω2h4ϕ(z)+ γ 4h4ϕ(z) = 0,
for x ∈ (0,1)
has four linearly independent asymptotic fundamental solutions,
ϕi(z, γ ) = eγωiz
(
1 + ϕi1(z)
γ
+O(γ−2)
)
, for i = 1,2,3,4,
and hence their derivatives for i = 1,2,3,4 and j = 1,2,3 are given by
dj
dzj
ϕi(z, γ ) = (γωi)j eγωiz
(
1 + ϕi1(z)
γ
+O(γ−2)
)
,
where
ϕi1(z) = − 14ωi
z∫
b(ζ ) dζ.0
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ϕi1(0) = 0 and ϕi1(1) = − 14ωi
1∫
0
b(ζ ) dζ = 1
ωi
µ, with µ = −1
4
1∫
0
b(ζ ) dζ.
For simplicity, we introduce the notations: [a]i = a + O(γ−i ) for i = 1,2. From
Lemma 4, one can write the asymptotic solution of (4.15) as follows:
ϕ(x) =
4∑
i=1
eiϕi(x, γ ), for x ∈ (0,1) and γ ∈ S,
where each ei is chosen so that ϕ will satisfy the boundary conditions, that is,
∆(γ )(e1, e2, e3, e4)
 = 0,
with
∆(γ ) =


[1]2 [1]2
γω1[1]2 γω2[1]2
γ 5eγω1
[
ω31 + ω
2
1b12−b9
γ
]
2 γ
5eγω2
[
ω32 + ω
2
2b12−b9
γ
]
2
γ 5eγω1
[
ω1 + c10+ω
2
1c7
γ
]
2 γ
5eγω2
[
ω2 + c10+ω
2
2c7
γ
]
2
[1]2 [1]2
γω3[1]2 γω4[1]2
γ 5eγω3
[
ω33 + ω
2
3b12−b9
γ
]
2 γ
5eγω4
[
ω34 + ω
2
4b12−b9
γ
]
2
γ 5eγω3
[
ω3 + c10+ω
2
3c7
γ
]
2 γ
5eγω4
[
ω4 + c10+ω
2
4c7
γ
]
2

 .
Here
b12 = µ− 34 a˜(1)+ b8, c10 = µ−
1
4
a˜(1).
By virtue of (4.17) and (4.18), we have
−ω2γ−11eγ (ω1+ω2) det
(
∆(γ )
)
=
∣∣∣∣∣∣∣∣∣
1 1 eγω2 0
i 1 −eγω2 0
0 eγω2
(
1 + (b9−ib12)ω2
γ
) −1 + (b9−ib12)ω2
γ
i + (b9+ib12)ω2
γ
0 eγω2
(
1 + c7ω2−c10ω1
γ
) −1 + c7ω2−c10ω1
γ
−i + ic7ω1−c10ω1
γ
∣∣∣∣∣∣∣∣∣
+O(γ−2)
=
∣∣∣∣1 1i 1
∣∣∣∣
∣∣∣∣∣
−1 + (b9−ib12)ω2
γ
i + (b9+ib12)ω2
γ
−1 + c7ω2−c10ω1
γ
−i + ic7ω1−c10ω1
γ
∣∣∣∣∣
− e2γω2
∣∣∣∣1 1i −1
∣∣∣∣
∣∣∣∣∣
1 + (b9−ib12)ω2
γ
i + (b9+ib12)ω2
γ
c7ω2−c10ω1 ic7ω1−c10ω1
∣∣∣∣∣+O(γ−2)1 +
γ
−i +
γ
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(
2 − c7(ω1 +ω2)
γ
− (i + 1)b9ω2
γ
+ (1 − i)ω1(b12 + c10)
γ
)
+ e2γω2(1 − i)
(
2 − c7(ω1 −ω2)
γ
+ (1 − i)b9ω2
γ
− (1 + i)ω1(b12 + c10)
γ
)
+O(γ−2)
= i +
√
2
2
(b13 − c11)γ−1 + e2γω2
(
1 +
√
2
2
(b13 + c11)γ−1
)
+O(γ−2),
where
b13 = c7 + b9, c11 = b12 + c10. (4.19)
Now we are ready to state the following result.
Theorem 4. Let λ := γ 2 with γ ∈ S. The characteristic determinant det(∆(γ )) of the
eigenvalue problem (4.15) has the asymptotic expression in sector S:
−ω2γ−11eγ (ω1+ω2) det
(
∆(γ )
)= i +
√
2
2
(b13 − c11)γ−1
+ e2γω2
(
1 +
√
2
2
(b13 + c11)γ−1
)
+O(γ−2),
where b13 and c11 are defined in (4.19). Moreover, let σ(A) = {λn,λn: n ∈ N} be the
eigenvalues of A. Then for k = n − 14 and for γn ∈ S, the following asymptotic expansion
holds:{
γn = 1ω2 kπi −
√
2
2
b13(1+i)+c11(1−i)
2kπi +O(n−2),
λn = −b13 + (kπ)2i + c11i +O(n−1),
(4.20)
for sufficiently large positive integers n. Moreover, by (4.10), (4.13) and (4.19), we obtain
as n → ∞,
λn,λn → −b13 = −(c7 + b9) = −
(
zx(1)EI(1)
α2d2
+ α1d1
z3x(1)EI(1)
)
< 0. (4.21)
Proof. Note that by means of (4.19), we have λ = γ 2 ∈ σ(A) with γ ∈ S (see (4.16)) if
and only if
i +
√
2
2
(b13 − c11)γ−1 + e2γω2
(
1 +
√
2
2
(b13 + c11)γ−1
)
+O(γ−2) = 0,
which is equivalent to
eγω2 + ie−γω2 +
√
2
2
(b13 + c11)γ−1eγω2 +
√
2
2
(b13 − c11)γ−1e−γω2
+O(γ−2) = 0, (4.22)
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eγω2 + ie−γω2 +O(γ−1) = 0. (4.23)
Obviously, the equation
eγω2 + ie−γω2 = 0
has solutions
γ˜n = 1
ω2
kπi, for n ∈ N and k = n− 1
4
.
Applying Rouché’s theorem to (4.23) yields
γn = γ˜n + αn = 1
ω2
kπi + αn, αn =O(n−1), for n = N,N + 1, . . . , (4.24)
where N is a large positive integer. Substituting γn into (4.22), and using the fact that
exp(γ˜nω2) = −i exp(−γ˜nω2), we obtain
eαnω2 − e−αnω2 +
√
2
2
(b13 + c11)γ−1n eαnω2 + i
√
2
2
(b13 − c11)γ−1n e−αnω2
+O(γ−2n )= 0.
On the other hand, expanding the exponential function according to its Taylor series, we
get
αn = −
√
2
2
(b13 + c11)+ i(b13 − c11)
2γnω2
+O(n−2)
= −
√
2
2
b13(1 + i)+ c11(1 − i)
2γnω2
+O(n−2).
Inserting this estimate in (4.24), we have
γn = 1
ω2
kπi −
√
2
2
b13(1 + i)+ c11(1 − i)
2kπi
+O(n−2), for n = N,N + 1, . . . .
Finally, recall that λn = γ 2n ,ω2 = exp(i 14π) and ω22 = i and hence the last estimate gives
λn = −b13 + (kπ)2i + c11i +O(n−1), for n = N,N + 1, . . .
with N large enough. The proof is complete. 
We also have the following theorem.
Theorem 5. Let λn := γ 2n with γn ∈ S being given by (4.20). Then the corresponding
eigenfunctions {Φn = (fn,λnfn, ξn, ηn),φn = (f n, λnf n, ξn, ηn)} have the following as-
ymptotics:
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

λnfn(x) = e− 14
∫ z
0 a(ζ ) dζ
(
eγnω2(1+z) + (i − 1)eγnω2eγnω1z − ieγnω2(1−z)
+O(n−1)),
f ′′n (x) = z2x(1)e−
1
4
∫ z
0 a(ζ ) dζ
(
ieγnω2(1+z) + (i + 1)eγnω2eγnω1z + eγnω2(1−z)
+O(n−1)),
ξn =O(n−2),
ηn =O(n−1),
(4.25)
for sufficiently large positive integers n. Furthermore, (fn,λnfn, ξn, ηn) are approximately
normalized inH in the sense that there exist positive constants β1 and β2 independent of n,
such that for all sufficiently larger n,
β1 
∥∥f ′′n ∥∥L2(0,1), ‖λnfn‖L2(0,1), |ξn|, |ηn| β2. (4.26)
Proof. As already mentioned, λ ∈ σ(A) if and only if (4.6) holds for a nonzero Φ =
(f, g, ξ, η), that is, f satisfies (4.9) and g, ξ and η are given by (4.7). We only need to
show the first two estimates of (4.25) because if they are valid, then it follows from (4.20)
that
ξn = b1λnfn(1)
a1 + λn =O(n
−2) and ηn = b2λnf
′
n(1)
a2 + λn =O(n
−1).
Now we are going to find f . Alternatively, by (4.9), (4.11 ), (4.14) and (4.15), we have
f (x) = φ(z) = exp
(
−1
4
z∫
0
a(ζ ) dζ
)
ϕ(z), (4.27)
and hence it suffices to find ϕ = 0 satisfying (4.15). In view of (4.15), (4.17) and Lemma 4
as well as simple facts of linear algebra, the eigenfunction ϕ corresponding to the eigen-
value λ = γ 2 with γ ∈ S is given by
eγ (ω1+ω2)ϕ(z)
= eγ (ω1+ω2)
∣∣∣∣∣∣∣∣
[1]1 [1]1 [1]1 [1]1
γω1[1]1 γω2[1]1 γω3[1]1 γω4[1]1
γ 5eγω1
[
ω31
]
1 γ
5eγω2
[
ω32
]
1 γ
5eγω3
[
ω33
]
1 γ
5eγω4
[
ω34
]
1
eγω1z[1]1 eγω2z[1]1 eγω3z[1]1 eγω4z[1]1
∣∣∣∣∣∣∣∣
= −γ 6
∣∣∣∣∣∣∣
1 1 eγω2 0
i 1 −eγω2 0
0 eγω2 −1 i
eγω1z eγω2z eγω2(1−z) eγω1(1−z)
∣∣∣∣∣∣∣+O(γ
−1)
= −γ 6
{
eγω1(1−z)
∣∣∣∣∣
1 1 eγω2
i 1 −eγω2
0 eγω2 −1
∣∣∣∣∣ − i
∣∣∣∣∣
1 1 eγω2
i 1 −eγω2
eγω1z eγω2z eγω2(1−z)
∣∣∣∣∣
}
+O(γ−1)
= γ 6(i − 1){(ie2γω2 − 1)eγω1(1−z) + eγω2(1+z) + (i − 1)eγω2eγω1z − ieγω2(1−z)}
+O(γ−1).
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eγ (ω1+ω2)
(i − 1)γ 6 ϕ(z) = e
γω2(1+z) + (i − 1)eγω2eγω1z − ieγω2(1−z) +O(γ−1). (4.28)
Similarly
eγ (ω1+ω2)ϕ′′(z)
= eγ (ω1+ω2)
∣∣∣∣∣∣∣
[1]1 [1]1 [1]1 [1]1
γω1[1]1 γω2[1]1 γω3[1]1 γω4[1]1
γ 5eγω1 [ω31]1 γ 5eγω2 [ω32]1 γ 5eγω3 [ω33]1 γ 5eγω4 [ω34]1
(γω1)2eγω1z[1]1 (γω2)2eγω2z[1]1 (γω3)2eγω3z[1]1 (γω4)2eγω4z[1]1
∣∣∣∣∣∣∣
= −iγ 8
∣∣∣∣∣∣∣
1 1 eγω2 0
i 1 −eγω2 0
0 eγω2 −1 i
−eγω1z eγω2z eγω2(1−z) −eγω1(1−z)
∣∣∣∣∣∣∣+O(γ
−1)
= −iγ 8
{
−eγω1(1−z)
∣∣∣∣∣
1 1 eγω2
i 1 −eγω2
0 eγω2 −1
∣∣∣∣∣ − i
∣∣∣∣∣
1 1 eγω2
i 1 −eγω2
−eγω1z eγω2z eγω2(1−z)
∣∣∣∣∣
}
+O(γ−1)
= −γ 8(i + 1){(1 − ie2γω2)eγω1(1−z) + eγω2(1+z) + (1 − i)eγω2eγω1z
− ieγω2(1−z)}+O(γ−1),
and thus
eγ (ω1+ω2)
(i − 1)γ 8 ϕ
′′(z) = ieγω2(1+z) + (i + 1)eγω2eγω1z + eγω2(1−z) +O(γ−1). (4.29)
Expression (4.25) can then be deduced from (4.27)–(4.29) after setting
ϕn(z) = −1 + i2 γ
−8
n e
γn(ω1+ω2)ϕ(z) and fn(x) = exp
(
−1
4
z∫
0
a(ζ ) dζ
)
ϕn(z).
Finally, to show (4.26), we notice from (4.17) and (4.20) that
γnω1 = −
(
n− 1
4
)
π +O(n−1)
and
γnω2 =
(
n− 1
4
)
πi +O(n−1).
Therefore
‖eγnω1z‖2
L2(0,1) =O(n−1),
∥∥eγnω1(1−z)∥∥2
L2(0,1) =O(n−1),∥∥eγnω2(1−z)∥∥2
L2(0,1) = 1 +O(n−1),
∥∥eγnω2(1+z)∥∥2
L2(0,1) = 1 +O(n−1).
These, together with (4.25), yield (4.26). 
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Let us recall that for a closed operator A in a Hilbert space H, a nonzero element Φ ∈ H
is called a generalized eigenvector of A, corresponding to an eigenvalue λ of A, if there
is a nonnegative integer n such that (λI − A)nΦ = 0 and (λI − A)n+1Φ = 0. A sequence
{Φn}∞n=1 in H is called a Riesz basis for H if there exists an orthonormal basis {en}∞n=1 in
H and a linear bounded invertible operator T such that
TΦn = en, n = 1,2, . . . .
Let {λn}∞n=1 = σ(A), the spectrum of A. Suppose each λn has finite algebraic multiplic-
ity mn, and let {Ψni }mn1 be the set of generalized eigenvectors of A corresponding to λn.
Then if {Ψni | 1 i mn, n = 1,2, . . .} form a Riesz basis for H, then the C0-semigroup
generated by A can be represented as
eAt x =
∞∑
n=1
eλnt
mn∑
j=1
anjfnj (t)Ψnj ∀x =
∞∑
n=1
mn∑
j=1
anjΨnj ∈ H,
where fnj (t) are the polynomials of t with order not greater than mn. In particular, if
mn = 1 for all sufficiently large n, then the spectrum determined growth condition holds,
i.e., ω(A) = s(A), where ω(A) is the growth bound of eAt , and s(A) is the spectral bound
of A [7].
The following result [7] (see also [8]) provides a useful way to verify the Riesz basis
property for the generalized eigenvectors of a linear operator with compact resolvent in a
Hilbert space.
Theorem 6. [7] Let A be a densely defined discrete operator in a Hilbert space H (i.e.,
there is a λ ∈ ρ(A), the resolvent of A, such that (λI − A)−1 is compact on H). Let {Φn}∞1
be a Riesz basis for H. If there are an integer N  0 and a sequence of generalized eigen-
vectors {Ψn}∞N+1 of A such that
∞∑
N+1
‖Φn −Ψn‖2H < ∞
then
(1) there are integer M > N and generalized eigenvectors {Ψn0}M1 of A such that
{Ψn0}M1 ∪ {Ψn}∞M+1 form a Riesz basis for H;
(2) if {Ψn0}M1 ∪ {Ψn}∞M+1 are the generalized eigenvectors corresponding to eigenvalues{σn}∞1 of A, then σ(A) = {σn}∞1 where σn is accounted according to its algebraic
multiplicity;
(3) if there is an integer M0 > 0 such that σn = σm for all m,n > M0, then there is an
integer N0 >M0 such that all σn are algebraically simple for all n >N0.
Our second main result is:
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by (4.2) and (4.3), which forms a Riesz basis for H. Moreover, all eigenvalues with suf-
ficient large modulus are algebraically simple. Consequently, the spectrum-determined
growth condition ω(A) = s(A) holds true for the C0-semigroup eAt generated by A and
the estimate (4.5) is valid with
m˜ = −max{(λn), n ∈ N},
which is the optimal decay rate.
Proof. It suffices to show that the pair{
Φn = (fn,λnfn, ξn, ηn), Φ¯n = (w¯n, λ¯nw¯n, ξ¯n, η¯n)
}
obtained in Theorem 5 satisfies the hypotheses of Theorem 6 with respect to a suitably
chosen reference Riesz basis of H. To do this, let ai = di = 0 and let bi = ci for i = 1,2.
Then we define another operator A0 :D(A0) (⊂H) →H by
D(A0) =
{
(f, g, ξ, η) ∈ H 4E(0,1)×H 2E(0,1)× C2; (EIf ′′)′(1) = α1b1ξ,
EI(1)f ′′(1) = −α2b2η
}
and ∀Φ = (f, g, ξ, η) ∈D(A0),
A0Φ =
(
g,− 1
ρ(x)
((
EI(x)f ′′(x)
)′′)+Ω2f,b1g(1), b2g′(1)
)
.
It is easy to verify that A0 is a skew-adjoint operator in H with compact resolvent and
hence the generalized eigenfunctions{
Φn0 = (fn0, λn0fn0, ξn0, ηn0), Φ¯n0 = (w¯n0, λ¯n0w¯n0, ξ¯n0, η¯n0)
}
of A0 form a Riesz basis for H. Moreover, from the arguments of the previous subsection,
one can check that λn0 and Φn0 have the same asymptotics (4.20) and (4.25), respectively.
This, together with Theorems 4 and 5, leads us to find N > 0 such that
∞∑
nN
‖Φn −Φn0‖2H =
∞∑
nN
O(n−2) < ∞.
The same is true for their conjugates. Hence, all hypotheses of Theorem 6 are satisfied and
the generalized eigenfunctions of A form a Riesz basis in H. Finally, since for a skew-
adjoint operator, the geometric multiplicity and algebraic multiplicity of each eigenvalue
are the same, we can claim that all eigenvalues of A0 with sufficiently large modulus are
algebraically simple. Furthermore, since {Φn, Φ¯n}n∈N form a Riesz basis for H, all the
eigenvalues of A with sufficiently large modulus are also algebraically simple. The rest of
proof is an immediate and general consequence of the Riesz basis property. 
Remark 1. In the case when α1 = 0 (respectively α2 = 0) in the system (4.1), one can
obtain analogous results to those of this section by deleting the corresponding actuator
v1(t) (respectively v2(t)) and performing similar computations.
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Appendix A
Proof of (3.16). Let a be any nonnegative smooth function on [0, ] such that a() = 0
and let λn = (µ2n +Ω2)1/4. As in [2], multiplying (3.17) by 1λn e−λna(x), we obtain〈(
EI(x)ynxx
)
xx
− ρ(x)(Ω2 +µ2n)yn, 1λn e−λna(x)
〉
L2(0,)
=
〈
(iµnf
n + gn), ρ(x)
λn
e−λna(x)
〉
L2(0,)
. (A.1)
We have∣∣∣∣
〈
gn,
ρ(x)
λn
e−λna(x)
〉
L2(0,)
∣∣∣∣ K1λn ‖gn‖ → 0, as n → ∞, (A.2)
for some positive constant K1. Furthermore, a simple integration by parts leads to
∣∣∣∣
〈
iµnf
n,
ρ(x)
λn
e−λna(x)
〉
L2(0,)
∣∣∣∣= |µn|λ2n
∣∣∣∣∣ρ(l)f
n()
a′()
+
∫
0
1
a′(x)
(ρf n)′e−λna(x) dx
∣∣∣∣∣
K2‖f n‖Ω → 0, as n → ∞, (A.3)
where K2 is a positive constant. Combining (A.2) and (A.3), it follows that the right-hand
side of (A.1) goes to 0 as n → ∞, and hence∣∣∣∣
〈(
EI(x)ynxx
)
xx
− ρ(x)(Ω2 +µ2n)yn, 1λn e−λna(x)
〉
L2(0,)
∣∣∣∣→ 0, as n → ∞. (A.4)
On the other hand, integrating by parts four times the left-hand side of (A.1), we get after
using (3.12):〈(
EI(x)ynxx
)
xx
− ρ(x)(Ω2 +µ2n)yn, 1λn e−λna(x)
〉
L2(0,)
= λ3n
∫
0
u(x)e−λna(x)yn dx + EI()(a′())3λ2nyn()+ EI()(a′())2λnynx ()
− e
−λna(0)
λn
(
EI(x)ynxx
)
x
(0)+ a′()EI()ynxx()− a′(0)EI(0)ynxx(0)e−λna(0)
−
∫
EI(x)a′′(x)e−λna(x)ynxx dx − λn
∫ (
EI(x)
(
a′(x)
)2)′
e−λna(x)ynx dx0 0
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∫
0
(
EI(x)
(
a′(x)
)3)′
e−λna(x)yndx, (A.5)
where u(x) = (EI(x)(a′(x))4 − ρ(x)). Using now (3.6) and (3.12), one can obtain
EI(0)ynxx(0) =
∫
0
xρ(x)
(−iµnzn + gn +Ω2yn)dx + EI()ynxx()
and
(
EI(x)ynxx
)
x
(0) = −
∫
0
ρ(x)
(−iµnzn + gn +Ω2yn)dx
which lead us to∣∣e−λna(0)a′(0)EI(0)ynxx(0)∣∣K3(e−λna(0)‖yn‖Ω + e−λna(0)‖gn‖
+ e−λna(0)|µn|‖zn‖ + e−λna(0)
∣∣ynxx()∣∣),∣∣∣∣e−λna(0)λn
(
EI(x)ynxx
)
x
(0)
∣∣∣∣ K4
(
e−λna(0)
λn
‖yn‖Ω + e
−λna(0)
λn
‖gn‖
+ e
−λna(0)|µn|
λn
‖zn‖
)
,
where K3 and K4 are two positive constants. Now, using (3.6), (3.15) and the fact that
‖yn‖,‖zn‖ are bounded (see (3.10)), the last estimates give as n → ∞
∣∣e−λna(0)a′(0)EI(0)ynxx(0)∣∣→ 0 and
∣∣∣∣e−λna(0)λn
(
EI(x)ynxx
)
x
(0)(0)
∣∣∣∣→ 0. (A.6)
It is also a simple task to show that there exists a positive constant K5 such that∣∣∣∣∣λ2n
∫
0
(
EI(x)
(
a′(x)
)3)′
e−λna(x)yn dx
∣∣∣∣∣K5λ2ne−λna(x)‖yn‖Ω,
which, together with (3.10), implies that
∣∣∣∣∣λ2n
∫
0
(
EI(x)
(
a′(x)
)3)′
e−λna(x)yn dx
∣∣∣∣∣→ 0, as n → ∞. (A.7)
Now, applying interpolation inequality, we have for some positive constant K6∣∣∣∣∣λn
∫ (
EI(x)
(
a′(x)
)2)′
e−λna(x)ynx dx
∣∣∣∣∣K6e−λna(x)‖yn‖Ω∥∥λnyn∥∥,
0
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∫
0
(
EI(x)
(
a′(x)
)2)′
e−λna(x)ynx dx
∣∣∣∣∣→ 0 in C, as n → ∞. (A.8)
Finally, we combine (3.14), (3.15) and (A.5)–(A.8) with (A.4) and choose
a(x) =
∫
x
(
ρ(s)/EI(s)
)1/4
ds, (A.9)
so that u ≡ 0 (see (A.5)). Consequently, we have the desired result
λ2n
∣∣yn()∣∣=√µ2n +Ω2∣∣yn()∣∣→ 0 in C, as n → ∞. 
Proof of (3.28). Multiplying (3.17) by 1
λn
e−λna(x), where a is given by (A.9), it is obvious
that (A.1)–(A.4) still hold. Moreover, integrating by parts four times the right hand side
of (A.1) and using (3.24) and (A.9), we get〈(
EI(x)ynxx
)
xx
− ρ(x)(Ω2 +µ2n)yn, 1λn e−λna(x)
〉
L2(0,)
= EI()(a′())3λ2nyn()+ EI()(a′())2λnynx ()+ 1λn
(
EI(x)ynxx
)
x
()
− e
−λna(0)
λn
(
EI(x)ynxx
)
x
(0)− a′(0)EI(0)ynxx(0)e−λna(0)
−
∫
0
EI(x)a′′(x)e−λna(x)ynxx dx − λn
∫
0
(
EI(x)
(
a′(x)
)2)′
e−λna(x)ynx dx
− λ2n
∫
0
(
EI(x)
(
a′(x)
)3)′
e−λna(x)yn dx. (A.10)
Next, we combine (3.26)–(3.27) and (A.6)–(A.8) with (A.10) to obtain
λn
∣∣ynx ()∣∣= (µ2n +Ω2)1/4|ynx ()| → 0 in C, as n → ∞.
Consequently, (3.28) follows. 
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