Abstract: In the process of transmission of digital encoded video bit streams over physical network, the data is corrupted by random bit errors, which has a several effect on the decoded video quality. The success of an error concealment algorithm depends heavily on the detection of the corrupted regions. In this paper we proposes a new error detection algorithm for discrete cosine transfom based video coding. Our algorithm detects so far undetectable erroneous regions with a very little increase in computational complexity. We show that erroneous blocks in the decoded frames can be detected monitoring the variation of average energy from block to block. To avoid false detection due to the presence of strong edges we employed a very fast DCT coefficient based edge detection algorithm. Computer simulation shows that the quality of the recovered image is significantly improved in comparison to the well-known methods.
Introduction
Several intemational standards for video coding, such as H.261 [l] , MPEG-1 [2] and MPEG-2 [3] compress the video data by removing the correlations by a discrete cosine transform (DCT), a motion compensation (MC), and a variable length coder (VLC). However, as the data are highly compressed, the effects of bit errors and cell losses become serious. Several error concealment [EC] schemes have been proposed in the literature to restore the degradation in the decoded video caused by errors. Wang and Zhu [4] provide a survey of existing EC techniques.
EC techniques attempt to fill in the corrupted area by utilizing the redundancies in the received video data. In EC the detection of erroneous blocks is an important problem. Most of the EC techniques were developed and tested in a network environment, such as asynchronous transfer mode, where it is assumed that the ATM adaptation layer (AAL) detects the cell loss. However for applications such as wireless communication where bit error is more critical than cell loss, an error detection algorithm (EDA) is essential.
Bit error in the data stream may generate two types of error. It may change a fixed length synchronization code word or a variable length code word. A few error detection algorithms have been proposed in literature [5] - [7] . There are two layers in these error detection algorithms. The first layer detects syntax violation and synchronization failures. The second layer checks the decoded data for inconsistencies. The 0-7803-6536-4/00/$10.00 (c) 2000 IEEE second layer is needed because all errors in a VLC data do not always lead to syntax or synchronization violation. An error can change a valid VLC into another valid but incorrect VLC of a different length. The decoder can not recognize an error at this point. However synchronization with the bit stream is lost and it is likely that VLCs at later stage in the bit stream will be discovered to be illegal. An error also may change a valid VLC to another valid but incorrect VLC of the same length. Decoder can not recognize the error but all the subsequent differentially coded data will be corrupted till the next synchronization code.
In all the proposed algorithms, after a synchronization failure or an invalid code word is detected, the group of blocks [GOB in H.261 ] or slice [MPEG-1 & MPEG-21 is marked as erroneous, the data stage finally identifies the blocks that are corrupted. In this stage various statistics of the decoded blocks are utilized. Keck [5] suggested to start concealment about two macroblocks to the left of the first detected area. Park et al. [6] proposed a boundary vector comparison method to detect incorrectly decoded macroblocks. Chu and Leou [7] used four statistical parameters of a block and its neighborhood to detect a corrupt block. As shown in Figure 1 , the above algorithms fail to detect errors, which do not cause a synchronization failure or generate syntax errors. These errors predominantly occur in the intra-coded frames (I-frames in MPEG-I & MPEG-2), which cause a visual distortion that can last a few seconds. Also, these algorithms are computationally expensive. In addition, in the presence of strong vertical edges these algorithms mark a correctly decoded block as a corrupted one.
In this paper we propose an algorithm for efficient detection of corrupted blocks. We utilized the properties of the DCT coefficient of each block to calculate the average luminance values, and to detect the presence of edges. We show that our method of error detection considerably improves the performance of the decoder.
The paper is organized as follows. Section 2 presents some fundamental properties of the DCT coefficients, which are utilized for our work. Section 3 describes proposed error detection algorithm. Section 4 presents the results. Section 5 concludes the paper.
Discrete Cosine Transform (DCT)
In DCT based compression schemes the image is divided into 8 x 8 blocks and DCT is performed on each of these blocks. The DCT operation can be represented as Shen & Sethi [8] showed that the edge information from an image can be directly extracted by some simple measurements on the AC coefficients of each block in the compressed domain. They used the following relationship to determine the presence of edge in a certain block:
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The following matrix of DCT coefficients can be used to obtain accurate edge orientation information [8]: (4) To determine the edge orientation more coarsely the following equation can be used: t a n 8 = Fo, I F,o
DCT coefficient Based Error Detection
Our proposed error detection algorithm has three layers, namely the VLC layer, the synchronization layer, and the data layer.
The inner most layer of the decoder is the block level decoder, this layer decodes the variable length code words. This layer consists of VLC codeword and syntax sub-layer, the codewords are decoded and all invalid codeword occurrences are checked In this layer the validity of the decoded information is also checked. If a codeword is not found in the corresponding codebook or if it is reserved, or a syntax violation is detected in the syntax sub-layer the slice or the GOB is declared to contain an error. Decoding is given up and control is handed over to the synchronization layer.
We observed that in a picture the average energy of a block does not change abruptly. The average energy of the spatially neighboring blocks are strongly correlated except in the presence of a strong edge. In the presence of a strong edge the average energy of the blocks, which falls in the edge direction, are again correlated.
When decoding in the VLC layer has been completed, control is passed to the code synchronization layer, which enforces a search to detect a byte aligned start code. This layer is also activated whenever a byte aligned start code is detected during normal decoding of the block layer. This layer is responsible for synchronization at the slice or GOB layer and initiates the evaluation of the higher layer headers and extensions.
For intra-coded pictures at the end of the decoding of the frame the control is passed to data layer which checks individual blocks of the picture for possible anomalies. In this layer the average energy change from block to block is monitored. We compared the DC DCT coefficient of the luminance part of each block with its immediate spatial neighbors (four connected). If the energy variation is beyond a certain threshold (say TI) the neighborhood blocks are checked for the presence of edge.
To detect edge activities in the eight-conneted neighborhood of the suspected block, we applied the edge detection algorithm of equation (3) in a modified form, where the summation extends only over the first five coefficients. Simulation results show that the first five coefficnets contains enogh information to detect coarse edges in a block. One specific goal of our algorithm is to detect straight edges. Therefore we search in the neighboring up and down blocks for high and medium frequency components. If we find the presence of strong edges in the neighborhood we extract the edge direction applying equation (5). From the edge information thus obtained we again compare the energy along the edge direction, if again the energy variation is beyond certain threshold T2, the block is detected erroneous and subsequent concealment techniques are applied to it.
We applied the proposed error detection algorithm for I frame only, because we observed from simulation results that the probability of undetectable VLC errors are more for I frame than P or B frames. Also error in an I frame has more visual effect on the whole sequence than the error in P and B frame due to temporal propagation of errors.
In terms of computational complexity our algorithm is more attractive, because to check the average intensity of a block we need only four comparisons, as the DC DCT coefficient for each block is readily available. For detecting edge activity for a block we need only five additons, and to determine edge orientation in a block in the worst case we need fourteen additions and one division (eqn. 4). Whereas, in pixel domain methods we need sixty-four additons to calculate the average intensity of a block. The detection of edge activity is generally done by computing the following measured defined by Moravec [ 111, which is actually the variance of a window of size (2a+l) by (2b+l) centerd at pixel (x, y) in an image f(x, y).
In pixel domain, detection of edge orientation of a block can be done by the method proposed by Kwok and Sun [12] , where they applied a 3x3 Soebl operator on each pixel of a block, with a appropiate voting mechanism to select the most prominent edge orientation. These pixel domain methods are computationally much more expensive than our proposed method.
Our proposed algorithm can also be applied to P and B frames. But it would be more computationally expensive.
Due to the use of motion compensation the DCT coefficients are not directly available for P and B blocks. Though we can estimate them by using the motion information [lo] , the increased computational complexity is not worth the improvement in picture quality.
Simulation Results
Our proposed error detection algorithm provides better results in computational complexity, accuracy and picture quality. As the intra-coded frames anchor to several other predicted frames, minimization of errors in these frames stops temporal propagation of error. We tried our algorithm on the MPEG-1 sequence 'Susie', coded at a bit rate of 1. The peak signal-to-noise-ratio (PSNR) in dB is employed in this study as the objective performance measure for the Y component of the 'Susie' images. In Figure 5 PSNR performance of the proposed error detection algorithm is compared with the simple error detection technique where errors are detected by only syntax and symantics violation without any block by block data consistency check.
Previous
Corrupted Frame Frame We have used simple temporal copying concealment algorithm to conceal the detected erroneous regions. As shown in Figure 4 , in copy concealment technique, the detected erromeous blocks are concealed by copying from the colocated blocks from the temporal neighborhood. In Figure 6 , we present the PSNR's of 100 frames of 'Susie', when the BER is 1 x
We demonstrate the subjective quality of the decoded images in Figure 3 . Figure 3(a) shows a intra-coded frame of 'Susie' sequence, decoded and concealed using usual detection and concealment algorithm. Figure 3@) shows the same frame decoded using our proposed detection and copy concealment techniques. a b 
Conclusion
In this paper we presented a new generic error detection technique for DCT based video coding, such as H.261, MPEG-1, MPEG-2. In our approach the location of the corrupted blocks are detected by a multistage EDA, where we have employed a novel way to detect blocks corrupted due to error in the VLC data in intra-coded frames. Our method is computationally less expensive and accurate as it employs some novel properties of the DCT coefficients for calculation of the average energy of the blocks and edge detection. In the simulation we applied the proposed EC algorithm to the MPEG-1 decoder system, and the effects of randomly injected 0-7803-6536-4/00/$10.00 (c) 2000 IEEE 1486 bit errors in the MPEG-1 bit streams were successfully concealed. Thus we believe that the proposed EC techniques can be employed for any application with DCT based video decoder.
