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Abstract
Given a smooth n-dimensional variety X over a field K and a sequence of r monomial ideals of
finite colength in the ring K[[x1, . . . , xn]], we study corresponding variety inside the product of r
punctual Hilbert schemes. We also study the closures of such varieties.
 2004 Elsevier Inc. All rights reserved.
1. Introduction
The subschemes of a variety with a fixed Hilbert polynomial are parametrized by
a Hilbert scheme as constructed by Grothendieck in [7]. If the Hilbert polynomial is
a constant d , then the Hilbert scheme, denoted Hilbd(X), parametrizes degree d zero-
dimensional subschemes of X. Such Hilbert schemes are called punctual Hilbert schemes.
The Hilbert scheme Hilbd(X) has a stratification with each stratum corresponding to
a partition of d . In this paper, we are concerned only with the stratum parametrizing
subschemes of X with a single point of support.
Our basic objects of study can be described as follows. Let X be a smooth, proper
variety of dimension n over an arbitrary field K . Let R be the ring K[[x1, . . . , xn]]
and m its maximal ideal. Let I be an ideal of colength d in R. The space U(I) of
subschemes of X isomorphic to Spec(R/I) has a natural embedding in the punctual Hilbert
scheme Hilbd(X) as a locally closed subvariety (Theorem 2.1). We study the more general
space
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{
(a1, . . . , ar) ∈ U(I1)× · · · ×U(Ir): ∃p ∈ X and
ϕ :R ∼−→ ÔX,p with ϕ(I1, . . . , Ir ) = (a1, . . . , ar )
}
and its closure C(I1, . . . , Ir ) in the appropriate product of Hilbert schemes. If each Ij is a
monomial ideal of finite colength, we will say that the space C(I1, . . . , Ir ) is an alignment
correspondence with interior U(I1, . . . , Ir ). We will call the sequence of ideals I1, . . . , Ir ,
the defining sequence of the alignment correspondence.
Alignment correspondences are named for their connection to aligned schemes. An
aligned scheme is a zero-dimensional scheme aligned to a jet in the sense that the ideal
corresponding to the scheme in the local ring at the point of support in the ambient
variety can be expressed in terms of the curvilinear ideal corresponding to the jet and the
maximal ideal in the local ring. Aligned schemes can arise from the process of specializing
configurations of fat points, called the method of Horace [1,3]. Under a suitable choice of
local coordinates, the ideal corresponding to the aligned scheme is a monomial ideal I .
Thus the variety U(I) parametrizes aligned schemes isomorphic to the given one and is
canonically isomorphic to a jet bundle.
The interior of an alignment correspondence can be thought of as a generalization
of a jet-bundle. The points of such a variety parametrize approximations of coordinate
frames in the ambient variety. Like jet-bundles, interiors of alignment correspondences
have simple geometry as described in Theorem 3.1. Their isomorphism class is determined
by a sequence of n monomial ideals, called the measuring sequence of the alignment
correspondence, together with the group of permutations of the xi ’s preserving the defining
sequence.
The simple geometry of the interiors of alignment correspondences is the primary
motivation for requiring the defining sequences to be composed of monomial ideals. The
motivation for having defining sequences rather than just a single defining ideal may be less
obvious. Counterintuitive as it may be, one can often obtain an alignment correspondence
with simpler structure by adding ideals to the defining sequence. In fact, one of the most
effective ways of understanding a given alignment correspondence corresponding to a
single ideal is often through studying an alignment correspondence corresponding to a
sequence of ideals that includes that single ideal.
Given an alignment correspondence corresponding to a sequence of r ideals, many
relations that hold among the ideals translate into relations among the r projections, even
on the boundary. For example, the variety Xr = C((x, y), (x, y2), . . . , (x, yr)) studied
in [5] corresponds to a sequence of r nested ideals. The r projections at a point of
this variety correspond to a sequence of r nested schemes. Incidence correspondences
between Hilbert schemes based on inclusions have also been studied by Cheah [4]
and Nakajima [10]. Nakajima uses these correspondences to create operators acting
on the cohomology of punctual Hilbert schemes of a surface. Similarly, alignment
correspondences corresponding to a pair of ideals also give rise to operators on the
cohomology rings of Hilbert schemes, but it is difficult to relate these maps to Nakajima’s
operators.
For any pair of alignment correspondences, there is a third alignment with defining
sequence given by concatenating the defining sequences of the pair of alignment
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by intersecting the ideals in the measuring sequences of the pair. A natural question
to ask is whether there is a universal alignment correspondence for a given measuring
sequence in the sense that if we add more ideals to the defining sequence without
changing the measuring sequence, we get an isomorphic alignment correspondence. My
initial expectation was that the answer would be positive for all measuring sequences.
This is because relations among ideals in the defining sequence translate into relations
among the corresponding projections at boundary points of an alignment correspondence.
We construct universal alignment correspondences for certain measuring sequences in
Theorem 4.3. However, in Theorem 4.2, we show that there is no universal alignment
correspondence for most of the remaining measuring sequences.
The motivation for this work is two-fold. On one hand we are motivated by applications
to enumerative problems. This approach to studying Hilbert schemes has also been taken
by Danielle and Le Barz in [6], for example. An application of our work to counting
numbers of curves in linear series on algebraic surface with a given type of singularity
can be found in [11]. Similar enumerative problems are studied in [9] using the spaces
H(D) corresponding to an Enriques diagram D. The space H(D) is itself an alignment
correspondence corresponding to a single ideal.
We are also motivated by the question of how families of schemes can degenerate.
Some classic work has been done on this subject by Briançon [2], Iarrobino [8], and
Yameogo [13]. An application of the theory developed here to the study of degenerations
of schemes can be found in [12].
2. Preliminaries
Let I1, . . . , Ir be a sequence of monomial ideals of finite colength in R and
G(I1, . . . , Ir ) the group of automorphisms of R stabilizing this sequence. The fiber of
U(I1, . . . , Ir ) over X can be identified with the quotient Aut(R)/G(I1, . . . , Ir ) via any
isomorphism ϕ :R → ÔX,p . The group Aut(R) acts on the fiber of C(I1, . . . , Ir ) over X
through this isomorphism. If G(I1, . . . , Ir ) is contained in G(J1, . . . , Js), this identification
induces a map from U(I1, . . . , Ir ) to U(J1, . . . , Js). This map need not extend to a map
from C(I1, . . . , Ir ) to C(J1, . . . , Js). We will say that such maps as well as their extensions
and restrictions are natural.
Theorem 2.1. Given a sequence of monomial ideals I1, . . . , Ir of finite colengths d1, . . . , dr
respectively, the space U(I1, . . . , Ir ), is a locally closed subset of the space H =
Hilbd1(X) × · · · × Hilbdr (X).
Proof. From the product of Hilbert Chow morphisms
ϕ1 × · · · × ϕr :H → Symd1(X) × · · · × Symdr (X),
we see that there is a closed subvariety Y in H consisting of sequences of schemes with
a single, common point of support. The space Y is a fiber bundle over X containing
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by neighborhoods in which there is a continuous section of U(I1, . . . , Ir ) and a continuous
action of Aut(R) restricting to the usual action on the fibers over X, the space U(I1, . . . , Ir )
is locally closed in Y and therefore in H . 
3. Measuring sequences
Definition. Let I1, . . . , Ir be a sequence of monomial ideals of finite colength in R. For
each integer i between 1 and n, let Ai be the ideal generated by images of xi under
automorphisms of R fixing each xj for i = j and stabilizing each Ik . We will say that
the sequence A1, . . . ,An is the measuring sequence of the sequence of ideals I1, . . . , Ir .
Example 3.1. In characteristic 3, the measuring sequence of the ideal (x3, y3) is (x, y),
(x, y). In all other characteristics, the measuring sequence is (x, y3), (x3, y).
Proposition 3.1. Each ideal Ai in a measuring sequence is a monomial ideal.
Proof. Since the Ik’s are monomial ideals, the subgroup of elements of G(I1, . . . , Ir )
fixing xj for i = j is stable under conjugation by the automorphisms scaling the xk’s.
Thus Ai contains all the terms in the images of xi under automorphisms in this subgroup.
Since these terms are sufficient to generate Ai , we see that Ai is a monomial ideal. 
In characteristic 0, for the ith ideal Ai in the measuring sequence of I1, . . . , Ir we have
Ai =
{
f ∈ R: (Ij : xi) ⊂ (Ij : f ) ∀1 j  r
}
.
This is because the ring homomorphism sending xi to xi +f and fixing the other xj ’s takes
elements of Ij to Ij if and only if (Ij : xi) ⊂ (Ij : f ).
By the following proposition, we see that the ideals in a sequence can be constructed by
the ideals in their measuring sequence.
Proposition 3.2. Let A1, . . . ,An be the measuring sequence of a sequence of ideals
I1, . . . , Ir . Given a vector α = (α1, . . . , αn) with non-negative integers as coordinates write
α =
m∑
i=0
pivi ,
where p is the characteristic of K , m is minimal and the coordinates of each vi are non-
negative integers that are less than p if p is positive. If p is positive, let F be the Frobenius
map. Let
Aα = Aα11 . . .Aαnn , xα = xα11 . . . xαnn , and A(α) = Av0F
(
Av1
)
. . .Fm
(
Avm
)
.
If p is zero, then Aα and A(α) are the same. Then Ik is the sum of the ideals A(α) for the
monomial generators xα of Ik .
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monomial f , such that xα ∈ Ik , f ∈ A(α), and f /∈ Ik . Then f can be expressed as the
product f0 . . . f p
m
m , where each fi is a monomial in Avi . Choose α so that each fi = xwi f ′i
with f ′i ∈ Avi−wi of minimal degree. Let a be the largest integer such that va = wa . Let
j be an integer such that the j th coordinate b of va − wa is greater than 0. Then there
are monomials h1, . . . , hb ∈ Aj such that f ′a = h1 . . .hbh with h ∈ Ava−wa−bej and there
is an element g ∈ G(I1, . . . , Ir ) with g(xj ) = xj + h1 and g(xi) = xi for i = j . The
monomial xα(h1/xj )p
b has non-zero coefficient in the expansion of g(xα) and hence is
in the monomial ideal Ik . Let β be the exponent vector corresponding to this monomial.
Then f is in A(β). This contradicts the minimality of the degrees of f ′a because if we chose
β instead of α, f ′a is reduced by a factor of h1. Therefore if xα is a monomial generator
of Ik , then A(α) is contained in Ik . Since xα is contained in A(α), we see that Ik can be
expressed as the sum of the ideals A(α) for xα a monomial generator of Ik . 
Corollary 3.1. There is a surjective morphism of varieties
ϕ :U(A1, . . . ,An) → U(Ij )
given by sending a point a = (a1, . . . , an) to the sum of ideals of the form a(α) for a set
of xα’s generating Ij , where a(α) is the ideal obtained by replacing each Ai by ai in the
formula for A(α) in Proposition 3.2.
Proof. Any map from the interior of an alignment correspondence that takes each point
corresponding to a sequence of ideals to the point corresponding to a fixed polynomial in
the images of these ideals under powers of the Frobenius map is a surjective morphism onto
the interior of an alignment correspondence corresponding to a single ideal. It remains to
show that this single ideal is Ij . The fact that the xα’s generate Ij ensures that the sum of
the ideals of the form A(α) for each generator xα of Ij contains Ij . By Proposition 3.2,
the sum of these ideals is contained is Ij . Thus the image of the map is U(Ij ). 
Corollary 3.2. The group G(A1, . . . ,An) consists of all the automorphisms of R sending
each xi to an element of Ai .
Proof. The group G(A1, . . . ,An) is contained in the set of automorphisms of R sending
each xi to an element of Ai because elements of Ai must be sent to elements of Ai . Since
a measuring sequence is its own measuring sequence, it follows from Proposition 3.2, that
all such automorphisms are contained in G(A1, . . . ,An). 
Proposition 3.3. Given a measuring sequence, A1, . . . ,Ar , let < be the partial ordering on
xi ’s defined by xi  xj if xi ∈ Aj . There is a bijection between completions of this partial
ordering in which no new equivalences of variables are introduced and nested sequences
m2  B1  · · ·  Bm =m
of distinct monomial ideals such that G(A1, . . . ,An) is contained in G(B1, . . . ,Bm), and
m is maximal.
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on the xi’s such that xi  xj if xj ∈ Bk implies xi ∈ Bk . Conversely, there is a unique set of
Bi ’s from which such a total ordering is derived. The fact that the total ordering contains
the partial ordering coming from the Ai ’s ensures that G(A1, . . . ,An) is contained in
G(B1, . . . ,Bm). The fact that the < is completed to a total ordering makes m maximal. 
Lemma 3.1. Let A1, . . . ,An be the measuring sequence of I1, . . . , Ir , and let B1, . . . ,Bm
be a nested sequence of distinct monomial ideals containingm2 with m maximal and such
that G(A1, . . . ,An) is contained in G(B1, . . . ,Bm). Each element g ∈ G(I1, . . . , Ir ) can
be expressed as a product g1g2 where g1 and g2 are elements of G(I1, . . . , Ir ) such that
g1 is linear and g2 acts trivially on m/m2.
Proof. Let g1 be the linear automorphism of R having the same restriction to m/m2 as g.
Then writing g as a product of g1 and g2, the automorphism g2 acts trivially on m/m2. If
the linear automorphism g1 lies in G(I1, . . . , Ir ), then g2 must also. So, it remains to show
that g1 lies in G(I1, . . . , Ir ). Let α(t) ∈ G(I1, . . . , Ir ) be the element that scales each xi
by t . Then the limit as t goes to zero of α(t)gα(t−1) is g1. Since each α(t)gα(t−1) is in
G(I1, . . . , Ir ), their limit g1 must be as well. 
Lemma 3.2. Letm2 = B0  B1  · · ·  Bm =m be a sequence of nested monomial ideals.
Let Wi be the span of the monomials generating Bi/Bi−1 as a K-vector space. Then any
g ∈ G(I1, . . . , Ir ) stabilizing each of the Wi ’s can be decomposed into a product g1g2
where g1 and g2 are linear automorphisms in G(I1, . . . , Ir ) such that g1 stabilizes the
Wi ’s and g2 acts trivially on each Bi/Bi−1 .
Proof. Using the same technique as the previous proof, we will obtain g1 from g, by taking
limits of conjugations. Let αi(t) be the automorphism of R scaling the variables in Bi by t
and fixing the other variables. Then g1 can be expressed by
g1 = lim
t1→0
. . . lim
tm→0
α1(t1) . . .αm(tm)gαm
(
t−1m
)
. . .α1
(
t−11
)
with the innermost limits taken first. Thus since g1 can be expressed as the limit of
automorphisms in G(I1, . . . , Ir ) it must itself be an element of G(I1, . . . , Ir ). 
Theorem 3.1. Let A1, . . . ,An be the measuring sequence of I1, . . . , Ir , and let B1, . . . ,Bm
be a nested sequence of monomial ideals containing m2 such that G(A1, . . . ,An) is
contained in G(B1, . . . ,Bm) and m is maximal. Let B denote the variety C(B1, . . . ,Bm).
Let G(B) denote the group G(B1, . . . ,Bm) and C(I1, . . . , Ir ,B) denote the variety
C(I1, . . . , Ir ,B1, . . . ,Bm).
(1) The variety B is a generalized flag bundle of the tangent bundle of X.
(2) The space U(A1, . . . ,An) is a locally trivial bundle over B .
(3) The space U(I1, . . . , Ir ) is the quotient of U(A1, . . . ,An) by the finite subgroup of
G(I1, . . . , Ir ) permuting the xi ’s.
(4) The compactification C(I1, . . . , Ir ,B) of U(A1, . . . ,An) is a fiber bundle over B .
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depending on B . For n 3, or B a complete flag bundle, this constant is zero.
Example 3.2. The ideal (x2, y3) has measuring sequence (x, y3), (x2, y). By Theorem 3.1,
C((x2, y3), (x, y2), (x2, y)) is a fiber bundle over both C((x, y2)) and C((x2, y)) with
respect to the natural projections.
Proof of Theorem 3.1(1). The space U(B1, . . . ,Bm) is a generalized flag bundle because
the Bi ’s correspond to a nested sequence of subspaces of m/m2. Since generalized flag
varieties are compact, B and U(B1, . . . ,Bm) are one and the same. 
Proof of Theorem 3.1(2). Let W1 ⊕ · · · ⊕ Wm be a decomposition of the vector space
m/m2 into direct summands spanned by monomials such that Bi/m2 = W1 ⊕· · ·⊕Wi . Let
N be an integer large enough so that each Ai contains mN . For i from 1 to m, let Ji be the
ideal generated overmN by the monomials spanning Wi . Then G(J1, . . . , Jm) is contained
in G(A1, . . . ,An) and is expressible as the semi-direct product of the group of linear
automorphisms stabilizing the Wi ’s with the group of automorphisms acting trivially on
m/mN . By Corollary 3.2, a set of coset representatives for G(A1, . . . ,An)/G(J1, . . . , Jm)
is given by the set of all automorphisms ϕ of R with ϕ(xi) = xi + li + fi for fi a
linear combination of monomials in Ai of degree strictly between 1 and N and li in
the span of variables inequivalent to xi . Thus U(J1, . . . , Jm) is a trivial bundle over
U(A1, . . . ,An). A set of coset representatives for G(B)/G(J1, . . . , Jm) is given by the
set of automorphisms ϕ of R with ϕ(xi) = xi + li + fi where fi is a linear combination
of monomials of degree strictly between 1 and N and li is a linear combination of xj ’s
strictly less than xi . Thus U(J1, . . . , Jm) is also a trivial bundle over B . Therefore, since
the map from U(J1, . . . , Jm) to B factors through U(A1, . . . ,An), U(A1, . . . ,An) is an
affine bundle over B as well. 
Lemma 3.3. Let W1 ⊕ · · · ⊕ Wm be a decomposition of the vector space m/m2 into
nontrivial direct summands such that m is maximal and each W1 ⊕ · · · ⊕Wi is stabilized
by some power of each element of G(I1, . . . , Ir ). If K contains a unit of infinite order, then
the group G of linear automorphisms stabilizing the Wi ’s is contained in G(I1, . . . , Ir ).
Proof. Let M be the set of monic monomials in R. Let the G-topology on M be the
topology such that the closed sets are those with span fixed by the group G. To prove the
lemma, it is enough to show that the intersection of M and Ik is closed in the G-topology
for each k. Let G′ be the intersection of G(I1, . . . , Ir ) and G. Let the G′-topology on M
be the topology such that the closed sets are those with span fixed by the group G′. Then
the intersection of M and Ik is closed in the G′-topology for each k because each element
of G′ stabilizes each Ik . Thus, it is sufficient to show that G′-topology and the G-topology
are the same.
By maximality of m, the Wi ’s are uniquely determined up to permutation. Moreover,
they are spanned by monomials since they are invariant under scaling any variable by
some power of a unit of K that is not a root of unity. Let Mi be the set of monic monomials
in M that are products of variables in Wi . We will call such monomials i-monomials. Then
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topologies with respect to this decomposition of M . Moreover, in both topologies Mi is
the union of the disconnected pieces Mi(d) where each Mi(d) is the set of i-monomials of
degree d . Thus, it remains to show that these two topologies restrict to the same topologies
on each Mi(d).
The restriction of the G-topology to Mi(d) has an alternate description, which we will
call the exponent topology. It can be described as follows. If the characteristic of K is
a positive integer p, say that a monomial f has exponent type (a0, . . . , am) if f can be
written as the product f0f p1 . . . f
pm
m where the fi ’s are pth power free monomials of
degree ai . If the characteristic of K is 0, then say that f has exponent type (a0) where
a0 is the degree of f . Let < be the partial ordering on exponent types of the same degree
such that (a0, . . . , am) (m0, . . . ,mb) exactly when
k∑
i=0
aip
i 
k∑
i=0
mip
i
for all k, taking al (respectively ml) to be 0 if l > m (respectively l > b). Then the exponent
topology is the topology on Mi(d) such that a set is closed if and only if whenever it
contains a given i-monomial, it contains all other i-monomials of lesser or equal exponent
type.
Suppose, by way of contradiction, that there are an l and a d such that the two topologies
on Ml(d) are different, with d chosen to be minimal. Let B(a1, . . . , at ) denote the set of
l-monomials of exponent type (a1, . . . , at ) or less. If (a0, . . . , at ) is not a possible exponent
type, we will use the convention that B(a0, . . . , at) is empty. Let B(f ) denote the closure
of a monomial f with respect to the G′-topology. Then there is an l-monomial f of degree
d and exponent type (a0, . . . , at ) such that B(f ) is properly contained in B(a0, . . . , at ).
Choose f to have minimal exponent type. Note that we cannot have a0 = 0 because then
the pth root of f would give a monomial of smaller degree having two different closures
in the two different topologies. Relabeling the xi ’s as needed, assume further that f can be
expressed by
f = xe11 . . . xebb hp
with the degree of h and then the ek’s maximal, in ascending order. Let α be the sequence
a0 − p, a1 − p + 1, . . . , ac−1 − p + 1, ac + 1, ac+1, . . . ,
where c is the smallest integer with ac = n(p − 1). Then B(α) is the set of monomials in
Ml(d) of exponent type smaller than (a0, . . . , at) not beginning with a0. It is empty if K
has characteristic 0 or a0 is less than p. Assume that we chose f , among those monomials
meeting the previous conditions, so that Z ⊂ Ml(1) is a set of maximum order such that
we have the containment
x
e1 . . . x
eb−1Zebhp ⊂ B(f )∪B(α).1 b−1
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differs from g(xk) by a linear combination of the x ′i ’s for i < k and such that the coefficient
of xij in x ′k is 0 if j < k and non-zero if j = k. Thus we can take x ′1 to be g(x1), xi1 to
be any element of Mi(1) with non-zero coefficient in g(x1), x ′2 to be a linear combination
of g(x1) and g(x2) having no xi1 term, etc. By maximality of e1, expanding g(x
e1
1 . . . x
eb
b )
out in terms of the x ′k’s we see that modulo the span of B(a0 − p,1), the largest power
of x ′1 occurring is e1 and hence that modulo the span of B(a0 − p,1), we can express
g(x
e1
1 . . . x
eb
b ) as the product of (x
′
1)
e1 and a polynomial in the x ′k’s for k  2. Continuing
in this way, we see that g(xe11 . . . x
eb−1
b−1 ) is a multiple of (x ′1)e1 . . . (x ′b)eb modulo the span of
B(a0 − p,1). Since g is invertible, there must be an h′ of exponent type (a1, . . . , at ) such
that the coefficient of h′ in g(h) is non-zero. Any monomial with a non-zero coefficient in
x
e1
i1
. . . x
eb−1
ib−1 g(Z)
eb (h′)p
is in B(f ) ∪ B(α). This is because modulo B(α) there is no cancellation of terms when
we multiply g(xe11 . . . x
eb−1
b−1 Zeb ) with g(hp). By maximality of the dimension of Z, the
monomial span of g(Z) must be of the same dimension as Z. Therefore, the span of Z is
fixed by some power of any element of G′ since there are only finitely many vector spaces
generated by elements of Ml(1).
We can conclude that Z = Ml(1) as follows. For each element of G(I1, . . . , Ir ), there
is a power stabilizing the Bi ’s. By Lemmas 3.1 and 3.2, this power can be expressed as a
product of an element g1 in G (and hence in G′) and an element acting trivially on each
Bi/Bi−1. Thus any subspace of m/m2 is stabilized by some power of any element of G′ is
a direct sum of Wi ’s. Thus Z is forced to be the Ml(1). It also follows that ek = p − 1 for
k < b.
By minimality of d , the exponent topology is the same as the G′-topology on Ml(d−eb)
and
B
(
x
e1
1 . . . x
eb−1
b−1 h
p
)= B(a0 − eb, a1, . . . , at ).
Thus, the closure of the terms in xe11 . . . x
eb−1
b−1 W
b
l h
p in the G′-topology is the set
B(a0, . . . , at ). Therefore the elements of B(a0, . . . , at ) − B(f ) are contained in B(α). If
a0  p or p = 0, we have reached a contradiction since then B(α) is empty.
It remains to show that B(α) is contained in B(f ). By minimality of (a0, . . . , at ), it
suffices to show that there is a single element of exponent type (α) in B(f ). Given any
l-monomial f0 of exponent type (a0), by minimality of d , the set f0B(a1, . . . , at )p is
contained in B(f ). Thus we need only show that B(f0) contains a monomial of exponent
type (a0 − p,1). We will use
f0 = (x1 . . . xib−1)p−1xebb ,
where the xk’s are as before.
Let Z′ be the subset of Ml(1) with maximum number of elements such that
(x1 . . . xib−1)
p−1(Z′)eb
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could have made for the xi ’s up to this point, we chose the ones maximizing the order
of Z′. Suppose that there is an element g ∈ G′ such that the monomial span of g(Z′) has
dimension greater than that of Z′. As before let ik and x ′k be such that x ′k differs from g(xk)
by a linear combination of the x ′i’s for i < k and such that the coefficient of xij in x ′k is 0
if j < k and non-zero if j = k. Expanding g((x1 . . . xb−1)p−1(Z′)eb ), if there is a term of
exponent type (a0 −p,1), then we are done. Otherwise, we have g((x1 . . . xb−1)p−1(Z′)eb )
is a multiple of (x ′1 . . . x ′b−1)p−1g(Z′)eb modulo the span of B(a0 − 2p,2). Then since
(
x ′1 . . . x
′
b−1
)p−1
g(Z′)eb
is contained in the span of B(f0) ∪B(a0 − 2p,2), by maximality of the dimension of Z′,
any element of G′ preserves the span of Z′. Therefore Z′ must be equal to Wl . Since
there is a term of (x ′1 . . . x ′ib−1)
p−1(Wl)eb of exponent type (a0 − p,1), there is a term of
exponent type (a0 − p,1) in B(f0). Hence we have arrived at a contradiction. It follows
that the group G is contained in G(I1, . . . , Ir ). 
Lemma 3.4. The decomposition of m/m2 as W1 ⊕ · · ·⊕Wm such that each Wi is spanned
by monomials and Bi/m2 = W1 ⊕ · · · ⊕ Wi is a decomposition of m/m2 into nontrivial
summands with m maximal such that some power of each element in G(I1, . . . , Ir )
stabilizes each Bi/m2.
Proof. Two variables are in the same Wi if and only if they are equivalent. By Lemma 3.3,
the same can be said for two variables in a Wi coming from a decomposition as described
in that lemma. 
Proof of Theorem 3.1(3). If the theorem holds for a given field, it also holds for
any subfield, because we can use the same coset representatives for G(A1, . . . ,An) in
G(I1, . . . , Ir ), namely the permutations of the xi ’s fixing the Ij ’s modulo those fixing the
Aj ’s. Thus, we can assume that K contains a unit of infinite order since K is contained in
the function field K(t).
Let W1 ⊕ · · · ⊕ Wm be a decomposition of m/m2 such that each Wi is spanned
by monomials and Bi/m2 = W1 ⊕ · · · ⊕ Wi . The Wi ’s are uniquely determined up to
permutation. Thus any element g ∈ G(I1, . . . , Ir ), is expressible as a product g1g2g3g4
where g1 is a permutation of the xi’s sending each Bi to g(Bi), g2 is an element of the
group G of linear automorphisms stabilizing the Wi ’s, g3 is a linear automorphism acting
trivially on each Bi/Bi−1 and g4 acts trivially onm/m2. We will show that g1 is an element
of G(I1, . . . , Ir ) and g2, g3, and g4 are elements of G(A1, . . . ,An).
We will first show that g1 is an element of G(I1, . . . , Ir ). Since each Ik is a monomial
ideal, it is enough to show that for any monomial f ∈ Ik , the image g1(f ) is also a
monomial in Ik . Thus, it suffices to show that there is some g′ ∈ G(I1, . . . , Ir ) such that the
coefficient of g1(f ) in g′(f ) is non-zero since all non-zero terms of g′(f ) must be in Ik .
Recall that by Lemmas 3.3 and 3.4, the group G is contained in G(I1, . . . , Ir ). So suppose
by way of contradiction that there is a monomial f (not necessarily in Ik) of smallest degree
such that g1(f ) has coefficient 0 in every element of Gg(f ). Write f = f1f2 where f1
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element of Sm corresponding to the action of g1 on the Wi ’s. Then the terms of elements
of Gg(f2) are products of σ(j)-monomials for j < i . Thus given g′ ∈ Gg, there is no
cancellation of terms when multiplying the part of g′(f1) spanned by σ(i) monomials with
g′(f2). Hence, by minimality of the degree of f , either f1 or f2 must be a unit. Choose i
so that f2 is a unit. Since g is invertible, there must be a non-zero term in g(f ) that is a
σ(i)-monomial of the same exponent type as f . Thus by Lemma 3.3, all σ(i)-monomials
of this exponent type occur in some element of Gg(f ), including g1(f ). Thus we have
arrived at a contradiction and it follows that g1 is an element of G(I1, . . . , Ir ).
Next we will show that g2, g3, and g4 are in G(A1, . . . ,An). By Lemmas 3.1, 3.3,
and 3.2, we see that each of these automorphisms is in G(I1, . . . , Ir ). The fact that g2 is in
G(A1, . . . ,An) follows from Lemmas 3.3, 3.2 and Corollary 3.2.
Let g′3 be a linear element of g3G(A1, . . . ,An) such that the number of variables not
fixed by g′3 is minimal. Let i be minimal such that not all the variables in Wi are fixed
by g′3. Let xj be a variable in Wi such that g′3(xj ) = xj + f for f non-zero. One can see
that f must be in Aj as follows. For k = i , let αk(t) be the automorphism of R scaling the
variables in Bk by t and fixing the other variables. Let αi be the automorphism of R scaling
the variables in Bk except xj by t and fixing the other variables. Then the automorphism
lim
ti→0
. . . lim
tn→0
α1(ti) . . .αn(tn)g
′
3αn
(
t−1n
)
. . .αi
(
t−11
)
,
with the innermost limits taken first, is an automorphism h sending xj to xj +f and fixing
the other variables. Since the limit of elements of G(I1, . . . , Ir ) is itself an element of
this group if it exists, we see that h is in G(I1, . . . , Ir ). This implies that f is in Aj . By
Corollary 3.2, we then have h in G(A1, . . . ,An). Composing g′3 with h−1, we get another
element of g3G(A1, . . . ,An) contradicting the assumption that the number of variables not
fixed by g′3 is minimal. This proves that g3 is in G(A1, . . . ,An).
It remains to show that g4 is an element of G(A1, . . . ,An). Let g′4 ∈ g4G(A1, . . . ,An)
with
g′4(xk) = xk + fk
and the smallest degree non-zero piece hk of each non-zero fk of maximal degree.
Suppose, by way of contradiction, that g′4 is not the identity map. Suppose that hk is in Ak .
Then composing g′4 with the element of G(A1, . . . ,An) sending xk to xk − hk and fixing
the other xi ’s we get a new automorphism contradicting the maximality of the degree hk .
Thus either xk is sent to itself or hk is not in Ak . Choose k so that the degree of hk is
minimal. Since hk is not in Ak , there must be a monomial f ∈ Ij for some j such that
the automorphism g′ sending xk to xk + hk and fixing the other xi ’s does not send f to an
element of Ij . However, each term in g′(f ) is the lowest degree term in g′4(f ) having the
same power of xk . But, since Ij is a monomial ideal, every term of g′4(f ) is in Ij , which
means that g′(f ) is also in Ik . So, we have arrived at a contradiction and it follows that g4
is an element of G(A1, . . . ,An).
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the xi’s fixing the Ij ’s modulo those fixing the Aj ’s. Therefore U(I1, . . . , Ir ) is the quotient
of U(A1, . . . ,An) by the group of these automorphisms. 
Proof of Theorem 3.1(4). Given any point p ∈ X, there is an isomorphism ϕP :R →
ÔX,p. The group Aut(R) acts transitively on the fiber of B over X. This action extends
to C(I1, . . . , Ir ,B), showing that its fiber over X is a fiber bundle over the fiber of B
over X. Therefore, since C(I1, . . . , Ir ,B) is a fiber bundle over X, it is also a fiber bundle
over B . 
Lemma 3.5. Let < be the partial ordering on the xi ’s such that xi  xj if xj ∈ Bk implies
xi ∈ Bk for each Bk . Let I be the set of pairs (i, α) such that xα is in the complement of
Ai and if xα is linear, then xα < xi . A set of right coset representatives for G(B) over
G(A1, . . . ,An) is given by the set S of automorphisms g of the form
g(xi) = xi +
∑
(i,v)∈I
ai,vx
v
for each i .
Proof. Let us first show that if g ∈ S and h ∈ G(A1, . . . ,An) are automorphisms such that
g ◦ h ∈ S , then h is the identity map. Suppose that h is not the identity map. Let k be such
that the lowest graded piece hk of h(xi)−xi is minimal. The ordering < on the variables of
R can be extended to a partial ordering on monomials satisfying the relations f1f3  f2f4
if f1  f2 and f3  f4. Then for each monomial f , the terms of h(f ) − f are all either
of higher degree than f or of the same degree and strictly greater than f . The strictness
comes from the consequence of Lemma 3.3 that G is contained in G(A1, . . . ,An). Hence
the minimal terms of hk remain terms of g ◦ h(xk). Thus by Lemma 3.2, g ◦ h /∈ S . Thus
we have arrived at a contradiction and it follows that h is the identity map. Moreover,
by the proof of Theorem 3.1(1), the space S is an affine space of the same dimension as
G(B)/G(A1, . . . ,An) and so must be a full set of coset representatives. 
Proof of Theorem 3.1(5). The dimension of C(I1, . . . , Ir ) is the same as the dimension
of its interior. Since U(I1, . . . , Ir ) is a fiber bundle over B , its dimension is the sum of the
dimension of B and the dimension of the fiber. By Lemma 3.5, the dimension of the fiber is
the cardinality of I . Let A′i denote the ith ideal in the measuring sequence of B1, . . . ,Bm.
Then for each i , the monomials xα with (i, xα) ∈ I form a set of monomials generating
A′i/Ai as a vector space. Therefore, the dimension of the fiber is the sum of the colengths
Ai ’s minus the sum of the colengths of the A′i ’s. Thus we see that the constant depending
on B is the sum of the colengths of the A′i ’s minus the dimension of B . In the case that B
is the complete flag bundle on the tangent bundle of X or the dimension of X is at most
three, the dimension of B is equal to the sum of the colengths of the A′i ’s. 
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In the previous section we classified alignment correspondences according to their
measuring sequences. We found that the interiors of alignment correspondences with the
same measuring sequence are isomorphic up to quotienting by a finite group. In contrast,
the alignment correspondences themselves can vary quite a bit. In this section, we address
the question of how much these alignment correspondences vary.
Definition. Given two alignment correspondencesY1 and Y2, we will say that the alignment
correspondence corresponding to the concatenation of their defining sequences is obtained
by superimposing Y1 and Y2. We will say that Y1 is a universal alignment correspondence
with its measuring sequence if whenever we superimpose Y1 with another alignment
correspondence the natural projection to Y1 is an isomorphism.
For most practical purposes, understanding the geometry of the alignment correspon-
dence obtained by superimposing two alignment correspondences is as good as under-
standing the geometries of each of the two alignment correspondences that we superim-
posed. Thus, it is natural to ask whether there is a universal alignment correspondence for
a given measuring sequence. For most measuring sequences, we determine the answer to
this question. In Theorem 4.2, we prove that there is no universal alignment correspon-
dence for certain measuring sequences. In Theorem 4.3, we construct universal alignment
correspondences for several of the remaining measuring sequences. Our basic approach
is to focus our attention on a class of alignment correspondences with nice fiber bundle
structure as defined below.
Definition. If an alignment correspondence Y is a fiber bundle over another alignment
correspondence B such that B is its own interior and the interior of Y is a trivial bundle
over B , we will say that Y is directed over B .
By Theorem 3.1(4), every alignment correspondence is dominated by a directed
alignment correspondence with the same measuring sequence. Fibers of directed alignment
correspondences can be understood by their embedding in an appropriate Grassmanian.
Understanding these fibers is the heart of the problem of understanding directed alignment
correspondences.
Example 4.1. Consider the fiber F of C((x, y4), (x, y2)) over the space C((x, y2)). By
Lemma 3.5, the G((x, y2)) orbit of (x, y4) is the A2 of ideals of the form
(
x + ay2 + by3, y4).
As a subspace of the quotient (x, y2)/(x, y2)2, a basis for such an ideal is given by
{
xy + ay3, x + ay2 + by3}.
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(
xy + ay3)∧ (x + ay2 + by3)
with respect to the basis
{
y3 ∧ xy, y3 ∧ y2, y3 ∧ x, xy ∧ y2, xy ∧ x, y2 ∧ x}
of ∧2V4, we get a map from F to P5x0,...,x5 given by
(
x + ay2 + by3, y4)→ (−b, a2, a, a,1,0).
The closure of the image is cut out by
x2 − x3 = x5 = x1x4 − x22 = 0.
Thus, F is a cone over a conic. The boundary parameterizes the P1 of ideals of the form
(
αxy + βy2, x2, xy2, y3).
The cone point corresponds to the ideal
(
x2, xy, y3
)
.
In the following three theorems, let C(I1, . . . , Ir ) be an alignment correspondence with
measuring sequence A1, . . . ,An that is directed over B .
The first theorem will serve as a basic tool for understanding fibers of directed alignment
correspondences.
Theorem 4.1. Let xi have weight ei and let g be as in Lemma 3.5. Considering the ai,α’s
as coordinates for the fiber F of U(A1, . . . ,An) over B , give ai,α weight ei − α, making
each g(xi) homogeneous. Then there are homogeneous coordinate functions embedding F
in projective space in such a way that the closure F is the fiber of C(A1, . . . ,An) over B .
Moreover, if the weights of the coordinates on F are independent, the normalization of F
is a toric variety.
Proof. There is a natural embedding of F in a product of n Grassmanians. Let Vi be the
quotient of the union of the ideals in the G(B) orbit of Ai by the intersection of the ideals
in the G(B) orbit of Ai . Then the projection of C(A1, . . . ,An) to C(Ai) gives rise to a map
from F to the Grassmanian of subspaces of Vi of the appropriate dimension. The point of
F with coordinates ai,α is sent to the point corresponding to g(Ai) viewed as a subspace
of Vi . These Grassmanians can then be embedded in projective space via homogeneous
Plücker coordinates. Since g preserves homogeneity, with respect to these coordinates,
the coordinate functions will be homogeneous. Mapping the product of projective spaces
into a single projective space via the Segre embedding, the coordinate functions for F are
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of the coordinate functions are independent, then the coordinate functions can only be
monomials. Hence the normalization of F is a toric variety. The action of scaling the xi’s
gives the action of an open dense torus. 
Definition. We will say that xi is equivalent to xj if xi ∈ Aj and xj ∈ Ai . We will say
that two monomials are equivalent if they are of the same degree in the variables in
each equivalence class. We will say that coordinates ai,v and aj,w are equivalent if xi
is equivalent to xj and xv is equivalent to xw.
Theorem 4.2. Suppose that there are two inequivalent coordinates for the fiber F of
U(A1, . . . ,An) over B . Then there is no universal alignment correspondence with the
measuring sequence A1, . . . ,An.
Proof. We will prove the theorem by constructing an infinite sequence of ideals {Im}∞m=2
with the given measuring sequence such that the alignment correspondences corresponding
to finite subsequences do not stabilize.
Recall from Proposition 3.3 that there is a partial ordering of the xi ’s corresponding to
the sequence A1, . . . ,An and B corresponds to some completion of this partial ordering
to a total ordering ≺. Without loss of generality, assume that the indices of the xk’s are
such that ≺ contains the total ordering on the xk’s inherited from the total ordering on the
indices. If there are inequivalent coordinates for F for one ordering ≺ defining B , then
there are inequivalent coordinates for all orderings. Thus we are free to choose ≺. We first
show that we can choose ≺ so that there are two coordinates with indices given by an
entry of the first column of Table 1. Based on these two inequivalent coordinates we will
construct the sequence of ideals {Im}∞m=2 from the data in Table 1.
Suppose that there is a pair of inequivalent coordinates ai,ej and ak,el . Since there may
be several such pairs, we will chose a pair to minimize the larger of i − j and k − l.
This difference must be 1 and the indices for the pair of coordinates must be as in the
first or second row of the first column of Table 1. If there is no such pair of inequivalent
coordinates, then there is a coordinate ai,ej+ek with i minimal and j and k maximal. Let
≺ be chosen so that i = 1 and ej + ek is either equal to 2en or en + en−1. In the former
case, if n = 2, one can chose ≺ so there is an inequivalent coordinate corresponding to
the second entry in the first column of the third, fourth, or fifth row. If n = 2, then there
will be a second coordinate corresponding to the entry in the sixth row. In the latter case,
if characteristic of K is not 2, then one can choose B so that the indices of a pair of
inequivalent coordinates are given by the entries in the first column of the seventh row. In
characteristic 2, for a suitable choice of ≺, there will be a pair of inequivalent coordinates
corresponding to the entries in the first column of one of the last three rows. Thus, one can
always choose B so that there is a pair of inequivalent coordinates with indices given by
one of the rows of the first column of Table 1. Without loss of generality, assume that i < j
in the first row of Table 1. In the last two rows N is an integer larger than m that is 1 less
than a power of 2.
Given two inequivalent coordinates for F with pair of indices S given by one of the rows
in the first column of Table 1, we will construct the ideals J1, J2, and Im from the data in
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Generators for Im
S Im/J2 J1/Im
i, ei−1 xmi xj−1, . . . , xix
m−1
i−1 xj−1 xmi−1xj−1
j, ej−1 xmi−1xj
i, ei−1 xm+1i , . . . , x
m−1
i−1 x2i , x
m+1
i−1 xmi−1xi
i + 1, ei xmi−1xi+1
1,2en xm1 xn−1, . . . , x1x
2m−2
n xn−1 x2mn xn−1
1, en−1 + en x1x2m−1n
1,2en xm1 , . . . , x1x
2m−2
n x
2m
n
2,2en x2x2m−2n
1,2en xm1 xi−1, . . . , x1xi−1x
2m−2
n xi−1x2mn
i, ei−1 xix2mn
1,2en xm1 , . . . , x1x
2m−2
n x
2m
n
1,3en x1x2m−3n
1, en−1 + en xm1 , . . . , x1x2m−2n−1 x2mn−1
n, en−1 x2m−1n−1 xn
1, en−1 + en xm1 xi−1xN−1n−1 xN−1n . . . , xi−1xNn−1xNn xi−1xNn−1xNn
i, ei−1 x1xixN−1n−1 x
N−1
n
1, en−1 + en xm1 xN−mn−1 xN−mn , . . . , x1xN−1n−1 xN−1n xNn−1xNn
2, en−1 + en x2xN−1n−1 xN−1n
this row. We will construct J1 and J2 so that Im is sandwiched in between them and so that
J1 is linearly generated over J2 by monomials equivalent to those in the second and third
columns of the row. Let J2 be the ideal generated by monomials that appear as terms in
the G(B) image of the monomials in the second and third columns of this row, but are not
equivalent to any of them. Let Im be the ideal generated over J2 by the monomials of the
second column and equivalent monomials. Then J2 is the intersection of the ideals in the
G(B) orbit of Im and these monomials are a basis for Im/J2. Moreover, these monomials
together with the monomials equivalent to the one in the third column are a basis for the
union J1 of the ideals in the G(B) orbit of Im over J2. Let L be the lattice generated by
the vectors ei − v for i, v ∈ S . Let A denote the set of automorphisms g of R with
g(xi) = xi +
∑
(i,α)∈S
ai,αx
α
for each i from 1 to n. Let M be the subspace of J1/J2 generated by the monomials in the
second and third columns. Then the differences of the weights of these monomials lie in L.
The closure of the A orbit of Im in the Grassmanian of hyper-planes in J1/J2 is a cone
over a rational normal curve of degree m. Embedding the A-orbit of (I2, . . . , Im) in the
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P1’s. Therefore, there is no finite sequence of ideals with A-orbit dominating the A-orbit
of (I2, . . . , Im) for all values of m. Thus, there is no universal alignment correspondence
for the given measuring sequence. 
Theorem 4.3. If the measuring sequence A1, . . . ,An does not satisfy the hypotheses of
Theorem 4.2 then the coordinates for the fiber F of U(A1, . . . ,An,B) over B are all
coordinates in an equivalence class of a coordinate ai,v satisfying one of the following:
(1) v = ej ,
(2) v = ej + ek with xj and xk equivalent,
(3) v = ej + ek with xj and xk equivalent and j = k,
(4) v = ej + ek with xk in a unique equivalence class and j = k.
The last two cases happen only in characteristic 2. Let m be the number of elements in
the equivalence class of xi and l the number in the equivalence class of xj for any coordi-
nate ai,v . Then if m or l = 1 in the first or fourth case, l = 1 in the second, or l = 2 in the
third, then C(A1, . . . ,An,B) is a universal alignment correspondence for the measuring
sequence (A1, . . . ,An).
Proof. The fact that these are the only cases follows from the proof of Theorem 4.2. Let
G be the group of linear automorphism of R fixing the subspace V1 of m/m2 spanned
by the variables equivalent to xi and the subspace V2 spanned by variables equivalent to
xj and fixing all the variables outside of these two equivalence classes. In the first and
last case, F can be identified with the unipotent radical Um,l of the parabolic subgroup
Pm,l of GL(V1 ⊕ V2) fixing V1. The group G can be identified with the Levi subgroup
of Pm,l acting by conjugation. In the second case F can be identified with the space
of m-tuples of quadratic forms in l variables. An element of G viewed as an element
(g1, g2) ∈ GL(V1) × GL(V2) acts by the composition of the action of g1 by change of
variables and the action of g2 by matrix multiplication. The third case is similar to the
second, except that the space of m-tuples of quadratic forms is taken modulo the image of
the Frobenius on the space of linear forms.
If m and l are as in the hypotheses of the theorem then G is the group of all linear
transformations of the affine space F . In the third case, this is less straightforward, but
using the fact that the characteristic is 2, GL(V2) acts on F by the cofactor matrix of
the matrix giving the action on V2. The fiber of C(A1, . . . ,An,B) over B is a projective
space in which the only fixed subvariety under G is the boundary. Thus it follows that it
is the universal G-equivariant compactification of F and hence that C(A1, . . . ,An,B) is
universal. 
Universal alignment correspondences are relatively easy to understand. Those with
fibers that are toric varieties by Theorem 4.1 are more complicated, but there are still
techniques for understanding them [11,12]. The remaining alignment correspondences
seem quite difficult to understand.
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the alignment correspondence C(A1, . . . ,An,B) is universal. However, the ideal I =
(x, y,m3) in K[[x, y, z,w]] has measuring sequence (x, y,m2), (x, y,m2),m,m. But,
C((x, y,m2), I ) is not a universal alignment correspondence since it is not isomorphic
to C((x, y,m2), I, I 2).
The two simplest measuring sequences for which we have not yet determined whether
there is a universal alignment correspondence are the measuring sequences (x,m3), m, m
and (x, y,m2), (x, y,m2), (z,w,m2), (z,w,m2). Fibers of alignment correspondences for
sequences of ideals with the first measuring sequence have fibers over B corresponding to
compactifications of the space of quadratic form in two variables that are equivariant under
the action of scaling the two variables. In the second case, the fibers correspond to com-
pactifications of the space of 2 × 2 matrices equivariant under right and left multiplication
by GL2(K). A deeper understanding of equivariant compactification of algebraic groups
such as GLn in the setting of alignment correspondences may be key to understanding
some of the other alignment correspondences that do not have toric varieties as fibers.
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