Abstract. Let Γ be a compact tropical curve (or metric graph) of genus g. Using the theory of tropical theta functions, Mikhalkin and Zharkov proved that there is a canonical effective representative (called a break divisor ) for each linear equivalence class of divisors of degree g on Γ. We present a new combinatorial proof of the fact that there is a unique break divisor in each equivalence class, establishing in the process an "integral" version of this result which is of independent interest. As an application, we provide a "geometric proof" of (a dual version of) Kirchhoff's celebrated Matrix-Tree Theorem. Indeed, we show that each weighted graph model G for Γ gives rise to a canonical polyhedral decomposition of the g-dimensional real torus Pic g (Γ) into parallelotopes C T , one for each spanning tree T of G, and the dual Kirchhoff theorem becomes the statement that the volume of Pic g (Γ) is the sum of the volumes of the cells in the decomposition.
Introduction
Let Γ be a compact tropical curve (or metric graph) of genus g. There is a canonical continuous map π : Div g + (Γ) → Pic g (Γ) taking an effective divisor of degree g on Γ to its linear equivalence class. Using tropical theta functions, Mikhalkin and Zharkov [MZ08] showed that there is a canonical continuous section σ to the map π. In particular, every divisor class of degree g has a canonical effective representative. (This is in sharp contrast to the situation for compact Riemann surfaces, where the analogous map π does not admit such a section.) Although not stated explicitly in that paper, one can deduce easily from the results in [MZ08] that the image of σ is the set of break divisors in Div g + (Γ) (combine Theorem 6.5, Corollary 6.6, and Lemma 8.3 from [MZ08] ).
In this paper, we study break divisors in detail and give some applications. One application is a new combinatorial proof of the existence of the section σ which does not make use of tropical theta functions; this proof has the advantage that it yields an integral version of the Mikhalkin-Zharkov theorem. Another application is a "geometrization" of Kirchhoff's celebrated Matrix-Tree Theorem: we show that for each weighted graph model G for Γ, there is a canonical polyhedral decomposition of the g-dimensional real torus Pic g (Γ) into parallelotopes C T , one for each spanning tree T of G; from this point of view Kirchhoff's theorem (or rather its matroid dual ) becomes the statement that the volume of Pic g (Γ) is the sum of the volumes of the cells in the decomposition.
In order to define break divisors, it is convenient to fix a model G for Γ. For each spanning tree T of G, let Σ T (resp. Σ
• T ) be the image of the canonical map e ∈Tē → Div g + (Γ) (resp. e ∈T e
• → Div g + (Γ)) sending (p 1 , . . . , p g ) to (p 1 )+· · ·+(p g ). (Hereē denotes a closed edge and e
• denotes the corresponding open edge with the endpoints removed.) We call Σ := T Σ T the set of break divisors on Γ. It does not depend on the choice of the model G. Our first main result is a new combinatorial proof of the following theorem of Mikhalkin and Zharkov: Theorem 1.1. Every degree g divisor on Γ is linearly equivalent to a unique break divisor.
Since Σ is compact, and a continuous bijection between compact Hausdorff spaces is a homeomorphism, the theorem implies that π induces a homeomorphism from Σ onto its image. The canonical section σ is the inverse of this homeomorphism.
Our combinatorial proof of Theorem 1.1 is based on a study of orientable divisors. If O is a (not necessarily acyclic) orientation of Γ, we define a corresponding divisor D O of degree g − 1 by the formula
We call divisors of this form orientable. We will show by a constructive procedure that every divisor of degree g −1 is linearly equivalent to an orientable divisor. More precisely, fix q ∈ Γ. We say that an orientation is q-connected if there is a directed path from q to p for every p ∈ Γ. A divisor of the form D O , with O a q-connected orientation, is called q-orientable. We will prove: Theorem 1.2. Fix q ∈ Γ. Every divisor of degree g − 1 on Γ is linearly equivalent to a unique q-orientable divisor.
There is a close connection between break divisors and q-orientable divisors. Indeed, we will see that the map sending a degree g divisor D to the degree g − 1 divisor D − (q) induces a bijection between break divisors and q-orientable divisors. Using this observation, one deduces in a completely formal way that Theorem 1.1 and Theorem 1.2 are in fact equivalent.
One advantage of our approach to Theorems 1.1 and 1.2 is that it enables us to prove an integral version of Theorem 1.1 for finite unweighted graphs G (or equivalently, finite weighted graphs in which all edges have length 1). Indeed, if we define an integral break divisor to be a break divisor supported on the vertices of G, then the constructive procedure furnished by our proof of Theorem 1.2 shows: Theorem 1.3. Every degree g divisor supported on the vertices of G is linearly equivalent to a unique integral break divisor.
As a consequence of Theorem 1.3, the set Pic g (G) of divisors of degree g on G modulo linear equivalence is canonically in bijection with the set of integral break divisors. In particular, the number of integral break divisors is equal to the number of spanning trees of G.
We now turn to a more detailed discussion of the connection between break divisors, polyhedral decompositions of Pic g (Γ), and Kirchhoff's Matrix-Tree Theorem. Let G be a weighted graph with associated metric graph Γ. Recall that Σ := T Σ T , where the union is over all spanning trees T of G. If we define C T = π(Σ T ), then clearly Pic g (Γ) = T C T by Theorem 1.1. It turns out that each cell C T is a parallelotope and that if T = T then the relative interiors of C T and C T are disjoint. Thus Pic g (Γ) has a polyhedral decomposition depending only on the choice of the model G. It is not hard to check that if G is a refinement of G, then the cell decomposition coming from G is a refinement of the cell decomposition coming from G. Example 1.4. Let Γ be the metric graph consisting of two vertices joined by three edges of lengths 2, 1, and 2, respectively. Fix a model G for Γ in which all edge lengths have length 1. In Figure 1 we have listed all spanning trees of G and the corresponding cell decomposition of Pic 2 (Γ). We have labeled the center of each cell with its corresponding break divisor.
Since the canonical map from Σ = Σ T to Pic g (Γ) is a homeomorphism and C T is the projection to Pic g (Γ) of the cube Σ T , it follows easily that if T, T are spanning trees of G then the dimension of C T ∩ C T ⊂ Pic g (Γ) is equal to the dimension of Σ T ∩ Σ T inside e∈Eē . In particular, C T ∩ C T is non-empty if and only if e ∈Tē ∩ e ∈T ē is non-empty.
Moreover, recall from [MZ08] that Pic g (Γ) is canonically a principal homogeneous space for the Picard group Pic 0 (Γ) and that there is a canonical isomorphism (the "tropical Abel-Jacobi map") between Pic 0 (Γ) and Jac(Γ) = H 1 (Γ, R)/H 1 (Γ, Z), which is a real torus of dimension g. The intersection form on H 1 (Γ, Z) gives rise to a canonical translation-invariant Riemannian metric on Jac(Γ), and via translation-invariance Pic g (Γ) is equipped with a canonical metric as well. In particular, the volume of Pic g (Γ) and of each of the cells C T is well-defined.
Theorem 1.5. For each spanning tree T of G, the volume of the parallelotope C T is
, where w(T ) := e ∈E(T ) (e) is the product of the lengths all edges of G not in T . Moreover, the volume of Jac(Γ) is det(CC t ), where C is any matrix whose rows form a Z-basis for H 1 (G, Z).
Since distinct cells C T intersect in positive codimension, we have Vol(Jac(Γ)) = T Vol(C T ) and thus Theorem 1.5 implies the following dual version of Kirchhoff 's Matrix-Tree Theorem: Corollary 1.6. For any weighted graph G,
The usual version of Kirchhoff's Matrix-Tree Theorem is (a special case of) the dual statement that for any weighted graph G, we have
where w (T ) := e∈E(T ) (e) is the product of the lengths all edges of G in T and B is any matrix whose rows form a Z-basis for the cocycle lattice of G (which is the intersection of C 1 (G, Z) with the orthogonal complement of H 1 (G, R) in C 1 (G, R)).
Note that the dual version of Kirchhoff's theorem, like the cycle lattice H 1 (G, Z), is unchanged if we replace G by a different model G for the same metric graph Γ. This is not true of the usual version of Kirchhoff's theorem, or of the cocycle lattice. 
Definitions and background
2.1. Metric graphs.
Definition 2.1. A metric graph (or abstract tropical curve) Γ is a compact connected metric space such that every point p ∈ Γ has a neighborhood isometric to a star-shaped set.
For the purposes of this paper, we define a weighted graph to be a finite, connected graph G with no loop edges, together with a collection of positive weights L e (which we also call lengths), one for each edge.
A weighted graph G gives rise to a metric space Γ in the following way. To each edge e, associate a line segment of length L e , and identify the ends of distinct line segments if they correspond to the same vertex of G. The points of these line segments are the points of Γ. We call G a model for Γ. The distance between two points x and y in Γ is defined to be the length of the shortest path between them.
It is easy to check that every metric graph arises from this construction, though the weighted graph model is not unique. Write G ∼ G if the two weighted graphs G, G admit a common refinement, where we refine a weighted graph by subdividing its edges in a manner that preserves the total length. This yields an equivalence relation on the collection of weighted graphs, and two weighted graphs are equivalent if and only if their associated metric graphs are isometric. There is thus a bijective correspondence between metric graphs and equivalence classes of weighted graphs (see [BF11] for details). Let R(Γ) be the group consisting of continuous piecewise affine functions with integer slopes. This can be viewed as the space of tropical rational functions on Γ, cf. [GK08, MZ08] . Let ∆ be the Laplacian operator on Γ; for f ∈ R(Γ) we have
where −σ p (f ) is the sum of the slopes of f in all tangent directions emanating from p. (A tangent direction at a point p ∈ Γ is an equivalence class of paths emanating from p, where two paths are equivalent if they share a common initial segment.) Let Prin(Γ) be the subgroup {∆(f ) | f ∈ R(Γ)} of Div 0 (Γ) consisting of principal divisors. We write D ∼ D if D − D belongs to Prin(Γ) and say that D and D are linearly equivalent. For D ∈ Div(Γ), we define the complete linear system |D| to be the set of all effective divisors E equivalent to D, i.e., |D| = {E ∈ Div(Γ) | E ≥ 0, E ∼ D}. Similarly, we define |D| q to be the set of divisors equivalent to D which are effective outside q:
Remark 2.2. Given an effective divisor D, it is customary to think of D(v) as the number of "chips" placed at the point v ∈ Γ. For a subset X of Γ consisting of a finite union of closed intervals, one can construct a rational function f ∈ R(Γ) which is 0 on X and outside an -neighborhood of X (for some sufficienly small ), with slope 1 in each outgoing direction from X. Replacing D with D + ∆(f ) has the effect of moving a chip a distance of along each outgoing direction from X, and is often called "firing" the subset X. Every element of R(Γ) can be written as a finite integer-affine combination of functions of this form, and therefore one can describe linear equivalence of divisors on Γ in terms of chip firing. Lemma 2.4 (Principle of least action). If D is q-reduced and f ∈ R(Γ) is a tropical rational function with D + ∆(f ) ∈ |D| q , then f has a global minimum at q.
Proof. Consider the set of points where f achieves its (global) minimum value. If this set is not {q} then we may find a closed connected component X not containing q. By Definition 2.3 there exists p ∈ ∂X such that D(p) < outdeg X (p). On the other hand, we have ∆(f )(p) < −outdeg X (p), and thus
The importance of reduced divisors is given by the following theorem (see, e.g., [HKN13, Luo11] ).
Theorem 2.5. Fix q ∈ Γ. There is a unique q-reduced divisor in each linear equivalence class of divisors on Γ. 
The tropical Abel-Jacobi theory identifies (as topological groups) Pic 0 (Γ) with the Jacobian torus
Here Ω(Γ) denotes the space of harmonic 1-forms on Γ. A harmonic 1-form on Γ is obtained by assigning a real-valued slope to each edge in Γ in such a way that the sum of the incoming slopes is zero at every vertex. The homology group H 1 (Γ, Z) embeds as a lattice in Ω * (Γ) (the dual vector space of Ω(Γ)) by integration of 1-forms along 1-cycles. There is a canonical identification of Ω(Γ) * with the singular cohomology space H 1 (Γ, R), so we will often write
The vector space H 1 (Γ, R) is equipped with a natural translation-invariant Riemannian metric which induces a canonical metric, and in particular a canonical volume form, on the quotient torus Jac(Γ).
For each positive integer d, the corresponding Abel-Jacobi map is identified with the map S Here is another way to characterize break divisors, following [MZ08] . If p is a vertex of some model G for Γ, there is a natural bijection between tangent directions at p and edges of G incident to p. For ε > 0 sufficiently small, there is a well-defined point p + εη at distance ε from p in the direction η. Let p 1 , . . . , p g be (not necessarily distinct) points on Γ and for each i let η i be a tangent direction at p i . If Γ\{q 1 , . . . , q g } is a tree (i.e., is connected and simply connected) for ε > 0 sufficiently small, where q i = p i + εη i , we call the collection
)} be a break set and let ε > 0 be small enough so that Γ\{q 1 , . . . , q g }, where q i = p i + εη i , is a tree and all q i 's have valence 2. Fix a model G for Γ such that p i ∈ V (G) and q i ∈ V (G) for all i. It follows that Γ\{q 1 , . . . , q g } contains a spanning tree T of G, and that p i ∈ē i , where Γ\T =
Conversely, assume G is a model of Γ and, for some spanning tree T of G, we have Γ\T = Because of the lemma, we will sometimes denote a break set by (D, η), where D = (p 1 ) + · · · + (p g ) is a break divisor and η = {η 1 , . . . , η g } is the corresponding set of break directions.
Remark 3.2. If we think of a metric graph as made of wires, one can think of a break set as a rule for snipping the wires so that the resulting network is connected and simply connected. More formally, define a fundamental domain for Γ to be a pair (F, ψ) consisting of a (not necessarily compact) connected and simply connected topological space F and a continuous bijection ψ : F → Γ. We identify two fundamental domains (F, ψ) and (F , ψ ) if there is a homeomorphism φ : F → F such that ψ = ψ • φ. Then one can show that there is a natural bijection between fundamental domains for Γ and break sets. An orientation O of a metric graph Γ is an equivalence class of pairs (G, O), where G is a model for Γ and O is an orientation of the edges of G, where the equivalence relation is generated by the operation of replacing G by a refinement G and letting O be the orientation induced by O.
For q ∈ Γ, we say that an orientation O is q-connected if there is a directed path from q to p for every p ∈ Γ.
Given q ∈ Γ, there is a canonical way to associate a q-connected orientation O to any break set {(p 1 , η 1 ), . . . , (p g , η g )}, as follows. Choose ε > 0 small enough so that, setting q i = p i +εη i , we have (i) Γ\{q 1 , . . . , q g } is a tree, (ii) all q i 's have valence 2, and (iii) q = q i for any i. We get an associated q-connected orientation O ε by orienting all edges away from q in this tree, and letting ε → 0 gives the desired q-connected orientation O. (In terms of the corresponding fundamental domain (F, ψ) described in Remark 3.2, O corresponds to orienting all paths away from ψ −1 (q) in the connected and simply connected space F .) Conversely, there is a canonical way to associate a break divisor D (O,q) to a q-connected orientation O:
induces a bijection between break divisors and q-orientable divisors.
Proof. Let D = (p 1 ) + · · · + (p g ) be a break divisor and consider an associated break set {(p 1 , η 1 ), . . . , (p g , η g )} as in Lemma 3.1. Let O be the associated q-connected orientation as above.
Let
, where s(p) is the number of tangent directions η i with p i = p, and if p = q then indeg O (p) = s(p). Thus for every p ∈ Γ, the coefficient of (p) in D O + (q) is equal to s(p), which is equal to D(p) by construction. This proves that φ q induces a map from break divisors to q-orientable divisors.
The map φ q is clearly injective. To see that it is surjective, suppose D O is a q-orientable divisor corresponding to a q-connected orientation O. We will equip the effective divisor D O + (q) with a set of tangent directions η so that (D O + (q), η) is a break set. By breaking an edge e adjacent to p, we will mean adding the tangent direction at p which corresponds to the edge e to the set η. If indeg O (q) ≥ 1, break all the incoming edges at q. For each p = q with indeg O (p) ≥ 2, break all but one of the incoming edges at p. (The unbroken edge can be chosen arbitrarily.) Then one easily checks that |η| = g and (D O + (q), η) is a break set.
Note that the set of break directions is not uniquely determined by O, so we do not get a bijection between q-connected orientations and break sets (see Figure 5) .
As a formal consequence of Lemma 3.3, we have: Given a divisor D ∈ Div(G) we define
where D| S denotes the restriction of
If S and T are disjoint subsets of V (G), we define e(S, T ) to be the number of edges of G with one end in S and the other end in T . We define e(S) to be the number of edges both of whose endpoints belong to S.
A submodular function is function f from the collection of subsets of V (G) to R such that for any subsets S, T of V (G), we have
If equality holds, then f is called modular. The following lemma is an immediate consequence of (4.1).
Lemma 4.2. Subsets where a submodular function takes its minimum value are closed under intersection and union. 
Proof. By definition, we have χ(S, D) = deg(D| S ) + |S| − e(S).
One easily checks that f 1 (S) = deg(D| S ) and f 2 (S) = |S| are modular and that f 3 (S) = −e(S) is submodular, and the result follows.
More precisely, we have the following quantitative refinement of submodularity:
Lemma 4.4. For any subsets S, T of V (G), we have
T \S).
In particular, if S ∩ T = ∅ then
Proof. Since we have χ(S, D) = deg(D| S )+|S|−e(S), and both deg(D| S ) and |S| are modular functions, it suffices to prove e(S) + e(T ) + e(S\T, T \S) = e(S ∩ T ) + e(S ∪ T ). This is a well-known stronger version of the submodularity of e(·).
For a given divisor D ∈ Div(G) we define Remark 4.9. It follows from Lemma 4.4 that one only needs to check the condition χ(S, D) ≥ 0 for subsets S whose induced subgraph is connected : if the condition is satisfied for all connected components of a set, it is automatically satisfied for the whole set by (4.6). (2) S = S 0 . In this case, it follows from definitions that χ(S,
(3) S ⊆S 0 . In this case, it follows from definitions and (4.6) that 
If we repeat this procedure we are therefore guaranteed to stop, at which point we will have an orientable divisor.
There can be many different orientations associated to a given orientable divisor. Also, in each equivalence class of divisors of degree g − 1 there can be many different orientable divisors. Our next goal is to show that one can obtain a uniqueness result by fixing a vertex q.
Recall from Section 1 that an orientation of G is called q-connected if there exists an oriented path from q to each vertex p of G. Also, a divisor D ∈ Div(G) is called q-orientable if there exists a q-connected orientation O on G such that at every point p ∈ V (G) we have Proof. If D is q-orientable, it is in particular orientable and it follows from Theorem 4.8 that χ(S, D) ≥ 0 for all ∅ = S ⊆ V (G)\{q}. If χ(S, D) = 0 for some subset S then all edges connecting S toS will be directed away from S in any associated orientation, and the orientation will not be q-connected. Now suppose that D is an orientable divisor and that χ(S, D) > 0 for all ∅ = S ⊆ V (G)\{q}. We will show that for any orientation associated to D there is a directed path from q to any other vertex. Let p = p 1 be an arbitrary vertex in V (G)\{q}. Since χ({p 1 }, D) > 0 there exists an edge oriented towards p 1 . Let p 2 be the other end of this oriented edge. If p 2 = q we have found a directed path from q to p. Otherwise {p 1 , p 2 } ⊆ V (G)\{q} and we have χ({p 1 , p 2 }, D) > 0. Continuing this procedure will yield a directed path from q to p.
Fix a vertex q. For a D ∈ Div(G), we define
Lemma 4.12. Fix a vertex q and let E ∈ Div(G) be an orientable divisor, but not qorientable. If S 1 , S 2 ∈ S q (E), then S 1 ∪ S 2 ∈ S q (E). In particular, S q (E) has a unique maximal element (with respect to inclusion).
Proof. When restricted to subsets of V (G)\{q}, χ(·, D) is still a submodular function. By Lemma 4.2, there is a unique maximal subset of V (G)\{q} for which χ(S, D) = χ D , namely the union of all such subsets. Since E is orientable but not q-orientable, it follows from Theorem 4.8 and Proposition 4.11 that the maximal set is non-empty, hence lies in S q (E).
Theorem 4.13. Fix a vertex q. Every divisor D ∈ Div g−1 (G) is equivalent to a unique q-orientable divisor.
Proof. Existence. By Theorem 4.10 we know that D ∼ D 1 for some orientable divisor D 1 . If D 1 is not already q-orientable, let S 1 be the unique maximal element of S q (D 1 ), which exists by Lemma 4.12. In any orientation associated to D 1 all edges connecting S 1 to its complement are directed from S 1 toS 1 . Also, it follows from the maximality of S 1 that there is a directed path from q to any vertex p ∈S 1 . We now replace D 1 with the divisor D 2 obtained by firing all vertices in the subsetS 1 . This reverses the orientation of edges connectingS 1 and S 1 , directing them toward S 1 , and leaves all other orientations unchanged. If D 2 is not already q-orientable, there exists a maximal element S 2 of S q (D 2 ). Since there is a directed path from q to any vertex p ∈S 1 , as well as at least one vertex in S 1 , it follows that S 2 is a proper subset of S 1 . We now fire the subsetS 2 and proceed as before. This procedure must eventually terminate in a q-orientable divisor.
Uniqueness. Let D 1 and D 2 be distinct orientable divisors and write D 1 = D 2 + ∆(f ). Consider the (non-empty) set X V (G) where f achieves its (global) minimum value. We have 0
It follows that χ(X, D 1 ) = χ(X, D 2 ) = 0. This means that in any orientation associated to D 1 all edges are directed away from X, and in any orientation associated to D 2 all edges are towards X. Thus there cannot be a vertex q for which D 1 and D 2 are both q-orientable.
Remark 4.14. It follows from the proofs of Theorem 4.10 and Theorem 4.13 that we have the following algorithm 2 for finding the unique q-orientable divisor equivalent to a given divisor D.
( It turns out that semi-models are more convenient to work with than models when we want to show that certain algorithms for metric graphs terminate. We will obtain results similar to those in Section 4.1 by reducing the metric graph case to the case of finite graphs via semi-models. D) .
Proof. Suppose D is given by the q-connected orientation O on Γ. Then O naturally induces a q-connected orientation 3 on the semi-model G. On each edge e ∈ E(G)\E(G D ), the orientation O on Γ must look like two arrows pointing toward a single point in the support of D. Hence, after removing these edges, O is still a q-connected orientation on G D and the resulting divisor is D G . Conversely, given a q-connected orientation on G D for D G , we obtain an orientation for D on Γ by directing every edge e ∈ E(G)\E(G D ) toward the corresponding point in the support of D.
By Lemma 4.15, in order to show that D ∈ Div(Γ) is q-orientable, it suffices to show that there is a semi-model G for D such that D G is q-orientable on G D . This helps us reduce our problems to the case of finite graphs. 
. Let C be the cut consisting of all the closed intervals connecting S k to points of T k , and fire by moving each chip on an interval in C a distance toward S k . We call the resulting divisor D k+1 . Clearly, G is again a semi-model for D k+1 . The claim in the proof of Theorem 4.10 also holds here (with a similar proof), i.e., for each k ≥ 0, either
. Therefore this procedure is guaranteed to stop, at which point we will have an orientable divisor. For
is not already q-orientable, then by Proposition 4.11 and Lemma 4.12 there is a unique maximal element
. Define and C exactly as in the proof of Theorem 4.17, and fire by moving each chip on an interval in C a distance toward S k . Clearly, G is also a semi-model for the resulting divisor D k+1 .
In obtaining D k+1 from D k , at least one chip must arrive at some vertex v ∈ S k , so there is a directed path from q to v in the corresponding orientation O k+1 . Thus S k+1 is a proper subset of S k , and the algorithm will terminate to give a q-orientable divisor.
Uniqueness. This is identical to the proof of uniqueness in Theorem 4.13, starting with distinct orientable divisors D 1 and D 2 and letting G be a model for Γ such that V (G) contains
4.3. Break divisors and universally reduced divisors. Break divisors, like q-reduced divisors, provide a way for us to pick out a distinguished representative from each linear equivalence class of divisors. In this section we link the two notions by characterizing break divisors as limits of degree g effective divisors which are q-reduced for all q ∈ Γ.
Lemma 4.19. An effective divisor D on Γ is q-reduced for every q ∈ Γ if and only if |D| = {D}.
Proof. If D is q-reduced for every q ∈ Γ, it follows from the least action principle that |D| = {D}, exactly as in the proof of Lemma 3.5. Conversely, if D is effective then for every q the unique q-reduced divisor D q equivalent to D is also effective, so if |D| = {D} we must have D q = D.
We define a divisor on Γ to be universally reduced if it has degree g, is effective, and is q-reduced for every q ∈ Γ. Theorem 4.21. The canonical map π : Div
. In particular, the number of integral break divisors is equal to the number of spanning trees of G.
Proof. Choose q ∈ V (G). Then the result follows from Theorem 4.13, which says that every element of Div g−1 (G) is linearly equivalent to an integral divisor of the form D O with O a q-connected orientation, together with the equivalence of Theorem 1.1 and Theorem 1.2.
Remark 4.22. One can interpret Theorem 4.21 as follows: although the set of spanning trees of G is not canonically a torsor for Pic 0 (G), the set Σ(G) of integral break divisors is. Fixing a vertex q of G gives a bijection between Pic 0 (G) and Pic g (G), and for a generic choice of λ ∈ Jac(Γ) there will be exactly one element of Pic
Thus the pair (q, λ) provides a bijection between elements of Pic 0 (G) and spanning trees.
5. The dual Matrix-Tree Theorem 5.1. Weights of spanning trees and volumes. Let Γ be a metric graph and let the weighted graph G be a model for Γ. Given any spanning tree T of G we define the weight of T to be the product of the lengths of all edges of G not in T :
We also define
the sum being over all spanning trees of G. It is easy to check that w(G) is invariant under refinement, and therefore depends only on the underlying metric graph Γ. We will therefore also denote w(G) by w(Γ).
Let Λ be a lattice, i.e., a free Z-module of some rank g equipped with a symmetric integervalued bilinear form ·, · whose corresponding quadratic form is positive definite on Λ R := Λ ⊗ R. We denote by Vol(Λ) the volume of any fundamental domain for Λ, or equivalently, the volume of the the real torus Λ R /Λ. If M is any Gram matrix for Λ, i.e., the matrix ( λ i , λ j ), where λ 1 , . . . , λ g is a basis for Λ, then it is well known that Vol(Λ) = det(M ).
Our goal in this section is to give a geometric proof, via the decomposition of Pic g (Γ) into the cells C T , of the following "dual version" of Kirchhoff's Matrix-Tree Theorem. One can explicitly calculate a Gram matrix for H 1 (Γ, Z) as follows. Fix an arbitrary orientation of the model G and a spanning tree T of G. For each e ∈ T , the fundamental cycle c(T, e) is the unique element of H 1 (G, Z) contained in T ∪ e. It is well known that the set C(T ) := {c(T, e) : e ∈ E(G)\E(T )} of fundamental cycles associated to T forms a basis for H 1 (Γ, Z).
Let m = |E(G)| and let g = |E(G)| − |V (G)| + 1 be the rank of H 1 (Γ, Z). Let C T denote the g × m matrix whose rows correspond to basis elements c(T, e) ∈ C(T ). For this, first fix a labeling {e 1 , e 2 , · · · , e m } of E(G). The (i, j)-entry of C T is      + (e j ) if +e j appears in c(T, e i ); − (e j ) if −e j appears in c(T, e i ); 0 otherwise.
Then C T C t T is a Gram matrix for H 1 (Γ, Z) and consequently for any spanning tree T we have Fix an identification of Jac(Γ) with Pic g (Γ) and let D T be the cell in Jac(Γ) corresponding to the cell C T in Pic g (Γ). In order to prove Theorem 5.2, it suffices to prove the following result:
Proposition 5.4. Vol(D T ) = w(T )/ det(C T C t T ) = w(T )/Vol(Jac(Γ)) . Proof. Letẽ denote the orthogonal projection of an oriented edge e in C 1 (Γ, R) onto H 1 (Γ, R). Then the volume of D T is equal to the det(L T L t T ), where L T is the g × m matrix whose rows correspond to the basis elementsẽ for e ∈ T .
Let D T denote the g × g diagonal matrix whose (i, i)-entry is (e i ) for e i ∈ T . Then
and therefore
5.2. Matroid duality. We now explain the precise sense in which Theorem 5.2 is dual to the usual version of Kirchhoff's Matrix-Tree Theorem. In order to do this, we first give a slightly more canonical formulation of the latter.
Given any spanning tree T of G, we define the coweight of T to be the product of the lengths all edges of G in T :
We also define w (G) := T w (T )
to be the sum of w (T ) over all spanning trees of G. Note that, unlike w(G), the quantity w (G) is not invariant under refinement and is therefore not an invariant of the metric graph Γ.
Theorem 5.5 (Kirchhoff's Matrix-Tree Theorem, Canonical Version). Let B be the cocycle lattice (or lattice of integer cuts) of G . Then Vol(B) 2 = w (G). Equivalently, if M is any Gram matrix for B then det(M ) = w (G).
If we fix a vertex q of G, then the reduced Laplacian matrix Q = Q q obtained by deleting the row and column corresponding to q in the usual weighted Laplacian matrix for G is the Gram matrix of the basis for B consisting of ∂ * (p) for vertices p = q, where ∂ * : C 0 (G, Z) → C 1 (G, Z) is adjoint to the usual boundary map ∂ : C 1 (G, Z) → C 0 (G, Z). We therefore obtain:
Corollary 5.6 (Kirchhoff's Matrix-Tree Theorem, Usual Version). Fix q ∈ V (G) and let Q be the corresponding reduced Laplacian matrix. Then det(Q ) = w (G).
Theorem 5.5 is dual to Theorem 5.2 in the precise sense that it is obtained by interchanging the cycle lattice with the cocycle lattice and weights with coweights. As is well known, interchanging the cycles and cocycles in a graph is a special case of matroid duality.
Remark 5.7. The classical linear-algebraic proof of Kirchhoff's Matrix-Tree Theorem is an application of the Cauchy-Binet formula. One can also prove Theorem 5.2 via the Cauchy-Binet formula; we omit the details. We note in addition that a generalization of the computations in [KS00, Lemma 3.4] [CY09, Lemma 2] to the setting of weighted graphs can be used to prove that Kirchhoff's Matrix-Tree Theorem and its dual version are equivalent.
