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Abstract
Dynamic time warping constitutes a major tool for analyzing time se-
ries. In particular, computing a mean series of a given sample of series
in dynamic time warping spaces (by minimizing the Fre´chet function) is
a challenging computational problem, so far solved by several heuristic
and inexact strategies. We spot some inaccuracies in the literature on
exact mean computation in dynamic time warping spaces. Our contribu-
tions comprise an exact dynamic program computing a mean (useful for
benchmarking and evaluating known heuristics). Based on this dynamic
program, we empirically study properties like uniqueness and length of a
mean. Moreover, experimental evaluations reveal substantial deficits of
state-of-the-art heuristics in terms of their output quality. We also give
an exact polynomial-time algorithm for the special case of binary time
series.
Keywords: time series analysis, Fre´chet function, dynamic programming,
exact exponential-time algorithm, empirical evaluation of heuristics
1 Introduction
Time series such as acoustic signals, electrocardiograms, and internet traffic
data are time-dependent observations that vary in length and temporal dy-
namics. Given a sample of time series, to filter out the corresponding varia-
tions, one major direction to time series averaging applies dynamic time warping
(dtw). Different dtw-averaging approaches have been applied to improve near-
est neighbor classifiers and to formulate centroid-based clustering algorithms in
dtw-spaces [1, 15, 19, 22, 27, 28, 33].
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The most successful approaches pose time series averaging as an optimization
problem [8, 15, 25, 30, 33]: Suppose that X = (x(1), . . . , x(k)) is a sample of
k time series x(i). Then a (weighted Fre´chet) mean in dtw-spaces is usually
defined as any time series z that minimizes the weighted Fre´chet function [11]
Fw(z) :=
k∑
i=1
wi · dtw
(
z, x(i)
) 2
,
where dtw(x, y) denotes the dtw-distance between time series x and y and w =
(w1, . . . , wk) is a given k-dimensional weight vector (usually assumed to satisfy
0 ≤ wi ≤ 1 for all i ∈ [k] and
∑k
i=1 wi = 1). We refer to the problem of
minimizing Fw over the set T of all finite time series as the Weighted DTW-
Mean problem. In the special case of wi = 1/k for all i ∈ [k], we write F (z)
and refer to the problem of minimizing F over the set T as DTW-Mean.
A variant of the DTW-Mean problem constrains the solution set T to
the subset Tm ⊆ T of all length-m time series. For both the constrained and
unconstrained DTW-Mean variant, solutions are guaranteed to exist, but are
not unique in general [30].
As has been shown very recently, DTW-Mean is NP-hard, W[1]-hard with
respect to the sample size k, and not solvable in ρ(k) · no(k) time for any com-
putable function ρ (where n is the maximum length of any input time series)
assuming a plausible complexity-theoretic hypothesis [6]. Algorithms with expo-
nential time complexity have been falsely claimed to provide optimal solutions
[15, 24, 25]. Existing heuristics approximately solve the constrained DTW-
Mean problem [8, 25, 30]. Thereby, the length m of feasible solutions is speci-
fied beforehand without any knowledge about whether the subset Tm contains
an optimal solution of the unconstrained DTW-Mean problem. In summary,
the development of nontrivial exact algorithms are to be considered widely open.
Our Contributions. We discuss several problematic statements in the literature
concerning the computational complexity of exact algorithms for DTW-Mean.
We refute (supplying counterexamples) some false claims from the literature
and clarify the known state of the art with respect to computing means in dtw-
spaces (Section 3). We show that in case of binary time series (both input
and mean) there is an exact polynomial-time algorithm for mean computation
in dtw-spaces (Section 4). We develop a dynamic program as an exact algo-
rithm for the (unconstrained) Weighted DTW-Mean problem on rational
time series. The worst-case time complexity of the proposed dynamic program
is O(n2k+12kk), where k is the sample size and n is the maximum length of
a sample time series (Section 5). We apply the proposed exact dynamic pro-
gram on small-scaled problems as a benchmark of how well the state-of-the-art
heuristics approximate a mean. Our empirical findings reveal that all state-of-
the-art heuristics suffer from relatively poor worst-case solution quality in terms
of minimizing the Fre´chet function, and the solution quality in general may vary
quite a lot (Section 6).
2
2 Preliminaries
Throughout this paper, we consider only finite univariate time series with ratio-
nal elements. A univariate time series of length n is a sequence x = (x1, . . . , xn) ∈
Qn. We denote the set of all univariate rational time series of length n by Tn.
Furthermore, T = ⋃n∈N Tn denotes the set of all univariate rational time series
of finite length. For every n ∈ N, let [n] denote the set {1, . . . , n}.
The next definition is fundamental for our central computational problem.
Definition 1. A warping path of order m × n is a sequence p = (p1, . . . , pL)
with p` ∈ [m]× [n] for all ` ∈ [L] such that
i) p1 = (1, 1),
ii) pL = (m,n), and
iii) p`+1 − p` ∈ {(1, 0), (0, 1), (1, 1)} for all ` ∈ [L− 1].
Note that max{m,n} ≤ L ≤ m+ n. We denote the set of all warping paths of
order m×n by Pm,n. For two time series x = (x1, . . . , xm) and y = (y1, . . . , yn),
a warping path p = (p1, . . . , pL) ∈ Pm,n defines an alignment of x and y: each
pair p` = (i`, j`) of p aligns element xi` with yj` . The cost Cp(x, y) for aligning x
and y along warping path p is defined as Cp(x, y) =
∑L
`=1(xi` − yj`)2. The dtw-
distance between x and y is defined as
dtw(x, y) := min
p∈Pm,n
{√
Cp(x, y)
}
.
A warping path p with Cp(x, y) = (dtw(x, y))
2
is called an optimal warping
path for x and y.
We remark that dtw(x, y) for two time series x, y of length n can be com-
puted in subquadratic time O(n2 log log log n/ log log n) [12]. The existence of
a strongly subquadratic-time (that is, O(n2−) for some  > 0) algorithm is
considered unlikely [5].
Our central computational problem is defined as follows.
Weighted DTW-Mean
Input: Sample X = (x(1), . . . , x(k)) of k univariate rational time series and
rational nonnegative weights w1, . . . , wk.
Task: A univariate rational time series z that minimizes the weighted
Fre´chet function Fw(z).
The special case of uniform weights (that is, wi =
1
k for all i ∈ [k]) is called
DTW-Mean. It is known that a weighted mean always exists [17, Remark 2.13]
(however, it is not necessarily unique). Note that for rational inputs, every
weighted mean is also rational (see Lemma 5), that is, Weighted DTW-Mean
always has a solution.
3 Problematic Statements in the Literature
In this section we discuss misleading and wrong claims and errors in the litera-
ture.
3
3.1 NP-Hardness
The DTW-Mean problem is often related to the Steiner String (STS) prob-
lem [2, 10, 15, 18, 23–25, 27]. A Steiner string [14] (or Steiner sequence) for a
set S of strings is a string t that minimizes
∑
s∈S D(t, s), where D is a distance
measure between two strings often assumed to fulfill the triangle inequality (e.g.,
the weighted edit distance). Computing a Steiner string is equivalent to solving
the Multiple Sequence Alignment (MSA) problem [14]. Both, STS and
MSA, are known to be NP-hard for several distance measures even on binary al-
phabets [4, 20]. Interestingly, as we show in Section 4, Weighted DTW-Mean
is solvable in polynomial time for the space of binary time series.
Several papers mention the NP-hardness results for MSA and STS in the
context of DTW-Mean [10, 15, 18, 23], thereby suggesting that DTW-Mean
is also NP-hard. However, it is not clear (and not shown in the literature)
how to reduce from MSA (or STS) to DTW-Mean since the involved distance
measures are significantly different. For example, the dtw-distance lacks the
metric property of the edit distance. Very recently, devising an intricate reduc-
tion from the Multicolored Clique problem, Bulteau et al. [6] showed that
DTW-Mean is NP-hard, W[1]-hard with respect to the sample size k, and not
solvable in time ρ(k) · no(k) for any function ρ, where n is the maximum length
of any sample time series (unless the Exponential Time Hypothesis fails).
3.2 Computation of Exact Solutions
Two exponential-time algorithms were proposed to exactly solve DTW-Mean.
The first approach is based on multiple (sequence) alignment in bioinformat-
ics [14] and the second is a brute-force method [25]. We show that neither
algorithm is guaranteed to return an optimal solution for every DTW-Mean
instance.
Multiple Alignment. It is claimed that DTW-Mean can be solved by averag-
ing a (global) multiple alignment of the k input series [15, 24, 25, 27]. A multiple
alignment of k time series in the context of dynamic time warping is described
as computing a k-dimensional warping path in a k-dimensional matrix (a precise
formal definition is not given). Concerning the running time, it is claimed that
computing a multiple alignment requires Θ(nk) time [24, 25] (O(nk) time [27]),
where n is the maximum length of an input time series. Neither the upper
bound of O(nk) nor the lower bound of Ω(nk) on the running time are formally
proven.
Given a multiple alignment, it is claimed that averaging the k resulting
aligned time series column-wise yields a mean [24, Definition 4]. We show that
this is not correct even for two time series. Note that for two time series, a
multiple alignment is simply obtained by an optimal warping path. However,
the column-wise average of two aligned time series obtained from an optimal
warping path is not always an optimal solution for a DTW-Mean instance as
the following example shows.
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x(1) = (1, 4, 2, 3)
x¯ = (2.5, 4, 2, 3.5, 4)
x(2) = (4, 2, 4, 5)
(1, 4, 2, 3) = x(1)
(2.5, 4, 2, 4) = z
(4, 2, 4, 5) = x(2)
Figure 1: Illustration of Example 1. Shown are two time series x(1) and x(2), as
well as the time series x¯ obtained by the multiple alignment approach and a mean z.
Lines indicate optimal alignments between the time series. Note that dtw(x(1), x¯)2 =
dtw(x(2), x¯)2 = 3.5 whereas dtw(x(1), z)2 = dtw(x(2), z)2 = 3.25.
Example 1. Let x(1) = (1, 4, 2, 3) and x(2) = (4, 2, 4, 5). Using an exhaustive
search, we obtain the unique optimal warping path
p = ((1, 1), (2, 1), (3, 2), (4, 3), (4, 4))
of length five. The two corresponding aligned length-5 time series are
x(1)p = (1, 4, 2, 3, 3),
x(2)p = (4, 4, 2, 4, 5).
The arithmetic mean of these time series is x¯ = (2.5, 4, 2, 3.5, 4). However, for
z = (2.5, 4, 2, 4), we have F (z) = 6.5 < 7 = F (x¯), which shows that x¯ is not a
mean (see Figure 1).
In Example 1, the time series x¯ is also not an optimal choice among all time
series of length five since also z′ = (2.5, 4, 4, 2, 4) satisfies F (z′) = 6.5 < F (x¯). In
fact, by computer-based exhaustive search we found that no warping path p ∈
P4,4 yields a mean for x(1) and x(2) by averaging the aligned time series x(1)p
and x
(2)
p . We conclude that a multiple alignment as defined by Petitjean and
Ganc¸arski [24, Definition 5] that shall produce an averaged time series that
minimizes the Fre´chet function does not exist in general. Example 1 implies
that incremental pairwise averaging strategies such as NLAAF [13] or PSA [21]
are based on a wrong mean computation for two time series.
We finish with another erroneous example from the literature for three time
series [24, Figure 2].
Example 2. For the three time series
x(1) = (1, 10, 0, 0, 4),
x(2) = (0, 2, 10, 0, 0),
x(3) = (0, 0, 0, 10, 0),
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the multiple alignment is given as
x(1)
′
= (1, 1, 1, 10, 0, 0, 4),
x(2)
′
= (0, 0, 2, 10, 0, 0, 0),
x(3)
′
= (0, 0, 0, 10, 0, 0, 0),
yielding the arithmetic mean x¯ = (13 ,
1
3 , 1, 10, 0, 0,
4
3 ) with F (x¯) = 14/3 ≥ 4.66.
However, for z = ( 14 , 1, 10, 0,
4
3 ), it holds F (z) ≤ 4.48 < F (x¯).
Brute-Force Algorithm. Another approach to solve DTW-Mean is based on
a brute-force algorithm [25] working as follows: Suppose an optimal mean is of
length m. Consider for each input time series a partition into m consecutive
non-empty parts and align the i-th element in the mean with all elements in
the i-th part of each time series. It is claimed that a mean can be found by
trying out all possible partitions into m consecutive non-empty parts for each
input time series.
This approach is problematic since not all possible solutions are considered
(as two elements in the mean can be aligned with the same element of an input
time series). Example 1 depicts this problem.
4 Polynomial-time Solvability for Binary Data
By restricting the values in the time series (input and mean) to be binary (0
or 1), we arrive at the special case Binary DTW-Mean.
Binary DTW-Mean
Input: Sample X = (x(1), . . . , x(k)) of k time series with elements in {0, 1}
and rational nonnegative weights w1, . . . , wk.
Task: Find a time series z ∈ {0, 1}∗ that minimizes Fw(z).
We prove that Binary DTW-Mean is polynomial-time solvable.
Theorem 1. Binary DTW-Mean for k input time series is solvable with O(kn3)
arithmetic operations, where n is the maximum length of any input time series.
To show polynomial-time solvability of Binary DTW-Mean, we first prove
some preliminary results about the dtw-distance of binary time series and prop-
erties of a binary mean. We start with the following general definition.
Definition 2. A time series x = (x1, . . . , xn) is condensed if no two consecutive
elements are equal, that is, xi 6= xi+1 holds for all i ∈ [n − 1]. We denote the
condensation of a time series x by x˜ and define it to be the time series obtained
by repeatedly removing one of two equal consecutive elements in x until the
remaining series is condensed.
The following proposition implies that a mean can always be assumed to
be condensed. Note that this holds for arbitrary time series (not only for the
binary case) but not for the constrained mean.
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Proposition 1. Let x be a time series and let x˜ denote its condensation. Then,
for every time series y, it holds that dtw(x˜, y) ≤ dtw(x, y).
Proof. Let y have length m and assume that x = (x1, . . . , xn) is not condensed.
Then, xi = xi+1 holds for some i ∈ [n − 1]. Let p = ((i1, j1), . . . , (iL, jL))
be an optimal warping path for x and y. Now, consider the time series x′ =
(x1, . . . , xi, xi+2, . . . , xn) that is obtained from x by deleting the element xi+1.
We construct a warping path p′ for x′ and y such that Cp′(x′, y) = Cp(x, y). To
this end, let pa = (ia, ja), 2 ≤ a ≤ L, be the first index pair in p where ia = i+1
(hence, ia−1 = i). Now, we consider two cases.
If ja = ja−1 + 1, then we define the order-((n− 1)×m) warping path
p′ := ((i1, j1), . . . , (ia−1, ja−1), (ia − 1, ja), . . . , (iL − 1, jL))
of length L. Thus, each element of y that was aligned to xi+1 in p is now
aligned to xi instead. To check that p
′ is a valid warping path, note first
that (i1, j1) = (1, 1) and (iL − 1, jL) = (n − 1,m) holds since p is a warping
path. Also, it holds
∀1 ≤ ` ≤ a− 2: (i`+1, j`+1)− (i`, j`) ∈ {(1, 0), (0, 1), (1, 1)},
(ia − 1, ja)− (ia−1, ja−1) = (0, 1),
∀a ≤ ` ≤ L− 1: (i`+1 − 1, j`+1)− (i` − 1, j`) ∈ {(1, 0), (0, 1), (1, 1)}.
The cost of p′ is
Cp′(x
′, y) =
a−1∑
`=1
(x′i` − yj`)2 +
L∑
`=a
(x′(i`−1) − yj`)2
=
a−1∑
`=1
(xi` − yj`)2 +
L∑
`=a
(xi` − yj`)2 = Cp(x, y).
Otherwise, if ja = ja−1, then we define the warping path
p′ := ((i1, j1), . . . , (ia−1, ja−1), (ia+1 − 1, ja+1), . . . , (iL − 1, jL))
of length L−1. Again, (i1, j1) = (1, 1) and (iL−1, jL) = (n−1,m) holds since p
is a warping path. Clearly, also
∀1 ≤ ` ≤ a− 2: (i`+1, j`+1)− (i`, j`) ∈ {(1, 0), (0, 1), (1, 1)} and
∀a+ 1 ≤ ` ≤ L− 1: (i`+1 − 1, j`+1)− (i` − 1, j`) ∈ {(1, 0), (0, 1), (1, 1)}
holds. Finally, we have (ia+1 − 1, ja+1) − (ia−1, ja−1) ∈ {(1, 0), (0, 1), (1, 1)}
since ia+1 − 1− ia−1 = ia+1 − ia holds and also ja+1 − ja−1 = ja+1 − ja holds.
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Thus, p′ is a valid warping path and its cost is
Cp′(x
′, y) =
a−1∑
`=1
(x′i` − yj`)2 +
L∑
`=a+1
(x′(i`−1) − yj`)2
=
a−1∑
`=1
(xi` − yj`)2 +
L∑
`=a+1
(xi` − yj`)2
= Cp(x, y)− (xia − yja)2.
Since in both cases above, the cost does not increase, we obtain
dtw(x′, y) ≤ Cp′(x′, y) ≤ Cp(x, y) = dtw(x, y).
Repeating this argument until x′ is condensed finishes the proof.
Proposition 1 implies that we can assume a mean to be condensed. Next,
we want to prove an upper bound on the length of a binary mean. To this
end, we analyze the dtw-distances of binary time series. Note that a binary
condensed time series is fully determined by its first element and its length.
We use this property to give a closed expression for the dtw-distance of two
condensed binary time series.
Lemma 1. Let x = (x1, . . . , xn), y = (y1, . . . , ym) ∈ {0, 1}∗ be two condensed
binary time series with n ≥ m. Then, it holds
dtw(x, y)2 =

d(n−m)/2e, x1 = y1
2, x1 6= y1 ∧ n = m
1 + b(n−m)/2c, x1 6= y1 ∧ n > m
.
Proof. We prove the statement by first giving a warping path that has the
claimed cost and second proving that every warping path has at least the claimed
cost.
“≤”: We show that there exists a warping path p between x and y that has
the claimed cost. The warping path p is defined as follows:
If x1 = y1, then we have xi = yi for all i ∈ [m] (since x and y are condensed
and binary) and we set
p := ((1, 1), (2, 2), . . . , (m,m), (m+ 1,m), . . . , (n,m)).
This warping path has cost Cp(x, y) =
∑n
i=m+1 |xi − ym| = d(n−m)/2e.
If x1 6= y1, then we have xi = yi−1 for all 2 ≤ i ≤ m. Thus, for n = m, the
warping path
p := ((1, 1), (2, 1), (3, 2), . . . , (n,m− 1), (n,m))
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has cost Cp(x, y) = |x1 − y1| + |xn − ym| = 2. Finally, for n > m, the warping
path p := ((1, 1), (2, 1), (3, 2), . . . , (m+ 1,m), (m+ 2,m), . . . , (n,m)) yields cost
Cp(x, y) = |x1 − y1|+
m+1∑
i=2
|xi − yi−1|+
n∑
i=m+2
|xi − ym|
= 1 +
n∑
i=m+2
|xi − ym| = 1 + d(n−m− 1)/2e = 1 + b(n−m)/2c.
“≥”: We show that every warping path has at least the cost claimed above.
Consider an optimal warping path p = (p1, . . . , pL) for x and y and note that
there are at least n−m different indices ` ∈ [L− 1] such that p`+1− p` = (1, 0)
since n ≥ m. For every such pairs p`+1 = (i`+1, j`+1), p` = (i`, j`) with j`+1 =
j`, we have
|xi`+1 − yj`+1 |+ |xi` − yj` | = |xi`+1 − yj` |+ |xi` − yj` | = 1,
since xj`+1 6= xj` (recall that x is condensed and binary). Hence, at least for
every second such index ` (starting from the first one) a cost of 1 is induced.
Hence, dtw(x, y)2 ≥ d(n −m)/2e. If x1 = y1, then this lower bound matches
the claimed cost.
If x1 6= y1 and n = m, then also xn 6= ym and hence the cost is at least 2.
If x1 6= y1 and n > m, then we can assume that p2 = (2, 1). To see this, note
that for p2 6= (2, 1) the cost is at least 1 + d(n−m)/2e by the above argument.
If p2 = (2, 1), then the subpath (p2, p3, . . . , pL) of p is an optimal warping path
between (x2, . . . , xn) and y, where x2 = y1 and n− 1 ≥ m. As we have already
shown above, this path has cost d(n− 1−m)/2e. Hence, in this case p has cost
1 + d(n− 1−m)/2e = 1 + b(n−m)/2c. Thus, we can assume that p2 = (2, 1) in
which case the cost of p matches the claimed cost of the lemma. This finishes
the proof.
Note that according to Lemma 1, for a fixed condensed binary time series y
of length m, the value dtw(x, y)2 is monotonically increasing in the length of x
for all condensed binary time series x of length n ≥ m+1. We use this property
later in the proof of Lemma 3 where we derive an upper bound on the length of
a binary mean. In order to prove Lemma 3, we also need the following lemma
concerning the dtw-distances between condensed and non-condensed time series.
Lemma 2. Let x = (x1, . . . , xn) be a condensed binary time series and let y =
(y1, . . . , ym) ∈ {0, 1}∗ with n ≥ m. Then, for the condensation y˜ of y it holds
dtw(x, y)2 = dtw(x, y˜)2.
Proof. Assume that y is not condensed. Then, y consists of ` ∈ [m] blocks,
where a block is a maximal subsequence of consecutive 0’s or consecutive 1’s
in y. Let m1, . . . ,m` denote the lengths of these blocks where m1+. . .+m` = m.
Note also that y˜ has length ` with ` < m ≤ n. We define a warping path p
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between x and y such that Cp(x, y) = dtw(x, y˜)
2. Note that, by Lemma 1, we
have
dtw(x, y˜)2 =
{
d(n− `)/2e, x1 = y˜1
1 + b(n− `)/2c, x1 6= y˜1
.
If x1 = y1, then we set p := ((1, 1), . . . , (1,m1), (2,m1 + 1), . . . , (2,m1 +
m2), . . . , (`,m), (`+ 1,m), . . . , (n,m)) and obtain cost Cp(x, y) =
∑n
i=`+1 |xi −
ym| = d(n− `)/2e.
If x1 6= y1, then we set p := ((1, 1), (2, 1), . . . , (2,m1), (3,m1+1), . . . , (3,m1+
m2), . . . , (`+ 1,m), (`+ 2,m), . . . , (n,m)) and obtain cost
Cp(x, y) = 1 +
n∑
i=`+2
|xi − ym| = 1 + b(n− `)/2c.
We now have all ingredients to show that there always exists a binary mean
of length at most one larger than the maximum length of any input time series.
Lemma 3. For binary input time series x(1), . . . , x(k) ∈ {0, 1}∗ of maximum
length n, there exists a binary mean z ∈ {0, 1}∗ of length at most n+ 1.
Proof. Assume that z = (z1, . . . , zm) ∈ {0, 1}∗ is a mean of length m > n + 1.
By Proposition 1, we can assume that z is condensed, that is, zi 6= zi+1 for all i ∈
[m− 1]. We claim that z′ := (z1, . . . , zn+1) is also a mean. We prove this claim
by showing that dtw(z′, x(i))2 ≤ dtw(z, x(i))2 holds for all i ∈ [k]. By Lemmas 1
and 2, we have dtw(z′, x(i))2 = dtw(z′, x˜(i))2 ≤ dtw(z, x˜(i))2 = dtw(z, x(i))2,
where the inequality follows from Lemma 1 since z′ is of length n+ 1 < m and
the dtw-distance is monotonically increasing.
Having established that a binary mean can always be assumed to be con-
densed and of bounded length, we now show that it can be found in polynomial
time.
Proof of Theorem 1. By Proposition 1 and Lemma 3, we can assume the desired
mean z ∈ {0, 1}∗ to be a condensed series of length at most n+ 1. Thus, there
are at most 2n+2 many possible candidates for z. For each candidate z, we can
compute the value Fw(z) with O(kn
2) arithmetic operations and select the one
with the smallest value. Overall, this yields O(kn3) arithmetic operations.
5 An Exact Algorithm Solving DTW-Mean
We develop a nontrivial exponential-time algorithm solving Weighted DTW-
Mean exactly. The key is to observe a certain structure of a mean and the
corresponding alignments to the input time series. To this end, we define re-
dundant elements in a mean. Note that this concept was already used by Jain
and Schultz [17, Theorem 2.7] in order to prove the existence of a mean of
bounded length (though [17, Definition 3.20] is slightly different).
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Definition 3. Let x(1), . . . , x(k) and z = (z1, . . . , zm) be time series and let p
(j),
j ∈ [k], denote an optimal warping path between x(j) and z. We call an el-
ement zi of z redundant if in every time series x
(j), j ∈ [k], there exists an
element that is aligned with zi and with another element of z by p
(j).
The next lemma states that there always exists a mean without redundant
elements (similarly to [17, Theorem 2.7]).
Lemma 4. There exist a mean z for time series x(1), . . . , x(k) and optimal warp-
ing paths p(j) between z and x(j) for each j ∈ [k] such that z contains no
redundant element.
Proof. Let z be a mean of x(1), . . . , x(k) with optimal warping paths p(j), j ∈ [k],
such that the element zi is redundant (recall that a mean z always exists). We
show that there also exists a mean z′ and optimal warping paths p(j)
′
such that
no element in z′ is redundant.
Assume first that there exists a j ∈ [k] such that the element zi is aligned
by p(j) with at least one element x
(j)
` in x
(j) that is not aligned with any other
element in z. Let L denote the length of p(j). Then, p(j) is of the form
p(j) = (p1, . . . , (i− 1, `t−1), (i, `t), . . . , (i, `t+α), (i+ 1, `t+α+1), . . . , pL)
for some `t ≤ ` ≤ `t+α and α ≥ 1. Since zi is redundant, it follows that `t−1 = `t
or `t+α = `t+α+1 holds. If `t−1 = `t, then we remove the pair (i, `t) from p(j).
Also, if `t+α = `t+α+1, then we remove the pair (i, `t+α) from p
(j). Note that
this yields a warping path p(j)
′
between z and x(j) since even if we removed both
pairs (i, `t) and (i, `t+α), then we know by assumption that there still exists the
pair (i, `) with `t < ` < `t+α in p
(j)′ since zi is aligned with x
(j)
` which is not
aligned with another element in z. Since we only removed pairs from p(j), it
holds Cp(j)′ (z, x
(j)) ≤ Cp(j)(z, x(j)). Moreover, zi is not redundant anymore.
Now, assume that for all j ∈ [k], zi is aligned only with elements in x(j)
which are also aligned with another element of z by p(j) (that is, zi is redundant
according to [17, Definition 3.20]). Let z′ denote the time series obtained by
deleting the element zi from z. Jain and Schultz [17, Proof of Theorem 2.7]
showed that in this case dtw(z′, x(j)) ≤ dtw(z, x(j)) holds for all j ∈ [k].
Under both assumptions above, we reduced the number of redundant ele-
ments. Hence, we can repeat the above arguments until we obtain a mean z′
without redundant elements.
Lemma 4 allows us to devise a dynamic program computing a mean without
redundant elements. We compute a mean by testing all possibilities to align
the last mean element to elements from the input time series while recursively
adding an optimal solution for the remaining non-aligned elements in the input
time series (see Figure 2). We use the assumption that the mean does not
contain redundant elements for this recursive approach.
Before describing our dynamic program, we prove the following lemma con-
cerning the optimal value of a mean element for given alignments.
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x(1) `1 i1
x(2) `2 i2
x(3) `3 i3
...
x(k) `k ik
= already aligned = next to align = to align
Figure 2: Illustration of the dynamic program computing a mean (z1, . . . , zq) for the
subseries (x
(1)
1 , . . . , x
(1)
i1
), . . . , (x
(k)
1 , . . . , x
(k)
ik
) (white elements are not considered at the
current iteration). The light gray elements are aligned to the last mean element zq.
The remaining mean elements (z1, . . . , zq−1) form an optimal mean for the dark gray
subseries.
Lemma 5. Let x(1), . . . , x(k) be time series and let w1, . . . , wk be nonnegative
weights. Let nj denote the length of x
(j), j ∈ [k]. Further, let p(j) be a warping
path of order m× nj for m ∈ N and let z = arg minx∈Tm
∑k
j=1 wjCp(j)(x, x
(j)).
For i ∈ [m], let x(j)`ij , . . . , x
(j)
hij
denote the elements of x(j) that are aligned with
element zi by p
(j). Then,
zi =
∑k
j=1 wj
∑hij
t=`ij
x
(j)
t∑k
j=1 wj(hij − `ij + 1)
.
Proof. By the assumption of the lemma, we have
z = arg min
x∈Tm
k∑
j=1
wjCp(j)(x, x
(j)) = arg min
x∈Tm
k∑
j=1
wj
m∑
i=1
hij∑
t=`ij
(xi − x(j)t )2
= arg min
x∈Tm
m∑
i=1
k∑
j=1
wj
hij∑
t=`ij
(xi − x(j)t )2.
Hence, for each i ∈ [m], it holds
zi = arg min
µ∈Q
k∑
j=1
wj
hij∑
t=`ij
(µ− x(j)t )2.
Note that the above sum is a convex function in µ (since all weights are non-
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negative). Setting the first derivative with respect to µ equal to zero yields
k∑
j=1
2wj(hij − `ij + 1)zi − 2wj hij∑
t=`ij
x
(j)
t
 = 0
⇔ 2zi
k∑
j=1
(wj(hij − `ij + 1)) = 2
k∑
j=1
wj
hij∑
t=`ij
x
(j)
t
⇔ zi =
∑k
j=1 wj
∑hij
t=`ij
x
(j)
t∑k
j=1 wj(hij − `ij + 1)
We now prove our main theorem.
Theorem 2. Weighted DTW-Mean for k input time series is solvable with
O(n2k+12kk) arithmetical operations, where n is the maximum length of any
input time series.
Proof. Assume for simplicity that all time series have length n (the general case
can be solved analogously). We find a mean using a dynamic programming
approach. Let C be a k-dimensional table, where for all (i1, . . . , ik) ∈ [n]k, we
define
C[i1, . . . , ik] = min
z∈T
 k∑
j=1
wj
(
dtw(z, (x
(j)
1 , . . . , x
(j)
ij
))
)2 ,
that is, C[i1, . . . , ik] is the value Fw(z) of the weighted Fre´chet function of a
mean z for the subseries (x
(1)
1 , . . . , x
(1)
i1
), . . . , (x
(k)
1 , . . . , x
(k)
ik
). Clearly, C[n, . . . , n]
is the optimal value Fw(z) of a mean for the input instance.
For i1 = i2 = . . . = ik = 1, a mean z clearly contains just one element and
each optimal warping path between z and (x
(j)
1 ) trivially equals ((1, 1)). By
Lemma 5, we initialize
C[1, . . . , 1] =
k∑
j=1
wj(x
(j)
1 − µ)2, µ =
k∑
j=1
wjx
(j)
1 .
Hence, the corresponding mean is z = (µ).
For the case that ij > 1 holds for at least one j ∈ [k], consider a mean z for
(x
(1)
1 , . . . , x
(1)
i1
), . . . , (x
(k)
1 , . . . , x
(k)
ik
). By Lemma 4, we can assume that there exist
optimal warping paths p(j) between z and (x
(j)
1 , . . . , x
(j)
ij
) such that z contains
no redundant elements. Let zq be the last element of z. Then, for each j ∈ [k],
zq is aligned by p
(j) with some elements x
(j)
`j
, . . . , x
(j)
ij
for `j ∈ [ij ]. By Lemma 5,
it follows that
zq =
∑k
j=1 wj
∑ij
t=`j
x
(j)
t∑k
j=1 wj(ij − `j + 1)
.
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Hence, the contribution of zq to Fw(z) is
∑k
j=1 wj
∑ij
t=`j
(x
(j)
t − zq)2.
Now, assume that there exists another element zq−1 in z. Clearly, for
each j ∈ [k], zq−1 is aligned only with elements of indices up to `j since otherwise
the warping path conditions are violated. Hence, Fw(z) can be obtained recur-
sively from a mean of the subseries (x
(1)
1 , . . . , x
(1)
`1
), . . . , (x
(k)
1 , . . . , x
(k)
`k
). Recall,
however, that we assumed z not to contain any redundant element. It fol-
lows that zq−1 cannot be aligned with x
(j)
`j
for all j ∈ [k] since zq is already
aligned with each x
(j)
`j
. Hence, we add the minimum value C[`′1, . . . , `
′
k] over
all `′j ∈ {max(1, `j − 1), `j}, where `′j = `j − 1 holds for at least one j ∈ [k].
We arrive at the following recursion:
C[i1, . . . , ik] = min{c∗(`1, . . . , `k) + σ(`1, . . . , `k) | `1 ∈ [i1], . . . , `k ∈ [ik]},
where
σ(`1, . . . , `k) :=
k∑
j=1
wj
ij∑
t=`j
(x
(j)
t − µ)2, µ :=
∑k
j=1 wj
∑ij
t=`j
x
(j)
t∑k
j=1 wj(ij − `j + 1)
,
and
c∗(`1, . . . , `k) := min{C[`′1, . . . , `′k] | `′j ∈ {max(1, `j − 1), `j},
k∑
j=1
(`j − `′j) > 0}
if `j > 1 holds for some j ∈ [k], and c∗(1, . . . , 1) := 0.
In order to compute C[i1, . . . , ik], a minimum is computed over all possible
choices `j ∈ [ij ], j ∈ [k]. For each choice `1, . . . , `k, the value µ corresponds to
the last element of a mean and σ(`1, . . . , `k) is the induced cost of aligning this
element with x
(j)
`j
, . . . , x
(j)
ij
for each j ∈ [k]. The value c∗(`1, . . . , `k) yields the
value Fw(z
′) of a mean z′ for the remaining subseries (x(j)1 , . . . , x
(j)
`′j
), j ∈ [k],
over all `′j ∈ {max(1, `j − 1), `j} such that
∑k
j=1(`j − `′j) > 0, which implies
that `′j = `j − 1 holds for at least one j ∈ [k]. This condition guarantees that
we only find alignments which do not yield redundant elements in the mean
(which we can assume by Lemma 4). Note that `j = 1 implies that `
′
j = 1
(since index 0 does not exist in x(j)).
The dynamic programming table C can be filled iteratively along the di-
mensions starting from C[1, . . . , 1]. The overall number of entries is nk. For
each table entry, the minimum of a set containing O(nk) elements is computed.
Computing an element requires the computation of σ(`1, . . . , `k) which can be
done with O(kn) arithmetical operations plus the computation of c∗(`1, . . . , `k)
which is the minimum of a set of size at most 2k whose elements can be obtained
by constant-time table look-ups. Thus, C can be filled using O(nk · nk · 2k · kn)
arithmetical operations. A mean can be obtained by storing the values µ for
which the minimum in the above recursion is attained (Algorithm 1 contains
the pseudocode).
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Algorithm 1: Exact Dynamic Program (EDP) for Weighted DTW-
Mean
Input: Time series x(1), . . . , x(k) of length n and weights w1, . . . , wk > 0.
Output: Mean z and Fw(z).
Initialize C // k-dimensional DP table storing Fw-values
Initialize Z // k-dimensional table storing means
foreach (i1, . . . , ik) ∈ [n]k do // fill tables iteratively
C[i1, . . . , ik] :=∞
Z[i1, . . . , ik] := ()
foreach (`1, . . . , `k) ∈ [i1]× . . .× [ik] do // compute C[i1, . . . , ik]
µ := (
∑k
j=1 wj
∑ij
t=`j
x
(j)
t )/(
∑k
j=1 wj(ij − `j + 1))
σ :=
∑k
j=1 wj
∑ij
t=`j
(x
(j)
t − µ)2
c∗ :=∞
z := ()
if `1 = `2 = . . . = `k = 1 then
c∗ := 0
else // compute c∗(`1, . . . , `k) based on table look-ups
foreach (`′1, . . . , `
′
k) ∈ {`1 − 1, `1} × . . .× {`k − 1, `k} do
if ∀j ∈ [k] : `′j ≥ 1 and ∃j ∈ [k] : `′j < `j then
if C[`′1, . . . , `
′
k] < c
∗ then
c∗ := C[`′1, . . . , `
′
k]
z := Z[`′1, . . . , `
′
k]
if c∗ + σ < C[i1, . . . , ik] then // update mean and Fw-value
C[i1, . . . , ik] := c
∗ + σ
Z[i1, . . . , ik] := append(z, µ)
return (Z[n, . . . , n], C[n, . . . , n])
We close with some remarks on the above result.
• The dynamic program also allows to compute all (non-redundant) means
by storing all possible values for which the minimum in the recursion is
attained.
• It is possible to incorporate a fixed length q into the dynamic program
(by adding another dimension to the table C) such that it outputs only
optimal solutions of length q.1 The running time increases by a factor
of q2.
• The dynamic program can easily be extended to multivariate time series
with elements in Qd and a cost function Cp(x, y) :=
∑L
`=1 ‖xi` − yj`‖22
(with a running time increase by a factor of d).
1Source code available at http://www.akt.tu-berlin.de/menue/software/.
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Data Set # n Type
ItalyPowerDemand 1096 24 SENSOR
SyntheticControl 600 60 SIMULATED
SonyAIBORobotSurface2 980 65 SENSOR
SonyAIBORobotSurface1 621 70 SENSOR
ProximalPhalanxTW 605 80 IMAGE
ProximalPhalanxOutlineCorrect 891 80 IMAGE
ProximalPhalanxOutlineAgeGroup 605 80 IMAGE
PhalangesOutlinesCorrect 2658 80 IMAGE
MiddlePhalanxTW 553 80 IMAGE
MiddlePhalanxOutlineCorrect 891 80 IMAGE
MiddlePhalanxOutlineAgeGroup 554 80 IMAGE
DistalPhalanxTW 539 80 IMAGE
DistalPhalanxOutlineCorrect 876 80 IMAGE
DistalPhalanxOutlineAgeGroup 539 80 IMAGE
TwoLeadECG 1162 82 ECG
MoteStrain 1272 84 SENSOR
ECG200 200 96 ECG
MedicalImages 1141 99 IMAGE
TwoPatterns 5000 128 SIMULATED
SwedishLeaf 1125 128 IMAGE
CBF 930 128 SIMULATED
FacesUCR 2250 131 IMAGE
FaceAll 2250 131 IMAGE
ECGFiveDays 884 136 ECG
ECG5000 5000 140 ECG
Plane 210 144 SENSOR
GunPoint 200 150 MOTION
Table 1: List of 27 UCR time series data sets. Columns # and n show the number and
length of time series, respectively. The last column refers to the respective application
domains (e.g. ECG stands for electrocardiography).
6 Experiments
The goal of this section is twofold: First, we empirically study properties of a
mean that are relevant for mean-based applications in data mining as well as for
devising heuristics for mean computation. Second, we assess the performance
of state-of-the-art heuristics.
6.1 Test Data
We used data sets derived from random walks and the 27 UCR data sets [7]
listed in Table 1. Due to the running time of Algorithm 1, only data sets
with short time series were considered. Random walks were used to conduct
controlled experiments within the same problem domain in order to investigate
mean properties and to assess the performance of heuristics more objectively
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under different conditions.
A random walk x = (x1, . . . , xn) is of the form
x1 = ε1,
xi = xi−1 + εi for all 2 ≤ i ≤ n,
where the εi are random numbers drawn from the normal distribution N(0, 1).
For the UCR data sets we merged the training and test sets. Time series within
each UCR data set have the same length n. We restricted the experiments to
data sets whose time series have length n ≤ 150.
Unless otherwise stated, we generated samples according to the following
procedures:
• Srw: For every n ∈ {10, 20, . . . , 100}, we generated 1, 000 pairs of random
walks of length n giving a total of 10, 000 samples of size k = 2.
• Skrw: For every k ∈ {2, . . . , 6}, we generated 1, 000 samples consisting of k
random walks of length n = 6 giving a total of 5, 000 samples.
• Sucr: For every UCR data set, we randomly sampled 1, 000 different pairs
of time series giving a total of 27, 000 samples of size k = 2.
6.2 Mean Properties
The first set of experiments studies mean properties relevant for devising heuris-
tics and mean-based applications. Due to the running time of algorithm 1, the
majority of experiments focused on properties of condensed means. The analysis
of properties of arbitrary means are confined to a subset of tiny scale problems.
6.2.1 Uniqueness
Non-unique means can cause problems in theory and practice. For example,
proving that sample means are consistent estimators of population means be-
comes more complicated for non-unique means. In addition, non-unique means
can introduce undesired ambiguities into mean-based applications. For exam-
ple, the performance of k-means clustering in DTW spaces [15, 26, 27, 33] does
not only depend on the choice of initial means but also on the choice of re-
computed means during optimization. Consequently, the extent of these diffi-
culties depends—at least in principle—on the prevalence of non-unique means.
In the following, we investigate the prevalence of non-unique condensed (and
non-condensed) means.
Setup: We applied Algorithm 1 to all samples of type Srw, Skrw, and Sucr.
The percentage Pucm of unique condensed means as well as the average and
maximum number of condensed means, denoted by α and α∗, were recorded.
For samples consisting of pairs of time series of length n ≤ 40, we tested the
existence of non-condensed means. These samples are of type Srw with k = 2
and n ∈ {10, 20, 30, 40} and the 1, 000 samples from the ItalyPowerDemand
data set.
17
Condensed means
data set Pucm α α
∗ δ
Srw 100.0 1.0 (±0.00) 1.0 -30.3 (±25.79)
Skrw 100.0 1.0 (±0.00) 1.0 -38.5 (±18.91)
ItalyPowerDemand 99.4 1.0 (±0.08) 2.0 -5.8 (±11.29)
synthetic control 100.0 1.0 (±0.00) 1.0 -8.3 (±16.87)
SonyAIBORobotSurface 43.9 2.2 (±2.01) 16.0 -13.9 (± 5.53)
SonyAIBORobotSurfaceII 48.2 2.1 (±2.03) 16.0 -12.9 (± 7.15)
ProximalPhalanxTW 80.2 1.2 (±0.40) 2.0 -16.0 (±13.79)
ProximalPhalanxOutlineCorrect 69.5 1.3 (±0.46) 2.0 -19.9 (±13.48)
ProximalPhalanxOutlineAgeGroup 78.6 1.2 (±0.41) 2.0 -17.5 (±13.15)
PhalangesOutlinesCorrect 82.5 1.2 (±0.38) 2.0 -17.3 (±13.24)
MiddlePhalanxTW 82.8 1.2 (±0.38) 2.0 -15.6 (±13.67)
MiddlePhalanxOutlineCorrect 88.3 1.1 (±0.32) 2.0 -13.8 (±13.76)
MiddlePhalanxOutlineAgeGroup 85.2 1.1 (±0.36) 2.0 -14.7 (±13.64)
DistalPhalanxTW 74.5 1.3 (±0.44) 2.0 -17.9 (±13.20)
DistalPhalanxOutlineCorrect 81.7 1.2 (±0.39) 2.0 -16.4 (±13.46)
DistalPhalanxOutlineAgeGroup 76.6 1.2 (±0.42) 2.0 -17.6 (±13.21)
TwoLeadECG 94.7 1.1 (±0.26) 4.0 -9.3 (± 8.07)
MoteStrain 100.0 1.0 (±0.00) 1.0 -30.9 (±16.55)
ECG200 100.0 1.0 (±0.00) 1.0 -8.8 (± 9.59)
MedicalImages 100.0 1.0 (±0.00) 1.0 -32.1 (±14.34)
Two Patterns 0.5 7.9 (±4.66) 16.0 -27.3 (± 6.40)
SwedishLeaf 100.0 1.0 (±0.00) 1.0 0.9 (± 6.13)
CBF 100.0 1.0 (±0.00) 1.0 2.8 (± 6.82)
FacesUCR 99.7 1.0 (±0.05) 2.0 -8.2 (± 5.85)
FaceAll 99.8 1.0 (±0.04) 2.0 -8.1 (± 5.72)
ECGFiveDays 97.4 1.0 (±0.16) 2.0 -22.3 (±13.87)
ECG5000 100.0 1.0 (±0.00) 1.0 -21.5 (±16.04)
Plane 100.0 1.0 (±0.00) 1.0 -2.3 (± 4.68)
Gun Point 100.0 1.0 (±0.00) 1.0 -49.1 (±14.02)
Non-condensed means
data set Pncm
Srw with 10 ≤ n ≤ 40 0.3
ItalyPowerDemand 2.1
Notation
Pucm percentage of unique condensed means
Pncm percentage of non-condensed means
α average number of condensed means
α∗ maximum number of condensed means
δ average length-deviation
Table 2: The table on the top shows properties on uniqueness and length of condensed
means. Numbers in parentheses show standard deviations. The table below shows the
percentage of non-condensed means for a restricted set of samples. The bottom table
describes the notation used as column identifiers.
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Figure 3: Estimated cumulative distribution function (cdf) of the number α of con-
densed means over all 42, 000 samples. The right plot shows an excerpt of the left plot
with the cdf restricted to the interval [0.85, 1].
Results and Discussion: Table 2 summarizes the results. Figure 3 shows the
estimated cumulative distribution function of the number α of condensed means
over all 42, 000 samples. We made the following observations:
1. A condensed mean is unique for the majority of samples (see column Pucm
of Table 2 and Figure 3).
2. Non-condensed means occur exceptionally, that is, in less than 2.5% of all
samples with short time series (see column Pncm of Table 2).
3. The average and maximum number of condensed means is between one
and two for all but four UCR data sets (see columns α and α∗ of Table 2).
These findings indicate that unique (condensed) means are more likely than
non-unique means. The implications of the proposed observations are twofold:
First, mean-based methods such as k-means clustering are less likely to be prone
to problems caused by ambiguities. Second, the observations give rise to the
hypothesis that a (condensed) mean of a sample is unique almost everywhere in
a measure-theoretic sense. If this hypothesis is true, then the aforementioned
problems caused by non-unique means are hopefully negligible in practice (we
remark that optimal warping paths are unique almost everywhere [16] which
might indicate that the above hypothesis holds).
A notable exception is the (simulated) Two Patterns data set with only 0.5%
of samples with a unique condensed mean. Figure 4 shows two typical time
series of this data set and describes why their condensed mean is not uniquely
determined. From the description it follows that warping of two plateaus can
cause non-uniqueness. Such plateaus are common in the Two Patterns data set
which explains the low percentage of unique condensed means.
6.2.2 Length
For a given sample, the current state-of-the-art heuristics [8, 15, 25, 30] approx-
imate a mean by approximately solving a constrained DTW-Mean problem.
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(a)
(b) (c)
Figure 4: Two time series x(1) and x(2) from the Two Patterns data set with eight
different condensed means. Plot (a) shows an example of a mean and corresponding
optimal warping paths between the mean and both sample time series. The three
colored warpings show regions that cause non-uniqueness. Plots (b) and (c) show
a detailed view of the green warpings. In (b) the mean of (a) is depicted. In (c)
another mean is shown. In (b) and (c) both plateaus of x(1) and x(2) are aligned
with only two points in the mean; one point is aligned with all but one points of the
plateau of x(1), the other point is aligned with all but one points of the plateau of
x(2). The only difference in (b) and (c) is the order of the two mean points. Each pair
of warped plateaus provides two possibilities to construct a mean. Consequently, the
three warped pairs of plateaus in (a) induce 23 = 8 condensed means.
The constrained problem restricts the set of feasible solutions to the subset Tm
of time series of length m. The parameter m is typically chosen within the range
of the lengths of the sample time series. The two main questions are whether
the subset Tm contains a mean at all and what the best possible approximation
we can achieve is when constraining the solution set to Tm? We start with the
first question.
Setup: We applied Algorithm 1 to all samples of type Srw, Skrw, and Sucr. For
every sample X , the set of all condensed means was computed and the lengths
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Figure 5: Average length m of condensed means (red lines) as functions of the length
of sample time series n (left) and sample size k (right). The gray shaded areas depict
the standard deviations and the dashed red lines the minimum and maximum length
of condensed means. The black lines show the length of the sample time series.
were recorded. We computed the length-deviation
δX := 100 · mcm − n
n
,
where n is the length of the sample time series and mcm is the average length
of all condensed means of X . Negative (positive) values of δX mean that mcm
is |δX | percent smaller (larger) than n.
Results and Discussion: Table 2 and Figure 5 summarize the results. To discuss
the results, we consider the constrained Fre´chet variation
F ∗m = min
z∈Tm
F (z)
for every length m ∈ N.
The first observation to be made is that different condensed means of the
same sample have the same length for all 42, 000 samples. Recall that non-
condensed means occur only rarely (see column Pncm of Table 2). Thus, means
of a sample X are typically condensed with identical length mcm. Under these
conditions, the function F ∗m has a unique minimum at mcm. Thus, for a majority
of samples, the solution space Tm does not contain a mean for any m 6= mcm.
This gives rise to the question of how the length mcm of condensed means is
related to the length n of the sample time series. We observed the following:
1. The average length of condensed means is (substantially) less than the
length of the sample time series for all but two UCR data sets (see column δ
of Table 2).
2. The average length mcm of condensed means increases with increasing
length n of random walks (see Figure 5 (left)). The best linear fit in a
squared error sense has slope 0.58 indicating that mcm increases slower
than n. No correlation between average length-deviations and length of
sample time series could be observed across different UCR data sets.
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Figure 6: Constrained Fre´chet variations F ∗m as functions of length m ∈ {1, . . . , 60}
shown in lin-log scale. The functions F ∗m were computed for 1, 000 samples consist-
ing of two random walks of length n = 40. The plot depicts 20 randomly selected
functions F ∗m. The highlighted red line is the average function F
∗
m over all 1, 000
functions.
3. The average length mcm of condensed means decreases with increasing
sample size k of random walks (see Figure 5 (right)).
The above observations have the following implications: Most state-of-the-
art heuristics were tested on sample time series with identical length n usingm =
n as predefined mean length [8, 25, 30]. The empirical findings suggest that the
length of a condensed mean is substantially shorter than the standard setting
m = n. Consequently, in most cases, the solution space Tn of state-of-the-art
methods does not contain a mean. Thus, setting the mean length equal to
the length of the input time series introduces a structural error that can not be
overcome by any solver of the corresponding constrained DTW-Mean problem.
The results suggest to consider mean lengths which are smaller than n. Note
that in this case the computation time of mean-algorithms should decrease.
We now address the second main question, that is, how the choice of a mean
length m affects the structural error εm := F
∗
m−F∗, where F ∗m = minz∈Tm F (z)
is the constrained and F∗ = minz∈T F (z) is the unconstrained Fre´chet variation.
To estimate the structural error, we study the constrained Fre´chet variation F ∗m
as a function of m.
Setup: For every n ∈ {5, 10, 15, . . . , 40} we generated 1, 000 pairs of random
walks. We applied Algorithm 1 to all samples and computed the constrained
Fre´chet variations F ∗m for all m ∈ {1, . . . , 60}.
Results and Discussion: Figures 6 and 7 depict the main characteristics of
the functions F ∗m. As before, condensed means of the same sample always
had identical length mcm. We use this result for our discussion on the shape
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(a) Characteristic behavior of F ∗m on D1 and D2.
(b) Typical shape of F ∗m.
Figure 7: Plot (a) sketches the main characteristics of all observed shapes of F ∗m
on D1 and D2 together with their percentage frequency. Sketches exaggerate bumps
and slopes to better highlight the main features. Plot (b) shows a typical example of
the most common shape of F ∗m for a sample of two random walks of length n = 40. The
function F ∗m strictly decreases on D1 until it reaches its global minimum at mcm = 32
as highlighted by the red circle. Then the function F ∗m strictly increases on D2. The
best linear fit of F ∗m on D2 has a very small slope of approximately 10−5.
of F ∗m by decomposing its domain D = {1, . . . , 60} into two sub-domains D1 =
{1, . . . ,mcm} and D2 = {mcm, . . . , 60}.
We observed the following typical behavior: The function F ∗m first rapidly
decreases on D1 until it reaches its global minimum at mcm and then increases
on D2 with a small slope. The shape of F ∗m roughly resembles an exponential
decay on D1 followed by a linear tail on D2. Figure 7 (a) categorizes all ob-
served shapes of F ∗m on D1 and D2. The most common shape of F ∗m is strictly
monotonous on D1 (96.0%) and D2 (98.2 %). Figure 7 (b) presents a typical
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n amed aavg astd amax Emed Eavg Estd Emax
5 0.0034 0.12 0.36 3.78 0.423 4.43 9.59 67.40
10 0.0008 0.05 0.25 3.37 0.057 2.13 8.50 119.42
15 0.0005 0.05 0.24 2.80 0.028 1.49 7.30 92.65
20 0.0002 0.03 0.14 1.83 0.012 0.69 3.36 40.22
25 0.0002 0.02 0.14 3.15 0.008 0.47 2.77 37.70
30 0.0001 0.01 0.10 1.63 0.004 0.37 2.42 40.37
35 0.0001 0.01 0.06 1.35 0.003 0.20 2.22 52.44
40 0.0001 0.01 0.12 2.16 0.002 0.28 2.24 51.20
Table 3: Slopes a of best linear fits of the second part of F ∗m and error percentages E
of the structural error. Subscripts med, avg, std, max refer to the median, average,
standard deviation, and maximum, respectively, of 1, 000 pairs of random walks of
length n.
example of F ∗m. Non-monotonous or constant parts in a curve occur only rarely.
These findings indicate that the function F ∗m is strictly convex in most cases.
This implies that the further away m is from the global minimum mcm, the
larger the structural error εm is.
Table 3 summarizes the slopes of the best linear fits of F ∗m on D2 and the
error percentages E = 100 · (F ∗n−F∗)/F∗ of the constrained Fre´chet variation at
parameter m = n, where n is the length of the sample time series. The median
slopes on D2 are low amed ≈ 0.0034 for n = 5 and tend to further decrease
with increasing length n to amed ≈ 0.0001 for n = 40. As a consequence of
the low median slopes, the median error percentages decline from Emed ≈ 0.42
to less than Emed ≈ 0.01 for increasing n. These findings indicate that the
common practice of setting the parameter m of the constrained DTW-Mean
problem to the length n of the sample time series results in a low structural
error on median. Due to the low median slopes on D2, solving the constrained
DTW-Mean problem instead of the unconstrained DTW-Mean problem can
in principle give good approximations for values m > mcm. The average and
maximum values for the slopes and error percentages, however, show that there
are outliers that result in large structural error between 37% and 120%.
6.2.3 Shape
One problem that is often associated with dynamic time warping is shape av-
eraging. Niennattrakul and Ratanamahatana [21] proposed a shape averaging
algorithm that uses dynamic time warping, but differs from minimizing the
Fre´chet function. Sun et al. [34] claimed that their approach of minimizing the
Fre´chet function preserves shape characteristics. Cuturi and Blondel [8] criti-
cized that solutions found by DBA may have a shape that is not representative
for the sample time series.
It is well-known that dynamic time warping tends to warp similar shapes
(subsequences) of two time series onto each other. Hence, at first glance one
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Figure 8: Mean with kink for two time series x(1) and x(2). Plot (b) shifts the mean
along the time axis for clarification.
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Figure 9: Mean for the two time series from Figure 8, but x(1) is shifted along the
y-axis. Plot (b) shifts the mean along the time axis for clarification.
may expect that a mean preserves shapes. However, the commonly and here
considered definition of a mean is statistically motivated. We clarify in this
section that a mean in DTW spaces does not preserve shapes in general.
Setup: We selected two sample time series from the UCR data set ECG200.
Both time series were normalized with zero mean and standard deviation one.
We applied Algorithm 1 and plotted the sample time series and their mean.
Results and Discussion: Figures 8 and 9 show a mean of the two sample time
series x(1) and x(2). In Figure 8 (a) the mean has a small kink around time
index 30. This kink was also observed in the solution found by DBA in a similar
experiment [8]. Cuturi and Blondel [8] criticized that this kink is not present in
any of the sample time series. We now can conclude that presence of kinks is a
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peculiarity of means in DTW spaces, rather than a property of the heuristics.
Figure 8 (b) illustrates the warpings near the kink. The kink can be explained
as follows: Both sample time series have broad valleys but on a different scale.
In this case, the lowest point of the upper time series x(1) is warped through
mean elements onto multiple points of the lower time series x(2), which results
in a kink in the mean.
To strengthen this effect, we shifted x(1) upwards in Figure 9. As expected,
the kink becomes larger, because more points of x(2) are warped onto a single
point of x(1) through mean elements. Moreover, the length of the mean reduces
significantly. We conclude that a mean is not necessarily a suitable representa-
tive of the sample time series in terms of shape. Normalization of the sample
time series may help to reduce this effect.
6.2.4 Summary
The main findings of our first series of experiments are:
1. A mean of a sample is usually condensed, unique and shorter than the
sample time series.
2. Choosing a mean length that is larger than the optimal value induces only
a small structural error in most cases.
3. A mean does not necessarily preserve shapes of the sample time series.
The first two points show that in practice one might hope not to encounter
critical problems by non-unique means or by selecting a wrong mean length. The
third point suggests that smoother shapes of a mean require different objective
functions to be minimized or different distance measures.
6.3 Performance of Heuristics
The goal of this series of experiments is to assess the performance of state-of-
the-art heuristics in terms of minimizing the Frchet variation.
6.3.1 Experimental Setup
Algorithms: Table 4 lists the mean-algorithms considered in this experiment.
We implemented EDP and MAL (for two time series) in Java. For SDTW
and BSG we used the python implementation provided by Blondel [3]. For
DBA and SSG we used the implementation in Java [31].
Setup: All six algorithms were applied to 27, 000 samples of type Sucr and
to 10, 000 samples of type Srw. For the 5, 000 samples of type Skrw all mean
algorithms but MAL were applied.
EDP and MAL required no parameter optimization. For the other algo-
rithms, the following settings were used: We optimized the algorithms on every
sample using different parameter configurations and reported the best result.
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Algorithm Acr. Ref.
Exact dynamic programming EDP Alg. 1
Multiple alignment MAL [15, 24]
DTW barycenter averaging DBA [25]
Soft-dtw SDTW [8]
Batch subgradient BSG [8, 30]
Stochastic subgradient SSG [30]
Table 4: List of algorithms compared in our experiments.
Every configuration was composed of an initialization method and an optional
parameter selection. As initialization we used (i) the arithmetic mean of the
sample, (ii) a random time series from the sample, and (iii) a random time series
drawn from a normal distribution with zero mean and standard deviation one.
DBA and BSG required no additional parameter selection. For SDTW, we
selected the best smoothing parameter γ ∈ {0.001, 0.01, 0.1, 1} and for SSG the
best initial step size η0 ∈ {0.25, 0.2, 0.15, 0.1}. The step size of SSG was lin-
early decreased from η0 to η0/10 within the first 100 epochs and then remained
constant for the remaining 100 epochs (one epoch is a full pass through the
sample). Thus, for DBA and BSG, we picked the best result from the three
initialization methods for each sample, and for SDTW and SSG we picked the
best result from twelve parameter configurations (three initializations × four
parameter values). The length of the mean was set beforehand to the length
of the sample time series (time series of a sample always have identical length).
For every sample and every parameter configuration, all algorithms terminated
after 200 epochs at the latest. The tolerance parameter of SDTW and BSG
was set to ε = 10−6.
Performance Metric: We consider error percentages to assess the solution qual-
ity. The error percentage of algorithm A for sample S is defined by
E = 100 · (FA − F∗)/F∗,
where FA is the solution obtained by algorithm A and F∗ = minz∈T F (z) is the
optimal solution obtained by EDP.
6.3.2 Results and Discussion
Figures 10 and 11 depict the performance profiles of the algorithms and quan-
titative summaries of their error percentages for samples of type Sucr and Srw,
respectively.2 The performance profiles exhibit the same pattern in general
but differ by some shifts in the curves which is due to different data domains.
(Appendix B presents the results in more detail.)
2Appendix A describes performance profiles in more detail.
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1
P
avg std max eq
MAL 68.3 107.8 1105.5 3
SDTW 19.1 18.5 381.9 0
BSG 23.5 22.4 394.1 2
DBA 28.1 27.3 437.0 0
SSG 15.1 14.0 214.1 1
Figure 10: Results for Sucr-samples. Left: Performance profiles of all heuristics (a
larger area under the curve indicates better performance). The performance profile
of the exact algorithm EDP is the constant line P = 1 and therefore not highlighted.
The other performance profiles are truncated at 200% error for the sake of presenta-
tion. A point (EA, PA) on the curve of an algorithm A states that solutions obtained
by A deviate by at most EA percent from the optimal solution with probability PA
(estimated over 27,000 different samples). Right: Average error percentage (avg),
standard deviation (std), and maximum error percentage (max) of the heuristics. The
last column shows how often an optimal solution was found by the heuristic.
0 50 100 150 200
error percentage
0
0.2
0.4
0.6
0.8
1
P
avg std max eq
MAL 210.7 174.7 1239.0 3
SDTW 22.5 22.7 254.9 4
BSG 27.4 23.7 268.9 6
DBA 36.0 29.5 361.9 3
SSG 12.8 11.3 126.3 2
Figure 11: Results for Srw-samples. Left: Performance profiles of all heuristics. Right:
Average error percentage (avg), standard deviation (std), and maximum error per-
centage (max) of the heuristics. The last column shows how often an optimal solution
was found by the heuristic.
Performance of Multiple Alignment (MAL). Section 3.2 refutes the claim that
DTW-Mean can be solved by a multiple alignment approach. The remaining
question is to which extent MAL fails to solve DTW-Mean.
Figures 10 and 11 show that MAL exactly solved DTW-Mean in only
three out of 27, 000 Sucr-samples and another three out of 10, 000 Srw-samples.
The average error percentages of MAL on Sucr and Srw are 68.3 and 210.7,
respectively. The error percentage of MAL is larger than 50% for more than 40%
of all Sucr-samples and for roughly 90% of all Srw-samples. These observations
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Figure 12: Results on samples Skucr. Plot (a) shows the performance profiles and plot
(b) the average error percentages as a function of the sample size k.
suggest that MAL is far from being optimal or competitive. This may explain
why algorithms based on pairwise mean computation via MAL such as NLAAF
[13] and PSA [21] are not competitive [25, 32].
Performance of State-of-the-Art Heuristics. We discuss the performance of
SDTW, BSG, DBA, and SSG. The best and most robust method is the
stochastic subgradient method (SSG) with 15.1% and 12.8% average error per-
centage on Sucr- and Srw-samples, respectively. Standard deviation and max-
imum error percentages of SSG are lowest among all other heuristics. Never-
theless, the solution quality of all heuristics is rather poor leaving much space
for improvements.
Performance of Progressive Alignment (PSA). Progressive alignment methods
combine pairwise averages beginning with the two most similar time series. In
each step, two time series are averaged and replaced by their weighted average.
The weights correspond to the number of sample time series involved in creating
the time series. The currently best performing progressive alignment method
for time series averaging is called prioritized shape averaging (PSA) [21]. This
method applies a variant of MAL for pairwise averaging. Empirical results sug-
gest that PSA is not competitive to DBA [25, 32]. We evaluate the performance
of a modified variant of PSA using EDP for pairwise averaging.
As test data, we used samples of type Skucr: For every every UCR data set
and every sample size k ∈ {5, 10, 15, 20}, we randomly selected 100 samples
of k time series giving a total of 10, 800 samples. We applied the modified PSA
algorithm and the algorithms SDTW, BSG, DBA, and SSG on all 10, 800
samples (the setup is the same as described in Section 6.3.1).
Figure 12 summarizes the results. The performance profiles exhibit similar
patterns for Skucr-samples as those obtained for Sucr-samples (Figure 10). PSA
is the worst performing heuristic. Figure 12 (b) shows that the average error
percentage of PSA increases with increasing sample size k, whereas the average
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Figure 13: Error decomposition of SSG on pairs of random walks with 5 ≤ n ≤ 40.
Both plots show the total error εtotal (yellow), the approximation error ε≈ (blue), and
the structural error εstruct (red). Plot (a) averages and plot (b) maximizes the errors
over 1, 000 samples at each n.
error percentage of all other heuristics exhibit the opposite trend. These re-
sults show that the weak performance of progressive alignment methods is not
explained by suboptimal pairwise mean computation.
Error Decomposition. The previous results revealed a poor solution quality
of state-of-the-art heuristics. In Section 6.2.2, we have seen that choosing a
fixed mean length m introduces a certain structural error. The error ε of an
algorithm A can thus be written as
ε = FA − F∗ = (FA − F ∗m)︸ ︷︷ ︸
approximation error
+ (F ∗m − F∗)︸ ︷︷ ︸
structural error εm
,
where FA is the value returned by algorithm A, F∗ = minz∈T F (z) is the Fre´chet
variation, and F ∗m = minz∈Tm F (z) is the constrained Fre´chet variation. The
approximation error FA − F ∗m represents the inability of algorithm A to solve
the constrained DTW-Mean problem.
We conducted some experiments to assess the contribution of the approxi-
mation and the structural error to the total error of the considered heuristics.
For every length n ∈ {5, 10, 15, . . . , 40}, we generated 1, 000 samples of pairs of
random walks of length n giving a total of 8, 000 samples. We applied SDTW,
BSG, DBA, and SSG on all samples using the same setting as described in
Section 6.3.1.
Figure 13 depicts the results of the best performing heuristic (SSG). The
other three heuristics exhibited the same behavior with identical structural error
but different approximation errors. We made the following observations:
1. The total error is dominated by the approximation error (for larger n).
2. Both total and approximation error increase with increasing length n.
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Figure 14: Results on samples of type Srw consisting of k = 2 random walks of
length n. Average error percentage (avg), standard deviation (std), maximum error
percentage (max) and number of exact solutions are plotted as a function of the length
n.
3. The structural error is independent of the length n.
4. In exceptional cases the structural error can be large.
These observations indicate that the total error is mainly caused by the approx-
imation error. In contrast, the structural error introduced by fixing the mean
length becomes negligible for longer sample time series and is large only in very
few cases (as concluded in Section 6.2.4). The results suggest that devising
heuristics should mainly focus on improving the approximation error.
Effect of Sample Time Series Length n. We investigated how the performance
of SDTW, BSG, DBA, and SSG is related to the length n of the sample time
series for random walk samples of type Srw.
Figure 14 summarizes the results. The trend is that the performance of
all heuristics with respect to solution quality (avg) and robustness (std, max)
deteriorates with increasing length n. Since we observed before that the struc-
tural error is independent of n and likely to be negligible, we conclude that
the heuristics perform worse in solving the constrained DTW-Mean problem
for larger n. No state-of-the-art method found an optimal solution for length
n ≥ 20.
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Figure 15: Results on samples Skrw each of which consists of k random walks. Average
error percentage (avg), standard deviation (std), maximum error percentage (max)
and number of exact solutions are plotted as a function of the sample size k.
Effect of Sample Size k. We analyzed how the performance of SDTW, BSG,
DBA, and SSG depends on the sample size k for samples of type Skrw.
Figure 15 shows the results. We observed no clear trend with respect to
average error-percentage and a decline of the number of exact solutions found by
all heuristics. In contrast, robustness (that is, standard deviation and maximum
error percentage) of all four heuristics substantially improved with increasing k.
6.3.3 Summary
The main findings of our second series of experiments are:
1. State-of-the-art heuristics do not perform well on average due to a large
approximation error.
2. MAL is not competitive to state-of-the-art heuristics (for k = 2).
3. PSA using exact weighted means is not competitive to state-of-the-art
heuristics.
Concerning running times, our exact dynamic program is clearly slower than
state-of-the-art heuristics (for example, our implementation required 66 seconds
on average to compute a mean of two time series of length 100, which is slower
by a factor of 105 compared to DBA).
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7 Conclusion
We developed an exact exponential-time algorithm forWeighted DTW-Mean
and conducted extensive experiments (on small samples containing up to 6 time
series of different lengths up to 150) to investigate characteristics of an exact
mean and to benchmark existing state-of-the-art heuristics in terms of their so-
lution quality. On the positive side, we found that a mean is often unique and
that fixing the length of a mean in advance does usually not affect the solution
quality much. On the negative side, we showed that basically all heuristics per-
form poorly in the worst case. These findings urge for devising better algorithms
to solve DTW-Mean. Our empirical observations (e.g. concerning the typical
mean length) might prove useful for this. As a side result, we also developed a
polynomial-time algorithm for binary time series.
We conclude with some challenges for future research. From an algorith-
mic point of view it is interesting to investigate whether one can extend the
polynomial-time solvability of Binary DTW-Mean to larger “alphabet” sizes;
already the case of alphabet size three is open. Another open question is whether
Weighted DTW-Mean is polynomial-time solvable for time series of constant
lengths (maybe it is even fixed-parameter tractable with respect to the maxi-
mum length). Finally, we wonder whether there are other practically relevant
restrictions of DTW-Mean that make the problem more tractable, for example,
fixing the length of a mean. Another example, also motivated from a practical
point of view, is to compute means with a given size of time windows (also
known as the Sakoe-Chiba band [29]). On a high level, a time window con-
strains the warping path to only select tuples within a specified range. On an
applied side, our experimental results strongly motivate the search for further
improved, more “robust” heuristics.
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A Performance Profiles
To compare the performance of the mean algorithms, we used a slight variation
of the performance profiles proposed by Dolan and More´ [9]. A performance
profile is a cumulative distribution function for a performance metric. Here, the
chosen performance metric is the error percentage from the exact solution.
To define a performance profile, we assume that A is a set of mean algorithms
and S is a set of samples each of which consists of k time series. For each sample
X ∈ X and each mean algorithm A ∈ A, we define EA,S as the error percentage
obtained by applying algorithm A on sample S. The performance profile of
algorithm A over all samples S ∈ S is the empirical cumulative distribution
function defined by
PA(τ) =
1
|S| |{S ∈ S : EA,S ≤ τ}|
for all τ ≥ 0. Thus, PA(τ) is the estimated probability that the error percentage
of algorithm A is at most τ . The value PA(0) is the estimated probability that
algorithm A finds an exact solution.
B Results
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UCR data set MAL SDTW BSG DBA SSG
ItalyPowerDemand 26.1 13.8 17.6 19.2 10.5
synthetic control 54.7 22.1 26.5 29.4 17.9
SonyAIBORobotSurface 33.6 20.6 26.0 28.9 17.2
SonyAIBORobotSurfaceII 28.4 20.0 23.8 26.7 17.8
ProximalPhalanxTW 35.2 11.8 15.3 17.1 10.6
ProximalPhalanxOutlineCorrect 35.1 13.4 16.9 18.4 11.9
ProximalPhalanxOutlineAgeGroup 36.9 11.7 15.3 17.4 10.8
PhalangesOutlinesCorrect 49.7 15.2 19.5 22.3 13.2
MiddlePhalanxTW 36.8 12.5 14.8 17.3 10.0
MiddlePhalanxOutlineCorrect 38.7 13.3 16.2 18.4 10.8
MiddlePhalanxOutlineAgeGroup 37.0 12.8 15.1 17.6 9.9
DistalPhalanxTW 41.9 12.0 15.3 18.6 10.5
DistalPhalanxOutlineCorrect 48.4 13.4 17.4 21.2 11.6
DistalPhalanxOutlineAgeGroup 43.6 12.4 15.5 18.6 10.6
TwoLeadECG 44.4 12.0 15.3 17.7 9.6
MoteStrain 79.7 17.5 23.3 29.2 12.6
ECG200 51.4 20.5 23.5 26.5 14.2
MedicalImages 84.6 16.8 21.0 27.6 10.6
Two Patterns 184.0 73.5 82.8 92.8 56.4
SwedishLeaf 56.2 18.0 23.2 30.6 13.4
CBF 28.5 31.2 33.8 36.9 26.4
FacesUCR 38.4 22.5 27.6 30.2 18.0
FaceAll 37.7 22.6 27.6 30.2 18.3
ECGFiveDays 41.7 11.0 13.0 15.9 8.5
ECG5000 77.8 15.3 18.0 22.4 9.9
Plane 83.1 13.6 18.6 30.0 9.7
Gun Point 489.8 36.2 52.0 77.0 27.4
Total 68.3 19.1 23.5 28.1 15.1
Table 5: Average error percentage of the five heuristics on samples Sucr of size k = 2
grouped by UCR data set. Averages were taken over 1, 000 samples randomly drawn
from each data set.
n MAL SDTW BSG DBA SSG
10 64.3 9.6 13.2 15.8 8.2
20 107.4 14.2 19.4 23.4 9.2
30 152.1 18.0 23.7 28.0 10.2
40 179.1 19.9 24.7 32.1 11.4
50 206.5 22.4 28.8 37.2 12.5
60 231.2 24.7 29.9 38.7 13.9
70 253.2 26.4 32.2 40.5 14.6
80 269.7 28.3 32.6 43.2 15.0
90 303.9 29.4 34.5 47.7 15.8
100 339.8 31.9 34.4 53.4 17.1
Total 210.7 22.5 27.4 36.0 12.8
Table 6: Average error percentage of the five heuristics on Srw-samples of size k = 2
grouped by length n of random walks. Averages were taken over 1, 000 samples for
each length n.
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avg std max eq
k = 2
SDTW 7.0 10.8 72.8 68.0
BSG 10.2 13.7 82.3 80.0
DBA 11.4 15.0 120.8 76.0
SSG 7.9 12.5 120.8 56.0
k = 3
SDTW 7.7 9.5 63.7 22.0
BSG 9.8 11.0 63.7 25.0
DBA 10.7 11.3 67.9 20.0
SSG 7.2 9.9 72.9 14.0
k = 4
SDTW 8.9 9.1 51.8 9.0
BSG 10.4 9.8 52.8 7.0
DBA 11.4 10.6 62.0 4.0
SSG 8.4 9.1 57.0 3.0
k = 5
SDTW 9.8 8.9 51.6 3.0
BSG 11.2 9.6 51.6 3.0
DBA 12.0 9.9 57.5 3.0
SSG 9.3 8.8 48.1 2.0
k = 6
SDTW 9.8 7.5 46.7 2.0
BSG 11.0 8.2 46.7 2.0
DBA 11.5 8.6 46.7 1.0
SSG 9.3 7.8 46.7 0.0
Table 7: Average error percentage of the five heuristics on Skrw-samples of varying
sample size k. Length of random walks was n = 6. Averages were taken over 1, 000
samples for each sample size k.
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