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We report the analytical nuclear gradient theory for complete active space second-order perturbation theory
(CASPT2) with imaginary shift, which is commonly used to avoid divergence of the perturbation expression.
Our formulation is based on the Lagrangian approach and is an extension of the algorithm for CASPT2 nuclear
gradients with real shift. The working equations are derived and implemented into an efficient parallel program.
Numerical examples are presented for the ground- and excited-state geometries and conical intersections of a
green fluorescent protein model chromophore, p−HBDI−. We also report timing benchmarks with adenine,
p−HBDI−, and iron porphyrin. It is demonstrated that the energies and geometries obtained with the imaginary
shift improve accuracy at a minor additional cost which is mainly associated with evaluating the effective density
matrix elements for the imaginary shift term.
I. INTRODUCTION
In complete active space second-order perturbation
(CASPT2) theory,1–4 one has to use some form of denomina-
tor shifts in order to avoid the so-called intruder states. To see
the role of the shifts, let us briefly recapitulate the CASPT2
theory. The CASPT2 theory is formulated as a minimization
problem of the Hylleraas functional,
E(2) = 〈Φ(0)|Tˆ †(Hˆ(0) − E(0))Tˆ |Φ(0)〉 + 2〈Φ(0)|Tˆ †Hˆ|Φ(0)〉, (1)
where the excitation operator is defined as
Tˆ =
∑
Ω
TΩEˆΩ. (2)
EˆΩ is the standard spin-free excitation operator with Ω being
the excitation manifold. The stationary point with respect to
the amplitude TΩ can be found by solving∑
Ω′
〈Ω|(Hˆ(0) − E(0))|Ω′〉TΩ′ + 〈Ω|Hˆ|Φ(0)〉 = 0. (3)
where we introduced |Ω〉 = EˆΩ|Φ(0)〉 for brevity. Supposeω be
an orthogonal basis in the expansion space Ω that diagonalizes
the first term, namely 〈ω|(Hˆ(0) − E(0))|ω′〉 = δωω′∆ω (note,
however, that this basis is not formed in CASPT2 in practice);
then, this equation can be formally solved as
Tω = −〈ω|Hˆ|Φ
(0)〉
∆ω
, (4)
which can be used to calculate the second-order energy E(2).
The intruder state problem stems from the fact that ∆ω
sometimes vanishes, which leads to divergence of the second-
order energies. To regularize this divergence, several schemes
have been developed. The real shift5 modifies the denomina-
tor by 1/∆→ 1/(∆ + ) and adds the so-called shift correction
using the first-order perturbation theory. This results in the
expression:
1
∆
→ ∆
(∆ + )2
≈

∆
2
− 2∆
2
3
∆  1
1
∆
− 2
∆2
∆  1
(5)
As one can see, when ∆ is small, the contribution is sup-
pressed by  in the denominator; when ∆ is large, it ap-
proaches 1/∆. Our previous CASPT2 nuclear gradient
works6–9 have been based on this real shift scheme.
The imaginary shift10 replaces the denominator 1/∆ with
Re[1/(∆ + i)]. As pointed out in the original work, this reg-
ularization is more attractive than the real shift, especially
for excited-state calculations, because the imaginary shift ap-
proach is guaranteed to be singularity free (owing to the fact
that there is no pole away from the real axis). When the shift
correction is included, this is equivalent to the following reg-
ularization,
1
∆
→ ∆(∆
2 + 22)
(∆2 + 2)2
≈

∆
2
− 3∆
3
4
∆  1
1
∆
− 
4
∆5
∆  1
(6)
It should be noted that, away from the singularity, the imagi-
nary shift scheme has an error of the order of (/∆)4, whereas
the real shift scheme has an error of the order of (/∆). This
also supports the superiority of the imaginary shift over the
real shift.
The regularization by the imaginary shift can also be justi-
fied by the comparison to other regularization schemes that
are energy dependent.11,12 For instance, the driven similar-
ity renormalization group (DSRG) of Evangelista and co-
workers,11,13 though derived from a completely different per-
spective, can be considered to be a form of regularization for
CASPT2 (at least) at second order. In DSRG, the divergence
is regularized by
1
∆
→ 1 − e
−∆2/2
∆
≈

∆
2
− ∆
3
24
∆  1
1
∆
− e
−∆2/2
∆
∆  1
(7)
The small ∆ limit is very similar to the imaginary shift, while
the dumping is exponential in the large ∆ limit. Though there
is a small difference, the similarity between the imaginary
shift and DSRG provides another evidence for the effective-
ness of the imaginary shift scheme.
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2Motivated by these observations, we extend in this work
the CASPT2 nuclear gradient theory to include the imaginary
shift. The theory, algorithm, working equations, and numer-
ical results are presented in the following. All of the com-
puter programs are implemented in the bagel program pack-
age, which is publicly available under the GNU General Pub-
lic License.14,15
II. THEORETICAL BACKGROUNDS
In this section, we briefly review the CASPT2 theory with
the imaginary shift, first introduced in Ref. 10. Hereafter i,
j, k, and l label closed orbitals, r, s, t, and u label active or-
bitals, a, b, c, and d denote virtual orbitals, and x, y, z, and
w label general orbitals, respectively. Ω and Ω˜ are redundant
(non-orthogonal) and orthogonal two-electron excitation man-
ifolds.
A. CASPT2-D Energy Evaluation with the Imaginary Shift
Since the working equations for CASPT2 with imaginary
shift are somewhat complicated, we first start with a simpler
form of CASPT2 that uses the zeroth-order Hamiltonian with-
out off-diagonal couplings, Hˆ(0)D (called CASPT2-D).
1 The
CASPT2-D perturbative amplitude in the orthogonal basis Ω˜
is formally
TΩ˜ = −
〈Ω˜|Hˆ|Φ(0)〉
∆Ω˜ + i
. (8)
Note that we choose Ω˜ such that they diagonalize the zeroth-
order Hamiltonian in each excitation subspace, with ∆Ω˜ be-
ing the associated eigenvalues [see discussions above Eq. (4)].
The real part of the amplitudes is
TΩ˜ = Re
(TΩ˜) = −〈Ω˜|Hˆ|Φ(0)〉∆Ω˜
∆2
Ω˜
+ 2
(9)
which is to be substituted into the Hylleraas functional
[Eq. (1)] to arrive at the CASPT2-D energy expression with
the shift corrections,
E(2) = −
∑
Ω˜
∆Ω˜(∆
2
Ω˜
+ 22)
(∆2
Ω˜
+ 2)2
|〈Ω˜|Hˆ|Φ(0)〉|2. (10)
It is known10 that the same perturbative amplitudes can be ob-
tained by variationally minimizing the following functional,
〈Φ(1)|Hˆ(0) − E(0) + 
2
∆Ω˜
|Φ(1)〉 + 2〈Φ(1)|Hˆ|Φ(0)〉, (11)
with |Φ(1)〉 = Tˆ |Φ(0)〉. Taking the derivative with respect to TΩ˜
and setting it equal to zero, one obtains the amplitude equa-
tion,
〈Ω˜|Hˆ(0) − E(0) + 
2
∆Ω˜
|Ω˜〉TΩ˜ + 〈Ω˜|Hˆ|Φ(0)〉 = 0, (12)
from which one recovers Eq. (9). We can further rewrite this
equation as follows using T˜Ω˜ = TΩ˜/∆Ω˜,
〈Ω˜|∆Ω˜(Hˆ(0) − E(0)) + 2|Ω˜〉T˜Ω˜ + 〈Ω˜|Hˆ|Φ(0)〉 = 0, (13)
which is explicitly non-singular. This formulation is amenable
to nuclear gradient formulations and will be used later.
To clarify the procedure for obtaining the orthogonal con-
figurations and denominators in the above, let us take an ex-
citation class Eˆar,bs as an illustrative example ({ar, bs} ∈ Ω).
Applying this operator to the reference configuration gener-
ates excited configurations that are not orthogonal to each
other. The overlap and zeroth-order Hamiltonian matrix el-
ements between these configurations are
〈Ωar,bs|Ωct,du〉 = δacδbdSrs,tu, (14a)
〈Ωar,bs|Hˆ(0) − E(0)|Ωct,du〉
= δacδbd
[
Frs,tu + ( faa + fbb − E(0))Srs,tu
]
, (14b)
Srs,tu = Γ(2)rt,su, (14c)
Frs,tu =
∑
vw
Γ
(3)
rt,su,vw fvw, (14d)
where Γ(n) is an n-particle reduced density matrix (RDM) of
the reference wave functions. One can find VTrs that simulta-
neously satisfies the following conditions,∑
rstu
VTrsSrs,tuVUtu = δTU , (15a)∑
rstu
VTrsFrs,tuVUtu = δTUφT , (15b)
where φT is the T -th eigenvalue of the Fock matrix in this
basis. The denominator in the orthogonal basis for Ω˜ab,T
({ab,T } ∈ Ω˜) then reads
∆ab,T = faa + fbb + φT − E0 (16)
The denominators for other excitation subspaces are similarly
defined. The substitution of these expressions into Eq. (10)
yields the CASPT2-D energy with imaginary shift.
B. CASPT2 Energy Evaluation with Imaginary Shift
When the off-diagonal elements are included in the zeroth-
order Hamiltonian, as in the standard CASPT2 method, the
amplitude equation has to be solved iteratively. When the
imaginary shift is included, the Hylleraas functional is to be
modified according to Eq. (11), and the amplitude equation
for T˜Ω˜ becomes
0 = 〈Ω˜|∆Ω˜(Hˆ(0) − E(0)) + 2|Ω˜〉T˜Ω˜
+
∑
Ω˜′,Ω˜
〈Ω˜|Hˆ(0)|Ω˜′〉∆Ω˜′ T˜Ω˜′ + 〈Ω˜|Hˆ|Φ(0)〉. (17)
Note that this can only be defined in the orthogonal basis Ω˜,
because the the shift expression is dependent on the denomi-
nator ∆Ω˜.
3In our implementation, we first evaluate the residual vector,
σ, without the shift term, in the space of the redundant basis
Ω,
σΩ =
∑
Ω′
〈Ω|Hˆ(0) − E(0)|Ω′〉TΩ′ + 〈Ω|Hˆ|Φ(0)〉. (18)
The perturbative amplitudes in the redundant [appearing in
Eq. (18)] and orthogonal [appearing in Eq. (17)] subspaces
are related with each other as
TΩ =
∑
Ω˜
T˜Ω˜∆Ω˜V
Ω
Ω˜
. (19)
V is defined as in Eq. (15). Note that V is block diagonal
with respect to the excitation classes and is independent of
the virtual indices. The residual vector in the redundant basis
is then projected to the orthogonal subspace; after adding the
imaginary shift contribution, it reads
σ′
Ω˜
=
∑
Ω
σΩVΩΩ˜ + 
2T˜Ω˜, (20)
using which we update the amplitudes in the orthogonal basis
as
∆T˜Ω˜ = −
σ′
Ω˜
∆2
Ω˜
+ 2
. (21)
This procedure is repeated until convergence is achieved. At
convergence, we compute the second-order energy by insert-
ing TΩ in the Hylleraas functional, Eq. (1). This procedure
computes energies that implicitly include the shift corrections.
C. Multistate Extensions of the Imaginary Shift
In the extended multistate CASPT2 theory, XMS-
CASPT27,16–18 with the so-called SS-SR contraction scheme,
a correlated basis state (|Φ(1)L 〉) for reference state L is gen-
erated in a similar procedure to that for the state-specific
CASPT2 theory above,
|Φ(1)L 〉 = TˆL|L˜〉 = |Ω˜L〉TL,Ω˜. (22)
In the case of the so-called MS-MR contraction, this equa-
tion is to be modified; however, in the following, we omit
the working equations for the MS-MR contraction for brevity,
though they are derived and implemented into efficient code
as well. The first-order wave function for physical state P is
then formed as a linear combination of correlated basis states,
|Ψ(1)P 〉 =
∑
L
|Φ(1)L 〉RLP. (23)
Note that, in XMS-CASPT2, we use the so-called XMS ref-
erence states |L˜〉 that diagonalize the Fock operator in the
model space, as first proposed for an uncontracted variant,
XMCQDPT.17
The unitary matrix elements, RLP, are determined by the di-
agonalization of an effective Hamiltonian Heff whose elements
are
Heff,LL′ = 〈L˜|Hˆ|L˜′〉 + 〈L˜|Tˆ †LHˆ|L˜′〉 + δLL′〈L˜|Tˆ †LHˆ|L˜〉
+ δLL′〈L˜|Tˆ †L(Hˆ(0) − E(0)L )TˆL|L˜〉. (24)
The shift is included through the perturbative amplitudes. The
XMS-CASPT2 energy expression for the P-th state with the
imaginary shift is
EP =
∑
MN
〈M˜|Hˆ|N˜〉RMPRNP +
∑
LN
RLPRNP〈L˜|Tˆ †LHˆ|N˜〉
+
∑
L
R2LP
(
〈L˜|Tˆ †LHˆ|L˜〉 + 〈L˜|Tˆ †L(Hˆ(0) − E(0)L )TˆL|L˜〉
)
. (25)
Unlike XMS-CASPT2 with real shift, the last term that ac-
counts for the shift correction has to be included explicitly.
III. NUCLEAR GRADIENT THEORY FOR CASPT2 WITH
IMAGINARY SHIFT
A. CASPT2 Lagrangian with Imaginary Shift
The CASPT2 energy with imaginary shift is not stationary
with respect to the amplitudes. The CASPT2 part of the La-
grangian is defined as
LPT2,P = EP +
∑
L,Ω˜
λL,Ω˜σL,Ω˜ +
∑
L,Ω˜
ΛL,Ω˜
[
∆L,Ω˜ − fL,Ω˜
]
, (26)
where fL,Ω˜ is the explicit form of ∆L,Ω˜, e.g., the right-hand
side of Eq. (16). Note that ∆L,Ω˜ is treated as a parameter that
is constrained to a particular value as seen in the last term
of Eq. (26). This allows us to make the Lagrangian linear
in the Hamiltonian, which in turn allows for straightforward
definition of the relaxed density matrices.
The stationary condition with respect to the perturbation
amplitude, the so-called λ-equation, is obtained by differen-
tiating this Lagrangian with respect to the amplitude TL, as
0 = 〈Ω˜L|∆L,Ω˜(Hˆ(0) − E(0)L ) + 2|Ω˜L〉λ˜L,Ω˜
+
∑
Ω˜′L,Ω˜L
〈Ω˜L|Hˆ(0)|Ω˜′L〉∆L,Ω˜′ λ˜L,Ω˜′ +
∑
N
RNP〈Ω˜L|Hˆ|N˜〉
+ RLP
[
〈Ω˜L|Hˆ|L˜〉 + 2〈Ω˜L|(Hˆ(0) − E(0)L )TˆL|L˜〉
]
(27)
whose last term is not present in the λ-equation for CASPT2
with the real shift in the previous reports.7,18 This new term
arises because, when including the imaginary shift, we have to
use the explicit Hylleraas functional for the diagonal elements
of the effective Hamiltonian. The difference is compensated
later such that the nuclear gradients remain identical in the
limit of  = 0. In addition, by taking a derivative of LPT2,P
with respect to ∆L,Ω˜ and setting it to zero, one obtains
ΛL,Ω˜ = 
2λ˜L,Ω˜T˜L,Ω˜. (28)
4With these procedures, LPT2,P is now stationary with respect
to all of the parameters, namely T , λ, ∆L,Ω˜, and ΛL,Ω˜.
Next, we consider the conditions associated with construct-
ing the orthogonal basis functions. The Lagrangian is aug-
mented to account for the fact that the Fock operator is diago-
nal in the orthogonal basis Ω˜ [for instance, Eq. (15)] as
Limag,P = LPT2,P + tr
[
z¯
(
V†FV − φ
)]
− tr
[
X¯
(
V†SV − 1
)]
. (29)
where φ is a diagonal matrix whose elements are φT . The
diagonal elements of z¯ are obtained by the stationary condition
for Limag,P with respect to variation of φT . For example, z¯TT
for the configurations Ω˜ ∈ {ab,T } is
z¯TT = −
∑
L
∑
ab
ΛL,ab,T . (30)
The remaining elements of X¯ and z¯ are determined by dif-
ferentiating the Lagrangian with respect to the non-redundant
set of parameters for V. We do so by introducing a unitary
rotation W, i.e.,
V = V0W. (31)
Then, the multipliers are
z¯TU = −12
Y¯TU − Y¯UT
φT − φU ,
X¯TU =
1 + τTU
4
(
Y¯TU + 2z¯TUφT
)
, (32)
where τTU permutes the indices T and U. Y¯TU is the deriva-
tives of Limag,P with respect to W, whose explicit expression
for the configurations Ω˜ ∈ {ab,T } is
Y¯TU = 2
∑
L
∑
ab
λ˜L,ab,T T˜L,ab,U
(
∆L,ab,T − ∆L,ab,U) . (33)
With these Lagrange multipliers λ, z¯, and X¯, Limag,P is sta-
tionary with respect to any variation of T , ∆, and V . The
terms associated with the use of the orthogonal basis vanish,
as expected, when the shift parameter  is zero or when the
real shift is used, since Y¯ becomes zero in these cases (see the
Supporting Information).
B. Z-vector Equation
The total Lagrangian, which is to be made stationary with
respect to the CI and molecular orbital (MO) coefficients in
the CASSCF procedure, reads18,19
L = Limag,P
+
1
2
tr
[
Z
(
A − A†
)]
− 1
2
tr
[
X
(
C†SC − 1
)]
+
∑
N
WN
∑
I
zI,N〈I|Hˆ − ErefN |N〉 −
1
2
xN (〈N |N〉 − 1)

+
closed∑
i
closed∑
j,i
zci j fi j +
virtual∑
a
virtual∑
b,a
zcab fab +
∑
MN
wMN〈M˜| fˆ |N˜〉.
(34)
Here, A is an orbital gradient matrix in CASSCF, S is an over-
lap integral in the atomic orbital basis, C is the MO coef-
ficients. N labels CASSCF states, whose wave function is
|N〉. WN is the weight used in the state averaging scheme,
and I labels Slater determinants in the active space. The
terms in the second and third lines define the conditions for
the CASSCF wave functions. The remaining terms account
for the fact that the Fock matrix in the MO basis is diagonal
in the closed and virtual orbital spaces (including the frozen
core approximation) and for the condition associated with the
XMS rotations.18 The multipliers Z, z, and X can be obtained
by solving the so-called Z-vector equation.7,18,19 The source
terms for the Z-vector equations are the derivatives of Limag,P
with respect to the orbital rotation parameters κxy and the CI
coefficients cI,N ; they are
Yxy =
∂Limag,P
∂κxy
, (35)
yI,N =
∂Limag,P
∂cI,N
. (36)
To evaluate these terms, it is convenient to rewrite Limag,P in a
form that separates the terms dependent on the molecular inte-
grals and RDMs, those that are only dependent on the RDMs,
and those that are independent of the molecular integrals or
RDMs. The rewritten expression is
Limag,P = tr (hd) + tr
[
g
(
d(0),SA
)
d(2)
]
+
∑
kl
tr
(
KklDlk
)
+
∑
L
3∑
n=1
tr
(
e(n)S ,LLΓ(n),LL
)
+ 2
∑
Ω˜
ΛΩ˜∆Ω˜ − tr
(
z¯φ − X¯
)
.
(37)
Here we use the following notations for molecular integrals[
g(d)
]
xy =
∑
kl
[
(xy|zw)dzw − 14(xw|zy)(dzw + dwz)
]
, (38a)
Kzwxy = (xz|yw), (38b)
and for the RDMs
Γ(1),LLrs = 〈L˜|Eˆrs|L˜〉, (39a)
Γ
(2),LL
rs,tu = 〈L˜|Eˆrs,tu|L˜〉, (39b)
Γ
(3),LL
rs,tu,vw = 〈L˜|Eˆrs,tu,vw|L˜〉, (39c)
d(0),SArs =
∑
L
WLΓ(1),LLrs . (39d)
5The density-like terms e(1)S to e(3)S arise from the overlap of
the redundant basis, S, as
e(n)S ,MM = −
∑
TU
X¯TU
∂
∂Γ(n),MM
(
V†SV
)
TU
. (40)
For example, the contribution from Ω˜ ∈ {ab,T } is
e(2)S ,MMrs,tu = −
∑
TU
X¯TUVTrt,MV
U
su,M . (41)
The terms that do not depend on the molecular integrals or
RDMs contribute to neither Yxy nor yI,N . The total one-
electron and two-electron density matrices, d and D, are
d = d(0) + d(1) + d(2), (42a)
D = D(0) + D(1), (42b)
where the superscripts denote perturbation order. The zeroth-
and first-order contributions are
d(0)xy =
∑
LN
RLPRNP〈L˜|Eˆxy|N˜〉, (43a)
D(0)xyzw =
∑
LN
RLPRNP〈L˜|Eˆxyzw|N˜〉, (43b)
d(1)xy =
∑
LN
RLPRNP〈L˜|Tˆ †L Eˆxy|N˜〉
+
∑
L
R2LP〈L˜|Tˆ †L Eˆxy|L˜〉 + 〈L˜|λˆ†LEˆxy|L˜〉, (43c)
D(1)xyzw =
∑
LN
RLPRNP〈L˜|Tˆ †L Eˆxyzw|N˜〉
+
∑
L
R2LP〈L˜|Tˆ †L Eˆxyzw|L˜〉 + 〈L˜|λˆ†LEˆxyzw|L˜〉. (43d)
The second-order contributions to the correlated density ma-
trix can be divided into three components,
d(2) = d(2)TT + d
(2)
Tλ + d
(2)
shift, (44)
where d(2) = d(2)Tλ in the CASPT2 nuclear gradient theory for
the real shift.7,18 The additional terms for the imaginary shift
compensate the difference in the λ-equation. The first two
terms are
d¯(2)TT,xy =
∑
L
R2LP〈L˜|Tˆ †L EˆxyTˆL|L˜〉, (45a)
d¯(2)Tλ,xy =
∑
L
〈L˜|Tˆ †L EˆxyλˆL|L˜〉, (45b)
d(2)TT,xy =

d¯(2)TT,xy −
∑
L
NTTL 〈L˜|Eˆxy|L˜〉 x, y ∈ r, s
d¯(2)TT,xy otherwise
(45c)
d(2)Tλ,xy =

d¯(2)Tλ,xy −
∑
L
NλTL 〈L˜|Eˆxy|L˜〉 x, y ∈ r, s
d¯(2)Tλ,xy otherwise
(45d)
in which we used
NTTL = R
2
LP〈L˜|Tˆ †LTˆL|L˜〉, (46a)
NλTL = 〈L˜|λˆ†LTˆL|L˜〉. (46b)
The last term, d(2)shift, arises from the zeroth-order Hamiltonian
F . For example, the contributions from Ω˜ ∈ {ab,T } to d(2)shift is
d(2)shift,aa = −
∑
b,T
Λab,T (47a)
d(2)shift,bb = −
∑
a,T
Λab,T (47b)
d¯(2)shift,rs =
∑
L
∑
TU
∑
tu,vw
z¯TUVTtv,LΓ
(3),LL
tu,vw,rsV
U
uw,L. (47c)
The zeroth-order energy in the denominator is taken account
by defining a norm-like quantity,
NshiftL = −
∑
Ω˜
ΛL
Ω˜
, (48)
d(2)shift,xy =

d¯(2)shift,xy −
∑
L
NshiftL 〈L˜|Eˆxy|L˜〉 x, y ∈ r, s
d¯(2)shift,xy otherwise
(49)
Since Λ and z¯ involve both λ and T [Eq. (28)], d(2)shift is also
a second-order contribution. The correlated density matrices
are then used to evaluate Yxy, as elaborated in Ref. 19.
Similarly, the CI derivatives can be divided into four com-
ponents,
y˜I,M =
∂Limag,P
∂c˜I,M
= y˜(0)+(1)I,M + y˜
Tλ
I,M + y˜
TT
I,M + y˜
shift
I,M . (50)
The counterpart in the CASPT2 nuclear gradient theory with
the real shift is y˜I,M = y˜
(0)+(1)
I,M + y˜
Tλ
I,M .
7,18 The first two terms are
y˜(0)+(1)I,M =
∑
N
RMPRNP
(
2〈I|Hˆ|N˜〉 + 〈I|Tˆ †MHˆ|N˜〉 + 〈N˜ |Tˆ †MHˆ|I〉
)
+ 〈M˜|λˆ†MHˆ|I〉 + 〈I|λˆ†MHˆ|M˜〉, (51a)
y˜TλI,M = 〈M˜|λˆ†M(Hˆ(0) − E(0)M )TˆM |I〉 + 〈I|λˆ†M(Hˆ(0) − E(0)M )TˆM |M˜〉
+ 2
∑
rs
〈I|Eˆrs|M˜〉
[
WMg(d(2)Tλ) − NλTM f
]
rs
, (51b)
6FIG. 1. Optimized geometry of (a) adenine (b) p−HBDI− and (c) FeP (imaginary  = 0.20 Eh). Graphic created with IboView.20,21
and the additional terms are
y˜TTI,M = R
2
MP
(
〈I|Tˆ †MHˆ|M˜〉 + 〈M˜|Tˆ †MHˆ|I〉
)
+ 2R2MP〈I|Tˆ †M(Hˆ(0) − E(0)M )TˆM |M˜〉
+ 2
∑
rs
〈I|Eˆrs|M˜〉
[
WMg(d(2)TT ) − NTTM f
]
rs
, (52a)
1
2
y˜shiftI,M =
∑
rs
〈I|Eˆrs|M˜〉
[
WMg
(
d(2)shift
)
− NshiftM f
]
rs
+
∑
Ω˜Ω˜′
λ˜M,Ω˜T˜M,Ω˜′
∂S Ω˜Ω˜′
∂c˜I,M
2∆Ω˜′
+
∑
rs
e(1),MMrs 〈I|Eˆrs|M˜〉
+
∑
rs,tu
e(2),MMrs,tu 〈I|Eˆrs,tu|M˜〉
+
∑
rs,tu,vw
e(3),MMrs,tu,vw〈I|Eˆrs,tu,vw|M˜〉
+
∑
rs,tu,vw
e(4),MMrs,tu,vw
∑
xy
〈I|Eˆrs,tu,vw,xy|M˜〉 fxy. (52b)
The density-like terms e(n) are
e(n) = e(n)S + e(n)F , (53)
where e(n)S is defined in Eq. (41), and e(n)F is
e(n)F,MM =
∑
TU
z¯TU
∂
∂Γ(n),MM
(
V†FV
)
TU
. (54)
Note that e(n)F does not appear in Eq. (37), as it also depends
on the molecular integrals. For example, the contribution from
Ω˜ ∈ {ab,T } to e(3)F is
e(3)F,MMrs,vw,tu =
∑
TU
z¯TUVTrv,MV
U
sw,M ftu, (55)
The working expressions for d(2) and e in all other subspaces
are compiled in the Supporting Information. The Lagrange
multipliers wMN and zc are then evaluated using the procedure
described in the previous works7,18,19 as
wMN = −12
1
E(0)M − E(0)N
∑
I
(
c˜I,M y˜I,N − c˜I,N y˜I,M) , (56a)
zci j = −
1
2
Yi j − Y ji
fii − f j j , (56b)
zcab = −
1
2
Yab − Yba
faa − fbb . (56c)
Finally, the Z-vector equation is solved using Y and y as the
source terms.
IV. NUMERICAL EXAMPLES
The numerical results for the imaginary shift formal-
ism are presented in the following subsections. Geom-
etry optimizations were performed using XMS-CASPT2
as implemented in the bagel program with both real and
imaginary shifts for comparison. Calculations on ade-
nine and the deprotonated form of 4-hydroxybenzylidene-
1,2-dimethylimidazolinone (p−HBDI−) were performed with
cc-pVDZ22 and the corresponding density-fitting basis set.
SVP23 and the associated fitting basis was used for iron (II)
porphyrin (FeP).
Calculations performed on p−HBDI− were performed with
an active space consisting of four electrons in three orbitals
(4e, 3o). We used a minimal active spaces of (4e, 4o) for ade-
nine. The inorganic porphyrin complex FeP was optimized
for the low spin singlet state with scalar relativistic effects us-
ing the Douglas–Kroll–Hess Hamiltonian.24,25 We employed
an active space of (10e, 9o) for FeP, which is a minimal active
space for metal porphyrin–ligand binding,26,27 which includes
five metal 3d orbitals and four Gouterman orbitals on the
ligand.28,29 The optimized structures for all of the molecules
in this study are depicted in Fig. 1.
7FIG. 2. Excitation energies (eV) for p−HBDI−. Plot of (a) verti-
cal excitation energy of S1, (b) adiabatic excitation energy of S1–S0
and (c) the difference in energy between the conical intersection and
the Franck–Condon point for the P conformer and (d) that for the I
conformer.
FIG. 3. Pictorial representation of S0 and S1 surfaces. a, b, c, and d
corresponds to the panels in Fig. 2.
A. Accuracy
p−HBDI− is an anionic green fluorescent protein model
chromophore (Fig. 1). We computed the vertical excitation
energy at the S0 geometry, the adiabatic excitation energy,
and the energies at the conical intersection points relative to
the Frank–Condon point with various values of real and imag-
inary shifts. The results are shown in Fig. 2. The schematic
representation of each of the quantities is presented in Fig. 3.
The S1 vertical excitation energies of p−HBDI− are shown
in Fig. 2(a) as a function of shift value. The computed en-
ergies increase with increasing shift value, because less cor-
relation is included in the calculation at larger shift values.30
However the results obtained with the imaginary shift are less
sensitive to variation of the shift parameters than those with
the real shift. This must be ascribed to the quartic behavior of
the error in the imaginary shift approach whereas the asymp-
totic behavior with the real shift has a linear dependence on
the shift parameter [see Eq. (5) and (6)]. For very small shift
values near zero (< 0.04 Eh), the presence of intruder states is
apparent.
By fitting the data in the range of  = 0.05 − 0.20 Eh, the
extrapolated excitation energy is found to be 2.40 (2.39) eV
using the imaginary (and real) shift. If one chooses a small
shift parameter, for example,  = 0.05 Eh, the results from real
(2.42 eV) and imaginary (2.41 eV) shift calculations quanti-
tatively match with each other. However, with a practical val-
ues of  that are commonly used to avoid the intruder state
problem,30 for instance,  = 0.20 Eh, the vertical excitation
energy is computed to be 2.51 and 2.44 eV with the real and
imaginary shifts, respectively. Given that the expected value is
≈ 2.40 eV, the relative error with the imaginary shift (40 meV)
is less than half of that with the real shift (110 meV). The ver-
tical excitation energy computed with  = 0.40 Eh gives 2.64
eV and 2.56 eV for the real and imaginary shifts, respectively.
At this value of , the error due to the real shift is comparable
to the intrinsic accuracy of the CASPT2 model.31
8TABLE I. Root-mean-square deviation (Å) of p−HBDI− S0 geome-
try relative to that computed with imaginary  = 0.20 Eh.
 (Eh) Real Imaginary
0.00 0.00135 0.00139
0.01 0.00135 0.00754
0.10 0.00054 0.00051
0.20 0.00132 ——
0.30 0.00278 0.00028
0.40 0.00432 0.00078
0.60 0.00770 0.00278
0.80 0.01102 0.00584
1.00 0.01418 0.01003
The adiabatic excitation energies [Fig. 2(b)], based on the
geometry optimization of both S0 and S1 states similarly show
linear and quartic for the real and imaginary shifts, respec-
tively. For calculations with the shift values between 0.005
and 0.040 Eh, convergence was not met due to an intruder in
the S2 state during the geometry optimization on the S1 sur-
face. The extrapolated adiabatic excitation energy using the
same procedure as above with the real and imaginary shift re-
sults is found to be 2.31 and 2.30 eV. With  = 0.20 Eh that
is commonly used in practical calculations, the adiabatic ex-
citation energy is 2.42 and 2.36 eV for the real and imaginary
shifts, respectively, which means that the error with the imagi-
nary shift (60 meV) is roughly half the error with the real shift
(120 meV) calculation. The same trend holds for larger values
of .
Figures 2(c) and (d) show the energies at the conical in-
tersections between the S1 and S0 surfaces relative to the
S1 energy at the Franck–Condon point. We considered both
the phenoxy (P) and imidazolinone (I) twisted conformers of
p−HBDI−. For the P conformer, the resulting energies remain
constant with respect to the shift parameters owing to fortu-
itous error cancellation, in both imaginary and real shift cases.
The sensitivity of the result is, however, apparent for the I con-
former [Fig. 2(d)]; for the small values of  between 0.05–0.20
Eh, the results computed with imaginary shifts are nearly con-
stant, whereas with the real shift the results decrease linearly.
For larger shift values above 0.20 Eh, the results are diverging
at the nearly the same rate. At  = 0.20 Eh, the results with the
real and imaginary shifts are −0.18 and −0.14 eV, which are
to be compared with the extrapolated values −0.10 and −0.11
eV.
A similar trend in error is observed for the optimized ge-
ometries. To illustrate, Table I lists the root-mean-square de-
viation (RMSD) in Ångstro¨m for the S0 geometry computed
at various shift parameters. We used the geometry calculated
with the imaginary shift  = 0.20 Eh as a reference. The struc-
tural differences with the real or imaginary shift, of various
values, are under a hundredth of an Ångstro¨m except for when
 is taken to be as large as 1.00 Eh. The RMSD tends to
increase with increasing shift values, but more slowly with
imaginary shift.
B. Timing
The computational cost of geometry optimization with
imaginary shift was assessed for adenine, p−HBDI−, and FeP
and compared against that with the real shift. To make the
comparison consistent, all of the calculations were performed
using 16 nodes of a Xeon E5-2650 cluster (SandyBridge
2.0 GHz, 32 CPUs/256 CPU cores, purchased in 2012). All
of the timing calculations were performed using  = 0.20
Eh. Our implementation does not exploit spatial symmetry
of molecules. The results are compiled in Table II.
When the active spaces are small, the wall times for cal-
culating the CASPT2 nuclear gradients with real and imagi-
nary shifts were found to be essentially identical. For instance,
one geometry optimization step for adenine with CAS(4e, 4o)
took 84 and 87 seconds, respectively, using the real and imag-
inary shifts. The same held for the geometry optimization of
p–HBDI− with CAS(4e, 3o), which took 257 and 260 sec-
onds, respectively. Of these timings, roughly 20–25% of time
was spent for CASPT2 energy evaluation, 20% for solving
the λ-equation, and 25–30% for computing the CI derivatives.
The rest was due to the computation of correlated density ma-
trices and solution of the Z-vector equation.
When a large active space was used, however, the difference
in the computational costs became noticeable, though the dif-
ference was still minor. For example, a geometry optimization
step for FeP with CAS(10e, 9o) took 2947 and 3387 seconds
with the real and imaginary shifts, respectively, indicating that
the nuclear gradient evaluation with imaginary shift for this
case was 15% more expensive than the real shift counterpart.
The timing difference between the real and imaginary shift
cases is mainly ascribed to the computational cost required
for evaluating the imaginary shift terms, d(2)shift in Eq. (44) and
y˜shiftI,M in Eq. (50), which roughly scales O(N
9
act) (see the Sup-
porting Information). Therefore, as the number of the active
orbitals increases, the additional cost of evaluating these terms
is expected to be more pronounced. For FeP, the wall time for
computing the correlated density matrices with the imaginary
shift was 729 seconds, among which the imaginary shift term
was responsible for 383 seconds (52%). This is in contrast to
the adenine and p−HBDI− cases where the times of comput-
ing d(2)shift and y˜
shift
I,M were less than a second, constituting only a
fraction of the time for computing the correlated density ma-
trices.
Compared to the d(2)shift and y˜
shift
I,M , the computational cost for
the other additional terms was found only marginal. The last
term in Eq. (27) requires only one additional evaluation of
a residual-like term at the beginning of the λ-iteration. As a
consequence, the total time for the λ-equation only slightly in-
creased with imaginary shift, compared to that with real shift,
by 3, 7, and 11 seconds for adenine, p−HBDI−, and FeP, re-
spectively. Evaluation of yet another additional terms, d(2)TT in
Eq. (44) and y˜TTI,M in Eq. (50), can be combined with the con-
ventional terms; therefore, the increase in the computational
cost due to these terms was found to be not significant either;
they took 0.4, 1, and 49 seconds for adenine, p−HBDI−, and
FeP, respectively.
9TABLE II. Wall times in seconds for representative steps in XMS-CASPT2 nuclear gradient evaluation. The timing was measured using 16
nodes of a SandyBridge cluster purchased in 2012 (Xeon E5-2650 2.00GHz, total of 256 CPU cores).
System Atoms / Electrons Basisa CAS States Amp.b λc Den. (shift)d CI deriv. Z vector Totale
Real shift
adenine 15 / 70 165 (815) (4e, 4o) 5 20 18 6.2 (–) 19 4.6 84
p−HBDI− 27 / 114 279 (1373) (4e, 3o) 3 59 49 25 (–) 74 14 257
FeP 37 / 186 427 (2288) (10e, 9o) 5 744 325 297 (–) 879 160 2947
Imaginary shift
adenine 15 / 70 165 (815) (4e, 4o) 5 22 21 7.4 (0.8) 20 4.5 87
p−HBDI− 27 / 114 279 (1373) (4e, 3o) 3 61 56 26 (0.8) 75 14 260
FeP 37 / 186 427 (2288) (10e, 9o) 5 700 336 729 (383) 1028 196 3387
a The number of basis functions. The numbers in parentheses are the number of auxiliary functions.
b Total time for the CASPT2 amplitude equation, see Sec. II B.
c Total time for the CASPT2 Lambda equation [Eq. (27)].
d Time for computing the correlated density matrices (which includes timing for y˜shift). The numbers in parentheses are the time for computing d(2)shift and y˜
shift
I,M
[Eqs. (49) and (52b)], which are unique to the CASPT2 nuclear gradients with the imaginary shift.
e Total wall time for a geometry optimization step, which includes the time for CASSCF and CASPT2 energy evaluation and computation of MO integrals and
reference RDMs.
V. CONCLUSIONS
We have derived and implemented the nuclear gradients for
CASPT2 with the imaginary shift by extending the CASPT2
nuclear gradient code for the real shift. The numerical re-
sults for the vertical and adiabatic excitation energies and the
energy differences between the conical intersections and the
Frank–Condon point for p−HBDI− showed that the results
were less sensitive to variation of imaginary shift values com-
pared to those with real shift. When small active spaces were
used, the additional cost for computing CASPT2 nuclear gra-
dients with imaginary shift was found to be marginal. In a
calculation for FeP for which a larger active space [CAS(10e,
9o)] was used, we observed that the wall times with imagi-
nary shift were roughly 15% more than that with real shift.
The difference has been shown to be due to the computation
of correlated density-like quantities that are associated with
the imaginary shift terms. The programs have been interfaced
to the bagel package, which is publicly available for use in
chemical applications.
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