Abstract : In this paper we introduce a notion of causal transference plans on Polish spaces. These plans are probabilities on the product space which generalize the adapted processes of stochastic calculus in the same way as the Monge-Kantorovich transference plans generalize the Monge transference plans. We provide a detailed study of their main properties. Then we introduce the associated causal transport problems and we prove a very general result of existence of solutions to the causal Monge-Kantorovich problems. Finally we relate these problems to stochastic optimal control, and we investigate the transports of the Wiener measure for the quadratic cost. Weak solutions to some stochastic differential equations whose solutions can be obtained by transformation of the drift then appear as optimal transference plans to these causal Monge-Kantorovich problems, while the existence of a unique strong solution to these equations is related to the existence of an optimum of Monge. In this case, the causal counterpart of the Wasserstein distance is the square root of the relative entropy.
Introduction
Over the last decade a striking analogy between stochastic control and optimal transport has been investigated by T.Mikami and M.Thieullen (see [29] , [28] , [30] , [31] ) in close connexion to stochastic mechanics (see [24] ). Recently these ideas have also received a growing interest through their implications in financial mathematics (for instance see [35] , [6] and the references therein).
Moreover similar problems where considred in [21] and [23] , where an analogy between optimal transport and stochastic differential equations also appeared. However, while optimal transport focusses on transference plans on a product space, the couplings involved in the above papers are a mixture of several conditions which prevent to get a clear intuition of the real origin of this analogy. The present paper is aimed at enlightening this latter by providing a notion of causal transference plans on the product space which generalize the adapted processes of stochastic calculus, and by investigating the associated Monge-Kantorovich problems. Although our definition is given on Polish spaces, in the case of the paths spaces of stochastic calculus, we shall see that the associated causal couplings are usually handled in stochastic optimal control and in the study of stochastic differential equations. In this case, causal transference plans provide the analytic formulation of these couplings which was missing in the literature, thus yielding general and efficient proofs. In particular this formulation is particularly suitable to investigate the compactness of families of such couplings. The structure of this paper is divided in two parts. In the first one (Section 2 to Section 5) we provide the general definition of causal transference plans, we study their topological properties, and we investigate the associated causal Monge-Kantorovich problems. In the second part (Section 6 to Section 8) we relate these problems to stochastic optimal control and to stochastic differential equations. We found this definition of causal transference plans hidden between the lines of the proof of the Yamada-Watanabe criterion for stochastic differential equations on the Wiener space. Within this context the causal transference plans which will be introduced in Section 3 generalize the adapted processes exactly in the same way as the Monge-Kantorovich transference plans generalize the Monge transference plans by allowing the mass to be splitted during the transport. This task is achieved thanks to the conditional probability kernel of a probability on the product space with respect to its first marginal. Although we found our motivations in Mikami's works and our first applications on the Wiener space, the first part of this paper is written in the general framework of two Polish spaces E and S endowed with filtrations (F 
S t ⊂ B(S).
There are essentially two reasons why we have chosen to present these results in this general framework. The first one is that this framework encompasses most of the potential applications as well in finite dimension, as in infinite dimensions, that it holds for any Borel probability, and that it may be applied as well to the continuous processes as to the jump processes. Indeed we recall that, for instance, the space D([0, 1], R d ) of the cad-lag processes is turned into a Polish space when it is endowed with the corresponding Skorokhod topology. As a matter of fact, within this setting, our analytic formulation to these problems even applies to point processes. The second reason is that these problems may be of interest for a reader working on optimal transport who would seek to add a physically relevant time constraint in his models. As a consequence, reading the first part of this paper does not require any prior knowledge in stochastic calculus. Within this general framework the notion of adapted process can still be defined for measurable mappings of the form U : E → S by means of the inverse image of a filtration as it will be recalled with full details in the preliminary Section 2. Specifically we focus on the case where an adapted mapping transports a Borel probability measure η of E to a Borel probability measure ν of S. Then we generalize these adapted mappings as being some probabilities γ on the product space E × S. To be concrete and to justify why we say these plans to be causal, we stress here that as it will be stated accurately in Definition 1, any transference plan γ with marginals η and ν induces a filtration (G t (γ)) t∈[0,1] on the space E. Roughly speaking, at a given t ∈ [0, 1] the sigma-field G t (γ) represents the information that the shipper needs to know among B(E) (which may be thought of as being the whole information contained on the initial space) to be able to build the distribution ν| F S t (the restriction of the distribution ν to the sigma-field F S t ) which may be seen informally as the distribution ν such as it appears at time t. A causal transference plan then appears as a transference plan which can be realized dynamically at each t by means of the information available on the first space at time t. The information which appears on E after a time t is not involved to realize the plan at time t, which expresses the notion of causality of physics. By taking filtrations constant equal to their Borel sigma-fields, these plans encompass usual transference plans. We study their first properties by focussing on their topology in Section 4. Then, we define the associated transport problems and we prove the existence of a solution to the causal Monge-Kantorovich problems under very slight conditions (Theorem 3). The study of the precise geometry of these optimal plans (in the sense of [15] ) in the general case goes far beyond the purpose of this paper. However we give much more informations on this latter in the second part of this paper which is devoted to the causal optimal transports of the Wiener measure. In this second part we first show how the causal Monge-Kantorovich problems are involved in the problems of stochastic optimal control investigated by T.Mikami. Then we prove that under slight conditions, the joint law of the weak solutions to the stochastic differential equations of the form
can be seen as a Monge-Kantorovich optimum to the problems of causal transport of the Wiener measure with a quadratic cost, while the existence of a unique strong solution to these equations occurs if and only if the support of these optimal plans are concentrated on the graph of a strong solution. With other words, the existence of a unique strong solution to these equations is related to the geometry of the causal optimal transports. The equations of the shape (1.1) encompass the Markovian diffusions investigated by Zvonkin (see [19] , [52] , [46] and also [27] for a recent contribution) as well as the famous Cirelson's equation (see [18] ). Hence, we provide here a new way to investigate several important problems of stochastic differential equations which remain mysterious on many points, despite several decades of investigations. As we shall see it, the Malliavin derivative is essentially involved in the geometry of the optimal causal transference plans. Another interesting point which is worth to be noted is that in this case the square root of the relative entropy appears as being the causal counterpart to the Wasserstein distance. At least physically it is quite satisfactory to see that the entropy appears as one introduces the arrow of time. The structure of this paper is the following. The first part of the paper (Section 2-Section 5) provides the notion of causal transference plans and investigates the causal counterpart of the MongeKantorovich problems on Polish spaces. In Section 2 we fix the main notations and definitions which will be used in the whole paper. In particular we recall how a filtration and a notion of adapted process can still be defined naturally in the general framework of two Polish spaces. In Section 3 we introduce the notion of causal transference plans (Definition 2), in such a way that it generalizes the adapted processes usually handled in stochastic control and in stochastic calculus. We also fully characterize the causal couplings (i.e. the realization of a causal transference plan by a pair of mappings defined on a same probability space.) in Proposition 1. In Section 4 we study the topological properties of some interesting subsets of causal transference plans. The main result of this section is the Theorem 2 which gathers the main topological properties of these subsets. The Section 5 introduces the problems of optimal transport for causal transference plans, namely the causal Monge problems and the causal Monge-Kantorovich problems (Definition 2) and we prove the existence of an optimal Monge-Kantorovich transference plan under very weak assumptions (Theorem 3). The second part of this paper (Section 6-Section 8) investigates the causal optimal transports of the law of the standard Brownian motion. In Section 6 we characterize the causal couplings whose first marginal is the Wiener measure and we show how the causal Monge-Kantorovich problems of Section 5 are related to the stochastic optimal control problems investigated by Mikami. In this case the causal transport plans appear implicitly in the lines of the proof of the Yamada-Watanabe. Furthermore any solution (X, B) to a stochastic differential equation is a causal coupling. In Section 8 we go one step further by investigating the causal optimal transports of the Wiener measure for the quadratic cost function. Namely, we prove that under slight conditions the joint laws of weak solutions to the generally non-Markovian stochastic differential equations of the shape (1.1) are solutions to the causal Monge-Kantorovich problems of Section 5 (Theorem 4), while the existence of a unique strong solution happens if and only if this optimal transference plan is supported by the graph of a solution to the associated causal Monge problem (Corollary 2). We also provide a dual formulation (Corollary 4) which is very similar to the dual formulation in the non-causal case. In Section 7 we recall the basic facts about Wiener space and about the transformations of the Wiener measure which we use in Section 8. In particular we define the Girsanov shifts and we recall how to compute it explicitly by means of Malliavin calculus.
Preliminaries and notations
In the whole paper, E and S will denote two Polish spaces whose Borel sigma-fields are noted respectively B(E) and B(S). The set of the Borel probability measures on E (resp. on S) will be denoted by P(E) (resp. by P(S)) while the set of the probabilities on E × S endowed with the sigma-field B(E) ⊗ B(S) will be denoted by P(E × S). Given two probabilities η ∈ P(E) and ν ∈ P(S), by a morphism of probability spaces between η and ν we mean any Borel measurable mapping U : E → S which is defined η almost everywhere in such a way that the direct image of the probability η under U is ν which we write
We will denote by R(η, ν) the set of the morphisms of probability spaces between η and ν. Informally any U ∈ R(η, ν) may be seen as a way to transport the probability η, which may be thought of as being a distribution of mass, to the probability ν, by carrying all the mass which is located at a given ω to a unique ω which is given by U (ω). L 0 (η, S) will denote the set which is obtained by identifying the Borel measurable mappings U : E → S which are η − a.s. equal. A relaxed notion of transport can be introduced by means of the product space. To handle with this latter, we need to introduce the projections π (resp. π) on the first (resp. second) coordinate of E × S, that is
The set of the transference plans between η and ν is then the set Π(η, ν) of the probabilities on E × S whose first (resp. second) marginal is η (resp. ν) which reads
On the other hand the set of all the transference plans of a given probability η will be noted
A straightforward fashion to understand why one may think to a given γ ∈ Π(η, ν) as a way to transport the mass is to introduce the conditional probability kernel of γ with respect to η. As a matter of fact, these kernels will be the basic objects we will be interested in within the whole paper. Here, we just provide the definition and we refer to [33] Chapter I or to [18] (Chapter 1 and p.164) and the references therein for further details. Since E and S are Polish spaces, for any γ ∈ Π(η, ν) there exists a unique function
which satisfies the following properties
A straightforward calculus shows that η − a.s.
Thus, roughly speaking Θ ω γ (d ω) represents the proportion of the mass at a given ω which is transported to the point ω by the transference plan γ. Now, note that to any U ∈ R(η, ν) (i.e. any morphism of probability spaces from η ∈ P(E) to ν ∈ P(S)) we can associate the probability γ U whose probability kernel Θ ω is given η − a.s. by the Dirac measure δ U(ω) concentrated at U (ω). This reads for any A ∈ B(E) and B ∈ B(S)
In the sequel for any two measurable mappings Y : Ω → E and X : Ω → S defined on a probability space (Ω, A, P) we will note
Moreover whenever η := Y ⋆ P and ν := X ⋆ P we will say that (Y, X, (Ω, A, P)) (or for short that (Y, X)) is a coupling of (η, ν). With these notations we have
where
denotes the identity map on E. For η ∈ P(E) and ν ∈ P(S), the couplings (Y, X, (Ω, A, P)) of (η, ν) such that (Y × X) ⋆ P is of the form (2.7) are called the deterministic couplings of (η, ν). Deterministic couplings naturally model systems which answer in a deterministic way to a random input Y , while X can be seen as the output of the system. Indeed in this case by definition there exists a U ∈ R(η, ν) such that P − a.s. X = U (Y ). Furthermore in view of (2.5) we can write informally η − a.s.
which means that, as it is expected a deterministic coupling plan may be seen as a transference plan where all the mass at a given ω ∈ W goes almost everywhere to the same ω : it is not splitted and it is supported by the graph of a given morphism. Note that these notions of morphisms of probability spaces and of transference plans do not involve any filtration. Hence, even if realized on some path spaces, these transports are not constraints by a structure which models the causality.
To introduce the arrow of time and to define adapted processes we assume henceforth and for the whole paper that a filtration (B t (E)) t∈[0,1] (resp. (B t (S)) s∈[0,1] ) of the Borel sigma-field B(E) (resp. B(S)) is given once for all on E (resp. on S). Furthermore given a probability η ∈ P(E) (resp. ν ∈ P(S), resp. γ ∈ P(E × S)) the usual augmentation (see [4] ) of the filtration (
) with respect to η (resp. to ν, resp. to γ) will be denoted by (F η t ) (resp. by (F ν t ), resp. by (F γ t )). We also set B(E) η (resp. B(E) ν ) to be the completion of B(E) (resp. of B(S)) with respect to η (resp. to ν). We are now ready to recall how one may define adapted mappings within this general framework. Let (Ω, A, P) be a probability space and let X : Ω → S be a mapping which is A/B(S) measurable. Then for any t ∈ [0, 1] the inverse image (2.8)
is a sigma-field on (Ω, A) which increases with t so that it defines a filtration. In this paper we will call (X −1 (B t (S))) t∈[0,1] the filtration generated by X and we will note (G X t ) the usual augmentation of this filtration with respect to P. Hence, given a complete filtration (A t ) on (Ω, A, P), X will be said to be (A t )−adapted if and only if for any t ∈ [0, 1] we have
To make this definition clearer, as well as for the applications below in this paper, we now introduce
By taking the space S = W and by choosing B t (W ) := σ(W s , s ≤ t), at any t ∈ [0, 1] the sigma-field given by (2.8) is equal to σ(X s , s ≤ t). This means that the definition we use fits in the standard uses of the word. Turning back to the general case with η ∈ P(E) and ν ∈ P(S), a morphism of probability spaces U ∈ R(η, ν) will simply be said to be adapted (with no precision on the underlying filtration) if it is (F η t )−adapted i.e. if and only if for any t ∈ [0, 1] we have
and we note R a (η, ν) (resp. L 0 a (η, S)) the subset of the adapted elements of R(η, ν) (resp. of L 0 (η, S)). Of course in the case S = W , this definition corresponds exactly to the notion of adapted continuous processes.
Another notion which will be of interest for the applications is the isomorphism of probability spaces and of filtered probability spaces. There exists several definitions to these concepts across the literature, but in this paper we will adopt the easiest. Namely, a morphism U ∈ R(η, ν) will be said to be an isomorphism of probability spaces between η ∈ P(E) and ν ∈ P(S) if there is a V ∈ R(ν, η) such that η − a.s.
In the above formulas it is elementary to check that the pull-backs are well defined (for instance see [26] ), that (2.9) and (2.10) imply each other, and also that both of these conditions are equivalent to
Although we won't use it in the sequel we recall that thanks to Borel's isomorphism J F : F → [0, 1] any Polish space F can be endowed with at least a non trivial filtration by considering J −1 ] . The adapted counterpart to these isomorphisms are the isomorphisms of filtered probability spaces : we will say that U is an isomorphism of filtered probability space if U is an isomorphism with inverse V and both U and V are adapted i.e. we have both U ∈ R a (η, ν) and V ∈ R a (ν, η). In the latter case one speak of isomorphism of filtered probability spaces since the definition yields (G
In this paper such isomorphisms which map the filtration will only be used in the applications on the Wiener space. The particular case where it take values in the Wiener space plays a key role in stochastic analysis and in particular in Malliavin calculus. The essential reason is that any isomorphism of probability spaces with values in the Wiener space induces an isomorphism of Gaussian space (see [25] ), while isomorphisms of filtered probability space enable to map directly the adapted quasi-invariant flows by inverse image, thus providing also a stochastic integral to the related space. A well known example of such isomorphisms is the Itô map of stochastic differential geometry (see [7] , [17] or [3] ). In the Section 7 of this paper we will meet other such isomorphisms with values in the Wiener spaces related to stochastic differential equations.
Causal transference plans and their causal couplings
We recall that E and S are two Polish spaces fixed once for all each one with a fixed filtration of their Borel sigma-field (see Section 2). We first motivate the definition of causal transference plans which is given in Definition 1. Then we fully characterize the causal couplings (Proposition 1) i.e. the realizations of a causal transference plan by a pair of processes defined on a same probability space.
In order to introduce the Definition 1 naturally, and to enable the reader to get quicker an intuition, we now mention the property of transference plans associated to adapted processes. Let η ∈ P(E), ν ∈ P(S) and U ∈ R(η, ν). According to the definition of Section 2, U is adapted if and only if for any B ∈ B t (S), U −1 (B) ∈ F η t . Returning to the transference plan γ U associated to U by (2.6), we have η − a.s.
which means that U is adapted if and only if for any t ∈ [0, 1] and for any B ∈ B t (S) the mapping ω → Θ ω (IE ×U)⋆η (B) is F η t measurable. This latter property motivates Definition 1. Definition 1. Let η ∈ P(E), ν ∈ P(S) and γ ∈ Π(η, ν) (see (2.2)). For any t ∈ [0, 1] we note G t (γ) the smallest sigma-field on E such that for any C ∈ B t (S) the mapping
is measurable, where Θ γ is the conditional probability kernel of γ with respect to η (see Section 2). We call (G t (γ)) t∈[0,1] the filtration generated by γ. A transference plan γ ∈ Π(η, ν) will be said to be causal if and only if for any t ∈ [0, 1]
We note Π c (η, ν) the set of the causal transference plans from η to ν which is given by
for short) will be called a causal coupling if and only if Y : Ω → E and X : Ω → S are two measurable mappings (with respect to A/B(E) resp. to A/B(S)) defined on a same complete probability space (Ω, A, P) and
Note that this definition means that γ ∈ Π(η, ν) is causal if and only if for any t ∈ [0, 1] and for any C ∈ B t (S), the mapping ω ∈ E → Θ ω γ (C) ∈ R is F η t measurable. Thus in view of the preliminary remark, causal transference plans generalize the notion of adapted processes as it is announced it the introduction. We now characterize the causal couplings : Proposition 1. Let (Ω, A, P) be a complete probability space and X : Ω → S and Y : Ω → E be two mappings A/B(S) (resp. A/B(E)) measurable. Further note (G X t ) (resp. (G Y t ) ) the filtration generated by X (resp. by Y ) which is defined in Section 2. Then the following assertions are equivalent:
(ii) For any t ∈ [0, 1] and for any A ∈ B t (S) we have P − a.s.
Proof: Let Θ be the conditional kernel of (Y × X) ⋆ P with respect to Y ⋆ P. By definition we have
for any A ∈ B(S) where
Furthermore by setting
Hence from (3.11) and (3.12) we see that P − a.s.
if and only if P − a.s.
which occurs if and only if Y ⋆ P − a.s.
The equivalence between (3.13) and (3.14) implies that (i) <=> (ii). Moreover, for any C ∈ B t (S), D ∈ B t (E) and for any f ∈ C b (E) we have
for any f ∈ C b (E) if and only if for any C ∈ B t (S)
which shows that (ii) is equivalent to (iii).
Topological properties of causal transference plans
In this section we study the topology of the convex sets P S c (η) and Π c (η, ν) introduced in Definition 1. Namely we prove these sets to be closed (resp. compact), while L 0 a (η, S) is embedded in P S c (η). These properties are gathered in Theorem 2 whose proof relies on the following lemma :
be a sequence of probabilities where P S (η) was defined by (2.3). Then (γ n ) converges γ in the weak topology of probability measures if and only if for any Borel set A ∈ B(S) of ν−continuity (i.e. ν(∂A) = 0),
where Θ (resp. for any n ∈ N Θ n ) is the conditional kernel of γ (resp. of γ n ) with respect to η. When this convergence occurs, and A is a set of ν−continuity
moreover still in this case, we have that
Proof: The sufficiency follows directly by definition. Indeed let A ∈ B(S) be a set of ν continuity, and let B ∈ B(E) be a set of η continuity (i.e. ν(∂A) = η(∂B) = 0). By definition we have
Hence, the weak convergence
By the portmanteau theorem this ensures the convergence of γ n to γ. Conversely to prove the necessity we now assume that γ n → γ, and we further consider any X ∈ L ∞ (η). For any ǫ > 0 we have to prove the existence of a n ǫ such that for any n > n ǫ
For instance such a f ǫ can be constructed directly by applying Lusin's theorem and then Tietze's extension theorem. We then have
On the other hand by definition
Hence by applying the portmanteau theorem we can find a n ǫ such that for any n > n ǫ (4.17) (4.16) shows that this n ǫ satisfies (4.15) which yields the desired convergence. We now turn to the last part of the claim i.e. we assume the convergence. By applying Fatou's Lemma together with the first part of the claim, we get that for any X ∈ L ∞ (η) which is positive and for any set B ∈ B(S) of ν−continuity :
which implies η − a.s.
Similarly we obtain η − a.s.
, while together with the weak convergence in L 1 (η), this latter condition is well known to imply the strong convergence (see [4] Chapter I).
The following is a short proof of the embedding of L 0 (η) in P S (η) (see Section 2), a fact which may be well known.
is an embedding i.e. the mapping
defines an homeomorphism of L 0 (η) endowed with the topology of the convergence in probability onto its image endowed with the topology of the weak convergence in measure.
Proof: Obviously j realizes a bijection onto its image. We first prove that it is continuous, then we prove that its inverse is also continuous. Let (U n ) ⊂ L 0 (η, S) be a sequence which converges in probability to a U ∈ L 0 (η, S). By extracting a sequence which converges η almost surely, the dominated convergence theorem yields that for any f ∈ C b (E × S)
i.e. j(U n ) → j(U ) and j is continuous. Conversely we now assume that we have a sequence (U n ) ⊂ L 0 (η, S) and a U ∈ L 0 (η, S) such that (j(U n )) n∈R converges to j(U ), and we want to prove that (U n ) converges to (U ) in probability. By definition j(U ) and (for any n ∈ N) j(U n )) are elements of P S (η). Moreover, the conditional probability kernel of j(U ) (resp. for any n ∈ N, of j(U n )) with respect to η is given by δ U (resp. for n ∈ N by δ Un ). In the above expression for ω ∈ E, δ ω denotes the Dirac measure on S concentrated at ω. Since by hypothesis (j(U n )) n∈N ⊂ P S (η) converges to j(U ), the Lemma 1 implies that for any A ∈ B(S) which is a set of U ⋆ η continuity (i.e. U ⋆ η(∂A) = 0) we have
so that ((U n ×U ) ⋆ η) n∈N converges to (U ×U ) ⋆ η in the topology of the weak convergence of probability measures. On the other hand, let d S be a distance on S which is compatible with its topology. For any ǫ > 0 we set
and Ω ǫ is a set of (U × U ) ⋆ η continuity (i.e. (U × U ) ⋆ η(∂Ω ǫ ) = 0). By the weak convergence in measure of ((U n × U ) ⋆ η) n∈N to (U × U ) ⋆ η we finally obtain for any ǫ > 0
which means that (U n ) converges in probability to U . Hence j is a bijection onto its image which is continuous, with a continuous inverse.
Theorem 2. For any η ∈ P(E), ν ∈ P(S) the following hold for the convex sets P S c (η) and Π c (η, ν) which were defined in Definition 1 :
is convex and closed in P(E × S) for the topology of the weak convergence in measure.
(ii) Π c (η, ν) is a not empty convex set which is compact in P(E × S) for the topology of the weak convergence in measure.
for the topology of the convergence in probability, which is canonically embedded in P S c (η). (iv) R a (η, ν) (see Section 2) is a closed set for the convergence in probability. (v) Let (γ n ) be a sequence of elements of P S c (η) and further assume that ( π ⋆ γ n ) is tight, then there exists a γ ∈ P S c (η) and a subsequence (γ k(n) ) of (γ n ) which converges weakly in measure to γ .
Proof: The convexity in (i) and (ii) is trivial to see from the Definition 1. We now show that the whole result relies on (i). Since the convergence in probability implies the convergence in law,
On the other hand by Theorem 1 (iii) follows from (i). Note that η ⊗ ν ∈ Π c (η, ν) because its conditional kernel with respect to η is ν. Moreover Π(η, ν) is well known to be weakly compact (for instance see [48] p.45) and Π c (η, ν) = Π(η, ν) ∩ P S c (η) so that (ii) also follows from (i). Similarly, whenever ( π ⋆ γ n ) is tight, ∪ n Π(η, π ⋆ γ n ) is tight (see [48] p.45). Hence we can extract a subsequence (γ k(n) ) ⊂ P S c (η) which converges to a γ. By continuity of π ⋆ , γ ∈ P S (η) so that (v) follows from (i). Hence we just have to prove (i). Before we begin the proof we first note that for any ν ∈ P(S), proving that a probability γ ∈ Π(η, ν) lies in the subset Π c (η, ν) amounts to prove that for any t ∈ [0, 1] and for any A ∈ B t (S) which is a set of ν− continuity (i.e. ν(∂A) = 0) the mapping ω → Θ ω (A) is F η t measurable, where Θ is the conditional probability kernel of γ with respect to η. To see this, let γ t be the probability on E × S with the sigma-field B(E) ⊗ B t (S) whose action is defined on C ∈ B(E) and A ∈ B t (S) by
i.e. the restriction of γ to B(E) ⊗ B t (S). On the other hand the last inequality holds if and only if it holds on the sets of the form C × A where C ∈ B(E), A ∈ B t (S) and A is a set of ν continuity. Moreover this latter is equivalent to prove that for any A ∈ B t (S) which is a set of ν− continuity (i.e. ν(∂A) = 0) the mapping ω → Θ ω (A) is F η t measurable, which shows that we can restrict ourselves to the sets of ν−continuity. We now turn to the main body of the proof. Let (γ n ) n∈N ⊂ P S c (η) be a sequence which converges to a probability γ ∈ P(E × S) in the weak topology of probability measures. By continuity of π ⋆ we have π ⋆ γ = η i.e. γ ∈ P S (η). Further note Θ (resp. for any n ∈ N Θ n ) the conditional probability kernel of γ (resp. of γ n ) with respect to η and set ν := π ⋆ γ.
We now have to prove that for any t ∈ [0, 1] and for any A ∈ B t (S) which is such that ν(∂A) = 0,
weakly in L 1 (η), and by hypothesis for any n ∈ N Θ n (A)
. This latter is closed, the proof is complete.
Monge-Kantorovich problems for causal transports
In this section we define the causal counterparts to the Monge-Kantorovich (resp. to the Monge) problems (Definition 2) and we prove the existence of a solution to these former under very weak assumptions (Theorem 3). Although the general study of the dual formulation to these problems as well as the precise geometry of these optimal causal transports goes far beyond the scope of this paper, a more detailed study of the optimal plans will be given in the particular case investigated in Section 8.
Consider η ∈ P(E) and ν ∈ P(S) where E and S still denote the Polish spaces of Section 2. In view of the causal case we recall that both of them are assumed to be endowed with a filtration of their Borel sigma-field. We first recall the definition of the problems of optimal transport and we refer to [47] and [48] for a general overview on this topic. Informally a problem of optimal transport is the search of the cheapest way to transport the mass η to the mass ν. As it was recalled in Section 2, one may think informally to any γ ∈ Π(η, ν) as a way to transport a distribution of mass η to a distribution of mass ν. Problems of optimal transports can be defined once a measurable function
is given. This latter is called the cost function because for a given (x, y) ∈ E × S the value c(x, y) may be thought of as the being cost to bring an element located at x ∈ E to a y ∈ S. The cost of a given transference plan γ ∈ P(E × S) is then naturally defined by In the case where E = S with a distance d E , and c(x, y)
p is called the Wasserstein distance of order p. Whenever γ ⋆ and is of the shape
where T ∈ R(η, ν) (see Section 2), the mapping T obviously solves the so called Monge problem
Similarly, the following defines the causal counterpart to these problems :
To any measurable function c : E × S → R ∪ ∞, and any η ∈ P(E) and ν ∈ P(S) we associate the following problems ;
(1) (Causal Monge-Kantorovich problems) By a causal Monge-Kantorovich problem we mean a variational problem of the shape
(2) (Causal Monge problem) By a causal Monge problem we mean a variational problem of the shape
Note that by taking B t (E) = B(E) and B t (S) = B(S) for any t ∈ [0, 1] (see Section 2), the usual optimal transport problems appear as some particular cases of such problems. Moreover whenever the optimum to the causal Monge-Kantorovich problem exists and is a deterministic coupling plan, it induces a solution to the causal Monge problem. We now provide a general result of existence for these causal problems in the general setting : Theorem 3. Let η ∈ P(E) and ν ∈ P(S) and let c : E × S → R ∪ {∞} be a lower semicontinuous function such that c(x, y) ≥ 0 for any (x, y) ∈ E × S. Then there exists an optimal γ ∈ Π c (η, ν) which attains the infimum
Proof: It is well known that the hypothesis on c yield the lower semicontinuity of
with respect to the weak topology of probability measures (see Lemma 4.3 of [48] ). On the other hand we proved in Theorem 2 that Π c (η, ν) is a non empty compact set. Since any lower semicontinuous function on a compact set attains its infimum, this proves the result. Corollary 1. Let η ∈ P(E) and let c : E × S → R ∪ {∞} be a function which satisfies the hypothesis of Theorem 3. For any ν ∈ P(S) we note
Then the function ν ∈ P(S) → S(ν|η) ∈ R + ∪ {∞} is a convex function which is lower semicontinuous for the topology of weak convergence of probability measures. In particular let C S be any not-empty compact subset of P(S) (for the topology of the weak convergence of probability measures), then the infimum of
is attained.
Proof: We first prove the convexity. Let ν, ν ∈ P(S) and λ ∈ [0, 1]. By Theorem 3 there is a probability γ ν ∈ Π c (η, ν) (resp. γ ν ∈ Π c (η, ν)) which attains the infimum S(ν|η) (resp. S( ν|η)) of the associated causal Monge-Kantorovich problem. By definition of the causal transference plans, for any λ
Hence by definition
We now prove the lower semicontinuity. For λ ∈ R we note G λ := {ν ∈ P(S)|S(ν|η) ≤ λ} the associated level set, and we consider a sequence (ν n ) ⊂ P(S) which converges weakly to a ν ∈ P(S) and which further satisfy ν n ∈ G λ , for any n ∈ N. By Theorem 3, for any n ∈ N there is a γ n ∈ Π c (η, ν n ) such that
Since (ν n ) is tight, by the (v) of Theorem 2, and by continuity of π ⋆ , we can extract a subsequence (γ k(n) ) of (γ n ), which converges to a γ ∈ Π c (η, ν). Hence by definition of S(.|η) we obtain
On the other hand as it was recalled in the proof of Theorem 3, γ → E×S c(x, y)dγ(x, y) is lower semi continuous so that
By gathering (5.22) and (5.23) be obtain S(ν|η) ≤ λ which proves that the levels sets G λ are closed. Hence S(.|η) is lower semicontinuous and convex.
Remark 1. By definition (5.24) S(ν|η) ≥ T (ν|η)
and the quantity S(ν|η) − T (ν|η) may be seen informally as the fair price to pay at t = 0 to buy the whole information contained in B(E). In Section 8 we will see that in the case of the optimal transports of the Wiener measure for the quadratic cost, this latter inequality is exactly the Talagrand inequality.
Causal transport problems in stochastic optimal control
In this section we will see that causal transference plans naturally fit in stochastic calculus, and we will show how the problems of Section 5 are involved in the problems of stochastic optimal control (see [11] ) investigated in Mikami's papers. As a matter of fact these connexions already appear very clearly in the lines of the proof of the Yamada-Watanabe criterion (see [18] ) were the definition of causal transport plans appears implicitly. For the sake of simplicity as well as for our applications in Section 8 we focus on the space of the continuous paths
Section 2, and we note µ the law of the standard R d − valued Brownian motion, i.e. µ is such that the coordinate process (t, ω)
is a Brownian motion. We recall that we note (B t (W )) the filtration generated by the coordinate process, and that B 1 (W ) = B(W ). Proposition 2 focuses on the case where
, endowed with the filtration generated by the coordinate process i.e. (B t (E)) = (B t (W )). It shows that causal couplings are usually handled in stochastic optimal control and appear explicitly in the definition of a solution to stochastic differential equations.
Proposition 2.
We take E = W := C([0, 1], R d ) endowed with the filtration generated by the coordinate process (B t (W )), while S still denotes the general filtered Polish space of Section 2. Further consider a complete probability space (Ω, A, P) with two measurable mappings X : Ω → S and Y : Ω → W and assume that t → Y t is a Brownian motion with respect to its own filtration. Then the following are equivalent :
) is the filtration generated by X (resp. by Y ) defined in Section 2. (iii) There is a filtration (A t ) such that t → Y t is an (A t )−Brownian motion and t → X t is adapted to (A t ) (iv) Assertion (iii) holds for the space (W × W, (F γ t ), γ) for the process t → W t • π and t → W t • π, where (F γ t ) is the filtration on the product space defined in Section 2 Proof: By taking (A t ) := (σ(G X t ∪G Y t )) we see that (ii) implies (iii). Conversely we assume that (iii) holds for a given filtration (A t ). Since both X and B are (A t )−adapted we have σ(G 
By Levy's criterion this proves that (iii) <=> (ii). We now assume that (ii) holds and we want to prove (i). We set ρ t : ω ∈ W → ω .∧t ∈ W to be the coordinate process stopped at t and we define θ t : ω ∈ W → 1 .>t (W . − W t ) ∈ W . For a given t we now consider a set C of the form
B(W ), and a A ∈ B t (S). By hypothesis (θ
and of G Y t so that we get
from which we obtain P(X ∈ A|G Y t ) = P(X ∈ A|σ(Y )) for any A ∈ B t (W ) and by applying Proposition 1 we get (i). Conversely, we assume that (i) holds. By Proposition 1 we get
which proves (ii). The equivalence with (iv) is trivial.
Henceforth, we take E = S = W both endowed with the filtration generated by the coordinate process (B t (W )). The Definition 3 defines a class of problems of stochastic optimal control which is the paradigm of those investigated in Mikami's papers (for instance see p.3 of [31] ). The Proposition 3 relates these problems to the causal Monge-Kantorovich problems of Section 5. 0ω s ds. We define
and where C is the set of the pair of processes (u, X u ) defined on a complete filtered space (Ω, A, P) with a filtration (A t ) such that (i) We have P − a.s. u ∈ W λ and in this case we note (u s ) the associated density i.e. (ii) There exist two continuous processes (X u , B) defined on that space such that t → X t is (A t )−adapted, t → B t is a (A t )−Brownian motion and P − a.s. 
where S(ν|µ) is defined by
and where Σ(Q 0 , Q 1 ) is given by (6.26). Then we have
where V (Q 0 , Q 1 ) is defined by (6.25)
it is trivial to check that
By Proposition 2 the result (6.29) directly follows from (6.30) and from the definitions.
Remark 2. This remark anticipates on some results of Section 8. In the case where
Hence in this case (6.29) reads
Whenever Q 0 << λ and Q 1 << λ (i.e. absolutely continuous with respect to the Lesbesgue measure λ on R d ), the right hand term of (6.32) is a Schrödinger Bridges (see [14] , [49] , [51] ). Hence we recover the (very) well known connexion between Schrödinger Bridges and Mikami's problems, which is the entropic formulation of the quantum euclidean mechanics (Q.E.M.) (See [14] together with [49] , [50] , [51] ). Thus, the novelty of Proposition 3 is to show that the couplings of Q.E.M. are the result of a variation over optima to the causal Monge-Kantorovich problems on the product space of Section 5. Finally, note that quantum Euclidean mechanics (Q.E.M.) is well known to model some physical systems of statistical mechanics, typically some spin chain under a thermal agitation. In the couplings (B, X), the Brownian t → B t then models the thermal effects and the optimum coupling of (6.31) model the causal answer of the spin chain to the random chocks of many little particles (modeled by B). For that reason the optimal couplings of Q.E.M. are physically expected to be deterministic couplings (see Section 2). The proof of such facts is not trivial for marginals whose density is not smooth, and relies on the localization of Zvonkin's celebrated result (see [23] in the case of h − path processes i.e. when Q 0 = δ x , x ∈ R d ).
A brief reminder on the transformations of the Wiener measure
To prepare Section 8 we are now going to recall some basic facts about Wiener spaces and of transformations of the Wiener measure. In particular we will recall the definition of a class of shifts associated to probabilities absolutely continuous with respect to the Wiener measure, which we call the Girsanov shifts. These shifts have a long history, which is deeply related to stochastic mechanics, and we refer to the references given below for further details. The second part of this section introduces the basic objects of Malliavin calculus which enable to compute explicitly the Girsanov shifts. This part is quite technical and the reader who is not already acquainted with this field may skip the last part of this section in a first reading.
We now introduce some basic definitions related to the Wiener spaces (see [20] for a detailed presentation of these spaces). We still note W the space
paths, i.e. the space of the continuous
As it is well known W is a Banach space when it is endowed with the norm of the uniform convergence which we note |.| W (i.e. for any p ∈ W ,
Hence it is turned into a measurable space thanks to its Borel sigma-field B(W ). On the other hand the coordinate process (W t ) is defined by
In view of the preliminary Section 2, we take the filtration (B t (W )) to be the filtration generated by the coordinate process, i.e. for any t ∈ [0, 1] by
Still to be consistent with Section 2 we note (F ν t ) the usual augmentation of (B t (W )) t∈[0,1] with respect to any probability ν ∈ P(W ). The Wiener measure which we note µ is the borel probability under which this coordinate process is a Brownian motion. In particular, µ ∈ P(W ) is fully characterized by the property that for any s < t and any
The classical Wiener space is then the space W turned into a probability space by the Wiener measure µ. Another important space which will play a key role in Section 8 is the Cameron-Martin space H which is associated to W and µ. It is defined to be the set of the ω ∈ W such that τ ω ⋆ µ ∼ µ (i.e. equivalent) where
As a matter of fact this space is explicitly given by
and that H is an Hilbert space for the scalar product
whose associated norm is noted |.| H := √ < ., . > H . In this paper we extend |.| H as a function |.| H : W → R ∪ {∞} by setting |ω| H = ∞ for a ω / ∈ H. We now recall some basic facts concerning probabilities absolutely continuous with respect to the Wiener measure. Let ν ∈ P(W ) be such that ν << µ (i.e. absolutely continuous). Borel's isomorphism ensures that both R(µ, ν) and R(ν, µ) are always not empty and even contain an isomorphism of probability space. However we do not have a general theorem to know whether R a (µ, ν) is not empty. On the other hand, the Girsanov theorem is well known to yield the following (for instance see [12] , [13] , [14] , or [44] ) : for any ν ∈ P(W ) such that ν << µ, there exists a unique V : W → W defined ν a.s. and which further satisfies the two properties below
. In particular, note that V ∈ R a (ν, µ) (see Section 2) . In this paper we call V the Girsanov shift associated to ν, and we call v := V − I W the Girsanov drift of ν. This latter is fully characterized by its integrability along with its ability to express the density. Namely v := . 0v s ds satisfies ν − a.s.
and ν − a.s.
By the Girsanov theorem (see [5] ), we know t → W t to be a semimartingale under ν so that the stochastic integral which appears in (7.35) is well defined. Moreover, still by the Girsanov theorem it is equivalent to define the Girsanov drift v to satisfy (7.34) and (7.35) and then to define the Girsanov shift V by setting ν − a.s.
In terms of stochastic differential equations (ii) exactly means that (I W , V ) is a solution to the stochastic differential equation
on the space (W, F ν , ν) with the filtration (F ν t ). Together with Föllmer's formula which we recall below, this latter formulation of (ii) explains the key role of these shifts in Euclidean quantum mechanics (see [51] for a pedagogical account on this). Concerning (7.36) , an important question is to know whether it has a unique strong solution i.e. to know whether there exists a U ∈ R a (µ, ν) such that for any measurable X : Ω → W and Brownian B : Ω → W defined on a space (Ω, A, P), (X, B) is a solution to (7.36) if and only if P − a.s.
Generally, it is not the case as it is shown by Cirelson's counterexample (see [36] or [18] ). As a matter of fact, it was recently noticed byÜstünel and Zakai (see [45] , [39] , [40] , [41] , and also [22] , [23] ) that the existence of a unique strong solution to (7.36) is equivalent to the condition that V is an isomorphism of filtered probability space (see Section 2). Of course in this case the inverse U ∈ R a (µ, ν) of the Girsanov shift V ∈ R a (ν, µ) is the same as in (7.37). In [40] a criterion of invertibility of V based on the relative entropy was provided which was extended in [21] . It states that for any probability ν ∈ P(W ) with finite entropy i.e. H(ν|µ) < ∞ where
and for any U ∈ R a (µ, ν) we have
H ] with equality if and only if V is an isomorphism of filtered probability spaces with inverse U . This latter relies on the celebrated formula of Föllmer ([12] , [13] , [14] ) which states that
We now introduce the Malliavin derivative which provides an explicit computation of the Girsanov shift V of a probability ν which is absolutely continuous with respect to the Wiener measure. This formula, which may be well known even in the case of absolute continuity is recalled in (7.42). Malliavin calculus and the explicit expression of the shifts will only be involved in few results of Section 8, while it is rather technical. For that reason, we encourage a reader who would not be familiar to this topic to skip the end of this section in a first reading, and to go directly at Section 8. We only recall the basic definitions and results necessary to express the Girsanov drift and we refer to [25] , [37] , [38] , [32] , [18] , or [32] for an overview on this topic. The Malliavin derivative ∇ extends the finite dimensional Sobolev derivative with respect to the Gaussian measure, to the infinite dimensional space W endowed with the Wiener measure. We denote by P ol the set of the smooths functionals F : W → R of the shape
where f : R n → R is a polynmial and where t 1 , ..., t n ∈ [0, 1] for a n ∈ N. By definition, the translations τ h (see (7.33)) along any directions h := .
0ḣ s ds ∈ H of the Cameron-Martin space are quasi-automorphisms of the Wiener space (i.e. τ h⋆ µ ∼ µ). This latter fact ensures that for any F ∈ P ol , the following Gâteaux derivative is well defined µ − a.s.
We define ∇F to be the H− valued random variable given by µ − a.s.
where h ∈ H. Thus we obtain a linear operator ∇ :
Thanks to the Cameron-Martin theorem it is easy to see that although ∇ is not a closed operator, it is however closable. We still denote by
We recall that the closure of ∇ is defined in the the following way : Dom 2 (∇) is defined to be the set of the F ∈ L 2 (µ)
for which there is a sequence of cylindrical random variables (F n ) n∈N ⊂ P ol with the property that lim n→∞ F n = F in L 2 (µ) and ∇F n is Cauchy in L 2 (µ, H). Thus for any F ∈ Dom 2 (∇) we can define ∇F := lim n→∞ ∇F n which is unique since ∇ is closable. By construction Dom 2 (∇) is the completion of P ol with respect to the norm of the graph associated to ∇ which is defined by H) and we note ID 2,1 the Banach space Dom 2 (∇) endowed with the norm ||.|| 2,1 . Of course ∇ is nothing but the infinite dimensional version of the Sobolev derivative with respect to the Gaussian measure, and ID 2,1 is the Sobolev space associated to this infinite dimensional weak Sobolev derivative. We now turn to the definition of its adjoint δ which is closely related to the stochastic integral. It is easy to see that P pol is dense in every L 2 (µ, E) (see [18] for a short proof). Since P ol ⊂ ID 2,1 , the operator ∇ :
Therefore there is an operator δ, the so called divergence, which is the adjoint of ∇. The domain Dom 2 (δ) is defined classically as being the set of the random variables ξ ∈ L 2 (µ, H) such
. For any ξ ∈ Dom 2 (δ), δξ is characterized by the relation
which holds for any φ ∈ Dom 2 (∇). Of course, this relation is the infinite dimensional counterpart of the integration by part with respect to the Gaussian measure. Let L 2 a (µ, H) be the subset of L 2 (µ, H) whose elements are adapted to (F µ t ). By applying the definition (7.41) to smooth simple process, and then by taking the limit, it is not difficult to check that L 
µ)}, after a short calculation the integration by part yields the celebrated Clark-Ocone formula : for any X ∈ ID 2,1 we have
By noting (D s X) the density of ∇X with respect to the Lebesgue measure which is defined such that µ − a.s.
the Clark-Ocone formula reads µ − a.s.
for any X ∈ ID 2,1 . Although the following is well known we recall the proof for the convenience of the reader :
Proposition 4. Assume that ν is a probability which is absolutely continuous with respect to the Wiener measure, and note V :
0v s ds) its Girsanov drift (resp. shift). Then we have dt × dν a.s.
Where D s still denote the density of the Malliavin derivative. Otherwise stated, by noting π ν the orthogonal projection on the subspace of L 2 (ν, H) whose elements are F ν t −adapted, we have
Proof: The Clark-Ocone formula yields µ − a.s.
Since ν − a.s.
dν dµ > 0, it is straightforward to check that we obtain ν − a.s.
Moreover Bayes formula reads dt × dν − a.s.
On the other hand, the Girsanov theorem implies that t → W t is a F ν t semimartingale. Hence Itô's formula yields ν − a.s.
As any continuous martingale with finite variation vanishes, the equations (7.35) and (7.43) directly yield the desired result.
Remark 3. We note here that just has the derivative in the sense of distributions extend the Sobolev derivative, it is possible to build distributions on Wiener space and to extend the derivative and the divergence to these so-called Watanabe's distributions (see [18] ). By means of this derivative, the Clark-Ocone formula can be extended to any X ∈ L 1 (µ) (see [42] ) and for that reason it is reasonable to think that the Proposition 4 which expresses the Girsanov drift in terms of Malliavin calculus, can be extended to encompass any density. However, since our aim in Section 8 is mainly to stress the analogies with non causal optimal transport we have limited ourselves to the Sobolev case for the sake of simplicity.
Stochastic differential equations as optimal transport problems
In Section 6 we emphasized that any weak solution (X, B) to a stochastic differential equation is a causal coupling. In Theorem 4 we will show that under slight conditions, weak solutions to (8.44) dX t = dB t −v t • X; X 0 = 0 represent an optimum to a causal Monge-Kantorovich problem. Moreover in Corollary 2 we state that (8.44) has a unique strong solution if and only if this Monge-Kantorovich solution is also a solution to the related causal Monge problem. In particular, this latter shows that the problems of existence of a unique strong solution to (8.44 ) are related to the geometry of optimal causal transports. We then provide a dual formulation to these problems in Corollary 4. All these results extend easily to any initial condition, and to the Brownian Sheet with the same proofs (see [23] ). Moreover apart from the dual formulation, these results extend to any abstract Wiener space endowed with the filtration induced by some continuous resolution of the identity (see [43] and [21] ). However, since this section is mainly aimed at motivating the problems of causal optimal transport, it seams more relevant here to work in a framework as simple as possible. Let us note that in the case of a probability equivalent to the Wiener measure, Theorem 4 already appeared under a very closed form in [23] , and that Corollary 2 is an alternative formulation toÜstünel's criterion (see Section 7 equation (7.39)) which appeared in [21] . However in these cases the connexion to causal transport problems on the product space did not appear at all. Moreover, the Corollary 4 which provides a dual formulation to these problems is completely new. As the proof we provide here shows it, the structure of causal transference plans plays a key role in these results, and these latter considerably shorten the proofs. The two following propositions recall several well known facts which we will use in the sequel. We provide here a compact proof by means of causal transference plans. In particular it is worth to note that these results directly follow from the properties of the Girsanov shift V and of the structure of causal transference plans.
Proposition 5. Let ν be a probability absolutely continuous with respect to µ and let V (resp. v = . 0v s ds := V − I W ) be its Girsanov shift (resp. drift) which was defined in Section 7. Then
In particular for any A/B(W ) measurable mapping X : Ω → W defined on a complete space (Ω, A, P) and such that X ⋆ P = ν, we have that V • X is a (G X t )−Brownian motion where (G X t ) denotes the filtration generated by X.
Proof: Since V is (F ν t )-adapted (see Section 7) and V ⋆ ν = µ, (8.45) directly follows from the definitions of the set Π c (ν, µ) of the causal transference plans from ν to µ. On the other hand, as we have recalled it in Section 7, the process t → V t is well known to be a (F ν t )−Brownian motion so that it is also a (F 
)) Brownian motion. On the other hand since V is adapted, by considering the filtration generated by X as an inverse image (see Section 2), it is straightforward to check that V • X is adapted to (G X t ). These two facts mean that V • X is a (G X t )-Brownian motion.
Remark 4. This proposition directly yields the following. We recall that the sets R(µ, ν) and R a (µ, ν) were defined in Section 2 as well as the isomorphisms of (filtered) probability space. Let ν ∈ P(S) and U ∈ R(µ, ν) be an isomorphism of probability spaces with inverse V ∈ R(ν, µ). Then we have U ∈ R a (µ, ν) if and only if V is a (σ(G The following proposition, which will be useful in the sequel, recalls a result of basic use in stochastic control. As the proof shows it, this latter expresses the constraints of causal transference plans for the set Π c (µ, ν) in the case where H(ν|µ) < ∞.
Proposition 6. Let ν be a probability absolutely continuous with respect to µ with finite entropy (i.e. H(ν|µ) < ∞) and let V (resp. v = . 0v s ds := V − I W ) be its Girsanov shift (resp. drift) which was defined in Section 7. Further concider two continuous processes (X, B) defined on a same complete probability space (Ω, A, P) which satisfy :
Then ds × dP − a.s. we have
and where (G X t ) denotes the filtration generated by X.
Proof: Consider a pair of processes (X, B), as defined in the claim, which is such that (B × X) ⋆ P ∈ Π c (µ, ν). Let (θ s ) be any process defined ν− a.s., which is adapted to (F ν t ) and which further satisfies θ ∈ L 2 (ν, H) i.e.
In particular by setting θ := .
0θ s ds we have θ ∈ L 2 a (ν, H) which is the closed subspace of the (F ν t )−adapted elements of the Hilbert space L 2 (ν, H). On the other hand, since X ⋆ P = ν Proposition 5 shows that the process t → V t • X is a (G X t )−Brownian motion under P, while (8.48) now reads
, from these two latter facts we obtain (8.49)
Moreover by Proposition 2, B is a σ(G X t ∪ G B t ) −Brownian motion. Hence, similarly we get
By linearity (8.49) and (8.50) yield the result. Indeed for any θ ∈ L 2 a (ν, H) we obtain
which is the result.
Theorem 4. Let ν ∈ P(W ) be a probability absolutely continuous with respect to µ, whose Girsanov shift (see Section 7) is noted V . Further assume that ν has a finite entropy with respect to the Wiener measure (i.e. H(ν|µ) < ∞). Then we have
Moreover the causal Monge-Kantorovich problem defined by the right hand term of (8.51) has a unique solution γ ⋆ which is given by
i.e. the optimal Monge-Kantorovich causal transference plan γ ⋆ is the joint law of the solution
0v s ds is the Girsanov drift of ν (see Section 7). Moreover, if we further assume that dν dµ
and where π ν and ∇ are defined in Section 7.
Proof: Let γ ∈ Π c (µ, ν) and let (X, B) be two processes which realize γ on a complete probability space (Ω, A, P) with a complete filtration (A t ) i. 
and X ⋆ P = µ. Hence by Proposition 6 we obtain
so that by (7.40) and (8.55) we get 2H(ν|µ) ≤ E P |X − B| Since (B × X) ⋆ P = γ, this is exactly the desired result. Finally, in the particular case where dν dµ ∈ ID 2,1 , the explicit formula (8.54) follows from (7.42)
Remark 5.
• This theorem extends easily to the Brownian Sheet or more generally to any abstract Wiener space on which a time structure is provided by a continuous resolution of the identity as it was done in [21] for the Monge problem. It can also been extended to stochastic differential equations with dispersion whose solutions can be obtained by transformation of the drift (see [18] ), and with an arbitrary starting point at a given x ∈ R d .
• By using the Remark B.1 of [10] the (i) of our theorem can be used to extend the weak BoueDupuis formula to any measurable f : W → R ∪ {∞} such that µ ({ω ∈ W |f < ∞}) > 0 and |f |e −f dµ < ∞. Similarly the Corollary 2 below enables to extend the Boué-Dupuis formula (see [1] or [2] ) under the same hypothesis.
• Note that whenever the weak uniqueness of solutions holds for (8.53) (i.e. for any (X, B)
which is a solution to (8.53) on a space (Ω, A, P) we have X ⋆ P = ν) then γ ⋆ represents any weak solutions (X, B) to this equation i.e. (B × X) ⋆ P = γ ⋆ . In particular it is the case whenever (v s ) is defined µ − a.s. and is uniformly bounded (see [18] ).
In [21] we provided a variational reformulation which extended the main result of [40] to the case of absolute continuity. The following Corollary shows that these results enable to formulate the problems of existence of a unique strong solution in terms of causal optimal transport problems.
Corollary 2. Let ν ∈ P(W ) be a probability absolutely continuous with respect to µ, and assume ν has a finite entropy (i.e. H(ν|µ) < ∞). (ii) The Girsanov shift of ν, which we note V := I W + v (see Section 7), is an isomorphism of filtered probability space (see Section 2) with inverse U . (iii) There is a U ∈ R a (µ, ν) such that Proof: As mentioned in Section 7, it is elementary to check the well known equivalence (iv) <=> (iii). On the other hand the Theorem 4 states that γ ⋆ is the unique solution to the causal MongeKantorovich problem and that we have
where V is the Girsanov shift (see Section 7) of ν. This ensures that (i) occurs if and only if there is a U such that
which is obviously equivalent to (ii). By (8.51), the uniqueness of the solution to the causal MongeKantorovich problem yields the equivalence of (iii) with (i). We now assume that these conditions are satisfied and we prove the explicit formula in the case where The next Corollary investigates some variational problems on the Wiener space which seam to be new, and are somehow reciprocal to the problems related to stochastic differential equations. Note that thanks to Proposition 1, these problems can be formulated in terms of pair of processes. Moreover the causal Monge-Kantorovich problem defined by the right hand term of (8.60) is attained.
Proof: By Proposition 5 we know to have
Thus by using the symmetry of the cost function together with (7.40) we obtain
Finally, the existence of an optimal plan follows from Theorem 3
To prepare the dual formulation of the causal Monge-Kantorovich problem of the Wiener measure, we now set where Θ c is the set of the (f, g) ∈ L 1 (ν) × L 1 (µ) with the property that for any γ ∈ Π 2 c (µ, ν) (see (8.61)) we have γ − a.s. 
