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Abstract
In this paper we consider a structural acoustic model which takes account of thermal effects over and above displacement,
rotational inertia and shear effects in the flat flexible structural component of the model. Thus the structural medium is a Reissner–
Mindlin plate into which an additional degree of freedom, viz. temperature variation in the plate, has been introduced and the
constitutive equations for the structural acoustic model couple parabolic dynamics with hyperbolic dynamics. We show unique
solvability of the mathematical model and investigate the effect of the presence of thermal effects on the mechanical dissipation
devices needed to attain uniform stabilization of the two-dimensional model in which the structural component is a Timoshenko
beam. It turns out that, as in linear structural acoustic models which use the Euler–Bernoulli equation or the Kirchoff equation to
describe the deflections of the thermo-elastic structural medium, uniform stabilization of the energy associated with the model can
be attained without introducing mechanical dissipation at the free edge of the beam. Open problems with regard to the stabilization
of the three-dimensional model are outlined.
© 2007 Published by Elsevier Inc.
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1. Introduction and statement of the problem
There is an extensive literature on structural acoustic models. These models in which the interaction between an
acoustic medium, e.g., a gas and an elastic medium, which may be a plate which coincides with one flat wall (the
interface) of the surface of the chamber containing the gas, is analyzed, are challenging from a mathematical point
of view due to the coupling of the variables which come into play in the problem. The focus in most of the papers
is on the question of stabilizability as well as exact controllability (see, e.g., [1,2,17]). These questions are of course
most relevant in, e.g., the problem of noise control in aircrafts and submarines which undoubtedly inspired the strong
interest in structural acoustic models.
Until recently the deflections of the structural component of the structural acoustic model were described by the
Euler–Bernoulli equations or the Kirchoff equation to provide for rotational inertia effects in addition to deformation
effects, or the Von Kármán equations to provide for larger deflections. Thermal effects have also been incorporated.
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the uncoupled heat equation, such effects also play a vital role in the stabilization of the energy associated with the
composite models. Indeed it turns out that in the presence of thermal effects in the models, the mechanical damping
devices, i.e., the number of feedback boundary controls in the constitutive equations needed to achieve stabilization,
may be reduced. For instance in [21,22] it is shown that in the presence of thermal effects in the equations which
describe the plate dynamics, uniform stabilization is attainable without placing any mechanical damping on the inter-
face.
Recently a new model was formulated by M. Grobbelaar [6] in which the equations for the plate are modified to take
account of shear effects over and above displacement and rotational inertia effects. Thus in the three-dimensional case,
i.e., when the acoustic chamber is three-dimensional and the structural component two-dimensional, the deflections of
the plate are modelled by the Reissner–Mindlin plate equations. This not only yields a model which is more accurate
over the whole frequency range, but also provides for the case of high frequencies of the structural vibrations when the
wave phase length becomes comparable to the thickness parameter and the Euler–Bernoulli equation ceases to be valid
[11, p. 21]. The two- and three-dimensional models are analyzed from the point of view of existence and uniqueness
while for the two-dimensional model in which the structural component is a one-dimensional Timoshenko beam,
uniform stabilization is achieved by applying linear feedback boundary controls at the rigid and the flexible walls of
the acoustic chamber and at the free end of the beam. In establishing the required energy estimates with the aid of
appropriate multipliers, a constraint on the physical parameters in the problem emanates which furnishes a physically
feasible restriction on the geometry of the beam. In the nonlinear case [7] in which the model contains nonlinearities
in the displacement and shear variables, nonlinear feedback boundary control functions are incorporated and uniform
stability is attained under an additional restriction involving the feedback functions and the shear modulus.
Further reflection on the problem gives rise to the following question: Can one, over and above the recently in-
troduced shear variables in the model, introduce another degree of freedom by allowing for temperature variations
in the plate, i.e., introducing thermal effects in the Reissner–Mindlin equations for the structural component of the
model? Since the dynamics governed by the Reissner–Mindlin equations is a purely hyperbolic dynamics, would this
also result in a reduction of mechanical damping devices as in the case of the classical Euler–Bernoulli equation or
the Kirchoff equation when one wishes to establish uniform stability of the energy associated with the model?
Although the possibility of introducing thermal effects into the Reissner–Mindlin equations has been mentioned
briefly in [13, Remark 6.4, p. 32], it is a little surprising that this comment has, to the best of our knowledge, not
resulted in the exact formulation and analysis of plate models which contain the Reissner–Mindlin or Timoshenko
beam equations, modified to take account of thermal effects, and augmented by a coupled heat equation to describe
the temperature variations in the plate or beam.
With the cited remark in [13] in hand and, moreover, inspired by the fact that “the formulation of elasticity prob-
lems including the effect of temperature variation was studied by Duhamel as early as 1835, shortly after the basic
formulations of elasticity theory itself” [5, p. v], we propose in the next section a model for a three-dimensional
structural acoustic model in which the plate is subject to transversal displacement, rotational inertia, shear effects and
temperature variations.
2. Constitutive equations
Let Ω ⊂ R3 denote an open bounded domain with boundary Γ sufficiently smooth. We assume that Γ = Γ0 ∪ Γ1,
with Γ0 and Γ1 disjoint and each Γi , i = 0,1, simply connected. Γ0 is an open bounded region in R2 which is
assumed a flat flexible surface with boundary ∂Γ0 consisting of two disjoint portions ∂0Γ0 and ∂1Γ0. The variable z
will describe the dynamics in the acoustic medium Ω and ηzt , with η  1 the density of the gas, denotes the acoustic
pressure (back pressure). The 3-tuple (w,ψ,φ) will describe the deflections of the thin homogeneous isotropic plate
of uniform thickness h whose middle surface in equilibrium coincides with the flat flexible wall Γ0, the interface
between the acoustic medium and the structural medium. The variable T describes the variations in the temperature of
the plate. Since the incorporation of temperature changes is new in a model which takes account of shear effects apart
from displacement and rotational inertia effects, we need to give some detail here. Since the plate is isotropic, so that
the expansion of the body due to temperature variations is the same in all directions, only normal thermal strains and
no shearing strains arise in this manner [5, p. 244]. Denoting the coefficient of thermal expansion by α it is therefore
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	T = αT (x, y, x3) with (x, y, x3) any point in R3 [13, pp. 26, 29].
If ((u, v)w) denotes the full displacement of the plate, i.e., lateral and transversal, while ψ,φ correspond to the
angles of rotation of filaments of the plate with each of the five variables a function of x and y, the strain–displacement
relations are given by
	11 = ∂u
∂x
+ x3 ∂ψ
∂x
, 	22 = ∂v
∂y
+ x3 ∂φ
∂y
, 	12 = 12
[
∂u
∂y
+ ∂v
∂x
+ x3
(
∂ψ
∂y
+ ∂φ
∂x
)]
= 	21,
	13 = 12
(
∂w
∂x
+ψ
)
= 	31, 	23 = 12
(
∂w
∂y
+ φ
)
= 	32, 	33 = − μ1 −μ(	11 + 	22) +
1 + μ
1 − μαT
while the stress–strain relations are given by
σ11 = E1 −μ2 (	11 + μ	22) −
Eα
1 − μαT, σ12 =
E
1 +μ	12, σ22 =
E
1 −μ2 (μ	11 + 	22) −
Eα
1 − μαT,
σ13 = kE1 +μ	13, σ23 =
kE
1 + μ	23, σ33 = 0
with k the shear correction coefficient [13, p. 14]. (Note that the calculation of 	33 in the strain–displacement relations
is made possible by the assumption σ33 = 0—a contradiction arises here similarly as in the derivation of the Kirchoff
model (see [13, p. 9]).)
By now implementing the Principle of Virtual Work the constitutive equations for the structural acoustic model with
thermo-elastic Reissner–Mindlin plate interface, clamped along ∂0Γ0 and equipped with feedback boundary controls
on the rigid wall Γ1 of the acoustic chamber, the interface Γ0, and along its free edge ∂1Γ0, comprise the following
interactive system in z,w,ψ,φ and θ = 12α
h3
∫ h
2
− h2
T x3 dx3, the average (across the thickness of the plate) of thermal
moment:
ztt − c2z = 0 in Ω × (0,∞),
∂z
∂n
+ 0z + dzt = 0 on Γ1 × (0,∞),
∂z
∂n
+ dzt −wt = 0 on Γ0 × (0,∞),
ρh3
12
(ψtt , φtt ) −D∇ · M +KF + αD
(
1 +μ
2
)
∇θ = 0
ρhwtt − K∇ · F + ηzt = 0
β
∂θ
∂t
− κθ + αD
(
1 +μ
2
)
∇ · (ψt ,φt ) = 0
on Γ0,
ψ = φ = w = θ = 0 on ∂0Γ0,
DMn − αD
(
1 +μ
2
)
θn = −(k0ψt, k1φt )
KF · n = −k2wt
on ∂1Γ0,
κ
∂θ
∂n
+ λθ = 0 on ∂1Γ0,
where
M = (mij ) =
(
ψx + μφy ( 1−μ2 )(ψy + φx)
1−μ
)
( 2 )(ψy + φx) φy + μψx
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F = (ψ + wx,φ +wy), n = (n1, n2)
denote respectively the moment matrix, the shear force vector and the unit outward normal vector to ∂1Γ0. The
constant c =
√
p
η
,p the pressure, denotes the speed of sound while ρ denotes the density of the plate. The coefficients
K = kEh2(1+μ) and D = Eh
3
12(1−μ2) , with 0 < μ < 1 Poisson’s ratio and E Young’s modulus, denote respectively the shear
modulus and the modulus of flexural rigidity of the plate. κ is a constant of proportionality denoting the thermal
conductivity of the plate while in the constant β = cρ, c denotes the specific heat. For the derivation of the system in
θ (we do not consider non-homogeneous terms), the reader is referred to [13, pp. 25–32] in which the transition from
T to θ is given in detail for a related model. We assume that the constants 0, d and ki , i = 0,1,2, in the boundary
conditions on Γ1,Γ0 and ∂1Γ0 are strictly positive. In view of the boundary conditions on ∂0Γ0, the presence of λ
in the Robin boundary condition on the temperature is not essential to the analysis of the problem, i.e., we may take
λ  0. As in [6] we shall retain the physical parameters c2, ρ,h,K,D,β, κ and α instead of taking them as unity
since this appears to be more true to the physics of the problem and may also be useful in a numerical approach to the
problem.
2.1. Initial-boundary-value problem for the three-dimensional case
In the three-dimensional case the above system of constitutive equations, appended by initial conditions, yields the
following initial-boundary-value problem in (z,w,ψ,φ, θ), to be referred to in what follows as Pr(P )th:
ztt − c2z = 0 in Ω × (0,∞),
∂z
∂n
+ 0z + dzt = 0 on Γ1 × (0,∞),
∂z
∂n
+ dzt − wt = 0 on Γ0 × (0,∞),
ρh3
12
ψtt −Dψxx − D
(
1 −μ
2
)
ψyy − D
(
1 + μ
2
)
φxy +K(ψ + wx) + αD
(
1 +μ
2
)
θx = 0
ρh3
12
φtt −Dφyy −D
(
1 − μ
2
)
φxx − D
(
1 +μ
2
)
ψxy + K(φ + wy) + αD
(
1 + μ
2
)
θy = 0
ρhwtt − K(ψ +wx)x − K(φ + wy)y + ηzt = 0
β
∂θ
∂t
− κ
(
∂2
∂y2
+ ∂
2
∂y2
)
θ + αD
(
1 + μ
2
)
(ψtx + φty) = 0
on Γ0 × (0,∞),
ψ = φ = w = θ = 0 on ∂0Γ0 × (0,∞),
n1
[
D(ψx +μφy) − αD
(
1 +μ
2
)
θ
]
+ n2
[
D
(
1 − μ
2
)
(ψy + φx)
]
= −k0ψt
n2
[
D(φy + μψx) − αD
(
1 +μ
2
)
θ
]
+ n1
[
D
(
1 − μ
2
)
(ψy + φx)
]
= −k1φt
K
[
(ψ +wx)n1 + (φ + wy)n2
]= −k2wt
on ∂1Γ0 × (0,∞),
n1κθx + λθ = 0
n2κθy + λθ = 0
on ∂1Γ0 × (0,∞),
z(x,0) = z0, zt (x,0) = z1, w(x,0) = w0, wt (x,0) = w1,
ψ(x,0) = ψ0, ψt (x,0) = ψ1, φ(x,0) = φ0, φt (x,0) = φ1, θ(x,0) = θ0.
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more comprehensive Reissner–Mindlin plate equations with an interactive term ηzt reflecting the role of the acoustic
pressure, yields a model in which the temperature variable θ occurs in the coupled system in (ψ,φ) for the shear
angles, but is absent from the partial differential equation in w for the transversal deflections of the plate. Thus we
have weaker coupling between the displacement and the temperature variables than in models where the deflections of
the plate are described by the Euler–Bernoulli or the Kirchoff equations. Although this rules out the need of using an
operator-theoretic multiplier in obtaining energy estimates (cf. the multiplier A−1D θ used in [21, p. 143]), it will turn
out that the estimation of the interactive term ηzt in the PDE for w necessitates the application of a velocity feedback
in the boundary conditions for z not only on the rigid wall, but also on the soft wall (interface) of the acoustic chamber.
(ii) Note that the interactive nature of the problem is reflected in the equations for the shear angles, in the velocity
and back pressure coupling conditions on the interface Γ0, in the heat equation and in the boundary conditions on the
free boundary ∂1Γ0 of the plate which include the normal surface stress αD 1+μ2 θn due to the temperature variations
of the plate. Apart from the mechanical dissipation on the walls of the structural acoustic chamber, feedback boundary
controls involving the velocities ψt , φt and wt are introduced in the free boundary conditions for ψ , φ and w along
∂1Γ0, since it is anticipated that in establishing trace estimates for the tangential derivatives of ψ , φ and w on the
boundary, boundary dissipation on the velocities ψt , φt and wt will be needed (see [19, pp. 1805–1806] where this
dissipation is required in view of the elasto-dynamic component in the full Von Kármán system, and Remark 4.11).
In the two-dimensional case (see Section 2.2. below) where trace regularity results for the tangential derivatives of
(ψ,φ) and w are not in question, it will turn out that feedback boundary controls at the free end of the one-dimensional
structural component can be discarded (see Remark 4.10).
As in the isothermal case, a constraint on the physical parameters, embodying a restriction on the geometry of the
beam, will emanate which in the problem under consideration will also involve the parameter α, i.e., the coefficient
of thermal expansion in the coupled heat equation.
2.2. Model for a two-dimensional structural acoustic chamber
We recall that the behaviour of a three-dimensional model can be predicted from that of a two-dimensional model
by considering longitudinal “slices” of the three-dimensional model, i.e., we consider the Reissner-Mindlin plate as
a superposition of Timoshenko beams by assuming uniformity in the direction perpendicular to the slice [4, p. 8].
This as well as the fact that a two-dimensional model would be much more amenable in a computational study of the
problem, leads us to consider a two-dimensional structural acoustic model (see also Remark 4.11).
Assume that Ω ⊂ R2 is an open bounded domain with boundary Γ sufficiently smooth (or rectangular). Assume
Γ = Γ1 ∪ Γ0, with Γ0 and Γ1 separate parts, Γ1 simply connected and Γ0 the flat portion acting as the flexible wall
with boundary ∂Γ0 = P1 ∪ P2, where P1 = (a,0) and P2 = (a, ) are two points in the plane. By using as the elastic
medium along Γ0 a thermo-elastic Timoshenko beam of length  which is clamped at P1 and free at P2, we arrive at
the following initial-boundary-value problem in (z,w,φ, θ), to be denoted in what follows as Pr(P2-D)th:
ztt − c2z = 0 in Ω × (0,∞),
∂z
∂n
+ 0z + dzt = 0 on Γ1 × (0,∞),
∂z
∂n
+ dzt −wt = 0 on Γ0 × (0,∞),
ρh3
12
φtt −EIφyy + K(φ + wy) + αEIθy = 0
ρhwtt − K(φ +wy)y + ηzt = 0
β
∂θ
∂t
− κθyy + αEIφty = 0
on Γ0 × (0,∞),
φ = w = θ = 0 at P1 × (0,∞),
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K(φ + wy) = −k1wt
at P2 × (0,∞),
κθy + λθ = 0 at P2 × (0,∞),
z(x,0) = z0, zt (x,0) = z1, w(x,0) = w0, wt (x,0) = w1,
φ(x,0) = φ0, φt (x,0) = φ1, θ(x,0) = θ0
in which EI denotes the flexural rigidity of the beam, K = kGA with G the shear modulus, A is the cross-sectional
area and k a correction factor. The other parameters are the same as in Pr(P )th while k0, k1  0 are constants.
Remark. It is readily shown that φ may be eliminated formally from the system in (w,φ, θ) to yield a single partial
differential equation in w and θ , of order four in t and x, viz.
ρhwtt −
(
ρh3
12
+ ρh
K
EI
)
wttyy + EIwyyyy + αEIθyy + ρh
3
12
ρh
K
wtttt
=
[
1 − EI
K
(
∂2
∂y2
− ρh
3
12EI
∂2
∂t2
)]
(−ηzt ).
It is clear that as K → ∞ we obtain the one-dimensional form of the Kirchoff equation with rotational inertial and
thermal effects as encountered in, e.g., [21,22] with inclusion of the term representing the acoustic pressure which the
gas exerts on the beam in the problem under consideration.
3. Energy decrease for Pr(P )th and Pr(P2-D)th
Norms and inner products in general Sobolev spaces Hs(D), s > 0 will be denoted by ‖.‖s,D and (, )s,D. H−s(D)
equipped with the norm ‖.‖−s,D will denote the dual (Hs(D))′ of Hs(D) with respect to the L2(D) inner product.
We shall also use the spaces Hs((0, T );X) of measurable functions u, defined everywhere in (0, T ) with values in
the Banach space X, for which ‖u‖X ∈ Hs(0, T ).
We now proceed to showing that Pr(P )th exhibits energy decrease—due to the interaction between the gas and
the thermo-elastic Reissner–Mindlin plate, it is obvious that the energy functional E(t) will comprise an Ez and an
E(w,ψ,φ,θ) component. By using standard methods it is easily seen that the energy functional associated with Pr(P )th
is
E(t) = ηEz(t) + c2E(w,ψ,φ,θ)(t)
with
2Ez(t) = ‖zt‖20,Ω + c20‖z‖20,Γ1 + c2‖∇z‖20,Ω,
2E(w,ψ,φ,θ)(t) = ρh‖wt‖20,Γ0 +
ρh3
12
(‖ψt‖20,Γ0 + ‖φt‖20,Γ0)+K(‖ψ + wx‖20,Γ0 + ‖φ +wy‖20,Γ0)
+D
∫
Γ0
(
ψ2x + φ2y + 2μψxφy +
(
1 − μ
2
)
(ψy + φx)2
)
dΓ0 + β‖θ‖20,Γ0 .
This naturally leads to the following choice of a space of finite energy for a weak solution (z,w,ψ,φ, θ) of Pr(P )th:
Y = H 1(Ω) × (H 1(Γ0))3 × L2(Γ0).
For Pr(P2-D)th we have the energy functional
E(t) = ηEz(t) + c2E(w,φ,θ)(t)
with
2Ez(t) = ‖zt‖2 + c20‖z‖2 + c2‖∇z‖2 ,0,Ω 0,Γ1 0,Ω
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ρh3
12
‖φt‖20,Γ0 + EI‖φy‖20,Γ0 + β‖θ‖20,Γ0
and the energy space
Z = H 1(Ω) × (H 1(Γ0))2 × L2(Γ0)
in which H 1(Ω) and (H 1(Γ0))2 are endowed with the norms derived from
aAc(z) := c2‖∇z‖20,Ω + c20‖z‖20,Γ1, aInt(w,φ) := K‖φ + wy‖20,Γ0 + EI‖φy‖20,Γ0
respectively, which, as is well known, are equivalent to the usual first order Sobolev space norms in H 1(Ω) and
(H 1(Γ0))2.
Our first observation is on the existence of unique weak solutions of Pr(P )th in Y and Pr(P2-D)th in Z .
Proposition 3.1. Let (z0, z1,w0,w1,ψ0,ψ1, φ0, φ1, θ0) be an element of H 1(Ω) × L2(Ω) × (H 1(Γ0) × L2(Γ0))3 ×
L2(Γ0). Then there exists a unique weak solution (z,w,ψ,φ, θ) ∈ Y of Pr(P )th such that
(z,w,ψ,φ, θ) ∈ C((0,∞);H 1(Ω) × (H 1(Γ0))3 × L2(Γ0)),
(zt ,ψt , φt ,wt ) ∈ C
(
(0,∞);L2(Ω) × (L2(Γ0))3), θ ∈ L2((0,∞);H 1(Γ0)).
Proposition 3.2. Let (z0, z1,w0,w1, φ0, φ1, θ0) be an element of H 1(Ω)×L2(Ω)× (H 1(Γ0)×L2(Γ0))2 ×L2(Γ0).
Then there exists a unique weak solution (z,w,φ, θ) ∈Z of Pr(P2-D)th such that
(z,w,φ, θ) ∈ C((0,∞);H 1(Ω) × (H 1(Γ0))2 ×L2(Γ0)),
(zt , φt ,wt ) ∈ C
(
(0,∞);L2(Ω) × (L2(Γ0))2), θ ∈ L2((0,∞);H 1(Γ0)).
The proofs are achieved by constructing C0 contraction semigroups on Y×L2(Ω)× (L2(Γ0))3 and Z×L2(Ω)×
(L2(Γ0))2, respectively. As the procedure is standard we omit the proofs which are straightforward generalizations
of the results for the isothermal case treated in [6]. The reader is referred to [6, Propositions 3.1–3.2, p. 128],
[19, Theorem 1.1, p. 1803] and [23, Theorem 1.8.1, pp. 35, 37].
We now state energy identities for Pr(P )th and Pr(P2-D)th that are of cardinal importance in what follows. The
proofs are achieved with the aid of the usual “formal” energy method, i.e., for instance in the case of Pr(P )th, by
multiplication of the equations in z,w,ψ,φ, θ by zt ,wt ,ψt ,φt , θ , integration on (s, t) and application of Green’s
formula. We once more give clarification as to the use of the formal calculations: the delicate point is that, with the
focus in this study on stabilization estimates, which are inverse estimates, the regularity of solutions becomes an
“inverse problem.” Thus the route to pursue here is an approximation-regularization argument. This technique was
developed by Lasiecka and Tataru [16] for the wave equation and then in [23] presented in a more general form (see
the section “Regularization” in [23]), which applies to the models in the present study. Accordingly one applies the
standard formal procedure to approximating equations with regular solutions and obtains the result for the original
weak solution by passage to the limit in a specific sense, i.e., on the desired energy identity.
Proposition 3.3. Let (z,w,ψ,φ, θ) be a weak solution of Pr(P )th. For 0 s < t the following energy relation holds:
E(t)− E(s) = −c2
t∫
s
[
ηd
∥∥zt (τ )∥∥20,Γ + κ‖∇θ‖20,Γ0 − η(wt(τ), zt↗ (τ ))0,Γ0]dτ
− c2
t∫
s
[
k2
∥∥wt(τ)∥∥20,∂1Γ0 + k0∥∥ψt(τ )∥∥20,∂1Γ0 + k1∥∥φt (τ )∥∥20,∂1Γ0 + λ‖θ‖20,∂1Γ0]dτ
− ηc2
t∫ (
zt (τ ),wt↗ (τ )
)
0,Γ0 dτ.s
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dE
dt
= −c2[ηd‖zt‖20,Γ + κ‖∇θ‖20,Γ0 + k2‖wt‖20,∂1Γ0 + k0‖ψt‖20,∂1Γ0 + k1‖φt‖20,∂1Γ0 + λ‖θ‖20,∂1Γ0].
Clearly the energy of the entire system decreases.
For Pr(P2-D)th we can now formulate
Proposition 3.4. Let (z,w,φ, θ) be a weak solution of Pr(P2-D)th. For 0 s < t we have
E(t) − E(s) = −c2
t∫
s
[
ηd
∥∥zt (τ )∥∥20,Γ + κ‖θy‖20,Γ0 − η(wt(τ), zt↗ (τ ))0,Γ0]dτ
− c2
t∫
s
[
k1w
2
t (, τ ) + k0φ2t (, τ ) + λθ2(, τ )
]
dτ
− ηc2
t∫
s
(
zt (τ ),wt↗ (τ )
)
0,Γ0 dτ, (3.1)
dE
dt
= −c2[ηd‖zt‖20,Γ + κ‖θy‖20,Γ0 + k0φ2t (, t) + k1w2t (, t) + λθ2(, t)].
4. Uniform stabilization for Pr(P2-D)th
In this section we present our main result on the uniform stabilization of the energy associated with Pr(P2-D)th. This
will entail establishing appropriate estimates of the energies Ez(t) and E(w,φ,θ)(t). Whenever the constant C is used,
it denotes a generic positive constant, dependent on, e.g., k0, k1, the physical parameters in Pr(P2-D)th, or constants
in applications of Young’s inequality, and different in each instance—where necessary, dependence on, say T , will be
denoted by using a subscript, i.e., CT .
Theorem 4.1 (Uniform stabilization). Assume that in Pr(P2-D)th the parameters K , , EI and α satisfy K2 
16(EI − 4α). Then there exist constants C > 0,ω > 0 such that
E(t) C exp(−ωt)E(0), ∀t  0.
Together with Proposition 3.4 which forms the crux of the proof of Theorem 4.1, we shall need the following
lemmata:
Lemma 4.2. Let (z,w,φ, θ) be a solution of Pr(P2-D)th and let T be an arbitrary constant. Then there exists a constant
C such that for any 	0 > 0 we have
T∫
0
E(w,φ,θ)(t) dt  	0
[E(w,φ,θ)(0) + E(w,φ,θ)(T )]+C	η‖zt‖2[Hδ((0,T );H 1−δ(Γ0))]′
+ C
T∫
0
[
φ2t (, t) +w2t (, t) + ‖θy‖20,Γ0 + θ2(, t)
]
dt
+ C	0
(‖w‖2
L∞((0,T );L2(Γ0)) + ‖φ‖
2
L∞((0,T );L2(Γ0))
)
.
Proof. We use the method of multipliers as in [6]. Once more justification for the ensuing calculations are provided
by the results of [23], i.e., the multipliers are applied to appropriate smooth “approximations” of the equations in φ
and w. Passage to the limit in the stability estimates then reconstructs the estimates for the original weak solutions.
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Timoshenko equations. This yields
0 = ρh
3
12
T∫
0
∫
0
φtt
(
yφy + (1 − 2γ )φ
)
dy dt + ρh
T∫
0
∫
0
wtt (ywy − γw)dy dt
− EI
T∫
0
∫
0
φyy
(
yφy + (1 − 2γ )φ
)
dy dt +K
T∫
0
∫
0
(φ + wy)
(
yφy + (1 − 2γ )φ
)
dy dt
− K
T∫
0
∫
0
(φ +wy)y(ywy − γw)dy dt +EIα
T∫
0
∫
0
θy
(
yφy + (1 − 2γ )φ
)
dy dt
+ η
T∫
0
∫
0
zt (ywy − γw)dy dt
=
7∑
i=1
Ti. (4.1)
As in [6, p. 131] integration by parts and implementation of the boundary conditions yield
T1 = ρh
3
12
∫
0
φt
(
yφy + (1 − 2γ )φ
)∣∣∣T
0
dy + ρh
3
12
(
2γ − 1
2
) T∫
0
∫
0
φ2t dy dt −
ρh3
24
T∫
0
φ2t (, t) dt. (4.11)
Similarly we get
T2 = ρh
∫
0
wt(ywy − γw)
∣∣∣T
0
dy + ρh
(
γ + 1
2
) T∫
0
∫
0
w2t dy dt −
ρh
2
T∫
0
w2t (, t) dt, (4.12)
T3 = −EI2
T∫
0
(
αθ − k0
EI
φt
)2
(, t) dt +EI
(
3
2
− 2γ
) T∫
0
∫
0
φ2y dy dt − EI (1 − 2γ )
T∫
0
(φyφ)(, t) dt. (4.13)
Combining T4 and T5 furnishes
T4 + T5 = K
T∫
0
∫
0
(φ +wy)
[
y(φ +wy)y
]
dy dt + K
T∫
0
∫
0
(φ +wy)
(
(1 − 2γ )φ)dy dt
+ K
T∫
0
∫
0
(φ + wy)(wy)(1 − γ )dy dt −K
T∫
0
[
(φ + wy)(wy − γw)
]
(, t) dt
= K
2
T∫
0
∫
0
∂
∂y
{
y(φ + wy)2
}
dy dt +K
(
1
2
− γ
) T∫
0
∫
0
(φ + wy)2 dy dt
− γK
T∫ ∫ [
(φ + wy)φ
]
dy dt + k1
T∫ [
wt(wy − γw)
]
(, t) dt (4.14)0 0 0
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∫ T
0 (φ + wy)2(, t) dt and by Young’s inequality
−γK ∫ T0 ∫ 0 [(φ + wy)φ]dy dt  − γK2 [∫ T0 ∫ 0 [(φ + wy)2 + 22 φ2y ]dy dt] by invoking the Poincaré inequality∫ 
0 φ
2 dy  22
∫ 
0 φ
2
y dy on the strength of the clamped boundary conditions at P1 in Pr(P2-D)th. As for T6 we have
T6 = αEI (1 − 2γ )
T∫
0
(θφ)(, t) dt + αEI (2γ − 1)
T∫
0
∫
0
θφy dy dt + αEI
T∫
0
∫
0
θyyφy dy dt (4.15)
in which the second and third terms T6,2 and T6,3 satisfy respectively
T6,2 −αEI (2γ − 1)2
T∫
0
[‖θ‖20,Γ0 + ‖φy‖20,Γ0]dt
and
T6,3 −αEI2
T∫
0
[∥∥2θy∥∥20,Γ0 + ‖φy‖20,Γ0]dt
by Young’s inequality.
By combining (4.11)–(4.15) we arrive at
ρh3
24
(4γ − 1)
T∫
0
‖φt‖20,Γ0 dt +
ρh
2
(2γ + 1)
T∫
0
‖wt‖20,Γ0 dt
+
[
EI
2
(3 − 4γ )− K
2γ
4
− αEI (2γ − 1)
2
− αEI
2
] T∫
0
‖φy‖20,Γ0 dt
+ K
2
(1 − 3γ )
T∫
0
‖φ + wy‖20,Γ0 dt +
αEI (1 − 2γ )
2
T∫
0
‖θ‖20,Γ0 dt
−K
2
T∫
0
(φ +wy)2(, t) dt − k1
T∫
0
[
wt(wy − γw)(, t)
]
dt
− ρh
3
12
∫
0
[
φt
(
yφy + (1 − 2γ )φ
)]∣∣∣T
0
dy + ρh
3
24
T∫
0
φ2t (, t) dt
− ρh
∫
0
wt(ywy − γw)
∣∣∣T
0
dy + ρh
2
T∫
0
w2t (, t) dt
− k0(1 − 2γ )
T∫
0
(φtφ)(, t) dt + EI2
T∫
0
(
αθ − k0
EI
φt
)2
(, t) dt
+ αEI
2
2
T∫
‖θy‖20,Γ0 dt − η
T∫
(zt , ywy − γw)0,Γ0 dt. (4.2)0 0
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that the sum of the first seven integrals on the right-hand side of (4.2), after is majorized by
C 1
	′
lot(w,φ) +C
T∫
0
[
φ2t (, t) + w2t (, t)
]
dt + C′E(w,φ,θ)(t)
∣∣∣T
0
+C′′	′′
T∫
0
E(w,φ,θ)(t) dt
where
lot(w,φ) = ‖φ‖2
L∞((0,T );L2(Γ0)) + ‖w‖
2
L∞((0,T );L2(Γ0))
and the subscript 1
	′ in C 1
	′
denotes dependence of C on a number of Young’s inequality constants. The last term
in which 	′′ is small arises from application of trace theory to
∫ T
0 φ
2(, t) dt and
∫ T
0 w
2(, t) dt terms with Young’s
inequality constants as coefficients.
As for the sum EI2
∫ T
0 (αθ − k0EI φt )2(, t) dt + αEI
2
2
∫ T
0 ‖θy‖20,Γ0 dt = I1 + I2 of the eighth and ninth integrals
in (4.2) we have
I1 + I2  α
2EI
4
T∫
0
θ2(, t) dt + k
2
0
4EI
T∫
0
φ2t (, t) dt +
αEI2
2
T∫
0
‖θy‖20,Γ0 dt
in which the right-hand side reflects the dissipative terms resulting from the presence of thermal effects in Pr(P2-D)th.
It remains to consider the last term −η ∫ T0 (zt , ywy − γw)0,Γ0 dt on the right-hand side of (4.2). Note that in the
absence of the variable θ in the partial differential equation for w, we do not have the amenable “regularizing” effect
of the operator-theoretic multiplier A−1D θ used in, e.g., [21,22] instead of ywy in the present case. We recall that
although the use of the former multiplier gives rise to technical difficulties, it has the advantage that the need for a
velocity feedback on z in the boundary conditions on the interface Γ0 which a priori provides L2 regularity of the
trace zt |Γ0 (see, e.g., [23, Theorem 2.3.1, p. 46]), can be circumvented by applying integration by parts with respect
to t [21, p. 150]. In the present case the term ywy in our multiplier does not have sufficient regularity to justify this
procedure. Therefore, since our model contains a velocity feedback term dzt in the boundary conditions for z on Γ0,
we proceed as in [6] to obtain
T∫
0
(zt , ywy − γw)0,Γ0 dt C‖zt‖[Hδ((0,T );H 1−δ(Γ0))]′‖w‖Hδ((0,T );H 1−δ(Γ0))
in which 0  δ < 1, by making use of interpolation [24, Chapter 1, Section 14.2]. By Young’s inequality
‖zt‖[Hδ((0,T );H 1−δ(Γ0))]′‖w‖Hδ((0,T );H 1−δ(Γ0)) C	1‖zt‖2[Hδ((0,T );H 1−δ(Γ0))]′ + 	1‖w‖
2
Hδ((0,T );H 1−δ(Γ0)) in which
‖w‖2
Hδ((0,T );H 1−δ(Γ0))  C‖w‖
2(1−δ)
L2((0,T );H 1(Γ0))‖w‖
2δ
H 1((0,T );L2(Γ0))
 C
[‖w‖2
L2((0,T );H 1(Γ0)) + ‖w‖
2
H 1((0,T );L2(Γ0))
]
 C
T∫
0
E(w,φ,θ)(t) dt
by applying an interpolation result [26, p. 13], Hölder’s inequality and the inequality and ‖wy‖20,Γ0  2(‖φ +
wy‖20,Γ0 + 
2
2 ‖φy‖20,Γ0).
We now return to the left-hand side of (4.2). In order to derive an estimate for ∫ T0 E(w,φ,θ)(t) the left-hand side
of (4.2) dictates a priori 14 < γ <
1
3 as well as[
EI
(3 − 4γ )− K
2γ − αEI (2γ − 1) − αEI
]
> 0,2 4 2 2
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4+2α+K22EI
. Note that γ ∈ R1 exists provided 3
4+2α+K22EI
 14 , i.e., K2  EI (16 − 4α) > 0 provided α < 41
or equivalently α  4 − K24EI . Thus subject to the constraint K2 EI (16 − 4α) we fix
γ ∈
(
1
4
, β ′
)
, β ′ = min
(
1
3
,
3
4 + 2α + K22EI
)
.
By comparison with our earlier result [6, p. 134] for the isothermal case, it is clear that the restriction is stronger,
with α, the coefficient of thermal expansion, coming into play.
Our efforts on (4.2) may now be combined to obtain similarly as in [6] after rescaling by 	0
T∫
0
E(w,φ,θ)(t) dt  	0
[E(w,φ,θ)(0) + E(w,φ,θ)(T )]+C	η‖zt‖2[Hδ((0,T );H 1−δ(Γ0))]′
+ 	
T∫
0
E(w,φ,θ)(t) dt + C
T∫
0
[
φ2t (, t) + w2t (, t) + ‖θy‖20,Γ0 + θ2(, t)
]
dt
+ C	0
(‖w‖2
L∞((0,T );L2(Γ0)) + ‖φ‖
2
L∞((0,T );L2(Γ0))
)
. (4.3)
The validity of Lemma 4.2 now follows by selecting 	 sufficiently small. Note that with no need for microlocal
estimates corresponding to the plate equation in the present two-dimensional case, we will not apply the estimate (4.3)
on a smaller time interval. 
The next four results entail estimates of the Ez component of the energy. These are obtained by a combination of
the method of multipliers and microlocal analysis—we recall that the latter technique obviates the need to impose
geometric conditions on the domain Ω, e.g., the condition of “star-shapedness” (see, e.g., [18, p. 214]). Since in
Pr(P2-D)th the boundary-value problem in z for the gas dynamics remains the same as in the isothermal case, although
the coupling term wt is now affected by the presence of thermal effects in the plate dynamics, the results can be adopted
from [6] with straightforward modifications which can be traced back to the augmented plate energy E(w,φ,θ)(t) and
the energy dissipation relation (3.4) in the present problem.
Lemma 4.3. Let (z,w,φ, θ) be a weak solution of Pr(P2-D)th. Then for any T > 0 there exists a constant C > 0 such
that
T∫
0
Ez(t) dt  C
[Ez(0) + Ez(T )]+ C
T∫
0
[
(d + 1)‖zt‖20,Γ + ‖wt‖20,Γ0 +
∥∥∥∥ ∂z∂τ
∥∥∥∥
2
0,Γ
]
dt
where ∂z
∂τ
denotes the derivative in the tangential direction to the boundary Γ.
Proof. The proof, the two-dimensional analogue of [18, Lemma 2.2, p. 210] is adopted from [6] for the sake of
completeness: by applying the multipliers z and 2m · ∇z, m = {x, y} − {x0, y0} to the z-equation of Pr(P2-D) and
recalling the identities (see, e.g., [14, p. 285])
T∫
0
(ztt ,m · ∇z)0,Ω dt = (zt ,m · ∇z)0,Ω
∣∣∣T
0
−
T∫
0
[∫
Γ
1
2
m · n(zt )2 dΓ − (zt , zt )0,Ω
]
dt
and
1 The values of α, the coefficient of thermal expansion, which may be taken a constant if the temperature variations are small, for, e.g., aluminium
and steel, are given as 12.8 × 10−6 and 5.6 × 10−6 respectively [8, p. 30].
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0
(z,m · ∇z)0,Ω dt =
T∫
0
∫
Γ
[
∂z
∂n
(m · ∇z|Γ ) − 12 (∇z|Γ )
2m · n
]
dΓ dt
and the relation ∇z|Γ = ∂z∂nn + ∂z∂τ τ whence (∇z|Γ )2 = ( ∂z∂n )2 + ( ∂z∂τ )2, we get
T∫
0
∫
Γ
[
2c2
∂z
∂n
(
m ·
[
∂z
∂n
n + ∂z
∂τ
τ
])
− c2
[(
∂z
∂n
)2
+
(
∂z
∂τ
)2]
m · n +m · n(zt )2
]
dΓ dt
− (zt , z)0,Ω
∣∣∣T
0
− 2(zt ,m · ∇z)0,Ω
∣∣∣T
0
− c2
T∫
0
[
d(zt , z)0,Γ − (wt , z)0,Γ0
]
dt
=
T∫
0
[
(zt , zt )0,Ω + c2(∇z,∇z)0,Ω + c20(z, z)0,Γ1
]
dt.
This gives
2
T∫
0
Ez(t) dt =
[−(zt , z)0,Ω − 2(zt ,m · ∇z)0,Ω]∣∣∣T
0
− c2
T∫
0
[
d(zt , z)0,Γ − (wt , z)0,Γ0
]
dt
+
T∫
0
∫
Γ
[
c2
[(
∂z
∂n
)2
−
(
∂z
∂τ
)2]
m · n + 2c2 ∂z
∂n
∂z
∂τ
m · τ + m · n(zt )2
]
dΓ dt
from which the result of the lemma follows readily by proceeding similarly as in the proof of Lemma 4.2 (see also
[16, Proposition 3.1]). 
The following result, adopted from [18] provides an estimate for the term ‖ ∂z
∂τ
‖20,Γ on the right-hand side of the
result of Lemma 4.3, in terms of velocity traces and terms below the energy level:
Lemma 4.4. Let (z,w,φ, θ) be a solution of Pr(P2-D)th. Let T > 0 be an arbitrary constant and α′ an arbitrary small
constant such that α′ < T2 . Then we have
T−α′∫
α′
∥∥∥∥ ∂z∂τ
∥∥∥∥
2
0,Γ
dΓ  CT,α′
[ T∫
0
[∥∥∥∥ ∂z∂n
∥∥∥∥
2
0,Γ
+ ‖zt‖20,Γ
]
dt + lot(z)
]
 CT,α′
[ T∫
0
[‖wt‖20,Γ0 + (1 + d)‖zt‖20,Γ ]dt + lot(z)
]
where
lot(z) C
T∫
0
[‖z‖21−	,Ω + ‖zt‖2−	,Ω]dt, 	 > 0.
The proof is due to Lasiecka and Triggiani [15, Lemma 7.2]. The use of a pseudo-differential analysis is the key to
estimating the boundary trace ∂z
∂τ
in terms of other traces and terms lower than the energy level.
Lemma 4.5. Let (z,w,φ, θ) be a solution of Pr(P2-D)th and T > 0 an arbitrary constant. Let 0 < α′ < T2 . Then there
exists a constant C such that
T−α′∫
Ez(t) dt  C
[Ez(α′) + Ez(T − α′)]+ CT,α′
T∫ [
(d + 1)‖zt‖20,Γ + ‖wt‖20,Γ0
]
dt +CT,α′ lot(z).α′ 0
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‖wt‖20,Γ0 . This term is eliminated in the next result by using
∫ T
0 ‖wt‖20,Γ0 dt 
∫ T
0 E(w,φ,θ)(t) dt. Using to this end
Lemma 4.2 in which we take δ = 0, we obtain
Corollary 4.6. Under the assumptions of Lemma 4.5 there exists a constant C such that
T−α′∫
α′
Ez(t) dt  C
[Ez(α′) + Ez(T − α′)]+ CT,α′	0[E(w,φ,θ)(0) + E(w,φ,θ)(T )]
+CT,α′
T∫
0
[
(d + 1)∥∥zt (t)∥∥20,Γ ]dt + CT,α′ lot(z)
+CT,α′
T∫
0
[‖zt‖20,Γ0 + φ2t (, t) + w2t (, t) + ‖θy‖20,Γ0 + θ2(, t)]dt
+C	0,T ,α′
(‖w‖2
L∞((0,T );L2(Γ0)) + ‖φ‖
2
L∞((0,T );L2(Γ0))
)
by using η < 1 in the second last line. By now combining Lemma 4.2 and Corollary 4.6 in which we take 	0 = C−1T ,α′ ,
we obtain, by making crucial use of the energy dissipation relation (3.4), and using the fact that d > 0,
T E(T )
T∫
0
E(t) dt = η
T∫
0
Ez(t) dt + c2
T∫
0
E(w,φ,θ)(t) dt
 C
([ α′∫
0
+
T−α′∫
α′
+
T∫
T−α′
]
ηEz(t) dt +
T∫
0
E(w,φ,θ)(t) dt
)
 C(α′ + 1)E(T ) + CT,α′
T∫
0
[
η(d + 1)‖zt‖20,Γ
]
dt +CT,α′
[
lot(z) + lot(w,φ)]
+CT,α′
T∫
0
[
k0φ
2
t (, t) + k1w2t (, t) + κ‖θy‖20,Γ0 + λθ2(, t)
]
dt
where
lot(w,φ) = ‖φ‖2
L∞((0,T );L2(Γ0)) + ‖w‖
2
L∞((0,T );L2(Γ0)).
By now choosing α′ < T2 , but independent of T , and T sufficiently large, viz. T > 2C(α
′ + 1) + 2, we obtain the
observability estimate:
Lemma 4.7. Assume α′ < T2 and T > 2C(α
′ + 1) + 2. Then
T∫
0
E(t) dt + E(T ) + E(0) CT,α′
T∫
0
η(d + 1)‖zt‖20,Γ dt + CT,α′
[
lot(z) + lot(w,φ)]
+ CT,α′
T∫
0
[
k0φ
2
t (, t) + k1w2t (, t) + κ‖θy‖20,Γ0 + λθ2(, t)
]
dt.
To attain the absorption of the lower order terms lot(z) + lot(w,φ) in this result, we need
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satisfies
lot(z) + lot(w,φ)  CT,E(0)
T∫
0
[
d
∥∥zt (t)∥∥20,Γ + k0φ2t (, t) + k1w2t (, t) + κ‖θy‖20,Γ0 + λθ2(, t)]dt
:= CT,E(0)P (z,w,φ, θ).
Proof. The result is established by using well-known “compactness-uniqueness” arguments (see, e.g., [22, Propo-
sition 3.6, p. 730])—due to the strongly interactive nature of Pr(P2-D)th the procedure is not without subtleties. We
proceed by contradiction, assuming that there exists a sequence {(z0,n,w0,n, φ0,n, θ0,n)}n of initial data in Z and a
corresponding sequence {(zn,wn,φn, θn)}n of solutions of Pr(P2-D)th such that
lot(zn) + lot(wn,φn)
P (zn,wn,φn, θn)
→ ∞ as n → ∞.
We may assume without loss of generality that lot(zn) + lot(wn,φn) → 1 and P(zn,wn,φn, θn) → 0 as n → ∞. In
view of E(0)M for a solution (z,w,φ, θ) we can conclude that the energy En(t) = ηEn,zn(t)+c2En,(wn,φn,θn)(t) sat-
isfies En(t)M for 0 t  T . By applying Simon’s lemma [25] together with classical compact embeddings to weak
star convergent subsequences derived from {(zn,wn,φn)}n (note that θn converges strongly in L2((0, T );H 1(Γ0))
which are again denoted by zn, zn,t ,wn,wn,t , φn,φn,t , we have (see [6, Lemma 4.8, p. 141]) that
zn → z strongly in C
(
(0, T );H 1−δ(Ω)), 0 < δ1 < 1,
zn,t → zt strongly in C
(
(0, T );H− 12 +δ2(Ω)), 0 < δ2 < 12 ,
(wn,φn) → (w,φ) strongly in
(
C
(
(0, T );H 1−δ3(Γ0)
))2
, 0 < δ3 < 1,
whence
(wn,φn) → (w,φ) strongly in
(
C
(
(0, T );L2(Γ0)
))2
,
θn → 0 strongly in L2
(
(0, T );H 1(Γ0)
)
.
(In what follows we shall make use of the fact that the usual norm ‖θ‖1,Γ0 is equivalent to the norm derived from
κ‖θy‖20,Γ0 + λθ2(, t).) We can conclude that
lot(zn) + lot(wn,φn) → lot(z) + lot(w,φ) = 1
and
zn,t → 0 in L2
([0, T ];Γ ),(
wn,t (, t), φn,t (, t)
)→ 0 in (L2([0, T ];C))2.
This implies that the limit functions z,w,φ, θ satisfy the system
ztt − c2z = 0 in Ω × [0, T ],
∂z
∂n
+ 0z = 0 on Γ1 × [0, T ],
∂z
∂n
− wt = 0 on Γ0 × [0, T ],
θ ≡ 0, φty = 0 on Γ0 × [0, T ],
θ = 0 at P2 × [0, T ].
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Theorem 3.5] to conclude zt ≡ 0. Feeding this into the system in (w,φ) we have
ρh3
12
φtt −EIφyy + K(φ + wy) = 0
ρhwtt − K(φ + wy)y = 0
θ ≡ 0, φty = 0
on Γ0 × (0,∞),
φ = w = θ = 0 at P1 × [0, T ],
EIφy = 0, K(φ + wy) = 0, θ = 0 at P2 × [0, T ].
From this we have in particular
−φtyy = 0 on Γ0 × [0, T ],
φt = 0 at P1 × [0, T ],
φty = 0 at P2 × [0, T ]
which furnishes φt ≡ 0. Returning to the system in (w,φ) and setting w¯ = wt we obtain
ρhw¯tt − Kw¯yy = 0 on Γ0 × [0, T ],
w¯ = 0 at P1 × [0, T ],
Kw¯y = 0 at P2 × [0, T ].
A classical uniqueness argument yields w¯ = wt ≡ 0. Feeding this back into the entire original system yields a station-
ary elliptic system which yields z = w = φ ≡ 0. This yields the required contradiction with lot(z)+ lot(w,φ) = 1 and
the proof is complete. 
By combining Lemma 4.8 with Lemma 4.7 we arrive at our final auxiliary result:
Lemma 4.9. Assume α′ < T2 , T > 2C(α
′ + 1) + 2. Then
T∫
0
E(t) dt + E(T ) + E(0) CT,E(0)
T∫
0
[
ηd
∥∥zt (t)∥∥20,Γ + k0φ2t (, t) + k1w2t (, t) + κ‖θy‖20,Γ0 + λθ2(, t)]dt.
We are now ready to complete the proof of Theorem 4.1: By Lemma 4.9 and (3.1) we have
T E(T ) CT,E(0)
[ T∫
0
[
ηd
∥∥zt (t)∥∥20,Γ + k0φ2t (, t) + k1w2t (, t) + κ‖θy‖20,Γ0 + λθ2(, t)]dt
]
= CT,E(0)
(E(0) − E(T ))
whence
K ′E(T ) E(0) − E(T ), K ′ = K ′(E(0), T )= T
CT,E(0)
.
Thus we have shown that there exists a T , i.e., α′ < T2 , T > 2C(α
′ + 1) + 2, such that
E(T ) 1
K ′ + 1E(0).
Application of the semigroup property (see, e.g., [3], [20, p. 408]) now yields the uniform stability result of Theo-
rem 4.1.
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Pr(P2-D)th, dissipation of the E(w,φ,θ)(t) component of the energy is attained without mechanical dissipation at the
free end, i.e., the velocity feedbacks at the free end are redundant and k0, k1 may be taken zero. Moreover, uniform
stabilization of the energy associated with the model in which k0 and k1 may be taken zero, is achieved by imposing a
slightly more stringent restriction on the geometry of the beam than in the isothermal case considered in [6], where in
the present case the (small) coefficient of thermal expansion comes into play. Thus the introduction of thermal effects
leads to a reduction of mechanical dissipation devices in the two-dimensional model.
Finally, as promised, we comment on the uniform stabilizability of the three-dimensional acoustic structure mod-
elled by Pr(P )th.
Remark 4.11. Although trace regularity issues for the in-plane equations of linear elasticity in a three-dimensional
region have been settled by [9,10] (see also [19, p. 1808] where the thermoelastic case is considered) by establishing
in particular sharp trace estimates for the tangential derivative of the displacement on the boundary, the applicability of
these results to the coupled Reissner–Mindlin equations, clearly with modifications in view of the hyperbolic nature
of the equation for the transversal displacement, is, to the best of the author’s knowledge, still an open question.
However, since velocity feedbacks are required in the establishment of trace estimates for the tangential derivative of
the lateral displacement u = (u1, u2) in the equations of linear elasticity, it is foreseen that the velocity feedbacks in the
boundary conditions for the plate equations in Pr(P )th will be indispensable. Moreover, even in the two-dimensional
case which we have studied, dissipation on the velocity of the trace of z on the interface Γ0 was required in order
to handle the interactive term representing the acoustic pressure on the interface. Thus, from the point of view of the
question we posed in the introduction, it appears that thermal effects in a three-dimensional structural acoustic model
which includes rotational inertia and shear effects, though natural from a physical perspective, are ineffective. This
should be ascribed to the purely hyperbolic nature of all the equations of the coupled Reissner–Mindlin system in
Pr(P )th. We have here a typical win-lose situation in which our more comprehensive model with inclusion of shear
effects, which is not only more accurate over the whole frequency range, but also suitable at high frequencies of
the structural component, comes at a price, viz. lower presence and reduced effectiveness of thermal effects in the
structural component.
Further reflection on the question leads to the observation that the stabilizability of the energy associated with
Pr(P )th should be seen in the context of the lack of uniform stability for the Reissner–Mindlin plate equations with
feedback boundary controls with or without thermal effects—it is well known that unless geometric conditions are
imposed, only strong stability can be achieved (see, e.g., [13]). Thus it is unlikely that the structural acoustic model
described by Pr(P )th will exhibit the property of uniform stability in the absence of geometric conditions. The author
is indebted to Prof. Irena Lasiecka for personal communication on this point during IFIP07, Krakow, Poland.
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