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1. Introduction 
The purpose of this paper is to study the sojourns at high levels and the extreme 
values of a class of stationary stochastic processes which are defined as Fourier 
sums or series with random coefficients: 
or 
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this is the sojourn time of the process above the level 14. We put M(t) = 
max{X(st: Oss s t}. Our main rssults are limit theorems for the asymptotic forms 
of the distributions of L,(u ) and Mt t 1. The first, Theorem 9.1, gives the asymptotic 
form of 
where s >I) is fixed and L’ = ~(LI ) is a given function of tl. Corollary 9.2 extends 
this to Pt &(u I> s ). The second main result, Theorem 11.1, gives the asymptotic 
form of p(~( r) > II j for II --* c~1. These resuhs are based on the theorems and methods 
for general stationary processes given in [1 J. In the latter paper we included as an 
example the special case of ( 1.1) in which Xt t ) - U cos t + V' sin 1. 
ff the ~oe~cjents (&} and {V,,) are assumed to be att rn~Itual~y independent with 
standard Norman distributions, then, as is known, X(t) is a stationary Gaussian 
process with mean 0 and covariance function r(t t = 1 a: cos ip* In this case the limit 
theorems which we described have already been shown in [l] to fobw from the 
general theorems presented there. One of the main features of this study is that 
the process is not assumed to be necessarily Gaussian but to have a more general 
structure, namely, that aif unite-dimensional distributions of the coe~cients are 
~~~~ar~a~t under ~~rthog~~na~ transformations. {It is clear that if the coefficients are 
~rld~p~ndent with a ~~~mrnon normal distribution with mean 0, then the joint 
~~~Str~~~u~ioI~s have this property. I In the case of process ( 1.1) where there are only 
2k -+ Z coefficients, their joint distribution is completely determined by the distribu- 
tier; of the random variable (XI U’ + V’ II”‘), whose distribution is arbitrary. The 
only ~~r~ditio~~s that we place on this di~tributi~~n in order to obtain our main results 
is th:it it belongs to the domain ot attraction of the extreme value distribution 
tq$--e ‘) and that its support on the positive axis be unbounded. It is striking that 
this relation exists between the theory of the extremes of the process f I.1 i and the 
theory of the extremes of independent, identically distributed random variabtes. 
The theory is slightly different in the cast’ of the series ! 1.21 where cl,, f 0 for 
intinitely many IL Here the hypothesis of orthogonal invariance is stronger btrcausc 
it .qq4ics to an infinite set of tmdclm wriabb. ‘It imposes a special structure. 
Indwd, hy thtz classical theorem of Schoenberg 161 this condition implies that the 
random \3riabks CI,, \ ‘,, i, i = 0, 1, . . . are conditionally independent with 21 common 
ncm~d distribution with mt‘~ 0 and standard deviation h, where the ‘attcr is a 
r~onnqati~~c r;lrtdom \*ariabk. HCWX, the random series is simply a scak mixture 
of Gitussian FOU; iw series. One might hope to derive the extremat and sojourn 
prt)pcrtics of such a process directly front those of the Gaussian process. I have 
not bccrt Me to do it this way; instead, I have found that the orthogonal invariance 
of the distrjbutions of the coefficients is the propertv which is most conducive to 
~~f~t:tining tbc‘&S-ad amdusions. In the cast’ c>f the L;eries I 1.2) the condition that 
w ~I:Icc’ ON the c‘wtikicnts is that the distribution c~f the random variable I Lr,‘, -+ 
rr; + -’ . Wm~s to the domain of ilttraction of exp(--e ‘). 
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General rcsultc on the distributions of the extremes and the extreme sojourns 
of stationary processes have been the objects of recent studies of Leadbetter, 
Lindgren and Rootzen [S] and the author [l]. This paper is part of an effort to 
apply the results of these studies to concrete processes other than stationary 
Gaussian ones. Diebolt [3] has studied the structure of the density of the maximum 
of a Fourier sum or series with random coefficients. His main theorem is stated for 
a system of coefficients having a general distribution, but his precise results on the 
asymptotic form of the density are restricted to the Gaussian case. 
Here is a brief description of the sections below. In Section 2 we present several 
new auxiliary results on distributions in the domain of attraction of the extreme 
value distribution exp{-e-“}. These are based mostly on applications of the funda- 
mental work of De Haan [4]. In Section 3 we show, under the hypothesis of the 
orthogonal invariance of a random vector (X1, . . . , X,), how the tail of the distribu- 
tion of (x:’ 1 Xf )‘I-) is related to those of (xf +Xz )*‘* and XI. Section 4 has a 
theorem stating that the conditional distribution of X2, given X1 > u, converges, 
upon appropriate normalization, for II + 00, to a standard normal distribution. This 
had been proved in [I] under less general conditions. In Section 5 we describe 
( 1.1) and (1.2) in more detail, and the condition 1 a: < 00 is placed on the sequence 
{a,,} in ( 1.2) to ensure almost sure convergence of the series. In Section 6 we obtain 
simple representations of the distributions of the vectors (X(O), X(t)) and 
(X(0),X’(O), X”(0)) in terms of the distribution of the first three coefficients of 
( 1.1) or ( 1.2). Sections 7-9 are devoted to the demonstration that the conclusion 
of the ‘Sojourn Limit Theorem’ of [l] applies to (1.1) and (1.2). One of the 
interesting conclusions is that the function which arises in the statement of the limit 
theorem for the sojourn of the general, not necessarily Gaussian versions of (1.1) 
and ( 1.2), is of exactly the same form as that arising in the limit for the specifically 
Gaussian version. In Section 10 we obtain a formula for the expected number 
of upcrossings of an arbitrarily level u. It has almost the same appearance 
as the classical Rice formula for the Gaussian process, but is more general. 
Finally, in Section 11 we obtain the exact asymptotic form of P(MW > IA) for 
D-+X. 
2. On distributions in the domain of attraction of exp{-e ‘} 
In this section we derive several auxiliary results on distributions in the domain 
of attraction of the extreme value distribution A(x) = exp{-e’ “), Let F(x-) be such 
a distribution function; then either F(x I< 1 for all x, or there exists an so < 00 such 
that F(x) c 1 for x <x~, and F(x) = 1 for x )x0. In this paper we will consider only 
the former case, so that when we state that a particular distribution function is in 
the domain of . t, it will be tacitly assumed that 
F(x ) i 1 for all .Y. (2.1) 
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It is welt known that F belongs to the domain of A if and only if 
lim 1 -F(lf +x/w) = e-x for all s 
II -+.I 1 --F(U) 
where 
1 -F(u) 
It’ = M’ (14 ) = 
~:U-Fty)Id~ 
(2.2) 
(2.3) 
INhere the integral above is finite (see De Haan [4, p. 871). Furthermore, 1%’ satifies 
We state sevei4 additional results. 
Proposition 2.1 ([G, Theorem 2.5X1., Corollary 291.3). For twery c > 1, 
lim 1 -f’bf 1 e----_= 
I’*x l-F(ff) 
(_) 
l 
(2.5) 
Proposition 2.2. T/w distribrctiorl fmction obtained from F of the form 
l- A-“( 1 - Ffs 15 for czll kqe x, 
Pwof. This easily follows from (2.21 and t2.4. 
Propodtion 2.3. T/w distribution fmction obtained from F of the form 
Proof. The result is known for I_’ z= 0 [4, Lemma 2.5.1] It immediately extends to 
pt-rsitke ir,tegral p bec;~se 
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Proposition 2.4. For integral p 2 0 and u + 00, 
iK? 
I - 
fv -l#‘(l -F(y)) d,, -p!\w(u)J-‘-‘(1 --F(u)). 
14 
Proof. This follows from (2.3) for p = 0. For p 2 1, Proposition 2.3 and its proof 
imply 
I 
X m 
(y-x)‘-‘(l-F(y))d+ 
x I P x 
(y -x)‘( 1 -F(y)) dy. 
Proposition 2.5. For arbitrary real p und u + 00, 
J 
x 
J 
x 
yP(l -F(y)) dy -up (1 -F(y )) dy. 
14 14 
Proof. Since, by Proposition 2.2, 1 -x”( 1 -F(x I) is in the domain of A, its scaling 
function 14’ must, by (2.3), satisfy 
w ( Lf ) - 
~‘(1 --F(u)) 
J;yP(l-F(y))dy f”r’4+00 
But as the scaling function for F itself, it satisfies (2.3) as written, and the result 
follows. 
Proposition 2.6. The relation i2.2) is yjeseroed under integration : 
lim J ‘* 1- F(u +y/w, - dy = e-s', I4 -+Jc x 1 -F(u) 
Proof. Apply Proposition 2.3 for p = 0. The necessary and sufficient condition (2.2) 
for the distribution with the iniegrated tail is 
which, by (2.3) and the change of variable of integration, z = ~(y - u ), completes 
the proof. 
Proposition 2.7. For x > 0, 
lim J uc 1 -F(u +y5‘2~) 
N 
Il-cX 1 1 -F(u) 
dy = J exp{-$y’} dy. r 
Proof. This is a consequence of (2.2) and Proposition 2.6, and the monotonicity 
of 1-F. 
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We define 
t’= u(u) = (uw(u))“‘, 
and note that (2.3) implies 
Jo 1 -F(ti!)) d” _ C.-2 
1-F(i4) * - * 
(2.6) 
(2.7) 
Proposition 2.8. F0r a&kzry x 
lim 
1 - F(u/cos(x/c 1) 
l-F(u) 
= exp{-ix-‘}. 
I( + 1; 
Proof. The Taylor expansion, and (2.4) and (2.6) imply 
I4 
---..-- 
COS(X/P 1 
= l! -+!!!I -cos(x/t!))(l +0(l)! 
= u +:(xz/Mq(l+o(l~), 
and the result follows, by continuity, from (2.2) 
Finally, we recall that in the case elf a standard normal distribution F we have 
It’ (If 1 - IC, so that, by (2.6’1, C(I~ ) - O. 
3. Some properties of orthogonally invariant distributions 
Let x = (Xl,. . . , X, 1 be a random vector in R” such thai the joint distribution 
is invariant under orthogonal transformations of R ‘I, 
cxf +. . .+xy, 
and put lwll= 
The joint distribution of X is completely determined by the 
distribution of the random variable [1X(1; indeed, the distribution of X may be 
expressed as the integral of the conditional distribution given I~xII, which is uniform 
on thte sphere of radius I~x/, h w ere the integration is done with respect to the 
distrilbution of the latter random variable. 
Along with IIx~I, we will consider the random variables X1 and 
1’ = (xf +,$$ )*tzS 
Put 
(3.1) 
(3.2) 
(3.3) 
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Proof. It suffices to establish (3.3) in the special case where X has an absolutely 
continuous distribution. Let g =g(llxll) be the joint density of X at x; then, by 
integration over the coordinates x3, . . . , xn, we obtain 
r~r~g((~~+y~)l’~)y~-~z dy dt 
G(x)= l;l; g((z2+y2)‘/2)y”-3z dydz l 
By transformation to polar coordinates the ratio above is 
son/* (I xTfOS8 g(r)r”-’ dr) sinnW3 8 cos 8 de 
jr g(r)r”-’ dr 1,“” sinnA3 8 cos 8 de ’ 
(3.4j 
Formula (3.3) follows from the observations that the second integral in the 
denominator above has the value (n -2)-l, and that the density of /XII is propor- 
tional to g(r)r”-‘. 
Suppose that the distribution function 1 - H(x ), x > 0, belongs co the dofmain of 
attraction of J. According to (2.2) we have 
lim 
Ii(rc +x/w) = e_” 
for all x, 
14 +JcI HW 
where 
w ( I.1 1 = 
H(u) 
j;H(y)dy’ 
(3.5) 
(3.6) 
Now we show how G(u) is asymptotically related to H(u ) for u + 00. 
Theorem 3.2. lf 1 - H(s) behgs to the domain of A and n Z= 4 and n is even, then 
G(u 1% o -“C2H(~~)2”‘-2”‘1r(n/2) for u + 00. (3.7) 
Proof. Let us first give a formal proof, and then provide the analytic details 
necessary for the rigorous proof. 
Suppose we divide each side 4 (3.31, after replacing x lby u, by u-“+~H(u 1; then 
the right-hand member becomes 
I n’2 H(U/(COS @)) sin”-% cws 8 dt? li: ” -2(/7 - 2) H(u 1 . 0 
Change the variable of integration: z = ~6; then the integral becomes 
rt -3 
(n -2) I ‘n’2’c H (u/cos (z/u)) c H(u) sin’* -3( z/t’ ) cos( z/u ) dt. 0 
By Proposition 2.8 the ratio in the integrand above converges to exp{-$z”f, and 
the factors ZJ”-~ sin” -3 (z/u) and cos(z/u) converge to zttW3 and 1, respectively. The _ 
statement of the theorem will now follow if we can justify the passage to the limit 
under the sign of integration. 
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As a first step in estimating G(u) in (3.3) we will show that the portion of the 
integral over 8 > E, for arbitrary E >O, is of smaller order than G(u). Since sin 0 
is bounded away from 0 for E G d c in, the corresponding portion of (3.3) is of the 
same order as 
I 
n/2 
H(u/(cos 0)) cos 8 de for u + 00, 
F 
which, by the substitution J’ = u/(cos 19), is equal to 
HMY KY2 - 1 ,-1’2y -3 +I, 
whih is of the same order as 
By Proposition 2.5, the latter is of the order 
I 
X 
-1 
LI N(y) dv. 
U/(COS F 1 
Since, by Proposition 2.3 with p = 0, 
l-[S”H(y)d, 
is a distribution in the domain of A, Proposition 2.1 implies 
lim I l;wow H(y) dy 
I 
=0 forO<:r.‘<e. 
l( +s 
~,EOSF*I H(Y) d 
(3.8) 
It foliowti that the portion of the integral (3.3) with x = u over 9 > E is of smaller 
order tkri G(u ). Therefore in estimating the latter it suffices to consider only the 
port ion 
(\I -2, N(u/(cos 8)) sin” -’ 8 cos 8 de (3.9) 
for arbitrary 0 < E r’, &. 
The transformation J’ = (cos 8 )- ’ changes expression (3.9) into 
Since F may be taken arbitrariiy sidi, the asymptotic estimate of this expression 
is unchanged by replacing the factor $ -- 1 by 2(~ - 1 ), and J+. ‘I +I by 1: 
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By a change of variable of integration, the latter is equal to 
I 
U ‘(COS E 1 
tn _ 2)~ (?I -4,/2u -(t? -2)/2 H(y)(y - c()“-~“~ dy. (3.10) 
u 
We claim that the asymptotic estimate of (3.10) is unchanged if the upper limit 
u/(cos E) is replaced by 00. Indeed, the integral 
r co ~(y)(y - u)(“-~“~ dy 
is of the order 
I 
00 
ff(y)y’“-4”2 dy foru+a, 
u/:cos F 1 
which, by Proposition 2.5, is of the order 
u 
(n-4)/2 
H(;v $ dy. 
The claim now follows from (3.8). 
It follows that (3.10) is asymptotic to 
I 
m 
(n _ 2p(‘1-4)/2LL -(U-2)/2 
~(~)(y -u)“-~“* dy. 
14 
By Proposition 2.4 thi; is asymptotic to the right-hand member of (3.7) because N 
is even and n 34. 
Corollary 3.3. If 1 - N (x ) belongs to the domain of A, then so does 1 - G (x ) and 
with the same scaling function w. 
Proof. This is an immediate ccnsequence of Propositions 2.3 and 2.4, and Theorem 
3,2. 
Theorem 3.4. Let (XI, X2) be a random pair having a joint distribution which is 
invariant under orthogonal transformations of the plane, and let Y and G(y) be 
defined by (3.1) and (3.2), respectively. If 1 - G is in the domain of A, then few u + ~1, 
G(u) - (2n)“2vP(Xt > rr ), (3.11) 
where 
and v is defined by (2.6). 
(3.12) 
Proof. Since XI is distributed as Y cos 8, where Y and 8 are independent random 
variables and 8 is uniformly distributed on (0,2n), the distribution of X1 is related 
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to that of Y through the equation 
5 
n/2 
P(X$Q)=TF’ G(u/(cos 8)) do (3.13) 
0 
for u >O. The relation (3.11) is then deduced from (3.13) in the same way as (3.7) 
is obtained from (3.3). Indeed, (3.13) implies 
oP(Xi>~r)JG(~~)=~-’ I ‘=j2 G(uJcos(~Jc)~~ G(u) 9 0 
which, by a formal application of Proposition 2.8 to the integrand, converges to 
I 
x 
I 
71 exp{-ir2} dz = (27~) *“. 
0 
The passage to the limit under the integral sign can be justified by the estimates 
in the proof of Theorem 3.2. 
We have the foliowing analogue of Corollary 3.3. 
Corollary 3.5. If 1 -. G belongs to the domain of A, then so does the distribution of 
X1: arzd the scnling furlctiort cv is the same. 
Finally we note the following estimate based on Theorems 3.2 and 3.4: 
P(X, > I( ) - c -‘? + ‘f-f( Id )2’” “!‘“p;,l)(2n)-“z. \3.14) 
4. A conditional imiting normal distribution 
In this section we derive an extension of [ 1, Lemma 8.21. 
Proof. Since the pair (X,, X2) has thv: same distribution as (-X1, X2), the conditional 
distribution of X2 given X1 is symmetric, so that (4.1) is equivalent to 
Let Z he a random variable which is uniformly distributed on (0, 2n) and which 
is indqxxdmt of 1.‘. Then (,Y,, X2) has the same bivariate distribution as 
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(Y cos 2, Y sin Z), and so the limit relation displayed above is equivlaent to 
lim P((u/u)Y sinZ>x, Y cosZ>u) 
=1-@(x) 
14 -+x P(Y cosZX4) 
(4.2) 
for all x > 0. 
The inequalities in the probability in the numerator in (4.2) imply that 0 <:Z < $n. 
Thus the numerator may be decomposed into the sum of two terms, 
P((o/u)YsinZ>x,O<tanZ<x/u) (4.3) 
and 
P( Y cos 2 > ~4, tan 2 > x/c ). (4.4) 
By the elementary inequalities 
the term (4.3) is bounded above by P((crx/uY)G? <(x/u)), which, by the uniform 
distribution of Z, is 
J 
a? 
E[(x/v)(l -U/Y)+] or ; (l-14/!) dP( Y G y). 
u 
By integration by parts, the latter is 
14x Oc - 
J 
po?=-y)y-‘dy, 
C 14 
which, by Proposition 2.5, is asymptotic to 
x x -J P(Y>y)dy, vu 11 
which, by (2.7), is equal to 
xc--“P( Y > 11). (4.5) 
Now we estimate the term (4.4). For arbitrary E >O, decompose the latter into 
the sum of two terms, 
P(YcosZ>ri,tanZix/c, P<Z&d (4.6) 
and 
P(Y cosZ>u,tanZ:,x/~,O<Z<e). (4.7) 
The term (4.6) is at most equal to P( Y cos 2 > U, E <Z: < in) or 
1 J 
Tr,/I! 
G, P( Y > U/‘(COS z ,) dr, 
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which, by the same estimates as those leading to (3.8), is of smaller order than 
1 
I 
T/2 
G 0 
P( Y > R/(COS z j) dz. 
We deduce that 
lim 
P(Y cosZ>u,tanZ>xfv,F <Z&~ = o 
P(Y cosZx4) 
. 
I4 -bx 
(4.8) 
Finally we estimate (4.7), which may be expressed as 
1 F 
g J 
P( Y > rr/(cos t )) dz, 
t2n ‘(X/L J 
which, by a chainge of variable, is 
We write this as 
P(Y Xc) 
3 L-TC J Fc P(Y x4/cos(z/c))d P( Y > if ) z, Ll t;tn ’ t k I’ L’ I
and let II + m: then, by applying Proposition 2.8 and formally passing to the limit 
under the sign of integration, we see that the expression above is asymptotic to 
The passage to the limit under the sign of integration can be rigorously justified 
by applying the clrmentary relation 1 - cos i - lz2 for small 2, and then applying 
Pre-,oskion 2.7. 
We coi:c!\_rde from the estimates (45, (4.8) and (4.9) that the numerator in (4.2) 
is asymptotic to the sum 
C ‘P’,Y-Xr.I(2n) “?~l-ds(S~~~O(P(YcosZ~~rI~+O(L’--~P~Y~rr)~. 
Then we cor;cludc from (3.11) that the denominator in (4.2) is asymptotic to 
C ‘P( Y >rr)127r) -? It then follows that the ratio in (4.2) converges to the indicated 
limit. 
5. Trigonometric polynomials and series witfr orthogonally invariant random 
wefficients 
For k 3 1, let (Uo,. . . , Uk, V,,, . . . , Cl,) be a set of random variables having a 
joint distribution which is invariant under all real orthogonal transformations of 
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R Lk+2 . Let ao, . . . , ak be arbitrary real numbers and form the stochastic process 
X(t)= f aj(Uj COS jr+ Vj Sinjf), -m<t<cm. (5.1) 
j =o 
Lemma 5.1. The process X(t) is stationary. 
Proof. The shifted process X(t + h ), --00 < t < 00, is of the form 
X(r+h)= i ai(Ui cos jt + Vl sin jt), 
j =0 
where 
u; = k/i cos hj + Vj sin hj, V: = -Ui sin hj + Vi cos hj. 
Since the transformation 
(r/i, &,i,j=O,..., k)+(U/, Vj,i,j=O ,..., k) 
is orthogonal, the finite-dimensional distributions of the original process and the 
shifted process are the same. 
Define the function 
k 
r(r)= C af cosjr. (5.2) 
i-0 
This is the covariance function of A-(t) ii: the speAa1 case where the process is 
Gaussian. In the general case the covaciance is not necessarily defined, but the 
function r(t) still has an important role in our analysis. For simplicity we will suppose 
that r(t) is normalized so that 
We also define 
A2= -r”(O) = i j*af, 
(5.3) 
(5.4 
j -0 
which is the second spectral moment in the special case of the Gaussian process. 
The function r(t) has a local maximum at l = 0, and has al negative derivative in 
some nonempty open interval with left endpoint at the origin. Put 
7 = min{t: t >O, r(t) = 1); (5.5) 
then T is finite because r is periodic. Then for every T < T there exists a 6 > 0 
arbitrarily small such that 
min{r(t): 0 s I s S} = r(S) = max{r(t): S s t s T}. 
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The above structure can be extended to the case k = 00, where (5.1) is an infinite 
series: 
X(t) = c a,(& cos tzt + Vn sin nt), --oO<t<ob. (5.7) 
?l=O 
The assumption of the orthogonal invariance of the coefficients now takes the form 
that, for every k >O, the set of random variabless UO, . . . , Uk, Vo, . . . , Vk has the 
orthogonal invariance property. We assume 
and define 
Then the series C a?, also converges, and we assume 
1 
c a: = 1. 
H -. 0 
Therefore, the function 
r(t)= c a f cos n t 
I1 -=o 
(5.9j 
(5.10) 
is well defined. 
The infinite series (5.7) is not strictly more general than the finite sum (5.1) 
under the assumptions above. Indeed, the orthogonal invariance of the coefficients 
of (5.7) is a condition of sufficient strength to impose a relatively special structure 
on the series. In fact, we have the following lemma. 
Lemma 5.2. Under the orthogonal iwariance 0,f the coeficien ts, the process (5.7 ) 
im the same distributions as 
X(t) = R C a,,([,, cos r-zt +[z sin izt) (5.11) 
,I -0 
rs*lrere to, &, . . . , &F, (7, . . . , R are mutually independent random uariables, the 5’s 
arid <“‘s hace starrdard normal distributiom, and R is nonnt’gatice. Fwthermore, the 
series t 5.1 1 1 comwges almost surely for each t. 
Proof. Schoenherg”s theorem [C;] implies that the double sequence {Ui, Vi, i, j = 
0, 1, . . .} is representable as (R(i, R(T, i, ,i = 0, 1, . . _} defined above. The conver- 
gmsc’ of the series (5.11) is implied by the normality and mutual independence of 
the 6‘s and [‘“‘s. 
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The main condition in the hypotheses of the theorems below is that the distribu- 
tion of the random variable Y = (Vi + UT )1’2 belongs to the domain of attraction 
of A. In the case of the finite sum (S.l), we have already shown at the beginning 
of Sec;tion 3 that the distribution of Y can be expressed explicitly in terms of the 
distribution of the random variable (c (Uf + Vi’ ))1’2. Furthermore, if the distribu- 
tion of the latter random variable belongs to the domain of A, then so does the 
distribution of the former. Thus, the content of Section 3 provides a complete 
description of the conditions under which the distribution of the random variable 
Y belongs to the domain of A. 
The description of the conditions under which Y has the property above is not 
as explicit in the case of the process defined by the series (5.7). Let R be the 
random variable in the representation (5.11); then, according to the reasoning in 
the proof of Lemma 5.2, Y is representable as R(& +[: )I”, where to and & are 
independent with standard normal distributions, and are also independent of R. 
Put Q(x) = P(R SX). Since (6; +&“’ has the Rayleigh distribution, it follows that 
Y has the scale mixture of the Rayleigh distribution, 
I 
00 
P(Yay)=l- exp{-y2/2zz}r-’ dQ(z). 
0 
It follows that the behavior of P( Y > u) for u + 00 is determined by that of 1 - Q(u 1 
for u + 00; however, we have not found a simple set of conditions relating the 
memberships of the two distributions in the domain of A, as we have done in 
Corollary 3.3. However, from the theoretical point of view, conditions for the 
membership of the distribution of Y in the domain of A can be obtained from 
the general results of extreme value theory. But the relation of these conditions 
to the tail behavior of Q is not as explicit as in Corollary 3.3. 
6. Properties of the distributions of the process X(t) 
In this section we show how the finite-dimensional distributions of X(r) can be 
simplified by suitable orthogonal transformations. 
Lemma 6.1. Lef X = (X1, . . . , X,, ) be a random vector whiose a?istribution is invarirln: 
under real orthogonal transformations of R n. If bl, . . . , h,,, r-n s n, are orthogonal 
vectors in R “, then the inner products 
(61, x:, . . . ) (b,, Xl (6.1) 
have the same joint distribution as 
(6.21 
Proof. It is sufficient to consider the case where IlbJ = 1 for i = 1, . . . , m. Let Q be 
an n x n orthogonal matrix whose first m rows are the row vectors 61,. . . D lb,,,. The 
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first pn components of the random vector QX are the random variables (6.1). The 
orthogonal invariance of X implies that the latter random variables have the same 
distribution as the set (6.2). 
Corollary 6.2. Let X be as defined in Lemma 6.1. If a, b and c are vectors in R n 
such that 
(a,c)=(b,c)=O, llall = 19 
then the set of random variables 
(a, X), tb, X), (c, m 
has the same joint distribution as the set 
tllb~~” - (a, b)2)“2X2 + (a, b )X1, II Ilx c 3. 
(6.3) 
(6.4 
Proof. Write b as the sum of orthogonal projections, 
b=[b-(a,b)a]+(a,b)a. 
Then the set (6.3) is representable as 
la, x ), (b-(a,b)a,X)+(a,b)(a,X), (c, Xl. 
By Lemma 6.1 the latter has the same distribution as (6.4). 
Lemma 6.1 and Corollary 6.2 can be extended to the case rz = 00. The assumption 
of orthogonal invariance of the sequence {X,,} is taken as in Section 5. The vectors 
6, in Lemma 6.1 are taken to be square summable sequences, and the inner products 
(./I,. X) are series of the form 
where h,, is the ith coefficient of 6,. The almost sure convergence of the series 
follows as in Lemma 5.2. Similarly, the vectors in Corollary 6.2 are square summable 
sequences with the usual I2 inner product. 
Now we apply the above results to the distriblcltions of the process X( t 1. 
Theorem 6.3. Lot X(t 1 be &her the prowss (5.1) or (5.7). Then the joint distribution 
Of (X(o), X(t)) is iiw .s~line ns t/tot of 
Proof. First we COP. der the process (5.1). Define the verfors in R 2k +‘: 
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W,’ * . . 
x= uk 
vo 
I 
. 
. 
-vk- 
Then 
X(0) = (a, X), 
a = 
Qd 
a& 
0 
.o_ 
X(t) = (6, m, 
b = 
i 
a0 - 
al cos t 
. 
. 
. 
(a, 6) = r(r) and lbll= llbll= 1, 
so that the result follows from Corollary 6.2. 
The proof for the process (5.7) may be deduced from either an extension of the 
above result by approximation, or more directly by an application of the Schoenberg 
representation as in the proof of Lemma 5.2. 
Theorem 6.4. Let X(t) be the process (5.1). Then the joint distribution of 
X(O), -X’I( O), s X’(0) 
is the same as that of 
Proof. Let the vectors X and a be defined as in the proof of Theorem 6.3, and define 
b = 
Then 
0 
a1 
Pa2 
. 
. 
. 
k”ak 
0 
0 
. 
. 
_ 0 
c = 9 
-0 
. 
. . 
0 
0 
la1 
. 
. 
. 
.k& 
X(O) = (a, Xl, X’(O) = (c, X), X”(0) = -(b, A-), 
(a,c)=(b,c)==O, )lbl12=Cj4af and (a,b)=Ilcll’=&. 
The result now follows from Corollary 6.2. 
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Theorem 6.5. Let X(t) be the process (5 3) and satisfying the condition 
Then A*‘( 0) and X”(0) exist as limits with probability 1, and 
X(O), -X”(O), X’(O) 
(6.5 j 
hate the same distribution as 
Proof. The statement can be verified by standard methods when the coefficients 
in (5.7) are independent with standard normal distributions. It immediately extends 
to the general case where the process is representable as (5.11). 
7. Limiting conditional distribution of the process at a high level 
In this section and the next we derive two general results about the process X(t) 
which form the set of assumptions for the ‘Sojourn Limit Theorem’ in [l], 
Theorem 7.1. Let X(t) be the process (5.1). Pur’ Y = iUi + r/f )l” and G(y I= 
P( ( t’ B y ) for y > 0. Let the distribution fkction 1 - G be in the domain of i 1 with 
the scaling function w, where the la ttcr is necessan’ly of the form (3.12 1. Let 5 and 
77 hc independent random variables on some probability space such that 5 has a 
standard normal distribution and rj has a standaizi exponential distribution ; and 
~(Pfini~ t/i tl process 
Thctr the conditional firtite-dir7lerzsiorzal distributions of the process 
rrw(X(t/~)-u~, --=<t<x, (7.2) 
tRe~al1 that 1’ is defined by (2.6)~ 
13~ tzlcmcntary expansions :ind (2.4) and (2.6), the latter is asymptotically equivalent 
tc3 
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given X(0) > II, which, by Theorem 6.4, is distributed as 
t2 k .4 2 
2U ( 
l/2 
-e Cl ai - AZ Ul -~A~u~+w(u~-u)+~t~,u)J~u2 (7.3) i=l 1 
given U0 > u. 
The first term in (7.3) converges in conditional probability to 0 for u + 00. Indeed, 
we write Ui/u as z?(o/u)Ui, note that v -,a by (2.4), and that (u/u)& has a 
conditional limiting normal distribution for u + 00 (Theorem 4.1). 
We will show that the second term in (7.3) converges in conditional probability 
to the constant 
-$A2t2. (7.4) 
For this purpose we will show that c/olu converges in conditional probability to 
1. On the one hand, it is obvious. that P(U, < UC 1 U. > u) = 0 for c < 1. On the 
other hand, since the distribution of U. belongs to the domain of J (Corollary 
3 S), Proposition 2.1 implies 
P(U+=uc~Uo~u)+O forallc>l. 
Finally we show that the pair of random variables in the last two terms of (7.3) 
has a limiting conditional distribution equal to the joint distribution of 5 and q : 
lim P(w(Uo-u)>x,(v/U)U2~yIU~~~c)=e-“~0,). 
I( -bee 
(7.5 1 
It actually suffices to consider (7.5) only for x > 0 because Uo- u is conditionally 
positive given UC) > u. The conditional probability in (7.5) may be written as 
(7.6) 
Since the distribution of U. is in the domain of II, by (2,.2) the ratio in the brackets 
in (7.6) converges to e-“. 
According to the statement of Theorem 4.1, the first factor in (7.6) converges 
to Q(v) for the particular conditioning U. > u +x/w with x = 0. We will show that 
the conditioning Uo> u +X/W for arbitrary x leads to the same limit as for x = 0, 
and this will complete the proof. 
First we claim that 
lim 
M’(Ll +x/M’) 
= 1 (7.7) 
t4 -r= w(u) 
for every x. Indeed, with G = 1 -F, (2.3) implies that the ratio in (7.7) is equal to 
G(u +x/w) 1: G(y) dy 
G(u) j?+x/w G(y) dy l 
By (2.2) and Proposition 2.3 with p = 0, the expression above converges to 1 for 
II 4x,. 
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Put u’= u i-x/w(u) in the conditional probability in (7.6); then, by (2.4), u’/u -+ 1 
for all x, and, by (2.6) and (7.7), U(U)/V (u’) + 1 for all x. Therefore the conditional 
prcbability in ( 7.6) is independent of x, and the proof is complete. 
Now we have the version of Theorem 7.1 for the process (5.7). 
Theorem 7.2. If X(t) is the process (5.7) and satifies the condition (6.5) as well as 
the conditions in the assumption of Theorem 7.1, then the conclusion of rhe latter 
theorem also holds for this process. 
Outline of the Proof. The proof is analogous to that of the previous theorem. The 
assumption (6.5) is used to justify the existence of the first two derivatives and the 
asymptotic evaluation of the process near t = 0. 
8. On the local behavior of the process at a high level 
For T > 0 and 14 > 0, consider the random variable 
(8.1) 
which is the time spent by X(t) above! the level II. An elementary application of 
Fubini’s theorem yields I 
I 
7 
EU_.7-(tr 11 X(O) > ii ) = P(X(r)>z(lXcOi>u)dr. 
0 
The aim of this section is to show that if X(O) is conditioned above U, then the 
ensuing time spent above II by X(t), 0 G t d T, is nearly exhausted in an interval 
starting alt 0 and of length of order v-l, where c is defined by (2.6). Thus, if X(0) 
is known to be above a high level U, then it tends to fall below 11 within a subsequent 
time duration of order u - * . This property was stated as the second of the two major 
conditions of the ‘Sojourn Limit Theorem’ of [l]. 
Lemma 8.1. Let X(t) bz the procus (5.1) or (5.7). If 5 is defined by (5.51, then, for 
tpr~ry T <c T, there exist S nrbitrmi~y snmll with 0 < S < T such timt 
inf P(X(O)>rf,X\f) Wr)= o- ,’ ‘5 
=P~,~(o)~~~ff,x(s)~10= sup P(X(OPu,x(t)xf) 
li- I’ 7- 
/iv d1 I( --a Cl. 
(8.2) 
Proof. For any pair of random variables (X, I’), the probability 
PLY ‘b II, X cos s + k’ sin s :- II ) 
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is a nonincreasing function of s, 0 GS c n; indeed the plane 
u, x cos s + y sin s > u ) is nonincreasing in s. 
Theorem 6.3 implies 
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set ((x, )!): X > 
P(X(O)~u,X(t)~u)=P(~~~~,r(r)~~+(1-r2(t))”2~*>.U). (43.3) 
If we define a = co8 r(t), then, by the first statement of this p::oof, the latter 
probability is a nonincreasing function of r(t). Therefore, (8.2) follows from (5.6). 
Corollary 8.2. If 6 is given as in the hypothesis of Lemma 8.1, then for every E, 
OCE <S, 
I 
T 
P(X(O)>u,X(r)>u)dta(T-S)P(X(O)>u,X(S)>u! 
c5 
&! fi I S-E E P(X(0) > u, X(r) > u ) dt. (8.4) 
Proof. This is an immediate consequence of (8.2). 
Theorem 8.3. Let X(t) be the process (5.1) or the process (5.7) satisfying (6.5). If 
7 is defined by (KS), then for any d > 0, any T rtlith 0 < T -C T, and any arbitraril! 
small S satisfying (8.2), 
I 
T 
lim sup c 
TX 
exp{-&zrZ)dt. (8.5 1 
I_( +m d/ 1’ 
P(X(t)k4/X(O)>u)dt “S 
I 
d 
Proof. According to (8.4) with E = d/u we have, for sufficiently large ~4, 
I 
T 
P(X(t) > 14 IX(O) > u) dt = 
L’ 6 T 
“(I I> = + P(X(t)>rt/X(O)>u)dt tllc 8 
s l+ 
( 
T-S ’ 
S -d/c )I P(X(t) > 14 [X(O) > t4 ) dt. (8.6) dlL> 
Put e(r) = cos-1 r(t) in (8.3). By a rotation of ( Uo, U1) through an angle -$W. 
the probability on the right-hand side of (8.3) is seen to be equal to 
P((1 +r)“‘QJO--(1 -r)1’2U1 > J2u, (1 +r)‘Wo+(P -#2UI >JZu), 
where r = r( t ). The latter probability is at most equal to 
P(U,,> u[l -$l -r)] -li2). 
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Therefore, the last member of (8.6) is at most equal to 
(8.7) 
where F(U) = Y(L/o> u). 
Acwrding to (5.3: xd (5.4) for the process (5.1), or (5.8) and (5.9) for the 
process (5.7), there t&s CT > 0 sufficiently small so that 
Therefore, by the elementary inequalities 
(l-/%(1+x)“* forOsx<l, 
d 1 +_p 2 1 +i.y for all small x > 0, 
it follows, for S > 0 sufficiently small, that (8.7) is at most equal to 
which, by (2.6) and Proposition 2.7, is asymptotic to 
T x 
z (1 J exp(- &t ‘) dt 
for of -+ so. This completes the proof. 
9. The ‘Sojourn Limit Theorem’ for X (t ) 
In this section, we show that the process X(t) defined by either (5.1) or (5.7) 
satisfies the conditions in the hypothesis of the general Sojourn Limit Theorem of 
[ 11. In accordance with the notation of [l] the random variable (8.1) representing 
the sojourn is representable as an integral of the indicator function: 
J 
1 
L&f ) = I/x,,, ‘1,) c-h. (9.1) 
0 
By the stationariQ~ of X and by Fubini’s theorem we have, as in Section 8, 
1: f-,! II I= tP(X(O) 3, II 1, and so, by Theorems 6.3 and 2.4, 
L’ E Ia,(u I - t2n) “‘tG(u ), CJ.2) 
whcrc G is defined as in the statement of Theorem 7.1. 
Theorem 9.1. I_tv X(t) /w t/w pro~w.s (5.1) or (5.7) sutisfying the conditions in the 
hvpotlw.~i~ of’ l-k.wtw 7.1 or 7.2, r;spty-ticc’ly. If? is dtyfincd by 15.5), then, for ever) 
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(9.3) 
for euery x > 0. 
Proof, Theorem 7.1 or Theorem 7.2 above imply Assumption 3.1 of 11, Theorciz: 
3.11. Theorem 8.3 above implies Assumption 3.11 of [1, Theorem 3.11. Accor&ng 
to the conclusion of the latter, we have 
lim Ix” p(uL,@)‘Y) dY= p IiZ,,,_ ol dt >X ‘Z 
14 -bX EhX&H 
(9.4) 
for all x ~0, where Z(t) is the process (7.1). 
We evaluate the right-hand member of (9.4) by a simplification of the method 
of [l, Sec’ion 71. Since Z(0) = q ~0, and Z(t)+ a for t + m, almost surely, the 
equation Z(t) = 0 (see (7. 
solution is _-epresentable 
1)) has one negative and one positive solution. The positive 
as 
and exceeds a number s >O if and only if Z(x) >O. Therefore, Gre right-hand 
member of (9.4) is equal to 
P(-;A*x*+X&+?j >O). 
According to the definition of 6 and 77 in Theorem 7.1, the probability above is 
equal to 
E exp{-(:x2Az-,~S;h2)+)r 
which is equal to 
which, by the definition of @, is 
which, by a change of variable of integration, and the symmetry of the normal 
distribution, is equal to 
2(1- @&J$. 
Thus, we have shown that the right-hand members of (9.3) and ;9.& are equal. 
The equality of the left-hand members follows from (9.2). 
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Corollary 9.2. Under the conditions abooe, 
lim 
P(zJL,(U)~X) Jh2 
u-+ao tG(u) 
= x exp(-ix2h2) (9.5 1 
for all x > 0. 
Proof. According to [l, Lemma 2.11, relation (9.3) is preserved uncicr digerenti- 
ation of each member with respect o x. 
10. Expected number of upcrossings of a level 
In this section we derive a formula for the expected number of upcrossings of 
the ieve which is very similar to the Rice formula for Gaussian processes (see [2]). 
Theorem 10.1. Let N = N (u, t ) be the number of upcrossings of the level u by X( s ), 
0 C. s 5 t. If X( t ) is the process (5.1) or the process (5.7) satisfying A 2 < m, then 
1/2 
ENkr,r)=‘$zG(~) foru>O. (10.1) 
Proof. There are several cases to consider. 
Suppose first that cl0 is the only nonzero coefficient in the sum (5.1) or the series 
(5.7 ). Then hz = 0, and formula ( 10.1) trivially holds with each side equal to 0 
hecausc the process is given by the fixed random variable U. :‘nd there are no 
upcrossings of any level. 
Suppose next that LI,, with i 2 1, is the only nonzero coefficient. The process is 
of the form 
U, cos jr +- V, sin j? 
bccausc (I, = 1 by virtue of (5.3) and h-, =i’. Then formula (10.1) may be derived 
from elementary geometric considerations and the fact that G(rr ) is the tail of the 
distribution of (Lrf + Vy 1’ “. 
Next we consider the final case where (I, f 0 and a, # 0 for some i #j. In this case 
the function G(s ) is nbsolutely continuous; indeed, this is implied by the integral 
rcprescntatian (3.3) for some IZ 2 3. In order to prove i 10.1) we show that the 
iibsolutc continuity of G implies that X(O) and X’(0) have a joint density, and then 
WC USC a well-known formula for E N stated in terms of this density. 
Put g(x) = - C?‘( v 1; then the joint densitv of UC, and U;z exists, and its value at . _I 
the point (.v, ~9 I is 
Since, by Theorem 6.4, (X(O), XYC) ha*. C. ‘ore distribution as (c/al A&&), 
it has the density 
According to the classical formula for EN in terms of the joint density of 
(X(O), X’(0)) (see [2, p. 204]), we have 
I 
a3 
E N(u, t) = rh:‘* yh((~~+-y~)“*) d, 
0 
= tA y2 I Oc g((u2+y2y2) o )‘2n(u2+y2)‘/* d y* 
By the change of variable t = (u’ + ~~)l’~, the integral above becomes 
I 
3) 
(2n) --l g(t) dz = (2n)- ‘G(u). ,( 
This completes the proof. 
In the particular case where the coefficients of (5.1) or (5.7) are independent 
with standard normal distributions, G(X) is the tail of the Rayleigh distribution, 
and so (10.1) reduces to the well-known Rice formula with G(u) = exp{-~~~2). 
11. An asymptotic formula for the tail of the distribution of the maximum 
As a trigonometric polynomial the process X(t) in (5.1) obviously has continuous 
sample functions. If A2 ~00, then the process (5.7) also has continuous sample 
functions. Indeed, A2 is actually the second spectral moment of the Gaussian factor 
of the process (5.11); hence, for fixed R, the Gaussian factor has continuous sample 
functions, and the continuity remains unchanged by the multiplication by R. It 
follows that if X(t) is either (5.1) or (5.7), then the random variable M(t)= 
max{X(+ 06~s;) is well defined for a suitable version of the process. The aim 
of this section is to derive the asymptotic form of the tail of the distribution of 
M(t). Since the process has continuous sample functions, it is clear that M(I) )U 
if and only if L, ( u ) > 0. The main result we derive is that the relation (9.5) extends 
to the value x = 0. In view of (9.5) and (10.1) we deduce 
P(M(t)>u)-E N(u, t) for u +OO. (11.11 
The significance of this result is demonstrated in [5., Chapter 81. 
Theorem 11.1. Under the conditions of Theorem 9.1 
(11.2) 
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Proof. For every x > 0, the event z&(u) > A implies M(t) > u ; therefore, by Corol- 
lary 9.2, 
lim inf PMW > 11) JG 
II -roe tGh) 
>gexp{--ix’A2} 
for every x >O; therefore, 
Iim inf PM(t) > u) ~ JA2 
u+oc* rG(u) 2n ’ 
(11.3) 
If M(t) > LJ, then either X(0) > II or N(u, t) 2 1; therefore, 
P(ik4t.t) > u J s P(X(0) > 14) +E N(u, t). 
By Theorem 6.4 or 6.5, and by Theorem 10.1, the inequality above implies 
P(1C;f(t)>u)~PP(~o,rr)+ 
t\.iG 
-5--9l4 1. 
By Theorem 3.4 the first term above on the right-hand side is of smaller order 
than the second term, for u + 00; therefore 
lim sup 
P(.M(f)>u) Jr2 
II --NM tG(u) %7 
This and (11.3) now complete the proof. 
We remark that the theorem above implies that the distribution of M(t) also 
belongs to the domain of ,I. 
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