Abstract: This paper describes the application of differential evolution algorithm (DEA) to the simple assembly line balancing problem (SALBP). DEA is an evolutionary algorithm similar to a real-coded genetic algorithm for global optimization over continues spaces. The paper is concerned with SALBP type-1 whose objective is to minimize the number of workstations required to manufacture a product in an assembly line within a given fixed cycle time. Extensive experimental work over public benchmarks test problems show the effectiveness of the proposed approach. Copyright © 2005 IFAC 
INTRODUCTION
Production planning and control is associated with a large number of complex optimization problems. Most of these problems are of combinatorial nature and have been proved to be NP-complete, i.e., there is no exact algorithm that can solve them in polynomial time unless it is proved that P=NP. The combinatorial nature of these problems encourages the use of modern meta-heuristics techniques such as evolutionary algorithms, simulated annealing, tabu-search, etc.
The assembly line balancing problem (ALBP) is a decision problem arising when an assembly line has to be configured or redesigned. The problem consists of determining the optimal partitioning (balancing) of the assembly work among the workstations while optimizing one or more objectives without violating the restrictions imposed on the line (Baybars, 1986 , Scholl, 1999 . The simple assembly line balancing problem (SALBP) is a basic version of the general problem and has captured the research interest for the last four decades. Two formulation types are commonly used with SALBP: (a) SALBP-1 which attempts to minimize the number of stations for a given fixed cycle time, and (b) SALBP-2 which attempts to minimize the cycle time of the line for a given number of stations. The former type is used when a new assembly line has to be installed in the shop floor, while the latter type is used in an existing assembly line when changes in the production process and manufacturing requirements occur.
Any variant of the ALBP is known to be NPcomplete combinatorial problem, which implies that the right way to proceed is through the use of heuristic techniques. A large number of exact and heuristic techniques for the SALBP-1 are available in the literature. Exact algorithms are mostly based on the branch and bound method and the dynamic programming approach. Some of the most powerful branch and bound procedures are the FABLE (Johnson, 1988) , EUREKA (Hoffmann, 1992) , and SALOME-1 (Scholl and Klein, 1997) with the latter being the most effective of all (Scholl, 1999) . Recently, some researchers turned their attention to meta-heuristics techniques such as tabu-search (Scholl and Voβ, 1996) , simulated annealing (Suresh and Sahu, 1994) and genetic algorithms (GAs) (Anderson and Ferris, 1994, Kim, et al.,1996) . However, in respect to other sequencing and scheduling optimization problems little attention has been paid to the application of GAs to ALBPs.
In this paper the potential of the differential evolution algorithm (DEA) for the solution of the SALBP-1 is investigated. DEA is an evolutionary algorithm very similar to a real-coded genetic algorithm, which has been recently applied with high success to solve various complex numerical optimization problems (Storn and Price, 1997) .
THE SALBP-1
Following the analysis given in (Baybars, 1986 , Scholl, 1999 ) the SALBP-1 can be stated as follows:
• An assembly line consists of workstations arranged along a conveyor belt or a similar materials handling equipment. Let S={1,…,m} the set of workstations..
• Manufacturing a single product on the assembly line requires the partitioning of the total assembly work into a set of elementary operations called tasks. Let V={1,…n} the set of tasks.
• Each task j (j∈V) is performed on exactly one workstation and requires a deterministic processing time t j . Let t sum the sum of all task times.
• The assembly line is associated with a cycle time denoting the maximum (or average) processing time available for each work cycle. Each station can complete its assigned tasks within the specified cycle time.
• The tasks are partially ordered by precedence relations. That is, precedence constraints between the tasks occur and must not be violated.
• The objective is to minimize the number of workstations subject to the given cycle time and the precedence constraints of the tasks.
Usually, ALBPs are modeled through the use of precedence graphs. Each node in the graph corresponds to a specific task, while an edge joining two nodes represents the precedence relation between the corresponding tasks. Figure 1 illustrates an example of a precedence graph for an 8-tasks ALBP having processing times between 3 and 17 time units. The numbers inside the nodes of the graph correspond to the task labels, and those outside the nodes to the processing times. Therefore, task 1 has a processing time equal to 11 time units, task 2 a processing time equal to 17 time units, etc. The precedence constraints for example, for task 6 defines that, this task must proceed after the completion of tasks 3 and 4 (direct predecessors), and tasks 1 and 2 (indirect predecessors). While, task 6 must be completed before its direct (or indirect) successors, which is task 8. 
DIFFERENTIAL EVOLUTION FOR THE SALBP-1
Differential evolution (DE) is an evolutionary algorithm very similar to a real-coded genetic algorithm (GA). The differences rely on the way the mechanisms of mutation and crossover are performed over the floating-point vectors (chromosomes). The most distinct feature of DE is that it mutates vectors by adding weighted, random vector differentials to them. As with all evolutionary algorithms, DE starts by generating a population of real-valued n-dimensional vectors whose initial parameter values are chosen randomly from within user-defined bounds. This population undergoes evolution in a form of natural selection. In each generation, the operators of selection, mutation, and crossover are applied on the entire population in order to produce new, 'better' populations with higher 'quality' individuals. Actually, in every generation, each vector (chromosome) of the population becomes a target vector and crossovers with a mutant vector in order to produce a trial vector. Each mutant vector is generated, by adding the weighted difference between two randomly selected population vectors to a third vector. The best (that with the lowest cost) between the target and the trial vector survives into the next generation. The evolutionary process terminates after a number of generations and the structure of the best vector found so far is postulated as the definite solution to the actual optimization problem. The basic structure of DE algorithm is shown in figure 2 , details about DE and the way it operates can be found in the pioneered work of (Storn and Price, 1997 
Encoding mechanism for the SALBP.
The natural coding for sequencing and scheduling problems including SALBP is permutation vectors, i.e., strings with integers. Therefore, a solution to the SALBP (a phenotype) is a sequence of tasks with each task represented by an integer number. When this sequence of tasks does not break the precedence constraints the solution is feasible. Then, the tasks are allocated into workstations (according to their order in the solution string) such that the sum of their processing times in each workstation does not exceed the cycle time. This scheme is demonstrated in Fig. 1.(b) for the 8-task SALBP with precedence graph shown in Fig.1(a) . A cycle time equal to 20 time units was assumed. A feasible assembly balancing solution for this example is (1 2 4 3 6 5 7 8) which results to five workstations in the assembly line.
Decoding mechanism.
DE works with floating-point vectors. This means that an appropriate mapping is needed from the genotypic state-level (chromosomes) to the phenotypic level (actual assembly balancing solutions). Random-keys proposed by (Bean, 1994) is the only published representation mechanism used with floating-point chromosomes on combinatorial optimization problems. We found this scheme performing rather poor in the context of a DEA and for this reason we implemented a new more effective representation scheme. This scheme called the Sub-Range coding scheme works as in the following:
• For a SALBP with n tasks, divide the range [1…n] into n equal sub-ranges and save the upper bounds of each of the sub-ranges in the array SR=[1/n, 2/n, 3/n, …,n/n] T (SR stands for Sub-Ranges).
• Build the phenotype of a specific chromosome according to the sub-range in which each specific gene's value belongs to.
• Check and repair if needed the phenotype so that not to contain redundant task labels. th sub-range (0.8<0.82≤1.0), and the phenotype becomes (2 5 _ _ _), and so on. Finally, the phenotype p corresponding to chromosome g is p=(2 5 1 3 4). Which means that the order the tasks are to be executed is, task 2, followed by task 5, followed by task 1, etc.
Repairing the phenotype so that to satisfy the precedence constraints.
When the order of the tasks in the generated phenotype does not break the precedence constraints (see section 2), then this sequence corresponds to a feasible solution. Otherwise, the solution is infeasible and must be repaired. To repair infeasible solutions we use the following simple yet effective procedure: Note that, as we experimentally observed, it is not necessary to repair all the members in the entire population but only a small portion. In particular, when 5% of the repaired individuals replace their infeasible original structures is enough. 
Local improvement
Two schemes were used to improve the performance of the DEA: (a) A local search heuristic is applied on the population best solution. This heuristic works as follows: Find the tasks with no predecessors. Insert these tasks to the head of the task-sequence. Generate and check all the possible permutations of these tasks. Always keep track for the feasibility of the solution. The current best is only replaced when a more robust solution has been found. (b) If the diversity of the population becomes too low, then regenerate randomly a portion of its entire individuals..
COMPUTATIONAL RESULTS
To demonstrate the effectiveness of the proposed DEA we present computational results obtained on a set of public benchmark test problems found in the literature. The benchmarks are available through the Web at the location http://www.assembly-linebalancing.de/ Here we report the results obtained over the data set proposed by (Talbot et al., 1986) . This data set contains 64 test instances varying from 7 tasks to 111 tasks. , where m is the number of workstations and CT the cycle time. The DEA was run with the following values of the control parameters: population size=10 individuals, crossover rate=0.4, mutation scale factor F=0.3, maximum number of generations=100×n (n=number of tasks). Table 1 displays the results obtained by the DEA on the above data sets. The table provides the following information: the problem name, the number of tasks (n), the cycle time (CT), the optimal number of workstation (m*), the generated by the DEA number of workstations (mDE) and the actual CPU time spent in sec. All the experiments were carried out on a Pentium II-MMX PC running at 333MHz. 
