Abstract-We present an object recognition system coding shape by view-point invariant geometric relations and appear ance. In our intelligent work-cell, the system can observe the work space of the robot by 3 pairs of Kinect and stereo cameras allowing for reliable and complete object information. We show that in such a set-up we can achieve high performance already with a low number of training samples. We show this by training the system to classify S6 objects using Random Forest algorithm.
I. INTRODUCTION
The task of object recognition in an industrial assembly set-up (as shown e.g., in Fig. 1 ) is fundamentally different from the ' general object recognition problem' as addressed, for instance, in the Pascal Challenge [1] as well as in 3D databases (such as [2] ) which are in particular recently discussed with the availability of cheap RGBD sensors, such as the Kinect camera 1. The main difference in an industrial set up is that the sensors as well as the number thereof can be chosen freely as well as the fact that illumination can be controlled to a large degree by, e.g., letting the illumination conditions be dominated by the light sources attached to the platform (see Fig. 1 ). A particular challenge is that the goal of performing large sequences of actions in assembly processes requires very reliable and also fast object recognition and localization and hence if performance is not close to 100%, any assembly process is severely affected.
In this paper, we address the task of object recognition in the well controlled scenario assuming objects occurring only in the rather restricted work space of the robot as shown in Fig. Ib-resembling an 'intelligent work-cell' in an advanced production scenario. The task at hand is to estimate likelihoods of the presence of objects in the working space covered by the three pairs of Kinect and stereo cameras. In contrast to the object recognition problem addressed by standard databases operating on 2D images, in our set-up we can operate on rather 1 http://www.xbox.com/kinect complete 3D data computed by 3 different views arranged in a triangle (see Fig. la) . This likelihood is then supposed to be used to trigger other mechanisms such as pose estimation, grasping or manipulation actions (such as peg-in-hole or screwing actions) as well as monitoring such processes in the context of complex assembly operations.
In this paper 3D texlets (see Sect. IV), extracted to serve as visual representations of objects, are acquired by two different sensors-stereo and Kinect cameras-simultaneously. From these, view-point invariant representation based on appearance and geometric relations are computed. The use of 3D infor mation is attractive since it allows us to extract view-point invariant (see Fig. 4 ) features in terms of geometric relations between 3D entities (such as distance or angle). The fact that we operate in a limited and controlled workspace leads to very reliable 3D and appearance information. In our rep resentations, both aspects-shape and color-are represented separately, allowing us to investigate their relative importance. This space of feature relations (in the following also called 'relational space' ) can be expressed in (potentially high dimensional) histograms providing unique and interpretable descriptors for specific objects (e.g., the distance between two parallel surfaces, see Sect. V) which, besides being view-point invariant, is also rather specific for a certain object. As we will show in this paper, this is useful for efficient learning since relatively few object recordings are required to learn representations for reliable object recognition.
As a classification algorithm, a multi-class Random Forest approach [3] , [4] is applied in the context of this paper. Random Forests (RFs) have been found to be efficient since they combine the simplicity of decision trees with the stability of voting methods. In our context, it is of particular importance that by means of RFs, the relevant features for a task can be identified, i.e., that they inherently do feature selection. This allows for an interpretation of in-between stages of the algo rithm, and for efficient classification. The algorithm is trained with a set of real objects represented with a combination of the their relations and appearance histograms (see Sect. V).
The main achievements of our work can be summarized as follows:
• we demonstrate the potential of applying 3D view-point invariant relations by achieving high-performance classi fication with very few training samples. The remaining miss-classifications are caused by the small size of some objects relative to sensor resolution that prevents the representation coding shape differences effectively.
• we can achieve a significant improvement in performance by using multiple cameras comparing to single-or even two-cameras. This is due to the fact that certain signifi cant aspects of objects are expressed in our representation by relations which only manifest themselves with a rather complete 3D representation, only achievable by means of 3 views from rather different perspectives.
• we can show that our approach, when applied to Kinect sensor data, has a slightly better performance in com parison with the sensor data extracted by standard stereo cameras.
• we can show that, even in a very controlled environment as in our setup with color mainly produced by one light source, shape is a much stronger feature than color and that, at least in our object dataset, the combination of color and shape only slightly outperforms shape alone.
II. STATE OF THE ART
Object recognition in industrial setups: Object recogni tion has been used in industrial production set-ups mainly for the identification for a small set of objects (mostly one). Such approaches are nowadays part of standard vision packages such as HALCON 2 and have mostly been applied to 2D images. Recently, approaches using 3D data have entered the market [5] . The novelty of our approach lies in the explicit use of multiple simultaneously recorded views, utilizing view point invariant relations that can only be generated based on the combination of all three views. By that, we show that we can achieve object recognition in controlled-but, from a point of view of industrial production, realistic environments with a large number of objects attaining close to 100% performance with a few training samples. This allows systems to perform object recognition for assembly processes with some complexity, based on visual information.
ECV contour and surface representation: The visual representation used for object recognition is a subset of the Early Cognitive Vision (ECV) system as described in [6] . While the ECV system provides a deep hierarchy [7] of edge and surface features at different level of granularity, in the work described in this paper we only make use of local surface descriptors (which we call 'texlets') which are quite similar to descriptors such as 'patchlets' developed by other authors (see [8] ECV system is expected to lead to even better performance of the system. Shape relations: Relative shape information as visual de scriptors has been applied under the concept of shape context introduced in [9] . The shape context of a point encodes the relative distribution of other points on the shape. It has been used as such to perform point-to-point matching in 2D. In [10] , the shape context was extended to 3D, and defined for a local neighborhood. The difference to our approach is the global scope of our relations, and that we use supervised learning for classification.
Object recognition and classification learning, Random Forest: The problem of object recognition and classification has been intensively studied over the last decades, as evidenced by the annual PASCAL challenges e.g. [1] , [11] , that promoted rigorous evaluation and comparison of object recognition algorithms. Despite this, some criticism has been raised that the typical visual class recognition may learn pose and context specific features rather than the object itself, notably Nicolas Pinto and colleagues showed that a simple model of the Vl cortical area of the human brain could perform well on a typical natural image benchmark [12] . We can distinguish between two classes of classification algorithms: the first class of methods effectively performs image retrieval and is based on nearest-neighbour matching (eg., [13] ); the second makes use of discriminative classification algorithms (such as Support Vector Machines [14] or Boosting [15] ). Generally, discrimi native approaches lead to higher classification performance, but can suffer from poor generalization when using weak visual features or when the variety of the training data is too limited. This work differs in many ways from traditional approaches to object recognition: First, it is based on a multi view setup that is specific to an industrial scenario, aiming at high level recognition performance; Second, this set-up allows us to develop a feature describing the objects' 3D shape in a pose-invariant fashion, allowing the robust use of discriminative classification methods.
III. THE SETUP (INTELLIGENT WORK-CELL)
The environment in which we want to solve the object recognition task is an intelligent robot work-cell (used e.g., in industrial assembly processes). The work-cell consists of two robot arms performing manipulation tasks with a variety of objects. For vision, 3 pairs of Kinect and Stereo cameras are mounted in a close to equilateral triangular configuration. By having such a configuration, a rather complete representation of the objects' 3D shape is obtained by combining the three views. Fig. la shows an overview of the setup and the camera pairs in use. Fig. 1 b is a sketch (plan view) of the setup, showing the field of view of each camera and the area of reach of the main robot arm. The yellow-shaded area depicts the workspace in which our system operates. The workspace is defined by the intersection of the three fields of view and the reach area. The requirement that all cameras cover the area is strictly limiting the useable workspace. On the other hand, for complicated manipulation tasks, such as the ones supposed to be executed in this setup, high performance of object recognition is needed. As we show in this paper, having multiple views can enhance the performance significantly by providing a rather complete 3D representation allowing encoding of a rich set of relations which are not available in single views (e.g., opposite sur faces). Furthermore, such a multi-view approach should also increases robustness against occlusion.
IV. VISUAL REPRESENTATION
The visual representation for the object recognition system proposed in this paper is acquired through the Early Cognitive Vision (ECV) system [6] . The ECV system produces a hierar chy of visual entities in both 2D and 3D spaces with a multi modal description for each entity. This description contains geometric attributes, appearance attributes and uncertainty estimates (for details see [6] ). The ECV hierarchy works in two domains; edge domain and surface domain where entities lie in different levels, from low-level features (such as line segments and texlets) to high-level ones (such as contour and surftings) [7] . With respect to sensors, ECV supports both the classical stereo vision (in edge and surface domains) as well as Kinect cameras [16] (in the surface domain). The proposed method in this paper considers only the low-level aspects of the ECV system, namely 3D texlets, as a visual representation for objects extracted by stereo and Kinect cameras. Fig. 2 shows the 3D texlets extraction hierarchy. When operated in GPU, 3D texlets extraction with Kinect can be achieved with approximately 5 Hz [16] .
ECV Texlets
Based on the extracted 3D texlets, our method transfers the absolute geometric information (3D position and orientation) into a relational space. To do so, we define a set of geometric relations to encode the shape information of the object. Using relations in this way provides an explicit and view-point invariant representation (see Fig. 4 ). More specifically, for a pair of 3D texlets (II; and II]) we compute: an angle relation Ra(II;, IIn, an Euclidean distance relation Rd(II;, IIn and a normal distance relation Rnd(II;, IIn. Fig. 3a depicts how those relations are defined.
The overall set of all relations is used for representing the object. For example, if we want to represent an object a with 3D texlets angle relations, we define a matrix representation 
Ra(II�, II�)
Where n is the total number of the 3D texlets extracted from o. Similarly, we can get Or and O�d for Euclidean and normal distance relations, respectively. Using all or a subset of these three relations we get a visual shape representation for the object. Fig. 3c shows the relational representation of the object in Fig. 3b with histograms.
The appearance information is represented directly by the color components associated to the 3D Texlets. We use the HSV space for color encoding since it helps providing a rather stable representation in different lighting conditions. If we want, for example, to represent 0 with the H component of the 3D texlets, we define oI by:
Where h f for a 3D Texlet i is the H color component. The same applies to the rest of the color components (S and V).
V. OBJECT RECOGNITION

A. 2D histograms
The 3D texlets' shape relations and color information de scribed above are used as an input for the object recognition system. The size of the shape relations of an object (e.g., O�) is variable and determined by the number of feature extracted which depends on the object properties and the extraction parameters. The first step of the object recognition method proposed here is to compute histograms of the 3D texlets' shape relations and color. Traditionally, histograms are used as an estimate of the probability distribution for any data. Data granularity, in this case, is controlled through the histogram bin size. This also allows us to have a generic and fixed-length representation required by supervised learning.
In this paper, we propose using two-dimensional histograms incorporating two shape relations (e.g., with O� and O;d to get Hist� , nd ) or two appearance (color) components (e.g., oI and O�, to obtain HistI v ). By applying 2D histograms, we are able to acquire a more distinctive representation since it reveals the correlation across different dimensions within the data. As a result, the performance of the classification algorithm will be enhanced (see Fig. 8 ). Fig. 4 shows both the ID histograms and 2D histograms for 4 objects. The presented objects are two instances of a rectangular box (see Fig. 4a and 4b) , one instance of a similar box which is, however, open at one side (Fig. 4c) , and one instance of a cylindrical object (Fig. 4d) . The first two objects are closed boxes with the same color but with different pose. The third object is an open box (i.e, the same as the first box but with a missing side) where the inside faces have a different color. Fig. 4 shows histograms corresponding to appearance information; hue and saturation in ID histograms (i.e., HistI and Histr, and in 2D histogram (HistI s ). The figure also shows histograms corresponding to shap�: angle and normal distance in lD (Hist� and Hist;d), and in 2D histograms (HistI s ). All features in this figure are extracted from three combined views by three kinect sensors.
Looking at the appearance histograms ( at the top right of each block in Fig. 4 ) of the first and the second objects, we can notice that they are very similar. Analogously, the histograms representing the shape relations (at the bottom right of each block) of the first and and the second objects are very similar although a significant pose change has occurred. This exemplifies the view-point invariance of the shape relations.
The variation in color visible in Fig. 4c (in which the brown inside faces are visible) with respect to the first and the second objects is reflected in the appearance histograms being different (an additional peak value at hue 0.9 and saturation 0.1 appears). The shape histograms as well the appearance histograms for the cylindric object (Fig. 4d) are significantly different from the box like objects.
Regarding the shape relations, we can see that the 2D histograms reveal certain peak values at different combinations of angle and normal distance. These peaks, for Fig. 4a, 4b and 4c, correspond to the dimensions of the box, i.e., the distances of the parallel planes. Note that negative value indicates an outward direction. Peaks at a specific normal distance with angle of about 0° represent parallel surfaces pointing in the same direction (i.e., the table and the top surface) and of about 180° degrees when they are pointing in opposite directions (the four side planes) indicating the occurrence of additional surfaces.
For Hisi;; nd of object Fig. 4c , we can see a peak value at about 180°/120 mm that does not exist in the other box objects. The openness of the box in this case allows for the extraction of texlets from the inside faces. As a result of that, we obtain texlets pointing in opposite directions. In the case of the fourth object Fig. 4d , we can see again that we obtain a completely different shape histogram making a clear distinction from the other cases. In order to show that 2D histograms are more distinctive than two ID histograms combined, we refer to Histr , nd in Fig. 4c (2D histogram at bottom right) . The histogram shows some object-specific peak values, among those the one at about 00/-120mm. When observing the ID histogram Histr, we can notice a peak at about 0°. This peak value exist in all objects and is by no means distinctive. So, using two ID histograms will result in not exploiting 0° angle relations to classify the object while the 2D histogram will make it possible. This angle also accounts for the peak of Histr , nd at about 0% mm which is a redundant component.
The above examples showed that, for all similar objects, very similar histograms of color and shape are obtained despite their differences in pose. Also, it shows that the shape relations code object properties in an easily identifiable way as individual peaks in histograms. They also show the potential benefit of using 2D histogram in order to obtain a more distinctive representation for better selection of features in the classification algorithm.
B. Random forests
The quality and invariance properties of the histogram representation presented in the previous section makes it attractive for the purpose of object recognition. Supervised classification is a field that is well explored in machine learning (eg, [17], [18] ). In this work, we make use of Random Forest classification [3] , [4] . The reasons for this choice are multiple: first, RF can be trained efficiently and are very fast at classification time, even for large input dimensions; second, RF are intrinsically multi-class allowing for an effi cient learning in contrast to 1 vs. all approaches; finally, RF have shown to reach very high level of performance on a variety of tasks (notably IDi I = crlDI (we used a common value of cr = 0.5). From each subset Di, we train a Randomized Classification Tree (RCT).
RCT are binary trees, where each node n splits the input space (and thereby the dataset such that Dz U Dr = Dn) recursively in order to maximize class purity in all partitions, and sending the samples that fall on each side of the partition to each child node. The recursion stops when a node receives too few samples to split (IDnl < 5 here) or reaches a maximum depth (depth(n) > 10 here)-such nodes are called leaf nodes, and label the corresponding region according to the majority label in the available samples. The split operation is done along a hyperplane, by applying a threshold operation to one input dimension. The learning procedure selects a random set of input dimensions, and finds the optimal dimension and threshold amongst them, by minimizing all partitions' class impurity, using the so-called Gini coefficient G(Dn):
k=l j=l I nl (1) where Ik (Yj) is an indicator function that returns 1 if Y j = k, and 0 otherwise.
Finally, the RF response F (x) for an input vector is obtained by calculating the class with the largest amount of votes amongst all RCTs Ti.
The hierachical greedy search for splits allows for a high performance classification, while the randomization and redun dancy provided by the bagging reduces the model's overfitting, increasing generalization and robustness. 
VI. DATA SET AND EXPERIMENT
The dataset we use in this experiment consists of 56 objects. Objects are different in shape, size and color. 20 different samples are obtained from each object by placing them within the workspace (see Fig. Ib) covered by all the cameras in the setup. For generality, different poses per object were captured during the sampling. In all the following experiments, a subset of the samples is used for training and another for testing, both subsets are randomly selected. Also note that all results presented here are generated from the test subset. Regarding histogram calculations, we set the number of bins to 20 in all the following tests. For Random Forest, we train 100 trees with a bagging ratio of 0.5. objects with special shape or size obtained high classification accuracy while object with similar shape and size get low accuracy (e.g., objects 6,11,36 and 37).
In the subsequent results, we consider the trace mean of the confusion matrix as a single accuracy metric of classification for the whole set of objects. Then, its average on 10 different runs as well as the standard deviation (which is depicted as a bar in figures) are computed. For all figures, the average accu racy is drawn against different numbers of training samples. Fig. 6 shows the classification average accuracy over dif ferent number of views (one, two and three) for Kinect as well as for stereo. The classification here is based only on shape features (we use Hist� , nd)' We are interested to make a performance comparison when different number of views are used, and a comparison between Kinect and stereo sensors. First to notice that even with a small number of training samples, we get a rather high classification accuracy (for three views acquired by Kinect, we get above 80% of accuracy with l3 samples only). The figure also shows the performance enhancement achieved by increasing the number of views. Furthermore, it shows that the Kinect sensor has a slightly better performance compared to stereo.
In Fig. 7 , we show the performance when only shape information (Hist� nd) is used, when only color infor mation (HistI s) i� used, and when both are combined (Hist� , nd+Histr.s). This is also presented for half of the dataset (objects in the first two rows in Fig. 5 ) to show the effect of the dataset size. The figure shows that using color alone (in contrast to shape) results in poor performance (worse for bigger dataset). This is consistent with the fact that we cannot distinguish objects (at least in our dataset) based only on their appearance. However, adding color information does not make a significant improvement comparing to the shape alone case. Even though we do expect, generally speaking, high improvement when we add color to shape, this result can be explained in the case of our dataset because few objects share the same shape while differing in color. %���2�3� �4�S--6� �7�'� �9�10�1 1�1�2-+-G�I�4-'� S-+-16�1 �7�18�N� 2C
Nurroer of training sarrples Fig. 7 . Performance comparison for shape alone, color alone, and the combination of both. Shown for aU objects in the dataset (56 objects) and for only half of them (28 objects). The performance of using a single 2D histogram in compar ison with combining two ID histograms is shown in Fig. 8 . The figure shows that about 10% increase in performance is achieved through using Hist� ndinstead of representing them with two combined ID histo@-ams (Hist� + Hist�d)' It also shows the performance when Hist� and Hist�d are individually used.
VII. CONCLUSION
We presented an object recognition system for an intelligent work-cell. Our system represents objects with view-point in variant 3D shape relations along with appearance information. Using multi-view representation (from three cameras) allows for rather complete 3D information. For object classification, the system is trained using Random Forest with a dataset of 56 objects.
The results show that our system can achieve high perfor mance (in terms of classification accuracy) with a few training samples. We have also demonstrated that by using multiple view, a significant improvement in performance, comparing to a single-view, can be achieved. This is due to the fact that, with more complete 3D information, more shape relations can be detected and learned by our system. Comparing Kinect sensor to stereo vision, our results indicate that with Kinect we can obtain a slightly better performance. Finally, we showed that shape is a much stronger feature than appearance when compared separately, and that (at least on our dataset) the combination of both outperforms slightly shape alone.
As future work, we plan further investigations on using higher-order shape relations (relations between more than two features). This might lead to an even more distinctive representation that would enhance the performance of our system further.
