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Re´sume´
La recherche d’information (RI) dans des documents semi-structure´s (e´crits en XML
en pratique) combine des aspects de la RI traditionnelle et ceux de l’interrogation de
bases de donne´es. La structure a une importance primordiale, mais le besoin d’informa-
tion reste vague. L’unite´ de recherche est variable (un paragraphe, une figure, un article
complet. . .). Par ailleurs, la flexibilite´ du langage XML autorise des manipulations du
contenu qui provoquent parfois des ruptures arbitraires dans le flot naturel du texte.
Les proble`mes pose´s par ces caracte´ristiques sont nombreux, que ce soit au niveau du
pre´-traitement des documents ou de leur interrogation. Face a` ces proble`mes, nous avons
e´tudie´ les solutions spe´cifiques que pouvait apporter le traitement automatique de la
langue (TAL). Nous avons ainsi propose´ un cadre the´orique et une approche pratique
pour permettre l’utilisation des techniques d’analyse textuelle en faisant abstraction
de la structure. Nous avons e´galement conc¸u une interface d’interrogation en langage
naturel pour la RI dans les documents XML, et propose´ des me´thodes tirant profit de
la structure pour ame´liorer la recherche des e´le´ments pertinents.
Notes
Les termes marque´s d’une e´toile * sont de´finis dans le glossaire, a` la page 229, et
les nume´ros entre crochets font re´fe´rence a` la bibliographie. Ces marques, ainsi que
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“Quand on proclama que la Bibliothe`que comprenait tous les livres, la premie`re
re´action fut un bonheur extravagant. Tous les hommes se sentirent maˆıtres d’un tre´sor
intact et secret.”
“Sur quelque e´tage`re de quelque hexagone, raisonnait-on, il doit exister un livre qui
est la clef et le re´sume´ parfait de tous les autres : il y a un bibliothe´caire qui a pris
connaissance de ce livre et qui est semblable a` un dieu. Dans la langue de cette zone
persistent encore des traces du culte voue´ a` ce lointain fonctionnaire. Beaucoup de
pe´lerinages s’organise`rent a` sa recherche, qui un sie`cle durant battirent vainement les
plus divers horizons. Comment localiser le ve´ne´rable et secret hexagone qui l’abritait ?
[. . .] Il est certain que dans quelque e´tage`re de l’univers ce livre total doit exister.”
“Comme tous les hommes de la Bibliothe`que, j’ai voyage´ dans ma jeunesse ; j’ai or-
ganise´ des pe´lerinages a` la recherche d’un livre et peut-eˆtre du catalogue des catalogues.”
Jorge Luis Borges, La Bibliothe`que de Babel
Dans cette nouvelle e´tourdissante de Borges, cette Bibliothe`que, qui contient tous
les livres, des chaˆınes de caracte`res sans aucun sens jusqu’au volume qui, pense-t-on,
de´livre le sens de la vie, en passant par l’histoire comple`te de l’existence et de la mort
de chacun d’entre nous, cet ensemble fini mais immense gardera tous ses secrets1.
Dans la vie re´elle, une masse de donne´es moins impressionnante, mais ne´anmoins de
plus en plus conside´rable, et ayant pour sa grande majorite´ plus de sens, est de´sormais
disponible, et cela pour un nombre croissant d’individus. Et s’il est heureux que le
sens de la vie (ou le texte de ce me´moire) ne puisse eˆtre retrouve´ par une simple
exploration combinatoire de chaˆınes de caracte`res, les ne´cessite´s plus terre-a`-terre de
la vie quotidienne imposent de fournir des me´canismes efficaces pour rechercher de
l’information utile dans un ensemble de documents.
Les enjeux
La recherche d’information automatise´e permet a` un utilisateur de formuler un be-
soin d’information, a` l’aide d’une requeˆte, pour obtenir une re´ponse issue d’un ensemble
de documents. L’ide´e est apparue de`s la naissance des premiers ordinateurs. Elle s’est
de´veloppe´e dans les anne´es 1960 avec la possibilite´ de stocker et d’analyser des masses
importantes de donne´es. Depuis, avec la gigantesque augmentation des connaissances
produites et conserve´es nume´riquement, elle est devenue un secteur strate´gique pour
1La Bibliothe`que de Babel est compose´e de l’ensemble des livres forme´s par toutes les combinaisons
de caracte`res appartenant a` un alphabet fini, ces combinaisons ayant elles-meˆmes une longueur maxi-
male. L’ensemble obtenu est donc fini e´galement ; il suffit pourtant de mettre bout a` bout plusieurs
ouvrages pour obtenir n’importe quel texte plus long.
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beaucoup d’entreprises et a indiscutablement bouleverse´, par l’interme´diaire de l’Inter-
net, le rapport de tout un chacun avec la connaissance. Avec “toujours plus d’aiguilles
dans toujours plus de foin” [100], mais aussi avec toujours plus d’utilisateurs, les enjeux
de la recherche d’information sont devenus conside´rables.
Un autre aspect important, et relativement nouveau, est que ces textes sont de plus
en plus formule´s de fac¸on structure´e. Cette structure est formalise´e explicitement dans
le texte lui-meˆme par des balises, a` l’aide de langages de repre´sentations spe´cifiques.
Parmi ces langages, XML (pour eXtended Markup Language) est de´sormais devenu un
standard universellement utilise´. Il permet l’e´change et le stockage de l’information avec
une flexibilite´ qui l’a rendu extreˆment populaire. Les documents obtenus sont dits semi-
structure´s, car ils sont en quelque sorte un interme´diaire entre les documents classiques
et les bases de donne´es.
Effectuer une recherche d’information sur ces nouveaux supports induit de nouvelles
proble´matiques, auxquelles la recherche doit apporter de nouvelles solutions. Notam-
ment, la pre´sence de la structure entraˆıne deux nouvelles exigences : d’une part, celle de
retourner des unite´s d’information plus petites (et donc plus pre´cises) qu’un document
entier, si le besoin s’en fait sentir, et d’autre part, celle de permettre la prise en compte
de la structure dans la requeˆte. Ceci a conduit a` l’e´laboration de langages de requeˆtes
structure´s spe´cifiques a` ce domaine.
Par ailleurs, un syste`me de recherche d’information, au fonctionnement immuable,
de´terministe et de´nue´ d’e´motions, a pour particularite´ d’avoir affaire en entre´e et en
sortie a` un eˆtre humain subjectif, versatile et peu enclin a` se laisser dicter un compor-
tement par les limites d’une machine. La re´duction ne´cessaire et pourtant impossible
de ce “choc des cultures” est somme toute ce qui occupe et agre´mente le quotidien des
chercheurs du domaine. Parmi les attentes des utilisateurs, l’une des plus importantes,
de`s que le langage de requeˆtes devient complexe1, est de pouvoir formuler leur besoin
d’information en langage naturel, c’est-a`-dire dans leur langage de tous les jours.
Pour re´soudre ce proble`me, on ne tente pas encore de combler le fosse´ entre la
machine et l’humain ; le moteur de recherche doit toujours recevoir une requeˆte exprime´e
dans un langage formel (c’est-a`-dire posse´dant une syntaxe et une se´mantique de´finies
a` l’avance et non ambigue¨s, par opposition au langage naturel). L’ide´e est plutoˆt de
construire un pont, une interface, capable de traduire du mieux possible les requeˆtes
en langage naturel vers un langage formel. Les recherches dans ce domaine ont e´te´
intenses pour l’interrogation des bases de donne´es. Cependant la proble´matique est
sensiblement diffe´rente lorsque l’on parle de recherche d’information d’une part, et de
documents semi-structure´s d’autre part.
Le contexte
Le traitement automatique de la langue (TAL) recouvre de nombreuses applications
dans les domaines de l’acce`s a` l’information. Notamment, la recherche d’information en
fait grand usage : extension de la requeˆte par les synonymes ou les mots apparente´s,
traitement des groupes nominaux, lemmatisation. . . Paralle`lement, de nombreuses in-
terfaces d’acce`s aux informations contenues dans les bases de donne´es ont e´te´ conc¸ues.
Ces interfaces en langage naturel permettent des manipulations de donne´es e´volue´es
mais tre`s de´pendantes d’un domaine pre´cis d’application, et sont souvent peu robustes.
En recherche d’information (RI) traditionnelle (sur des documents non structure´s),
1Un langage de requeˆtes non complexe est par exemple celui consistant en une simple suite de
mots-cle´s. C’est le cas pour la recherche simple propose´e par les moteurs de recherche sur l’Internet.
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le besoin d’une assistance a` la recherche par une interface en langage naturel se fait peu
ressentir. En effet, les requeˆtes sont constitue´es d’une liste de mots-cle´s relativement
aise´e a` construire ; le confort procure´ par la possibilite´ de formuler des phrases comple`tes
ne compenserait pas les impre´cisions allant de pair avec leur traitement linguistique.
De plus, une bonne connaissance du comportement d’un moteur de recherche permet
d’ajouter et ou modifier des mots-cle´s selon le but que l’on cherche a` atteindre, flexibilite´
que, paradoxalement, n’autorise que difficilement une expression en langage naturel.
L’hypothe`se qui a gouverne´ le de´but de nos travaux est que la situation est radi-
calement diffe´rente dans le cadre de la recherche d’information dans des documents
semi-structure´s. Tout d’abord, les requeˆtes formelles devenant longues et complexes,
les avantages apporte´s par la possibilite´ de formuler son besoin d’information dans
une langue naturelle sont plus importants. Ensuite, dans le cas ou` les documents dans
lesquels on recherche l’information sont de natures diverses, et en particulier de struc-
turations diverses, chaque structure diffe´rente doit faire l’objet d’une requeˆte diffe´rente.
Effectuer son interrogation a` un niveau plus conceptuel, puis ge´ne´rer automatiquement
les formes ade´quates, peut simplifier fortement ce proble`me. L’avantage procure´ est
double, puisqu’il e´vite a` la fois l’effort d’e´crire de nombreuses requeˆtes et celui de rete-
nir autant de structures. Enfin, meˆme en conside´rant comme bien connus le langage de
requeˆtes et la structure des documents, plusieurs parame`tres nouveaux viennent com-
pliquer la taˆche de l’utilisateur devant de´crire son besoin d’information : les e´le´ments
potentiellement pertinents sont de tailles variables, ils sont e´galement imbrique´s les uns
dans les autres (par exemple, une figure dans un chapitre, un chapitre dans un livre). De
plus, les e´le´ment sont compris dans un ensemble faisant un tout et, par conse´quent, ne
sont plus auto-explicatifs, c’est-a`-dire que la connaissance du contexte est indispensable
pour les comprendre. Ces particularite´s ont pour re´sultat une e´laboration de la requeˆte
qui n’est pas toujours en ade´quation avec le fonctionnement du moteur de recherche
qui la traite.
Notre contribution
Dans notre travail, nous n’avons pas cherche´ a` utiliser les techniques “classiques” du
TAL en RI, pour les appliquer aux documents semi-structure´s, mais plutoˆt a` identifier
de quelle manie`re les proble`mes pose´s en RI par les spe´cificite´s des documents semi-
structure´s pouvaient trouver une solution graˆce au TAL.
Cette re´flexion a tout d’abord apporte´ des re´ponses dans le cadre du pre´-traitement
des documents XML, avec une classification automatique des e´le´ments structurels. En
effet, les balises inse´re´es dans le texte pour le structurer, outre qu’elles ont chacune
leur signification propre, ne sont pas toutes traite´es de la meˆme fac¸on par un lecteur
humain. Notamment, certaines, comme les indications de forme (gras, italiques, etc.)
n’interrompent pas le texte, tandis que d’autres (comme les notes de bas de page, les
commentaires) indiquent une discontinuite´ dans l’e´nonce´. Il est possible de distinguer
trois classes principales de balises de´notant chacune un comportement spe´cifique lors
de la lecture. Nous nous sommes inte´resse´ a` la de´termination automatique de ces trois
classes en fonction de la structure des documents, ainsi qu’a` la re´alisation d’un outil uti-
lisant cette classification pour permettre l’application des proce´de´s habituels d’analyse
textuelle a` des documents semi-structure´s.
En outre, le sujet que nous avons explore´ en priorite´ est la re´alisation d’une interface
permettant d’analyser des requeˆtes exprime´es en langage naturel et de les traduire dans
un langage de requeˆtes formel. Nous avons montre´ que la premie`re phase, l’analyse de
la requeˆte elle-meˆme, pouvait eˆtre effectue´e de fac¸on tre`s robuste et assez efficace, e´tant
4 Introduction ge´ne´rale
donne´es les simplifications autorise´es par le contexte. Notons que ces simplifications
ne consistent pas en une restriction des constructions linguistiques autorise´es, mais
plutoˆt en une certaine flexibilite´ concernant les informations recueillies par l’analyseur.
De plus, la re´solution des ambigu¨ıte´s syntaxiques, qui repre´sente un proble`me majeur
en analyse automatique de textes, est facilite´e, pour les plus importantes (en ce qui
concerne notre application), par les informations structurelles des documents.
Quant a` la transformation en un langage formel, elle est l’occasion de prendre en
compte des caracte´ristiques propres aux documents XML, voire propres a` une structure
donne´e, e´ventuellement en formulant des requeˆtes bien plus complexes que celles que
pourrait concevoir un eˆtre humain, meˆme expert. Ainsi, il est possible, graˆce a` certaines
constructions employe´es dans une interrogation en langage naturel, de distinguer les
mots-cle´s faisant partie de la cible de la requeˆte (par exemple, un paragraphe recherche´),
ou de son contexte (par exemple, l’article contenant ce paragraphe).
Il est ainsi possible de transformer un besoin d’information exprime´ en langage
naturel en une requeˆte formelle analysable par un moteur de recherche, mais aussi de
participer activement a` la recherche elle-meˆme. L’interface n’est alors plus seulement
un module inde´pendant que l’on branche au syste`me de recherche d’information, mais
devient un composant a` part entie`re du processus de recherche.
Les expe´rimentations concernant ce type d’interfaces sont facilite´es par le fait que
de tels syste`mes sont capables de ge´ne´rer une requeˆte dans un langage de´ja` existant. Les
re´sultats que nous obtenons ainsi sont tre`s bons, mais mettent e´galement en e´vidence
une perte d’information importante entre, d’une part, la repre´sentation que l’on peut
ge´ne´rer a` l’issue de l’analyse linguistique d’une requeˆte, et, d’autre part, les capacite´s
d’expression des langages formels utilise´s.
C’est pourquoi une autre voie de recherche a consiste´ en la cre´ation d’un nouveau
langage de requeˆtes, plus adapte´ a` nos besoins. Le caracte`re ge´ne´rique de l’interface en
paˆtit, puisque seul un moteur de recherche capable d’interpre´ter notre nouveau langage
pourra eˆtre utilise´, mais les performances de recherche sont ame´liore´es. Nous avons
e´galement participe´ a` l’adaptation d’un moteur de recherche pour le rendre capable de
traiter des requeˆtes exprime´es dans ce nouveau langage.
Organisation du me´moire
Ce document est divise´ en deux parties. La premie`re est une pre´sentation de´taille´e
du contexte de recherche de nos travaux. La seconde de´crit la contribution que nous
venons d’exposer brie`vement.
Recherche d’information, structure et langage naturel
Cette premie`re partie comprend trois chapitres. Le premier, relativement succinct,
est une pre´sentation ge´ne´rale des documents semi-structure´s et du langage XML. La
proble´matique de la se´mantique des balises y est aborde´e (section 1.3) et la classification
entre balises dures, balises transparentes et balises de saut y est pre´sente´e (section 1.3.2).
Le deuxie`me chapitre est une synthe`se concernant la recherche d’information (RI),
oriente´e vers la discipline spe´cifique qui nous inte´resse, a` savoir la recherche d’infor-
mation dans les documents semi-structure´s. Les spe´cificite´s de celle-ci sont expose´es
(section 2.2) ; il s’agit tout particulie`rement des diffe´rences concernant l’unite´ d’infor-
mation pertinente (2.2.1), la recherche sur la structure (2.2.2) et l’interpre´tation de la
requeˆte (2.2.3). Par la suite, trois phases distinctes sont explore´es, a` commencer par
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l’indexation des documents (section 2.3), qu’il est ne´cessaire de bien comprendre, no-
tamment pour construire les requeˆtes automatiques les plus adapte´es possibles. Puis la
phase d’interrogation elle-meˆme est de´crite (section 2.4), a` travers un survol des mode`les
traditionnels (2.4.1), des langages de requeˆtes (2.4.2) et du traitement de ces requeˆtes
dans le cadre de la RI semi-structure´e (2.4.3). Enfin les me´thodes d’e´valuation de sys-
te`mes de recherche d’information, que nous utiliserons nous-meˆmes pour tester notre
approche, sont expose´es (section 2.5), et le chapitre se termine avec une pre´sentation de
la campagne INEX (INitiative for the Evaluation of XML Retrieval) a` la section 2.5.4.
Dans le chapitre 3, nous donnons un aperc¸u circonstancie´ des techniques du trai-
tement automatique de la langue (TAL). Nous distinguons dans un premier temps les
diffe´rents niveaux d’e´tude du langage (section 3.1), avant de consacrer trois sections
a` ceux qui nous inte´ressent tout particulie`rement dans notre travail : la morpholo-
gie (section 3.2), la syntaxe (section 3.3) et la se´mantique (section 3.4). Dans chacune
de ces sections, loin d’offrir une description exhaustive, nous nous attachons a` pre´sen-
ter les enjeux et les techniques dont la connaissance est utile pour la compre´hension de
notre travail. Nous nous orientons ensuite vers les approches plus spe´cialise´es dans le
traitement de l’information, en e´voquant le traitement de la langue dans la recherche
d’information (section 3.5) et les interfaces de requeˆtes en langage naturel pour l’in-
terrogation des bases de donne´es (section 3.6). Enfin, en guise de transition vers notre
contribution, nous pre´sentons une vision personnelle des tenants et des aboutissants
des recherches naissantes concernant les interfaces de requeˆtes pour la recherche d’in-
formation semi-structure´e (section 3.7).
Traitement automatique de la langue pour la recherche d’information semi-
structure´e
La seconde partie du me´moire pre´sente nos travaux. Le chapitre 4 de´taille tout
d’abord une proposition concernant la de´finition et l’application de la notion de contexte
de lecture. Ce concept apporte une solution aux proble`mes pose´s par la flexibilite´ du
langage XML pour la conservation du texte original lors de l’analyse automatique du
contenu des documents.
Dans les derniers chapitres, nous nous inte´ressons a` la production automatique de
requeˆtes formelles a` partir d’un e´nonce´ en langage naturel. Le chapitre 5 de´crit la me´-
thode que nous utilisons pour analyser la requeˆte et obtenir une repre´sentation formelle
susceptible d’eˆtre traduite dans n’importe quel langage de requeˆtes de´die´ a` la recherche
d’information. La section 5.1 pose le proble`me, e´nume`re les contraintes et les liberte´s,
justifie les choix. Puis les phases principales du processus sont de´veloppe´es : les analyses
morphosyntaxique et syntaxique d’une part (section 5.2) et, d’autre part, l’application
de re`gles se´mantiques, de´duites du contexte ou de la structure des documents, permet-
tant de construire les relations approprie´es entre les e´le´ments structurels et le contenu
textuel des documents (section 5.3). Enfin le me´canisme d’obtention de la requeˆte finale
est explique´ (section 5.4).
Le chapitre 6 se situe dans la continuite´ du pre´ce´dent, mais se place a` un ni-
veau d’analyse tre`s diffe´rent. Il relate nos e´tudes concernant les possibilite´s de mise
a` profit des formulations employe´es par l’utilisateur dans sa demande, dans le but de
construire des requeˆtes formelles plus fines et plus de´taille´es, et par conse´quent plus ef-
ficaces. Ces re´flexions et leur application concernent le contexte des e´le´ments recherche´s
(section 6.1), leur taille (section 6.3) et les liens qu’ils entretiennent explicitement, par
des re´fe´rences, avec des autres documents (section 6.2). Comme nous l’avons de´ja` dit,
ceci nous a conduit a` la conception d’un langage de requeˆtes plus adapte´ a` nos besoins
et a` l’adaptation d’un moteur de recherche existant pour traiter ce nouveau langage
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(section 6.4). Les modifications apporte´es a` notre interface pour ge´ne´rer ces nouvelles
requeˆtes sont expose´es a` la section 6.5.
Enfin, le dernier chapitre a trait aux expe´rimentations mene´es et aux re´sultats ob-
tenus par nos diffe´rents syste`mes de traitement automatique des requeˆtes en langage
naturel. Les proce´dures utilise´es sont diffe´rentes selon la de´marche choisie. La construc-
tion des requeˆtes dans un langage existant au pre´alable permet de comparer les re´sultats
produits avec les performances obtenues lors de l’utilisation de requeˆtes e´crites manuel-
lement. On n’e´value alors que les requeˆtes, inde´pendamment du moteur de recherche.
En revanche, l’utilisation d’un nouveau langage et de son syste`me de traitement de´die´
empeˆche cette simplification. Il est alors ne´cessaire de confronter notre syste`me de fac¸on
globale a` d’autres moteurs, pour comparer le´gitimement leurs re´sultats. Ces diverses
expe´rimentations ont e´te´ rendues possibles par le cadre d’e´valuation propose´ par la
campagne INEX, permettant d’obtenir des collections de documents, des requeˆtes en
langage naturel et en langage formel et des jugements de pertinence des documents par
rapport a` ces requeˆtes.
Premie`re partie
Recherche d’information,




1.1 Le langage XML
XML (eXtensible Markup Language [251]) est un standard mis en place par le XML
World Wide Web Consortium (W3C [244]). “Il de´finit une syntaxe ge´ne´rique utilise´e
pour marquer les donne´es avec un balisage simple et lisible par les humains.” 1 [102].
La structure est repre´sente´e en XML par des e´le´ments, contenant des attributs, du
texte ou d’autres e´le´ments. Les e´le´ments ne peuvent pas se chevaucher. Le choix du
nom des e´le´ments structurants et des attributs, ainsi que l’organisation des e´le´ments
entre eux, est laisse´ a` la libre volonte´ de l’auteur. C’est pourquoi on dit que le langage
XML est ge´ne´rique.
Un exemple de document XML, repre´sentant des informations sur des films pre´sents
dans une cine´mathe`que, est donne´ a` la figure 1.1. L’organisation particulie`re d’un docu-
ment XML (notamment l’imbrication des e´le´ments sans possibilite´ de chevauchement)
permet de repre´senter celui-ci sous forme arborescente, comme le montre l’exemple de
la figure 1.2.
Nous pouvons illustrer par cet exemple les bases de la terminologie XML :
– “cine´mathe`que”, “film”, “titre”, etc. sont des noms ou des types de balises ;
– <film> et </film> sont des balises (respectivement balises de de´but et de fin balise
d’e´le´ment) ;
– Les balises de de´but et de fin ainsi que leur contenu (texte et e´le´ments inse´re´s
entre les balises) constituent un e´le´ment, aussi appele´ nœud ou sous-arbre ; e´le´ment
– id="1" est un attribut (id) ayant la valeur ”1”.
attribut
– Les parties purement textuelles (“Woody Allen”, “1993”, etc.) sont des e´le´ments
textuels.
– L’e´le´ment acteurs est le parent des e´le´ments acteur, qui sont donc ses enfants. hie´rarchie
On dit e´galement qu’un parent contient un enfant. Par extension, l’e´le´ment film
est l’anceˆtre des e´le´ments acteur (et titre, etc.) qui sont ses descendants.
– L’e´le´ment cine´mathe`que est l’e´le´ment racine, il est l’anceˆtre de tous les autres racine
e´le´ments. Par la meˆme analogie avec les arbres, on dit que les e´le´ments situe´s au
plus bas de l’arborescence (titre, acteur, etc.) sont des feuilles. feuilles
Par ailleurs, les liens hie´rarchiques (parente´, attributs ne´cessaires, etc.) sont de´-
crits par une DTD (Document Type Definition) ou par un Schema [249]. La DTD
ou le Schema de´finissent un “sous-langage” restreignant, imposant avec plus ou moins
de contraintes d’utiliser une organisation pre´de´finie. Les Schemas permettent de de´-
crire beaucoup plus de caracte´ristiques que les DTD (notamment concernant les types
1“It defines a generic syntax used to mark up data with simple, human-readable tags.” [102, p.3]
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<cine´mathe`que>
<film id="1">

















Fig. 1.1 – Exemple de document XML repre´sente´ sous forme textuelle.
cine´mathe`que





















Fig. 1.2 – Exemple de document XML repre´sente´ sous forme arborescente.
de donne´es utilise´es dans le contenu). La DTD est aborde´e de fac¸on plus pre´cise en
annexe A.2.
Ainsi, les formats DocBook [255], la TEI [112] ou XHTML [250], mais aussi des
langages de traitement du XML comme XSLT [246] ou XQueryX [252] obe´issent a` des
DTD et/ou des Schemas spe´cifiques, ce sont des sous-langages de XML.
On voit dans les exemples que si la syntaxe XML est relativement intuitive, en
revanche la repre´sentation textuelle d’un document peut vite devenir tre`s verbeuse, et
donc assez difficile a` lire pour un humain. Des langages de transformation permettant
d’obtenir une apparence plus agre´able sont donc utilise´s (XSLT, CSS).
Il est e´galement possible de naviguer et de se´lectionner des informations a` travers
les documents XML graˆce aux langages XPath [245], XSLT [246] ou XQuery [253].
Plus de de´tails sur XML peuvent eˆtre trouve´s a` l’annexe A.
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1.2 Du document plat au document structure´
Structure : Manie`re dont les parties d’un ensemble concret
ou abstrait sont arrange´es entre elles.
Dictionnaire Larousse.
Coombs et al. [51] distinguent six sortes de marquage, ou balisage : marquage,
balisage– La ponctuation : virgules, points de toutes sortes, tirets divers. Cette forme de
marquage est familie`re pour tous, au moins dans le monde occidental, relative-
ment stable, mais certaines de ses caracte´ristiques sont variables selon les langues
(espaces autour des signes notamment), les usages ou les habitudes.
– La pre´sentation : les auteurs utilisent diffe´rents moyens de rendre leurs docu-
ments plus clairs. Les passages a` la ligne, espacements divers, coupures de pages,
e´nume´rations, notes, nume´rotation, ou meˆme les e´tiquettes explicites du type
“Chapitre 1.” entrent dans cette cate´gorie.
– Le marquage proce´dural : il s’agit d’instructions remplac¸ant le marquage de pre´-
sentation, dans le cas ou` le document est destine´ a` eˆtre formate´ par un syste`me.
Exemple : ’.sk 3’ pour sauter trois lignes (“skip 3 lines”), ou ’.in -10’ pour
une indentation ne´gative de dix colonnes.
– Le marquage descriptif permet a` l’auteur d’identifier le roˆle (la se´mantique) d’une
partie de texte (paragraphe, citation, note). Dans la plupart des documents lus par
un eˆtre humain, ce marquage est remplace´ par des conventions de pre´sentation.
– Le marquage re´fe´rentiel repre´sente des entite´s externes au document. Une re´-
fe´rence a` une telle entite´ sera remplace´e par le contenu de celle-ci pendant le
formatage du texte.
– Le me´ta-marquage facilite l’interpre´tation des autres types de marquage, notam-
ment par une description des proce´dures qu’ils ne´cessitent.
La ponctuation, ainsi que la pre´sentation dans une moindre mesure, sont des mar-
quages effectue´s par l’auteur de tout document e´crit, nume´rique ou non. Le lecteur
humain en a besoin pour apporter du sens au texte qu’il lit. Dans la suite de cette
the`se, on appellera document plat tout texte ne comportant que ces deux types de document
platmarquage. On dira d’un tel document qu’il est non structure´, meˆme si la ponctuation
ou les passages a` la ligne sont des e´le´ments structurants (se´paration en phrases, en
paragraphes, etc.).
On conside`rera qu’il existe ve´ritablement une structure lorsque celle-ci est indique´e
par des indices conventionnels formels et de´nue´s d’ambigu¨ıte´1.
A l’oppose´ des documents plats, les documents dits structure´s posse`dent une struc- document
structure´ture re´gulie`re pre´ponde´rante a` base de marquage descriptif. Par exemple, la structure
d’une base de donne´es relationnelle est repre´sente´e par des tables comportant plusieurs
colonnes et plusieurs lignes, ainsi que par des relations entre les champs des diffe´rentes
tables. L’ordre des e´le´ments n’a ge´ne´ralement pas d’importance. On ne parle alors plus
de texte mais de donne´es ; ces donne´es n’ont habituellement aucune signification intrin-
se`que, c’est-a`-dire qu’il est impossible de les conside´rer sans examiner la structure dans
laquelle elles sont inscrites.
Le document semi-structure´ est un pont entre les donne´es structure´es et non struc- document
semi-
structure´
ture´es [228]. Le langage XML, qui permet de produire des documents a` la fois structure´s
et semi-structure´s, est devenu un mode de repre´sentation standard dans le domaine des
1On peut remarquer notamment que le point peut signifier une fin de phrase, mais e´galement
apparaˆıtre dans un sigle ou le nom abre´ge´ d’une personne. La de´composition automatique d’un texte
en phrases n’est, de ce fait, pas un proble`me trivial. Par cette ambigu¨ıte´, le point n’est pas conside´re´
comme structurant au sens ou` nous l’entendons ici.
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documents e´lectroniques. D’une part, par un marquage inse´re´ dans le texte, il apporte
des e´le´ments se´mantiques supple´mentaires concernant la structure, le fond ou la forme
du document. D’autre part, par le caracte`re flexible, irre´gulier ou incomplet de sa
structure [2], ainsi que par son format (textuel), il permet de stocker et d’e´changer des
donne´es beaucoup plus aise´ment que les bases de donne´es.
Ainsi, tous les exemples donne´s dans ce chapitre te´moignent de cette flexibilite´. Il
suffit par exemple d’e´crire une ligne de texte pour ajouter un acteur a` un film (figure 1.1)
ou un mot-cle´ a` une re´fe´rence bibliographique (figure 1.4). Si la DTD le permet, il est
possible de supprimer la ligne concernant l’e´diteur dans la figure 1.3 si cette information
est inconnue.
La notion de documents semi-structure´s ne recouvre pas une seule re´alite´. “Le terme
“document” en XML constitue [. . .] un terme technique, qui ne correspond pas ne´ces-
sairement a` la notion classique d’un document “narratif”, c’est-a`-dire a` un ensemble de
donne´es textuelles organise´es et mises en forme a` l’attention d’un lecteur. Il s’applique
e´galement a` toute structure de donne´es a` vocation d’e´change interapplications.” [41]
Comme l’indiquent notamment Fuhr et Großjohann [77], il est possible de distinguer
deux approches (ou vues) diffe´rentes du XML, correspondant a` deux besoins diffe´rents,
et a` deux manie`res d’aborder la recherche d’information :
– l’approche oriente´e document conside`re le document sous sa forme traditionnelle,oriente´
document c’est-a`-dire un texte dont la finalite´ principale reste la lecture par un eˆtre humain.
Dans cette vue le marquage (ou balisage) sert essentiellement a` fournir des infor-
mations concernant la structure (chapitres, sections. . .) et/ou la forme (caracte`res
gras, italiques. . .) du texte. Des exemples de cette approche sont les manuels, les
livres (voir figure 1.3), les articles ou les pages Web statiques.
– l’approche oriente´e donne´es, plus proche des bases de donne´es, est utilise´e pouroriente´
donne´es repre´senter et e´changer des ensembles structure´s de donne´es, comme des horaires
de vols, des catalogues, des bibliographies, etc. Cette vue est illustre´e par un
exemple a` la figure 1.4.
En pratique il n’existe pas de frontie`re nette entre ces deux approches. Ainsi, les pre-
miers e´le´ments du document de la figure 1.3, qui informent sur le titre, l’auteur, l’e´diteur
(et pourquoi pas d’autres me´tadonne´es*), peuvent eˆtre conside´re´s comme e´tant oriente´s
donne´es, puisque le contenu sans la structure devient beaucoup moins informatif.
1.3 La se´mantique du balisage
1.3.1 Ge´ne´ralite´s
L’ajout d’une structure de type XML aux documents permet de prendre certaines
liberte´s avec le texte lui-meˆme. Notamment, l’ordre physique des e´le´ments du fichier
XML peut diffe´rer de l’ordre re´el, logique [226], du texte lu par l’humain apre`s mise en
forme.
C’est la se´mantique particulie`re de certaines balises, attribue´e par l’eˆtre humain
qui a construit (ou structure´) le document, qui autorise ces manipulations tout en
conservant le sens du texte initial.
A l’oppose´, pour les processeurs automatiques de documents XML, les balises sont
toutes e´quivalentes, et surtout toutes totalement vides de sens. Nous reviendrons plus
en de´tails sur ce proble`me au chapitre 4.
La perte d’information entre la cre´ation d’un document XML et son analyse est
donc manifeste. Pour cette raison, des initiatives telles que l’e´laboration des Schemas
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<livre type="roman">





Dans lequel Phileas Fogg et Passepartout s’acceptent re´ciproquement,
l’un comme maˆıtre, l’autre comme domestique
</titre_chapitre>
En l’anne´e 1872, la maison portant le nume´ro 7 de Saville-row, Burlington
Gardens – maison dans laquelle Sheridan mourut en 1814 – e´tait habite´e
par Phileas Fogg, esq., l’un des membres les plus singuliers et les plus
remarque´s du Reform-Club de Londres, bien qu’il semblaˆt prendre a` taˆche




Fig. 1.3 – Repre´sentation en XML d’un roman. Ici le texte reste l’information essentielle
du document, la structure est secondaire.
XML [249] et le Web Se´mantique [247], dirige´es par le World Wide Web Consortium
(W3C [244]), visent a` repre´senter formellement la se´mantique structurelle des docu-
ments.
D’autre part, d’autres travaux portent sur une simple cate´gorisation des balises
pour apporter un surplus de se´mantique aux documents [220, 186]. En 1981, bien avant
l’invention du langage XML, Goldfarb [91] faisait de´ja` la distinction entre les approches
“proce´durale” (instructions de formatage) et “descriptive”(composants logiques, comme
les paragraphes, les chapitres ou les titres). Cette distinction est devenue consensuelle
avec SGML [92] puis XML.
En HTML, qui concerne essentiellement la forme du document, la dichotomie entre
balises “logiques” et balises “physiques” se´pare le roˆle se´mantique joue´ par un e´le´ment
d’une stricte description de son apparence.
Par ailleurs, la TEI (Text Encoding Initiative [112]) a mis en place une inte´ressante
re´partition entre diffe´rents niveaux d’inclusion : “chunk”, “phrase-level” et “inter-level”.
La de´finition de ces niveaux est purement syntaxique et aucune distinction se´mantique
n’est faite.
D’autres re´flexions ont e´te´ mene´es plus re´cemment [185, 176, 186, 218], introdui-
sant de nombreux nouveaux concepts, parmi lesquels nous pouvons citer une discrimi-
nation entre deux axes (comprenant d’une part les domaines logique et renditionnel,
et d’autre part impe´ratif ou indicatif [185]) ainsi que les marquages proleptiques et
me´taleptiques [176].
Nous allons nous attarder sur une division des balises particulie`rement approprie´e
au domaine de la recherche d’information, division que nous utiliserons par la suite. Elle
a e´te´ propose´e par Lini et al. [143], dans le but d’identifier diffe´rentes cate´gories qu’il
serait important de distinguer dans le cadre de la recherche dans des documents XML.
L’ide´e de de´part e´tait de permettre des traitements diffe´rents pendant une recherche
de motif (de se´quence de caracte`res) [143, 49].
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@InProceedings{Boudon99,
title = {Le 18 Brumaire dans l’histoire},
author = {Jacques-Olivier Boudon and Yves Bruley},
booktitle = {Actes du colloque "Brumaire. La prise de pouvoir de
Bonaparte"},
year = {1999},
address = {Paris, France},
pages = {161-173},
keywords = {Napole´on Bonaparte, Coup d’Etat du 18 Brumaire}
}
a. Repre´sentation en BibTeX [138]
<bibitem type="InProceedings" key="Boudon99">
<title>Le 18 Brumaire dans l’histoire</title>
<author>Jacques-Olivier Boudon and Yves Bruley</author>







<item>Coup d’Etat du 18 Brumaire</item>
</keywords>
</bibitem>
b. Repre´sentation en XML
Fig. 1.4 – Repre´sentation d’un e´le´ment bibliographique sous un format BibTeX (a.)
ou XML (b.). On parle dans ce cas-la` de document semi-structure´, car la structure
n’est pas re´gulie`re ; des champs peuvent eˆtre omis s’ils sont inconnus ou non pertinents
(adresse, pages. . .), d’autres ont une certaine structure interne (par exemple, dans le
champ author, les noms obe´issent a` une certaine grammaire et sont se´pare´s par le mot
re´serve´ ’and’). BibTeX permet aussi d’effectuer des re´fe´rences croise´es. Les mots-cle´s
(keywords) de la version XML contiennent un nombre de champs item inde´termine´.
Toutes ces caracte´ristiques rendraient inutilement complexe la description de ces in-
formations par des bases de donne´es [2]. Cet e´le´ment bibliographique est ne´anmoins
oriente´ donne´es, puisque la structure a autant d’importance que le contenu textuel.
1.3.2 Balises dures, balises de saut, balises transparentes
Les trois diffe´rentes classes propose´es par Lini et al. [143] sont les suivantes :
– les balises “dures” (“hard” tags) sont les plus fre´quentes. Elles interrompent lahard tags
“line´arite´”d’un texte et contribuent ge´ne´ralement a` la structuration du document.
Des exemples de balises dures sont les titres, les chapitres, les paragraphes.
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– Les balises “transparentes” (“soft” tags) identifient des parties significatives du soft tags
texte, comme les textes cite´s, les effets de forme ou les corrections, mais sont
“transparentes” lorsqu’on lit le texte.
(1.2) Les ministres de l’<gras>Union Europe´enne</gras> se sont re´unis . . .
– Les balises de “saut” (“jump” tags) sont utilise´es pour repre´senter des e´le´ments jump tags
particuliers comme les notes de marges, les re´fe´rences bibliographiques ou des
de´finitions. Elles sont de´tache´es du texte les entourant, comme la ’note’ sui-
vante :
(1.3) La mort de Mozart, dans l’indiffe´rence ge´ne´rale<note>Le corps du com-
positeur sera jete´ a` la fosse commune, sans meˆme une croix.</note>,
l’empeˆcha de terminer son requiem.
N.B. : Des e´le´ments comme les tableaux ou les listes, qui ne sont pas aborde´s par
les auteurs, semblent particuliers. Les tableaux peuvent eˆtre conside´re´s en premie`re
approximation comme des e´le´ments “durs”, mais leurs spe´cificite´s demandent une at-
tention particulie`re [65]. Quant aux listes, qui posse`dent e´galement des caracte´ristiques
propres [7], nous verrons qu’il est possible de les traiter de plusieurs fac¸ons diffe´rentes.
Par ailleurs, les formules mathe´matiques, chimiques ou autres peuvent eˆtre utilise´es
dans le texte (e´le´ments transparents) ou dans un contexte a` part (e´le´ments durs).
Si ces diffe´rentes cate´gories de balises semblent tre`s pertinentes dans le cadre de la
recherche d’information, elles souffrent cependant d’un manque de de´finitions pre´cises.
Nous reviendrons sur ces de´finitions dans le chapitre 4 au travers d’une description de
cadres the´orique et pratique utilisant les concepts de´crits dans cette section.




La recherche d’information automatise´e est une discipline qui met en jeu le stockage
et la repre´sentation de l’information d’une part, l’analyse et la satisfaction d’un besoin
d’information d’autre part.
Plusieurs disciplines e´voluent dans cette proble´matique, elles se chevauchent sou-
vent, mais restent distinctes a` de nombreux points de vue. C’est pourquoi la premie`re
section de ce chapitre est consacre´e a` de´crire ce qu’est la recherche d’information (RI),
et ce qu’elle n’est pas. Nous analyserons e´galement les raisons pour lesquelles une dis-
cipline relativement re´cente, la RI dans les documents semi-structure´s de type XML,
introduit une proble´matique spe´cifique (section 2.2). Les concepts de base e´tant de´finis,
la suite du chapitre sera consacre´e a` de´crire le processus de recherche dans les grandes
lignes. Nous passerons en revue les e´tapes d’indexation (section 2.3) et d’interroga-
tion (section 2.4), en insistant pour chacune d’elles sur les caracte´ristiques propres aux
documents semi-structure´s. Enfin nous nous attarderons tout particulie`rement sur la
question de l’e´valuation des syste`mes de RI (section 2.5) en pre´sentant notamment la
campagne INEX qui s’est spe´cialise´e dans la recherche XML (section 2.5.4).
2.1 Introduction
Information (inform) : Ele´ment de connaissance susceptible
d’eˆtre code´ pour eˆtre conserve´, traite´ ou communique´.
Dictionnaire Larousse.
La recherche d’information (RI), dans le cas ge´ne´ral, comporte deux acteurs prin-
cipaux :
– Un eˆtre humain, qui a un besoin d’information a` un moment donne´1 ;
– Un stock de donne´es, fixe´ au pre´alable.
“Les donne´es sont rec¸ues, stocke´es et retrouve´es par un endosyste`me. Les donne´es donne´es
vs. infosont impersonnelles ; elles sont disponibles pour tout utilisateur du syste`me. L’informa-
tion, en revanche, est un ensemble de donne´es qui correspond a` un besoin particulier.
Le concept d’information a des composantes personnelles et temporelles absentes du
concept de donne´e.” 2 [133]
1Ou qui est dans un “e´tat anormal de connaissance” (“Anomalous state of knowledge”) [24]
2“Data are received, stored, and retrieved by an information endosystem. The data are impersonal ;
they are equally available to any users of the system. Information, in contrast, is a set of data that have
been matched to a particular information need. That is, the concept of information has both personal
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Les besoins d’information des utilisateurs sont divers, et cette diversite´ influe sur
le mode de recherche de cette information. Il est possible de distinguer quatre types
ge´ne´riques de besoins d’information, et donc de strate´gies de recherche [159, chap. 13] :
– La recherche d’un e´le´ment connu : l’utilisateur sait exactement quels e´le´ments
il recherche. Il sait reconnaˆıtre les e´le´ments de´sire´s s’il les voit. Par exemple, il
recherche une citation bibliographique pre´cise et posse`de assez d’information pour
l’identifier sans ambigu¨ıte´.
– La recherche d’une information spe´cifique : l’utilisateur recherche une information
spe´cifique mais ignore sous quelle forme elle se pre´sente. Cette information peut
d’ailleurs eˆtre pre´sente a` plusieurs reprises. Exemple : A quelle date le pre´sident
Kennedy a-t-il e´te´ assassine´ ? La re´ponse sera trouve´e ou non, mais ne peut eˆtre
partielle.
– La recherche d’une information ge´ne´rale : l’utilisateur recherche une information
sur un sujet en ge´ne´ral. Il existe de nombreuses fac¸ons de de´crire le sujet. Il est
possible que l’information pertinente ne soit pas reconnue, et cette information
peut ne satisfaire l’utilisateur que de fac¸on partielle [23].
– L’exploration : le but n’est pas de re´pondre a` une question en particulier, mais
de parcourir l’ensemble des donne´es pour de´couvrir quels types d’informations
concernant un sujet ou un domaine sont pre´sents.
Ces diffe´rentes strate´gies de recherche, en particulier les trois premie`res, sont le
sujet d’e´tude de domaines scientifiques distincts : la recherche d’un e´le´ment connu a
ne´cessite´ la mise en place de langages de requeˆte structure´s tels que SQL [72] pour les
bases de donne´es ou XQuery [253] pour XML. La recherche d’une information spe´cifique
est plutoˆt du domaine des syste`mes de question-re´ponse [241]. Enfin le troisie`me type
de besoin est l’apanage de la recherche d’information.
La RI est donc le processus consistant a` chercher une re´ponse approprie´e au besoinRI
de l’eˆtre humain dans la masse de donne´es disponible. Pour satisfaire ce besoin, il ne
suffit pas d’apporter a` l’utilisateur un document traitant du sujet demande´ ; il faut
e´galement que le type du document (en termes de longueur, de complexite´, de niveau
de langage, de porte´es ge´ographique et temporelle [96]) soit approprie´.
Nous allons bien suˆr nous inte´resser exclusivement a` la recherche d’information
assiste´e par ordinateur [199, 18], ce qui ajoute un acteur : le syste`me de recherche
d’information (SRI). Celui-ci fait l’interface entre les deux acteurs pre´ce´demment cite´s.
L’utilisateur exprime son besoin a` la machine au moyen d’une requeˆte, et le syste`merequeˆte
a pour mission de retrouver dans la masse d’information disponible les documents re´-
pondant a` la requeˆte. Etant donne´e la quantite´ importante de donne´es potentiellement
retrouve´e, les syste`mes modernes effectuent un classement des documents de manie`re
a` placer en teˆte de liste ceux qui sont juge´s les plus pertinents. La figure 2.1 illustre ce
processus de fac¸on tre`s ge´ne´rale. Une phase pre´alable d’analyse des documents, inde´pen-mode`le de
RI dante du besoin, est ne´cessaire. Elle correspond en pratique au processus d’indexation,
elle utilise unmode`le de documents (cf. section 2.3). La formalisation de la requeˆte, ainsi
que la recherche et le classement des documents (a` l’aide d’une fonction d’appariement)
repre´sentent la base de la phase d’interrogation (cf. section 2.4). Le re´sultat est dans
la plupart des cas un ensemble ordonne´ de re´fe´rences a` des documents de la collection
(celui juge´ le plus pertinent e´tant bien suˆr place´ en premie`re position). La description
the´orique de toutes ces e´tapes est appele´e mode`le de recherche d’information.
De nombreuses extensions, comme le retour (ou re´troaction) de pertinence (rele-
vance feedback), la reformulation de la requeˆte, l’e´valuation, peuvent venir enrichir ce
sche´ma universel [199, 22, 100, 177, 204].


















Fig. 2.1 – Principe ge´ne´ral de la recherche d’information.
Il est important de noter d’ors et de´ja` que le besoin d’information de l’utilisateur est
parfois vague et toujours subjectif. Deux personnes de´criront un meˆme besoin de deux
fac¸ons diffe´rentes, et une meˆme personne le de´crira diffe´remment selon son humeur.
De plus une formulation peut eˆtre comprise de plusieurs fac¸ons par des personnes
diffe´rentes. La prise en compte de ces aspects psychologiques conduit aux constats
suivants :
– La perte d’information entre la re´alite´ du besoin d’information et son expression
peut eˆtre importante.
– La pertinence d’un document pour une requeˆte est une notion variable et tre`s
complexe a` de´finir.
– Il ne peut pas exister de syste`me de recherche d’information parfait.
– L’e´valuation d’un syste`me de´passe les aspects habituels de performance infor-
matique, ne´cessite la mise en place de me´triques particulie`res et l’intervention de
juges humains, eux-meˆmes subjectifs et soumis a` des variations entre les individus
d’une part, et pour un meˆme individu d’autre part.
Nous reviendrons sur ces diffe´rents points tout au long de ce chapitre.
Comme nous l’avons dit, chaque type de besoins d’information se concre´tise par une
discipline de recherche spe´cifique. Ainsi, ce que nous appelons ici “recherche d’informa-
tion” se distingue d’autres domaines proches mais mettant en œuvre des techniques
sensiblement diffe´rentes. Notamment :
– La recherche de donne´es qui consiste, dans le cadre de la recherche dans un texte,
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a` de´terminer quels documents contiennent les mots-cle´s demande´s par l’utilisa-
teur [18]. Dans le domaine des bases de donne´es, elle permet de retrouver des
donne´es dans un espace structure´. Dans tous les cas l’e´valuation de la re´ponse est
binaire (la donne´e correspond ou ne correspond pas a` ce qui est cherche´).
– L’extraction d’information [57] qui isole des fragments d’information, les classeextraction
d’informa-
tion
et les organise dans un format fixe. Elle peut servir au remplissage automatique
de bases de donne´es ou a` un processus d’indexation, pre´alable a` la recherche
d’information.
– Les syste`mes question/re´ponse (Question Answering) [86, 241] qui donnent unequestion/
re´ponse re´ponse aussi concise que possible a` une question pre´cise pose´e en langage naturel*.
Par exemple, la re´ponse a` la question “Qui e´tait pre´sident de la France en 1985 ?”
doit eˆtre “Franc¸ois Mitterrand”, et non des documents traitant ce sujet.
– Le re´sume´ automatique [162] qui a pour but de prendre un ou plusieurs documentsre´sume´
pre´-se´lectionne´s en entre´e et d’en composer un re´sume´.
2.2 Les spe´cificite´s de la recherche d’information semi-
structure´e
La recherche de l’information dans des corpus semi-structure´s (e´crits en XML dans
notre cas) avec une approche oriente´e document* comporte des caracte´ristiques spe´ci-
fiques qui la distinguent fortement de la recherche d’information classique. Par certains
aspects, notamment la ne´cessite´ d’utiliser un langage de requeˆtes structure´, elle se rap-
proche des interrogations de bases de donne´es. Pourtant les enjeux restent bel et bien
ceux de la recherche d’information.
2.2.1 L’unite´ d’information pertinente
Dans la discipline de la recherche d’information, se pose le proble`me de l’unite´unite´ d’in-
formation d’information ade´quate. En re´ponse a` une requeˆte, la majorite´ des syste`mes retourne un
ensemble de documents. Outre qu’il est parfois difficile d’e´tablir ce qu’est un document
nume´rique [182], le choix de cette unite´ n’est pas une garantie de la satisfaction de
l’utilisateur. Il peut en effet sembler plus pertinent, dans certains cas, de ne retourner
qu’une portion du document, voire un ensemble de textes issus de documents diffe´rents,
pour e´viter que l’information utile ne soit trop disperse´e [165]. De plus, la division
des documents en plus petites unite´s de sens peut constituer une aide au processus
de recherche [104]. Ces conside´rations ne datent pas de l’apparition des langages semi-
structure´s, et le sujet pre´occupe depuis longtemps les tenants de la recherche de passages
(passage retrieval [196]).
Dans le cadre de la recherche d’information dans des documents XML, une nouvelle
unite´ d’information potentielle se pre´sente : l’e´le´ment XML, aussi appele´ doxel [178]doxel
(pour“document element”en Anglais, et par analogie avec le pixel, l’unite´ graphique e´le´-
mentaire), ou nœud (sous-arbre) dans la repre´sentation arborescente du document. Il est
e´galement possible de s’inte´resser a` des ensembles de doxels, conse´cutifs ou pas dans les
documents initiaux, ceux-ci composant eux-meˆmes un document (semi-)structure´ [177].
Les autres unite´s, comme le document entier, la phrase, le paragraphe ou des unite´s
se´mantiques particulie`res, sont toujours a` prendre en conside´ration.
Par ailleurs, la pertinence du choix d’une certaine unite´ d’information en re´ponse a`
une requeˆte peut se mesurer selon deux dimensions [43, 136]. La premie`re correspond
a` la notion de pre´sence de l’information demande´e dans l’information apporte´e ; la
seconde de´termine si l’unite´ d’information retourne´e a une taille approprie´e par rapport
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a` la quantite´ et a` la disposition des informations pertinentes qu’elle contient. Ces deux
dimensions sont reprises dans les mesures de degre´ de pertinence et de couverture,
puis d’exhaustivite´ et de spe´cificite´ mises en place pour l’e´valuation de la recherche
d’information dans les documents XML (cf. section 2.5).
On conside`re ge´ne´ralement que la partie de document renvoye´e par un syste`me
se doit d’eˆtre auto-explicative, c’est-a`-dire de ne pas de´pendre du reste du document auto-
explicativite´pour eˆtre comprise. Pourtant cette re`gle dicte´e par une vision de laboratoire de la re-
cherche d’information [130] nous semble tre`s discutable. Tout d’abord parce qu’aucun
document complet n’est inde´pendant du reste de la connaissance (voir les quelque 250
re´fe´rences externes que comporte ce me´moire). Ensuite parce qu’un document est ge´-
ne´ralement e´crit pour eˆtre lu en entier ; il est conc¸u comme un tout, l’humain et le
langage e´tant ainsi faits qu’il semble difficilement concevable qu’un paragraphe bien
e´crit ne fasse en aucune manie`re re´fe´rence au reste (introduction pre´alable du contexte,
recours a` des re´fe´rences pronominales, a` des paraphrases, etc.). Une application stricte
du principe d’auto-explicativite´ conduirait a` une perte bien trop importante de spe´cifi-
cite´. Par ailleurs l’exposition des re´sultats qui semble satisfaire le plus l’utilisateur est
celle consistant a` mettre en e´vidence l’e´le´ment retourne´ tout en le pre´sentant dans son
contexte (le document entier), avec notamment un acce`s a` la table des matie`res de ce
document [83, 139].
2.2.2 Recherche sur contenu et structure
L’utilisateur cherchant une information dans un corpus qu’il sait structure´ peut
formuler ses requeˆtes de trois fac¸ons diffe´rentes :
– Il peut choisir d’ignorer la structure et de ne formuler sa requeˆte qu’en fonction contenu
seuldu contenu, parce qu’il n’a pas d’ide´e pre´cise de l’endroit ou` se trouve la re´ponse
a` sa question, ou parce que son besoin d’information est trop vague, ou encore
parce qu’il ne connaˆıt pas pre´cise´ment la structure des documents.
– Il peut “aider” le moteur de recherche en pre´cisant des contraintes structurelles contenu/
structuredans sa requeˆte.
– Il peut e´galement ne se pre´occuper que de la structure. Cet aspect correspond a`
une interrogation de type “base de donne´es” (listings par exemple) dans laquelle
la recherche d’information n’a pas sa place, et nous ne l’aborderons pas.
Le format habituel d’une requeˆte, dans le cadre de la recherche d’information dans
des documents plats*, est une simple liste de mots-cle´s, ordonne´e ou non, avec e´ven-
tuellement des ope´rateurs (boole´ens ou autres). Le besoin d’exprimer des contraintes
structurelles impose de mettre en place des langages de requeˆtes posse´dant un forma-
lisme plus complexe. Les possibilite´s des syste`mes de recherche documentaire“classique”
restent indispensables, mais des fonctionnalite´s propres aux manipulations de bases de
donne´es doivent eˆtre ajoute´es. Ainsi Sacks-Davis et al. [192] distinguent huit classes
de requeˆtes, de la recherche par mots-cle´s uniquement jusqu’aux acce`s de type bases
de donne´es, en passant par les requeˆtes dans des sous-parties de documents ou dans
diffe´rents types de documents. Bonifati et Ceri [28] comparent des mode`les de RI en
utilisant dix groupes de caracte´ristiques, parmi lesquelles le mode`le de donne´es, les
possibilite´s de se´lection, de filtrage, de jointures, de restructuration, d’ope´rations sur
les ensembles, de mise a` jour des donne´es, mais aussi l’inte´gration avec les spe´cifici-
te´s de XML. Baeza-Yates et Navarro [17] ajoutent la possibilite´ de chevauchement
structurel dans les re´ponses et la notion d’expressivite´, et Sauvagnat [205, 204] celle
d’informativite´.
Un compromis est souvent ne´cessaire entre les fonctionnalite´s avance´es, la facilite´
d’utilisation du langage et la complexite´ informatique des algorithmes mis en place.
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2.2.3 Interpre´tation de la requeˆte
Si l’utilisation d’un langage de requeˆtes structure´ semble rapprocher la recherche
d’information semi-structure´e de l’interrogation des bases de donne´es, il est important
de souligner que les enjeux restent tre`s diffe´rents.
Dans le document XML tel que nous le conside´rons, le contenu textuel est l’infor-
mation pre´ponde´rante. La recherche d’information est un instrument applique´ a` des
documents dont la fonction premie`re est d’eˆtre tout simplement lus par des humains
(apre`s une mise en forme approprie´e). A l’oppose´, une base de donne´es n’existe que
pour eˆtre interroge´e par un utilisateur ou un logiciel (en SQL ge´ne´ralement). Cet utili-
sateur connaˆıt dans la plupart des cas la structure de la base qu’il interroge et il doit
impe´rativement fournir des indications structurelles dans sa requeˆte. De plus son be-
soin d’information est pre´cis, il recherche des donne´es re´pondant a` des contraintes de
contenu et de structure strictes.
L’interpre´tation de la requeˆte SQL est donc stricte. En conse´quence, une requeˆte
correcte conduira ine´vitablement a` la re´ponse attendue, et tout autre requeˆte produira
des re´sultats inutiles. Si la notion de requeˆte “meilleure” qu’une autre existe, c’est en
termes de performances (rapidite´ de traitement par tel ou tel syste`me de gestion), mais
en aucun cas au niveau de la qualite´ des enregistrements retourne´s.
En revanche, en recherche d’information (structure´e comme traditionnelle), l’utili-
sateur n’a ge´ne´ralement pas une ide´e pre´cise du type d’information qui le satisferait
le plus (taille, forme et meˆme contenu). Sa requeˆte n’est donc plus le reflet fide`le du
re´sultat souhaite´ ; elle est plutoˆt conside´re´e comme une “aide” apporte´e au syste`me
pour lui permettre de re´pondre efficacement au besoin d’information. C’est pourquoi il
n’existe pas de re´ponse “parfaite” a` une requeˆte, et il est toujours possible d’ame´liorer
sa requeˆte pour obtenir des re´sultats plus proches de son attente. De plus, des requeˆtes
tre`s diffe´rentes peuvent conduire a` des re´sultats de pertinence comparable.
Ainsi un re´sultat qualitativement satisfaisant ne de´pend, dans le cadre des bases de
donne´es, que de la composition de la requeˆte ; en RI, en revanche, la cle´ d’un bon re´sultat
est partage´e entre la requeˆte et le syste`me qui la traite. Le moteur de recherche a donc la
“liberte´” d’interpre´ter la requeˆte de fac¸on beaucoup plus souple. Ce principe s’applique
bien suˆr au contenu textuel1 mais aussi a` la structure. Une contrainte structurelle peut
n’eˆtre conside´re´e que comme une indication non stricte. On peut par exemple imaginer
qu’un utilisateur qui demande un paragraphe expliquant un concept donne´ puisse eˆtre
satisfait par une figure de´crivant ce concept. En revanche un long article sera moins
pertinent, puisque la requeˆte concernait un e´le´ment relativement court.
Ces subtilite´s spe´cifiques a` la recherche d’information semi-structure´e sont tre`s im-
portantes et justifient en grande partie le travail pre´sente´ par la suite.
2.2.4 Bilan
La tableau 2.1 re´capitule les enjeux de la recherche d’information dans les documents
semi-structure´s. Il ne s’agit ici que des aspects concernant le principe meˆme de la
recherche, et non des techniques a` mettre en œuvre pour ge´rer les proble`mes engendre´s
par la pre´sence d’une structure flexible (indexation, e´valuation, etc.). Par ailleurs nous
n’abordons que les documents dont le contenu est textuel. Pourtant, nous avons vu
(section 1.1) que les documents XML pouvaient inte´grer des re´fe´rences a` des e´le´ments
multime´dia, voire ces e´le´ments eux-meˆmes, qui peuvent bien entendu eˆtre pris en compte
1Les syste`mes peuvent retourner des documents ne contenant pas tous les termes de la requeˆte,




Contenu texte seulement texte + structure structure + donne´es
Besoin d’information ge´ne´ral pre´cis
Unite´ de recherche document/segment e´le´ment (doxel) (tuple)
Demande texte seulement contenu et/ou structure
Requeˆte mots-cle´s langages de requeˆtes structure´s
Interpre´tation vague stricte
Tab. 2.1 – Re´capitulatif de quelques caracte´ristiques des documents plats, semi-
structure´s et structure´s dans le cadre de la recherche d’information.
en recherche d’information [234].
Des observations mene´es aupre`s d’utilisateurs“re´els” (non experts) en 2005 [139] ont
montre´ que ces fonctionnalite´s spe´cifiques, en particulier la variabilite´ de la taille de
l’unite´ de recherche, apportaient une ve´ritable satisfaction en comparaison des moteurs
de recherche classiques connus (de type Google1 ou Yahoo !2). La condition de cette
satisfaction est une pre´sentation approprie´e des re´sultats, tenant compte du chevauche-
ment e´ventuel des re´ponses et du contexte des e´le´ments retourne´s.
2.3 Indexation
Il n’est pas envisageable d’effectuer une recherche directement dans la collection de
documents a` chaque nouvelle requeˆte. Notamment de nombreux traitements de cette
collection, pre´alables a` la recherche, peuvent eˆtre effectue´s une seule fois (ou au moins
a` chaque fois que la collection change) : de´termination de la ponde´ration des mots,
e´limination des mots “vides” (c’est-a`-dire tre`s fre´quents et/ou sans porte´e se´mantique,
tels que les mots de liaison [73, 207]), lemmatisation*, e´tiquetages syntaxiques ou se´-
mantiques, reconnaissance des termes complexes, etc. (voir chapitre 3 3).
L’indexation consiste a` “identifier l’information contenue dans tout texte et [a`] la indexation
repre´senter au moyen d’un ensemble d’entite´s appele´ index pour faciliter la comparaison
entre la repre´sentation d’un document et d’une requeˆte.” [189, p. 12]. Cette repre´senta-
tion est formalise´e par un mode`le de documents. Il s’agit principalement, dans le cadre mode`le de
documentde la recherche d’information traditionnelle (documents plats), de collecter des mots-
cle´s permettant un ciblage se´mantique du document. Ce processus peut eˆtre effectue´
de fac¸on manuelle, automatique ou semi-automatique (un expert ajustant un index
compose´ automatiquement). Nous abordons ici rapidement l’indexation automatique
a` travers la ponde´ration des termes collecte´s et la construction de l’index4.
1http://www.google.com.
2http://search.yahoo.com.
3Section 3.5, page 74.
4Pour plus de de´tails, Roussey et al. [190] proposent un tour d’horizon complet de cette proble´ma-
tique.
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2.3.1 Ponde´ration des termes
La ponde´ration des termes permet d’une part de de´terminer l’importance relative
des termes de la requeˆte (leur pouvoir discriminant1), et d’autre part de quantifier leur
importance dans la description se´mantique du contenu d’un document2.
Les techniques courantes de ponde´ration des termes sont base´es sur les notions de
fre´quence des termes dans un document (tf pour term frequency, mesure repre´sentanttf - idf
l’importance locale d’un terme – fre´quence relative) et de fre´quence de ces termes dans
l’ensemble des documents de la collection e´tudie´e (on utilise l’inverse de cette mesure,
simulant l’importance globale d’un terme, soit idf pour inverse document frequency –
fre´quence absolue) [197], notions elles-meˆmes fonde´es sur des constatations linguistiques
de Zipf [264] et Luhn [146], qui e´tablissent une relation entre la fre´quence des termes
et leur pouvoir discriminant, c’est-a`-dire leur importance dans la participation au sens
d’un texte.
La mesure de l’idf part du principe que “le nombre de documents pertinents a`
une requeˆte est ge´ne´ralement faible [en comparaison du nombre total de documents],
et donc les termes apparaissant fre´quemment doivent ne´cessairement apparaˆıtre dans
beaucoup de documents non pertinents. En revanche, les termes peu fre´quents ont une
plus grande probabilite´ d’apparaˆıtre dans des documents pertinents [et donc sont plus
importants].” 3 [118]
Le produit de ces deux mesures [117], utilise´es avec des formules diverses, sert donc
a` indiquer l’importance d’un terme dans un document. Un terme re´pe´te´ de nombreuses
fois dans un petit nombre de documents est probablement tre`s significatif quant au
sujet de ces documents.
Notons que l’utilisation brute de ces me´triques est une simplification forte mais cou-
rante consistant a` conside´rer que le poids d’un terme dans un document est inde´pendant
du poids des autres termes du document [18, p. 25].
Dans le cadre de la recherche d’information dans les documents XML, les unite´s d’in-
formation sont imbrique´es les unes dans les autres. Les mesures aux niveaux local et
global vues ci-dessus ne´cessitent d’eˆtre adapte´es. L’importance d’un terme dans un e´le´-
ment de´pend fortement de l’importance de ce terme dans les sous-e´le´ments qui le com-
posent [144], et meˆme des e´le´ments situe´s autour [129]. Ceci a provoque´ de nombreuses
propositions conservant la mesure tf.idf [44, 209, 134] ou l’abandonnant [12, 48, 56, 129],
avec notamment la de´finition de l’inverse element frequency (ief) [258, 95] pour ge´-ief
ne´raliser la notion d’idf, en conside´rant les nœuds* d’un certain type plutoˆt que les
documents.
2.3.2 Indexer le contenu et la structure
Nous ne nous attarderons pas ici sur les diverses me´thodes utilise´es pour cre´er un in-
dex (fichiers inverse´s, tableaux ou arbres de suffixes, fichiers de signatures [18, chap. 8]).
Dans tous les cas le principe consiste a` faire correspondre aux termes de la collection
(parfois modifie´s d’une fac¸on ou d’une autre) un certain nombre d’informations utiles
1Par exemple, dans une requeˆte portant sur l’indexation des documents, le mot “indexation” a plus
d’importance discriminative que le mot “document”.
2On peut imaginer notamment qu’un terme apparaissant a` de nombreuses reprises dans un docu-
ment le de´crira de fac¸on plus judicieuse qu’un terme apparaissant rarement.
3“The number of documents relevant to a query is generally small, and thus any frequently occur-
ring terms must necessarily occur in many irrelevant documents ; infrequently occurring query terms,
conversely, have a greater probability of occurring in relevant documents and should thus be considered































Fig. 2.2 – Exemple de document XML repre´sente´ sous forme arborescente, avec nume´-
rotation des nœuds.
au processus de recherche. Dans le cas d’une collection de multiples documents a` in-
dexer, l’information minimale a` faire figurer est bien entendu l’identifiant des documents
contenant le terme. Par la suite on peut ajouter les positions de ce terme dans chaque
document, ceci permettant de mettre en place des algorithmes tenant compte de la
proximite´ des termes concerne´s par la requeˆte [263]. On peut e´galement ajouter des
informations d’ordre linguistique, comme la cate´gorie grammaticale du mot, jusqu’a`
aller vers des types d’indexation bien plus complexes comme l’utilisation de graphes
conceptuels ou l’indexation se´mantique [167].
En ce qui concerne les documents structure´s (et en particulier XML), le sche´ma d’in-
dexation de´pend des capacite´s voulues pour le langage de requeˆtes qui fera l’interface
entre l’utilisateur humain et le syste`me. De`s lors que l’on souhaite effectuer une indexa-
tion structure´e d’un document XML, la question des liens hie´rarchiques entre les unite´s
d’information se pose. A quel point l’information pre´sente dans un e´le´ment est-elle re´-
percute´e dans ses anceˆtres* ou ses descendants* ? Ce proble`me se pre´sentera a` chaque
e´tape de la recherche d’information. Au niveau de l’indexation, si beaucoup conside`rent
les e´le´ments comme des unite´s disjointes sans connection, d’autres [56, 209, 214] pro- unite´s
disjointespagent certains termes ou tous les termes d’un e´le´ment donne´ vers ses anceˆtres (tech-
sous-arbres
imbrique´s
nique dite des sous-arbres imbrique´s). Ainsi on peut conside´rer que dans l’exemple de
la figure 2.2 l’e´le´ment film contient tous les mots de ses descendants. Nos exemples
suivants tiennent compte de cette pre´sence ou non de propagation.
L’indexation de la structure passe par le choix du mode de repre´sentation des e´le´-
ments structurants. Parmi les possibilite´s pre´sente´es par Luk et al. [148], on trouve :
– L’indexation par les champs, ou` chaque terme est associe´ au nom de la balise dans
laquelle il apparaˆıt (voir table 2.2). Cette me´thode permet de savoir dans quel
contexte l’information textuelle est e´nonce´e. Il est e´galement possible d’indexer
selon les chemins, c’est-a`-dire d’indiquer le chemin d’acce`s logique plutoˆt que le
nom de la balise [48] (cine´mathe`que/film/titre au lieu de titre).
– L’indexation par les segments qui divise les documents structure´s en re´gions.
Les mode`les qui y sont associe´s [194, 45] sont tre`s efficaces, mais ante´rieurs a`
l’apparition du format XML, et ils en supportent mal toutes les possibilite´s.
– L’indexation par les arbres, ou` un identifiant unique est attribue´ a` chaque nœud
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Terme Sans propagation Avec propagation
Meurtre titre cine´mathe`que, film, titre
Allen re´alisateur, acteur cine´mathe`que, re´alisateur, film, titre, acteurs, acteur
108 dure´e cine´mathe`que, film, dure´e
Tab. 2.2 – Exemple d’indexation base´e sur les noms des balises (associe´e au document
de la figure 2.2).
Terme Sans propagation Avec propagation
Meurtre ® ¬ (/cine´mathe`que[1])
(/cine´mathe`que[1]/film[1] ­ (/cine´mathe`que[1]/film[1])
/titre[1]) ® (/cine´mathe`que[1]/film[1]/titre[1])





. . . . . . . . .
Tab. 2.3 – Exemple d’indexation base´e sur les arbres (associe´e au document de la
figure 2.2).
(e´le´ment) du graphe repre´sentant le document XML [140]. Les termes sont donc
associe´s a` cet identifiant, ce qui permet de localiser de fac¸on pre´cise l’endroit
ou` ces termes sont apparus et de retrouver les relations hie´rarchiques entre les
e´le´ments [212]. L’identifiant unique peut e´galement eˆtre, tout simplement, le che-
min d’acce`s (XPath absolu, avec le nume´ro des e´le´ments) de l’e´le´ment [259] (voir
table 2.3).
Par ailleurs, au niveau de l’indexation purement structurelle (dans laquelle les
termes n’ont plus leur place), et dans le cas ou` les nœuds sont identifie´s de fac¸on
unique, des informations concernant les relations avec d’autres nœuds peuvent eˆtre
ajoute´es pour faciliter certaines ope´rations de navigation : une re´fe´rence au nœud pa-
rent [258], au parent et aux enfants [227], au dernier (rightmost) descendant [209].
Grust [99] propose d’attribuer deux identifiants (nume´rotation par deux parcours en
largeur d’abord et en profondeur d’abord) et de re´fe´rencer le parent et le nom de la
balise. Hayashi et al. [103] composent sept index “plats” repre´sentant le titre, l’auteur,
le sujet, les mots-cle´s, etc.
2.4 Interrogation
L’interrogation est, contrairement a` l’indexation qui n’est effectue´e qu’une seule
fois, un processus qui se de´clenche a` chaque nouvelle requeˆte. Elle consiste dans sa
forme ge´ne´rale en trois phases qui sont la formulation de la demande de l’utilisateur, la
recherche dans la collection de documents et la pre´sentation des re´sultats. Comme nous
l’avons vu dans l’introduction (voir figure 2.1), le cadre the´orique de l’interrogation est
essentiellement compose´ d’un mode`le de requeˆte et d’une fonction d’appariement (ou
fonction de correspondance) :
– Le mode`le de requeˆte de´crit comment le besoin de l’utilisateur doit eˆtre retranscritmode`le de
requeˆte pour pouvoir eˆtre traite´ par le syste`me, et comment ce syste`me va proce´der a`
Interrogation 27
l’analyse de ce besoin.
– La fonction d’appariement de´termine la pertinence d’un document par rapport fonction
d’apparie-
ment
a` une requeˆte, et permet e´ventuellement de classer les documents par ordre de
pertinence suppose´e.
Ces notions sont communes a` la RI traditionnelle (i.e. concernant des documents
plats*), et a` la RI dans les documents semi-structure´s. Ces principes de base doivent
pourtant eˆtre adapte´s aux caracte´ristiques propres des documents XML, notamment le
changement de l’unite´ d’information conside´re´e et la ne´cessite´ d’interroger la structure
(voir section 2.2). Ceci impose de proposer aux utilisateurs de nouvelles manie`res de
formuler leurs besoins d’information, et de traiter ces requeˆtes avec des techniques
spe´cifiques.
2.4.1 Mode`les traditionnels
Les mode`les de recherche d’information dans les documents plats sont le´gion et les
plus classiques ont e´te´ amplement de´crits [133, chap. 4][18, chap. 2]. Nous donnons ici
un aperc¸u rapide des trois grandes classes de mode`les :
– Les mode`les ensemblistes, en particulier le mode`le boole´en, dans lequel les docu- mode`le
boole´enments sont vus comme un ensemble de termes associe´s a` une variable boole´enne,
celle-ci e´tant positionne´e a` “vrai” pour un document si le terme y est pre´sent.
Les requeˆtes sont des suites de termes se´pare´s par des ope´rateurs boole´ens, et les
documents pour lesquels cette expression est ve´rifie´e sont retourne´s a` l’utilisateur
(table 2.4). Ce mode`le est dit exact car il ne renvoie aucun document re´pondant
partiellement a` la demande et ne permet pas de classer les re´sultats. Cependant
il a e´te´ e´tendu [198] pour traiter les poids des termes et autoriser un classement.
t1 ∈ D t2 ∈ D t3 ∈ D pertinence de D
0 x x 0
1 0 0 0
1 0 1 1
1 1 0 1
1 1 1 1
Tab. 2.4 – Pertinence d’un document D pour la requeˆte q = t1∧ (t2∨ t3) avec le mode`le
boole´en (ou` t1, t2 et t3 sont des termes quelconques).
– Les mode`les alge´briques, notamment le mode`le vectoriel [195], dans lequel do- mode`le
vectorielcuments et requeˆtes sont repre´sente´s par un vecteur dont les coordonne´es sont
calcule´es dans un espace euclidien a` n dimensions (n e´tant le nombre de termes
de l’index). La longueur de la projection d’un vecteur selon une dimension est
proportionnelle au poids du terme qu’elle repre´sente (figure 2.3). La pertinence
d’un document par rapport a` la requeˆte est e´value´e par le degre´ de similarite´
entre le vecteur du document et celui de la requeˆte, cette similarite´ e´tant calcule´e
par exemple par un produit scalaire, une mesure de distance me´trique ou, plus
couramment, la mesure du cosinus de l’angle entre les deux vecteurs. Ce mode`le
permet des requeˆtes moins expressives (sans ope´rateurs) que le mode`le boole´en,
mais son efficacite´ est de´montre´e.
– Les mode`les probabilistes (initie´s parMaron et Kuhns [153]) abordent la notion de mode`le
probabilisteprobabilite´ de pertinence et de non-pertinence d’un document par rapport a` une
requeˆte, a` travers le “principe de classement probabiliste” (Probability Ranking
Principle – PRP) [187].









Fig. 2.3 – Repre´sentation vectorielle d’une requeˆte q contenant les trois termes t1, t2 et
t3, de poids repectifs 0.45, 0.3 et 0.6, et d’un document D ne contenant que les termes
t1 et t3.
(I(”[play”) 3 I(”play]"))  (I(”birnam”) 3 I(”dunsinane"))
Fig. 2.4 – Repre´sentation avec le langage de Clarke et al. [45] de la requeˆte : Trouvez les
pie`ces contenant “Birnam” suivi de “Dunsinane”. Les crochets ’[’ et ’]’ repre´sentent
le de´but et la fin d’un e´le´ment structurel (ici la pie`ce de the´aˆtre – play). L’ope´rateur 3
signifie “suivi de”, tandis que  exprime l’inclusion.
Des mode`les “alternatifs” de chacune de ces trois grandes classes sont de´crits par
Beaza-Yates et Ribeiro-Neto [18, chap. 2].
2.4.2 Les langages de requeˆtes
L’apparition des premiers langages de requeˆtes permettant de prendre en compte la
structure des documents est ante´rieure a` la cre´ation du langage XML. Certains ajou-
taient des ope´rateurs logiques ou des pre´dicats a` des requeˆtes “plates” pour spe´cifier
des contraintes structurelles (inclusion, succession, ope´rations) [45, 170] (figure 2.4).
Les plus nombreux, issus de la communaute´ des bases de donne´es, ont re´pondu aux
particularite´s de la RI structure´e par des langages de requeˆtes s’approchant de SQL,
par le format et les fonctionnalite´s (se´lection d’e´le´ments, mais aussi jointures, aggre´-
gats, construction d’un re´sultat structure´, mise a` jour des documents. . . – notamment
UnQL [34] et Lorel [158])1.
L’arrive´e en 1997 du langage XML, tre`s vite pressenti comme un standard important
pour le stockage et l’e´change de donne´es, engendre un essor des recherches sur le sujet.
Celles-ci sont a` l’origine de nombreux nouveaux langages de requeˆtes, notamment a`
travers le Query Language Workshop de`s 1998 [183], ou` sont propose´s entre autres
XML-QL [62] (figure 2.5), XQL [188] et XML-GL [39], et ou` de nombreux articles
de positionnement face a` la nouvelle proble´matique sont pre´sente´s [160] ; puis avec
le premier atelier de la confe´rence ACM SIGIR consacre´ a` XML en 2000 [16], ou` sont
pre´sente´s par exemple XIRQL [76], une ame´lioration de XQL, et Tequyla [8] ainsi qu’un
nouvel e´tat de l’art [147]. Lorel est e´galement adapte´ a` XML [93], Quilt est cre´e´ pour
interroger a` la fois des documents XML et des bases de donne´es [42] et les standards du














Fig. 2.5 – Repre´sentation avec XML-QL [62] de la requeˆte : Trouvez les films de Woody
Allen et leur date de sortie dans le document cinematheque.xml (voir la structure
utilise´e dans la figure 1.2).
let $doc := (doc("cinematheque.xml"))





Fig. 2.6 – Repre´sentation avec XQuery [253] de la requeˆte : Trouvez les films de Woody
Allen et leur date de sortie dans le document cinematheque.xml (voir la structure
utilise´e dans la figure 1.2).
World Wide Web Consortium (W3C [244]) se dessinent avec XPath [245], XSL [246] et
XQuery [253] (figure 2.6 ; une adaptation de XQuery pour la recherche documentaire
est e´galement a` l’e´tude [254]) 1.
Beaucoup de ces langages ne traitent que des requeˆtes exactes (pre´sence/absence
d’un e´le´ment structurel ou d’une chaˆıne de caracte`res), mais peuvent, pour certains, eˆtre
e´tendus avec des pre´dicats plus “flous”. De plus ils sont en ge´ne´ral extreˆmement com-
plexes, ceci e´tant duˆ au nombre important de fonctionnalite´s possibles. Pour contrer
cette difficulte´, des aides graphiques a` la construction d’une requeˆte ont e´te´ propo-
se´es [40, 209], ainsi que des langages simplifie´s, base´s uniquement sur l’aspect re-
cherche d’information (sans possibilite´ par exemple de construction de la sortie, d’agre´-
gation, de mise a` jour des donne´es, mais avec de ve´ritables fonctions de recherche
textuelle) [36, 203]. C’est le cas de NEXI [230], qui est de´rive´ du langage XPath [245].
L’importance de ces deux langages pour le travail que nous de´crirons par la suite nous
ame`ne a` focaliser notre attention sur eux.
2.4.2.1 XPath
XPath [245] est un langage permettant de se´lectionner un ensemble d’e´le´ments XML
(ou nœuds) re´pondant a` certaines contraintes structurelles ou textuelles, ces contraintes
e´tant repre´sente´es par des chemins (de meˆme type que ceux qui permettent de se
de´placer dans une arborescence de fichiers informatiques) et des filtres. Il est possible
1Des comparaisons de ces diffe´rents langages ont e´te´ effectue´es par Fernandez et al. [70] et par
Bonifati et Ceri [28].
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//film[contains(./re´alisateur/text() = "Woody Allen")]
Fig. 2.7 – Repre´sentation avec XPath [253] de la requeˆte : Trouvez les films de Woody
Allen. Notons que la reconstruction de la sortie e´tant impossible, on ne peut pas re-
composer un e´le´ment nouveau contenant deux nœuds de provenances diverses, comme
dans les exemples pre´ce´dents (figures 2.5 et 2.6).
notamment de caracte´riser les nœuds par leur position (absolue ou relative), leur type,
leur contenu. XPath 1.0 distingue les nombres, les chaˆınes de caracte`res, les boole´ens.
Navigation. La navigation dans l’arborescence du document XML peut se faire selon
diffe´rents axes. Parmi ceux-ci :
– ”child::” repre´sente les enfants* du nœud* contextuel (abre´viation : chaˆıne vide) ;
– ”descendant-or-self::” repre´sente les descendants* du nœud contextuel ou ce nœud
lui-meˆme (abre´viation : “/”) ;
– ”parent::” repre´sente le parent* du nœud contextuel (abre´viation : “..”) ;
– ”ancestor::” repre´sente les anceˆtres* du nœud contextuel ;
– ”following-sibling::” repre´sente les nœuds suivant le nœud contextuel et ayant le
meˆme parent que celui-ci ;
– ”attribute::” repre´sente les attributs* du nœud contextuel (abre´viation : “@”) ;
– ”self::” repre´sente le nœud contextuel lui-meˆme (abre´viation : “.”) ;
– . . .
Ainsi :
– /child::para, ou /para se´lectionne tous les e´le´ments para enfants de l’e´le´ment
actif ;
– /descendant-or-self::node()/child::para, ou //para se´lectionne tous les
e´le´ments para descendants de l’e´le´ment actif ;
– parent::node()/child::para, ou ../para se´lectionne tous les e´le´ments para
ayant le meˆme parent que l’e´le´ment actif ;
– .//liste/item se´lectionne tous les e´le´ments item enfants d’un e´le´ment liste,
lui-meˆme descendant de l’e´le´ment actif ;
– .//section/* se´lectionne tous les e´le´ments, quels que soient leurs types, qui sont
enfants d’un e´le´ment section, lui-meˆme descendant de l’e´le´ment actif ;
Filtres. Il est possible de filtrer par :
– La position : para[5] se´lectionne le cinquie`me enfant du nœud contextuel ayant
le type para ;
– Le contenu structurel : chapitre[titre] se´lectionne les e´le´ments chapitre ayant
au moins un enfant de type titre ;
– Le contenu structurel et textuel : chapitre[titre="introduction"] se´lectionne
les e´le´ments chapitre dont un enfant de type titre a la valeur "introduction".
Pre´dicats. Il est e´galement possible d’utiliser des pre´dicats, dont certains sont pre´-
de´finis dans le langage. Par exemple, le pre´dicat ’contains’ :
chapitre[contains(./titre, "Napole´on") and contains(./titre, "Wagram")]
se´lectionne les chapitres dont le titre contient les mots "Napole´on" et "Wagram".
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2.4.2.2 NEXI
La campagne d’e´valuation INEX (cf. section 2.5.4) a choisi le langage XPath en 2003
pour permettre aux utilisateurs d’exprimer leurs besoins d’informations. Il s’est ave´re´
que ce formalisme e´tait trop complexe a` utiliser, tandis que beaucoup de ses fonction-
nalite´s e´taient superflues. Ainsi 63 % des requeˆtes propose´es e´taient syntaxiquement ou
se´mantiquement incorrectes, et jusqu’a` 12 tours de corrections ont e´te´ ne´cessaires pour
parvenir a` un ensemble satisfaisant de requeˆtes. En 2004, le langage NEXI (Narrowed NEXI
Extended XPath I [230]) a donc e´te´ propose´ en remplacement. Graˆce a` ce nouveau
formalisme, le taux d’erreur est tombe´ a` 12 %.
NEXI est un sous-langage de XPath. Il le restreint en grande partie :
– Seul l’axe descendant est conserve´ ;
– Seules deux e´tapes de navigation sont permises (//article[...]//section[...]
est valide, tandis que //article[...]//section[...]//paragraph[...]ne l’est
pas).
– Le filtrage selon le contenu est reserve´ aux donne´es nume´riques (ex. :
//article[.//anne´e = 1984]) ;
– Le filtrage selon la position ainsi que selon la structure seule sont impossibles ;
– Les pre´dicats pre´de´finis sont interdits.
Un pre´dicat binaire vague about(P, C) est cependant ajoute´. Il est conside´re´ vrai
si P parle de C. Dans la partie C, NEXI accepte une liste de mots-cle´s. Un mot-cle´ peut
eˆtre :
– Un simple terme ;
– Un groupe de mots, entoure´ alors par des guillemets ;
– Un de ces deux e´le´ments pre´ce´de´ par les ope´rateurs ’+’ (signifiant une importance
particulie`re du mot-cle´) ou ’-’ (signifiant que le mot ne doit pas apparaˆıtre).
NEXI est donc conc¸u exclusivement pour la taˆche de recherche d’information “ba-
sique” qui consiste a` retourner des e´le´ments satisfaisant un besoin d’information, et
ce sans construire de sortie nouvelle et sans ope´rer de jointure ni d’agre´gation. Il est
pre´sente´ comme le “langage de requeˆte le plus simple qui puisse jamais fonctionner”
(“The Simplest Query Language That Could Possibly Work” [172]).
Des exemples de requeˆtes sont donne´s a` la figure 2.8, ainsi que dans la section 2.5.4.2.
Notons qu’une requeˆte NEXI posse`de deux parties distinctes :
– la cible, l’e´le´ment qui doit eˆtre retourne´ a` l’utilisateur, ainsi que les indications cible
concernant son contenu ;
– le support , les autres contraintes structurelles et textuelles, permettant de mieux support
retrouver la cible.
Ainsi, dans la requeˆte“Trouvez les films dont Woody Allen est a` la fois le re´alisateur
et l’acteur principal”, le film est la cible tandis que le re´alisateur et l’acteur sont le
support. Dans les requeˆtes de la figure 2.8, la cible a e´te´ souligne´e. Que ce soit pour la
cible ou le support, l’e´le´ment peut eˆtre de type ’*’, c’est-a`-dire de type indiffe´rent.
Un des travaux que nous de´crivons dans la seconde partie de ce me´moire a consiste´
en une extension de NEXI pour apporter de nouvelles fonctionnalite´s, utiles notamment
dans le cadre de la mise en œuvre de techniques de traitement automatique du langage
naturel (voir chapitre 6).
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12. Les sections (sec) qui parlent de moteurs de recherche sur Internet
(“Internet search engine”) dans des articles publie´s en 2001 ou 2002 :
//article[.//pdt//yr = 2001 or .//pdt//yr = 2002]
//bdy//sec[about(., internet search engine)]
70. Les re´sume´s (abs) traitant de recherche d’information (“information retrieval”)
et de bibliothe`ques nume´riques (“digital libraries”) :
//article[about(.//fm//abs, +"information retrieval"
"digital libraries")]
72. Les e´le´ments de corps d’article (bdy) a` propos des syste`mes de pre´dictions
me´te´orologiques, et e´crits par des auteurs affilie´s aux Etats-Unis :
//article[about(.//fm//au//aff, United States of
America)]//bdy//*[about(., weather forecasting systems)]
Fig. 2.8 – Exemples de requeˆtes NEXI, extraites des ensembles de requeˆtes utilise´s a`
INEX (requeˆtes 12, 70 et 72). Dans chaque cas la partie cible a e´te´ souligne´e.
2.4.3 Le traitement des requeˆtes
La majorite´ des approches oriente´es RI pre´sente´es dans la litte´rature sont des adap-
tations des mode`les traditionnels. Ces adaptations visent essentiellement a` tenir compte
de certaines spe´cificite´s des documents XML, a` savoir les tailles tre`s diffe´rentes que
peuvent avoir les e´le´ments, le fait que ces e´le´ments peuvent eˆtre imbrique´s les uns dans
les uns (et donc non inde´pendants), ainsi que, plus rarement, les informations donne´es
par la structure elle-meˆme.
Nous n’allons pas de´tailler les diffe´rentes propositions faites pour traiter les requeˆtes,
mais plutoˆt donner un rapide tour d’horizon des caracte´ristiques mises en jeu. Nous
pre´senterons ensuite le syste`me GPX, du Queensland University of Technology, non
parce que nous le jugeons repre´sentatif, mais parce que nous avons nous-meˆme utilise´
ce syste`me dans une partie de nos recherches.
2.4.3.1 Extension des mode`les traditionnels
Les diffe´rents types de mode`les (vectoriel, probabiliste, de langage, etc.) sont e´tendus
de diverses fac¸ons pour tenir compte de la structure ou, le plus souvent, des impacts
de la pre´sence d’une structure sur les caracte´ristiques des unite´s d’information. On
ajoute ainsi des parame`tres supple´mentaires pour ajuster les formules classiques : le
nombre d’enfants d’un e´le´ment est important [83], ainsi que son type (a` travers des
informations sur son importance se´mantique [83, 64], la fre´quence de ce type d’e´le´ment
dans la collection [209, 95], l’importance d’un terme dans les autres e´le´ments du meˆme
type [95] ou tout simplement des index se´pare´s par types d’e´le´ments [156]).
Lorsque les e´le´ments sont conside´re´s comme des unite´s disjointes (cf. section 2.3), les
scores de pertinence sont propage´s des nœuds feuilles vers leurs anceˆtres en diminuant
progressivement l’influence des termes pour tenir compte du besoin de spe´cificite´1. Les
1Cette propagation permet de rendre compte du fait que du texte contenu par un nœud feuille est
e´galement contenu par ses anceˆtres. Le score d’un e´le´ment doit donc participer au score de son parent
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scores sont calcule´s par diverses formules (maximum des poids [12], mesure d’entro-
pie [56], somme ponde´re´e [88, 110], facteur d’augmentation [77]). Lalmas [136] utilise la
the´orie de Dempster-Shafer qui permet de combiner les croyances de plusieurs doxels
par rapport a` une requeˆte.
L’information structurelle en elle-meˆme subit rarement un traitement spe´cifique.
Souvent les e´le´ments retrouve´s par la recherche textuelle sont simplement filtre´s [214,
227] (ou ponde´re´s) en fonction des contraintes structurelles de la requeˆte. Pourtant cer-
tains utilisent des repre´sentations structure´es de la requeˆte et des documents et tentent
de calculer une similarite´ entre ces deux“arbres”. Ainsi Fuzzy XPath [32] adapte XPath
pour permettre d’ordonner un ensemble de chemins. D’autres adaptent les techniques
de “tree matching” pour comparer les nœuds [209] ou de´finissent une distance entre
elements [262, 180].
De nombreux mode`les re´cents sont de´crits dans les actes re´sultant des campagnes
INEX [78, 79, 81, 80] ainsi que ceux des ateliers consacre´s au sujet a` la confe´rence
SIGIR [15].
2.4.3.2 Le syste`me GPX
Le syste`me GPX de Shlomo Geva (Queensland University of Technology) [89, 87, 88]
est base´ sur une indexation par fichiers inverse´s he´rite´e de la RI plate et sur deux
formules heuristiques de propagation des poids des termes. Le langage de requeˆtes qui
lui est associe´ est NEXI (cf. section 2.4.2.2).
Indexation. Le sche´ma d’indexation conside`re les e´le´ments comme des unite´s dis-
jointes et conserve le chemin absolu des doxels contenant les termes (indexation par les
arbres, cf. section 2.3). Chaque terme pre´sent dans un document est associe´ a` l’iden-
tifiant de ce document, a` son chemin absolu (XPath) et a` sa position dans le contenu
textuel de l’e´le´ment (tableau 2.5).








En pratique, pour e´viter les redondances (des termes et des chemins), l’index est
stocke´ dans une base de donne´es relationnelle comprenant quatre tables (trois tables
termes, chemins et documents relie´es ensemble par une table liste).
Traitement des requeˆtes. Le syste`me conside`re que les nœuds feuilles* contiennent
l’essentiel de l’information textuelle. Un score est calcule´ pour ces nœuds, puis les
valeurs sont propage´es vers le haut jusqu’a` la racine*.
Le score de pertinence des feuilles est calcule´ avec la formule (2.1), que ce soit pour
(voir l’explication du syste`me GPX a` la section suivante).
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Ici n est le nombre de termes de la requeˆte pre´sents dans l’e´le´ment, K est un petit
entier (K = 5 dans le syste`me) servant a` favoriser les e´le´ments contenant plusieurs
termes de la requeˆte. La somme est calcule´e sur l’ensemble des termes, ou` ti est la
fre´quence du ie`me terme de la requeˆte dans la feuille et fi la fre´quence de ce meˆme
terme dans l’ensemble de la collection. Ainsi les termes rares contribuent plus au score
que les termes communs.
Le score des e´le´ments feuilles est alors utilise´ pour calculer celui de leurs anceˆtres*.
Il s’agit de propager la pertinence des e´le´ments (l’exhaustivite´) tout en favorisant la






– n = le nombre d’enfants* juge´s pertinents de l’e´le´ment (avec L > 0)
– D(n) =
{
0.49 si n = 1
0.99 sinon
– Li = le score du i
e`me enfant
Ainsi la fonction D(n) assure que le score propage´ de´cline fortement lorsqu’un e´le´-
ment n’a qu’un seul enfant pertinent (en effet dans ce cas il vaut mieux se´lectionner cet
enfant directement). En revanche un nœud comprenant plusieurs enfants ayant rec¸u un
score non nul sera mieux classe´ que ses enfants (voir figure 2.9).
Les scores des parties support et ceux de la partie cible sont ensuite additionne´s.
Par exemple, pour la requeˆte :
//A[about(.//B,C)]//X[about(.//Y,Z)]
le score du support //A//B (avec la condition C) sera ajoute´ a` celui de la cible
//A//X//Y (condition Z).
Les contraintes structurelles font l’objet d’un simple filtrage (ve´rification du type
de la balise) si l’on souhaite les appliquer de fac¸on stricte.
Le syste`me GPX a participe´ aux diffe´rentes campagnes d’INEX avec de tre`s bons
re´sultats[87, 88].
2.5 Evaluation
Pour e´valuer et comparer les syste`mes de recherche d’information, les crite`res de
performance (ou d’efficience, selon un anglicisme usite´) habituels en informatique, c’est-
a`-dire les mesures du temps de re´ponse et de l’espace disque occupe´, ne sont plus suf-
fisants (meˆme si les applications des mode`les se doivent de conside´rer ces aspects). En
plus de la performance, d’autres indicateurs sont l’environnement (notamment l’ergo-
nomie du syste`me en termes de facilite´ d’utilisation et de pre´sentation des re´sultats)
mais surtout les re´sultats (outcome) [159, chap. 16]. En effet, il n’est pas possible de
formuler un jugement qualitatif binaire sur la sortie du syste`me (sortie correcte ou sor-
tie incorrecte). Dans ce qui suit, nous conside´rons que le crite`re unique d’e´valuation
Evaluation 35
R = (0,98 + 2,4651) × 0,99
= 3,4106














Fig. 2.9 – Syste`me GPX. Propagation des scores des nœuds feuilles vers les nœuds su-
pe´rieurs, pour la requeˆte concernant les termes t1, t2 et t3. On conside`re pour simplifier
que chacun de ces termes a un poids de 1.
des syste`mes de recherche d’information est leur efficacite´, c’est-a`-dire leur capacite´ a`
trouver des documents re´pondant au besoin de l’utilisateur [120].
2.5.1 L’e´valuation ou la dictature de l’humain
Pertinent : Qui se rapporte exactement a` ce dont il est
question ; approprie´
Dictionnaire Larousse.
Comme nous l’avons de´ja` note´, la plupart des parame`tres en jeu dans le processus
de recherche d’information sont des parame`tres humains. Notamment c’est un humain
qui pose une question et rec¸oit (et juge) la re´ponse. Un eˆtre humain est, en l’occurrence,
caracte´rise´ par :
– sa subjectivite´ : pour un meˆme besoin d’information, deux humains formuleront
des requeˆtes (tre`s) dissemblables ; ils estimeront la qualite´ des re´ponses retourne´es
de deux fac¸ons tout aussi diffe´rentes. Les variables entrant en jeu sont notamment
le passe´ des personnes, leur caracte`re, leur connaissance initiale du sujet, leur
niveau de langue, leur niveau d’exigence.
– sa versatilite´ : pour un meˆme besoin d’information, un seul humain formulera
des requeˆtes (tre`s) dissemblables a` divers moments de sa journe´e ; il estimera la
qualite´ des re´ponses retourne´es de plusieurs fac¸ons tout aussi diffe´rentes. Il s’agit
la` de variations d’humeur, d’e´veil, de pense´es parasites ou meˆme d’e´volution de
la connaissance du sujet entre deux instants.
De´ja` ardue, la taˆche apparaˆıt donc insurmontable quand on se souvient que les
documents dans lesquels l’information est recherche´e sont eux-meˆmes le fruit d’humains
subjectifs et versatiles, et qu’a` toutes ces notions s’ajoutent les phe´nome`nes linguistiques
de variations morphologiques, lexicales, se´mantiques, syntaxiques (voir chapitre 3).
Pourtant seuls des humains peuvent formuler des requeˆtes (c’est la finalite´ de la
discipline), seuls des humains peuvent e´crire les documents et seuls des humains peuvent
juger les re´ponses. Si ce n’e´tait pas le cas les syste`mes de recherche d’information
n’auraient plus besoin d’eˆtre perfectionne´s.
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Toutes ces re´flexions me`nent a` la conclusion qu’il n’existe pas un seul ensemble
possible de re´ponses a` la question pose´e, et meˆme qu’il n’existe pas de bonne re´ponse
dans l’absolu.
En outre, la notion de pertinence d’un document ou d’une portion de document,pertinence
qui est au cœur du principe de l’e´valuation des syste`mes de RI, est relativement floue.
Souvent de´crite comme un synonyme d’utilite´ ou de satisfaction de l’utilisateur [113],
elle est elle-meˆme un phe´nome`ne social et cognitif complexe [52] et n’a pas de de´finition
consensuelle. Des formalisations ont e´te´ propose´es [52, 257], ainsi que des e´tudes sur
les variables affectant les jugements humains sur la pertinence [184], ou les diverses
facettes qu’elle peut prendre [201, 202, 163, 164], mais le fait est que la pertinence est
un concept insaisissable car, comme son inventeur, subjectif et versatile.
En l’absence de possibilite´ d’attribution d’une valeur binaire par une seule personne
a` un moment donne´, elle serait dans l’ide´al le re´sultat d’une “tendance consensuelle,
centrale” de plusieurs juges humains [22, chap. 4], ce qui est complexe a` obtenir en
pratique.
A ces nombreux proble`mes vient s’ajouter celui de la taille constamment croissante
de la masse de documents mise en jeu. La collection d’INEX 2005 compte 760 me´ga-
octets1, celle d’INEX 2006 environ 10 giga-octets (100 avec les images), et certaines
collections utilise´es par TREC [239] de´passent la dizaine de giga-octets, soit l’e´quivalent
du texte de plusieurs encyclope´dies. Il est donc depuis longtemps hors de question
qu’un expert humain cherche dans l’ensemble de la collection les re´ponses pertinentes
a` une requeˆte donne´e. Pourtant les “bonnes” re´ponses doivent eˆtre connues si l’on veut
e´valuer correctement les syste`mes. Pour pallier (de fac¸on tre`s imparfaite) ce proble`mepooling
insoluble la me´thode du pooling a e´te´ mise en place [219, 240], qui consiste en une fusion
“intelligente” des re´sultats des participants en un ensemble de documents qui devra eˆtre
juge´. Les documents non juge´s sont conside´re´s non pertinents. Pourtant Zobel [265] a
estime´ qu’au mieux 50 a` 70 % des documents pertinents e´taient de´tecte´s par le pooling.
Autant dire qu’une e´valuation objective et impartiale des syste`mes de RI est une
taˆche perdue d’avance, et que toutes les me´thodologies, toutes les proce´dures, toutes
les me´triques mises en place ne seront jamais que des pis-aller2.
2.5.2 Mesures d’e´valuation des syste`mes classiques
Une mesure d’e´valuation approprie´e doit estimer la faculte´ des syste`mes a` trou-
ver des documents pertinents, sans pour autant favoriser ceux qui retournent plus de
documents (et donc potentiellement plus de documents pertinents) [224]. Il est donc
ne´cessaire de conside´rer aussi les documents non pertinents dans une me´trique.
Les mesures combine´es de rappel et de pre´cision [131] sont les mesures les plus
simples et les plus utilise´es qui tiennent compte de ces deux impe´ratifs (retrouver des
documents pertinents, ne pas retrouver de documents non pertinents).
Soient, pour une requeˆte donne´e et un syste`me donne´ (voir figure 2.10) :
– P l’ensemble des documents de la collection qui sont pertinents par rapport a`
cette requeˆte.
– R l’ensemble des documents retrouve´s par le syste`me pour cette requeˆte.
– PR = P ∩R, l’ensemble des documents pertinents retrouve´s par le syste`me.
1Voir la section 2.5.4.
2Swanson [223] dresse une liste de neuf “postulats d’impuissance” (“Postulates of Impotence”) dans
un article tristement intitule´ : “La recherche d’information et le futur d’une illusion” (“Historical Note :
Information Retrieval and the Future of an Illusion”). Seuls trois “postulats de fertilite´” (“Postulates of
Fertility”) viennent contrebalancer ce noir tableau.
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et retrouve´s (P ∩R = PR)
Fig. 2.10 – Re´partition des documents face a` une requeˆte.
La pre´cision mesure le taux de documents pertinents parmi tous les documents pre´cision




Le rappel mesure le taux de documents pertinents retrouve´s par le syste`me parmi rappel




Ces deux valeurs sont indissociables et concurrentes, puisque souvent l’ame´liora-
tion de l’une d’elle se fait au de´triment de l’autre. Une caracte´ristique inte´ressante est
d’ailleurs l’e´volution de la pre´cision en fonction du rappel (pre´cision quand 10 % des do-
cuments pertinents ont e´te´ retrouve´s, puis 20 %, etc.). Ces informations sont regroupe´es
dans la courbe de rappel-pre´cision.
Universellement utilise´s, pre´cision et rappel posent cependant quelques proble`mes.
Parmi eux :
– La mesure du rappel ne´cessite de connaˆıtre en the´orie l’ensemble des documents
pertinents par rapport a` une requeˆte dans toute la collection. Nous avons vu que
cela e´tait impossible.
– Le rappel n’est pas une mesure qui refle`te la satisfaction de l’utilisateur moyen.
Celui-ci est rarement inte´resse´ par la connaissance de l’ensemble des documents
pertinents, mais souhaite plutoˆt trouver “vite” (donc bien classe´s) quelques docu-
ments pertinents (voire un seul).
Pour pallier ces inconve´nients, de nombreuses me´triques he´rite´es de la pre´cision
et du rappel ont e´te´ propose´es. Ces mesures sont de´crites dans divers supports [18,
chap. 3][133, chap. 8].
Nous allons nous inte´resser plus pre´cise´ment aux mesures d’e´valuation applique´es
pour les syste`mes de RI dans les documents XML.
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2.5.3 Mesures d’e´valuation des syste`mes de RI structure´e
L’e´valuation des syste`mes de recherche d’information structure´e pose de nouvelles
difficulte´s en termes de me´triques et de comportements humains :
– On conside`re que l’unite´ d’information est l’e´le´ment XML, ou doxel. L’e´valuation
doit donc porter sur chaque e´le´ment. Dans la collection INEX 2005, a` laquelle nous
ferons souvent re´fe´rence (cf. section 2.5.4), chaque document contient en moyenne
1500 doxels. Meˆme si le volume de donne´es reste inchange´ entre un contenu plat
et le meˆme contenu structure´, le nombre d’e´le´ments qu’il est potentiellement
ne´cessaire de conside´rer augmente de fac¸on non ne´gligeable la charge de travail
des juges humains.
– Comme nous l’avons de´ja` remarque´, deux dimensions sont ne´cessaires a` l’estima-
tion de la pertinence d’un e´le´ment : la premie`re dimension permet de de´terminer
si (ou a` quel point) le doxel contient des informations inte´ressantes au regard de
la requeˆte, la seconde si (ou a` quel point) sa taille est approprie´e, c’est-a`-dire s’il
aurait pu eˆtre ou non possible, en choisissant un e´le´ment descendant ou anceˆtre,
de concentrer de manie`re plus pre´cise l’information pertinente.
– Il est normal de conside´rer que si un e´le´ment de petite taille est pertinent, alorschevau-
chement ses anceˆtres le sont aussi (meˆme s’ils sont moins spe´cifiques). Pourtant le re-
tour par un syste`me de plusieurs e´le´ments se chevauchant (c’est-a`-dire, les uns
e´tant anceˆtres des autres) pose un proble`me. Si l’on inte`gre de nombreux e´le´ments
imbrique´s dans la base de rappel (la liste de tous les doxels pertinents), cela encou-
rage les concepteurs des syste`mes a` renvoyer des informations tre`s redondantes.
Ceci est contre-productif vis-a`-vis de l’utilisateur (qui ne sera pas satisfait de vi-
sualiser la meˆme information plusieurs fois en parcourant la liste des re´sultats1),
mais aussi pour la comparaison entre les syste`mes [127].
– Enfin, nous avons de´ja` aborde´ le proble`me du caracte`re auto-explicatif des e´le´-
ments retourne´s (2.2.1). Il semble impossible de s’assurer qu’un e´le´ment permet
de re´pondre a` la requeˆte de fac¸on inde´pendante du reste du document. L’entorse
a` cette re`gle doit tout de meˆme eˆtre limite´e, pour ne pas nuire a` la lisibilite´ des
re´sultats.
Les me´triques d’e´valuation sont loin d’eˆtre stabilise´es et consensuelles pour la RI
structure´e. Leur e´volution est indissociable de la campagne INEX. Toutes les proposi-
tions ont e´te´ faites dans ce cadre, et les me´triques retenues chaque anne´e pour l’e´va-
luation “officielle” ont eu de fait un succe`s supe´rieur. De plus, beaucoup des formules
propose´es de´pendent fortement des taˆches spe´cifiques a` INEX d’une part et du mode de
jugement de l’exhaustivite´ et de la spe´cificite´ d’autre part. C’est pourquoi, apre`s cette
introduction de la proble´matique ge´ne´rale, nous abordons les me´triques au sein de la
section consacre´e a` INEX (2.5.4.4).
2.5.4 La campagne d’e´valuation INEX
INEX (INitiative for the Evaluation of XML retrieval [149] 2) est une campagneINEX
d’e´valuation visant, a` la manie`re de TREC (Text REtrieval Conference [239] 3) ou CLEF
(Cross Language Evaluation Forum [174] 4) pour les documents plats, a` permettre une
1Cependant cette difficulte´ n’est pas nouvelle, puisque des informations rigoureusement identiques
(des citations par exemple) peuvent apparaˆıtre dans des documents diffe´rents. Elle a toujours e´te´
contourne´e (y compris a` INEX) en demandant aux e´valuateurs de conside´rer les documents inde´pen-





e´valuation et une comparaison aussi rigoureuses que possible des syste`mes de recherche
d’information dans les collections XML oriente´es documents.
Ainsi INEX fournit un ensemble de documents, un ensemble de requeˆtes et des
jugements de pertinence, c’est-a`-dire les estimations humaines des e´le´ments pertinents
concernant chaque requeˆte. Nous allons consacrer quelques pages a` de´crire le fonction-
nement global d’INEX, qui est devenu l’organe central et le promoteur majeur des
progre`s en recherche d’information XML.
2.5.4.1 Les documents utilise´s par INEX en 2005
La collection regroupait lors de la campagne de 2005 (quatrie`me e´dition) des articles
scientifiques issus de journaux fournis par l’IEEE Computer Society, e´crits en XML avec
une DTD unique. 16819 articles balaient ainsi de nombreux domaines de l’informatique
entre 1995 et 2004. Des extraits d’un article sont fournis a` la figure 2.11.
Dans un article type, des me´ta-donne´es concernant la publication (auteur, titre,
journal mais aussi nume´ro ISBN, nume´ros de pages, prix, etc.) sont d’abord fournies,
puis vient le texte lui-meˆme, se´pare´ en divers types de sections (’sec’), sous-sections
(’ss1’, ’ss2’), paragraphes (’p’), figures (’fig’), avec des balises distinguant notam-
ment les re´fe´rences a` des figures, a` la bibliographie, a` des notes de bas de page (’ref’),
ainsi que des indications de forme, comme la mise en caracte`res italiques (’it’) ou gras
(’b’). Puis les annexes sont essentiellement compose´es des e´le´ments bibliographiques
cite´s dans le corps du document et des indications concernant les auteurs.
La DTD comprend 192 balises diffe´rentes et un article est compose´ en moyenne
d’environ 1500 e´le´ments.
2.5.4.2 Les requeˆtes
Une requeˆte est la repre´sentation la plus fide`le possible d’un besoin d’information.
Dans INEX ces requeˆtes (appele´es aussi topics) sont propose´es par les participants, topic
donc experts du domaine de la recherche d’information et posse´dant des connaissances
diverses en informatique (domaine de la collection), ce qui pre´sente un biais non ne´gli-
geable (d’autant plus que les participants sont e´galement les juges – cf. section 2.5.4.3).
Cependant il est demande´ que ces requeˆtes “refle`tent les besoins re´els de syste`mes ope´-
rationnels”1.
De fac¸on ge´ne´rale, il est possible de distinguer deux types de requeˆtes :
– Celles concernant le contenu seul, pour les utilisateurs qui ignorent (ou qui sou- contenu
seulhaitent ignorer) la structure des documents.
Exemple : Les algorithmes de codage pour la compression de texte ou d’index.2
– Celles concernant le contenu et la structure, incorporant donc des contraintes contenu/
structurestructurelles.
Exemple : Nous recherchons des re´sume´s de documents concernant le data mining
e´crits par Jiawei Han.3
Ceci a conduit a` un format de requeˆtes dont des exemples sont donne´s dans les
figures 2.12, 2.13 et 2.14, et dont les champs importants sont [215] :
– description, une courte description du besoin d’information, re´dige´e en Anglais.
1“Topics should reflect the real need of operational systems.” [215]
2“Any type of coding algorithm for text and index compression.” (Topic 162, INEX 2004).
3“We are looking for the abstracts of the documents about data mining and written by Jiawei Han.”
(Topic 132, INEX 2004).
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<?xml version="1.0" enoding="ISO-8859-1"?>





























The Calumeter adder appeared shortly after 1900, prospered for a while,
and then apparently stopped prodution by 1920. Before its demise, as many
as 100,000 adders may have been made. The Calumeter is an interesting,





Walsh was the inventor. He held the two patents on the mahine in his name.
Early mahines are labeled Morse and Walsh, whereas later ones are labeled
only Morse, perhaps indiating that Walsh dropped out of the business. His
name is mentioned in the 1905 <it>Trenton City Diretory</it> (TCD)





Morse apparently managed the business. At least one of the Calumeter ads
has his piture. The ity diretories mention him as being business manager
for the State Department of Publi Instrution in 1919; this is at the end
of the era of the Calumeter.
</p>
</li>






Calumeters are shown in <ref rid="a10671" type="g">Figs. 1</ref> and
<ref rid="a10672" type="g">2</ref>.<ref rid="a10671" type="g">Fig. 1
</ref> shows a relatively early mahine without the reset mehanism. This
mahine is marked <sp>THE CALCUMETER</sp>.
<ref rid="a10672" type="g">Fig. 2</ref> shows a later example that
inludes a reset mehanism. Note that this mahine is marked <sp>THE
STANDARD DESK CALCUMETER</sp> rather than <sp>THE
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<atl>"Mahines a Caluler du Doteur Roth,"</atl>








<ti>Die Rehenmashinen und ihre Entwiklungsgeshihte,</ti>







Fig. 2.11 – Exemple de document XML de la collection INEX (extraits, 2/2)
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I am writing an essay on the influence of new media icon Marshall McLuhan
on digital technologies. I’m seeking information describing how McLuhan’s views
have influenced current digital technologies. To be relevant, a retrieved item should
discuss some aspect of Marshall McLuhan’s visionary ideas or famous one-liners
in the context of current digital technologies. Retrieved elements that merely cite




Fig. 2.12 – Exemple de requeˆte CO+S (Topic 205 d’INEX 2005).
– narrative, une explication de´taille´e du besoin d’information, re´dige´e en Anglais,
expliquant les raisons de la requeˆte, ce qui sera juge´ pertinent et e´ventuellement
ce qui ne le sera pas.
– title, une liste de mots-cle´s concernant le besoin d’information.
– castitle, un titre e´crit en NEXI (cf. section 2.4.2.2).
Il est important de pre´ciser que la description doit contenir“les meˆmes termes et les
meˆmes conditions structurelles que ceux apparaissant dans les parties title et castitle”1.
En 2005, les organisateurs ont souhaite´ e´tudier l’impact des contraintes structu-
relles sur l’efficacite´ de la recherche. Ils ont donc ajoute´ la possibilite´ de donner des
indices concernant la structure des re´sultats souhaite´s, y compris dans les requeˆtes sur
le contenu seulement. Cette re´flexion a mene´ aux deux types de requeˆtes suivants :
– Contenu seulement et structure (“Content-Only + Structure” – CO+S ), dont leCO + S
nom e´trange est duˆ a` l’e´volution historique de la taˆche. Il qualifie les requeˆtes
se rapportant au contenu textuel seul (title et description), mais pour lesquels
l’utilisateur peut malgre´ tout “aider” le syste`me par des indications structurelles
(dans le castitle – voir un exemple figure 2.12).
– Contenu et Structure (“Content and Structure” – CAS ) permet aux utilisateursCAS
connaissant la structure des documents de formuler des contraintes concernant
les types d’e´le´ments souhaite´s (voir un exemple figure 2.13).
De plus, dans le but d’e´valuer de fac¸on pre´cise l’action de chaque contrainte struc-
turelle, chaque requeˆte comportant plusieurs re´fe´rences a` la structure (re´sume´ + auteur
dans le topic 132 sur le data mining ci-dessus, deux paragraphes dans l’exemple de la
figure 2.13) doit eˆtre accompagne´e d’une sous-requeˆte par contrainte (une des sous-
requeˆtes correspondant au topic 256 de la figure 2.13 est reproduite a` la figure 2.14).
1“The description [. . .] should contain the same terms and the same structural requirements that
appear in the <title> and in the <castitle>”. [215]
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<inex_topic topic_id="256" query_type="CAS" ct_no="61">











In today’s world the issue of data security is highly significant. One such tech-
nique to ensure data security is steganography where data is embedded in various
media files like images, sound files, video files and so on. A commonly used data
embedding technique is Watermarking where data can be efficiently hidden in
a file without the changes being visible to a common person. Therefore I am
interested in retrieving information regarding Watermarking technique for data
embedding.Any information regarding data embedding that does not expalin wa-




Fig. 2.13 – Exemple de requeˆte CAS (Topic 256 d’INEX 2005).
<inex_topic topic_id="256" query_type="CAS" ct_no="61">








We are looking for paragraphs in articles which contain embedding data
</description>
<narrative>
I am interested in retrieving information regarding techniques for embedding data.
Any information that does not explain data embedding is irrelevant
</narrative>
</inex_topic>
Fig. 2.14 – Exemple de requeˆte CAS ayant pour parent une autre requeˆte (Topic 272
d’INEX 2005, de´pendant du Topic 256 de la figure 2.13).
2.5.4.3 Les jugements de pertinence
Les jugements concernant la pertinence des e´le´ments renvoye´s par les syste`mes sont
effectue´s par les participants eux-meˆmes, a` l’aide d’une interface mise a` disposition en
ligne [179, 137]. Les diffe´rents niveaux et degre´s de pertinence, ainsi que la forme prise
par l’interface d’e´valuation ont change´ chaque anne´e depuis les de´buts d’INEX [101,
128, 150]. Nous de´crivons ici la me´thodologie mise en œuvre en 2005. Deux dimensions
ont e´te´ utilise´es [82] :
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– l’exhaustivite´*, qui de´crit a` quel point l’e´le´ment traite du sujet de la requeˆte ;exhaustivite´
– la spe´cificite´*, qui de´crit a` quel point l’e´le´ment se focalise sur le sujet de la requeˆte.
spe´cificite´
Ces dimensions sont presque inde´pendantes l’une de l’autre. Par exemple, une ques-
tion peut eˆtre traite´e de fac¸on satisfaisante dans un e´le´ment (exhaustivite´ forte) mais
rester malgre´ tout un sujet marginal de cet e´le´ment (spe´cificite´ basse).
L’exhaustivite´ est juge´e par l’humain sur une e´chelle a` quatre niveaux [137] :
– Pas exhaustif (not exhaustive) : aucune correspondance entre la requeˆte et l’e´le´-
ment ;
– Partiellement exhaustif (partially exhaustive) : l’e´le´ment ne traite que certains
aspects de la requeˆte ;
– Tre`s exhautif (highly exhaustive) : l’e´le´ment traite tous ou presque tous les aspects
de la requeˆte ;
– Trop petit (too small) : l’e´le´ment peut eˆtre conside´re´ comme pertinent a` certains
e´gards, mais la partie pertinente est trop petite pour eˆtre conside´re´e.
La spe´cificite´ est depuis 2005 conside´re´e comme une dimension continue repre´sente´e
par une valeur re´elle comprise entre 0 et 1.
En pratique, la taˆche du juge humain consiste, pour une requeˆte donne´e et un do-
cument propose´, a` surligner le contenu qu’il juge pertinent, puis a` attribuer un niveau
d’exhaustivite´ aux doxels contenant du texte surligne´. La spe´cificite´ est alors automa-
tiquement calcule´e comme un ratio entre la longueur de texte surligne´ dans chaque
e´le´ment et la longueur totale du texte [126]. De plus certaines re`gles automatiques spe´-
cifient des contraintes intuitives concernant l’exhaustivite´. En particulier les anceˆtres
d’un e´le´ment doivent avoir une exhaustivite´ e´gale ou supe´rieure a` cet e´le´ment.
2.5.4.4 Les me´triques d’e´valuation
Comme nous l’avons de´ja` explique´ (section 2.5.3), un axe important des recherches
autour d’INEX consiste en la de´finition de me´triques d’e´valuation adapte´es aux spe´ci-
ficite´s des documents XML.
Valeur de la pertinence. L’ensemble des mesures propose´es utilise une valeur
unique combinant exhausitivite´ et spe´cificite´. Cette valeur unique est calcule´e par des
fonctions diffe´rentes selon la me´trique.
Parmi ces fonctions, l’agre´gation stricte est la plus stable :
fstrict(s, e) =
{
1 si e = emax et s = smax
0 sinon
(2.3)
s et e sont les valeurs de spe´cificite´ et d’exhaustivite´ pour un e´le´ment, et smax et
emax sont les valeurs attribue´es a` la spe´cificite´ et l’exhaustivite´ maximale (3 en 2004,
respectivement 1 et 2 en 2005). La pertinence est ainsi convertie en une valeur binaire.
L’agre´gation ge´ne´ralise´e propose une e´chelle de valeurs entre 0 et 1. Par exemple,
en 2005, ou` s e´tait un re´el entre 0 et 1 et e un entier e´gal a` 0, 1 ou 2 (2 correspond a`
“tre`s exhaustif”), l’agre´gation ge´ne´ralise´e e´tait calcule´e par le simple produit des deux
valeurs :
fgen(s, e) = s× e (2.4)
Les anne´es pre´ce´dentes cette fonction e´tait une adaptation de celle-ci a` des valeurs
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discontinues de s. D’autres fonctions binaires autorisant diffe´rents degre´s pour e ou s
ont e´galement abouti a` autant de mesures d’e´valuation en 2004 [125]. Par ailleurs, Kazai
et al. [127] proposent une fonction donnant plus de poids a` la spe´cificite´, et Hiemstra
et Mihajlovic´ [107] une fonction binaire fliberal bien plus “ge´ne´reuse” que fstrict.
N.B. : De´sormais nous appellerons un e´le´ment pertinent un e´le´ment qui a un score
non nul avec la fonction d’agre´gation utilise´e.
Me´triques. Nous ne nous e´tendons pas sur l’historique des me´triques utilise´es au
cours des premie`res anne´es d’INEX, et nous nous focalisons sur celles utilise´es en 2005,
a` savoir le gain cumule´ e´tendu normalise´ (nxCG) et la courbe d’effort-pre´cision par
rapport au gain-rappel.
La mesure du gain cumule´ e´tendu (xCG) mesure le gain, c’est-a`-dire le score de
pertinence, calcule´ par une des fonctions pre´sente´es ci-dessus, et accumule´ au fur a` et





ou` xG(j) est le score obtenu pour l’e´le´ment classe´ en je`me position par le syste`me
e´value´.
On compare ce gain cumule´ avec celui qu’aurait duˆ atteindre le syste`me s’il avait





ou` xCI(i) est le gain cumule´ ide´al. On peut comparer cette mesure au rappel* pour
les documents plats.
La me´trique comple´mentaire, l’effort-pre´cision, repre´sente l’effort (en nombre de





ou` erun (resp. eideal) est le rang auquel le gain r est atteint par le syste`me (resp.
par la liste optimale).
Paralle`lement, le gain-rappel est le rapport entre le gain obtenu en une position i





ou` n est le nombre total d’e´le´ments pertinents. Ainsi on obtient la courbe ep/gr ep/gr
en calculant l’effort-pre´cision a` diffe´rents points de gain-rappel (comme pour la courbe
rappel/pre´cision, a` 10 %, puis 20 %, etc.).
Enfin, la mesure MAep (Mean Average Effort Precision) est la moyenne des valeurs MAep
d’effort-pre´cision pour chaque rang auquel un nouvel e´le´ment pertinent est renvoye´ par
le syste`me e´value´.
1C’est-a`-dire une liste contenant tous les e´le´ments pertinents au de´but, par ordre de´croissant de
pertinence. Le proble`me du chevauchement a conduit a` d’autres de´finitions de cette liste optimale [127].
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2.5.4.5 Les diffe´rentes taˆches
La taˆche ad-hoc. La taˆche principale de la campagne INEX est la taˆche ad-hoc. Il
s’agit de trouver les e´le´ments XML contenant les informations pertinentes quant aux
besoins d’information exprime´s par les titres des requeˆtes, et d’ordonner ces e´le´ments
dans l’ordre suppose´ de leur pertinence. En 2005, plusieurs aspects de cette taˆche ont
e´te´ explore´s, dans la but d’e´tudier l’influence de l’utilisation de la structure (dans les
requeˆtes) sur l’efficacite´ de la recherche.
En effet, outre la distinction CO+S / CAS de´ja` exprime´e, les organisateurs ont
se´pare´ la partie CAS en quatre sous-parties, qui distinguent le caracte`re strict ou souple
de l’interpre´tation des contraintes structurelles dans la cible* et le support* : SSCAS
correspond a` une interpre´tation stricte des deux e´le´ments, SVCAS a` une interpre´tation
stricte de la cible et souple du support, et VSCAS et VVCAS repre´sentent les deux
autres combinaisons.
La taˆche CO, elle, propose trois variantes : Focussed, dans laquelle le syste`me doit
trouver lemeilleur e´le´ment dans un chemin donne´ (le chevauchement est donc interdit) ;
Thorough autorise les chevauchements, mais bien entendu les meilleurs e´le´ments doivent
eˆtre mieux classe´s ; enfin, la strate´gie Fetch and Browse consiste a` renvoyer un article
(un document) entier et a` lister a` la suite les e´le´ments les plus pertinents de cet article.
Autres taˆches. Des taˆches annexes ont e´te´ ajoute´es au fil des ans a` la taˆche ad-hoc
pour arriver au nombre de six en 2005 :
– Relevance Feedback, ou comment utiliser les re´sultats d’un moteur pour ame´liorer
la requeˆte.
– Heterogenous Collections, ou comment permettre aux utilisateurs de faire des
recherches sur plusieurs collections diffe´rentes (aux DTD diffe´rentes). Pour cela
d’autres ensembles de documents ont e´te´ mis a` la disposition des participants.
– Interactive, ou comment rendre la recherche dans les collections XML accessibles
a` tous les types d’utilisateurs, en termes d’interface de requeˆte et de pre´sentation
des re´sultats.
– Document Mining, ou comment appliquer les techniques de classification et de
clusterisation aux collections XML.
– Multimedia, ou comment utiliser les contenus non textuels pour la recherche d’in-
formation XML.
– Natural Language Processing, que nous de´taillerons dans la section 3.7.3 (page 87).
Chapitre 3
Traitement automatique de la
langue
Comme nous l’avons remarque´ a` de nombreuses reprises au cours de ce rapport,
l’eˆtre humain est au centre du processus de recherche d’information. Parmi tous ses
charmes, nous avons de´ja` de´taille´ sa versatilite´ et sa subjectivite´, qui ruinent les espoirs
de parvenir a` la conception d’un syste`me de RI “ide´al”1, et nous avons tente´ de montrer
qu’un syste`me, ide´al a` un moment donne´ pour un utilisateur donne´, ne le serait plus le
lendemain ou pour une autre personne.
Une autre caracte´ristique embarrassante de l’humain est qu’il s’exprime, a` l’e´crit langage
naturelcomme a` l’oral, dans un langage dit naturel. On appelle ainsi le langage courant, vecteur
de la communication quotidienne et notamment du pre´sent rapport, par opposition aux
langages des machines (langages de programmation, protocoles de communication, etc.).
Ainsi, qu’il soit dans une disposition plate ou semi-structure´e (au moins dans l’approche
oriente´e document*), et meˆme souvent dans des bases de donne´es, le contenu textuel
des documents est compose´ d’e´nonce´s en langage naturel. Ces textes sont e´crits par
des humains, pour des humains, et bien entendu aucun effort particulier n’est fait pour
faciliter l’analyse linguistique du texte par une machine2.
Par ailleurs, lorsqu’un eˆtre humain cherche une information, il se pose d’abord
une question en langage naturel, avec toutes les impre´cisions et les subtilite´s que cela
implique, meˆme s’il sait qu’il devra par la suite la transcrire au moyen d’un choix de
mots-cle´s ou d’un langage de requeˆtes formel et spe´cifique3.
On voit donc que le domaine du langage naturel et de son traitement automatique se
trouve au cœur de la proble´matique de la recherche d’information. Il semble e´vident que
les progre`s des futurs moteurs de recherche passeront par une meilleure“compre´hension”
de la langue, aussi bien en ce qui concerne les documents que la question pose´e.
L’e´tat actuel de la recherche est loin de cette compre´hension, et de nombreuses
difficulte´s se pre´sentent a` tous les niveaux de l’analyse de l’e´crit. Les proble`mes peuvent
ainsi eˆtre d’ordres morphologique*, syntaxique*, se´mantique* ou pragmatique*.
Dans un premier temps, de la section 3.1 a` la section 3.4, ce chapitre de´crira ces
diffe´rents niveaux d’e´tude de la langue, et abordera quelques-uns des e´cueils auxquels
1Voir la section 2.5, page 34.
2Une indexation manuelle du document est parfois fournie, une structure (tables ou balisages) peut
eˆtre mise en place, mais il ne s’agit pas la` d’une aide a` la “compre´hension” se´mantique ou syntaxique
du texte.
3Nous ne nous attarderons pas sur deux autres points essentiels, qui sont d’une part que les humains
ne s’expriment pas tous dans la meˆme langue, et d’autre part que la majorite´ d’entre eux font des fautes
d’orthographe et de grammaire en e´crivant.
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se heurte particulie`rement toute tentative d’analyse automatique de textes.
Nous de´velopperons par la suite les aspects du traitement automatique de la langue
qui ont e´te´ explore´s dans les syste`mes de recherche d’information (section 3.5), puis
nous aborderons le domaine des interfaces en langage naturel pour les bases de don-
ne´es (section 3.6). Enfin, en guise de transition vers la seconde partie, nous donnerons
un aperc¸u des enjeux et des premie`res approches concernant les interfaces en langage
naturel pour la recherche d’information semi-structure´e (section 3.7).
3.1 Les diffe´rents niveaux du langage
L’analyse du langage ne´cessite une connaissance de sa structure sur de nombreux
niveaux : que sont les mots ? Que signifient-ils ? Comment se combinent-ils pour former
la phrase ? Comment contribuent-ils au sens de la phrase ? Et, par ailleurs, comment
fonctionnent le monde et le raisonnement de l’humain dans le monde ?
De la re´ception des sons (ou leur prononciation) jusqu’a` la compre´hension appro-
fondie des mots prononce´s dans l’environnement ou` ils sont prononce´s, les linguistes
distinguent plusieurs palliers permettant l’analyse ou la ge´ne´ration d’un e´nonce´ en
langage naturel. Ces niveaux de connaissance restent bien entendu toujours valables
lorsque l’on aborde l’analyse automatique de la langue. Les grandes spe´cialite´s sont :
– la phone´tique et la phonologie, ou comment les mots et les phrases sont lie´s aux
sons qui les re´alisent a` l’oral [38, 123]. Ne traitant que l’e´crit, nous ne reviendrons
pas sur ce domaine.
– la morphologie, ou comment les mots sont construits et quels sont leurs roˆlesmorphologie
dans la phrase [157].
– la syntaxe*, ou comment les mots se combinent pour former des syntagmes*,syntaxe
puis des propositions et enfin des phrases correctes.
– la se´mantique*, ou comment les mots font du sens lorsqu’ils sont inse´re´s dansse´mantique
une phrase (inde´pendamment du contexte) [111].
– la pragmatique*, ou comment les phrases peuvent eˆtre interpre´te´es selon leurpragmatique
contexte d’e´nonciation (interlocuteurs, phrases pre´ce´dentes, connaissance com-
mune du monde, . . .) [142, 58].
Allen [9] donne les exemples suivants pour faire la distinction entre syntaxe, se´-
mantique et pragmatique. Conside´rons que les phrases suivantes sont candidates pour
figurer en teˆte du pre´sent me´moire, c’est-a`-dire qu’elles sont e´nonce´es en l’absence totale
de contexte :
(3.1) La recherche d’information automatise´e permet a` un utilisateur de formuler un
besoin d’information.
(3.2) Les grenouilles vertes ont des gros nez.
(3.3) Les ide´es vertes ont des gros nez.
(3.4) Vertes des ont les ide´es nez gros.
La premie`re phrase semble eˆtre un de´but raisonnable pour un tel rapport. Elle
correspond a` tout ce qui est connu en matie`re de syntaxe, de se´mantique et de pragma-
tique. La phrase 3.2 est bien forme´e sur les plans syntaxique et se´mantique, mais pas
pragmatique. En effet, elle conviendrait mal comme premie`re phrase d’un me´moire de
the`se, et le lecteur ne verrait aucune raison valable de la voir utilise´e.
Mais l’exemple 3.3 serait pire encore : il est a` la fois pragmatiquement et se´manti-
quement mal forme´. On remarque en effet qu’il est possible d’affirmer que la phrase 3.2
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est vraie ou fausse, tandis que c’est impossible pour 3.3 dans une conversation cohe´-
rente. La structure en est pourtant correcte, mais des ide´es ne peuvent pas eˆtre vertes
et, meˆme si elles le peuvent dans certains contextes, elles n’ont certainement pas de
nez, ni gros ni maigre1.
Enfin, la phrase 3.4 est tout simplement inintelligible : elle contient pourtant les
meˆmes mots que la pre´ce´dente, mais ne respecte aucune des structures grammaticales
(syntaxiques) admises en Franc¸ais.
Dans le cadre de notre travail, nous nous basons uniquement sur la langue e´crite2,
ce qui implique que les entite´s les plus petites que nous allons e´tudier (les unite´s gram-
maticales) sont les mots. Cela ne signifie pourtant pas que la structure interne du mot,
en particulier les diffe´rentes flexions*, n’est pas prise en compte. Mais le mot comporte
l’avantage d’eˆtre une unite´ relativement facile a` distinguer dans un texte (en tout cas
dans les langues franc¸aise et anglaise, qui vont nous inte´resser plus particulie`rement),
ce qui n’est pas le cas pour la langue orale.
3.2 Morphologie
Mot : Son ou groupe de sons articule´s ou figure´s
graphiquement, constituant une unite´ porteuse de
signification a` laquelle est lie´e, dans une langue donne´e, une
repre´sentation d’un eˆtre, d’un objet, d’un concept, etc.
Tre´sor de la Langue Franc¸aise.
La morphologie [155] est l’e´tude de la forme des mots (de leur flexion – indica-
tions de cas, genre, nombre, mode, temps, etc. – de leur de´rivation – pre´fixes, suffixes,
infixes – et de leur composition – mots compose´s). Sous l’appellation de morphosyn-
taxe, elle repre´sente e´galement l’e´tude des re`gles de combinaison des morphe`mes (unite´s
minimales de sens) selon la configuration syntaxique de l’e´nonce´ [171].
En pratique, dans le cadre du traitement automatique de la langue, l’analyse mor-
phologique consiste a` segmenter le texte en unite´s e´le´mentaires (les mots, c’est la toke-
nisation) et a` de´terminer les diffe´rentes caracte´ristiques de ces unite´s, et en particulier
les cate´gories grammaticales.
3.2.1 Cate´gories grammaticales
L’information morphosyntaxique la plus importante est la cate´gorie grammaticale, cate´gorie
grammati-
cale
qui regroupe sous une e´tiquette commune les mots partageant le meˆme comportement
syntaxique dans un e´nonce´. Le nom, le verbe, l’adjectif sont des cate´gories grammati-
cales. Le nombre de cate´gories n’est pas fixe´, il est de´fini dans chaque application par
un compromis entre complexite´ et spe´cificite´3. La liste de cate´gories la plus utilise´e (en
Anglais) est la Penn Treebank [152] et compte 45 classes4. Celle du Brown Corpus [74]
en re´pertorie 87, d’autres de´passent la centaine. Le lecteur qui aurait oublie´ le roˆle des
pre´positions, adverbes, articles et autres conjonctions peut consulter l’annexe B.1.
1Cet exemple est une re´fe´rence a` la ce´le`bre phrase “Colorless green ideas sleep furiously” de Noam
Chomsky, et donne une bonne ide´e de la distinction entre syntaxe et se´mantique.
2L’analyse d’une question formule´e a` l’oral est pourtant aussi un aspect inte´ressant, notamment
pour des raisons d’accessibilite´.
3Des cate´gories tre`s spe´cifiques permettent une analyse syntaxique plus pre´cise, mais sont plus
difficiles a` attribuer sans ambigu¨ıte´. Ainsi il serait inte´ressant de savoir si un verbe est transitif* ou
non, mais cette information ne´cessite des connaissances lexicales importantes.
4La liste comple`te est disponible en annexe B.1.2.
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Mot Cate´gorie grammaticale Lemme
Qui pronom interrogatif pronom relatif qui
veut verbe transitif vouloir
noyer verbe transitif substantif noyer
son adjectif possessif substantif son
chien substantif adjectif chien
l’ article de´fini pronom object direct le
accuse verbe transitif accuser
de pre´position article partitif de
la article de´fini pronom object direct substantif le
rage substantif verbe intransitif rage
Fig. 3.1 – Cate´gories grammaticales possibles pour chacun des mots de la phrase “Qui
veut noyer son chien l’accuse de la rage”. Les cate´gories correctes sont indique´es en gras.
Les flexions* (voir plus bas) ne sont pas prises en compte (par exemple, “accuse” peut
eˆtre au subjonctif ou a` l’indicatif). Les diverses possibilite´s et le nom des cate´gories sont
issus du Tre´sor de la Langue Franc¸aise. A droite se trouvent les lemmes* dont de´rivent
les formes de la phrase.
Le proble`me qui se pose est que plusieurs cate´gories peuvent tre`s souvent convenir
a` une meˆme forme. En Franc¸ais, les formes ambigue¨s sont estime´es a` environ 25 % du
lexique, voire plus pour les mots les plus courants [63]. Nous illustrons ce proble`me a` la
figure 3.1 en montrant toutes les combinaisons de cate´gories possibles pour une simple
phrase.
L’e´tiquetage automatique des mots par leurs cate´gories est un proble`me bien connue´tiquetage
morpho-
syntaxique
et assez bien maˆıtrise´ pour l’e´crit des langues les plus e´tudie´es. Il consiste a` ge´rer les
ambigu¨ıte´s de´crites ci-dessus et a` attribuer (au besoin avec un taux de probabilite´) une
seule cate´gorie a` chaque mot du texte. Les techniques employe´es pour parvenir a` ce but
sont diverses, mais ont toutes pour principe commun l’utilisation du contexte de chaque
mot, c’est-a`-dire l’e´limination des combinaisons impossibles ou improbables. Ainsi, pour
les trois derniers mots de l’exemple de la figure 3.1, il est hautement improbable que
la combinaison “pre´position + article + verbe” soit la bonne, car elle ne correspond a`
aucun sche´ma de la langue.
Les me´thodes re´centes annoncent des pre´cisions supe´rieures a` 95 % pour les langues
europe´ennes. Des de´tails sur les diffe´rents algorithmes peuvent eˆtre trouve´s dans diffe´-
rents supports [175, chap. 5][119, chap. 8][151, chap. 10].
3.2.2 Les autres informations morphosyntaxiques
La plupart des e´tiqueteurs automatiques fournissent comme seul renseignement la
cate´gorie grammaticale. Il existe pourtant d’autres informations relatives a` la morpho-
logie.
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Lemme. Le lemme est la racine d’un mot, de´pouille´e des marques d’accord, de conju- lemme
gaison, de cas. C’est la forme qui se trouve en ge´ne´ral en entre´e du dictionnaire : en
Franc¸ais, le verbe a` l’infinitif, le substantif au masculin singulier. Toute analyse de type
se´mantique ne´cessite la connaissance de ce lemme.
Flexions. Les flexions sont les modifications ope´re´es sur le lemme pour distinguer les flexion
formes de conjugaison (personne, temps, mode, voix – flexion verbale) ou le genre, le
nombre et le cas (flexion nominale)1. Ces aspects sont illustre´s a` la figure 3.2. L’ope´-
ration qui consiste a` retrouver ces informations est la lemmatisation2. En Anglais, les lemmati-
sationflexions sont peu nombreuses, et il est aise´ de les retrouver a` partir du lemme et de la
cate´gorie grammaticale. En Franc¸ais, la taˆche est plus ardue. Le logiciel Flemm [169]
permet de retrouver les flexions d’un texte e´crit en Franc¸ais a` partir du re´sultat des




















Fig. 3.2 – Description morphosyntaxique d’un verbe et d’un nom (voir figure 3.1).
3.3 Syntaxe
Un enfant parle tre`s bien sa langue maternelle et pourtant il
ne saurait en e´crire la grammaire. [. . .] Le grammairien est
celui qui sait pourquoi et comment l’enfant connaˆıt la langue.
Umberto Eco, Apostille au Nom de la Rose.
A l’issue d’une analyse morphosyntaxique, les formes initiales pre´sentes dans un
e´nonce´ sont remplace´es par une liste ordonne´e d’e´le´ments contenant un certain nombre
d’informations, parmi lesquelles la cate´gorie grammaticale et, e´ventuellement, le lemme,
les flexions ou d’autres connaissances dont la pre´sence de´pend de l’application souhaite´e.
La syntaxe de´crit comment ces e´le´ments s’ordonnent pour cre´er des constituants, syntaxe
composant aux-meˆmes des phrases. De ce fait, on repre´sente souvent le re´sultat d’une
analyse syntaxique de fac¸on hie´rarchique.
3.3.1 Du mot a` la phrase
3.3.1.1 Constituants
En linguistique structurale, si l’on examine la construction d’une phrase du bas
(les mots) vers le haut (la phrase), les e´tapes interme´diaires constituent la formation
de constituants, ou syntagmes. Ces syntagmes sont qualifie´s par le type de l’e´le´ment syntagme
principal (la teˆte) : syntagmes nominaux, verbaux, adjectivaux, pre´positionnels, ad-
teˆte
1Les langues utilisant les flexions sont dites flexionnelles.
2Ce terme de lemmatisation est souvent employe´ pour signifier la racinisation (ou stemming) que
nous de´crivons a` la section 3.5.1. Il est pourtant important de distinguer les deux. En particulier, la






L’homme qui a vu l’ours
Le petit chaperon rouge
La fille de Minos et de Pasiphae´


sort de la foreˆt.
Fig. 3.3 – Substituabilite´ du syntagme (ici, un syntagme nominal, avec a` sa teˆte l’e´le´-
ment souligne´ – un nom ou un pronom qui remplace lui-meˆme un nom). Notons que
cette caracte´ristique est vraie pour des genres, nombres et cas identiques. Le sujet de
la phrase ne pourrait pas eˆtre remplace´ par “les loups” ou “lui”, qui sont pourtant
e´galement des syntagmes nominaux.
La filleNP de MinosNP et de Pasiphae´NP
PP
NP
Fig. 3.4 – Imbrication de syntagmes, avec NP = Noun Phrase (syntagme nominal) ;
PP = Prepositional Phrase (groupe pre´positionel).
verbiaux. Les e´le´ments autres que la teˆte sont des spe´cifieurs (de´terminants. . .), des
qualificateurs (adjectifs, adverbes. . .), des comple´ments (comple´ments du nom, propo-
sitions relatives. . .).
Il est important de remarquer que ce qui forme un constituant est de´pendant du
contexte [193], comme l’illustre l’exemple suivant, dans lequel “Franc¸ois et Se´gole`ne”
forme tantoˆt un syntagme a` part entie`re, tantoˆt des e´le´ments se´pare´s :
(3.5) Franc¸ois et Se´gole`ne forment un me´nage moderne .
(3.6) Les enfants sont garde´s par Franc¸ois et Se´gole`ne part en voyage .
Ainsi rechercher des types de syntagmes a` un niveau purement local sans se pre´oc-
cuper des autres types de construction possibles peut conduire a` des erreurs.
Par ailleurs, les syntagmes de meˆme type (nominal, verbal, etc.) ont la meˆme fonc-
tion dans la phrase que leur teˆte, et ils sont syntaxiquement substituables entre eux
(comme le montre la figure 3.3). Les syntagmes peuvent s’imbriquer les uns dans les
autres (figure 3.41), jusqu’a` former des propositions, unite´ supe´rieure constitue´e d’un
sujet, d’un verbe et d’e´ventuels comple´ments.
3.3.1.2 Phrases
Au niveau syntaxique, la phrase est l’unite´ pre´ponde´rante de l’analyse. Elle peut
eˆtre constitue´e d’une seule proposition mais admet e´galement la coordination (3.8) et
la subordination (3.9) des propositions :
racinisation n’aboutit pas obligatoirement a` des formes existant dans le lexique.
1Les abre´viations des constituants que nous donnons ici et que nous utiliserons tout au long du
me´moire sont les abre´viations anglaises, universellement utilise´es. Par exemple : VP pour Verbal Phrase
(syntagme verbal), S pour Sentence (phrase), etc. (voir l’annexe B.2.5).
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(3.7) Deux pigeons s’aimaient d’amour tendre .1
(3.8) Deux suˆrete´s valent mieux qu’une , et le trop en cela ne fut jamais perdu .1
(3.9) Vous savez que nul n’est prophe`te en son pays .1
Une succession de phrases forment le discours.
3.3.1.3 Les fonctions grammaticales
La fonction grammaticale est le roˆle syntaxique qu’occupe un composant par rapport fonction
grammati-
cale
a` un autre constituant. Elle de´pend surtout de la position physique des constituants.
Par exemple, sauf exception (voix passive, interrogation, etc.), le sujet d’un verbe est,
en Franc¸ais comme en Anglais, place´ avant lui. Les autres fonctions essentielles sont
l’objet et l’objet indirect, le comple´ment du nom. . . Les relations base´es sur une pre´po-
sition (“dans”, phrase 3.13) peuvent prendre le nom de celle-ci (en l’absence d’apport
se´mantique). Notons e´galement que pour la phrase 3.12, le sujet re´el a pris la place du
sujet grammatical (“le chaperon”) pour tenir compte de la voie passive.
(3.10) Le loup lorgne le petit chaperon rouge .
sujet objet
(3.11) Le petit chaperon rouge dit a` sa grand-me`re qu’elle a de grandes mains .
sujet obj. indirect
objet
(3.12) Le chaperon n’est pas alerte´ par les grandes dents de sa grand-me`re .
comple´ment du nom
sujetobjet
(3.13) Le chaperon finira dans le ventre du loup !
sujet dans
Il ne faut pas confondre les relations grammaticales avec les relations se´mantiques
(agent, be´ne´ficiaire, lieu) qui seront aborde´es plus loin2. Ces deux types de relations
sont lie´s, mais il n’existe pas de moyen unique de passer de l’une a` l’autre.
3.3.2 Les ambigu¨ıte´s syntaxiques
One morning I shot an elephant in my pajamas. How he got
into my pajamas I don’t know.
Groucho Marx, Animal Crackers.
“Parfaitement, dit le Major. Ma grand-me`re, qui est morte, y
avait un appartement et mon pe`re l’a conserve´.”
Le Bison n’entendant pas d’e muet a` la fin comprit qu’il s’agissait
de l’appartement et non de la grand-me`re.
Boris Vian, Les Remparts du Sud.
1Jean de la Fontaine.
2Section 3.4.2.2 page 66.
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Les ambigu¨ıte´s concernant la syntaxe d’un e´nonce´ peuvent avoir de nombreuses
causes. Celles-ci ont toutes pour re´sultat une de´duction errone´e de l’agencement des
mots dans la phrase. On peut classer les ambigu¨ıte´s syntaxiques selon les connaissances
ne´cessaires pour les re´soudre :
Connaissances pragmatiques du monde qui nous entoure ou, dans les exemples
suivants, du contexte (nous avons besoin de connaˆıtre les occupations re´centes de
Jean, qui peut venir du Marche´ aux Puces ou de Pekin) :
(3.14) a. Jean a rapporte´V erbe un vaseNP de ChinePP
b. Jean a rapporte´V erbe un vaseNP de ChinePP
NP → NP PP
VP → VP NP
Connaissances se´mantiques ajoute´es par exemple au lexique (ici, une tarte a des
ingre´dients et les pommes sont comestibles, ce qui n’est pas le cas des clients,
auxquels on vend des choses) :
(3.15) a. Jean vend V erbe une tarteNP aux pommesPP
b. Jean vend V erbe une tarteNP aux clientsPP
NP → NP PP
VP → VP PP
Connaissances syntaxiques comme par exemple les accords en genre et en nombre :
(3.16) a. un jusNom d’ orangesNom fraˆıchesAdj
b. un jusNom d’ orangesNom fraisAdj
Nom + Adj
Nom + Adj
(3.17) a. des tagsNom dans les banlieuesNom karche´rise´sAdj
b. des tagsNom dans les banlieuesNom karche´rise´esAdj
Nom + Adj
Nom + Adj
L’exemple suivant rend peut-eˆtre encore mieux compte de l’ampleur du proble`me :
le groupe “a` la rhubarbe”, qui s’attache bien entendu a` “la tarte”, peut eˆtre lie´ au
verbe “manger” pour deux raisons diffe´rentes : en tant que comple´ment d’object
indirect (comme dans “il a donne´ la tarte a` sa belle-me`re”), si l’on ignore que
“manger” n’a pas d’emploi transitif indirect, ou en tant qu’adverbial (comme
dans “il a mange´ la tarte a` la maison”).





En l’absence des connaissances pragmatiques, se´mantiques et/ou syntaxiques ne´ces-
saires (et aucun syste`me ne les posse`de toutes), une analyse pourra produire plusieurs
re´sultats pour un ensemble donne´ de re`gles.
Les cas les plus fre´quents d’ambigu¨ıte´s syntaxiques sont lie´s au rattachement des
groupes pre´positionnels et des propositions relatives. Ils peuvent tre`s vite mener a` des
centaines de constructions possibles, meˆme avec des phrases relativement courtes.
A titre d’expe´rience, nous avons soumis la phrase suivante : “We are searching
sections dealing with version management in articles containing a section about object
databases.”1 a` deux analyseurs gratuits disponibles en ligne, LinGO ERG [53]2 et Link
Grammar [216]3, parvenant a` respectivement 159 et 543 analyses possibles.
3.3.3 L’analyse syntaxique
De nombreux formalismes ont e´te´ propose´s pour l’analyse syntaxique ; ceux que
nous pre´sentons ici sont ceux qui ont une importance dans le travail de´crit dans la
seconde partie du me´moire.
3.3.3.1 L’analyse superficielle
L’analyse superficielle (ou partielle) [4] a pour but de reconnaˆıtre les syntagmes analyse su-
perficiellesimples, non re´cursifs, d’un e´nonce´, sans les lier les uns aux autres. Ainsi, les principaux
attachements responsables des ambigu¨ıte´s cite´es ci-dessus, comme les attachements pre´-
positionnels, ne sont pas traite´s (du moins dans un premier temps). L’ide´e est d’obtenir
des re´sultats certes moins riches, mais plus rapides et plus suˆrs. Elle est approprie´e
pour un certain nombre d’applications qui ne cherchent pas a` de´finir des de´pendances
pre´cises, comme par exemple la reconnaissance de syntagmes nominaux [30]. Cette ap-
proche s’oppose a` l’analyse profonde (ou comple`te), qui cherche a` regrouper chaque analyse
profondephrase dans une unique repre´sentation.
Voici un exemple d’analyse partielle, dans laquelle on regroupe les syntagmes no-
minaux, verbaux et pre´positionnels non re´cursifs. On peut e´galement reconnaˆıtre une
clause C, non ambigue¨, mais dans laquelle le PP n’est pas inclu.
(3.19) Les gendarmesNP interpellentV P un conducteurNP
C
en e´tat d’ivressePP
Un exemple d’analyseur superficiel efficace est Cass [5], qui consiste en une cascade Cass
d’automates a` e´tats finis. Chacun de ces automates repre´sente un niveau de recon-
naissance. Au niveau le plus bas, le niveau 0, l’entre´e est une suite de mots avec leur
cate´gorie grammaticale (sortie d’un analyseur morphosyntaxique comme TreeTagger).
L’automate de niveau 1 trouve toutes les se´quences du niveau 0 correspondant a` un
certain motif – par exemple, des syntagmes nominaux – et les re´duit a` des e´le´ments
simples portant un nouveau nom – par exemple, np. La sortie de cet automate devient
l’entre´e de l’automate suivant, et ainsi de suite.
1“Nous cherchons des sections traitant de la gestion des versions dans un article contenant une
section sur les bases de donne´es objet.” Cette phrase est inspire´e d’une requeˆte d’INEX 2004 (To-
pic. 130), avec uniquement des modifications de vocabulaire, car certains mots n’e´taient pas reconnus
par les analyseurs utilise´s.
2http://www.delph-in.net/erg/
3http://hyper.link.cs.cmu.edu/link/index.html
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:niveau0
verbe → aux past_part
np → art nom
:niveau1
pp → prep np
vp → verbe np
:niveau2
prop_rel → pro_rel vp
Fig. 3.5 – Cascade de re`gles d’automates a` e´tats finis.

















































Fig. 3.6 – Analyse superficielle en cascade.
La figure 3.5 propose une cascade de trois ensembles de re`gles simples, et la figure 3.6
illustre l’application de ces re`gles a` la phrase suivante :
(3.20) Le dessin d’un boa qui a avale´ un e´le´phant.
Notons que les e´le´ments utilise´s dans les re`gles, s’ils participent a` la cre´ation d’un
nouvel e´le´ment, ne sont plus accessibles au niveau suivant (par exemple, une re´fe´rence
a` un nom au niveau 1 serait inope´rante). Remarquons e´galement qu’un seul re´sultat est
fourni, les ambigu¨ıte´s n’e´tant pas prises en compte (le premier re´sultat trouve´, l’analyse
est interrompue).
3.3.3.2 Les grammaires hors-contexte
Une grammaire hors-contexte (ou CFG, pour context-free grammar) se composegrammaire
hors-
contexte
d’un ensemble de re`gles de la forme :
E → E1 . . . En
qui expriment le fait que la se´quence d’expressions {E1 . . . En} peut eˆtre remplace´e
(re´e´crite) par un nouvel identifiant unique E, en faisant abstraction des e´le´ments qui
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Re`gles Exemples
S → NP VP [Le loup]NP [sort de la foreˆt]V P
NP → Pronom il
NP → Nom Propre Paul
NP → Det Adj? Nom Adj? [Le]DET [petit]ADJ [chaperon]NOM [rouge]ADJ
NP → NP PP [La fille]NP [de Minos et de Pasiphae´]PP
VP → Verbe PP [sort]V erbe [de la foreˆt]PP
VP → Verbe NP [mange]V erbe [le chat]NP
PP → Prep NP [de]Prep [la foreˆt]NP
. . . → . . . . . .
Fig. 3.7 – Re`gles hors-contexte permettant d’obtenir les constructions vues a` la
figure 3.3. Avec S : sentence (phrase) ; NP : noun phrase (syntagme nominal) ; VP :
verbal phrase (syntagme verbal) ; PP : prepositional phrase (syntagme pre´positionnel) ;
Det : de´terminant ; Adj : adjectif ; Prep : pre´position. Le point d’interrogation ’? ’ si-


















Fig. 3.8 – Arbre syntaxique de la phrase “Le loup sort de la foreˆt”, repre´sentant l’ap-
plication de certaines re`gles propose´es a` la figure 3.7.
l’entourent. L’application de ces re`gles, illustre´es a` la figure 3.7 par des regroupements
de constituants linguistiques, est souvent repre´sente´e de fac¸on arborescente, comme le
montre la figure 3.8.
Les CFG permettent de refle´ter les aspects hie´rarchiques des constructions gram-
maticales par l’imbrication des constituants et la re´cursivite´ des re`gles.
Comme nous le verrons dans les sections suivantes, de telles grammaires provoquent
vite une combinatoire e´leve´e. Par ailleurs, utilise´es telles quelles, elles ne fournissent que
peu d’informations sur la structure de la phrase, puisqu’elles ne donnent pas la nature
des relations qui lient les constituants les uns aux autres.
Plusieurs strate´gies d’analyse existent pour traiter des grammaires hors-contexte,
de fac¸on descendante ou ascendante d’une part, en profondeur ou en largeur d’autre
part. La description, les avantages et les inconve´nients de chaque possibilite´ sont de´crits
par exemple par Gardent et Baschung [85, chap. 2].
3.3.3.3 L’analyse en de´pendance
L’analyse syntaxique en de´pendance diffe`re surtout de l’analyse en constituants analyse en
de´pendance(comme les re`gles hors-contexte) par le mode de repre´sentation. Les deux approches
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Fig. 3.10 – Analyse syntaxique avec la Link Grammar.
n’ont pas de diffe´rence au niveau de leur couverture ou de leur expressivite´.
L’ide´e est de relier des mots, et non plus des constituants, en de´finissant pour
chaque cate´gorie une liste (avec contraintes) d’autres cate´gories susceptibles de lui eˆtre
attache´es. Puis l’analyseur se charge de mettre en place les liens.
Un exemple de grammaire de de´pendance est la Link Grammar [216]. Son fonction-
nement est rapidement illustre´ aux figures 3.9 (de´finition du lexique et des contraintes
d’attachement) et 3.10 (application). Notons que les liens ne doivent pas se croiser.
3.3.3.4 Les traits
Les grammaires de´crites jusqu’a` pre´sent ne suffisent absolument pas a` capturer
de fac¸on utile le langage naturel. La premie`re raison est qu’il existe de nombreuses
restrictions lors du regroupement des mots en constituants. Par exemple, “*le fille”
ou “*les loup” ne sont pas corrects car les accords en genre et en nombre ne sont
pas respecte´s. La seconde raison est que l’on ne souhaite pas seulement reconnaˆıtre
des constructions, mais aussi en extraire des informations linguistiques, permettant
d’effectuer une analyse adapte´e a` l’application mise en œuvre.
Ces deux proble`mes peuvent trouver leur re´ponse avec l’ajout de traits, des pairestraits
d’attributs/valeurs attache´es aux entre´es lexicales et/ou aux constituants forme´s durant
l’analyse. Par exemple, ajouter a` certaines entre´es du lexique (de´terminants, noms,
verbes) des traits “genre” et “nombre”, prenant respectivement les valeurs masculin
ou fe´minin d’une part, singulier ou pluriel d’autre part, permet de proposer, la re`gle
hors-contexte augmente´e suivante :
NP → Det Nom












Ainsi, seuls les syntagmes nominaux accorde´s sont accepte´s par la grammaire, et
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s --> np, vp. nom --> [fore^t].
np --> det, nom. verbe --> [sort].
vp --> verbe, pp. prep --> [de].
pp --> prep, np. det --> [le].
nom --> [loup]. det --> [la].
Fig. 3.11 – Exemple de re`gles de grammaire a` clauses de´finies.
l’information du genre et du nombre est propage´e pour la suite de l’analyse.
Un autre exemple inte´ressant est la forme et la sous-cate´gorisation des verbes. Ainsi
l’information qu’un verbe est a` l’impe´ratif permettra d’empeˆcher qu’on lui attache un
sujet. La connaissance de la valence d’un verbe (transitivite´* ou pas) e´vitera certaines
ambigu¨ıte´s1.
Les traits peuvent eˆtre utilise´s a` tous les niveaux (phonologique, morphologique,
syntaxique, se´mantique, pragmatique), et il est possible d’ajouter toutes sortes de traits
ne´cessaires a` une application donne´e.
3.3.3.5 Les grammaires a` clauses de´finies
Les grammaires a` clauses de´finies (ou DCG, pour Definite Clause Grammars) sont grammaire
a` clauses
de´finies
des programmes e´crits dans le langage Prolog2 qui imple´mentent directement les gram-
maires hors-contexte, de la fac¸on simple indique´e par le code de la figure 3.11. La strate´-
gie “impose´e” par le fonctionnement de Prolog est l’analyse descendante en profondeur,
de gauche a` droite.
Les DCG ont l’avantage de permettre l’extension des grammaires, par l’ajout d’in-
formations syntaxiques, se´mantiques ou autres, ve´hicule´es par chaque constituant. Il
est ainsi possible de de´passer le stade de la reconnaissance simple de constructions et,
en utilisant les traits* juge´s ne´cessaires, de transmettre tout type d’indications pendant
l’analyse. Celles-ci peuvent servir a` e´difier une interpre´tation se´mantique, des relations
grammaticales ou toute autre repre´sentation utile, mais aussi a` ope´rer une analyse plus
fine des e´nonce´s.
Ainsi, on peut mode´liser les contraintes de genre et de nombre, comme le fait la
nouvelle grammaire de la figure 3.12, qui permet de ge´rer certaines classes d’ambigu¨ıte´s
syntaxiques de´crites a` la section 3.3.2 (exemples 3.16 et 3.17, page 54). Le caracte`re ’_’
indique que la variable n’est pas de´finie ou pas utilise´e. Ce nouvel ensemble de re`gles a
deux avantages :
– Il rejette les syntagmes incorrects comme“*une jus”, car le de´terminant et le nom
ne partagent pas le meˆme nombre.
– Il attache sans ambigu¨ıte´ les adjectifs “fraˆıches” aux “oranges” dans “un jus
d’oranges fraˆıches”, et “frais” au “jus” dans “un jus d’oranges frais”. En effet,
pour le premier NP, le syntagme “un jus d’oranges”, dont la teˆte* est “jus”, est au
masculin singulier, tandis que “fraˆıches” est au fe´minin pluriel. L’attachement de
“fraˆıches” a` “jus” est donc impossible. Le second NP est traite´ de la meˆme fac¸on.
1Par exemple, “clients” peut eˆtre attache´ a` “vend” dans “Marie vend une tarte aux clients”, car
“vendre” est transitif indirect*, mais“pommes” sera sans ambigu¨ıte´ attache´ a`“tarte”dans“Marie cuisine
une tarte aux pommes”, car “cuisine” n’admet pas d’objet indirect.
2Prolog est un langage de programmation logique dont un aperc¸u rapide et clair est donne´ par
Blackburn et Bos [27, annexe D]. Les bases essentielles a` la compre´hension seront pre´cise´es au fur et a`
mesure du texte.
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np(Nombre, Genre) --> nom(Nombre, Genre), adj(Nombre, Genre).
np(Nombre, Genre) --> nom(Nombre, Genre), prep, np(_, _).
np(Nombre, Genre) --> det(Nombre, Genre), nom(Nombre, Genre).
np(Nombre, Genre) --> nom(Nombre, Genre).
nom(sing, masc) --> [jus].
nom(plur, fem) --> [oranges].
adj(sing, masc) --> [frais].
adj(plur, fem) --> [fraı^ches].
det(sing, masc) --> [un].
det(sing, fem) --> [une].
prep --> [d’].
Fig. 3.12 – Exemple de re`gles e´tendues de grammaire a` clauses de´finies.
s(Sem) --> np(NP), vp(VP), {append(NP, VP, Sem)}.
np([Nom]) --> det, nom(Nom).
vp([Verbe | PP]) --> verbe(Verbe), pp(PP).







Fig. 3.13 – Exemple de re`gles e´tendues de grammaire a` clauses de´finies.
Un autre exemple permet de faire quelques pas dans la se´mantique, avec l’enrichis-
sement de la figure 3.11 par des pre´dicats contenant des informations lexicales se´man-
tiques, comme l’illustre la figure 3.13. Pre´cisons qu’en Prolog, les variables commencent
par une majuscule, les constantes et les pre´dicats par une minuscule. Les crochets ’[’
et ’]’ repre´sentent une liste, et [E | Rest] est une liste commenc¸ant par l’e´le´ment
E et continuant par les e´le´ments de la liste Rest. Enfin, le pre´dicat append(A, B, C)
permet de concate´ner la liste A et la liste B pour obtenir la liste C. Dans la syntaxe
des grammaires a` clauses de´finies, les instructions Prolog spe´cifiques sont inse´re´es entre
accolades (voir le pre´dicat s).
L’application de ces re`gles est illustre´e a` la figure 3.14.
3.3.3.6 Les formalismes plus e´volue´s
De nombreux formalismes de grammaire bien plus e´volue´s, mais aussi bien plus
complexes, que ceux que nous avons e´voque´s ici, ont e´te´ de´veloppe´s durant les der-
nie`res de´cennies. Les grammaires a` traits comme GPSG (Generalized Phrase Structure
Grammar [1, chap. 2]) ou LFG (Lexical Functional Grammar [1, chap. 1]) ou les gram-
maires d’unification comme FUG (Functional Unification Grammar [124]) ou surtout
HPSG (Head-driven Phrase Structure Grammar [1, chap. 3][26]), sont des the´ories lin-
guistiques a` part entie`re, articulant souvent le lexique, la syntaxe et la se´mantique dans
une meˆme repre´sentation.
Les applications personnelles de l’analyse syntaxique que nous proposons de de´crire
dans la suite de ce me´moire ne ne´cessitent pas la mise en œuvre de telles grammaires,
et ce d’autant moins que leur complexite´ pose des proble`mes de robustesse. Nous ne
nous e´tendrons donc pas sur ce sujet.
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s([animal:loup, mouvement:sortir, lieu:fore^t])

















Fig. 3.14 – Propagation des informations par la DCG de la figure 3.13.
3.4 Se´mantique
Les applications des analyses se´mantiques sont diverses et plus ou moins ambi-
tieuses. Un apport se´mantique peut servir a` re´duire les ambigu¨ıte´s syntaxiques, a` mieux
cibler des concepts (par exemple en recherche d’information), mais sa finalite´ globale est
de repre´senter formellement1 l’information ve´hicule´e par un e´nonce´ et e´ventuellement
d’en infe´rer de nouvelles connaissances ou une re´ponse a` la question pose´e (si l’e´nonce´
est une question).
Nous abordons tout d’abord la se´mantique grammaticale, qui s’attache a` construire
le sens de l’e´nonce´ global, puis a` la se´mantique lexicale, qui e´tudie la contribution des
mots a` ce sens et toutes les ambigu¨ıte´s qu’ils provoquent.
3.4.1 La repre´sentation du sens
Nous de´crivons ici comment il est possible de symboliser le sens d’un e´nonce´ par
une repre´sentation logique, a` l’aide de pre´dicats.
D’autres formalismes ont e´te´ propose´s (voir de courts exemples a` la figure 3.15),
que nous ne traiterons pas, notamment les re´seaux se´mantiques ­, les de´pendances
conceptuelles ® et les repre´sentations par cadres (frames ¯).
3.4.1.1 La repre´sentation logique
La formule logique (exemple ¬ de la figure 3.15), graˆce a` un langage formel connu,
posse´dant une syntaxe simple et de´nue´e d’ambigu¨ıte´, offre la possibilite´ :
– de repre´senter un e´nonce´ :
(3.21) Je ne te hais point.
∃x∃y locuteur(x) ∧ auditeur(y) ∧ ¬ha¨ır(x, y)
– d’attribuer des valeurs de ve´rite´ binaires a` une expression donne´e :
1Les mots sont importants, il s’agit bien entendu d’une repre´sentation et non pas d’une compre´-
hension, et son caracte`re formel s’oppose par essence au fait que les langues ne le sont pas, ou qu’au
moins les auteurs ne les traitent pas de fac¸on formelle [66].
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® ⇑ posse´de´-par Posse´de´ : Voiture ¯
Locuteur Possesseur : Locuteur
Fig. 3.15 – Diffe´rentes repre´sentations se´mantiques de la phrase “J’ai une voiture”
(d’apre`s Jurafsky et Martin [119, chap. 14]).
(3.22) empereur(Napole´on) est vrai ssi Napole´on est empereur.
– de raisonner sur des connaissances et des e´nonce´s :
(3.23) si ∀x(homme(x)⇒ mortel(x))
et homme(Socrate)
alors mortel(Socrate)
Mais la logique des pre´dicats du premier ordre est loin de pouvoir traiter tous les
phe´nome`nes des e´nonce´s en langage naturel, dont le sens ne se limite pas a` leur seule
valeur de ve´rite´. En particulier :
– La logique ge`re sans e´tat d’aˆme certaines subtilite´s du langage :
(3.24) Je suis en Espagne. ; ∃x locuteur(x) ∧ est situe´(x,Espagne)
(3.25) C’est en Espagne que je suis. ; ∃x locuteur(x) ∧ est situe´(x,Espagne)
– Seules les propositions auxquelles on peut attribuer aise´ment une valeur de ve´-
rite´ sont repre´sentables. Il est par exemple difficile de formaliser la modalite´
(“Il est possible/probable/ne´cessaire que. . .”) ou les souhaits (“J’espe`re que vous
viendrez”).
– Cette formalisation ne distingue pas la valeur linguistique de la valeur logique, et
ne rejette pas les e´nonce´s vrais mais absurbes (Les Pyramides sont en Egypte et
cet immeuble a 5 e´tages.1).
Ces diffe´rents phe´nome`nes n’ayant que peu de re´percussions sur le travail que nous
de´crivons dans la seconde partie de ce me´moire, nous ne nous attarderons pas sur les
moyens de les prendre en compte.
3.4.1.2 Un exemple de repre´sentation, la DRT
Dans la The´orie de Repre´sentation du Discours (ou DRT pour Discourse Repre-DRT
sentation Theory [121]), le sens des e´nonce´s est repre´sente´ par des Structures de Re-
pre´sentation du Discours (DRS). Une DRS est une paire compose´e d’un ensemble deDRS
re´fe´rents de discours et d’un ensemble de contraintes, ou de conditions, sur ces re´fe´-
re´fe´rent
1Meˆme si la frontie`re entre une phrase absurde et une phrase qui fait du sens est mince et de´pend
































Fig. 3.17 – Exemple d’imbrication de DRS.
rents. Cette structure est ge´ne´ralement pre´sente´e a` l’aide de “boˆıtes” a` deux e´tages. Une
DRS s’enrichit a` chaque nouvel e´nonce´, comme le montre la figure 3.16.
Les conditions de la DRS peuvent contenir des pre´dicats, mais aussi d’autres DRS,
e´ventuellement lie´es par des ope´rateurs ¬, ∨, ⇒, comme en logique classique (voir
figure 3.17). En revanche, les quantificateurs ne sont pas ne´cessaires, ils sont exprime´s
par les “boˆıtes”.
De´finie ainsi, une telle structure est e´quivalente a` des expressions logiques tradition-
nelles. Pourtant, la DRT permet de ge´rer de fac¸on e´le´gante la ne´gation, la porte´e des
quantificateurs et les phe´nome`nes de re´fe´rences comme les anaphores* ou les ellipses*
(voir la section 3.4.3).
Chaque terme du lexique peut eˆtre associe´ a` une repre´sentation DRS de base, selon
sa cate´gorie grammaticale. Ceci permet d’adapter la DRT a` de nombreuses strate´gies
d’analyse se´mantique (voir plus loin – section 3.4.2) [27, vol. II, chap. 2].
3.4.1.3 Les e´ve´nements
L’utilisation de pre´dicats uniques pour repre´senter les e´ve´nements (et plus ge´ne´-
ralement les verbes) et les e´le´ments qui y sont rattache´s pose un certain nombre de
proble`mes the´oriques et pratiques pour la de´termination des roˆles the´matiques. Dans roˆle
the´matiquenotre exemple 3.21, “ha¨ır” e´tant un verbe transitif, un pre´dicat binaire (agent + the`me)
a e´te´ utilise´. Cette approche trouve tre`s vite ses limites. Prenons l’exemple du verbe
transitif “manger”, qui peut eˆtre utilise´ dans les conditions suivantes [119, chap. 14] :
(3.26) a. J’ai mange´. (emploi intransitif)
b. J’ai mange´ un sandwich .
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c. J’ai mange´ un sandwich dans mon bureau .
d. J’ai mange´ un sandwich avec les doigts .
e. J’ai mange´ un sandwich dans mon bureau pour le dˆıner .
f. . . .
Utiliser un pre´dicat manger(x, y) ne suffit bien suˆr pas. Une autre possibilite´ serait
d’utiliser un pre´dicat contenant l’ensemble des roˆles possibles (manger(v,w, x, y, z)
pour le sujet, le the`me (l’objet), le lieu, la manie`re, le moment), mais c’est a` la fois trop
riche (les variables resteront la plupart du temps non instancie´es) et trop limitant (on
peut manger “avec les doigts et avec de´gouˆt” ou “pour le dˆıner a` 20h30”, etc.).
La solution la plus re´aliste est de repre´senter les e´ve´nements comme des objets, au
meˆme titre que les noms, et de multiplier les pre´dicats. C’est le principe de la re´ification.re´ification
L’action de manger introduit donc la clause ∃m manger(m) ou ∃m evt(m,manger),
puis chaque nouveau syntagme se rattachant au verbe provoque l’insertion d’un nouveau
pre´dicat :
(3.27) J’ai mange´ un sandwich dans mon bureau pour le dˆıner .
∃m ∃s ∃b ∃d manger(m) ∧ sandwich(s) ∧ bureau(b) ∧ dˆıner(d)
∧ agent(m, speaker) ∧ the`me(m, s) ∧ lieu(m, b) ∧ temps(m,d)
3.4.2 L’analyse se´mantique
L’analyse se´mantique a pour but d’associer a` une se´quence de mots une repre´senta-
tion interne de son sens. Le formalisme choisi, le niveau de de´tails, la caracte`re complet
ou partiel de l’analyse, les constructions reconnues, de´pendent de l’utilisation que l’on
souhaite faire du re´sultat et des connaissances actuelles en la matie`re.
Nous pre´sentons ici quatre me´thodes diffe´rentes d’analyse se´mantique : l’analyse
profonde, dont le but est d’obtenir une repre´sentation logique comple`te de l’e´nonce´ ;
l’interpre´tation se´mantique des relations grammaticales, qui s’appuie, comme la pre-
mie`re, sur une analyse syntaxique totale ; les grammaires se´mantiques, qui mode´lisent
des domaines tre`s spe´cifiques ; et les patrons se´mantiques, qui de´tectent des informa-
tions pre´de´finies dans un texte.
3.4.2.1 L’analyse profonde par compositionnalite´
De nombreuses me´thodes d’analyse s’inspirent fortement du principe de composi-
tionnalite´ [114] et de la grammaire de Montague [173, 122], qui permettent d’associer
l’e´laboration du sens d’une phrase aux re`gles syntaxiques qui la re´gissent. Ainsi le sens
d’un constituant est la composition des sens des e´le´ments qu’il contient. Cette progres-
sion de bas en haut est illustre´e par la figure 3.18 1.
On voit que cette fac¸on de proce´der semble assez puissante, mais pose un certain
nombre de difficulte´s pratiques.
La premie`re re´side dans la ne´cessite´ de faire correspondre les variables introduites
par certaines cate´gories (dans notre exemple, x et y, par les articles) a` des positions
dans les pre´dicats ge´ne´re´s par d’autres e´le´ments (principalement les noms et les verbes –
manger(x, y) ou manger(y, x) ?).
1Une illustration de la construction d’une DRS est e´galement donne´e pour l’exemple a` la figure 3.19.
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a. Un chat mange une souris.
































































Fig. 3.19 – Construction d’une structure de repre´sentation du discours (DRS).
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De plus, une meˆme re`gle syntaxique ne doit donner lieu qu’a` un seul type de compor-
tement se´mantique, sous peine de devoir multipler les re`gles redondantes [27, chap. 2].
On voit par exemple que les deux phrases “Un chat mange une souris” et “Tom mange
Jerry” sont se´mantiquement assez proches1. Pourtant les repre´sentations finales et la
fac¸on d’y parvenir pre´sentent des diffe´rences notables. Dans le cas des noms propres
(3.18.b), il suffit d’inse´rer la repre´sentation de “Jerry” en seconde position du pre´di-
cat manger pour obtenir le syntagme verbal (VP). Reprendre cette me´thode en 3.18.a
conduirait a` la formule regrettable manger(?,∃y souris(y)). Il est cependant impen-
sable d’associer des actions se´mantiques diffe´rentes selon la“provenance”du constituant
a` chaque niveau syntaxique. On perdrait tout l’inte´reˆt du regroupement en constituants
substituables entre eux.
Enfin, les repre´sentations interme´diaires (VP, NP. . .) sont incomple`tes, c’est-a`-dire
que certaines variables sont encore a` instancier (point d’interrogation dans les figures).
Un autre enjeu est donc de parvenir a` marquer et ge´rer l’information manquante.
L’introduction du lambda-calcul (λ-calcul) fournit un formalisme capable de re´-
pondre a` ces proble`mes. Ce formalisme est e´le´gant et puissant, ses bases the´oriques
sont fortes et se´duisantes pour les chercheurs inte´resse´s par la se´mantique formelle.
Mais pour la conception de syste`mes ope´rationnels dont la finalite´ n’est pas la repre´-
sentation formelle des e´nonce´s, sa mise en œuvre est complexe et peu robuste face a` des
entre´es grammaticalement imparfaites. L’annexe B.3 fournit quelques de´tails concer-
nant cette approche. Les paragraphes suivants abordent d’autres types de techniques
d’interpre´tation se´mantique oriente´es vers des domaines et/ou des applications parti-
culie`res.
3.4.2.2 L’interpre´tation se´mantique des relations grammaticales
Les relations grammaticales2 s’opposent aux relations se´mantiques par le fait qu’ellesrelations
grammati-
cales
n’attribuent pas de roˆles the´matiques aux divers e´le´ments, mais se contentent de four-
roˆle
the´matique
nir les liens syntaxiques. Les exemples suivants illustrent les relations grammaticales
(3.28.a) et les roˆles the´matiques (3.28.b) liant les constituants d’un meˆme discours.








L’obtention des roˆles the´matiques dans le cas ge´ne´ral ne´cessite des connaissances
lexicales e´volue´es (ici, la vente est une action qui conduit a` un changement de possesseur
d’un objet et a` un changement inverse de possesseur d’argent ; le verbe“partir” implique
un passage d’un lieu a` un autre). L’ide´e est donc de mettre en place un certain nombre de
re`gles spe´cifiques a` l’application voulue, transformant certains roˆles syntaxiques pre´cis
en roˆles se´mantiques, et permettant d’obtenir les relations souhaite´es tout en laissant
de coˆte´ les constructions sans inte´reˆt.
Le principe de conversion est relativement simple. Ainsi, les quelques re`gles de
la figure 3.20 permettent de traduire la repre´sentation a en introduisant les roˆles de
1Meˆme si quelques connaissances pragmatiques supple´mentaires permettent de conclure que la
seconde est impossible !
2Voir la section 3.3.1.3, page 53.
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sujet (verbe vente) → agent
objet (verbe vente) → the`me
objet indirect (verbe vente) → possesseur final
sujet (verbe mouvement) → agent
pour (verbe mouvement) → lieu final
Fig. 3.20 – Quelques re`gles d’interpre´tation des relations grammaticales.
requeˆte vol → vol
requeˆte prix → ”Combien couˆte” vol ”?”
requeˆte heure de´part → ”A quelle heure” verbe de´part vol ”?”
vol → (”le” | ”un”) ”vol” provenance destination
vol → ville (”-” | ”/”) ville
destination → (”`a” | ”vers” | ”pour”) ville
verbe de´part → (”partir” | ”de´coller”)
provenance → (”`a partir”)? ”de” ville
ville → ”Saint-Etienne” | ”Toulouse” | ”Nice” |
”Brisbane” | ”Bujumbura” | ”Tokyo” . . .
Fig. 3.21 – Exemple de grammaire se´mantique.
l’exemple b. Mais les re`gles de correspondance peuvent eˆtre bien plus complexes si
ne´cessaire.
Utiliser le re´sultat d’une analyse syntaxique permet de s’affranchir des ale´as de la
construction des phrases et d’utiliser des structures de´ja` formalise´es et moins ambigue¨s ;
on peut alors convertir les relations grammaticales en relations se´mantiques, de la fac¸on
souhaite´e, avec le niveau de finesse souhaite´.
3.4.2.3 Les grammaires se´mantiques
Lorsque les besoins se´mantiques de l’application que l’on met en œuvre sont limite´s
et clairement de´finis, les grammaires se´mantiques de Burton permettent de de´finir des grammaires
se´man-
tiques
re`gles tre`s spe´cifiques, en mettant de coˆte´ des constructions moins utiles [29].
Les de´limitations utilise´es par l’analyseur ne sont plus celles des grammaires clas-
siques (syntaxiques), comme les cate´gories grammaticales ou les syntagmes divers, mais
des classes conc¸ues autour d’un domaine particulier et d’une taˆche pre´cise.
Ainsi l’exemple classique de la base de donne´es d’une compagnie ae´rienne est typique
des besoins que peut couvrir une grammaire se´mantique. La figure 3.21 propose une
grammaire simple permettant d’analyser (entre autres) les requeˆtes suivantes :
(3.29) a. Combien couˆte un vol de Saint-Etienne a` Nice ? (→ requeˆte prix)
b. A quelle heure de´colle le Tokyo-Toulouse ? (→ requeˆte heure de´part)
c. Saint-Etienne/Toulouse (→ requeˆte vol)
Les mots “Saint-Etienne”, “Toulouse”, etc. ne sont pas des noms propres mais de
noms de ville, la construction “pour Saint-Etienne” n’est plus un syntagme pre´posi-
tionnel, mais une destination.
De cette fac¸on, ces grammaires combinent les aspects syntaxiques et se´mantiques,
ainsi que les particularite´s de l’application, dans un meˆme cadre. Elles permettent de
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se focaliser sur les informations ne´cessaires, et de produire une repre´sentation ad hoc
de l’e´nonce´ selon le but recherche´ par la suite, ce qui rend ge´ne´ralement inutile tout
autre traitement linguistique.
3.4.2.4 Les patrons se´mantiques
La technique des patrons se´mantiques (ou correspondance de re´gions, ou surtouttemplate
matching template matching) utilise ge´ne´ralement une analyse syntaxique de surface* pour recon-
naˆıtre les groupes nominaux et verbaux de base (sans comple´ments), avant de de´tecter
de simples se´quences de termes pre´de´finies, permettant de remplir les champs de cadres
eux aussi pre´de´finis. Cette approche est particulie`rement approprie´e aux applications
d’extraction d’informations concernant un domaine de´limite´ a` l’avance. La figure 3.22
donne un exemple complet d’interpre´tation se´mantique par ce moyen, avec la phrase
suivante :
(3.30) La Finlande a battu le Canada 2 a` 0 lors d’un match du premier tour du tournoi
masculin de hockey sur glace.
Il est important de remarquer que cette approche de permet pas de traiter des
constructions non re´pertorie´es, mais qu’elle est robuste malgre´ cela. Ainsi on peut
imaginer qu’un service de messagerie en ligne, proposant de la publicite´ cible´e, pourra
analyser les messages de Lionel indiquant qu’il part pour l’ˆıle de Re´ (voir l’exemple 3.28)
et, a` l’aide de quelques patrons sugge´re´s par son client (agence de voyage), de´tecter
l’information inte´ressante au milieu d’un message traitant de divers autres sujets, et
proposer a` l’inte´resse´ des billets pour l’ˆıle de Re´.
3.4.3 Les ambigu¨ıte´s se´mantiques
Si le lait cru ne convient pas a` votre be´be´,
faites-le bouillir.
Otto Jespersen [116].1
Il y a une pile de matie`res inflammables pre`s de votre
voiture. Il faudra vous en de´barasser.
Georges Burns And Gracie Allen, se´rie Ame´ricaine.2
Les ambigu¨ıte´s se´mantiques au niveau grammatical3 sont en ge´ne´ral des proble`mes
d’attribution de relations implicites (qui ne sont indique´es par des mots particuliers)
entre constituants.
Chacun de ces proble`mes est l’objet de nombreuses recherches, s’e´tendant souvent
sur le plan pragmatique. Nous citons ici quelques-uns des plus fre´quents.
3.4.3.1 L’anaphore
L’anaphore consiste a` reprendre un segment du discours ante´rieur par un autre e´le´-
ment grammatical, pour e´viter la re´pe´tition. Ces re´fe´rences sont tre`s difficiles a` repe´rer
(a` re´soudre) automatiquement. Les cas les plus fre´quents sont les anaphores pronomi-
nales dans lesquelles un pronom est utilise´ pour remplacer un groupe nominal. Leur
1“If the baby does not thrive on raw milk, boil it.”, cite´ par Jerry Hobbs [109].
2“There’s a pile of inflammable trash next to your car. You’ll have to get rid of it.”, cite´ par Jerry
Hobbs [109].















e´quipe1 battre2 e´quipe3 → match→e´quipe1 = 1
→ match→e´quipe2 = 3
→ match→vainqueur = 1
nombre1 a`2 nombre3 → match→score = 1-3
sport1 → sport = 1




hockey sur glace → sport
. . . → . . .
Entre´e :
La Finlande a battu le Canada︸ ︷︷ ︸ 2 a` 0︸ ︷︷ ︸ lors d’ un match











sport : hockey sur glace
lieu : ?
Fig. 3.22 – Patrons se´mantiques (template matching).
re´solution peut eˆtre simple quand il n’existe pas d’ambigu¨ıte´ (exemple 3.31), mais se





































Outre les anaphores pronominales, de nombreuses combinaisons de re´fe´rences sont
possibles, comme l’utilisation d’adjectifs possessifs (exemple 3.35) ou de constituants








serrure devait eˆtre mal ferme´e.
(3.36) Le gorille
1




avait une ide´e derrie`re
la teˆte.





Les proce´de´s de re´solution automatique des pronoms recourent souvent a` de lare´solution
des
pronoms
connaissance du monde [213]. Les deux familles de me´thodes purement se´mantiques
(sans connaissance extra-linguistique) les plus populaires en ce qui concerne les re´fe´-
rences a` des groupes nominaux (cas le plus simple) sont l’algorithme na¨ıf propose´e par
Hobbs [109] et la me´thode des focus de Sidner [213]1. Le premier sugge`re que le meilleur
constituant candidat lors de l’occurrence d’un pronom est le dernier NP de la phrase
courante ou, a` de´faut, le premier NP des phrases pre´ce´dentes. La seconde distingue le
focus acteur, l’e´le´ment jouant un roˆle actif a` un moment donne´ du discours, et le focusfocus
du discours, l’e´le´ment le plus important a` un moment donne´ du discours. Le premier
est ge´ne´ralement le dernier constituant ayant eu le roˆle d’agent dans la phrase, tandis
que le second est choisi parmi les e´le´ments non agents. Un pronom en position d’agent
se re´fe`rera au focus acteur, un pronom dans une autre position sera lie´ au focus du
discours.
Ces deux approches sont illustre´es a` la figure 3.23 avec trois phrases pour lesquelles
elles donnent des re´sultats diffe´rents, notamment l’exemple propose´ par Hobbs [109] :
(3.38) The castle in Camelot remained the residence of the king until 536 when he
moved it to London.2
3.4.3.2 L’ellipse
Un autre moyen de faire re´fe´rence a` un e´le´ment introduit au pre´alable en e´vitant la
re´pe´tition est de pratiquer l’ellipse. Il s’agit d’omettre de cet e´le´ment dans une construc-
tion qui aurait duˆ le contenir. On peut appliquer l’ellipse a` toutes sortes de constituants :
(3.39) a. Les Ste´phanois portent des e´charpes vertes et les Toulousains pre´fe`rent
les rouges et noires.
b. Les Ste´phanois aiment le football et les Toulousains le rugby.
c. Les Ste´phanois de´testent les Parisiens et les Toulousains aussi.
Si ces exemples sont des formes absolument correctes de la langue franc¸aise, les
ellipses sont surtout utilise´es dans le dialogue de fac¸on plus informelle, pour revenir sur
des the`mes de´ja` aborde´s :
1D’autres the´ories permettent de re´duire les candidats possibles par des restrictions se´mantiques
simples, sans conclure.
2“Le chateau de Camelot demeura la re´sidence du roi jusqu’a` 536, lorsqu’il la de´plac¸a a` Londres.”
Nous avons conserve´ la version anglaise car la traduction n’offre aucune ambigu¨ıte´ graˆce a` la flexion











. Sa femme lui en voulut longtemps.
The castle of Camelot
focus acteur
remained the residence of the king
focus discours







Fig. 3.23 – Re´solution des pronoms, algorithme na¨ıf et me´thode des focus.
(3.40) – Je pre´fe`re aller au cine´ma, et toi ? – Au the´aˆtre.
Les concepteurs de syste`mes de dialogue pour l’interrogation des bases de donne´es
ont tout particulie`rement travaille´ sur ce type de constructions, pour permettre des
dialogues du type [106] :
(3.41) – Quelle est la taille du [navire] Santa Inez ?
– 127 me`tres.
– Du navire nucle´aire le plus rapide ?
Deux approches pour re´soudre les ellipses sont utilise´es. La premie`re conside`re que
la syntaxe de la phrase contenant une ellipse correspond (phe´nome`ne de l’ellipse mis a`
part) a` celle de la phrase pre´ce´dente [9, chap. 14]. Le“trou”provoque´ par l’ellipse trouve
ainsi sa correspondance. L’autre approche est celle de la proximite´ se´mantique (avec la
me´thode des grammaires se´mantiques vues a` la section 3.4.2.3). Ainsi dans l’exemple
pre´ce´dent, les deux suites de mots “du Santa Inez” et “Du navire nucle´aire le plus
rapide” sont regroupe´es dans la meˆme cate´gorie (bateau). On en de´duira que le reste
de la premie`re question (“Quelle est la taille du”) doit eˆtre ajoute´ a` la seconde [106].
3.4.3.3 La porte´e des quantificateurs
Ce proble`me concerne l’ambigu¨ıte´ parfois provoque´e par l’introduction de quantifi-
cateurs (tous, chaque, un) dont la porte´e est incertaine, parfois meˆme pour l’humain
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qui lit la phrase. Ainsi, dans les exemples suivants, un seul et unique chien suit-il tous
les hommes, ou chaque homme est-il accompagne´ d’un chien diffe´rent ? Y a-t-il un ou
plusieurs proble`mes d’environnement pre´occupants ? Existe-t-il un seul piano souleve´
par tous les hommes, ou soule`vent-t-ils chacun leur piano ?
(3.42) a. Un chien suit chaque homme qui passe la porte du bar.
b. Un proble`me d’environnement pre´occupe tous les politiciens se´rieux.
c. Tous les hommes souleve`rent un piano.
Encore une fois, cette proble´matique est particulie`rement importante pour les inter-
faces d’interrogation de bases de donne´es en langage naturel. Les solutions propose´es
se situent au niveau se´mantique, nous ne les de´taillerons pas ici.
3.4.4 La se´mantique lexicale
Ici la mer est bleue et les nuits sont blanches
Publicite´ pour le Club Med.
Au lieu d’acheter une voiture, achetez une SAAB
Publicite´ pour SAAB.1
Les sections pre´ce´dentes ont traite´ de la se´mantique grammaticale, en conside´rant
plus les cate´gories que les mots eux-meˆmes. Pour prendre un seul exemple, nous avons
repre´sente´ le mot “bureau” dans la section 3.4.1.3 par le pre´dicat bureau(x), sans nous
pre´occuper de distinguer les diffe´rents sens que pouvait prendre ce mot (la pie`ce ou le
meuble en particulier2).
De plus, connaˆıtre les proprie´te´s des concepts ou des objets de´signe´s par les mots
peut constituer un moyen de limiter les ambigu¨ıte´s de tous types. Ainsi le rattachement
du pronom “it” dans l’exemple 3.38 devient imme´diat si l’on sait que “move” implique
un de´placement et que ni un nombre (“536”) ni un chaˆteau ne sont de´plac¸ables. De
la meˆme fac¸on, l’anaphore 3.36 est re´solue facilement en sachant qu’un gorille est une
sorte de quadrumane. Enfin l’adjectif possessif “sa”de l’e´nonce´ 3.35 est imme´diatement
relie´ a` la cage si l’on a la connaissance ne´cessaire (une cage posse`de une serrure).
Ces exemples illustrent quelques relations importantes pouvant exister entre les
mots d’un lexique :
– la polyse´mie et l’homonymie sont la proprie´te´ de certaines formes graphiquespolyse´mie
(signifiants) de renvoyer a` plusieurs sens (signifie´s) diffe´rents (“bureau” est une
forme polyse´mique)3.
– la synonymie est le lien entre deux mots ayant le meˆme sens.synonymie
– l’hyponymie est la relation d’inclusion entre deux mots dont l’un (l’hyponyme)
hyponymie
est plus spe´cifique que l’autre (l’hyperonyme). Ainsi le gorille est un hyponyme
du quadrumane, la fleur est un hype´ronyme de la tulipe.
– la me´ronymie et l’holonymie expriment la relation de partie a` tout : la serrureme´ronymie
holonymie est une partie (me´ronyme) de la cage. De meˆme, le baˆtiment contient (est un
holonyme de) une pie`ce.
1Ces utilisations de la polyse´mie (premier exemple) et de l’hype´ronymie (second exemple), ainsi
que de nombreuses autres, ont e´te´ collecte´es et analyse´es par Michel Ballabriga [19].
2Mais le Tre´sor de la Langue Franc¸aise distingue plus de 20 sens diffe´rents pour la graphie “bureau”.
3La diffe´rence entre les deux notions re´side dans le fait que l’homonymie lie deux signifie´s sans
aucune relation se´mantique (comme “son” – le bruit ou le terme de meunerie) tandis que les termes





















Fig. 3.24 – Graphe de relations lexicales centre´ sur le terme “piano”.
Il est possible de repre´senter les relations lexicales entre les mots par un graphe,
dont une petite portion est donne´e a` la figure 3.24, centre´e sur la notion de “piano”.
Des bases re´pertoriant les diffe´rentes relations existant entre les mots ont e´te´ cre´e´es,
la plus connue et la plus utilise´e (pour le domaine ge´ne´ral et la langue anglaise) e´tant
WordNet [161]. WordNet
La section 3.5.3 de´veloppe les proble`mes spe´cifiques que posent ces diffe´rents phe´-
nome`nes en recherche d’information.
3.4.5 Vers la pragmatique
On peut prouver que le progre`s social est bien
meilleur avec du sucre.
Euge`ne Ionesco, La Cantatrice Chauve
Le terme de pragmatique regroupe un grand nombre de domaines de recherche, pragmatique
englobant en fait tous les proble`mes qui ne peuvent pas eˆtre re´solus avec la syntaxe et
la se´mantique. A partir du constat qu’ “un e´nonce´ ne peut prendre tout son sens que
si on le replace dans son milieu d’origine”, elle s’attache a` “l’e´tude de l’environnement
d’une phrase, au moment ou` elle est e´mise” [115, p. 69]. Elle implique l’utilisation
de connaissances extra-linguistiques sur le contexte du discours (phrases pre´ce´dentes,
situation et histoire commune des personnages, etc.) et sur le monde en ge´ne´ral.
Les e´tudes a` ce sujet supposent un apport important de connaissances, mais e´gale-
ment une analyse fine des phe´nome`nes implique´s. Les applications pratiques sont rares.
Cependant il nous semble utile d’e´nume´rer quelques-uns des domaines concerne´s pour
terminer notre tour d’horizon des enjeux de l’analyse du langage et pour souligner le
chemin qui reste a` parcourir.
La de´ictique est l’ensemble des allusions directes des interlocuteurs au contexte de
l’e´nonciation : il peut s’agir de re´fe´rences a` des entite´s de´ja` introduites (comme
les anaphores de´ja` aborde´es) ou suppose´es connues par les interlocuteurs (comme
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le lieu et l’heure courante, phrase 3.43) ou meˆme par exemple montre´es avec le
doigt dans le langage oral (de´ictique gestuelle, phrase 3.44).
(3.43) J’ai rencontre´ la reine d’Angleterre ici meˆme. C’e´tait l’anne´e dernie`re.
(3.44) Se´parons-nous. Je pars avec toi, toi et toi, et vous partez de votre coˆte´.
Les implicatures conversationnelles concernent ce que l’on peut de´duire d’une
phrase e´nonce´e en dehors de sa signification litte´rale. Dans les dialogues qui
suivent, la phrase prononce´e par B comporte des implications de ce type, dont la
signification est re´sume´e apre`s.
(3.45) A : Le voisin est-il chez lui ?
B : Sa voiture est devant le portail.
⇒ le voisin est probablement chez lui, car sa voiture est devant le portail.
(3.46) A : Je suis en panne d’essence.
B : Il y a un garage a` deux pas d’ici.
⇒ Il y a un garage pre`s d’ici, vous pourriez y aller pour alimenter votre
voiture en essence.
(3.47) A : Georges et Donald vont-ils s’arreˆter la` ?
B : Sont-ils des hommes mode´re´s ?
⇒ Georges et Donald ne vont bien suˆr pas s’arreˆter la` !
Les pre´suppositions regroupent les informations que l’on peut de´duire sur le contexte
lors de l’e´nonciation de certaines phrases. Encore une fois, contentons-nous d’exemples
(ce qui suit la fle`che est la pre´supposition) :
(3.48) Le Roi de France est sage.
⇒ il existe un Roi de France.
(3.49) Jean regrette d’avoir fait ses e´tudes a` Toulouse.
⇒ Jean est une personne identifiable par le locuteur et le destinataire du
message. Jean a fait ses e´tudes a` Toulouse.
(3.50) Si le vice-chancelier invite Simone de Beauvoir, il regrettera d’avoir une
fe´ministe a` sa table.1
⇒ Simone de Beauvoir est une fe´ministe.
(3.51) Si le vice-chancelier invite le pre´sident des E´tats-Unis, il regrettera d’avoir
une fe´ministe a` sa table.1
⇒ le vice-chancelier a e´galement invite´ une fe´ministe.
Pour avoir plus de de´tails sur ces proble`mes et d’autres (actes de langage, me´ta-
phores, structure de la conversation, etc.), le lecteur peut consulter les ouvrages spe´-
cialise´s [142, 58].
3.5 Le traitement de la langue dans la recherche d’infor-
mation
La contribution du traitement automatique de la langue (TAL) dans la recherche
d’information peut sembler modeste au vu de la proble´matique ge´ne´rale de l’analyse
du langage naturel que nous avons aborde´e dans les sections pre´ce´dentes. Il semble en
effet illusoire, dans l’e´tat actuel des technologies, d’imaginer une ve´ritable “compre´hen-
sion” du langage par une machine, ne serait-ce qu’en termes de masse de connaissance
ne´cessaire et de temps passe´ a` manipuler cette connaissance [9, chap. 15].
1Exemple de Karttunen cite´ par [142]
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Malgre´ cela, de nombreux aspects de la linguistique informatique sont utilise´s en
recherche d’information, avec plus ou moins de succe`s, que ce soit aux niveaux morpho-
logique*, syntaxique* ou se´mantique* [135]. Les syste`mes utilisant des bases de connais-
sance importantes se sont, quant a` eux, cantonne´s a` des applications tre`s spe´cifiques
dans des domaines particuliers [141].
3.5.1 Variations morphologiques
Les traitements morphologiques applique´s a` la RI visent tous a` ope´rer des regrou-
pements de mots ayant la meˆme base se´mantique, mais ayant subi une flexion* ou une
de´rivation*. Ces techniques peuvent eˆtre utilise´es pour regrouper des mots autour d’une
base commune (lors de l’indexation) ou a` l’inverse pour e´tendre une requeˆte avec tous
les mots de´rive´s susceptibles d’apparaˆıtre dans les documents. Dans les deux cas le
but est d’augmenter le rappel* en conside´rant plus de mots. Le danger est bien suˆr de
diminuer la pre´cision* si des mots se´mantiquement e´loigne´s sont traite´s par erreur.
La racinisation (ou stemming) la plus courante utilise une approximation des phe´- stemming
nome`nes linguistiques d’une langue donne´e, comme les me´canismes habituels de conju-
gaison, d’accords en genre et en nombre, ou de de´rivation, et tente de supprimer les
suffixes tout en regroupant les diffe´rents allomorphes (variantes graphiques d’une meˆme
racine, comme “produi-re” et “produc-teur”, ou “ir-ait” et “all-ons” [231, 86]). Les algo-
rithmes les plus courants pour ce travail sont ceux de Lovins [145] et de Porter [181]
(Jacques Savoy pour le Franc¸ais [206, 207]). Notons que ge´ne´ralement la racinisation
d’un mot par ce moyen ne conduit pas a` un mot existant (par exemple, la racinisa-
tion des mots “relativisme” et “relativisation” conduiront tous deux a` la pseudo-racine
“relativ”). De plus des mots aux sens e´loigne´s peuvent se voir attribuer une racine
commune par ces algorithmes, comme par exemple “cheval”, “chevalerie”, “chevalier” et
“chevalet” [208], avec des effets inde´sirables en termes de pre´cision. D’autres me´thodes
tentent d’e´tendre les requeˆtes avec des termes morphologiquement proches, acquis de
manie`re plus e´labore´e [166].
D’autres algorithmes utilisent la cate´gorie grammaticale (e´tiquetage morphosyn-
taxique*), aide´s de dictionnaires ou de connaissances linguistiques plus e´volue´es, pour
effectuer une analyse flexionnelle et de´rivationnelle plus fine. Ainsi, Flemm [168] utilise
un analyseur morphosyntaxique (Brill Tagger [33] ou TreeTagger [211]) et un syste`me
a` base de re`gles et d’exceptions pour de´couvrir quelles ope´rations morphologiques ont
conduit au mot propose´.
L’efficacite´ des algorithmes de stemming est ge´ne´ralement e´value´e de fac¸on indirecte,
en observant l’effet de leur utilisation sur les re´sultats des moteurs de recherche. Cette
efficacite´ de´pend beaucoup de la langue e´tudie´e [13] et est dans la plupart des cas assez
limite´e [167]. Re´cemment une comparaison des algorithmes les plus utilise´s en Anglais
a e´te´ effectue´e inde´pendamment du processus de recherche d’information [59].
3.5.2 Variations syntaxiques
Les connaissances syntaxiques utilise´es en pratique par la recherche d’information
sont relativement modestes, et se cantonnent ge´ne´ralement a` l’e´tude des syntagmes
nominaux*. On peut distinguer :
– Les termes“complexes”, des lemmes* forme´s de deux ou plusieurs termes, qui sont
plus pre´cis et moins ambigus que les termes se´pare´s (comme “pomme de terre”).
Des techniques ont e´te´ mises en place pour indexer les termes complexes, par des
me´thodes statistiques (co-occurrences de termes dans les corpus) ou syntaxiques
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(ensembles de patrons pre´de´finis) [167].
– Les termes “structure´s”, que l’on rame`ne aux relations de de´pendance existant
entre les termes qu’ils contiennent. Ainsi, les suites de mots “abattage d’arbre”
et “les arbres ont e´te´ abattus” peuvent eˆtre ramene´s a` une forme commune de
type “arbre+abattre” ou` “arbre” est la teˆte du syntagme. On peut obtenir les
deux formes (et d’autres) par application de re`gles de transformations syntaxiques
particulie`res [68, 222].
L’application de ces diffe´rentes techniques a` la recherche d’information ne´cessite des
adaptations profondes des me´thodes d’indexation et de ponde´ration des termes [167],
pour des re´sultats variables, souvent positifs mais rarement de´cisifs.
3.5.3 Variations se´mantiques
Les variations se´mantiques conside´re´es en recherche d’information sont essentiel-
lement d’ordre lexical. Les diffe´rents phe´nome`nes lexicaux de´crits a` la section 3.4.4
peuvent eˆtre regroupe´s en deux classes de proble`mes pour la recherche d’information :
– Les relations liant des lexe`mes diffe´rents mais se´mantiquement proches. La sy-
nonymie* et l’hyponymie* ont en effet pour conse´quence que les termes utilise´s
dans une requeˆte ne sont pas les meˆmes que ceux employe´s dans des documents
en rapport avec cette requeˆte1, ce qui nuit a` la pre´cision*.
– La multitude de sens que peut prendre une forme graphique donne´e (polyse´mie*,
homonymie). Le re´sultat en recherche d’information est qu’un terme employe´
dans une requeˆte peut se retrouver avec des sens e´loigne´s dans des documents
non pertinents2, 3. Dans ce cas c’est le rappel* qui est touche´.
L’utilisation du premier phe´nome`ne permet soit d’enrichir les requeˆtes en utilisant
les mots ayant des sens approche´s ou en liaison avec les mots initiaux, soit d’effectuer une
indexation* plus complexe base´e sur les concepts plutoˆt que sur les mots eux-meˆmes.
La base WordNet [161] permet ce travail pour des corpus ge´ne´ralistes. Il est aussi
possible d’acque´rir automatiquement des lexiques se´mantiques a` partir de corpus [46].
L’utilisation de telles bases de fac¸on automatique se heurte aux difficulte´s de se´lection
des relations approprie´es et a` une accentuation du proble`me de la polyse´mie. Il est
alors indispensable de mettre en place des me´canismes pour “de´sambigu¨ıser” les termes
polyse´miques [13]. La plupart des e´tudes sur le sujet [200, 236, 237, 94, 217] aboutissent
a` des re´sultats peu convaincants ; notamment les re´sultats des expe´rimentations utilisant
la base WordNet [69] sont assez mitige´s [238].
3.6 Les interfaces de requeˆtes en langage naturel pour les
bases de donne´es
Une autre application du TAL qui nous inte´resse particulie`rement est la conception
d’interfaces en langage naturel pour l’interrogation des bases de donne´es.
1Ainsi Furnas et al. [84] estime entre 7 et 18 % (selon le domaine, en Anglais) la probabilite´ pour
que deux personnes attribuent le meˆme mot a` un objet donne´.
2Dans la meˆme e´tude [84], la probabilite´ pour que deux personnes utilisant un terme donne´ de´signent
le meˆme objet est estime´e entre 15 et 73 %.
3Le Petit Robert annonce ainsi, dans son e´dition de 2006, un total de 60000 mots et de 300000 sens,
soit en moyenne 5 sens par mot, et bien plus pour les mots courants.




















id : cle´ primaire
id prof : cle´ e´trange`re
Fig. 3.25 – Exemple de tables de bases de donne´es.
Qui enseigne les mathe´matiques a` Dupont ?
SELECT P2.nom, P2.pre´nom
FROM PERSONNE P1, PERSONNE P2, ETUDIANT E, COURS C
WHERE C.niveau = E.niveau
AND E.id_e´tudiant = P1.id
AND P1.nom = "Dupont"
AND C.nom = "Mathe´matiques"
AND C.id_prof = P2.id
Fig. 3.26 – Exemple de requeˆte en SQL pour une base de donne´es.
3.6.1 Inte´reˆts
L’acce`s aux bases de donne´es est en ge´ne´ral effectue´ a` l’aide d’un langage structure´,
le plus souvent SQL [72]. La syntaxe de ce langage nous importe peu ; un exemple en
est toutefois donne´ a` la figure 3.26, pour donner une ide´e de sa complexite´. La requeˆte
concerne les tables de´crites a` la figure 3.25.
Les avantages d’un syste`me permettant a` l’utilisateur de formuler sa requeˆte en
langage naturel plutoˆt qu’en SQL sont e´vidents. Hendrix [105] donne un bon aperc¸u
des capacite´s attendues d’un tel syste`me, des aspects techniques (acce`s multiples) jus-
qu’aux finesses d’analyse (comme la correction orthographique). Une interface en lan-
gage naturel e´vite surtout l’apprentissage d’un langage formel complexe, ainsi que la
connaissance rigoureuse de la structure de la base [191]. Elle permet e´galement le dia-
logue avec l’humain [37], et ainsi, notamment, la re´fe´rence a` des questions de´ja` pose´es.
Un exemple d’un tel dialogue pourrait eˆtre :
1> Qui enseigne les mathe´matiques ?
→ Taberly, Meallares, Robert, Filustier
2> Lequel enseigne en 2e`me anne´e ?
→ Robert
3> En 1e`re anne´e ?
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→ Filustier
4> Tous les enseignants ont-ils un cours ?
→ oui.
Ces e´changes donnent un aperc¸u des possibilite´s offertes pour ame´liorer le confort
d’utilisation d’un syste`me de gestion de base de donne´es ; les trois dernie`res questions
illustrent e´galement des proble`mes qui se posent de fac¸on particulie`rement aigue¨ dans
ce domaine, et qui ont e´te´ de´crits pre´ce´demment1 : les re´fe´rences anaphoriques* (ques-
tion 2), les ellipses* (question 3) et la porte´e des quantificateurs (question 4 2).
Les autres proble`mes “classiques” d’ambigu¨ıte´, e´galement aborde´s plus haut dans ce
chapitre3, ne sont pas de reste. Il est important de noter que toute erreur d’analyse, a`
quelque niveau que ce soit, conduit a` une interpre´tation errone´e de la requeˆte, et donc
a` un re´sultat totalement faux.
3.6.2 Architectures
Les choix importants concernant l’architecture d’une interface pour les bases de
donne´es sont d’une part la place accorde´e a` la syntaxe des e´nonce´s, et d’autre part le
poids et le mode de repre´sentation de la se´mantique.
Ces choix influent sur les caracte´ristiques du syste`me, notamment en termes de
couverture du langage, de portabilite´ vers une autre base, de robustesse.
De nombreuses architectures ont e´te´ mises en œuvre, nous les avons se´pare´es en trois
grands groupes : les patrons se´mantiques, les grammaires se´mantiques et l’utilisation
de langages de repre´sentation interme´diaires.
3.6.2.1 Les patrons se´mantiques
Nous avons montre´ pre´ce´demment4 un exemple d’utilisation des patrons se´man-
tiques pour l’extraction d’information. Il est aussi possible de les appliquer aux requeˆtespatrons se´-
mantiques en langage naturel [11]. La syntaxe est alors presque absente du syste`me.
Par exemple, les patrons simplistes de la figure 3.27 permettent d’indiquer les ac-
tions a` mettre en œuvre si le mot “enseigne” apparaˆıt suivi par un nom de matie`re
(→ se´lection des enseignants pour cette matie`re), ou le mot “matie`res” suivi par un
niveau (→ se´lection des matie`res pour ce niveau). Remarquons que le lexique n’est plus
(seulement) compose´ d’une liste de mots, mais de´pend e´galement du contenu de la base
de donne´es (ainsi les noms de matie`res sont enregistre´s dans la table COURS).
Ainsi les deux requeˆtes simples qui suivent sont analyse´es par les deux patrons de
la figure 3.27 :
(3.52) Qui enseigne les mathe´matiques ?
(3.53) Quelles matie`res sont enseigne´es en 1e`re anne´e ?
L’avantage essentiel de cette approche est sa simplicite´ (meˆme si bien entendu les
patrons sont en re´alite´ plus complexes que ceux indique´s ici). Cependant de nombreuses
constructions linguistiques ne peuvent eˆtre traite´es, et surtout des e´nonce´s peuvent eˆtre
mal interpre´te´s.
1Section 3.4.3, page 68.
2Une machine peut en effet interpre´ter que l’on demande s’il existe un cours qui est donne´ par tous
les enseignants, ou bien (plus probablement) si chaque enseignant s’est vu attribue´ au moins un cours.
3Section 3.3.2, page 53.
4Section 3.4.2.4, page 68.
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Patrons :
“enseigne” . . . matie`re → SELECT P.nom FROM COURS C, PERSONNE P
WHERE C.nom = matie`re AND C.id_prof =
P.id
“matie`res” . . . niveau → SELECT C.nom FROM COURS C WHERE
C.niveau = niveau
. . . → . . .
Lexique :
SELECT DISTINCT nom FROM COURS → matie`re
SELECT DISTINCT nom_niveau FROM NIVEAU → niveau
Fig. 3.27 – Patrons se´mantiques pour l’interrogation de bases de donne´es.
requeˆte enseignant → personne enseignant enseigne actif
matie`re
requeˆte matie`re → ”Quelles matie`res” enseigne passif ”par”
enseignant
requeˆte matie`re → ”Quelles matie`res” enseigne passif ”en”
niveau
personne enseignant → (”quel enseignant” | personne question)
personne question → ”qui” | ”quelle personne”
enseigne actif → ”enseigne” | ”donne le cours de” . . .
enseigne passif → ”ˆetre enseigne´” . . .
enseignant → (SELECT DISTINCT id_prof FROM
PROFESSEUR)
cours → (SELECT DISTINCT nom_niveau FROM NIVEAU)
matie`re → (”la” | ”le” | ”les”)? (SELECT DISTINCT nom FROM
COURS)
Fig. 3.28 – Grammaire se´mantique pour l’interrogation de bases de donne´es.
3.6.2.2 Les grammaires se´mantiques
Nous avons de´crit les grammaires se´mantiques a` la section 3.4.2.3 (page 67), en grammaires
se´man-
tiques
donnant un exemple s’adaptant bien aux interfaces de bases de donne´es. L’avantage
de ces grammaires est que la repre´sentation arborescente qu’elles produisent est bien
adapte´e au domaine traite´, et donc que le lien avec les objets de la base de donne´es et
la construction de la requeˆte formelle sont facilite´s.
Un nouvel exemple permettant de traiter notamment les exemples 3.52 et 3.53 de
la section pre´ce´dente est traite´ aux figures 3.28 et 3.29 (arbre se´mantique, que nous
pouvons comparer avec l’arbre syntaxique de la meˆme phrase, pre´sente´ plus loin –
figure 3.30 – pour constater qu’ils ne correspondent ni par les cate´gories, ni par la
structure).
Une explication tre`s de´taille´e du fonctionnement d’un tel syste`me est la description
de LADDER par Hendrix et al. [106]. Les limites y sont e´galement clairement expose´es.
Parmi celles-ci, on peut citer :
– le manque de robustesse face a` des constructions non pre´vues (notamment des









Fig. 3.29 – Repre´sentation arborescente de l’analyse par une grammaire se´mantique.
assertions1) ;
– l’irre´gularite´ de la couverture (les re`gles e´tant tre`s spe´cifiques, un phe´nome`ne peut
eˆtre tre`s bien couvert tandis qu’un autre est de´laisse´2) ;
– les ambigu¨ıte´s syntaxiques et se´mantiques ;
– la difficulte´ de porter l’application dans un nouveau domaine. Pourtant, le syste`me
LADDER tente de limiter ce proble`me en modulant les diffe´rentes e´tapes de
l’analyse ; mais la non-portabilite´ est une contrainte indissociable de la solution
des grammaires se´mantiques. En effet, les informations lexicales, syntaxiques et
structurelles sont combine´es dans le meˆme ensemble de re`gles, sans distinction.
3.6.2.3 Les langages de repre´sentation interme´diaires
L’utilisation d’un ou plusieurs langages interme´diaires de repre´sentation de la re-
queˆte est un choix tre`s commun. Elle permet de se´parer l’analyse en deux parties, dont
la premie`re est inde´pendante de l’application.
Le principe, inspire´ du syste`me Lunar [261], l’un des pionniers en la matie`re, est
d’effectuer une analyse syntaxique “classique” de la requeˆte, a` l’aide d’une grammaire
ge´ne´rale, pour obtenir une premie`re repre´sentation formelle de l’e´nonce´ (figure 3.30). La
me´thode employe´e pour traiter cette forme interme´diaire varie alors selon les syste`mes,
mais le principe ge´ne´ral est d’incorporer se´pare´ment les connaissances concernant la
structure et/ou le domaine de l’application.
Dans Lunar, IRUS [21] ou MASQUE [10], chaque mot de la requeˆte est transforme´
en un morceau de relation logique, le tout permettant d’aboutir a` une expression logique
applicable a` la base de donne´es3. Par exemple, dans Lunar, le pronom“which” introduit
l’expression FOR EVERY X . . . PRINTOUT X, indiquant que tous les e´le´ments d’un type
donne´ doivent eˆtre retourne´s a` l’utilisateur. Les questions ferme´es introduisent le mot-
cle´ TEST. En joignant les expressions, on obtient la requeˆte finale. Ainsi, la question
“Does S13004 contains Europium in plag ?” est traduite en :
1Les assertions sont des phrases de´claratives, les plus courantes dans le langage de tous les jours,
mais peu employe´es pour l’interrogation des bases de donne´es, ou` la forme interrogative est plus ap-
proprie´e.
2Les auteurs donnent l’exemple de la voix passive, qu’il est ne´cessaire de mode´liser pour chaque
construction impliquant des verbes. Ce n’est pas le cas des syste`mes base´s sur les relations grammaticales
comme Lunar, qui se place a` un niveau d’abstraction supe´rieur.
3Ce qui s’approche de la technique d’interpre´tation des relations grammaticales de´crite a` la
section 3.4.2.2, page 66.












Fig. 3.30 – Repre´sentation arborescente obtenue par l’analyse syntaxique.
(TEST (CONTAIN (NPR = X3 / (QUOTE S13004)) (NPR = X4 / QUOTE EU))
(NPR = X5 / QUOTE PLAG))))
D’autres syste`mes proposent une analyse se´mantique profonde, lie´e a` l’analyse syn-
taxique (analyse compositionnelle1). C’est le cas de JANUS [108] ou de Chat-80 [256].
Les connaissances qu’il est ne´cessaire d’ajouter dans ce type d’approches ont une
forme tre`s diffe´rente de celles des patrons se´mantiques par exemple. Dans ce dernier
cas, on e´nume`re les constructions possibles concernant l’application, et on propose une
interpre´tation en termes d’interrogation de la base. Ici, l’e´nonce´ lui-meˆme e´tant traite´
a` part, les connaissances sont inse´re´es de fac¸on beaucoup plus conceptuelle, par un the´-
saurus, par exemple2, ou une mode´lisation du domaine plus approfondie, comme illustre´
a` la figure 3.31 pour une base de donne´es concernant les cours d’une universite´ [54].
Les syste`mes utilisant des repre´sentations interme´diaires ont l’avantage de simplifier
la portabilite´ de l’interface, puisqu’une grande partie du processus est inde´pendante
du domaine d’application. Ceci ne signifie pas qu’un changement du type de donne´es
est facile ; il est cependant plus localise´. Les deux inconve´nients majeurs sont d’une
part que l’obtention d’une repre´sentation interme´diaire ne garantit pas le succe`s de la
traduction finale (en quelque sorte, chaque interme´diaire est un risque de plus de se
tromper), et d’autre part qu’il est difficile de transformer cette repre´sentation en un
langage non conc¸u dans ce but, comme le standard SQL. C’est pourquoi nombre de
syste`mes utilisent leur propre langage formel d’interrogation, ce qui ne´cessite de mettre
en place un syste`me de gestion de la base de donne´es propre a` l’application.
3.6.3 Inconve´nients et limites des interfaces
Le premier proble`me pointe´ par les utilisateurs des interfaces est que le langage
n’est pas si naturel qu’on pourrait s’y attendre, et que l’usage du syste`me ne´cessite un
apprentissage des structures accepte´es ou refuse´es par l’interface. La couverture n’est
pas toujours e´vidente a` comprendre, c’est-a`-dire que les raisons pour lesquelles une
requeˆte est bien analyse´e et une autre ne l’est pas sont parfois obscures [11]. Une e´tude
de Dekleva [60] montre que, sans entraˆınement et sans aucune modification, 53,8 %
des questions sont traite´es correctement (par le syste`me INTELLECT, une interface
commerciale parmi les plus connues).
1Voir la section 3.4.2 page 64.
2Comme pre´sente´ a` la section 3.4.4, page 72.
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entite´ non lexicale entite´ lexicale
relation
de´pendance partielle (une personne a au moins une adresse)

















Fig. 3.31 – Mode´lisation du domaine de la base de donne´es (selon Copestake et Sparck
Jones [54]).
De plus, lorsque l’interface e´choue dans l’analyse d’une requeˆte, il est difficile de
savoir si l’erreur vient d’un proble`me de couverture linguistique (qui peut eˆtre corrige´e
en reformulant la demande) ou de couverture conceptuelle, c’est-a`-dire une question
concernant des informations non contenues par la base.
Une autre cause d’e´garement de l’utilisateur est que celui-ci s’imagine parfois avoir
affaire a` un syste`me intelligent, capable de raisonnement. Il pose alors des questions
faisant appel a` du sens commun ou a` des capacite´s de de´duction que la machine ne
posse`de absolument pas.
Enfin, il arrive que le syste`me renvoie une re´ponse errone´e, due a` une mauvaise
interpre´tation de la requeˆte. Dans ce cas, le risque est que l’utilisateur ne se rende pas
compte que la sortie du syste`me ne correspond pas a` son besoin.
Ces proble`mes de relation avec la cliente`le sont accompagne´s d’un obstacle tech-
nique. En effet, la plupart des syste`mes d’interrogation en langage naturel ne sont pas
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portables, c’est-a`-dire qu’il est impossible, ou tre`s difficile, d’appliquer une interface a`
un nouveau domaine de connaissance ou a` un nouveau syste`me de gestion [54].
Des recherches ont tente´ de re´duire certains de ces de´fauts, avec une reformulation
de la requeˆte, un diagnostic d’erreur ou des modules ge´ne´riques, mais ces e´cueils ont em-
peˆche´ le de´veloppement commercial a` grande e´chelle des interfaces en langage naturel.
La conclusion de Capindale et Crawford [35] (cite´s par Androutsopoulos et al. [11]) est
que “le langage naturel est une me´thode d’interaction efficace pour les utilisateurs no-
vices ayant une bonne connaissance de la base de donne´es, qui demandent des re´ponses
pre´cises dans un domaine limite´”1.
3.7 Les interfaces en langage naturel pour la recherche
d’information semi-structure´e
Cette section aborde directement la proble´matique principale du travail de´crit dans
la seconde partie de ce me´moire. Lance´es en 2003 avec la premie`re campagne d’INEX
sur le sujet, les recherches concernant les interfaces de requeˆtes en langage naturel (ILN)
pour la recherche d’information semi-structure´e n’en sont qu’a` leurs premiers pas.
La RI structure´e combinant des aspects des bases de donne´es avec ceux de la re-
cherche d’information, il va de soi que les ILN pour ce domaine meˆlent e´galement les
inte´reˆts et les particularite´s de ces deux spe´cialite´s. S’il n’existe pas vraiment d’interfaces
de ce type pour la recherche d’information traditionnelle (il s’agit plutoˆt d’extraction de
mots-cle´s – voir la section 3.5), nous avons vu a` la section pre´ce´dente que les recherches
avaient e´te´ tre`s actives a` ce niveau pour l’acce`s aux bases de donne´es.
Cette dernie`re section introduit ce nouvel axe de travail, en mettant en avant ses
motivations et ses spe´cificite´s et en de´crivant de fac¸on plus de´taille´e la taˆche “Langage
Naturel” d’INEX. Nous examinons e´galement les deux seules approches (outre la noˆtre)
qui ont e´te´ l’objet de communications.
3.7.1 Motivation
Certaines motivations pre´sente´es ici sont e´galement importantes dans le cadre des
bases de donne´es. Cependant nous allons voir que les ILN pour les collections XML
correspondent a` des besoins diffe´rents et posse`dent des caracte´ristiques diffe´rentes.
3.7.1.1 Complexite´ des langages de requeˆtes
La premie`re motivation qui pousse a` s’inte´resser a` la conception d’interfaces en lan-
gage naturel vient du fait que l’expression du besoin d’information dans un langage
structure´, posse´dant une syntaxe et une se´mantique formalise´es (comme ceux de´crits a`
la section 2.4.2), est trop complexe pour la majorite´ des utilisateurs. O’Keefe et Trot-
man [172] ont e´tudie´ ce proble`me avec cinq langages de requeˆtes structure´s (HyTime,
DSSSL, CSS, XPath, XIRQL) et ont conclu qu’aucun d’eux n’apportait la simplicite´
d’utilisation ne´cessaire.
A titre d’exemple, nous pouvons citer le cas de la campagne INEX. Pour cette
campagne, comme nous l’avons explique´ pre´ce´demment2, les requeˆtes (ou topics) sont
1“Natural language is an effective method of interaction for casual users with a good knowledge of
the database, who perform question-answering tasks, in a restricted domain.”
2Voir la section 2.5.4, page 38.
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e´crites par les participants eux-meˆmes, c’est-a`-dire des experts en RI, habitue´s a` ma-
nipuler des langages de requeˆtes. Comme nous l’avons de´ja` signale´, en 2003, le langage
XPath [245] e´tait utilise´. 63 % des requeˆtes propose´es en premier lieu comportaient des
erreurs syntaxiques ou se´mantiques majeures. Pas moins de 12 tours de corrections ont
e´te´ ne´cessaires pour aboutir a` un ensemble de topics satisfaisants.
Cette situation a conduit a` l’adoption en 2004 de NEXI, un langage tre`s simplifie´
et beaucoup moins expressif. Le taux d’erreurs initial est tombe´ a` 12 % et le nombre de
re´visions ne´cessaires a chute´. Pourtant ces chiffres restent tre`s e´leve´s pour des experts.
De plus, van Zwol et al. [233] a confirme´ en 2005 par une e´tude aupre`s d’utilisateurs
novices que la difficulte´ de formuler des requeˆtes, meˆme en NEXI, e´tait re´dhibitoire.
Quoi qu’il en soit, pour des utilisateurs occasionnels comme pour des experts, le
langage de tous les jours (“naturel”) semble eˆtre le moyen le plus simple et le plus
intuitif d’exprimer un besoin d’information.
3.7.1.2 Connaissances de la structure
Outre leur apprentissage, les langages de requeˆtes formels requie`rent de la part de
l’utilisateur une tre`s bonne connaissance de la structure des documents dans lesquels
le syste`me cherche les re´ponses aux questions pose´es. La se´mantique de cette structure
(des balises) doit e´galement eˆtre maˆıtrise´e.
Par exemple, pour retrouver une information provenant d’un re´sume´, d’une section,
d’un e´le´ment bibliographique ou d’une figure, un utilisateur devra savoir si ces types
d’e´le´ments sont effectivement correctement identifie´s dans la structure, et quel est le
marquage (les noms de balises) correspondant (respectivement ’abs’, ’sec’, ’bb’ et
’fig’ dans les articles de l’IEEE d’INEX). Cette information est contenue dans la ou
les DTD ou Schemas XML, mais il s’agit encore d’un nouveau langage a` connaˆıtre,
de plus de temps a` consacrer et de nouvelles informations a` retenir. Rappelons que la
DTD des articles de l’IEEE comporte 192 e´le´ments diffe´rents, celle de l’encyclope´die
Wikipedia plusieurs centaines.
En outre, il existe des situations pour lesquelles le proprie´taire de la collection ne
souhaite pas permettre l’acce`s a` ces de´tails pour des raisons de respect de la vie prive´e,
de maintenance ou de se´curite´.
3.7.1.3 Les collections he´te´roge`nes
Dans le cas ge´ne´ral, la recherche d’information doit se faire sur un ensemble de
documents qui ne partagent pas la meˆme structuration (qui posse`dent des DTD ou des
Schemas diffe´rents). On dit que la collection de recherche est “he´te´roge`ne”. Meˆme encollections
he´te´ro-
ge`nes
conside´rant que les diffe´rentes structures sont relativement similaires (avec des unite´s de
recherche semblables), les marquages utilise´s sont tre`s divers. Ainsi un paragraphe peut
eˆtre isole´ par des balises ’p’, ’para’ ou ’paragraph’. Des acronymes sont souvent
utilise´s (’st’ pour section title), ainsi que des abre´viations plus obscures (’atl’ pour
les titres dans IEEE).
Ainsi, une requeˆte formelle doit eˆtre modifie´e d’une structure a` l’autre, et une re-
cherche dans une collection he´te´roge`ne ne´cessite un nombre parfois conside´rable de
formulations diffe´rentes. Une interface en langage naturel, autorisant l’utilisateur a` ex-
primer son besoin de fac¸on conceptuelle, peut permettre de re´soudre ce proble`me, en
analysant la phrase inde´pendamment du langage de requeˆte et en effectuant ensuite
une traduction en plusieurs expressions (une par DTD).
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3.7.1.4 Une utilisation “intelligente” de la structure
Enfin, les documents utilisant une structure bien conc¸ue et se´mantiquement forte
pour baliser le texte peuvent rendre la “compre´hension” de la requeˆte plus facile. De
plus, les subtilite´s de la recherche dans les documents XML font que la requeˆte d’un
humain, meˆme si elle est syntaxiquement correcte et se´mantiquement ade´quate, peut ne
pas eˆtre formule´e de la meilleure fac¸on possible. Tout utilisateur habitue´ des moteurs de
recherche (sur l’Internet par exemple) sait que ses requeˆtes, meˆme compose´es de simples
mots-cle´s, sont des adaptations de son besoin re´el aux capacite´s du moteur qu’il utilise
et qu’il a appris a` connaˆıtre. Nous verrons que, dans le cas des documents XML, cette
adaptation est difficile et qu’une expression trop na¨ıve provoque des erreurs.
3.7.2 Ce que les ILN pour XML ne sont pas
Nous avons distingue´ dans l’introduction du chapitre 2 les diffe´rents types d’acce`s
a` l’information, dont les re´ponses technologiques sont notamment la recherche d’infor-
mation, les bases de donne´es et les syste`mes de question/re´ponse.
Nous explorons ici les connexions et les diffe´rences entre la proble´matique que nous
de´crivons ici et ces axes de recherche, en insistant sur ce que les ILN pour XML ne sont
pas.
3.7.2.1 Une technique de plus pour la recherche d’information
Comme nous l’avons vu (section 3.5), les techniques de traitement automatique
de la langue adapte´es a` la recherche d’information ont e´te´ d’une efficacite´ relativement
limite´e. Les techniques fines sont finalement peu utilise´es. Une des explications possibles
est que les conditions habituelles de la RI traditionnelle font que les SRI n’ont pas besoin
de “comprendre” la requeˆte pour la traiter. En particulier, le fait que la recherche
concerne de larges portions de texte permet d’utiliser des me´thodes statistiques, qui
s’ave`rent plus efficaces que les approches linguistiques, elles-meˆmes encore trop peu
abouties.
A l’oppose´, des domaines traitant des textes plus courts, comme par exemple le
“question/re´ponse”, font couramment usage du traitement de la langue. Ainsi nous
pouvons espe´rer que le cas des documents XML apporte un nouveau champ d’e´tude
plus heureux aux partisans des me´thodes linguistiques.
Enfin, nous avons de´ja` argumente´ contre le principe d’auto-explicativite´ des doxels auto-
explicativite´retourne´s par le syste`me (section 2.2.1). Si l’on abandonne ce principe, il devient ne´-
cessaire de ne plus rechercher l’information uniquement dans les e´le´ments eux-meˆmes,
mais e´galement dans leur contexte. Nous montrerons dans le chapitre 6 que l’analyse
linguistique peut avoir un roˆle important dans ce nouvel enjeu.
3.7.2.2 Des interfaces pour les bases de donne´es
Si quelques-unes des motivations e´voque´es ci-dessus sont communes avec le domaine BD vs. RI
des interfaces pour les bases de donne´es, les proble´matiques restent bien distinctes :
– Nous avons de´ja` souligne´ que l’interrogation des bases de donne´es est une in-
terrogation stricte ; il ne s’agit pas de recherche d’information. L’utilisateur sait interro-
gation
stricte
quel type de connaissance est stocke´e dans la base, son besoin est pre´cis et une
requeˆte correcte conduit ne´cessairement a` une re´ponse correcte. Une compre´hen-
sion errone´e par une ILN conduit a` des re´sultats totalement inutiles – voire a`
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aucun re´sultat. Ceci implique que l’analyse de la question en langage naturel doit
interpre´ter le besoin de fac¸on parfaite et non ambigue¨, faute de quoi la re´ponse
finale est incorrecte et l’utilisateur non satisfait. Pour cette raison les interfaces
en langage naturel pour les bases de donne´es ne s’appliquent qu’a` des domaines
restreints (comme les donne´es ge´ographiques, me´dicales, etc.) avec des langages
e´galement restreints (en fait pseudo-naturels).
A l’oppose´, en recherche d’information semi-structure´e, tout comme en RI clas-interro-
gation
vague
sique, le besoin d’information est de´fini de fac¸on vague, et il n’existe pas de
re´ponse parfaite a` la question. Une interface en langage naturel devient alors un
composant a` part entie`re du processus de recherche. Il peut notamment
interpre´ter la requeˆte de fac¸on imparfaite mais retourner malgre´ tout des re´sultats
utiles. D’un autre coˆte´, il est tout a` fait possible d’imaginer qu’une telle interface
parvienne a` renvoyer de meilleurs re´sultats que des requeˆtes manuelles (ce qui
n’a aucun sens en base de donne´es1).
– Qui plus est, les demandes de la recherche d’information n’entraˆınent, contraire-
ment a` l’interrogation des bases de donne´es, aucune ope´ration sur les donne´es,
comme les calculs mathe´matiques, les concate´nations, l’agre´gation, la restruc-
turation, etc. La re´ponse est un ensemble d’e´le´ments XML qui font partie de la
collection initiale. Cette diffe´rence modifie profonde´ment le type de ques-
tions qui seront pose´es a` un syste`me, et tout autant les approches choisies
pour analyser les requeˆtes en langage naturel. Dans le cas des bases de donne´es,
on attend (et on exige) des phrases conventionnelles, exprimant un besoin finale-
ment pre´vu a` l’avance. L’enjeu pour le concepteur d’une interface est surtout de
re´pertorier les constructions qu’un utilisateur sera susceptible d’employer pour
parvenir a` ses fins.
En revanche, et paradoxalement, la relative simplicite´ conceptuelle des requeˆtes
de RI donne une liberte´ accrue a` l’utilisateur pour compliquer a` souhait la forme
de ses entre´es. Seules les e´ventuelles allusions a` la structure des documents per-
mettent de cadrer la syntaxe employe´e. Les formes ne´gatives sont volontiers
exploite´es pour pre´ciser les e´le´ments qu’il jugera non pertinents, et l’expres-
sion s’e´tend souvent sur plusieurs phrases. On part cependant de l’hypothe`se, et
nous reviendrons sur ce point, que les constructions utilise´es sont ge´ne´ralement
concises, sans ratiocination excessive, et que la personne re´fle´chit a` son besoin
avant de formuler sa requeˆte. De plus, aucune recherche n’a encore porte´ sur la
possibilite´ de dialoguer avec le syste`me apre`s l’obtention du re´sultat, et chaque
requeˆte est traite´e de fac¸on inde´pendante des pre´ce´dentes.
Pour toutes ces raisons, de´velopper des interfaces pour la recherche d’information
XML est un domaine de recherche se´pare´, ne´cessitant ses propres solutions innovantes.
Enfin, contrairement aux bases de donne´es, le format XML semble promis a` une uti-
lisation par le grand public, notamment au travers de l’Internet. Bien que des requeˆtes
formelles, structure´es, non ambigue¨s et lisibles par des machines soient indispensable
pour supporter le processus de recherche, le besoin d’interfaces plus simples devrait
devenir de plus en plus important dans le futur.
En retour, les ILN pour les collections XML doivent analyser toutes les requeˆtes,
complexes ou non, syntaxiquement correctes ou non, e´crites dans un langage naturel
non restreint, meˆme si cette analyse est partielle ou imparfaite. De plus on attend des
applications plus ge´ne´rales et des syste`mes inde´pendants du domaine.
1On n’aborde pas ici la question de l’efficacite´ des requeˆtes en termes de performances en temps de
calcul ou en espace utilise´.
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3.7.2.3 Des syste`mes de question/re´ponse
Les utilisateurs des syste`mes de question/re´ponse posent des questions ferme´es,
demandant une re´ponse courte et factuelle (“Quand Napole´on est-il mort ?→“en 1821”).
Ces syste`mes doivent se´lectionner un segment de texte pertinent dans la collection.
Dans le cas de la RI pour XML, l’unite´ de recherche, le doxel, bien que flexible, reste
formellement de´limite´e par la structure du document ; de plus, le besoin d’information
est souvent plus ge´ne´ral et e´voque´ par des requeˆtes ouvertes.
Ne´anmoins, il existe certains types de requeˆtes concernant des e´le´ments petits et
pre´cis (comme les dates de publications), et pour lesquelles les enjeux dans deux do-
maines sont similaires. De plus, la recherche d’e´le´ments XML peut servir de recherche
de passages efficace dans une phase pre´alable de pre´-traitement en question/re´ponse.
3.7.3 La taˆche “Langage Naturel” d’INEX
Le traitement automatique de la langue naturelle s’est invite´ pour la premie`re fois
a` INEX lors de l’e´dition de 2004. L’unique consigne e´tait alors de n’exploiter que le
champ de description en langage naturel pour effectuer la recherche1. L’interme´diaire
utilise´ par la taˆche ad-hoc, c’est-a`-dire la requeˆte NEXI e´crite par l’auteur, e´tait donc
interdite aux participants de cette taˆche. Ceux-ci utilisaient toutes les techniques de RI
et de TAL qu’ils souhaitaient mettre en œuvre, et renvoyaient un ensemble ordonne´ de
re´sultats (ou run), de la meˆme fac¸on que pour la taˆche ad-hoc. Malgre´ un faible nombre
de participants, les re´sultats se sont re´ve´le´s encourageants, mais encore nettement en
dessous des re´sultats des syste`mes utilisant les requeˆtes formelles manuelles [90].
De plus, un biais the´orique important empeˆchait une e´valuation rigoureuse des sys-
te`mes. En effet, la comparaison des e´quipes participatrices concernait la sortie de leurs
syste`mes respectifs. La performance finale de´pendait donc a` la fois de la qualite´ de
l’interface de traduction et de celle du moteur de recherche. Il e´tait donc difficile d’in-
terpre´ter les re´sultats.
En 2005, une nouvelle e´preuve fut propose´e. La possibilite´ fut offerte aux partici-
pants de re´aliser une interface en langage naturel, transformant la partie description
de la requeˆte en une liste de mots-cle´s (title) et en un titre NEXI (castitle). Dans
cette taˆche, appele´e NLQ2NEXI, aucun moteur de recherche n’e´tait ne´cessaire. Les re- nlq2nexi
queˆtes automatiquement ge´ne´re´es par les participants e´taient lance´es sur un moteur de



















Fig. 3.32 – La taˆche NLQ2NEXI.
Dans cette configuration, le moteur est donc une donne´e constante. On peut ainsi
conside´rer que l’e´valuation des re´sultats (run i sur la figure) est en fait, indirectement,
une e´valuation des requeˆtes. Celle-ci a alors deux aspects :
1Voir les de´tails concernant INEX, les requeˆtes, le langage NEXI, la taˆche ad-hoc et son e´valuation
a` la section 2.5.4, page 38.
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The/DT relationship/NN and/CC comparisons/NNS between/IN radial/JJ
basis/NNS functions/NNS and/CC multi/NN layer/NN perceptions/NNS
Find/XIN sections/XST about/XBD compression/NN in/IN articles/XST
about/XBD algorithms/NNS
Fig. 3.33 – Etiquetage morphosyntaxique enrichi (Woodley et Geva).
– Une comparaison des interfaces entre elles.
– Une comparaison de chaque interface avec la requeˆte manuelle, elle aussi lance´e
sur le moteur S, aboutissant a` un run “te´moin”, ou baseline.
Les meˆmes mesures d’e´valuation que pour la taˆche ad-hoc e´taient utilise´es. Cette
fois les re´sultats ont e´te´ tre`s positifs, les performances des requeˆtes issues des interfaces
en langage naturel se montrant comparables, voire meilleures dans certains cas que
celles des requeˆtes manuelles. Nous de´taillerons notre propre approche pour la taˆche
NLQ2NEXI dans le chapitre 5.
3.7.4 Les premie`res approches
Nous pre´sentons ici les techniques de Woodley et Geva [260] et de Hassler1 visant
a` traduire les requeˆtes en langage naturel vers des expressions en NEXI.
3.7.4.1 Pre´-traitement
La premie`re e´tape de la traduction est la distinction entre les constructions concer-
nant la structure et celles concernant le contenu des documents recherche´s.
Woodley et Geva effectuent une analyse morphosyntaxique de la requeˆte avec Brill
Tagger [33] et y incorporent principalement trois types d’informations supple´mentaires
a` l’aide de dictionnaires spe´cifiques :
– les e´le´ments structurels (“structure”, ou XST : re´fe´rences directes a` des balises,
comme “abstract” pour les re´sume´s, “figures”, etc.) ;
– les indicateurs de relations (XBD pour “boundaries”), qui indiquent un lien entre
deux e´le´ments structurels ou entre un e´le´ment structurel et du contenu (comme
les mots “about”, “containing”, etc., inde´pendamment de leur cate´gorie gramma-
ticale) ;
– les instructions (XIN :“find”,“retrieve”) qui permettent de distinguer les e´le´ments
cibles* des e´le´ments supports*.
Deux exemples d’e´tiquetage de requeˆte sont donne´s a` la figure 3.33 2. Notons que les
deux dernie`res proprie´te´s (XBD et XIN) sont inde´pendantes de la collection de travail,
tandis que la premie`re (XST) demande des connaissances pre´alables et diffe`re selon la
structure des documents.
1Le travail de l’Universite´ de Klagenfurt, par Marcus Hassler et Abdelhamid Bouchachia, n’a fait
l’objet d’aucune publication jusqu’a` pre´sent. Ce que nous en savons nous vient de discussions informelles
avec M. Hassler.
2Les exemples de cette section sont donne´s en Anglais. En effet, les travaux de´crits sont effectue´s
dans le cadre d’INEX, avec des collections et des requeˆtes dans cette langue. Nos propres travaux ont
e´te´ effectue´s sur l’Anglais. De plus, les cate´gories grammaticales utilise´es de´sormais sont les cate´gories
de la Penn Treebank, e´nume´re´es a` l’annexe B.1.2.
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Query: Request+
Request: CO_Request | CAS_Request
CO_Request: NounPhrase+
CAS_Request: SupportRequest | ReturnRequest
SupportRequest: Structure [Bound] NounPhrase+
ReturnRequest: Instruction Structure [Bound] NounPhrase+
Fig. 3.34 – Quelques patrons se´mantiques pre´sente´s par Woodley et Geva.
structural rules textual rules
//article[about(.,animals)]//sec[about(.,dogs)]
s_rule_1(’.’,’find’//VV {sec}//NN)  //sec
s_rule_2(’.’,’in’ {doc}//NN)  //article
t_rule_1(’.’,’that’ ’discuss’//VV)  [about(.,dogs)]
t_rule_2(’.’,’about’)  [about(.,animals)]
find sections  that discuss dogs  in documents  about animals .
VV        NN          WDT       VV          NN     IN          NN                 IN          NN        .
Fig. 3.35 – Analyse de la requeˆte par Hassler.
Une analyse syntaxique superficielle est alors utilise´e pour distinguer les e´le´ments
multi-termes (comme figure caption pour la le´gende d’une figure), mais aussi pour
regrouper les syntagmes nominaux simples.
3.7.4.2 Analyse
Puis Woodley et Geva utilisent la technique des patrons se´mantiques (de´crite dans
la section 3.4.2.4) pour faire le lien entre les e´le´ments de´tecte´s. Ils partent de l’ide´e
que des requeˆtes concernant la structure forment un contexte particulier pour lequel
un nombre limite´ de patrons suffit [259] (voir figure 3.34). Ceux-ci permettent tout de
meˆme de de´tecter les constructions de base ainsi que certaines ne´gations, la voix passive
et quelques tournures anaphoriques [260].
Hassler emploie e´galement des patrons se´mantiques, mais base´s directement sur
les lemmes des termes de la requeˆte et leurs cate´gories syntaxiques, obtenus avec
TreeTagger [211]. Ceci est illustre´ par un exemple a` la figure 3.35. Contrairement a`
l’autre approche pre´sente´e, les liens entre les e´le´ments structurels et le contenu ne sont
pas linguistiquement motive´s ; il est suppose´ que le contenu textuel est inclu dans le
dernier e´le´ment structurel introduit, ce qui est une simplification importante.
3.7.4.3 Formulation de la requeˆte NEXI
La formulation des requeˆtes NEXI a` partir de l’analyse se´mantique est ope´re´e de
fac¸on simple. L’e´le´ment cible est repe´re´ par les termes d’instruction (XIN) chezWoodley
et Geva ; Hassler de´cre`te que la cible est le premier e´le´ment structurel de la phrase.
De fac¸ons tre`s similaires pour les deux e´quipes, l’e´le´ment cible est place´ a` droite de
la requeˆte avec son contenu (comme le montre la figure 3.35). Ensuite, les parties du
support sont dispose´es a` gauche, en partant de l’anceˆtre le plus e´loigne´.
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Ainsi que le format de NEXI le permet, les syntagmes simples sont entoure´s par des
guillemets.
3.7.4.4 Limites
La technique des patrons se´mantiques est tre`s efficace pour les requeˆtes exprime´es
de fac¸on traditionnelle (c’est-a`-dire les constructions pre´vues a` l’avance). Elle e´vite les
ambigu¨ıte´s syntaxiques mais manque de robustesse, puisqu’une phrase ne correspondant
a` aucun patron se verra analyse´e comme un sac de mots sans lien, ceci conduisant a` de
grandes impre´cisions. En conse´quence, l’approche de Hassler, qui ne comporte aucune
phase syntaxique, est surtout performante dans la taˆche Content-Only (CO), pour
laquelle aucune re´fe´rence a` la structure n’est faite.
De plus, aucune des deux approches ne tient compte des allusions implicites a` la
structure, c’est-a`-dire des formes qui introduisent une re´fe´rence a` une balise sans la
nommer explicitement. Par exemple, dans l’exemple suivant, la construction“documents
e´crits par” (“documents written by”) introduit un auteur (balise ’author’).
(3.54) We are looking for the documents written by Jiawey Han
author
.
Prendre en compte de tels phe´nome`nes demanderait un ajout de renseignements
de´pendants de la structure des documents, et donc une perte de ge´ne´ricite´. S’en abstenir
empeˆche pourtant de traiter bon nombre de tournures de phrases courantes.
Si les informations lie´es au type de corpus e´tudie´ semblent indispensables, au moins
au niveau lexical (reconnaissance des termes se re´fe´rant aux balises), personne n’a
utilise´ jusqu’a` pre´sent de connaissances concernant le domaine des documents (sur
l’informatique par exemple pour les articles de l’IEEE). Le choix de l’encyclope´die Wi-
kipedia [61], traitant des domaines extreˆmement diversifie´s, comme nouvelle collection
en 2006 a` INEX, n’incitera pas les chercheurs a` s’engager dans cette voie.
Deuxie`me partie
Extraction et recherche





Les contextes de lecture
Avant d’aborder dans les chapitres suivants notre travail concernant l’interrogation
en langue naturelle des collections semi-structure´es repre´sente´es en XML, nous pre´sen-
tons ici une e´tude relative au traitement de ces collections, pre´liminaires a` la phase
d’interrogation, et meˆme a` celle d’indexation des documents.
Nous avons pre´sente´ le langage XML dans le chapitre 1, et avons de´ja` insiste´ sur
le caracte`re flexible de la structure qu’il permettait de mettre en place. Cette flexi-
bilite´ est d’ailleurs pour beaucoup dans le succe`s des technologies XML pour le sto-
ckage et l’e´change de donne´es nume´riques. Cependant, nous avons e´galement souligne´
(section 1.3) les difficulte´s inhe´rentes a` la mise en œuvre des techniques habituelles
d’analyse automatique des documents, notamment pour le traitement automatique de
la langue et la recherche d’information. Rappelons que nous ne conside´rons ici (et dans
tout ce me´moire) que l’approche dite “oriente´e document”* de la technologie XML,
c’est-a`-dire que la plus grande part du contenu des documents est suppose´e eˆtre du
texte en langage naturel.
Ce sont les liberte´s que le langage XML permet de prendre avec ce texte que nous
allons e´tudier dans ce chapitre. Ainsi, un groupe de mots (ou meˆme un seul mot) peut
eˆtre coupe´ par une balise, ou par un e´le´ment contenant du texte exte´rieur au contexte ;
d’autre part, des e´le´ments contextuellement tre`s e´loigne´s peuvent eˆtre physiquement
proches dans le document XML, et inversement. Sans mise en page tenant compte de
la se´mantique des balises, un lecteur ignorant cette se´mantique (ou un processeur XML)
perd beaucoup d’information dans cette profusion de marquage.
Pourtant il suffit de connaˆıtre la “cle´”, cette se´mantique perdue du balisage, pour
retrouver sans effort le sens du texte.
Ces caracte´ristiques propres aux documents semi-structure´s ne posent pas unique-
ment des proble`mes de“haut niveau”(comme l’extraction d’information ou les relations
se´mantiques entre balises, dont les enjeux sont l’objet d’initiatives telles que XML
Schema [249] ou le Semantic Web [247] et dont nous ne nous pre´occupons pas ici), mais
aussi des difficulte´s plus e´le´mentaires, comme la simple conservation du texte original,
que nous pre´sentons dans la section 4.1. En recherche d’information, ces difficulte´s sont
en ge´ne´ral ignore´es ou esquive´es a` l’aide de techniques ad hoc, propres a` chaque cor-
pus de donne´es, ne´cessitant un apport se´mantique manuel et une perte d’information
structurelle non ne´gligeable.
Nous proposons (section 4.2) un cadre the´orique permettant de traiter ces difficulte´s
en introduisant le concept de contexte de lecture et en le mettant en relation avec des
travaux ante´rieurs concernant la classification des balises. Les deux dernie`res sections
sont consacre´es aux solutions pratiques que nous avons mises en œuvre, tout d’abord
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pour de´terminer de fac¸on automatique les aspects se´mantiques des balises ne´cessaires
a` l’utilisation des contextes de lecture (section 4.3), puis pour ge´rer les contenus XML
en tenant compte de cette nouvelle notion (section 4.4).
4.1 Proble´matique
Les diffe´rentes facettes du proble`me que nous pre´sentons dans cette section sont de´-
crites a` l’aide d’exemples invente´s ou adapte´s d’exemples re´els. Le but est de pre´senter
de fac¸on concise et claire les aspects que nous voulons mettre en e´vidence, ainsi que
de souligner leurs incidences sur le processus de recherche d’information. La contrepar-
tie est que l’illustration peut paraˆıtre artificielle, mais il nous semble que l’utilisation
d’exemples re´els aurait nuit a` la facilite´ de lecture et a` la concision de l’expose´.
4.1.1 Rattachement des mots
De nombreux phe´nome`nes (indications de forme, notes, mises a` jour, transcriptions,
insertion de champs de me´tadonne´es) provoquent certaines anomalies dans la continuite´
physique du texte, et empeˆchent de distinguer correctement les mots.
Ainsi, dans l’exemple 4.1.a ci-dessous, les mots ’Petit’ et ’Prince’ sont coupe´s par
des balises ’pc’ (petites capitales). Pour retrouver les ve´ritables mots, il est ne´cessaire
de supprimer totalement les balises.
Mais si l’on applique cette me´thode aux exemples 4.1.b et 4.1.c, les caracte`res ’An-
toinede’ et ’1943Son’ seront reconnus comme des mots, au lieu de ’Antoine’, ’de’, ’1943’
et ’Son’. Ici les balises ’prenom’, ’nom’ et ’note’ doivent eˆtre remplace´es par un blanc.
Pour finir, ’Courrier’ est un terme unique dans 4.1.d, et la ’correction’ qui coupe







c. Livre publie´ en 1943<note>Son auteur est mort l’anne´e
suivante.</note>.
d. <transcription>
Son premier roman e´tait Courr<correction>14/06/05 ; Le premier
transcripteur n’avait mis qu’un seul ’r’.</correction>ier Sud.
</transcription>
Ces particularite´s ont de l’importance en recherche d’information (pour l’indexa-
tion en particulier) comme en traitement de la langue. Les syste`mes que nous connais-
sons contournent ce proble`me en listant les balises de forme (comme ’pc’ dans notre
exemple) et en les supprimant avant toute autre ope´ration. Les autres types de balises
sont alors tous conside´re´s comme des coupures dans le texte, et des espaces sont ajou-
te´s pour e´viter tout rattachement malencontreux. Cette me´thode conduit a` une perte
d’information (les balises de forme, qui repre´sentent pourtant une indication impor-
tante) et ne re´tablit pas l’ordre des mots (dans le cas des notes par exemple, qui sont
d’utilisation tre`s courante). Ce dernier aspect pose la question de la proximite´ re´elle
des termes dans le document XML.
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4.1.2 Proximite´ logique
Il est ne´cessaire de distinguer la proximite´ physique d’un fichier XML de ce que
nous pouvons appeler une proximite´ logique. Tandis que la proximite´ physique est proximite´
logiquede´finie par la position des termes dans le document, la proximite´ logique de´pend de leur
organisation dans la structure. Ainsi, dans l’exemple 4.2, les mots “e´lections” et “aux
Etats-Unis” sont physiquement conse´cutifs, mais logiquement e´loigne´s (nous donnerons
une de´finition plus formelle de la proximite´ logique dans la section suivante).
Cette distinction est particulie`rement inte´ressante en recherche d’information, prin-
cipalement lorsque la requeˆte est compose´e de termes complexes. Supposons que l’on
recherche des renseignements sur les e´lections aux Etats-Unis. L’ensemble d’exemples
propose´ ci-dessous illustre le fait que la proximite´ physique des termes “e´lections” et
“Etats-Unis” dans une partie de document ne garantit pas sa pertinence. La pertinence
est, en effet, plutoˆt lie´e a` la proximite´ logique. Ainsi, les exemples 4.2 et 4.4.c ne sont
pas pertinents pour notre recherche, malgre´ la proximite´ physique des termes de la
requeˆte, tandis que 4.3.a, 4.3.b et 4.3.c, dans une situation comparable (mots se´pare´s
par des balises), sont pertinents. Enfin 4.4.a et 4.4.b concernent bien le sujet recherche´,
malgre´ les e´le´ments XML inse´re´s.
(4.2) <infos>
<item>Dernier sondage, a` quatre jours des e´lections</item>




Les e´lections aux<gras>Etats-Unis</gras> sont pre´vues pour 2008.
</par>
b. <titre>












En 2004, les e´lections<nbp>Nous parlons suˆr des e´lections




Cet article traite du prochain voyage du pre´sident roumain
<nbp>Traian Basescu, qui a remporte´ de justesse les dernie`res
e´lections</nbp> aux Etats-Unis.
</re´sume´>
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Notons que cette ide´e de proximite´ est e´galement applicable aux listes, ce qui est parti-
culie`rement inte´ressant. Les listes sont compose´es d’une introduction, d’un ou plusieurs
e´le´ments et parfois d’une conclusion [7]. Dans ce cas, il existe la meˆme proximite´ lo-
gique entre l’introduction et chaque e´le´ment de la liste, et entre chaque e´le´ment et la













7 , appele´s plus commune´ment sucres, qui peuvent eˆtre
se´pare´s en glucides simples et glucides complexes.</item>
<item>les 621 lipides
7
22 , constituants majeurs des matie`res grasses, qui en-
globent les acides gras sature´s, mono-insature´s et polyinsature´s.</item>
<item>les 636 prote´ines
7
37 , constitue´es d’acides amine´s souvent indispen-
sables car non synthe´tisables par l’organisme . . .</item>
</liste>
Dans cet exemple, les mots “lipides” et “prote´ines” sont physiquement e´loigne´s du
terme“macronutriments” (nume´rotation du bas), mais si l’on prend en compte la proxi-
mite´ logique (nume´rotation du haut), les trois constituants (“glucides”,“lipides” et“pro-
te´ines”) sont chacun a` la meˆme distance de l’introduction.
4.1.3 Traitement automatique du langage
Les fichiers XML oriente´s document sont, tout comme les documents plats (non
structure´s), un terrain d’e´tude inte´ressant pour les chercheurs de´sirant appliquer des
techniques de traitement automatique des langues a` la recherche d’information. Mais
dans le cas du XML, un proble`me supple´mentaire re´side dans la difficulte´ de pre´server
le fil de la lecture de l’eˆtre humain, inde´pendamment des e´le´ments structurels, ce qui
est bien suˆr indispensable en traitement de la langue.
C’est en particulier ne´cessaire pour effectuer une analyse morphosyntaxique auto-
matique correcte1. En effet, les logiciels d’e´tiquetage morphosyntaxique de´terminent
la cate´gorie grammaticale d’un mot ambigu en utilisant le contexte dans lequel il est
utilise´ (les termes l’entourant).
Les de´peˆches suivantes constituent un exemple simple en ce qui concerne l’e´tiquetage
morphosyntaxique.
(4.6) <depeches>
<item type="exposition">Le peintre De Marcis, un artiste
ignore´</item>
<item type="divers">Suspect en garde a` vue dans l’affaire
Rolin</item>
</depeches>
Analyse´s se´pare´ment (par l’outil TreeTagger [211] pour la langue franc¸aise dans
notre exemple), les textes des de´peˆches sont e´tiquete´s correctement (4.6.a, 4.6.b). Mais
accoler les deux textes (sans ponctuation – 4.6.c) avant l’analyse conduit a` une erreur
(ou en tout cas a` une interpre´tation diffe´rente).
(4.6.a) . . . un





1L’e´tiquetage morphosyntaxique est explique´ a` la section 3.2.1, page 49.













(4.6.c) . . . un

















Le proble`me se pose aussi pour des analyses plus avance´es en termes de syntaxe
et/ou de se´mantique. L’ensemble d’exemples propose´ a` la section pre´ce´dente peut eˆtre
lu “a` l’envers” pour illustrer ceci. En particulier, dans l’exemple 4.4, toute analyse lin-
guistique devra bien e´videmment conside´rer comme un tout non dissociable les phrases
“Les nouvelles ne parlent plus que des e´lections aux Etats-Unis” (4.4.a), “En 2004, les
e´lections aux Etats-Unis furent moins controverse´es qu’en 2000.” (4.4.b) et “Cet article
parle du prochain voyage du pre´sident roumain aux Etats-Unis” (4.4.c), et cela malgre´
les e´le´ments qui les interrompent. Ici un traitement approprie´ des balises est ne´cessaire
pour retrouver le texte “initial” (celui qui est destine´ a` eˆtre lu par l’eˆtre humain).
4.2 Le contexte de lecture
Il nous semble possible de rendre compte de l’ensemble des caracte´ristiques pre´sen-
te´es ci-dessus en de´finissant la notion de “contexte de lecture”.
4.2.1 De´finition
Un contexte de lecture est une petite partie de texte, syntaxiquement et se´man- contexte de
lecturetiquement inde´pendante et homoge`ne, qu’une personne peut lire d’une seule traite,
sans interruption. Dans un document XML en particulier, les contextes de lecture ne
respectent pas force´ment la line´arite´ du texte, et de´pendent fortement des e´le´ments
structurels mis en place. Par exemple :
– Les balises ’item’ de l’exemple 4.6 provoquent un changement de contexte de
lecture, car les textes qu’elles contiennent sont se´mantiquement distincts et syn-
taxiquement non compatibles.
– Les balises ’pc’ (petites capitales) de l’exemple 4.1.a apparaissent a` l’inte´rieur d’un
contexte de lecture (“Le Petit Prince”), ne l’interrompent pas et ne le modifient
pas.
– L’e´le´ment ’correction’, dans l’exemple 4.1.d, forme un nouveau contexte de
lecture qui s’inse`re dans un contexte existant, celui-ci reprenant par la suite (deux
contextes diffe´rents : “Son premier roman e´tait Courrier Sud.” et “14/06/05 ; Le
premier transcripteur n’avait mis qu’un seul ’r’.”).
– Enfin, les listes sont encore plus particulie`res. Il est possible de les interpre´ter
de fac¸ons diffe´rentes, selon l’application souhaite´e. On peut par exemple esti-
mer que l’ensemble de la liste, introduction et conclusion comprises, compose un
seul et meˆme contexte de lecture. Mais il est e´galement possible de conside´rer
que chaque e´le´ment d’une liste repre´sente un contexte de lecture inde´pendant,
et que l’introduction et la conclusion sont communs a` tous (on aurait donc trois
contextes diffe´rents dans l’exemple 4.5 : “Les macronutriments sont constitue´s
par les glucides, appele´s plus commune´ment sucres . . .”, “Les macronutriments
sont constitue´s par les lipides, constituants majeurs des matie`res grasses . . .” et
“Les macronutriments sont constitue´s par les prote´ines, constitue´es d’acides ami-
ne´s . . .”). Mais ceci pose des proble`mes, notamment de ponctuation, que nous ne
souhaitons pas aborder ici.





Les e´lections aux <gras>Etats-Unis</gras> sont pre´vues pour 2008.
Fig. 4.1 – Contextes de lecture et balises transparentes
Ainsi, chacun des proble`mes exprime´s dans la section 4.1 peut se de´finir ou s’e´noncer
en utilisant le concept de contexte de lecture :
– rattachement des mots. Deux chaˆınes de caracte`res forment un mot1 si elles
sont accole´es sans espace dans le meˆme contexte de lecture.
– proximite´ logique. Deux mots sont logiquement conse´cutifs s’ils sont conse´cutifs
dans le meˆme contexte de lecture.
– traitement automatique du langage. Une analyse morphosyntaxique, syn-
taxique, se´mantique ou autre doit conside´rer les contextes de lecture, et non pas
le texte dans l’ordre d’apparition dans le document.
4.2.2 Contexte de lecture et classification des balises
Nous reprenons ici a` notre compte les trois classes diffe´rencie´es par Lini et al. [143]
et aborde´es dans la section 1.3.2 2. Pour chacune d’entre elles, nous reprenons la des-
cription donne´e par les auteurs, puis nous proposons deux nouvelles de´finitions. La pre-
mie`re de´finition est exprime´e en fonction des contextes de lecture ; la seconde est une
de´finition constructive adoptant une vision plus linguistique. Nous montrerons qu’elle
est e´galement plus sujette a` des ambigu¨ıte´s diverses. Nous la proposons en vue de la




n le nom de la balise dont nous souhaitons de´terminer la classe
en un e´le´ment XML de nom n
p(en) l’e´le´ment parent de en (p(en) contient en)
Les exemples sont repris des illustrations de la proximite´ logique (section 4.1.2,
page 95).
4.2.2.1 Balises transparentes
Les balises “transparentes” (“soft” tags) identifient notamment les passages devantsoft tags
subir un formatage particulier, ou ayant une signification spe´cifique (une citation par
exemple). Elles sont “transparentes” lorsqu’on lit le texte. C’est le cas notamment des
balises ’gras’, ’italique’ et ’souligne’ dans les exemples 4.3.a et 4.3.b. Nous en
donnons les de´finitions suivantes :
De´finition DT1 (n) : Une balise transparente s’inscrit dans le contexte de lecture cou-
rant sans le modifier ni l’interrompre (figure 4.1).
De´finition DT2 (n) : L’e´le´ment en est un e´le´ment transparent s’il est possible de sup-
primer le balisage et d’obtenir un texte intelligible dans p(en).
1La de´finition du mot se doit bien entendu d’eˆtre plus pre´cise, mais cette question ne nous pre´occupe
pas dans ce contexte.
2Page 14.










Traian Basescu, qui a remporte´ de justesse les dernie`res e´lections
Fig. 4.2 – Contextes de lecture et balises de saut
L’application de cette dernie`re de´finition a` nos exemples conduit aux textes sui-
vants. L’aste´risque en de´but de ligne indique une phrase incorrecte. Ainsi, seules les ba-
lises ’gras’, ’italique’, souligne’ et ’sc’ sont des balises transparentes (cas 4.3’).
Remarquons que si la plupart des phrases incorrectes ont une syntaxe de´fectueuse, la
premie`re et la dernie`re par exemple, si ce n’e´tait les proble`mes d’espaces, ne´cessiteraient
des connaissances pragmatiques* pour reconnaˆıtre qu’elles sont absurdes.
(4.2’) * Dernier sondage, a` quatre jours des e´lectionsAux Etats-Unis, une fausse alerte
provoque la panique dans un avion
(4.3’) a’. Les e´lections aux Etats-Unis sont pre´vues pour 2008.
b’. Les commentaires de Noam Chomski concernant les e´lections aux Etats-
Unis.
c’. Elections aux Etats-Unis.
(4.4’) a’. * Les nouvelles ne parlent plus que des e´lections aux Etats-Une porte
claque.Unis.
b’. * En 2004, les e´lectionsNous parlons bien suˆr des e´lections pre´sidentielles
aux Etats-Unis furent moins controverse´es qu’en 2000.
c’. * Cet article traite du prochain voyage du pre´sident roumainTraian Ba-
sescu, qui a remporte´ de justesse les dernie`res e´lections aux Etats-Unis.
4.2.2.2 Balises de saut
Les balises de “saut” (“jump” tags) repre´sentent des e´le´ments inse´re´s dans le texte jump tags
courant, comme les notes de bas de page. Les e´le´ments ’commentaire’ et ’nbp’ (note
de bas de page) des exemples 4.4.a a` 4.4.c sont des e´le´ments de saut.
De´finition DS1 (n) : Une balise de saut est inse´re´e a` l’inte´rieur d’un contexte de
lecture (figure 4.2).
De´finition DS2 (n) : L’e´le´ment en est un e´le´ment de saut s’il est possible de suppri-
mer l’e´le´ment entier (balisage + contenu) et d’obtenir autour un texte intelligible
dans p(en).
Dans les exemples qui suivent, la seconde de´finition (DS2 (n)) montre que ’commen-
taire’ et ’nbp’ (note de bas de page) sont des e´le´ments de saut (cas 4.4”).
(4.3”) a”. * Les e´lections aux sont pre´vues pour 2008.
b”. * Les commentaires de Noam Chomski concernant les aux .
c”. * aux .
(4.4”) a”. Les nouvelles ne parlent plus que des e´lections aux Etats-Unis.












Aux Etats-Unis, une fausse alerte provoque la panique dans un avion
Fig. 4.3 – Contextes de lecture et balises dures
b”. En 2004, les e´lections aux Etats-Unis furent moins controverse´es qu’en
2000.
c”. Cet article traite du prochain voyage du pre´sident roumain aux Etats-Unis.
4.2.2.3 Balises dures
Les balises “dures” (“hard” tags) interrompent la “line´arite´” d’un texte. Elles ap-hard tags
portent une structuration forte au document (titres, chapitres, paragraphes). Ainsi, les
balises ’infos’ et ’item’ sont toutes les deux “dures” dans l’exemple 4.2 de la section
pre´ce´dente.
De´finition DD1 (n) : Une balise dure provoque un changement de contexte de lecture
(figure 4.3).
De´finition DD2 (n) : Une balise dure a des caracte´ristiques spe´cifiques. Pourtant,
pour se cantonner avec certitude a` nos trois classes et par souci de simplicite´, nous
proposons : Une balise dure n’est ni une balise de saut ni une balise transparente.
4.2.2.4 Commentaires
Il est e´vident que les de´finitions constructives D2 ne peuvent avoir une application
isole´e ; on ne peut conside´rer chaque e´le´ment se´pare´ment, pour les raisons suivantes :
– Si l’e´le´ment parent p(en) n’a pas de contenu mixte (c’est-a`-dire s’il ne contient
aucune donne´e textuelle, mais uniquement d’autres e´le´ments XML), il sera impos-
sible de conclure, comme le montre l’exemple suivant pour les ’italiques’ :
(4.7) <titre>
<italiques>Les technologies de l’Espace</italiques>
</titre>
– Si la portion de texte conside´re´e contient d’autres e´le´ments que du texte et des
e´le´ments de type n, il est impossible de reconstituer avec certitude le texte re´el.
En effet, nous ignorons en the´orie la classe des autres balises :
(4.8) <titre>
Les <gras>voyages humains</gras> vers
<ital>Mars</ital> pourraient avoir lieu plus toˆt que pre´vu.
</titre>
Dans cet exemple, en s’inte´ressant a` la balise de type ’ital’, la classe de ’gras’
est inconnue. On ignore donc quelle partie de texte doit eˆtre conserve´e pour
l’analyse.
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– Dans certains cas, les deux de´finitions D t2 et D
s
2 peuvent s’appliquer a` un meˆme
e´le´ment, et ainsi conduire a` une ambigu¨ıte´ concernant le type (transparent ou de
saut) d’une balise :
(4.9) Napole´on Bonaparte <note>qui naquit en Corse en 1769</note>mourut
a` l’aˆge de 52 ans apre`s avoir marque´ le monde de son empreinte.
(4.10) Le professeur <bold>Stephen Hawkins</bold> travaille sur les lois qui
gouvernent l’Univers.
Nous montrerons dans la section suivante comment ces difficulte´s peuvent eˆtre
contourne´es.
4.3 Classification automatique
Pour traiter de fac¸on spe´ficique certaines classes de balises, quelle que soit la clas-
sification (balises dures, transparentes, de saut [49], balises d’emphase [235], balises
e´quivalentes [3]), la liste des balises appartenant a` telle ou telle classe est toujours
obtenue manuellement (par l’“intuition”) ou en utilisant le nom des balises ou encore
les commentaires pre´sents dans la DTD [3]. Mais l’intuition prend du temps et a ses
limites (par exemple la de´finition d’une balise d’emphase n’est pas claire), les noms de
balises sont rarement de “vrais” mots et les commentaires, leur clarte´, leur disposition
et surtout leur pre´sence, sont tre`s de´pendants de la personne qui les a e´crits, ce qui en
fait des indices bien trop approximatifs.
Nous proposons ici une me´thode pour se´parer automatiquement les balises entre les
trois classes que nous avons de´crites pre´ce´demment (balises dures, transparentes, de
saut). Cette me´thode s’affranchit des contraintes lie´es a` la DTD, puisqu’elle ne l’utilise
pas du tout. Elle repose sur les caracte´ristiques des balises en termes de comportement
des contextes de lecture, ainsi que sur une proce´dure base´e sur une analyse syntaxique
du texte.
4.3.1 Description de l’approche
4.3.1.1 Approche globale et nouvelles de´finitions
Nous utilisons les de´finitions D2 introduites ci-dessus. Nous remplac¸ons le terme
“texte intelligible”, suffisant pour un eˆtre humain, mais bien suˆr trop impre´cis pour
un algorithme automatique, par “texte syntaxiquement correct”. Nous verrons plus loin
comment nous ope´rons l’analyse syntaxique. Ainsi :
De´finition D T2′ (n) : L’e´le´ment en est un e´le´ment transparent s’il est possible de sup- soft tags
primer le balisage et d’obtenir un texte syntaxiquement correct dans p(en).
De´finition D S2′ (n) : L’e´le´ment en est un e´le´ment de saut s’il est possible de suppri- jump tags
mer l’e´le´ment entier (balisage + contenu) et d’obtenir autour un texte syntaxiquement
correct dans p(en).
De´finition DD2′ (n) : La de´finition ne change pas par rapport a` D
D
2 : Une balise dure hard tags
n’est ni une balise de saut ni une balise transparente.
Nous avons de´crit plus haut les diffe´rentes raisons pour lesquelles ces de´finitions
n’e´taient pas applicables efficacement a` chaque balise rencontre´e se´pare´ment. A ces
arguments s’en ajoute un nouveau concernant l’analyse syntaxique assiste´e par ordi-
nateur. Cette technologie est loin d’avoir re´solu le proble`me pour le langage courant.
Les analyses errone´es restent le´gion, quel que soit le soin apporte´ a` la conception de
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la grammaire ¬ 1. Enfin, il est fre´quent que des passages de texte ne respectent pas
la grammaire d’une langue de´termine´e, mais soient compose´s d’abre´viations, de fonc-
tions mathe´matiques, ou d’autres formes de chaˆınes de caracte`res qu’un analyseur ne
peut reconnaˆıtre de fac¸on ge´ne´rique ­. Ainsi, dans des articles scientifiques (type de
documents que nous avons tout particulie`rement e´tudie´), les formes suivantes sont tre`s
courantes :
(4.11) a. La source de bruit <gras>v(t)</gras> repre´sente l’influence de. . .
b. The Timetables of Technology (rev.), <it>No. 4, 83</it>.
c. Pour chaque Y tel que <ss>symptom</ss>(X, Y) est vrai. . .
Toutes ces raisons nous incitent donc a` adopter une approche plus globale des types
de balises. En effet, une classe (transparent, dur ou de saut) est attribue´e a` un type
(un nom) de balise. Les cas ou` des balises d’un meˆme type peuvent eˆtre utilise´es de
deux manie`res diffe´rentes sont extreˆmement rares et souvent dus a` des abus de la
part des auteurs. Ainsi, nous pouvons mettre en place, en comple´ment de l’analyse
syntaxique, une analyse statistique des re´sultats obtenus. En effet, meˆme si les e´le´ments
ne comprenant aucun contenu mixte sont e´carte´s, meˆme si ceux comprenant plusieurs
types de balises ne sont pas traite´s, meˆme si quelques cas provoquent une ambigu¨ıte´2 ®,
et meˆme si des phrases correctes sont ne´glige´es par l’analyseur ¬, notre hypothe`se est
qu’un nombre suffisant de cas seront traite´s de fac¸on approprie´e pour aboutir a` des
re´sultats significatifs (au dessus d’un seuil s ¯), et ainsi conclure sans e´quivoque sur la
classe des noms de balises.
De plus, nous estimons que la probabilite´ pour que l’application des deux de´fini-
tions D T2′ et D
S
2′ sur la meˆme balise conduisent toutes deux a` des phrases correctes
(phe´nome`ne illustre´ par les exemples de Napole´on – 4.9 – et Stephen Hawkins – 4.10)
est relativement faible ®.
La conclusion de ces re´flexions est que les cas pour lesquels le syste`me conclura a`
tort qu’une classe s’applique a` une balise donne´e devraient eˆtre tre`s minoritaires ±, a`
condition d’avoir une analyse syntaxique qui ne valide pas trop de constructions incor-
rectes °. De cette fac¸on, meˆme s’il arrive souvent que le syste`me conclue, toujours a`
tort, qu’une de´finition ne s’applique pas ², la diffe´rence entre ces deux cas sera suffi-
samment importante pour permettre de parvenir a` se prononcer de fac¸on pertinente ¯.
Tout ceci est illustre´ a` la figure 4.4.
4.3.1.2 Analyse syntaxique
Ici l’analyse syntaxique a pour seul but de regrouper des suites de mots. Aucun
traitement autre que la simple reconnaissance des structures n’est ne´cessaire. Nous
nous contentons donc de mettre en place une analyse morphosyntaxique3 avec le logiciel
TreeTagger [211] 4, suivie d’une analyse superficielle avec le logiciel Cass [5] 5, de StevenCass
Abney, pre´sente´ au chapitre 3 6, dont nous conservons les re`gles sugge´re´es par l’auteur7.
Le proble`me des ambigu¨ıte´s syntaxiques, non ge´re´es par Cass, ne nous pre´occupe
pas. Des rattachements se´mantiquement errone´s nous importent peu, nous souhaitons
1Les nume´ros entoure´s de cette section correspondent aux nume´ros de la figure 4.4.
2Voir les explications de tout ceci a` la section 4.2.2.4.
3Voir la section 3.2.2, page 50.
4http://www.ims.uni-stuttgart.de/projekte/corplex/TreeTagger/DecisionTreeTagger.html
5http://www.vinartus.net/spa/
6Section 3.3.3.1, page 55.
7A l’exception d’un niveau nomme´ nmess, qui provoque un certain nombre d’analyses errone´es, ce
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Conclusion : la de´finition DC
2′
(n) s’applique.
Conclusion : la de´finition D C
2′
(n) ne s’applique pas.
Fig. 4.4 – Vers une application automatique des de´finitions D2′ .
simplement prouver qu’un e´nonce´ respecte une grammaire donne´e ou pas. De plus, les
collections de documents pouvant eˆtre tre`s volumineuses, l’efficacite´ en termes de temps
de calcul est importante, et le logiciel d’Abney affiche de tre`s bons re´sultats a` ce niveau.
Enfin, nos contraintes de pre´cision exprime´es plus haut trouvent une re´ponse adapte´e
dans l’application d’une analyse superficielle. En effet, l’analyse de Cass ne concerne
que des constituants basiques et ne risque pas de valider des e´nonce´s incorrects.
4.3.1.3 Algorithme de de´termination automatique
Pour de´terminer si un type de balise n est de classe C (C ∈ {T, S} – transparente
ou de saut), on applique l’algorithme suivant :
1. Collecte des e´le´ments. A partir de la collection comple`te, tous les e´le´ments parents
d’au moins une balise de type n sont se´lectionne´s (p(en)).
2. Filtrage. Seuls les e´le´ments auxquels il est possible d’appliquer la de´finition DC2′
sont conserve´s (voir section 4.2.2.4) :
– p(en) doit contenir une ou plusieurs parties textuelles, et pas seulement d’autres
nœuds.
– p(en) ne doit pas contenir d’e´le´ments autres que du texte et des e´le´ments de
type n.
3. Se´lection des portions de texte a` analyser. Pour chaque e´le´ment parent p(en),
le texte ade´quat est se´lectionne´ en fonction de la de´finition concernant la classe
recherche´e (DC2′ (n)). Pour la transparence (C = T ), on enle`ve le balisage et on
conserve tout le texte ; pour le saut (C = S), on supprime les e´le´ments de type n.
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Dans le cas ou` le texte contient plusieurs phrases (i.e. si une ponctuation forte ap-
paraˆıt dans le texte), on re´duit la portion de texte a` la phrase contenant l’e´le´ment
e´tudie´. Ainsi, pour C = T :
(4.12) <nouvelles>
Sports – Tennis : la Belge <italiques>Kim Clijsters</italiques>
est forfait pour l’Open d’Australie. Elle est toujours en convalescence
apre`s sa blessure au poignet.
</nouvelles>
; la Belge Kim Clijsters est forfait pour l’Open d’Australie.
4. Analyse syntaxique. On effectue une analyse syntaxique de chacun des textes
obtenus. Les crite`res de validation sont diffe´rents selon la classe :
– Pour la transparence (C = T ), on conside`re que l’analyse est valide si un meˆme
regroupement syntaxique englobe le contenu d’un e´le´ment en et du texte situe´
autour de cet e´le´ment :













<gras>Duke Ellington</gras> est un fameux jazzman.
– Pour le saut (C = S), l’analyse est valide si un meˆme regroupement syntaxique
englobe du texte situe´ de part et d’autre de l’emplacement de l’e´le´ment en.



















5. Validation statistique. Si la proportion de textes valide´s par l’analyseur syntaxique
est supe´rieure a` un seuil s, alors on conside`re que le type n repre´sente des balises
de la classe C.
Cette proce´dure est illustre´e par la figure 4.5.
En pratique, pour chaque type n, on effectue d’abord l’analyse pour la classe des
balises transparentes. Si on parvient a` la conclusion que n fait partie de cette classe, on
arreˆte l’analyse1. Dans le cas contraire, on continue pour de´terminer si le type n fait
partie de la classe “de saut”. Si ce n’est pas le cas, on en conclut que les balises n sont
des balises dures.
1La raison de cet ordre est d’abord que les balises transparentes sont plus fre´quentes que les balises
de saut. Il s’ave`re de plus au vu des re´sultats finaux que les conclusions formule´es pour les balises
transparentes sont beaucoup plus fiables.
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2. filtrage
E′ ∈ E ensemble des
e´le´ments analysables
1. collecte des e´le´ments




4. analyse syntaxique 4. analyse syntaxique
TKO = TOK
; Les balises de type n
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; Les balises de type n








validation rejet validation rejet
E ensemble des e´le´ments e




T ensemble des textes
a` analyser
Fig. 4.5 – Attribution d’une classe C a` un type de balise n.
4.3.1.4 Expe´rimentations
Les expe´rimentations que nous avons mene´es concernent la langue anglaise. La col-
lection utilise´e est celle d’INEX 2004, comprenant 12000 documents et pre´sente´e a` la
section 2.5.4.1. La structure de ce corpus repre´sente aussi bien du balisage logique,
comme les sections, les paragraphes, les titres, que des balises de pre´sentations. Au
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total, 192 types d’e´le´ments diffe´rents sont pre´sents dans la DTD.
4.3.2 Re´sultats
4.3.2.1 Commentaires pre´liminaires
Seuil. Comme nous l’avons explique´, nous estimons que les chances pour que notre
analyse syntaxique valide des phrases pour des balises ne re´pondant pas en re´alite´ a`
la de´finition (phrase ambigue¨ dans le texte original ou erreur de l’analyseur) sont tre`s
faibles. En revanche les raisons pour lesquelles l’analyseur peut rejeter des phrases cor-
respondant a` la de´finition sont nombreuses. C’est pourquoi nous avons choisi d’utiliser
un seuil s qui peut sembler tre`s bas : 20 %. Nous verrons qu’il suffit amplement lorsque
la collection est suffisamment grande (dans nos expe´rimentations sur la collection INEX
comple`te, tout seuil compris entre 10 et 40 % aurait conduit a` des re´sultats identiques).
Balises dures contre le reste du monde. Nous avons montre´ qu’un e´le´ment de-
vait avoir un contenu mixte (texte + e´le´ment en) pour pouvoir eˆtre analyse´. Pour de
nombreux types de balises, cette configuration n’arrive jamais dans la collection. C’est
le cas des balises logiques comme ’bdy’ (body, le corps du texte), ’sec’ (section), ’p’
(paragraphe), ’bib’ (bibliographie), ’bm’ (back matter, la partie finale), mais aussi
’au’ (auteur), ’atl’ (titre), ’abs’ (abstract, le re´sume´) et les e´le´ments comme les
listes ou les cellules de tableaux. Conforme´ment a` l’algorithme mis en place, ces balises
sont donc classe´es comme dures, ce qui semble bien correspondre avec la re´alite´.
Notations. Les notations suivantes sont utilise´es dans l’expose´ de nos re´sultats :
– N = nombre total d’apparitions d’e´le´ments de type n dans la collection ;
– pf (C,n) = pourcentage de ces e´le´ments conserve´ apre`s le filtrage (C repre´sentant
la classe e´tudie´e (C ∈ {T, S}) ;
– sf (C,n) = pourcentage des e´le´ments conserve´s dont l’analyse syntaxique valide
la de´finition DC2′ ;
– st(C,n) = rapport entre le nombre de balises valide´es et le nombre total de balises
dans la collection (st = sf × pf ).
Etant donne´ le nombre e´leve´ (192) des diffe´rents types de balises contenus dans la
collection, il serait trop long de de´tailler ici les re´sultats pour chacun d’entre eux. Nous
nous focalisons ici sur les re´sultats inte´ressants. Comme nous l’avons dit, les e´le´ments
structurants comme les paragraphes, les sections, les listes, les tableaux, les figures, et
les donne´es comme les auteurs ou les titres ne franchissent pas la barrie`re du filtrage
et sont directement classe´s dans les e´le´ments durs.
4.3.2.2 Balises transparentes
La table 4.1 donne un certain nombre de re´sultats pour l’algorithme de recherche
des balises transparentes. Dans la premie`re colonne, avec le nom de la balise, figure
entre parenthe`ses la “se´mantique” donne´e par les commentaires de la DTD. La colonne
la plus importante est donne´e en caracte`res gras (sf (T, n)), elle donne le taux des
e´le´ments traite´s (apre`s filtrage) dont le syste`me a valide´ la correspondance avec la
de´finition.
Pour les balises d’emphase1, la plupart des scores se situent entre 40 et 70 % d’ana-
lyses syntaxiques correctes apre`s filtrage. Pour deux d’entre elles (’large’ et ’ub’), le
1Nous appelons balises d’“emphase” tout balisage proce´dural et toute marquage de pre´sentation
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Type (n) N pf (T, n) sf (T, n) st(T, n)
a (link) 91 60.44 % 74.55 % 45.05 %
ariel 5800 42.38 % 67.98 % 28.81 %
b (bold) 160171 38.03 % 61.40 % 23.35 %
bi (emphasis) 4233 12.93 % 58.32 % 7.54 %
bu (emphasis) 206 29.61 % 31.15 % 9.22 %
bui (emphasis) 53 13.20 % 42.86 % 13.21 %
it (italics) 1070877 32.94 % 60.46 % 19.92 %
large 1 100.00 % 100.00 % 100.00 %
math 76270 61.06 % 17.84 % 10.89 %
ref (hyperlink) 395946 79.21 % 2.86 % 2.27 %
rm (roman) 3548 42.45 % 49.60 % 21.05 %
scp (small caps) 114255 52.62 % 72.70 % 49.22 %
ss (typeface) 4402 62.49 % 50.97 % 31.85 %
sub (subscript) 291661 19.64 % 21.80 % 4.28 %
super 44567 31.18 % 28.93 % 9.02 %
tt (typeface) 47517 64.45 % 59.72 % 38.45 %
u (underlined) 2713 30.48 % 37.97 % 11.57 %
ub (medium bold) 2 50.00 % 100.00 % 50.00 %
url 25050 54.32 % 48.39 % 26.28 %
Tab. 4.1 – Re´sultats des recherches de balises transparentes.
nombre trop faible d’apparitions de la balise rend les re´sultats non significatifs (meˆme
si ce sont dans les deux cas de “bons” re´sultats non significatifs !).
Un e´le´ment de type ’math’ introduit un environnement mathe´matique, et ’super’
et ’sub’ sont uniquement utilise´s dans ce contexte. Les re´sultats pour ces types de ba-
lises ne sont pas aussi clairs que les autres ; nous avons de´ja` fait remarquer (section 1.3)
qu’on pouvait les conside´rer comme une exception dans la classification.
Les re´sultats obtenus pour les balises ’a’, ’url’ et ’ref’ sont particulie`rement in-
te´ressants. Les deux premiers repre´sentent quasiment la meˆme information, c’est-a`-dire
des liens vers des adresses Internet. La diffe´rence est que la balise ’a’, tout comme son
homologue en HTML, posse`de un attribut ’href’ dans laquelle l’adresse est indique´e,
et peut donc contenir du texte en Anglais dans son contenu. En revanche, ’url’ ne
contient que l’adresse. Ceci re´sulte en des utilisations sensiblement diffe´rentes des deux
types de balises, mais, dans les deux, celles-ci interrompent rarement le contexte de
lecture :
(4.15) a. Additional information can be found at <url>http ://www. . .</url>.
(des informations supple´mentaires sont disponibles sur <url>. . .</url>.)
b. The <a href="http ://www...">complete survey results</a> showed
that . . .
(voir Coombs et al. [51] et la section 1.3, page 12). Tous les e´le´ments concerne´s par la pre´sentation du
texte, inde´pendamment de sa structure, sont compris dans cette cate´gorie. Nous ne faisons pas dans
ce cas la distinction entre balisage de pre´sentation physique et logique. Ainsi, les balises HTML ’EM’
et ’STRONG’ (dites logiques parce qu’elles pre´cisent un roˆle – “emphase” et “fort” – dont le traitement
de´pend du syste`me de mise en page) sont des balises d’emphase, au meˆme titre que ’B’ ou ’I’ (balises
physiques, de´crivant directement une apparence, respectivement bold – gras – et italics –italiques). A
l’oppose´, ’TITLE’, ’H1’ ou ’P’, qui concernent la structure du document (titres et paragraphe), ne
sont pas des balises d’emphase.
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Type (n) N pf (S, n) sf (S, n) st(S, n)
math 76270 61.06 % 47.68 % 29.11 %
ref (hyperlink) 395946 79.21 % 35.86 % 28.40 %
Tab. 4.2 – Re´sultats des recherches de balises de saut.
(Les <a>re´sultats complets de l’e´tude</a> ont montre´ que . . .)
Enfin, ’ref’ regroupe a` lui seul les liens vers les re´fe´rences bibliographiques, vers
les figures, les notes de bas de page et d’autres e´le´ments. Son mode d’utilisation est
caracte´ristique des balises de saut ; son taux d’analyses validantes pour les balises trans-
parentes est proche de ze´ro.
4.3.2.3 Balises de saut
La table 4.2 contient des re´sultats obtenus pour la proce´dure des balises de saut.
Nous n’avons conserve´ que les balises ’ref’ et ’math’, qui sont les seules ayant rec¸u un
score non nul a` cette e´tape (rappelons que les balises ayant e´te´ valide´es comme balises
transparentes n’ont pas continue´ le processus).
Les scores sont dans ce cas moins tranche´s que les pre´ce´dents. La balise ’math’ a
toujours des re´sultats difficiles a` expliquer. Pour les re´fe´rences (’ref’), seuls 36 % des
textes ont e´te´ valide´s par l’analyseur, ce qui suffit cependant a` classer ce type dans la
classe de saut.
4.3.2.4 Re´sultats finaux
Avec un seuil de 20 %, nous obtenons en fin de compte les re´sultats suivants pour la
classification des balises. La comparaison manuelle des re´sultats avec le roˆle se´mantique
des balises est notre seul moyen d’e´valuation. Nous avons ajoute´ entre parenthe`ses des
termes qui proviennent directement des commentaires utilise´s dans la DTD ainsi que
des de´clarations d’entite´s1, ainsi qu’une explication en Franc¸ais :
– Balises transparentes :
– tface : ’tt’ (typewriter font) and ’ss’ (sans serif) : polices de caracte`res ;
– fweight : ’b’ (bold) and ’ub’ (medium) : graisse des caracte`res ;
– fslant : ’it’ (italics) and ’rm’ (roman) : apparence des caracte`res ;
– fspec : ’scp’ (small caps) : petites capitales ;
– fattr : ’u’ (underlined) : souligne´ ;
– tpos : ’sub’ (subscript) and ’super’ (superscript) : modes indice et exposant
(en environnement mathe´matique) ;
– tsize : ’large’ : taille des caracte`res ;
– emph : ’ariel’, ’bi’, ’bu’, ’bui’ : apparence des caracte`res ;
– ref : ’a’ and ’url’ (link to url) : liens vers des URL.
– Balises de saut :
– ref : ’ref’ (hyperlink) : re´fe´rences diverses ;
– ’math’ : environnement mathe´matique.
– Balises dures :
1Une entite´ peut avoir plusieurs roˆles en XML. Dans le cas qui nous occupe, il s’agit du regroupement
d’un groupe de noms de balises en une seule de´nomination. Ceci a des avantages techniques mais a
e´galement pour effet d’indiquer un regroupement se´mantique.
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– toutes les autres. . .
4.3.2.5 Porte´e
Cette classification automatique ne s’applique pas a` tous les ensembles de docu-
ments XML. En particulier, nous rappelons que seule la vue oriente´e document* est
concerne´e. Une autre contrainte importante est que le corpus conside´re´ doit avoir une
taille suffisante (somme toute assez faible – voir la section suivante).
Ces restrictions e´tant note´es, ajoutons que :
– dans le cadre de la recherche d’information, nous sommes justement confronte´s
a` des collections oriente´es documents et larges. Les contraintes sont donc
naturellement respecte´es dans ce cas.
– les classes pre´sente´es, ainsi que les de´finitions pre´cises que nous en donnons, ont
une re´elle utilite´, qui ne de´pend pas dans l’absolu du fait que la classification est
automatique ou pas.
4.3.3 Taille du corpus
La classification automatique ayant une part de traitement statistique, une question
importante est celle de la taille de l’ensemble de documents (partageant la meˆme DTD)
qu’il est ne´cessaire d’avoir a` sa disposition pour obtenir des re´sultats pertinents quant
a` l’application de nos algorithmes.
Plus pre´cise´ment, la valeur “cle´” est le nombre d’occurrences de chaque type de
balises. Le corpus d’INEX est bien plus grand que ne´cessaire dans la plupart des cas,
mais malgre´ sa taille (plusieurs centaines de me´ga-octets) certaines balises apparaissent
un nombre limite´ de fois (notamment ’large’, ’ub’, ’bui’ et ’a’. . .1).
Pour e´tudier ce proble`me, nous avons, pour chaque type de balise n, se´pare´ la collec-
tion INEX en sous-parties contenant un nombre e´gal o (o variant au fur et a` mesure de
l’expe´rience) de balises n. Nous avons effectue´ la meˆme partition avec l’ensemble des e´le´-
ments de type n obtenus apre`s filtrage (EnsembleE′ de la figure 4.5, voir section 4.3.1.3).
Nous avons lance´ notre syste`me sur ces diffe´rentes fractions du corpus. Les re´sultats
de ces expe´rimentations donnent une bonne´ ide´e de la masse de donne´es ne´cessaires2.
Nous conside´rons pour cette expe´rience que les re´sultats obtenus pour la collec-
tion comple`te sont corrects. Nous souhaitons savoir a` partir de quelle taille une sous-
collection conduit aux meˆmes conclusions que la collection entie`re. Pour chaque valeur
de o et chaque type n, nous nous inte´ressons donc au pourcentage de sous-collections
dont l’analyse permet de de´duire la meˆme classe que pour la collection me`re.
Ces informations sont re´capitule´es dans les figures 4.6 et 4.7 pour cinq types de
balises repre´sentatifs. La valeur de o, en abscisse, varie de 1 a` 2000. La le´gende rappelle
le nombre total de balises de chaque type dans la collection initiale.
Par exemple, dans la figure 4.6, on peut voir que 200 balises de type ’b’ (bold,
courbe continue) suffisent a` conclure dans 80 % des cas que ce type est transparent.
Il n’est pas surprenant de constater que les re´sultats concernant la collection filtre´e
1Cependant on peut arguer que des balises si rares n’ont que tre`s peu d’importance, et qu’une
erreur les concernant aura des conse´quences tre`s limite´es.
2Les sous-collections n’ont pas la meˆme taille en octets mais contiennent le meˆme nombre de balises
d’un type donne´. Nous aurions pu diviser le corpus en parties de meˆme taille ; mais nous pensons que
cela aurait conduit a` une vision trop de´pendante de la collection initiale. Le nombre d’apparition des
balises est une valeur ge´ne´rale, que l’on peut appliquer a` tout autre ensemble de documents.







































Fig. 4.6 – Influence de la taille de la collection sur la classification automatique des







































Fig. 4.7 – Influence de la taille de la collection sur la classification automatique des
balises ; e´tude sur la collection filtre´e.
sont bien meilleurs. Le fait de ne pas analyser un nombre important d’e´le´ments est
pre´judiciable. Cela semble indiquer que des efforts portant sur un meilleur filtrage
pourraient ame´liorer les re´sultats1.
Les balises ’it’ et ’b’ sont celles qui obtiennent les moins bons re´sultats : plus de
1000 ou 1500 occurrences sont ne´cessaires pour obtenir des scores dignes de confiance.
Pour tous les autres types (y compris ceux qui ne sont pas repre´sente´s ici), entre 100
et 300 occurrences suffisent a` conclure.
La raison de cette diffe´rence est que les balises ’it’ et ’b’ sont tre`s souvent utilise´es
dans la collection pour les index ou les informations bibliographiques. La majorite´ de
ces e´le´ments est soit supprime´e par le filtrage (par exemple les textes des titres dans
les index sont entie`rement en caracte`res gras (’b’), et donc de contenu non mixte) soit
tre`s difficile a` analyser, car contenant de nombreuses abre´viations (noms de journaux,
dates, nume´ros de se´ries. . .). Ce genre d’e´le´ments est re´parti de fac¸on he´te´roge`ne dans
1Ainsi, pour e´viter de supprimer les e´le´ments contenant des enfants de plusieurs types diffe´rents
(voir section 4.2.2.4), il est possible de mettre en place un algorithme en plusieurs passes dans lequel,
une fois la classe d’une balise connue, on lance l’analyse a` nouveau sur les autres types pour affiner les
re´sultats.
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la collection ; ainsi certaines sous-parties sont compose´es en quasi-totalite´ par un index,
par exemple, et conduisent donc a` des scores tre`s bas. Mais ’it’ et ’b’ sont aussi
des balises extreˆmement fre´quentes, et le nombre d’apparitions ne´cessaire est tre`s vite
atteint.
Re´trospectivement, ces expe´riences sur la taille du corpus montrent que les re´sultats
concernant des balises rares comme ’a’ et ’bui’ n’e´taient pas vraiment significatifs,
meˆme si peu surprenants.
4.4 L’outil XGTagger
Nous avons cre´e´ l’outil XGTagger dans le but de re´pondre de fac¸on pratique aux XGTagger
proble`mes de´crits au de´but de ce chapitre. Il permet d’adapter n’importe quel syste`me
d’analyse textuelle utilisant en entre´e du texte pur (non structure´), a` des documents
XML, en prenant en compte de fac¸on simple mais efficace les aspects lie´s aux encheveˆ-
trements des contextes de lecture*.
La figure 4.8 indique le fonctionnement global de l’outil. Une description comple`te



































Fig. 4.8 – Sche´ma de fonctionnement de XGTagger. Le processus est re´versible, c’est-
a`-dire qu’il est possible de retrouver le document initial a` partir du document final.
4.5 Conclusion
Tout au long de ce chapitre, nous avons e´tudie´ les proble`mes pose´s par la flexibilite´
de la structure pour l’analyse du contenu des documents XML. A travers la notion de
contexte de lecture, puis la classification automatique des balises, et enfin le logiciel
XGTagger, nous avons apporte´ des re´ponses the´oriques et pratiques a` ces proble`mes.
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Tout ceci a pour but de permettre aux utilisateurs de documents XML de conserver
tous les avantages des balises, que ce soit au niveau de la structuration ou de la pre´sen-
tation, tout en ayant acce`s au texte contenu dans ces documents avec la meˆme facilite´
que pour les documents plats. Ainsi, toutes les me´thodes d’analyse textuelle peuvent
eˆtre applique´es sans aucune perte d’information.
Parmi les taˆches facilite´es par ce travail, nous pouvons citer, dans le domaine de
la recherche d’information, l’indexation. Celle-ci ne´cessite une reconnaissance correcte
des termes, qui est complique´e par l’occurrence fre´quente de balises contre les mots,
voire au milieu d’eux. De nombreuses autres techniques linguistiques utilise´es en re-
cherche d’information, comme la lemmatisation, la racinisation, la prise en compte de
la proximite´ des termes, sont e´galement concerne´es.
Chapitre 5
Analyse des requeˆtes en langage
naturel
L’utilisation des techniques de traitement de la langue naturelle en recherche d’in-
formation traditionnelle (section 3.5) date du de´veloppement paralle`le de ces deux dis-
ciplines a` partir des anne´es 1960. De meˆme, des interfaces pour l’interrogation des bases
de donne´es en langage naturel ont e´te´ de´veloppe´es depuis bien longtemps (section 3.6).
En revanche, dans le domaine de la RI semi-structure´e, lui-meˆme relativement nou-
veau, l’application du traitement de la langue est extreˆmement re´cente. Nous en avons
pre´sente´ au chapitre pre´ce´dent une utilisation originale concernant le pre´-traitement des
donne´es, et nous allons de´sormais nous inte´resser a` la mise en œuvre d’une interface
d’interrogation.
Nous avons montre´ a` la fin de la premie`re partie de ce me´moire l’inte´reˆt que pou-
vaient repre´senter de telles interfaces (section 3.7), ainsi que les particularite´s d’une telle
entreprise, notamment en comparaison des travaux concernant les bases de donne´es.
Les recherches dans ce domaine en e´tant a` leurs tout de´buts, nous nous sommes
attache´ a` l’e´tude des apports nouveaux que pouvaient permettre la linguistique infor-
matique au niveau des spe´cificite´s de la RI structure´e, en particulier la variabilite´ de
l’unite´ de recherche et l’imbrication des e´le´ments (section 2.2). Nous n’avons pas cher-
che´ a` utiliser les techniques “habituelles” en recherche d’information, comme l’extension
de requeˆtes par les variantes se´mantiques ou syntaxiques, la lemmatisation* ou n’im-
porte laquelle des nombreuses approches propose´es dans la litte´rature. Appliquer ces
ide´es aux documents XML ne manque e´videmment pas d’inte´reˆt, mais tel n’est pas le
but que nous nous sommes fixe´. Nous nous sommes plutoˆt employe´ a` de´montrer une
intuition de de´part, a` savoir que les constructions linguistiques pourraient permettre
d’y voir plus clair dans la structure encheveˆtre´e des documents, mais e´galement que la
re´ciproque e´tait vraie, c’est-a`-dire que la prise en compte de la structuration des corpus
faciliterait l’analyse linguistique.
Nous proposons donc ici un mode`le de cre´ation de requeˆtes pour des documents
XML, se basant sur une description du besoin d’information en langage naturel.
Pour parvenir a` une ge´ne´ration efficace de requeˆtes structure´es, une compre´hension
approfondie des enjeux et des techniques de la RI structure´e, de l’indexation a` l’inter-
rogation, est indispensable. C’est pourquoi nous avons consacre´ le chapitre 2 a` ce sujet.
Une utilisation ade´quate des techniques de TAL est bien e´videmment ne´cessaire. Le
chapitre 3 en donne un aperc¸u circonstancie´.
Nous de´taillons dans ce chapitre les raisons de nos choix concernant le mode d’ana-
lyse des requeˆtes (section 5.1), puis les trois phases principales du processus, qui sont
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l’analyse syntaxique (section 5.2), les re`gles se´mantiques (section 5.3) et enfin l’obten-
tion de la requeˆte formelle (section 5.4).
5.1 Enjeux, proble`mes et choix
5.1.1 Les contraintes
Les contraintes spe´cifiques que nous pouvons identifier quant a` l’analyse de la re-
queˆte sont les suivantes :
Structure et contenu. Le syste`me doit permettre une interrogation sur la structure
et le contenu (ou le contenu seul) des documents.
Il doit donc reconnaˆıtre les allusions a` la structure des documents dans la requeˆte
de l’utilisateur. Ces allusions sont de plusieurs types :
– Re´fe´rences explicites, utilise´es par les utilisateurs connaissant tre`s bien la struc-
ture des documents. Exemples : “les e´le´ments ’atl’ ” ou “les balises ’p’ ”.
– Re´fe´rences “quasi”-explicites, emploi de mots “re´els” de la langue pour de´signer
les balises. Ces re´fe´rences ne ne´cessitent pas une bonne connaissance de la DTD,
mais une ide´e assez nette du type de documents auxquels on a affaire (plusieurs
structures possibles). Exemples : “les titres d’article” ou “les figures”.
– Re´fe´rences implicites, emploi de tournures qui peuvent mettre en œuvre des
e´le´ments structurels s’ils existent. Il est possible qu’un utilisateur ignorant la
collection qu’il interroge se serve de ces constructions. Exemples :“Un document
e´crit par. . .” (re´fe´rence a` une e´ventuelle balise de´signant un auteur), “Une cita-
tion de. . .” (de´signation d’une bibliographie si elle existe, mais une citation – au
sens non scientifique du terme – peut se trouver dans le corps du texte, de fac¸on
non structure´e).
L’interface doit e´galement identifier les relations concernant la structure :
– Relations entre les e´le´ments structurels, en particulier les inclusions. Exemples :
“Un article [. . .] qui contient une section [. . .]” ou “Une ligne [. . .] dans un
tableau [. . .]”
– Relations entre les e´le´ments structurels et le contenu. Exemples : “Une figure
qui parle de. . .”, “Un article sur. . .” ou “Un auteur qui cite. . .”.
– Re´fe´rences a` la cible*, pour repe´rer quel(s) e´le´ment(s) doit (doivent) eˆtre re-
tourne´(s) a` l’utilisateur. Exemple : “Je cherche des listes de. . .”. Bien entendu,
cette re´fe´rence n’est pas toujours explicite.
Rappelons e´galement que les requeˆtes peuvent ne faire allusion d’aucune fac¸on a`
la structure, et ne concerner que le contenu textuel des e´le´ments. L’enjeu est alors
de trouver la cible et les relations approprie´es. Ce point est notamment traite´ dans
le chapitre suivant.
Robustesse. Les contraintes de “compre´hension” de la requeˆte n’e´tant pas aussi se´-
ve`res que dans le cas des interfaces pour les bases de donne´es1, nous pouvons
espe´rer (exiger ?) une robustesse bien supe´rieure pour les interfaces concernant la
recherche d’information dans les documents structure´s. Comme nous l’avons dit,
l’analyse de la requeˆte est une phase a` part entie`re du processus de recherche, et
ce processus doit renvoyer des re´sultats, meˆme imparfaits.
Nous ne comprenons pas ici la robustesse au sens de la gestion de l’e´cart entre
l’entre´e de l’utilisateur et le “bon usage” [75, 243] (correction des fautes de frappe,
des fautes d’orthographe, etc.), mais plus simplement en termes de re´ponse du
syste`me lorsque l’e´nonce´ ne correspond pas a` la couverture de l’analyseur.
1Voir section 3.6 page 76 et section 5.1.2.
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Une requeˆte peut eˆtre compose´e d’une ou de plusieurs phrases en langage naturel,
avec une syntaxe correcte ou approximative, mais aussi d’un simple groupe nomi-
nal, voire d’une liste de mots-cle´s. Tout cela doit eˆtre pris en compte. Si l’analyse
d’une phrase e´choue, elle doit tout de meˆme collecter toutes les informations pos-
sibles sur sa structure. Il est indispensable qu’a` l’issue du processus, une requeˆte
soit ge´ne´re´e.
Ge´ne´ricite´. Nous nous fixons comme objectif que l’analyse des requeˆtes puisse eˆtre
aussi “ge´ne´rique” que possible, c’est-a`-dire la moins de´pendante possible du type
de structure de la collection d’une part, et du ou des domaine(s) traite´(s) dans
cette collection d’autre part. C’est ce que nous appelons, par abus de langage, la
“ge´ne´ricite´”. Celle-ci ne pouvant eˆtre absolument totale1, il est important que les
parties qui de´pendent de la structure ou du domaine soient clairement identifie´es
et se´pare´es des autres, mais il est e´galement ne´cessaire de faciliter la mise a` jour
ou l’adaptation a` un nouveau contexte.
5.1.2 Les liberte´s
Une fois les contraintes e´nume´re´es, examinons les hypothe`ses que nous pouvons faire
sur le contexte de notre travail, et qui vont nous permettre de respecter ces contraintes :
Compre´hension de la requeˆte. Nous avons vu au chapitre 3 2 qu’une des diffe´rences
entre les besoins d’information de la RI et ceux des bases de donne´es e´tait que,
dans le premier cas, ces besoins n’impliquent pas d’ope´rations fines sur les donne´es,
comme les calculs de fre´quence, de maximum, de moyenne, ou l’agre´gation, la
jointure, la restructuration des re´sultats. En conse´quence, aucun me´canisme n’a
besoin d’eˆtre mis en place pour comprendre de telles demandes en langage naturel.
Ceci contribue a` l’espoir de pouvoir construire des interfaces de requeˆtes plus
robustes et moins de´pendantes du domaine3.
Quantification. Les re´sultats d’un processus de recherche d’information consistent,
quelle que soit la requeˆte, en une liste ordonne´e d’e´le´ments suppose´s pertinents.
Les proble`mes de porte´e des quantificateurs4, tre`s importants pour les bases de
donne´es, n’ont pas d’importance ici.
Inde´pendance des requeˆtes. Nous conside´rons que les requeˆtes sont inde´pendantes
les unes des autres. Aucun dialogue ne s’instaure avec l’utilisateur, et aucune
allusion a` une pre´ce´dente demande n’est effectue´e. Ceci re´duit les proble`mes se´-
mantiques comme les ellipses et les anaphores5, meˆme s’il arrive bien suˆr que de
tels phe´nome`nes adviennent a` l’inte´rieur d’une meˆme requeˆte.
Courtoisie de l’utilisateur. Nous estimons e´galement que l’utilisateur qui e´crit sa
requeˆte, s’il a certes la possibilite´ de la formuler en langage naturel, n’en profi-
tera pas pour de´vier de son but. En quelque sorte, on attend de lui qu’il respecte
les maximes de quantite´ (donner la quantite´ d’information ne´cessaire), de perti-
nence (rester en relation avec le sujet) et de manie`re (eˆtre clair) de Grice [97].
En pratique, ceci ne semble pas eˆtre un proble`me majeur ni une restriction tre`s
contraignante. Le respect de ces maximes permet surtout d’e´viter le bruit provo-
que´ par la pre´sence de mots n’ayant aucun rapport avec le sujet.
1Dans notre cas, l’interface ne de´pend pas du tout des domaines traite´s par les documents, mais
contient un certain nombre de parame`tres concernant leur structure.
2Section 3.7.2, page 85.
3En effet, plus l’analyse se´mantique ne´cessite´e est fine, plus les connaissances apporte´es doivent
eˆtre importantes, et donc plus les restrictions concernant les constructions employe´es sont fortes.
4Section 3.4.3.3, page 71.
5Voir la section 3.4.3, page 68.
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5.1.3 L’heure du choix
Les observations des sections pre´ce´dentes montrent que des liens se´mantiques entre
les e´le´ments structurels et le contenu doivent eˆtre de´termine´s. Des constructions parti-
culie`res, des termes particuliers ont une signification spe´cifique que la simple structure
syntaxique ne suffit pas a` de´terminer.
Pourtant il n’est pas ne´cessaire d’obtenir une repre´sentation se´mantique e´volue´e
pour analyser correctement une requeˆte. De nombreux termes ne participent pas aux
constructions dont nous parlons, et leur sens a somme toute peu d’importance pour
construire la requeˆte formelle1. L’apport se´mantique est localise´ mais ne´anmoins tre`s
important.
Nous avons montre´ au chapitre 3 2 qu’il existait plusieurs modes de repre´sentation
et d’analyse se´mantique. Nous y revenons maintenant pour choisir notre propre piste
de travail.
5.1.3.1 Les accessits
L’analyse se´mantique fine3, avec pour re´sultat une repre´sentation logique comple`te
du sens de l’e´nonce´, ne correspond ni aux besoins ni aux contraintes de notre proble´-
matique. Peu robuste, ne´cessitant un apport de connaissances lexicales important, elle
apporte de plus un niveau de de´tail global qui ne nous est utile qu’en certains points.
Les grammaires se´mantiques4, tre`s utilise´es par les interfaces pour l’interrogationgrammaires
se´man-
tiques
des bases de donne´es5, sont tre`s approprie´es pour des domaines particuliers et pour des
formes de requeˆtes pre´vues a` l’avance. L’application a` un nouveau domaine demande
de concevoir entie`rement une nouvelle grammaire [9, p. 334]. La` encore, cette technique
s’adapte donc mal a` nos contraintes spe´cifiques.
La me´thode utilise´e par les autres interfaces de RI semi-structure´e de la litte´rature
est celles des patrons se´mantiques (ou template matching6) en ge´ne´ral plutoˆt appli-template
matching que´e pour l’extraction d’information spe´cifique dans un texte. L’utilisation des patrons,
e´ventuellement associe´e a` une analyse syntaxique superficielle, permet de se concentrer
sur les parties de la requeˆte pour lesquelles une analyse se´mantique est juge´e utile.
L’autre avantage est une extreˆme robustesse ; les parties de texte non concerne´es par
les patrons peuvent eˆtre conside´re´es comme une liste de mots-cle´s, par exemple, et le
travail consiste alors a` e´liminer les mots “vides”, de liaison, non significatifs pour la
requeˆte.
Le template matching semble donc inte´ressant, mais produit une analyse se´mantique
tre`s superficielle. Dans notre cas particulier, de nombreuses erreurs sont susceptibles
d’eˆtre provoque´es par la difficulte´ de relier les parties qui s’accordent avec un patron
et celles qui ne s’accordent avec aucun, et donc ne sont pas analyse´es. De plus, si les
patrons sont tre`s approprie´s pour ce que nous avons appele´ les re´fe´rences“explicites”, ils
le sont moins pour les re´fe´rences “implicites”, qui peuvent eˆtre exprime´es par plusieurs
formes linguistiques diffe´rentes dans la requeˆte. D’ailleurs, les interfaces que nous avons
de´crites a` la fin du chapitre 3 7 ne semblent pas traiter des constructions telles que
1Rappelons que nous ne cherchons pas a` effectuer des traitements se´mantiques usite´s en recherche
d’information, comme la de´sambigu¨ısation ou l’expansion de requeˆte.
2Section 3.4, page 61.
3Section 3.4.2.1, page 64.
4Section 3.4.2.3, page 67.
5Section 3.6, page 76.
6Section 3.4.2.4, page 68.
7Section 3.7.4, page 88.
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“un article e´crit par quelqu’un” (re´fe´rence a` un auteur). Enfin, on peut s’interroger sur
les capacite´s d’une telle technique lorsque les constructions a` de´tecter deviennent tre`s
nombreuses, plus fines [9, p. 340], ou plus ge´ne´riques (voir par exemple notre utilisation
de la syntaxe des groupes nominaux au chapitre 6).
5.1.3.2 Le premier prix
Il est possible de conserver bon nombre des avantages des patrons se´mantiques tout
en re´duisant les proble`mes qu’ils posent, en s’appuyant sur une analyse syntaxique pro-
fonde et en appliquant des re`gles de conversion des relations grammaticales en relations relations
grammati-
cales
se´mantiques, comme la section 3.4.2.2 (page 66) le de´crit.
L’utilisation des re`gles se´mantiques a` un certain niveau d’abstraction autorise la
mise en place de re`gles plus conceptuelles, plus faciles a` re´diger, moins de´pendantes des
constructions linguistiques utilise´es dans la requeˆte.
Ainsi, si l’on prend l’exemple de “l’article e´crit par quelqu’un”, en sortie de l’analyse
syntaxique, nous savons que “article” est l’objet du verbe “e´crire”, et que “quelqu’un”
en est le sujet (sujet re´el, inverse´ par la voix passive), et ce, quelle que soit la forme
utilise´e (voix active ou passive, adjectifs, adverbes, proposition relative s’inse´rant dans
la phrase, etc.1). Une seule re`gle est alors ne´cessaire pour prendre en compte ce type
de re´fe´rences implicites a` un auteur.
De plus, les portions de texte qui ne sont concerne´es par aucune re`gle se´mantique
sont toujours lie´es aux autres par les de´pendances grammaticales, ce qui permet de
faciliter l’e´tablissement de relations supple´mentaires.
Enfin, une telle me´thode permet de se´parer clairement la partie ge´ne´rique de l’ana-
lyse, qui ne de´pend pas du tout du type de documents auquel on a affaire, de la partie
spe´cifique. Nous verrons que, dans ce but, nous mettons en œuvre plusieurs niveaux
de re`gles se´mantiques. Ainsi, l’effort et le temps ne´cessaires pour adapter le syste`me
a` une nouvelle structuration sont fortement re´duits. De plus, nous avons mis en place
un cadre facilitant la cre´ation de nouvelles re`gles ou l’insertion de nouvelles donne´es
lexicales.
En contrepartie de ces avantages, les enjeux d’efficacite´ et de robustesse, ainsi que
les proble`mes d’ambigu¨ıte´, sont repousse´s vers le niveau syntaxique de l’analyse.
En ce qui concerne la robustesse, nous proposons une analyse a` plusieurs niveaux :
une analyse profonde tout d’abord, mais ne´anmoins relativement flexible au niveau
de la grammaticalite´ des constructions ; en cas d’e´chec, une analyse plus restreinte,
ne concernant que les formes les plus importantes, notamment les groupes nominaux.
L’inconve´nient majeur de ce choix est la performance (en termes de temps d’analyse).
Cependant, nous ne souhaitons pas analyser des textes entiers, mais seulement des
requeˆtes de quelques phrases au maximum, ce qui re´duit fortement les conse´quences de
ce proble`me.
Quant aux ambigu¨ıte´s syntaxiques, nous verrons que les plus importantes d’entre
elles (c’est-a`-dire celles pour lesquelles un choix errone´ serait ne´faste a` la pertinence de
la requeˆte finale) peuvent eˆtre re´solues graˆce aux re`gles se´mantiques. Pour les autres,
un algorithme “na¨ıf” de re´solution s’ave`re relativement satisfaisant, car les erreurs qui
en de´coulent ont peu d’influence sur le re´sultat final.
1Exemple de variations : “l’article que quelqu’un a e´crit”, “l’article long soigneusement e´crit par
quelqu’un”, “Quelqu’un a e´crit un article”.
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5.2 Analyse syntaxique
5.2.1 Les besoins
Les re´flexions et les choix de´crits a` la section pre´ce´dente nous conduisent a` e´nume´rer
les caracte´ristiques attendues de l’analyse syntaxique :
Robustesse. Nous avons de´ja` de´taille´ cet aspect. Une analyse a` plusieurs niveaux
peut permettre d’obtenir un syste`me qui retourne toujours une solution, meˆme
imparfaite.
Relations grammaticales. Les principales relations grammaticales que nous souhai-
tons reconnaˆıtre sont le sujet, l’objet direct ou indirect d’un verbe et les comple´-
ments pre´positionnels. Les groupes nominaux simples sont soumis a` un traitement
particulier avant l’analyse globale.
Repre´sentation. Nous souhaitons conserver le meˆme type de formalisme pour la re-
pre´sentation syntaxique et la repre´sentation se´mantique. Les re`gles se´mantiques
que nous mettrons en place devront s’inte´grer simplement dans ce formalisme.
Simplicite´. Si l’analyse syntaxique elle-meˆme est destine´e a` eˆtre relativement im-
muable, les re`gles se´mantiques, elles, doivent eˆtre aussi faciles a` ge´rer que possible
(cre´ation et mise a` jour). Il est donc pre´fe´rable d’utiliser un formalisme simple a`
comprendre, ne´cessitant peu de connaissances linguistiques.
Connaissances lexicales. Pour que l’application soit large, les connaissances lexicales
ne´cessaires au fonctionnement de l’analyseur doivent eˆtre limite´es aux apports
des re`gles se´mantiques1. Toute connaissance demandant l’utilisation d’un lexique
a` large couverture doit eˆtre e´vite´e (par exemple, la valence des verbes – transitif
direct, indirect, intransitif. . .).
Ambigu¨ıte´s. Nous avons annonce´ que les ambigu¨ıte´s les plus importantes (pour notre
application) pourraient eˆtre re´solues par les re`gles se´mantiques. Dans le cas ou`
ces re`gles ne sont pas suffisantes, les erreurs sont acceptables. Cependant, une
seule analyse doit eˆtre se´lectionne´e pour la construction de la requeˆte ; il est
donc ne´cessaire de de´sambigu¨ıser du mieux possible, tout en e´vitant l’inte´gration
excessive de connaissances, lexicales ou autres.
Nous ne nous basons sur aucune the´orie syntaxique particulie`re pour notre analyse.
Nous utilisons, selon nos besoins, un certain nombre de caracte´ristiques couramment
employe´es dans le domaine, pour effectuer une analyse par constituants, a` l’aide d’une
grammaire a` clauses de´finies e´crite en Prolog2. Ceci nous permet de conside´rer et de
propager tous les types d’information utiles, et e´galement d’effectuer toutes les actions
que nous jugeons ne´cessaires au fil de l’analyse. Quant a` l’e´criture des re`gles de re-
pe´rage des relations syntaxiques, elle ne ne´cessite pas particulie`rement de recours aux
the´ories [31].
5.2.2 La repre´sentation
Comme nous l’avons indique´, le choix de notre repre´sentation est guide´ par un
besoin de simplicite´ et de compatibilite´ avec les re`gles se´mantiques. Ces re`gles utilisent
les relations grammaticales d’une part et les informations lexicales d’autre part. Ces
dernie`res ne sont pas seulement le lemme ou la cate´gorie grammaticale, mais d’autres
traits peuvent e´galement eˆtre associe´s a` un mot. De plus, il sera ne´cessaire de de´tecter
1Exception faite des ressources exploite´es par l’e´tiqueteur morphosyntaxique.
2Voir la section 3.3.3.5, page 59.
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A:(lem:paragraph, sym:Paragraphs, cat:nn, tag:p)
B:(lem:Napole´on, sym:Napole´on, cat:pn)






Fig. 5.1 – Repre´sentation de l’e´nonce´ : “Paragraphs that speak about Napole´on.”
la cible* de la requeˆte, c’est-a`-dire l’e´le´ment que l’utilisateur souhaite voir retourner en
re´ponse a` sa demande.
Ces trois e´le´ments (relations, diffe´rentes valeurs caracte´risant les unite´s lexicales,
cibles) doivent donc eˆtre isole´s dans la repre´sentation. C’est pourquoi nous choisis-
sons, comme dans les repre´sentations logiques, de de´signer les mots par des variables,
auxquelles on peut donc faire re´fe´rence a` chaque niveau.
D’autres composants sont utiles a` la progression de l’analyse : la teˆte* du consti-
tuant, pour construire les relations entre les bons termes, et certains traits de base
permettant une analyse plus pre´cise (genre, nombre, indicateur de ne´gation, etc.).
Nous nous inspirons du mode de repre´sentation de la DRT1 en mettant en place
une structure a` plusieurs e´tages, ce qui permettra notamment de construire des re`gles
se´mantiques de fac¸on intuitive. Un exemple simple de cette structure est donne´ a` la
figure 5.1, pour la requeˆte suivante :
(5.1) Paragraphs that speak about Napole´on.2
Parmi les valeurs, on trouve lem, le lemme du terme traite´, sym, sa valeur initiale
dans l’e´nonce´, cat, sa cate´gorie grammaticale, ainsi que d’autres attributs qui seront
utiles pour l’analyse se´mantique et que nous de´crirons plus tard. La cible de´signe´e est A,
le paragraphe3. Les traits sont ceux de la teˆte, ici A4.
En pratique, cette repre´sentation est transcrite en un pre´dicat Prolog reprenant la
meˆme structure. La figure 5.2 montre le pre´dicat correspondant a` l’exemple 5.1.
L’analyse permettant d’obtenir ce type de repre´sentation est effectue´e en deux
temps, en commenc¸ant par un traitement particulier de certains groupes nominaux.
5.2.3 Avant l’analyse : pre´-traitement des syntagmes nominaux
La plupart des langages de requeˆtes pour la recherche d’information, structure´e ou
non, permettent de repre´senter les groupes de mots indissociables les uns des autres, en
1Voir la section 3.4.1.2, page 62.
2Nous utilisons de´sormais des exemples en Anglais, langue d’application de notre interface.
3En pratique, cette information est obtenue par l’analyse se´mantique. La repre´sentation de la
figure 5.1 n’est qu’un exemple permettant de comprendre l’utilite´ de chaque champ de la structure.
4Il aurait d’ailleurs e´te´ possible de conside´rer la teˆte comme un trait.
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repr(A, [A, B, E],
[nombre:plur],












Fig. 5.2 – Repre´sentation de l’e´nonce´ : “Paragraphs that speak about Napole´on” par un
pre´dicat Prolog.
ge´ne´ral avec des guillemets. Ainsi, il est possible d’effectuer, par exemple, une recherche
sur les “pommes de terre” sans distinguer les mots “pommes” et “terre”. A l’exception
de requeˆtes extreˆmement pre´cises, les termes de ce type sont des syntagmes nominaux
simples, de trois ou quatre mots maximum.
En Anglais, et du point de vue de la recherche d’information, les groupes nominaux
ont la forme ge´ne´rale suivante [13] :
NP → det* pre* head post*
Ou` det est un de´terminant, pre (premodifier) un adjectif, un nom ou un ensemble
des deux (coordonne´ ou non), head est un nom, la teˆte du groupe et post (postmodifier)
un groupe pre´positionnel ou une proposition relative.
Toutes ces formes sont conside´re´es pour l’analyse des requeˆtes en langages naturels,
mais deux comportements bien distincts sont adopte´s.
5.2.3.1 Les syntagmes nominaux simples
En Anglais, les syntagmes nominaux les plus simples consistent en une succession
d’adjectifs ou de noms, suivie par le nom de teˆte :
NP → (JJ | NN)+ NN (5.2)
Ces termes, comme nous l’avons vu au chapitre 3 1, sont moins l’objet d’ambigu¨ıte´s
se´mantiques que les noms simples, et font en ge´ne´ral re´fe´rence a` un domaine particu-
lier [167]. Contrairement aux termes plus complexes que nous abordons plus loin, ils
sont peu sujets aux variations syntaxiques2 ; il est ainsi relativement probable que la
forme d’un tel terme repre´sentant un concept donne´ ne change pas entre la requeˆte et
la plupart des occurrences de la collection.
Pour ces raisons, ces NP simples sont tre`s inte´ressants en recherche d’information.
L’ensemble des se´quences de mots obe´issant a` la re`gle 5.2 sont donc regroupe´s et consi-
1Section 3.5.2, page 75.
2Ceci e´tant plus valable pour l’Anglais que pour le Franc¸ais.
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Topic Terme
204 “semantic networks” (JJ NN)
231 “graph theory” (NN NN)
210 “multimedia document models” (NN NN NN)
211 “global positioning systems” (JJ NN NN)
204 “Dan Moldovan” (PN PN)
204 “Federal Bureau of Investigation” (PN PN IN PN)
Tab. 5.1 – Exemples de syntagmes nominaux simples.






C:(lem:web page, sym:web pages, cat:nn, type:np)
D:(lem:client, sym:client, cat:nn)







Fig. 5.3 – Repre´sentation de l’e´nonce´ : “Find algorithms for prefetching of web pages
by the client”.
de´re´s avant le de´but de l’analyse comme des noms communs simples (nn)1.
Des exemples (issus des topics d’INEX 2005) sont donne´s a` la table 5.1. Deux autres
phe´nome`nes sont conside´re´s en pre´-traitement : la suite de noms propres, e´ventuellement
entrecoupe´s de pre´positions (re`gle 5.3 et table 5.1), est conside´re´e comme un nom propre
seul (pn) ; enfin, les mots d’une se´quence encadre´e par des guillemets dans la requeˆte
de l’utilisateur sont e´galement regroupe´s en un seul nom.
NP → PN (IN? PN)+ (5.3)
Dans tous les cas, un attribut supple´mentaire (type:np pour les re`gles 5.2 et 5.3,
type:quot pour les guillemets) est ajoute´ a` la valeur concerne´e. Un exemple est donne´
a` la figure 5.3.
5.2.3.2 Les syntagmes nominaux complexes
Par ailleurs, d’autres groupes nominaux sont plus complexes, meˆme s’ils ne sont
gue`re plus longs (nous ne parlons pas ici des groupes nominaux compose´s de proposi-
tions relatives ou de groupes verbaux) ; il s’agit des noms ou syntagmes relie´s par des
1Notons que le proble`me de la reconnaissance locale des syntagmes, pose´ a` la section 3.3.1.1
(page 51), se pose moins dans notre cas, puisqu’aucune pre´position n’est concerne´e.
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Topic Groupe nominal
208 history of Artificial Intelligence
216 the architecture of a multimedia retrieval system
217 user-centered design for web sites
219 the granularity of learning objects
220 annotations in image retrieval
233 development of synthesizers for music creation
276 evaluation measure for clustering
Tab. 5.2 – Exemples de syntagmes nominaux complexes.
pre´positions :
NP → NP (IN NP)+ (5.4)
Eux aussi sont se´mantiquement tre`s significatifs [231, 14] et apparaissent aussi fre´-
quemment que les constructions vues pre´ce´demment (voir la table 5.2). Pourtant il
serait tout a` fait hasardeux de les conside´rer comme un terme unique. La raison prin-
cipale est qu’ils sont sujets a` de nombreuses variations syntaxiques1.
Nous verrons ne´anmoins que ces groupes de mots auront une grande importance
pour une partie de notre travail.
5.2.4 L’analyse
Les caracte´ristiques de notre application nous incitent a` mettre en œuvre un mode
d’analyse simple. Rappelons quelques besoins de notre application :
– ve´hiculer des informations se´mantiques bien pre´cises (e´le´ments structurels, verbes
spe´ciaux, etc.2) ;
– connaˆıtre le lemme des mots de la requeˆte, sur lesquels les re`gles se´mantiques
s’appliqueront ;
– reporter les re´ductions des ambigu¨ıte´s a` la phase se´mantique, et donc ge´ne´rer
toutes les interpre´tations possibles pour une requeˆte ;
– pouvoir analyser des phrases comple`tes, mais aussi des e´nonce´s sans verbe ou
incomplets ;
– renvoyer un re´sultat, quel que soit l’e´nonce´ ;
– analyser certains constituants, notamment les groupes de mots entre guillemets,
de fac¸on particulie`re ;
– associer aux constituants les relations grammaticales de base ;
– ne ne´cessiter aucune connaissance lexicale, sur l’aspect ou la valence des verbes
par exemple.
Les analyseurs disponibles3 sont souvent tre`s efficaces, mais aucun ne combine toutes
ces contraintes. Il serait complexe, voire impossible, de les adapter a` nos besoins. Nous
1Voir la section 3.5.2 page 75. Avec des exemples en Anglais, on peut imaginer que le syntagme
“annotation in image retrieval” du topic 220 puisse se trouver, avec peu ou pas de modification du sens,
sous la forme “annotate images for retrieval”, “retrieve annotated images”, “annotated image retrieval”,
“retrieval of annotated images”, “images have been annoted for retrieval”, etc.
2Voir la section 5.3.
3Citons par exemple les syste`mes Link Grammar (http://hyper.link.cs.cmu.edu/link/) et ERG
(http://www.delph-in.net/erg/).
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Fig. 5.4 – Analyse syntaxique de “speak about Napole´on”.
avons donc de´cide´ de mettre en place notre propre analyseur ; ne´anmoins nous nous
inspirons bien entendu tre`s fortement des syste`mes existants, a` tous les niveaux. C’est
pourquoi de´crire l’analyse mise en œuvre dans tous ses de´tails serait long et sans grand
inte´reˆt, celle-ci ne comportant pas d’innovations particulie`res. Nous nous contentons
donc d’aborder les aspects spe´cifiques de notre syste`me.
5.2.4.1 Le fonctionnement ge´ne´ral
Nous utilisons une grammaire a` clauses de´finies, prenant appui sur la grammaire
traditionnelle, sans autre apport lexical que les informations utilise´es par l’e´tiqueteur
TreeTagger et les ajouts se´mantiques propres aux re`gles que nous aborderons plus tard.
Les traits servent a` e´viter des attachements abusifs, mais avec des contraintes peu
strictes. Ainsi, les contraintes d’accord en nombre sont de´sactive´es si l’analyse ne par-
vient pas a` une solution en les activant. D’autres traits ve´hiculent des informations
concernant les relations grammaticales a` mettre en place, notamment le roˆle que devra
jouer l’e´le´ment auquel des propositions pre´positionnelles ou relatives seront attache´es
(voir les traits du PP de la figure 5.4 et de la proposition relative de la figure 5.5. Ces
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teˆte : A e´le´m. : A, B, E
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Fig. 5.5 – Analyse syntaxique de “pragraphs that speak about Napole´on”.
deux figures illustrent, en deux parties, l’analyse de l’exemple 5.1 – “Paragraphs that
speak about Napole´on”).
L’ensemble des arbres possibles est ge´ne´re´. Les requeˆtes n’e´tant compose´es que de
quelques phrases au maximum, nous pouvons nous permettre cette perte d’efficacite´.
En l’absence de toute autre information se´mantique, l’arbre qui est choisi est se´lectionne´
selon la re`gle de l’attachement minimal1 puis, en cas de persistance d’une ambigu¨ıte´,
par celle de l’association droite2. La section 5.3.6 donne les de´tails concernant la de´sa-
1Cette re`gle stipule qu’en cas d’ambigu¨ıte´, les constructions arborescentes posse´dant le moins de
nœuds doivent eˆtre pre´fe´re´es. Cette ide´e est illustre´e a` la figure 5.6, page 125, avec la phrase “Les
gendarmes interpellent un conducteur en e´tat d’ivresse”.
2Cette re`gle s’applique lorsque plusieurs constructions ont le meˆme nombre de nœuds, et pre´cise
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Meˆme nombre de nœuds, association droite (a.) pre´fe´re´e.
Fig. 5.7 – Re`gle de l’association droite.
5.2.4.2 L’attribution des relations grammaticales
Une repre´sentation de base est associe´e a` chaque mot de l’e´nonce´, en fonction de
leur cate´gorie grammaticale, de´termine´e par TreeTagger. A chaque application d’une
re`gle syntaxique, les repre´sentations des composants concerne´s sont fusionne´es et une
ou plusieurs relations grammaticales sont ajoute´es (voir les figures 5.4 et 5.5). Le nom
de ces relations de´pendent des constituants en pre´sence : les liens avec des PP prennent
le nom de la pre´position concerne´e (of, in, about . . .) ; a` la voix active, le sujet est avant
le verbe, l’objet direct apre`s. A la voix passive, c’est l’inverse. Pour les propositions
relatives, le lien de´pend de la forme de cette proposition (phrase entie`re ou VP) et du
pronom relatif.
que les attachements de constituants doivent se faire avec le constituant le plus proche (le plus a` droite).
Voir la figure 5.7, page 125, pour la phrase “Le ministre a dit qu’il ne de´missionnerait pas aujourd’hui”.
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teˆte : E e´le´m. : B, E
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Fig. 5.8 – Traitement syntaxique de la ne´gation, analyse de “we are not interested in
stoplist filtration”.
5.2.4.3 La ne´gation
En pratique, nous n’utilisons la ne´gation que pour de´terminer les termes qui ne
doivent pas apparaˆıtre dans les documents pour que ceux-ci soient pertinents par rap-
port a` la requeˆte. Ceci correspond au signe ’-’ de NEXI1. Les indicateurs de ne´gation
sont en ge´ne´ral lie´s aux verbes, alors que les termes d’une requeˆte sont plutoˆt dans
les syntagmes nominaux. Nous propageons donc la ne´gation du verbe vers ses comple´-
ments. Ceci a souvent peu de valeur se´mantique, mais nous verrons a` la section 5.4.2.5
comment cette approche nous permet de traiter les cas qui nous inte´ressent. Un exemple
de traitement de la ne´gation est donne´ a` la figure 5.8 pour l’exemple suivant :
(5.5) We are not interested in stoplist filtration.2
1Voir la section 2.4.2.2, page 31.
2Extrait du topic 187, INEX 2004.
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5.2.4.4 Les anaphores
Nous avons insiste´ sur l’importance des phe´nome`nes de l’anaphore et de l’ellipse
pour les interfaces d’interrogation des bases de donne´es1. Dans notre cas, le syste`me
ne pre´voyant pas le dialogue avec l’humain, les proble`mes qu’ils posent sont moins
pre´gnants. Les ellipses sont tre`s rares dans les requeˆtes, et concernent le contenu ; les
re´soudre n’apporterait que peu d’avantages, d’autant plus que ce serait fait avec beau-
coup d’impre´cision. Nous ne nous en occupons donc pas.
En revanche, les anaphores reveˆtent une importance un peu supe´rieure, puisqu’elles anaphore
instaurent des relations entre les e´le´ments ou entre les termes qui nous inte´ressent
particulie`rement :
(5.6) Articles containing ”digital libraries” in their title.2
(5.7) We are looking for information concerning crawlers on the WWW and their
policy in the choice of what pages to crawl.3
Dans la requeˆte 5.6, l’adjectif possessif their introduit une relation entre “title” et
“articles”. Dans ce cas, il est meˆme possible de nommer cette relation (title of ar-
ticle). De la meˆme fac¸on, nous avons la relation of entre “policy” et “crawlers” dans
l’exemple 5.7. Ces informations ont beaucoup d’inte´reˆt pour l’analyse se´mantique et la
construction de la requeˆte.
Notre politique aux sujets des anaphores est de ge´ne´rer tous les attachements pos-
sibles (en tenant compte des restrictions de nombre), comme le montrent les fle`ches des
exemples, dans lesquels tous les termes au pluriel sont propose´s. Pour de´terminer une
pre´fe´rence, l’algorithme na¨ıf, de´crit a` la section 3.4.3.1, est utilise´. Il conduit a` proposer
en premier lieu les attachements indique´s en traits continus, ce qui est incorrect dans
le premier cas.
Nous avons ainsi de nouvelles relations qui, excepte´e leur origine, n’ont pas de dif-
fe´rence avec les relations pre´positionnelles classiques (voir l’illustration de la figure 5.9,
avec deux solutions possibles). La couche se´mantique les traitera donc de la meˆme fac¸on
(elle permettra notamment de re´tablir l’attachement avec “articles” dans l’exemple 5.6,
pour ne conserver que la forme b. de la figure 5.9).
5.2.4.5 Robustesse
Pour avoir l’assurance de renvoyer un re´sultat quel que soit l’e´nonce´, nous effectuons
une seconde analyse n’analysant que les syntagmes nominaux, en cas d’e´chec de la
premie`re (celle-ci se plac¸ant au niveau de la phrase). Ceci permet d’une part d’analyser
des e´nonce´s qui ne sont pas des phrases comple`tes, comme dans l’exemple 5.8, mais aussi
de collecter autant d’informations que possible concernant les requeˆtes pour lesquelles
l’analyse comple`te e´choue, comme c’est le cas pour la phrase 5.9.
(5.8) Vita and details about authors that are phD students.4
1Section 3.7, page 83.
2Topic 267, INEX 2005.
3Topic 195, INEX 2004.
4Topic 153, INEX 2004
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Fig. 5.9 – Traitement de l’anaphore, pour la phrase “Articles containing “digital libra-
ries” in their title” (exemple 5.6).
(5.9) The basic idea is to know fields or problems where this integration could be very
useful to overcome problems that with both technologies separately couldn’t be
solved and how they have been solved with that integration, i.e. the solution
given integrating.1
Notons qu’effectuer une analyse des syntagmes nominaux avant de lancer la recon-
naissance au niveau de la phrase aurait e´te´ source d’erreurs, comme nous l’avons note´
au chapitre 3 2.
En pratique, lorsque la premie`re analyse, recherchant des phrases, ne parvient a`
englober qu’une partie, voire aucun mot, de l’e´nonce´, les segments non analyse´s sont
repris et, progressivement, les re`gles de reconnaissance des syntagmes nominaux leur
sont applique´es. Ce processus est illustre´ par la figure 5.10.
5.3 Re`gles se´mantiques
Pour traduire la suite de re´fe´rents et de relations diverses de´crites a` la section
pre´ce´dente en une repre´sentation faisant du sens du point de vue de la recherche d’in-
formation semi-structure´e, il est ne´cessaire de mettre en place un certain nombre de
re`gles de transformation. Celles-ci peuvent eˆtre de plusieurs types :
– Les re`gles fixes, inde´pendantes en tous points du type de corpus utilise´. Elles
concernent surtout toutes les constructions typiques d’une requeˆte, les relations
entre les e´le´ments (quels que soient ces e´le´ments), les relations entre les e´le´ments
et le texte (section 5.3.3).
– Les re`gles propres a` un type de structure particulier, et donc de´pendantes de
cette structure. Il s’agit en ge´ne´ral de formes de phrases qui font allusion de fac¸on
implicite a` des e´le´ments structurant (section 5.3.4).
1Extrait du topic 171, INEX 2004
2Section 3.3.1.1, page 51.
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5. Suppression du premier mot, puis, apre`s e´chec, du suivant. Reconnaissance d’un
syntagme nominal.
NP , .
Fig. 5.10 – Analyse progressive des e´nonce´s complexes.
– Les re`gles propres a` un sujet ou un domaine particulier aborde´ par la requeˆte
et/ou par le corpus. Pour des raisons de´ja` exprime´es, nous avons choisi de ne pas
utiliser ce type de re`gles.
Avant cela il faut de´terminer quels mots ou groupes de mots constituent une re´-
fe´rence explicite a` la structure. Ceci est bien entendu de´pendant de la DTD (ou des
DTD) de la collection. La section 5.3.1 de´taille la proce´dure suivie.
5.3.1 Re´fe´rences explicites a` la structure
Nous regroupons de´sormais sous le vocable “re´fe´rence explicite” ce que nous avons
appele´ re´fe´rences “explicites” et “quasi-explicites” a` la section 5.1.1, c’est-a`-dire l’emploi
de mots pre´cis pour de´signer des e´le´ments structurels.
La plupart des noms de balises dans les DTD sont des abre´viations plus ou moins
obscures. Pourtant, l’utilisateur d’une interface en langage naturel est en droit d’at-
tendre que celle-ci lui donne la possibilite´ d’employer des termes de la langue courante
pour y faire allusion. De plus, cet utilisateur ignore probablement les noms des balises
utilise´s dans la DTD. Enfin, il souhaite peut-eˆtre interroger plusieurs collections, obe´is-
sant a` des DTD diffe´rentes. Pour toutes ces raisons, il est ne´cessaire de distinguer les
mots ou les groupes de mots qui de´signent des balises du corpus dans une requeˆte.
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article : article, paper, publication, research, work, document, survey.
atl : title, article title.
bb : citation, bibliographic reference, bibliographic entry.
fgc : figure caption, caption of figure.
p : paragraph.
yr : year.
* : fragment, component, description, explanation, detail, informa-
tion, discussion, tag, text, . . .
Fig. 5.11 – Extrait du dictionnaire des synonymes utilise´ pour la collection INEX 2005
(articles scientifiques).
De´tecter les re´fe´rences explicites a` des e´le´ments structurels pose a priori peu de
proble`mes. He´las, les balises et les concepts qu’elles repre´sentent sont, comme toute
production du langage, soumis aux proble`mes de synonymie et de polyse´mie dont nous
avons de´ja` tant parle´1. Nous verrons qu’une autre relation s’ajoute dans notre cas : la
concepte´mie.
5.3.1.1 Synonymie
Que les noms de balises soient de“vrais”mots de la langue conside´re´e ou des chaˆınes
de caracte`res apparemment de´nue´s de sens, le proble`me est somme toute le meˆme : il
existe plusieurs fac¸ons de de´signer le concept qu’une balise repre´sente.
Un dictionnaire reliant un nom de balise a` un ou plusieurs termes correspondant
dans la langue conside´re´e est donc indispensable. Ce dictionnaire de synonymes est tre`s
de´pendant de la structure, non seulement a` cause des noms de balises fantaisistes, mais
e´galement parce que deux termes a priori e´loigne´s peuvent eˆtre synonymes dans un
contexte tre`s pre´cis. Ainsi, pour les articles scientifiques de la collection INEX 2005,
les termes “papier”, “article” et “publication” sont synonymes (et de´signent la balise
’article’), ce qui n’est pas le cas dans le langage courant.
La figure 5.11 donne un extrait du dictionnaire des synonymes valable pour des
articles scientifiques. Notons que certains synonymes sont des groupes de mots, et que
parfois un de ces mots est e´galement le synonyme d’une autre balise (voir “article”
dans “article title”, de´signant la balise ’atl’). Pour limiter les entre´es manuelles de
synonymes, nous avons mis en place un dispositif de propagation automatique, comme
le montre la figure 5.122.
5.3.1.2 Polyse´mie et concepte´mie
La polyse´mie* a deux effets ne´gatifs distincts sur la reconnaissance des re´fe´rences ex-
plicites a` la structure dans la requeˆte. Le premier produit une ambigu¨ıte´ entre plusieurs
e´le´ments structurels, et le second entre un e´le´ment structurel et du texte classique.
1Voir la section 3.4.4, page 72.
2Notons que ce me´canisme de propagation ge´ne´ralise´e peut provoquer des formes tre`s incorrectes,
mais qui n’ont aucune chance d’apparaˆıtre dans une phrase. De plus, pour e´viter une expansion contre-
productive, voire des bouclages, nous nous limitons a` une seule ite´ration, c’est-a`-dire que les synonymes
de synonymes ne seront pas propage´s.
Re`gles se´mantiques 131
article : article, paper, publication, research, work, document, survey.
+ atl : title, article title.
⇒ atl : title, article title, paper title, publication title, research title,
work title, document title, survey title.





atl (titre d’article) 3
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3 : e´le´ment choisi
Fig. 5.13 – Polyse´mie et concepte´mie.
Structure contre structure. Il arrive qu’un meˆme terme de la langue naturelle
de´signe deux balises de noms diffe´rents. C’est par exemple le cas pour “title”, qui peut,
selon le contexte, indiquer un titre d’article (’atl’) ou un titre de section (’st’). Le
mot“article”, qui caracte´rise en ge´ne´ral un ’article’, peut eˆtre utilise´ pour symboliser
un e´le´ment bibliographique ’bb’ (comme dans “un auteur qui cite un article de. . .”).
Ce phe´nome`ne est “enrichi” par un second, spe´cifique aux documents structure´s :
la concepte´mie [242]. Il de´signe l’utilisation d’un meˆme nom de balise pour repre´senter concepte´mie
un meˆme concept1, mais en plusieurs endroits distincts de la structure. Ainsi, la balise
’au’, caracte´risant un auteur, est utilise´e dans la collection INEX 2005 pour de´signer
l’auteur de l’article, mais aussi l’auteur d’une publication cite´e dans une re´fe´rence bi-
bliographique.
Ces deux proble`mes sont illustre´s a` la figure 5.13 avec la DTD d’INEX 2005.
Dans les deux cas, la me´thode employe´e pour de´sambigu¨ıser est la meˆme : par de´faut,
la balise choisie est la plus proche du de´but de l’article, c’est-a`-dire, dans la figure 5.13,
la plus haute dans la hie´rarchie indique´e par la DTD. Nous conside`rons en effet que
cet e´le´ment est le plus susceptible d’eˆtre de´signe´ sans autre indication. Le contexte
permettra de de´terminer si une autre possibilite´ doit eˆtre retenue, graˆce aux re`gles
se´mantiques. Par exemple, si l’utilisateur e´crit “title”, nous choisirons le titre d’article
(’atl’) par de´faut. S’il pre´cise “section title” ou “a section with a title. . .”, il s’agira
bien suˆr du titre de section (’st’). En cas d’incertitude (ordre des balises non indique´
par la DTD), on pre´fe`re l’e´le´ment dont le chemin d’acce`s est le plus court ; ainsi, parmi
1Il n’y a donc ni synonymie ni polyse´mie.
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les chemins d’acce`s a` la balise ’au’ (/article/fm/au et /article/bm/bib/bibl/au),
le premier est pre´fe´re´ car plus court.
Structure contre contenu. Tout terme de´signant un e´le´ment structurel de la DTD
est e´galement susceptible d’eˆtre utilise´ comme indication de contenu. Ainsi, le mot
“document”, qui est souvent utilise´ dans les requeˆtes comme de´signant un document
XML (un article par exemple), est parfois inte´gre´ au contenu, comme dans la requeˆte :
(5.10) I’m searching abstracts that deal with multimedia document models.1
De meˆme, le mot “text”, en ge´ne´ral synonyme d’e´le´ment (“Find texts about. . .”),
peut faillir a` cette re`gle :
(5.11) Find documents about spatial or text databases.2
La premie`re re´ponse a` ce proble`me est de ne conside´rer comme e´le´ment structurel
potentiel que les termes de´signant un nom de balise qui sont la teˆte* du groupe nominal
qui les contient. Ainsi, dans les exemples pre´ce´dents, les e´le´ments de teˆte sont respecti-
vement “models” (pour “multimedia document models”) et “databases” (pour “spatial ou
text databases”), qui ne sont pas re´pertorie´s comme synonymes de balises. L’ensemble
du syntagme nominal est alors conside´re´ comme du contenu.
La seconde technique de de´sambigu¨ısation, applique´e lorsque le terme est la teˆte
du NP, consiste a` envisager les deux possibilite´s (e´le´ment structurel ou contenu) dans
un premier temps, et a` attendre le verdict des re`gles se´mantiques. Nous de´taillerons le
principe de ces re`gles dans les sections suivantes, mais nous pouvons donner un exemple
clair concernant le mot “document” :
(5.12) We are looking for documents about multimedia documents.
Ici les deux occurrences de “documents” sont en position de teˆte. Pourtant la pre-
mie`re repre´sente une balise, car c’est la cible de la requeˆte (mate´rialise´e par l’expression
“We are looking for”), tandis que la seconde est plutoˆt du contenu, comme l’indique la
construction “<e´le´ment> about”.
Les choses ne sont bien suˆr pas toujours aussi simples. Lorsque le doute persiste on
fait le choix de l’e´le´ment structurel. Heureusement, dans la majorite´ des cas, ces termes
ambigus ont rarement un poids* tre`s discriminant (au sens de la ponde´ration effectue´e
lors de l’indexation).
5.3.1.3 Repre´sentation des e´le´ments structurels
Lorsqu’un terme est conside´re´ comme un e´le´ment structurel, un nouvel attribut
est ajoute´ a` sa repre´sentation, sous la forme tag:T, ou` T est le nom de la balise qu’il
repre´sente.
5.3.2 Repre´sentation des re`gles
Nos re`gles se´mantiques sont des re`gles de transformation d’une repre´sentation lo-
gique en une autre, plus concise ou contenant des pre´dicats plus conformes aux besoins
d’un moteur de recherche.
1D’apre`s le topic 210, INEX 2005.















Fig. 5.14 – Exemple de re`gle se´mantique : to search <objet>.
En effet, l’analyse syntaxique ge´ne`re de nombreuses relations linguistiques qu’il faut
remplacer par un ensemble d’autres liens, plus facilement transformables en une requeˆte
formelle, dont la forme est impose´e par le langage final.
Les e´le´ments implique´s dans ces transformations sont :
– les variables et les diffe´rents traits qui les caracte´risent ;
– les relations entre ces variables ;
– l’indicateur de la cible de la requeˆte.
Nous repre´sentons les re`gles par deux ensembles qui sont illustre´s par l’exemple de
la figure 5.14. Le premier ensemble (a` gauche) contient les valeurs, relations et cibles
ne´cessaires au de´clenchement de la transformation, et le second contient les valeurs,
relations et cibles destine´es a` remplacer celles du premier ensemble. Ainsi, on peut
lire la re`gle de la figure 5.14 de la fac¸on suivante : si le verbe (“cat:v”) “to search”
(“lem:search”) est pre´sent dans l’e´nonce´, et entretient les relations de sujet et d’objet
avec deux autres re´fe´rents (respectivement A et B), alors le re´fe´rent B devient la cible de
la requeˆte. Les relations sont supprime´es et seule la valeur B est conserve´e. La pre´sence
de A et la relation sujet ne sont pas indispensables, comme l’indiquent le signe ∼ 1.
Il est e´galement possible de faire pre´ce´der une variable ou une relation du signe ¬,
pour indiquer qu’elle ne doit pas eˆtre pre´sente dans la repre´sentation pour que la re`gle
s’applique. Ce dernier signe peut enfin se trouver dans la liste des traits, pour indiquer
que tel ou tel trait ne doit pas eˆtre pre´sent dans la liste.
5.3.3 Re`gles fixes
Les re`gles se´mantiques fixes sont celles qui ne de´pendent pas du type du corpus
interroge´. Elles ne sont pas pour autant valables pour n’importe quel e´nonce´ de la
langue, mais sont plutoˆt oriente´es vers le traitement des constructions spe´cifiques des
requeˆtes pour la recherche d’information. Elles ge`rent surtout la de´tection de la cible
de la requeˆte et les relations entre les e´le´ments et le contenu, a` travers deux types de
liens, verbaux d’une part, et pre´positionnels d’autre part.
1Si une relation n’est pas indispensable au de´clenchement de la re`gle, mais peut y participer malgre´
tout, il est inte´ressant de l’indiquer tout de meˆme, surtout lorsqu’elle est supprime´e par cette re`gle :
cela permet de “nettoyer” la repre´sentation en oˆtant les e´le´ments inutiles.














Fig. 5.15 – Exemple de re`gle se´mantique : to look <for>.
5.3.3.1 De´tection de la cible de la requeˆte
La de´tection de la cible de la requeˆte est extreˆmement simple lorsqu’elle est indique´e
explicitement par l’utilisateur. Il utilise alors des constructions comme “We are looking
for. . .”,“Find. . .”,“I want. . .”. La re`gle de la figure 5.14, par exemple, traite l’expression
“to search <objet>”; celle de la figure 5.15,“to look <for>”. Le sujet est the´oriquement
pre´sent, mais la re`gle reste valable en son absence (au cas ou` l’analyse syntaxique serait
imparfaite par exemple), comme l’indique le signe ∼.
En pratique, nous distinguons deux cas : celui ou` la cible est un e´le´ment structurel,
et celui ou` il s’agit de texte simple. Quand il s’agit de texte, un nouvel e´le´ment structurel
est ajoute´, de type inde´termine´ (’*’), contenant le texte1. Ainsi la re`gle 5.15 est en fait
double´e, pour mener aux deux re`gles de la figure 5.16.
La de´signation de la cible de fac¸on verbale obe´it a` un cadre tout simple qui permet de
ge´ne´raliser ces re`gles. L’identification du verbe concerne´ et de la relation grammaticale
qu’il peut entretenir avec la cible suffit pour ge´ne´rer toutes les composantes de ces
re`gles. Ceci est rendu possible par l’utilisation du pre´dicat
verbe cible(VERBE, RELATION).
qui permet d’entrer ou de mettre a` jour des re`gles de fac¸on beaucoup plus simple. La
figure 5.17 liste quelques-uns des verbes concerne´s, et donne la nouvelle re`gle ge´ne´rique
de de´tection de la cible pour un e´le´ment structurel.
Lorsque la cible n’est pas indique´e de fac¸on explicite, le choix se fait de manie`re
diffe´rente. Si un ou plusieurs e´le´ments structurels sont pre´sents dans l’e´nonce´, celui qui
apparaˆıt le premier en position de teˆte d’un groupe nominal est choisi comme cible2.
En l’absence d’e´le´ment structurel re´pondant a` ce crite`re, un nouvel e´le´ment est cre´e´, de
type ’*’, qui contient tous les autres (e´le´ments structurels et textuels) et qui devient
la cible.
5.3.3.2 Autres liens verbaux
Certaines relations verbales permettent de repe´rer des liens entre les diffe´rents e´le´-
ments d’une requeˆte. Les plus e´videntes sont les formules comme“to speak about. . .”,“to
1Par exemple :“to look for a definition” est traduit par un e´le´ment cible contenant le mot“de´finition”
(voir figure 5.16b.).
2Ceci permet notamment de traiter des requeˆtes compose´es d’un simple groupe nominal, comme






























b. to look <for> <texte>
Fig. 5.16 – Interpre´tation de la cible d’une requeˆte : to look <for> suivi d’un e´le´ment























avec verbe cible(VERBE, RELATION).
Fig. 5.17 – Quelques pre´dicats concernant les verbes de´signant la cible de la requeˆte,
et re`gle ge´ne´rique les utilisant.
describe”, qui indiquent, du point de vue de la recherche d’information, une inclusion
d’un e´le´ment dans un autre1. D’autres peuvent indiquer des relations de pre´ce´dence,
ou d’autres liens. La pre´cision ne´cessaire de´pend des relations que le langage final est
capable de traiter.
La figure 5.18 montre un exemple de re`gle transformant une relation verbale gram-
maticale (ici “<sujet> deal <with>”) en relation se´mantique (about).
1Si un e´le´ment A de´crit un e´le´ment B, on en conclut que, dans le document, A doit contenir B,
moyennant tous les traitements possibles concernant A et B, propres a` chaque syste`me.















Fig. 5.18 – Re`gle se´mantique : <sujet> deal <with>.
relation verbale(concern, sujet, objet, about).
relation verbale(contain, sujet, objet, includes).
relation verbale(contain, objet, in, includes).
relation verbale(deal, sujet, with, about).
relation verbale(describe, sujet, objet, about).
relation verbale(discuss, sujet, objet, about).
relation verbale(explain, sujet, objet, about).
relation verbale(follow, sujet, objet, after).
relation verbale(mention, sujet, objet, about).
relation verbale(preceed, sujet, objet, before).
relation verbale(show, sujet, objet, about).
relation verbale(start, sujet, with, start with).
relation verbale(talk, sujet, about, about).















avec relation verbale(VERBE, REL GRAM1, REL GRAM2, REL SEM).
Fig. 5.19 – Quelques pre´dicats concernant les relations verbales, et re`gle ge´ne´rique les
utilisant.
Encore une fois, il est possible de simplifier la gestion de ces re`gles en mettant en
place un cadre pour ces relations verbales. Le pre´dicat
relation verbale(VERBE, REL GRAM1, REL GRAM2, REL SEM).
doit eˆtre lu ainsi : si le verbe VERBE entretient la relation REL GRAM1 avec un
e´le´ment A et la relation REL GRAM2 avec un e´le´ment B, alors la relation REL SEM
entre A et B est infe´re´e. Le figure 5.19 propose des exemples de telles relations, ainsi
que la re`gle se´mantique ge´ne´rique qui en de´coule.
5.3.3.3 Liens pre´positionnels
Tout comme les constructions verbales vues a` la section pre´ce´dente, les pre´positions
indiquent certaines relations particulie`res entre les e´le´ments de la requeˆte. Par exemple,
“<e´le´ment1> with <e´le´ment2>” ou “<e´le´ment1> in <e´le´ment2>” signalent des liens
hie´rarchiques entre deux e´le´ments structurels1 ; “<e´le´ment> about <texte>” annonce
que l’e´le´ment doit traiter le sujet e´voque´ par le texte.
















REL GRAM(A, B) REL SEM(A, B)
cible cible
– –
avec relation prep(REL GRAM, REL SEM).
Fig. 5.20 – Quelques pre´dicats concernant les relations pre´positionnelles, et re`gle ge´-
ne´rique les utilisant.
La` encore, des re`gles se´mantiques sont mises en place, et la` encore, une ge´ne´ralisation
est possible a` l’aide d’une simple liste de pre´dicats :
relation prep(REL GRAM, REL SEM).
Cette proce´dure est illustre´e a` la figure 5.20. Certains des liens obtenus, comme
ceux indiquant l’inclusion entre deux e´le´ments, servent directement a` la cre´ation de la
structure de la requeˆte. Pour les autres, il est parfois difficile de proposer un traitement
fin. Pourtant, ces relations nous indiquent que les termes relie´s sont indissociables, ce
qui nous sera utile pour ge´ne´rer la requeˆte finale.
5.3.3.4 Exemples d’application
Nous illustrons, avec les figures 5.21, 5.22 et 5.23, certaines des re`gles que nous
venons de de´crire, a` travers la transformation de la repre´sentation de la requeˆte :
(5.13) We are searching paragraphs dealing with version management in articles contai-
ning a paragraph about object databases1.
De nombreux champs de la repre´sentation n’e´tant utiles que pour la progression de
l’analyse syntaxique, nous ne conservons, pour e´viter une surcharge inutile et pour ame´-
liorer la clarte´ du propos, que les trois e´tages (valeurs, relations et cible) qui participent
aux re`gles et a` la repre´sentation se´mantique.
La premie`re re`gle applique´e concerne la de´tection de la cible, avec le traitement de
l’expression “We are searching paragraphs” (figure 5.21). La seconde prend en compte
la relation entre “paragraphs” et “version management” (figure 5.22). Les autres re`gles
permettent d’aboutir a` une repre´sentation dont les pre´dicats sont plus inte´ressants que
les relations grammaticales du de´part (figure 5.23).
Remarquons que la repre´sentation grammaticale du de´part (figure 5.21) est celle
qui correspond effectivement a` la bonne fac¸on de comprendre la requeˆte, mais qu’il
ne s’agit pas de la premie`re possibilite´ ge´ne´re´e par l’analyse syntaxique. En effet, la
loi de l’attachement minimal fait en sorte que la relation in(C, D) est propose´e avant
in(B, D) (en italiques dans la figure). Cette phrase comporte par ailleurs e´norme´ment
d’ambigu¨ıte´s. Nous verrons a` la section 5.3.6 comment nous parvenons a` se´lectionner
finalement la repre´sentation illustre´e ici.
1Topic 130, INEX 2004.

















































































































Fig. 5.22 – Application de la re`gle se´mantique <sujet> deal <with>.
5.3.4 Re`gles de´pendant de la structure
Les re`gles que nous traitons dans cette section sont celles qui de´pendent de la
structure des documents interroge´s. Il est donc potentiellement ne´cessaire de les changer
lorsque l’on souhaite adapter le syste`me a` une nouvelle collection, meˆme si certaines
d’entre elles sont tre`s courantes.
Remarquons que l’utilisateur ne sait pas ne´cessairement qu’il fait une re´fe´rence
a` la structure lorsque ces re`gles sont de´clenche´es. Ainsi, nul n’empeˆche quelqu’un de
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Fig. 5.24 – Exemple de re`gle se´mantique : <sujet> write <objet>.
5.3.4.1 Liens verbaux
Nous appelons liens verbaux les constructions impliquant un verbe et la structure
des documents d’une fac¸on ou d’une autre. Ces liens ont un caracte`re beaucoup moins
ge´ne´rique que ceux exprime´s par les re`gles vues pre´ce´demment.
Nous en e´nume´rons quelques-uns s’appliquant au corpus INEX 2005 des articles
scientifiques d’IEEE, de´crit au chapitre 2 1, en pre´cisant leur raison d’eˆtre.
“<sujet> write <objet>”. Figure 5.24. Des constructions telles que “an article
written by Somebody” (ou` “article” est un e´le´ment structurel, objet du verbe“to write”–
voix passive – et ou`“Somebody”est le sujet re´el) permettent d’introduire une balise ’au’
(auteur) contenant “Somebody”.
1Section 2.5.4.1, page 39.



















































“A section citing an article by Sparck-Jones”
Fig. 5.25 – Exemples de re`gles se´mantiques : <sujet> cite <objet>.
“<sujet> cite <objet>”. Figure 5.25. Exemple : “an article that cites Somebody”
(“article”est sujet,“Somebody”objet du verbe) est une allusion a` la partie des re´fe´rences
bibliographiques (’bib’). Il est possible de distinguer plusieurs tournures possibles.
Comme l’indique la figure, on peut citer un auteur (a) ou un article (c), et un e´le´ment
bibliographique peut eˆtre cite´ par un article, une section (c), mais aussi un auteur (b),
etc. La cate´gorie grammaticale peut permettre de distinguer un nom d’auteur (ou au
moins un nom propre).
“publish <in> <anne´e>”. Figure 5.26. Exemple : “an article published in 2000”
(“article” est objet, “2000” est pre´alablement reconnu comme un indicateur d’anne´e)
provoque l’introduction d’une balise ’yr’ (year). Lorsque le texte lie´ au verbe par la
pre´position “in” n’est pas une anne´e mais du texte normal, on remplace l’e´le´ment ’yr’
par l’e´le´ment ’ti’ (nom du journal). Notons qu’ici c’est le pre´dicat contains qui est
utilise´, et non about comme le plus souvent. En effet, nous utilisons about comme un
pre´dicat vague, autorisant les manipulations comme la lemmatisation* ou l’expansion.
Ici, contains indique que c’est la chaˆıne de caracte`res que nous recherchons, pas un
concept a` signifiant variable.










in(E, A) contains(C, B)
cible cible
– –










by(A, B) about(C, B)
cible cible
– –










of(A, B) about(C, B)
cible cible
– –
Fig. 5.28 – Exemple de re`gle se´mantique : <e´le´ment> of <anne´e>.
quer des re`gles se´mantiques apparaˆıt pleinement ici, puisque nous pouvons nous af-
franchir de la forme initiale des requeˆtes. Ainsi, les constructions “an article citing
Somebody”, “an article that cites Somebody”, “an article in which Somebody is cited”. . .
sont traite´es indiffe´remment par la meˆme re`gle se´mantique.
5.3.4.2 Liens pre´positionnels
Les re`gles base´es sur les liens pre´positionnels sont base´es sur le meˆme principe que
les pre´ce´dentes : une relation grammaticale spe´cifique induit l’introduction d’un nouvel
e´le´ment structurel et de nouvelles relations, comme le montrent les deux exemples
suivants, toujours concernant la collection INEX 2005.
“<e´le´ment> by <texte>”. Figure 5.27. Exemple : “article by Somebody”.
“<e´le´ment> of <anne´e>”. Figure 5.28. Exemple : “article of 2000”.












Fig. 5.29 – Exemple de re`gle se´mantique : introduction.
5.3.4.3 Autres re`gles
D’autres re`gles, encore plus spe´cifiques, peuvent eˆtre imagine´es graˆce au cadre mis
en place. Nous en avons tre`s peu pour la collection INEX 2005, mais elles peuvent
prendre beaucoup d’importance pour d’autres types de documents. Pourtant, ce sont
des re`gles plus ad hoc, et donc plus difficiles a` adapter si besoin est.
Dans notre cas, nous avons cre´e´ trois re`gles prenant en compte les termes “sum-
mary”, “introduction” et “conclusion”, qui ont la particularite´ de faire re´fe´rence a` la
structure de fac¸on indirecte, puisqu’il s’agit de sections particulie`res (dans les volumes
IEEE pour “summary”, dans les articles en ge´ne´ral pour les deux autres) mais non
distingue´es par le balisage. C’est le titre de ces sections (’st’ pour section title) qui
contient le mot discriminant.
Nous donnons a` la figure 5.29 l’exemple de l’introduction, les deux autres re`gles
sont construites de la meˆme fac¸on.
5.3.5 Etablissement d’un mode`le de la collection
Il est possible de construire un mode`le de collection re´sumant les relations linguis-
tiques susceptibles d’exister entre les diffe´rents e´le´ments de la DTD. Un tel mode`le
permet de faciliter fortement la conception de la plupart (mais non la totalite´) des
re`gles se´mantiques de´pendant de la structure (voire de ge´ne´rer automatiquement ces
re`gles), mais offre e´galement un moyen de de´tection des ambigu¨ıte´s susceptibles de
de´grader la qualite´ des requeˆtes.
Une utilite´ essentielle de ce type de mode`le est de permettre d’identifier les construc-
tions qui risquent de provoquer des ambigu¨ıte´s.
5.3.5.1 Le mode`le
Le mode`le, pour la collection INEX 2005, est pre´sente´ en partie a` la figure 5.30 par
un graphe oriente´. Il est tre`s simple a` concevoir et a` comprendre, et les conventions en
sont les suivantes :
– Un nœud repre´sente une balise de la DTD. Entre parenthe`ses est indique´e, si elle
existe, la cate´gorie ge´ne´rale du contenu de la balise (par exemple, nom propre –
pn – pour un auteur – ’au’).
– Un arc repre´sente une relation linguistique entre deux balises.




















































































Fig. 5.30 – Extrait du mode`le de la collection INEX 2005.
parenthe`ses, est pre´cise´e la relation que ce verbe posse`de avec les e´le´ments. Si
ces relations ne sont pas inscrites, il s’agit par de´faut de sujet (a` gauche) et
d’objet (a` droite). Ainsi, dans le mode`le :
– un auteur ’au’ (sujet) “e´crit” (“writes”) un ’article’ (objet).
– un ’article’ (objet) “est publie´” (“is published”) dans (in) un journal ’ti’.
Certaines relations peuvent surprendre, comme la relation be entre un auteur
(’au’) et un re´sume´ biographique (’vita’). Elles sont dues au fait que ce sont
e´galement les contenus des balises qui sont en relation. Ainsi un auteur est un
professeur, ou un doctorant, et cette information est contenue dans le re´sume´
biographique.
– Quand la relation est pre´positionnelle, la pre´position concerne´e est indique´e entre
parenthe`ses. Ces liens sont plus classiques, comme par exemple : ’article’ by
’au’ (auteur).




























Fig. 5.31 – Ambigu¨ıte´ entre deux re`gles se´mantiques.
N.B. : Remarquons la relation <title> of <article>, qui permet de corriger l’ana-
lyse de l’exemple 5.6, donne´ a` la section 5.2.4.4 sur les anaphores1 :
(5.6) Articles containing ”digital libraries” in their title.
La repre´sentation (correcte) de la figure 5.9.b 2 est donc finalement pre´fe´re´e.
5.3.5.2 Les ambigu¨ıte´s du mode`le
Remarquons tout d’abord que les e´nonce´s e´tablissant une relation entre deux e´le´-
ments de fac¸on totalement implicite, c’est-a`-dire ne faisant re´fe´rence qu’aux contenus,
et pas aux noms de balises, sont tre`s rares dans notre cas. En effet, nous avons affaire
a` des demandes d’information, et si la structure est implique´e, c’est que l’utilisateur
ignore quelque chose. Nous aurons donc affaire a` des re´fe´rences explicites ou des pro-
noms interrogatifs3.
Graˆce a` cette restriction, le risque d’ambigu¨ıte´ n’existe pas entre chaque paire d’arcs
partageant la meˆme e´tiquette. Ainsi, l’utilisation du verbe “title”, possible entre deux
paires de nœuds (’article’ et ’atl’ d’une part, ’sec’ et ’st’ d’autre part) n’est
pas ambigue¨, puisque l’on attend au moins une re´fe´rence explicite (par exemple a` un
article) qui pre´cise de quel arc il s’agit.
Il existe donc ambigu¨ıte´ entre deux arcs partant du meˆme nœud, ou conduisant au
meˆme nœud, et partageant bien suˆr la meˆme e´tiquette. Ainsi, le mode`le de la figure 5.30
peut comporter une ambigu¨ıte´ entre une anne´e de publication (’yr’) et un journal
(’ti’) a` travers la relation (in) publish (figure 5.31). C’est le cas pour des e´nonce´s
comme :
(5.14) an article published in 2002. (¬)
(5.15) an article published in IEEE Multimedia. (­)
1Page 127.
2Page 128.
3On ne dira pas par exemple “Frank Dupont remercie son directeur de the`se”, faisant ainsi allusion a`
l’auteur et aux remerciements, puisqu’il ne s’agit pas d’une demande d’information. En revanche, nous
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En pratique, cette ambigu¨ıte´, comme toutes celles concernant le mode`le d’INEX
2005, est re´solue par le fait que la cate´gorie attendue n’est pas la meˆme pour une anne´e
(’yr’, un nombre – cd) et pour le nom du journal (’ti’).
Mais si le mode`le de´crit ici n’est pas ambigu, un autre peut l’eˆtre ; nous verrons au
chapitre 6 1 la solution que nous apportons.
5.3.6 La de´sambigu¨ısation par la se´mantique
Nous avons annonce´ dans les pages pre´ce´dentes que l’application des re`gles se´man-
tiques permettrait une re´duction des ambigu¨ıte´s provoque´es a` deux niveaux : au niveau
de l’analyse syntaxique d’une part, et au niveau de la de´tection des re´fe´rences explicites
a` la structure des documents d’autre part. Nous de´crivons ici comment cette de´sambi-
gu¨ısation est rendue possible.
L’ide´e est que, si les re`gles se´mantiques sont correctement formule´es, les construc-
tions qu’elles de´tectent ont une signification forte pour la requeˆte. En substance, plus
une repre´sentation est propice a` l’application de re`gles se´mantiques, plus elle a de
chances d’eˆtre la forme la plus approprie´e pour la traduction de l’e´nonce´.
Pour mate´rialiser cette ide´e, nous mettons en place des “points de se´mantique”, que
nous attribuons a` une repre´sentation en fonction du nombre et du type de re`gles qui
s’y associent, selon les crite`res suivants.
5.3.6.1 Nombre de re`gles utilise´es
Le premier crite`re est le nombre de re`gles se´mantiques de´clenche´es. Prenons l’exemple
de la requeˆte suivante :
(5.16) Find works about string matching citing Baeza-Yates .2
Deux repre´sentations sont possibles, illustrant le fait que le syntagme“citing Beaza-
Yates”peut eˆtre attache´ a`“string matching”ou a`“works”. Selon la re`gle de l’association
droite*, la premie`re solution devrait eˆtre choisie.
A chaque de´clenchement d’une re`gle se´mantique, on attribue un point a` la structure
concerne´e. Comme le montre la figure 5.32, la seconde forme (attachement a` “works”)
met en œuvre une re`gle de plus que la premie`re. En effet, “work” est un synonyme
re´pertorie´ d’article, qui est une balise. La re`gle <article> cite <bb> s’applique donc
(voir le mode`le de la figure 5.30). C’est donc finalement cette solution qui est pre´fe´re´e.
5.3.6.2 Ele´ment ou texte ?
Certaines re`gles s’appliquent de pre´fe´rence a` des e´le´ments, d’autres a` du contenu.
Par exemple, les re`gles de de´tection de la cible (section 5.3.3.1) sont plutoˆt destine´es a`
des e´le´ments structurels. Dans le meˆme ordre d’ide´e, on peut conside´rer qu’une re`gle
introduisant la relation about (voir figure 5.18, page 136) concerne plus probablement
un e´le´ment pour sa partie gauche (premier parame`tre du pre´dicat) et du texte simple
pourrons dire “Qui remercie son directeur de the`se”, ou “Quel auteur remercie son directeur de the`se”,
ou “Qui Franck Dupont remercie-t-il”.
1Section 6.5.2.4, page 169.
2Extrait du topic 280, INEX 2005.

















































Find <objet> ; cible
<tag> <about> ; <about>
Trois re`gles :
Find <objet> ; cible
<tag> <about> ; <about>
<sujet> cite <objet> ; bb
Fig. 5.32 – De´sambigu¨ısation par le nombre de re`gles de´clenche´es (la repre´sentation de
droite, qui permet le de´clechement de trois re`gles, est pre´fe´re´e a` celle de gauche).
pour sa partie droite (second parame`tre)1. Pour d’autres relations (contains, included,
before, after, etc.), on pre´fe`rera l’e´le´ment structurel.
Ces constats permettent tout d’abord de de´sambigu¨ıser encore certaines construc-
tions. Ainsi, l’exemple suivant est ambigu a` de nombreux endroits, mais notamment
en ce qui concerne l’attachement de la pre´position “in” (voir la repre´sentation de cet
e´nonce´ et l’application des re`gles correspondantes a` la section 5.3.3.4 2) :
(5.13) We are searching paragraphs dealing with version management
in articles containing a paragraph about object databases .
1Par exemple, on trouvera plutoˆt “a document about information retrieval”, et non “a document
about a section”.





X, Y X, Y
relations relations
in(X, Y) included(X, Y)
cible cible
– –
Fig. 5.33 – Re`gle pour la pre´position “in”.
valeurs
A (cat:nn, lem:document, tag:article)





Fig. 5.34 – Choix entre e´le´ment textuel et e´le´ment structurels.
La re`gle concernant cette pre´position, donne´e de nouveau a` la figure 5.33, s’applique
de pre´fe´rence entre deux e´le´ments. Un point de plus est attribue´ si c’est le cas, ce qui
permet de se´lectionner la bonne repre´sentation (celle ou` “in articles” est attache´ a`
“paragraphs”).
Par ailleurs, nous avons de´crit a` la section 5.3.1 les proble`mes pose´s lors de la
de´tection des re´fe´rences explicites a` des noms de balises contenus dans les documents
interroge´s. Les proble`mes de polyse´mie des termes employe´s conduisent a` l’utilisation
d’un meˆme terme, pour de´signer tantoˆt des e´le´ments structurels, tantoˆt du contenu
textuel.
La` encore, la distinction entre re`gles s’appliquant a` des e´le´ments ou a` du texte nous
permet de re´duire cette ambigu¨ıte´.
Ainsi, si un terme est reconnu comme pouvant faire re´fe´rence a` une balise, et s’il est
concerne´ par une re`gle qui favorise les e´le´ments, alors l’hypothe`se de l’e´le´ment structurel
sera valide´e. En revanche, si la structure conside´re´e obtient plus de points en conside´rant
ce terme comme du texte simple, alors l’e´le´ment est rejete´.
Ainsi, dans l’exemple suivant, le mot “document”, synonyme potentiel d’article, est
une fois un e´le´ment structurel et la seconde fois du texte simple. On aboutit a` la
repre´sentation finale de la figure 5.34.
(5.17) Find a document about XML documents.
+ e´le´ment + e´le´m. + texte
Pour re´sumer :
– Les re`gles de de´tection de la cible sont utilise´es de pre´fe´rence pour des e´le´ments.
– Parmi les autres re`gles, celles qui ge´ne`rent la relation about sont applique´es a` des
e´le´ments (a` gauche) sur du contenu (a` droite) : about(e´le´ment, texte).
– Les autres re`gles (relations contains, includes, etc.) concernent une paire d’e´le´-
ments.
– Lorsqu’une re`gle respectant ces contraintes s’applique a` une repre´sentation, un
point de plus est attribue´ a` celle-ci.





















Fig. 5.35 – Re`gle d’association de contenu textuel a` un e´le´ment structurel. L’e´le´ment
A n’est associe´ a` aucun contenu dans la repre´sentation de gauche, d’ou` le choix de celle
de droite.
5.3.6.3 Ele´ment et contenu
Une dernie`re re`gle stipule que, dans la mesure du possible, un e´le´ment structurel
doit eˆtre associe´ avec du contenu textuel. Un point est retire´ si ce n’est pas le cas. Cette
re`gle permet de traiter des e´nonce´s complexes comme le suivant :
(5.18) We are looking for paragraphs in articles about information retrieval
dealing with relevance feedback .1
Le syntagme “dealing with relevance feedback” est d’abord attache´ en priorite´ a`
“articles” ou “paragraphs” plutoˆt qu’a` “information retrieval”, car la re`gle <sujet> deal
<with> accepte de pre´fe´rence des e´le´ments a` sa gauche.
Mais, comme le montre la figure 5.35 (a` gauche), le choix de “articles” ferait en
sorte que “paragraphs” ne serait associe´ a` aucun contenu. La structure de droite (dans
la figure) est donc pre´fe´re´e.
5.3.6.4 Les autres ambigu¨ıte´s
Les ambigu¨ıte´s non traite´es par les techniques de´crites ci-dessus restent bien entendu
nombreuses, et les me´thodes de re´solution par l’attachement minimal* ou l’association
droite* sont trop na¨ıves pour avoir une ve´ritable efficacite´ se´mantique. Cependant le
traitement que nous mettons en place pour les groupes de mots nous permet de nous
affranchir des ambigu¨ıte´s restantes. C’est ce qu’illustre l’exemple suivant :
(5.19) Find text describing algorithms for prefetching of web pages by the client .2
L’attachement de “by the client” a` “web pages” est errone´. Pourtant, la recherche
finale n’en souffrira pas, puisque les relations pre´positionnelles fines de ce type (<nom>
<for> <nom>, <nom> <by> <nom>) ne sont pas traite´es. Les termes “prefetching”,
1Topic 145, INEX 2004.
2Topic 174, INEX 2004.
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“web pages” et “client” seront recherche´s dans le meˆme contexte1.
5.4 Obtention d’une requeˆte formelle
L’obtention de la requeˆte formelle a` partir de la repre´sentation se´mantique obe´it a`
des re`gles simples qui diffe`rent selon le langage. Nous de´crivons ici la ge´ne´ration d’une
requeˆte en NEXI, dont la description est donne´e a` la section 2.4.2.2, page 31.
5.4.1 Disposition des e´le´ments structurels
Les e´le´ments structurels peuvent eˆtre se´pare´s en trois cate´gories : la cible, le support
et les e´le´ments subordonne´s (inclus dans la cible ou le support). Les explications qui
suivent sont illustre´es par deux exemples, l’un re´el, a` la figure 5.36, l’autre volontaire-
ment simplifie´, a` la figure 5.37.
5.4.1.1 Cible
La repre´sentation se´mantique indique quelle est la cible* de la requeˆte. Plusieurs
configurations sont possibles :
La cible est un e´le´ment structurel. Dans ce cas, le nom de l’e´le´ment de´signe´ est
place´ a` l’extreˆme droite de la requeˆte, a` la place habituelle de la cible.
La cible est du texte simple. La cible devient alors un e´le´ment de type indiffe´rent
(’*’), et le texte est inse´re´ dans le filtre de cet e´le´ment, avec la relation about :
//*[about(., texte)]
Il existe plusieurs cibles. Meˆme si elle est rare, cette configuration doit eˆtre consi-
de´re´e. On cre´e un nouvel e´le´ment de type ’*’ qui contient les cibles. Ces nouvelles
relations hie´rarchiques sont traite´es comme les autres (voir plus loin).
5.4.1.2 Support
Le support* de la requeˆte est compose´ de tous les e´le´ments qui subordonnent la
cible, c’est-a`-dire qui la contiennent2. Les e´le´ments qui contribuent au support sont
ordonne´s (du plus loin de la cible dans la DTD au plus proche) et sont place´s dans le
chemin principal, de gauche a` droite, avant la cible (voir la figure 5.37).
5.4.1.3 Ele´ments subordonne´s
Les e´le´ments restants ne font pas partie du chemin principal de la requeˆte, ils sont
inse´re´s dans les filtres de l’e´le´ment auquel ils sont subordonne´s. C’est le cas du para-
graphe F a` la figure 5.36 et des e´le´ments D et E a` la figure 5.37.
5.4.2 Le contenu
Le texte simple est dispose´ dans la requeˆte selon ses relations avec les e´le´ments
structurels. La me´thode de´crite ci-dessous est illustre´e aux figures 5.38 et 5.39, qui
1Le chapitre 6 montre une utilisation de ces relations pre´positionnelles, mais sans contredire ce que
nous venons de de´crire.
2Dans le cas de NEXI, qui ne connaˆıt que les liens hie´rarchiques (anceˆtre ou descendant), on dit
qu’un e´le´ment est subordonne´ a` un autre s’il est contenu par un autre (relations includes ou included).




















Fig. 5.36 – Distinction entre cible, support et autres e´le´ments, pour la requeˆte “We
are searching paragraphs dealing with version management in articles containing a pa-














Support : A, C Cible : B Autres : D, E
//article[about(.//sec, _)]//sec//p[about(.//fig, _)]
Fig. 5.37 – Distinction entre cible, support et autres e´le´ments.
poursuivent les deux exemples de la section pre´ce´dente.
5.4.2.1 Le cas ge´ne´ral
Les termes lie´s a` un e´le´ment structurel par un pre´dicat about sont inse´re´s dans les
filtres about de NEXI a` la suite de la re´fe´rence a` cet e´le´ment. Si celui-ci fait partie du
support ou de la cible, le chemin relatif, premier parame`tre de la relation about, sera un
simple point ’.’ (“object databases” a` la figure 5.38, “term3” a` la figure 5.39). Sinon, le
chemin est le nom de l’e´le´ment, comme indique´ pre´ce´demment (“version management”
a` la figure 5.38, “term1” et “multiterm2” a` la figure 5.39).
Lorsque deux filtres s’appliquent au meˆme e´le´ment, ils sont se´pare´s par l’ope´rateur
’AND’.


















Fig. 5.38 – Insertion du contenu dans la requeˆte “We are searching paragraphs dealing



























AND about(., term3 term5)]
Fig. 5.39 – Insertion du contenu dans la requeˆte.
5.4.2.2 Les syntagmes nominaux simples
Les termes reconnus lors du pre´-traitement comme des syntagmes nominaux simples1,
et donc marque´s par un trait ’type:np’, sont entoure´s de guillemets dans la requeˆte
NEXI, comme on le voit a` la figure 5.38 et pour “multiterm2” a` la figure 5.39.
Les moteurs de recherche, en pre´sence des guillemets, ont des comportements tre`s
1Section 5.2.3, page 119.
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varie´s, de l’ignorance totale a` la conside´ration stricte (un seul mot du groupe n’est pas
valable), en passant par une simple valorisation du score en pre´sence de tout ou partie
du groupe nominal.
5.4.2.3 Traitement des relations
Les relations entre termes non structurels sont utilise´es pour disposer de fac¸on ap-
proprie´e certains termes qui ne sont pas directement lie´s a` des e´le´ments. Ainsi, dans
l’exemple de la figure 5.39, “term5” (J ) est indirectement relie´ a` l’e´le´ment B par les
relations about(B, H) et of(H, J). Ainsi, “term3” (H ) et “term5” (J ) sont tous deux
contenus par la meˆme balise B. Un autre exemple : pour la requeˆte “a paragraph about
prefetching of web sites”, les termes “prefetching” et “web sites” sont inse´re´s dans l’e´le´-
ment “paragraph” (’p’).
5.4.2.4 Le texte non relie´ a` un e´le´ment
Tout texte non relie´, directement ou indirectement, a` un e´le´ment structurel, est
inse´re´ comme filtre de la racine des documents (ici, ’article’). C’est le cas de I
(“term4”) a` la figure 5.39.
5.4.2.5 Les disjonctions, conjonctions et ne´gations
La coordination se traite de fac¸on tre`s simple. En ce qui concerne les e´le´ments, la
disjonction et la conjonction ont le meˆme re´sultat, qui est la re´fe´rence a` un e´le´ment
pouvant avoir plusieurs noms. NEXI autorise ceci avec le recours au caracte`re ’|’.
Ainsi, “paragraphs or figure-captions”, dans l’exemple suivant, sont traduits en NEXI
par ’(p|fgc)’ (voir figure 5.40).
(5.20) Find paragraphs or figure-captions containing the definition of Godel, Lukasie-
wicz or other fuzzy-logic implications.1
La ne´gation d’un e´le´ment est reporte´e en ne´gation de tous les termes qu’il contient
(voir ci-dessous).
En ce qui concerne la coordination des contenus textuels, elle est transcrite par
plusieurs clauses about, lie´es par les ope´rateurs ade´quats. C’est ce que montre e´galement
la figure 5.40 pour l’exemple 5.20 ; l’ope´rateur ’AND’ est alors utilise´ pour faire le lien
avec les termes associe´s par des pre´positions, comme ici avec “definition”.
Enfin, la ne´gation est mate´rialise´e en NEXI par un signe ’-’ avant les mots-cle´s
concerne´s. Nous avons vu2 que les ne´gations, quelles qu’elles soient, e´taient toutes pro-
page´es vers les syntagmes nominaux graˆce a` la relation neg. La traduction en NEXI est
donc imme´diate, comme le montre l’exemple suivant et la figure 5.41.
(5.21) I am interested in articles discussing machine translation but not programming
languages translation.3
Dans le cas ou` le pre´dicat neg concerne du texte qui n’est relie´ a` aucun e´le´ment
ou contenu, ce texte n’est pas du tout inse´re´ dans la requeˆte finale, que ce soit en
positif ou en ne´gatif. Ainsi, dans l’exemple 5.22, le mot“distances” sera tout simplement
ignore´. En effet, sa relation avec le verbe“modify”n’entre pas dans un cadre se´mantique
1Topic 127, INEX 2004.
2Section 5.2.4.3, page 126.
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AND about(., -"programming language
translation")]
Fig. 5.41 – Traitement de la ne´gation.
existant, et il est impossible de savoir sans apport supple´mentaire si la pre´sence du
terme “distances” contribue a` la pertinence d’un e´le´ment ou, au contraire, nuit a` cette
pertinence. Or une erreur pourra avoir des conse´quences importantes ; nous pre´fe´rons
donc ne pas conside´rer le mot, par pre´caution.
En revanche,“stoplist filtration” sera accompagne´ du signe ’-’, puisque l’expression
to be interested in ge´ne`re la relation about.
(5.22) . . . Examples of this method are well-known latent semantic indexing (LSI)
which improves recall of the retrieval system and random projection which does
not modify distances too much. We are not interested in stoplist filtra-
tion. . .1
5.5 Conclusion
Dans ce chapitre, nous avons pre´sente´ une me´thode de traduction des requeˆtes
en langage naturel vers un langage formel de type NEXI, s’appliquant a` la recherche
d’information dans des documents XML. Cette traduction s’appuie sur une analyse
syntaxique traditionnelle a` laquelle nous associons un ensemble de re`gles se´mantiques
simples et une proce´dure de ge´ne´ration de la requeˆte adapte´e a` la proble´matique de
la recherche d’information semi-structure´e. Les re`gles se´mantiques ne sont pas pour la
1Extrait du topic 187, INEX 2004.
154 Analyse des requeˆtes en langage naturel
plupart des heuristiques ad hoc, mais des re`gles ge´ne´rales ne de´pendant pas de la forme
linguistique utilise´e.
Le fait de produire un langage reconnu et largement employe´, mais aussi relative-
ment simple, est un avantage inde´niable, puisque cela permet a` l’interface en langage
naturel d’eˆtre utilise´e en comple´ment facultatif de tout moteur de recherche. De plus,
la partie ge´ne´rant la requeˆte finale e´tant relativement inde´pendante, il est possible
d’adapter le syste`me a` un autre langage.
Jusqu’ici, nous nous sommes concentre´ sur une transcription aussi fide`le que pos-
sible de la description du besoin d’information. Ceci ne peut permettre, au mieux, que
d’approcher les performances des requeˆtes effectue´es “a` la main” en NEXI. Il est temps
d’orienter le travail vers une utilisation plus fine de la structure des documents, permet-
tant potentiellement de ge´ne´rer des expressions plus efficaces (qualitativement parlant)
que celles d’un utilisateur humain.
Cependant, les langages existant, et NEXI en particulier, ont des limites quant a` la
faculte´ d’expression de certains types de requeˆtes. L’utilisation de certaines techniques
d’analyse du langage naturel pourrait permettre d’affiner la requeˆte, mais le“carcan”des
langages non conc¸us pour cet usage empeˆche de donner libre cours a` son imagination.
Le chapitre suivant e´tudie les tenants et les aboutissants de ce nouvel enjeu.
Chapitre 6
Utilisation de la structure pour
l’ame´lioration de la requeˆte
Le chapitre pre´ce´dent a pre´sente´ les me´canismes d’analyse d’une requeˆte en langage
naturel, en vue de l’obtention d’une repre´sentation interme´diaire, puis de la construction
d’une requeˆte formelle dans un langage oriente´ vers la recherche d’information, tel que
NEXI.
A l’issue de ce travail, on peut dire que l’on obtient, dans le principe, des re-
queˆtes comparables a` celles que construisent les utilisateurs humains : meˆmes mots-cle´s
(moyennant bien suˆr les erreurs de l’interface) et meˆme degre´ de mise a` profit “bas-
niveau” de la structure. Par “bas-niveau”, nous entendons une conside´ration purement
“utilitaire” : si j’ai besoin d’une figure, je demande une figure, si je souhaite qu’un pa-
ragraphe traite d’un sujet, je formule une expression de type //paragraphe[about(.,
"ce sujet")].
Nous avons de´ja` explique´ que ce type de requeˆtes e´tait le maximum que l’on pouvait
raisonnablement espe´rer d’un utilisateur humain, meˆme expert, pour un usage re´gulier
d’un moteur de recherche.
Si une interface offrant cette fonctionnalite´ pre´sente de´ja` un avantage certain en
termes de confort (a` condition bien suˆr que les requeˆtes ge´ne´re´es offrent des perfor-
mances satisfaisantes), il est possible d’aller au-dela` avec un processus automatique, en
e´tudiant d’une part les constructions de la requeˆte en langage naturel, et d’autre part
la structure spe´cifique des documents recherche´s.
Les ide´es (et leurs applications) pre´sente´es dans ce chapitre impliquent trois facteurs
spe´cifiques des documents semi-structure´s dans la recherche d’information. Ces facteurs
sont :
– l’imbrication des e´le´ments, qui bouleverse le principe d’inde´pendance des unite´s
de recherche entre elles, principe admis en RI traditionnelle (section 6.1) ;
– les liens explicites entre les documents (section 6.2) ;
– la taille variable de l’unite´ d’information (section 6.3).
Il s’ave`re que le langage NEXI ne permet pas d’exprimer des requeˆtes e´volue´es
comme celles que nous proposons. Par ailleurs, de nombreuses caracte´ristiques collecte´es
par une analyse linguistique peuvent trouver une utilite´ pour la recherche, et NEXI n’est
pas conc¸u pour les traiter.
C’est pourquoi nous introduisons le langage XOR (XML Oriented Retrieval Lan-
guage), une repre´sentation extensible et compatible avec NEXI. La description de ce
langage est pre´sente´e a` la section 6.4, et l’adaptation du syste`me GPX pour l’inte´grer
y est rapidement aborde´e.
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Enfin nous exposons les ame´liorations que nous apportons a` notre interface dans
le but de prendre en compte les diverses propositions e´voque´es et les traduire dans le
langage XOR (section 6.5).
6.1 Recherche contextuelle
6.1.1 Proble´matique
Nous avons de´ja` aborde´ a` plusieurs reprises, et en particulier a` la section 2.2.1 1, la
notion d’auto-explicativite´ d’une unite´ d’information.
Cette notion permet de postuler que les unite´s de recherche sont inde´pendantes les
unes des autres. Ainsi, le degre´ de pertinence d’un document par rapport a` une requeˆte
n’a aucune influence sur le degre´ de pertinence d’un autre document.
L’ide´e simple qui de´coule de cette absence de lien entre les documents et qui gou-
verne les me´thodes de recherche d’information, quelles qu’elles soient, est que plus un
document contient de mots de la requeˆte (ou de mots apparente´s, morphologiquement
ou se´mantiquement), plus il a de chances d’eˆtre pertinent. Le corollaire sous-jacent
est qu’un document contenant peu de mots de la requeˆte a moins de chances d’eˆtre
pertinent que celui qui en comprend beaucoup.
Cette hypothe`se est discutable sur les documents plats, puisque des documents
peuvent faire re´fe´rence a` d’autres, mais devient tre`s certainement fausse en pre´sence
d’une structure autorisant l’imbrication des e´le´ments. Il n’est bien entendu plus possible
de supposer l’inde´pendance des unite´s lorsque celles-ci peuvent se contenir mutuelle-
ment. La plupart des mode`les de recherche d’information structure´e prennent d’ailleurs
en compte ce phe´nome`ne, puisque les scores de pertinence des doxels de´pendent de
ceux de leurs enfants (soit graˆce a` une indexation par sous-arbres imbrique´s – voir
section 2.3.2, soit par une propagation des scores – section 2.4.3.1). Cette transmission
des scores “de bas en haut” est intuitive : un terme contenu dans un paragraphe, par
exemple, fait e´galement partie de la section contenant ce paragraphe, et donc participe
a` son sens.
Nous pensons cependant que ce proble`me a des conse´quences ne´gatives importantes
sur les performances globales des syste`mes de recherche. En effet, meˆme en conside´rant
la propagation de bas en haut, les techniques employe´es partent toujours du principe
qu’un e´le´ment sera pertinent s’il contient les mots de la requeˆte, et ne le sera pas dans
le cas contraire. Or, cette dernie`re ide´e (peu de mots implique faible pertinence) ne
rend plus compte de la re´alite´ d’un document XML.
En effet, des textes formant un tout, explicitement structure´ ou non, sont faits pour
eˆtre lus en entier. En conse´quence, au niveau global, ces textes introduisent d’abord
un contexte, puis de´veloppent diffe´rents points autour de ce contexte, qui n’est bien
entendu pas rappele´ a` chaque paragraphe. De plus, a` un niveau plus local, diffe´rents
phe´nome`nes linguistiques, comme les anaphores et les ellipses2, permettent de ne pas
repe´ter explicitement les concepts dont il est question d’une phrase a` une autre, d’un
paragraphe a` un autre. En particulier, s’agissant d’une personne, il n’est pas rare de
voir des re´fe´rences pronominales (“il” ou “elle”) la de´signer, plusieurs pages durant, si
elle est le sujet central du texte.
La figure 6.1 illustre ce proble`me avec l’exemple d’une requeˆte concernant les contrats
de travail pour les jeunes, ou` l’on voit sche´matiquement que les sections pertinentes par
1Page 20.
2Voir la section 3.4.3, page 68.
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Fig. 6.1 – La pertinence d’un e´le´ment de´pend e´galement dans son contexte. Ici la
requeˆte concernant les contrats de travail pour les jeunes peut trouver trois types de
sections pertinentes, dont seulement un contient a` la fois les termes “contrats de travail”
et “jeunes”.
rapport a` cette requeˆte peuvent ne pas contenir l’ensemble des termes demande´s, tout
simplement parce que certains d’entre eux ont e´te´ introduits auparavant1.
Tre`s peu de mode`les utilisent le contexte des e´le´ments, c’est-a`-dire le contenu qui les
entoure ou qui est situe´ au-dessus d’eux. Les seuls syste`mes proposant une me´thode s’en
approchant effectuent une re´tro-propagation, initialement propose´e par Sigurbjo¨rnsson
et al. [214], c’est-a`-dire qu’ils ponde`rent le score d’un e´le´ment avec le score du docu-
ment global qui le contient pour la meˆme requeˆte. Cette technique semble ame´liorer les
re´sultats mais n’est somme toute qu’un pis-aller.
Une analyse attentive, a` l’occasion des e´valuations de la campagne INEX, des re´-
sultats retourne´s par les syste`mes de recherche d’information, montre pourtant que le
phe´nome`ne de´crit ci-dessus est suivi d’effets ne´gatifs non ne´gligeables sur la pre´cision
de ces syste`mes. Ainsi, une recherche concernant les syste`mes de navigation pour les
automobiles2 a vu beaucoup d’e´le´ments concernant les syste`mes de navigation dans les
avions ou les bateaux retourne´s dans les premiers rangs. Cela e´tait duˆ au fait que les
e´le´ments contenant l’ensemble des termes “syste`mes de navigation” et “automobiles”
e´taient relativement rares, et que, au-dela` de ces e´le´ments, les moteurs de recherche
n’e´taient pas capables de faire la distinction entre les allusions aux syste`mes de navi-
gation dans un contexte automobile, ae´rien ou maritime.
6.1.2 Modification des requeˆtes pour la recherche contextuelle
Notre cadre d’analyse des requeˆtes peut permettre de prendre en compte cette
proble´matique et de modifier le me´canisme de ge´ne´ration des requeˆtes formelles. Avant
d’aborder les aspects pratiques de la de´termination du contexte et de la construction
de la requeˆte, e´tudions les possibilite´s de modifications qui se pre´sentent.
1Rappelons que nous n’adressons pas ici les proble`mes des mots apparente´s tels que les synonymes,
ni celui de la polyse´mie, aborde´s a` la section 3.5. Ces proble`mes ne sont en effet pas spe´cifiques au cas
des documents semi-structure´s.
2“navigation systems for automobiles”, Topic 128, INEX 2004.
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6.1.2.1 Aspects the´oriques
Des requeˆtes re´pondant de fac¸on plus approprie´e au proble`me du contexte seraient
celles mettant en œuvre :
– une recherche contextuelle, c’est-a`-dire une recherche conside´rant le contexte dansrecherche
contex-
tuelle
lequel un e´le´ment pertinent doit apparaˆıtre. Par exemple, pour la requeˆte concer-
nant des sections sur les syste`mes de navigation pour automobiles, on recherche
des sections contenant les mots “syste`mes de navigation” contenus dans des ar-
ticles sur les “automobiles” (ou le contraire)1. A priori, une technique de ce type
ame´liorerait le rappel* (plus de documents pertinents retourne´s) mais pourrait
e´ventuellement diminuer la pre´cision* (plus de documents non pertinents retour-
ne´s).
– une recherche conditionnelle a` l’inte´rieur d’un doxel recherche´. Par exemple, pourrecherche
condition-
nelle
e´viter le retour d’e´le´ments concernant les syste`mes de navigation pour les avions
ou les navires, on demanderait des doxels sur les “syste`mes de navigation” si, et
seulement si ces doxels traitent des“automobiles”. On imagine que ceci augmen-
terait la pre´cision (les e´le´ments retourne´s seraient tre`s probablement pertinents)
mais diminuerait fortement le rappel, le proble`me du contexte expose´ plus haut
n’e´tant pas re´gle´.
Malheureusement, ces deux caracte´ristiques peuvent difficilement eˆtre repre´sente´es
avec une simple requeˆte NEXI. De plus, la difficulte´ est de de´cider quels mots-cle´s
peuvent eˆtre se´pare´s et utilise´s dans la recherche contextuelle.
6.1.2.2 Quelle recherche, quel contexte ?
La de´finition de ce qui peut appartenir au contexte, d’une part, mais aussi le choix
des termes qui peuvent eˆtre se´pare´s et de ceux qui doivent rester regroupe´s, d’autre
part, est de´licate. Le risque de faire chuter la pre´cision en produisant des requeˆtes
ayant peu de rapport avec le besoin initial est fort. Ainsi, dans notre exemple des sys-
te`mes de navigation pour les automobiles, la distinction entre “syste`mes de navigation”
d’une part, “automobiles” de l’autre semble pertinente, tandis que rechercher les termes
“syste`mes” et “navigation” se´pare´ment et a` des endroits diffe´rents serait clairement
contre-productif.
Il arrive que le re´dacteur de la requeˆte en langage naturel donne des indications ex-
plicites. Il utilise alors des expressions comme “dans le contexte de”, “dans le domaine
de”, etc. Cela ne signifie pas pour autant que le contexte sera le meˆme dans tous les do-
cuments pertinents. Ainsi, une requeˆte sur “les syste`mes de navigation dans le domaine
automobile” ne fournirait que peu d’information supple´mentaire ; dans l’esprit de l’uti-
lisateur, l’automobile est le contexte, mais un document peut traiter des syste`mes de
navigation en ge´ne´ral et contenir une section (pertinente) sur leurs applications dans
le domaine automobile. Cependant ces tournures de phrases sont importantes car elles
sugge`rent la ne´cessite´ d’un traitement diffe´rent.
D’autres indicateurs implicites sont les liens entre les syntagmes nominaux. Nous
avons pre´sente´ a` la section 5.4.2.2 2 les suites de mots que nous traitons comme des
groupes indissociables dans la requeˆte (et donc repre´sente´s entre guillemets dans la
requeˆte NEXI). En suivant cette logique, nous conside´rons que ces meˆmes mots ne
peuvent pas eˆtre dissocie´s et disperse´s entre la cible et le contexte. En revanche, nous
1Pour distinguer les deux aspects, nous conservons la terminologie habituelle en nommant cible
l’e´le´ment a` retourner. Nous appellerons support ou contexte, selon les cas, les parties de la requeˆtes ne
concernant pas directement la cible.
2Page 152.
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avons montre´ que les noms ou groupes nominaux relie´s par des pre´positions (syn-
tagmes de la forme “NP1 PREP NP2”, re`gle 5.4, voir des exemples a` la figure 5.2
1) ne
peuvent eˆtre traite´s comme des termes uniques. Qui plus est, on remarque que pour de
nombreuses requeˆtes contenant des constructions de ce type, les groupes NP1 et NP2
apparaissent rarement ensemble dans des petits e´le´ments, meˆme pertinents. Ce sont
essentiellement ces constructions qui vont nous servir de base a` la mise en place d’une
recherche contextuelle ou conditionnelle.
6.1.2.3 Premie`res re´ponses pratiques
Cette section de´crit une premie`re approche concernant les recherches contextuelle
et conditionnelle, approche s’inscrivant dans le cadre de NEXI. Nous nous focalisons
ici sur les groupes nominaux situe´s dans la partie cible de la requeˆte et comportant des
pre´positions (NP1 PREP NP2).
L’ide´e est donc de concentrer la cible de la requeˆte sur une des parties du groupe
nominal (NP1, NP2 ou d’autres, dans le cas de tournures plus complexes) et de de´tourner
les autres e´le´ments vers le support.
Comme nous l’avons indique´, NEXI se preˆte relativement mal aux manipulations
trop ambitieuses des requeˆtes. En particulier, le fait qu’il interdise la combinaison de
plusieurs requeˆtes (et donc de plusieurs cibles) est tre`s proble´matique. De plus, seul le
pre´dicat about est autorise´.
Nous avons cependant essaye´ de simuler les deux types de recherches (contextuelle
et conditionnelle) avec les moyens dont nous disposons. Conside´rons donc la requeˆte
demandant des e´le´ments parlant de NP1 PREP NP2. La traduction directe en NEXI
est :
//*[about(., NP1) AND about(., NP2)]
Par exemple :
//*[about(., "navigation systems") AND about(., automobiles)]
Une transformation bilate´rale (“navigation systems” dans le contexte de “automobi-
les” OU “automobiles” dans le contexte de “navigation systems”), qui ne´cessiterait une
requeˆte multiple ou de nouveaux pre´dicats, e´tant impossible, il faut choisir un sens. Au
niveau the´orique, il ne semble pas qu’il existe une pre´somption particulie`re. Pourtant
l’inspection approfondie des documents d’INEX semble montrer que la disposition la
plus courante correspond a` la configuration “NP1 dans le contexte de NP2”. Que cette
observation soit exacte ou pas, devant la ne´cessite´ de faire un choix, nous avons de´cide´
de modifier les requeˆtes de la fac¸on suivante :
– pour la recherche contextuelle : ajout de NP2 dans la partie support, concernant
la racine du document (ici l’e´le´ment ’article’) :
//article[about(., NP2)]//*[about(., NP1)]
//article[about(., automobiles)]//*[about(., "navigation systems")]
– pour la recherche conditionnelle : ajout du signe ’+’ avant NP2 dans la cible :
//*[about(., NP1) AND about(., +NP2)]
//*[about(., "navigation systems") AND about(., +automobiles)]
Rappelons que le signe ’+’ indique l’importance particulie`re du terme qu’il qualifie.
1Page 122.
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Pour obtenir les effets be´ne´fiques attendus des deux me´thodes et pour tenter d’at-
te´nuer leurs effets ne´fastes (respectivement sur la pre´cision et sur le rappel), nous les
avons en pratique utilise´es de fac¸on conjointe, toujours dans la meˆme requeˆte :
/article[about(., NP2)]//p[about(., NP1) AND about(., +NP2)]
/article[about(., automobiles)]//p[about(., "navigation systems")
AND about(., +automobiles)]
Remarques.
– Dans le cas de groupes plus complexes ou relie´s par d’autres relations, c’est tou-
jours le NP situe´ le plus a` droite qui devient le contexte.
– Pour de nombreux types de documents (notamment les articles d’INEX), une
recherche contextuelle plus fine pourrait eˆtre effectue´e, en recherchant par exemple
des mots-cle´s dans le titre ou le re´sume´ du document, dans le cas fre´quent ou` ces
champs sont balise´s. Nous ne souhaitons pas expe´rimenter ceci, pour les raisons
suivantes :
– Nous de´sirons mettre en place un cadre le plus ge´ne´rique possible, et ces infor-
mations ne sont pas toujours disponibles.
– Avec l’utilisation des ponde´rations de type tf.ief 1 tenant compte de la taille
des e´le´ments, les petites parties comme le titre, les mots-cle´s ou le re´sume´ ont
de´ja` plus d’influence que les autres dans le score de la racine.
6.2 Les liens entre documents
L’affinement des crite`res de pertinence d’un document en utilisant les liens inter-
documents a e´te´ e´norme´ment explore´, en particulier dans le cadre de la recherche sur
le Web [100], graˆce aux liens HTML. Les documents XML contiennent e´galement des
re´fe´rences a` d’autres documents de la collection, qu’il est possible de mate´rialiser en
utilisant XLink2.
Ainsi, dans la collection des articles scientifiques de l’IEEE, de nombreuses re´fe´-
rences bibliographiques sont disponibles (meˆme si les articles cite´s n’appartiennent pas
ne´cessairement a` la collection). Dans la collection Wikipedia [61], utilise´e pour INEX
2006, les liens inter-documents sont encore plus nombreux. De plus, chaque article de
l’encyclope´die contient une liste d’autres articles de la collection qui le citent.
Nous ne nous inte´ressons pas aux moyens de de´terminer la pertinence d’un e´le´ment
en fonction des documents auxquels il fait re´fe´rence, mais nous proposons plus sim-
plement l’ajout d’une fonctionnalite´ de requeˆte structure´e permettant de formuler des
demandes se propageant sur plusieurs documents. Ceci est rendu possible par l’ajout
ou la modification de re`gles se´mantiques.
6.2.1 De nouvelles re`gles se´mantiques
L’ensemble des re`gles se´mantiques que nous cre´ons ou que nous modifions de´pend
de la structure. En ce qui concerne les articles scientifiques de l’IEEE, les citations ont
une signification bien pre´cise, il s’agit d’allusions dans le corps du texte a` un e´le´ment
contenu dans la bibliographie, a` la fin du document. Dans ce cas, sont concerne´es par
nos modifications les re´fe´rences explicites et implicites a` la bibliographie, qui doivent
1Voir la section 2.3.1, page 24.
2Voir l’annexe A.3.
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Fig. 6.3 – Recherche utilisant les liens.
conduire a` l’exploration des documents cite´s. Ainsi, pour l’exemple suivant issu des
requeˆtes INEX, il semble logique de consulter les articles cite´s pour de´couvrir s’ils
traitent ou pas du sujet concerne´, comme le montre e´galement la figure 6.3 :
(6.1) Find bibliographic references that are about text categorisation where Support
Vector Machines (SVM) categoriser is used.1
Nous proposons dans ce cas d’ajouter une re`gle simple, a` appliquer apre`s toutes
les autres, qui transforme le lien habituel about dans la bibliographie en linkToAbout,
exprimant l’ide´e que les liens potentiellement existant doivent eˆtre explore´s (voir la
figure 6.2).
6.2.2 Le roˆle du langage formel
De´tecter des liens potentiels inter-documents durant l’analyse de la requeˆte ne suffit
bien entendu pas, il faut e´galement que le moteur de recherche soit capable d’explorer
ces liens et que le langage formel interme´diaire permette de donner les ordres ne´cessaires
au syste`me.
NEXI, notamment, est incapable de formaliser les relations requises, puisqu’il ne
peut faire re´fe´rence qu’a` un seul document dans une requeˆte et que son seul pre´dicat
autorise´ est about.
1Topic 136, INEX 2004.
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6.3 Etude concernant la taille des e´le´ments a` retourner
La granularite´* des e´le´ments peut varier e´norme´ment entre les documents, et meˆme
a` l’inte´rieur d’un document. Par exemple, certaines me´ta-informations (auteurs, prix,
anne´e de publication, nume´ro ISBN. . .), plus oriente´es donne´es*, sont contenues dans
un e´le´ment qui leur est re´serve´. En revanche, a` d’autres niveaux, le plus petit e´le´ment
peut eˆtre un paragraphe entier.
Nous nous inte´ressons ici aux cas ou` les questions de l’utilisateur se font plus cible´es,
et ne´cessitent une re´ponse bre`ve et pre´cise, contenue dans un ou quelques mots. En
cela, nous nous e´loignons un peu de la recherche d’information pure, qui adresse plutoˆt
des besoins d’information vagues. Pourtant, le fait que le mate´riau de recherche soit
structure´, parfois de fac¸on tre`s fine, donne envie de meˆler la RI a` ce qui s’apparente
plus a` du “question-re´ponse”.
Dans ce domaine, ou` les requeˆtes sont le plus souvent formule´es sous forme de ques-
tions, il est courant d’utiliser les pronoms interrogatifs pour cibler le type de texte que
l’on va rechercher. Ainsi, une question commenc¸ant par “combien” appelle un nombre
en retour ; “qui”, un nom propre, etc.
Dans notre cas, nous ne posse´dons pas d’information concernant le type de contenu
des e´le´ments. Nous pourrions ajouter cette connaissance pour un petit nombre d’entre
eux (comme l’auteur ou l’anne´e), mais la plupart des e´le´ments contiennent du texte
“classique”. De plus, nous sommes limite´s par l’unite´ d’information, qui reste le doxel,
et que nous ne pouvons pas de´passer sans sortir comple`tement du cadre fixe´1. Nous
ne pouvons donc pas rechercher des e´le´ments tre`s pre´cis si la granularite´ n’est pas
suffisante.
Sans nous engager dans des chemins qui nous entraˆıneraient en dehors de ce cadre,
nous pouvons ne´anmoins proposer un me´canisme limitant la taille des e´le´ments retour-
ne´s. En effet, une question pre´cise commenc¸ant par “combien”, “qui”, “a` qui”, “ou`”, etc.
n’appelle pas une re´ponse de la taille d’un document entier, ni meˆme d’une grande
partie de document.
La taille des e´le´ments e´tant tre`s variable, nous pouvons difficilement de´finir une
taille maximum, au risque de refuser des textes pour la seule raison que le niveau de
granularite´ de´passe cette taille maximum. Nous pouvons cependant rechercher le plus
petit e´le´ment possible. Bien entendu, nous ignorons le nom de cet e´le´ment ; pour cette
raison, le langage NEXI ne nous permet pas de mettre en œuvre cette ide´e.
6.4 Le langage XOR
Comme nous l’avons dit, les diffe´rentes proble´matiques que nous avons de´crites dans
les pre´ce´dentes sections ne peuvent trouver de solutions satisfaisantes avec un langage
tel que NEXI. D’autres ide´es, formule´es par des chercheurs dans le domaine, souffrent
e´galement des limitations de ce langage. Nous re´capitulons d’abord ces limites, avant de
proposer un nouveau langage destine´ aux concepteurs d’interfaces en langage naturel.
1Ce qui est souhaitable, mais un peu pre´mature´.
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6.4.1 Limites de NEXI
NEXI, en tant que langage oriente´ vers la recherche d’information, empeˆche de
conside´rer un certain nombre de caracte´ristiques1 que nous re´capitulons ici :
– NEXI n’accepte que des requeˆtes simples (ne comprenant qu’un seul e´le´ment
cible). Ceci est tre`s limitant ; nous l’avons de´ja` signale´ au sujet de la recherche
contextuelle, mais d’autres types de requeˆtes pourraient be´ne´ficier de la mise
en place de plusieurs cibles. Par exemple, supposons que nous recherchions des
informations au sujet du fameux article d’Einstein sur l’e´lectrodynamique, e´crit




Mais nous souhaitons e´galement voir quelques-uns des nombreux documents qui
expliquent ou commentent cet article :
//article[about(., article Einstein 1905)
AND about(., e´lectrodynamique)]
Ou encore, des articles des anne´es 1900 sur l’e´lectrodynamique, pour se rendre
compte de l’e´tat de l’art a` cette pe´riode :
//article[about(.//anne´e, 1900)
AND about(., e´lectrodynamique)]
Ainsi, un besoin d’information unique (“Je veux tout comprendre au sujet de ce
fameux article d’Einstein, en 1905, sur l’e´lectrodynamique”) peut eˆtre repre´sente´
par au moins trois requeˆtes formelles diffe´rentes et comple´mentaires. Il est bien
entendu possible de lancer se´pare´ment les trois expressions, mais le rang des
e´le´ments retourne´s est fausse´ et l’ope´ration de recherche et de “de´pouillement”
des re´sultats plus longue.
– De plus, NEXI n’autorise que le pre´dicat about, bien entendu le plus important en
RI, mais d’autres peuvent eˆtre inte´ressants. De nombreuses modes de recherche
de´pendent du parame´trage du moteur de recherche et ne peuvent pas eˆtre com-
mande´s par la requeˆte. C’est le cas par exemple de l’utilisation de techniques de
variations syntaxiques ou se´mantiques telles que la racinisation* ou l’expansion
de requeˆte.
– Par ailleurs, NEXI ne permet pas de se re´fe´rer a` plus d’un article dans la meˆme
expression. Ainsi, des requeˆtes d’INEX concernent les re´fe´rences bibliographiques,
mais les moteurs de recherche ne rec¸oivent pas explicitement d’instructions pour
s’inte´resser aux contenus des articles cite´s (s’ils sont disponibles dans la collec-
tion).
C’est le cas de l’exemple suivant, de´ja` releve´ plus haut :
(6.2) Find bibliographic references that are about text categorisation where Sup-
port Vector Machines (SVM) categoriser is used.3
Cette requeˆte est exprime´e en NEXI par son auteur de la fac¸on suivante :
//bib[about(., text categorisation)
AND about(., "Support Vector Machines" SVM)]
1En plus de cette liste, NEXI n’est pas conc¸u pour traiter de nombreuses contraintes oriente´es vers
les bases de donne´es (agre´gation, construction du re´sultat, etc.), mais ces proble`mes ne nous concernent
pas ici.
2Nous utilisons ici des requeˆtes NEXI avec une structure issue de notre imagination pour la clarte´
du propos.
3Topic 136, INEX 2004.
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Il s’agit donc d’une recherche dans une zone tre`s limite´e (les quelques mots de
la re´fe´rence bibliographique), alors que l’on souhaiterait s’appuyer surtout sur le
contenu de l’article cite´.
– Enfin, NEXI ne propose pas de moyen d’exprimer la moindre caracte´ristique
supple´mentaire concernant les e´le´ments ou les termes recherche´s. Parmi celles
cite´es par les chercheurs, nous pouvons citer la taille minimum ou maximum d’un
e´le´ment, le type d’interpre´tation des contraintes structurelles (strict ou vague) ou
la cate´gorie grammaticale des mots.
6.4.2 Description du langage XOR
Le nouveau langage que nous proposons avec Shlomo Geva, de l’Universite´ Techno-
logique du Queensland (QUT, Australie), et Marcus Hassler, de l’Universite´ de Klagen-
furt (Autriche), a pour nom XML Oriented Retrieval Language (XOR). Il est conc¸u de
telle fac¸on qu’une requeˆte en NEXI soit compatible avec lui, c’est-a`-dire qu’un syste`me
lisant des expressions XOR fonctionne sans modification avec NEXI, que ce soit au
niveau syntaxique ou au niveau se´mantique.
De plus, il s’agit d’un langage ge´ne´rique, qui apporte une syntaxe globale, mais qui
autorise l’ajout de toutes sortes de caracte´ristiques juge´es utiles par des concepteurs
d’un moteur de recherche, et principalement d’un syste`me se basant sur l’analyse des
descriptions en langage naturel du besoin d’information.
L’avantage principal de NEXI, qui est sa simplicite´ d’utilisation, est quelque peu
mis a` mal (meˆme si on est loin de la complexite´ de la plupart des autres langages). Mais
XOR est surtout destine´ a` eˆtre ge´ne´re´ par une interface en langage naturel, et donc a`
eˆtre traite´ en entre´e comme en sortie par une machine.
La syntaxe ge´ne´rale du langage XOR est la meˆme que celle de NEXI. Nous n’y
reviendrons donc pas. Nous de´crivons uniquement les nouveaute´s instaure´es par ce
langage1.
6.4.2.1 Ope´rateur de ne´gation
Le signe ’-’ de NEXI est insuffisant pour exprimer qu’un terme ne doit pas ap-
paraˆıtre dans les e´le´ments retourne´s. Nous proposons la ne´gation du pre´dicat about,
se´mantiquement plus ade´quate, et syntaxiquement plus puissante.
Ainsi, l’e´nonce´ 6.3 ci-dessous ne signifie pas que les termes“tree structure representa-
tion” et “images” ne doivent pas apparaˆıtre dans les e´le´ments (ce qui serait exprime´ par
exemple par -"tree structure representation" -images). Au contraire, la requeˆte
concerne les arbres, et refuser les e´le´ments contenant le premier terme pourrait eˆtre tre`s
pre´judiciable. En revanche les deux termes ne doivent pas eˆtre pre´sents ensemble.
(6.3) We are looking for documents presenting approaches for evaluating the struc-
tural similarity between two labeled trees. [. . .] We are not interested in articles
dealing with tree structure representation of images. [. . .]2
Le signe ’-’ ne permet pas de demander que deux termes ne soient pas utilise´s
conjointement. En revanche, une expression comme
NOT about(., "tree structure representation" images)
correspond plus a` la re´alite´ du besoin d’information.
1Ce langage a e´te´ conc¸u dans le cadre d’INEX 2006, dont nous e´tions co-organisateur.
2Extrait du topic 166, INEX 2004.
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6.4.2.2 Requeˆtes multiples
Nous avons de´ja` justifie´ l’utilite´ d’autoriser des expressions multiples dans la meˆme
requeˆtes. Ceci est permis dans le langage XOR, avec les ope´rateurs ’AND’, ’OR’ et
’NOT’ entre des requeˆtes de formes classiques.











En pratique, les ope´rateurs ’AND’ et ’OR’ posse`dent exactement la meˆme se´man-
tique. En effet, un moteur de recherche renvoyant une liste d’e´le´ments inde´pendants les
uns des autres, et non pas des groupes d’e´le´ments, les deux conjonctions ont le meˆme
sens1.
6.4.2.3 Extension des chemins et des mots-cle´s
Nous ajoutons e´galement a` NEXI la possibilite´ de spe´cifier des contraintes addi-
tionnelles concernant la structure ou le contenu. Ces informations optionnelles sont
exprime´es par une liste de paires attribut-valeur (de la forme ’attribut:valeur’),
se´pare´es par des virgules et entoure´es par des accolades. Le choix des attributs a` ge´rer
par le moteur est libre.
Extension des chemins. Voici des exemples de contraintes pouvant eˆtre applique´es
sur les chemins d’acce`s aux e´le´ments structurels :
– Poids : repre´sente l’importance relative des e´le´ments, comme dans l’exemple sui-
vant (ou` la section ’sec’ est juge´e deux fois plus importante que le paragraphe
’p’).
(6.4) //article[about(.//sec{poids:2}, syste`mes de navigation)
AND about(.//p{poids:1}, avions)]
– Interpre´tation : indique si les exigences structurelles doivent eˆtre strictes ou
vagues. Ainsi, l’expression 6.5.a demande des e´le´ments sur le tennis, avec une pre´-
fe´rence (un meilleur classement) pour les sections, tandis qu’avec la forme 6.5.b,
on ne veut que des sections.
(6.5) a. //sec{inter:vague}[about(., tennis)]
b. //sec{inter:strict}[about(., tennis)]
– Taille : impose une borne minimum ou maximum a` la taille (en mots ou en
caracte`res) du contenu des e´le´ments retourne´s. Cette borne peut permettre de
demander des e´le´ments plus larges ou plus pre´cis, selon le besoin.
(6.6) //*{taille_min:200}[about(., dopage)]
1Par exemple, demander “des sections et des paragraphes” ou “des sections ou des paragraphes”
conduira dans les deux cas a` une liste ordonne´e contenant des sections et des paragraphes.
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Extension des mots-cle´s. De la meˆme fac¸on, on peut trouver de multiples contraintes
a` ajouter aux mots-cle´s :
– Cate´gorie grammaticale : permet de re´duire l’ambigu¨ıte´ a` ce sujet dans la requeˆte :
(6.7) //article[about(., collection printemps e´te´{cat:nn})]
– Poids : meˆme se´mantique que pour les e´le´ments structurels.
6.4.2.4 Pre´dicats additionnels
Le pre´dicat about ne suffit pas a` repre´senter l’ensemble des besoins de recherche
d’information. Le langage XOR autorise le recours a` d’autres pre´dicats. Nous sugge´rons
l’imple´mentation des relations suivantes :
– contains(., K) : version stricte du pre´dicat about (voir section 6.5.2.1).
– linkToAbout(., K) : l’e´le´ment comporte un lien vers un document concernant
les mots-cle´s K.
– linkFromAbout(., K) : un document concernant les mots-cle´s K comporte un
lien vers le document recherche´.
– gt(., N) et lt(., N) : pour un e´le´ment avec du contenu nume´rique (une anne´e,
par exemple), ces pre´dicats remplacent les ope´rateurs ’plus grand’ et ’plus petit’.
6.4.3 Imple´mentation
Nous avons contribue´ a` l’adaptation du moteur de recherche GPX, de l’Universite´
Technologique du Queensland, de´crit au chapitre 2 1, pour qu’il traite les requeˆtes e´crites
dans le langage XOR. Ceci e´tait indispensable pour e´valuer les modifications de notre
interface en langage naturel utilisant ce langage.
Les solutions techniques imagine´es pour l’e´laboration de ce syste`me n’entrent pas
dans la cadre de ce me´moire. Les pre´dicats imple´mente´s sont ceux de´crits ci-dessus,
et les extensions concernent, jusqu’a` pre´sent, le poids, le type d’interpre´tation, la taille
(minimum ou maximum), la cate´gorie grammaticale, ainsi qu’une distinction entre e´le´-
ments feuilles* et e´le´ments branches.
Cette dernie`re fonctionnalite´ est une version plus pragmatique de la taille maxi-
mum. Demander une taille maximum revient a` courir le risque de limiter fortement les
re´sultats si le niveau de granularite´* des documents n’est pas assez fin. Si l’on souhaite
obtenir un re´sultat pre´cis, mieux vaut imposer un e´le´ment feuille, c’est-a`-dire le plus
petit e´le´ment possible, ce qui est variable selon les documents.
6.5 Construire des requeˆtes avec le langage XOR
Les nouvelles fonctionnalite´s du langage XOR offrent des opportunite´s pour la prise
en compte des diffe´rents facteurs introduits dans les premie`res sections de ce chapitre.
Nous de´crivons ici comment nous avons modifie´ notre interface pour profiter au maxi-
mum de ces possibilite´s.
6.5.1 Recherche contextuelle
Les requeˆtes multiples apportent une solution e´le´gante et simple au proble`me de la
recherche contextuelle de´crit a` la section 6.1. Elles rendent possible la ge´ne´ration de
1Section 2.4.3.2, page 33.
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plusieurs constructions ; dans chacune d’entre elles, des termes diffe´rents sont de´signe´s
comme faisant partie du contexte.
6.5.1.1 Les relations pre´positionnelles
Comme avec le langage NEXI, les relations pre´positionnelles sont au centre de la
construction de requeˆtes contextuelles en XOR. Lorsque deux syntagmes nominaux NP1
et NP2, contenus par un e´le´ment structurel E autre que la racine, sont lie´s par une
pre´position, trois requeˆtes sont cre´e´es : dans la premie`re, NP1 prend le roˆle du contexte,
et le texte correspondant est place´ comme support dans la racine du document ; dans
la deuxie`me, c’est NP2 qui devient le contexte, tandis que NP1 reste dans l’e´le´ment E ;
enfin, dans la troisie`me, les deux syntagmes sont place´s dans E, sans contexte (requeˆte
“classique”).
Ainsi si l’on reprend l’exemple du paragraphe sur les syste`mes de navigation dans
les automobiles, la requeˆte multiple qui est ge´ne´re´e est la suivante :
//article[about(., "navigation systems")]//p[about(., automobiles)]
AND
//article[about(., automobiles)]//p[about(., "navigation systems")]
AND
//article//p[about(., automobiles) AND about(., "navigation systems")]
Ceci est la prise en compte directe du proble`me illustre´ a` la figure 6.1 (page 157).
Des e´le´ments qui obtiennent un score de pertinence non nul pour plus d’une requeˆte
voient leurs scores additionne´s. Ainsi, la perte de pre´cision* potentiellement occasionne´e
par l’ajout de formulations moins pre´cises (les deux premie`res) doit eˆtre compense´e par
le fait que les e´le´ments re´pondant a` la requeˆte “initiale”, celle qui ne conside`re pas de
contexte (la troisie`me) obtiennent un bon score pour les trois requeˆtes, et donc sont les
mieux classe´s.
Dans le cas des syntagmes comportant plusieurs pre´positions (par exemple NP1
PREP NP2 PREP NP3), toutes les combinaisons meˆlant contexte et cible sont propo-
se´es, comme illustre´ dans la figure 6.4 pour deux pre´positions. Pour e´viter la multipli-
cation des expressions, nous ne ge´ne´rons pas les formes dans lesquelles il y a plus d’une
alternance (une alternance = un changement entre contexte et cible), comme c’est le
cas pour les formes ® et ± de la figure1.
6.5.1.2 La ne´gation
Dans le cas de la ne´gation, il faut au contraire e´viter de se´parer les diffe´rentes parties
du syntagme concerne´. En effet, comme nous l’avons montre´ a` la section 6.4.2.1, la
ne´gation s’applique sur le tout, et non sur chacune des parties. Ainsi, dans le cas des
syntagmes de la forme NP1 PREP NP2 PREP NP3 dans l’e´le´ment E, on obtiendra la
requeˆte :
//E[NOT about(., NP1 NP2 NP3)]
2
1Ce type de formes n’a en effet plus beaucoup de sens en pratique. De plus, cela permet de limiter
fortement le nombre d’expressions ge´ne´re´es : 5 pour deux pre´positions, 7 pour trois, 9 pour quatre, etc.
2Cet exemple est donne´ pour illustrer le principe de la ne´gation, mais une telle requeˆte n’est pas
traitable en pratique. La ne´gation doit eˆtre un filtre sur des e´le´ments de´ja` se´lectionne´s, il est difficile et
d’ailleurs sans inte´reˆt de se´lectionner des e´le´ments a` partir d’une ne´gation sur l’ensemble de la collection
(comme “Je cherche des articles qui ne parlent pas de la Coupe du Monde de football.”).















NP3 dans E ­
NP3 contexte ®
NP3 dans E ¯
NP3 contexte °
NP3 dans E ±
NP3 contexte ²
NP3 dans E ³
uniquement contexte, impossible
2 alternances, impossible
­ //article[about(., NP1) AND about(., NP2)]//E[about(., NP3)] AND
¯ //article[about(., NP1)]//E[about(., NP2) AND about(., NP3)] AND
° //article[about(., NP2) AND about(., NP3)]//E[about(., NP1)] AND
² //article[about(., NP3)]//E[about(., NP1) AND about(., NP2)] AND
³ //article//E[about(., NP1) AND about(., NP2) AND about(., NP3)]
Fig. 6.4 – Recherche contextuelle et relations pre´positionnelles multiples.
6.5.2 Autres traitements
6.5.2.1 Le pre´dicat contains
Le pre´dicat habituel about est le pre´dicat de base de la recherche d’information.
Il laisse en fait le champ libre au moteur de recherche pour effectuer toutes sortes de
traitement sur les termes. Une instruction plus stricte, demandant une simple recherche
exacte de chaˆınes de caracte`res, peut eˆtre utile dans certains cas. Nous nommons cette
relation contains. Nous l’avons de´ja` utilise´e a` la section 5.3.4.1 1 ; elle peut s’appliquer
par exemple lorsque l’utilisateur a place´ des termes entre guillemets2 :
(6.8) We are looking for articles whose abstracts contain “spatial join”.3
Le nouvelle re`gle qui s’applique dans ce cas est celle de la figure 6.5, et la requeˆte
en XOR remplace la clause about par contains :
//article[contains(.//abs, "spatial join")]
6.5.2.2 Les liens entre documents
Nous avons montre´ plus haut4 comment il e´tait possible d’obtenir des relations
de type linkToAbout avec les re`gles se´mantiques. Il suffit d’utiliser ce meˆme pre´dicat,
1Page 139.
2Voir le traitement re´serve´ aux termes entre guillemets a` la section 5.2.3.1, page 120.
3Extrait du topic 156, INEX 2004.
4Section 6.2, page 160.














Fig. 6.5 – Introduction du pre´dicat contains.
de´sormais admis par le moteur de recherche, dans la requeˆte XOR. Ainsi, la requeˆte de
l’exemple 6.1 permet d’aboutir a` la forme suivante :
//bb[linkToAbout(., "text categorisation")
AND linkToAbout(., Support Vector Machines SVM categoriser)]
Notons que le moteur de recherche effectue e´galement une recherche classique (de
type about) en plus de la recherche des liens.
6.5.2.3 La taille des e´le´ments
Nos ide´es concernant la limitation de la taille des e´le´ments retourne´s, exprime´es
a` la section 6.3, peuvent de´sormais eˆtre applique´es graˆce a` la distinction possible des
e´le´ments feuilles. Nous utilisons donc l’attribut ’type:leaf’, qui demande le renvoi
des e´le´ments “les plus petits possibles” (les feuilles), lorsque les requeˆtes sont de la forme
“who”, “whose”, “which”, “where”, “when”, ainsi que les de´rive´s de “how” : “how much”,
“how many”, “how old”, “how long”, “how far”, etc.1
Exemple :
(6.9) Who is candidate to be president in 2007 ?
//*{type:leaf}[about(., candidate president 2007)]
6.5.2.4 Les ambigu¨ıte´s du mode`le
Nous avons de´crit a` la section 5.3.52 le proble`me potentiel des ambigu¨ıte´s provo-
que´es par les re`gles se´mantiques de l’interface. La requeˆte multiple nous offre un moyen
imparfait mais simple de traiter ces ambigu¨ıte´s. En effet, si deux re`gles s’appliquent a`
un e´nonce´ pre´cis, provoquant la cre´ation de deux e´le´ments diffe´rents, il est possible de
ge´ne´rer deux constructions diffe´rentes, chacune e´tant le re´sultat de l’application d’une
re`gle. Nous ne re´solvons pas l’ambigu¨ıte´, mais proposons les deux possibilite´s.
1Ces requeˆtes sont souvent des questions, mais les pronoms peuvent eˆtre inse´re´s dans le texte avec
la meˆme signification (“I want to know how much. . .”).
2Page 142.
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6.6 Conclusion
Ce chapitre est une e´tude concernant l’utilisation de notre interface en langage
naturel dans le but d’affiner les requeˆtes ge´ne´re´es et d’ame´liorer la recherche dans la
structure des documents.
La premie`re proposition est la mise en œuvre d’une recherche contextuelle qui, en
utilisant des indicateurs linguistiques simples, permet de prendre en compte l’imbrica-
tion des e´le´ments et la variabilite´ de l’unite´ d’information dans les documents XML.
Nous avons vu qu’il e´tait possible de re´aliser cette recherche contextuelle en utilisant
NEXI, mais de fac¸on tre`s imparfaite.
Par ailleurs, deux autres caracte´ristiques de la recherche semi-structure´e ont e´te´
e´tudie´s : les liens entre les documents d’une part, et la taille de l’unite´ d’information
recherche´e d’autre part. Dans ces cas-la`, les limites de NEXI semblent insurmontables.
Au vu de ces difficulte´s, ainsi que d’autres, exprime´es par les chercheurs du domaine,
nous avons cre´e´ le langage XOR, extension ge´ne´rique de NEXI, rendant possible la
spe´cification de nouvelles fonctionnalite´s.
Si la recherche contextuelle a pu eˆtre teste´e de fac¸on efficace, l’e´tude des liens entre
documents souffre d’un manque de requeˆtes e´value´es disponibles et pour lesquelles
l’utilisation du pre´dicat linkToAbout pourrait apporter une plus-value. En effet, les
e´valuations d’INEX e´tant mene´es avec NEXI, les requeˆtes que ce langage ne pouvait
pas exprimer e´taient, de facto, e´vite´es. L’encyclope´die Wikipedia, collection unique pour
INEX 2006 et comportant beaucoup de liens, devrait permettre des expe´rimentations
plus de´taille´es.
Enfin, les ide´es concernant la restriction de la taille des e´le´ments retourne´s de´passent
un peu le cadre de la RI au sens strict du terme, et sont oriente´es vers des requeˆtes plus
pre´cises, de type question/re´ponse (domaine dans lequel ces techniques sont d’ailleurs
tre`s utilise´es, sans les proble`mes d’e´le´ments structurels). Nous n’avons donc pas e´te´ en
en mesure de les tester avec des collections existantes.
Le chapitre suivant de´taille l’ensemble des e´valuations qui ont pu eˆtre mene´es au
sujet de l’interface en langage naturel.
Chapitre 7
Expe´rimentations et re´sultats
Et il se fuˆt frotte´ les mains, s’il euˆt e´te´ dans sa nature de
faire un mouvement inutile.
Jules Verne, Le tour du monde en 80 jours.
Nous abordons dans ce chapitre l’e´valuation des performances de notre syste`me
d’analyse des requeˆtes en langage naturel pour l’interfac¸age sur un moteur de recherche
d’information dans des documents semi-structure´s.
Nos recherches comportent deux buts principaux. Le premier est de montrer qu’il
est possible d’utiliser la formulation en langage naturel d’un besoin d’information pour
effectuer une recherche dans des documents XML, et ce avec une efficacite´ comparable
a` celle obtenue avec une expression formelle de type NEXI. Le second but est d’utiliser
la structure des documents pour ame´liorer encore les requeˆtes produites, et donc la
recherche d’information.
Dans le premier cas, l’e´valuation porte sur notre ge´ne´ration de requeˆtes en langage
NEXI, reconnu par de nombreux moteurs de recherche, ceci permettant l’utilisation de
notre interface par n’importe quel syste`me ; dans le second, nous utilisons notre langage
XOR, imple´mente´ uniquement par le syste`me GPX, mais comportant de nombreuses
fonctionnalite´s supple´mentaires.
Ces deux pistes e´tant nettement distinctes, nous pre´sentons se´pare´ment les re´sultats
obtenus dans chacun des cas.
Ce chapitre rappelle brie`vement les conditions d’expe´rimentations propose´es par
la campagne d’e´valuation INEX 2005 (section 7.1) ; il de´taille ensuite l’e´valuation de
notre interface de traduction simple vers NEXI (section 7.2.1), puis de´crit l’ajout des
techniques de recherche contextuelle avec NEXI (section 7.2.2) et les re´sultats officiels
obtenus a` INEX 2005 (section 7.2.3). Enfin, il aborde les performances concernant le
langage XOR (section 7.3), avant de donner quelques exemples repre´sentatifs d’analyses
comple`tes (section 7.4).
7.1 Les conditions d’expe´rimentations
7.1.1 La collection INEX 2005
La collection mise a` disposition pour la campagne d’INEX 2005 est compose´e de :
– 16819 articles concernant tous types de recherches scientifiques en informatique,
respectant tous une DTD unique de 192 e´le´ments diffe´rents1.
1Un extrait de document est donne´ a` la section 2.5.4.1, page 39.
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– 87 requeˆtes, avec notamment une description en Anglais, un titre compose´ de
mots-cle´s et un autre titre exprime´ en NEXI par l’auteur de chaque requeˆte1.
– Des jugements de pertinence des e´le´ments des documents par rapport a` chacune
de ces requeˆtes. Rappelons que ces jugements sont exprime´s par deux dimensions :
l’exhaustivite´*, repre´sente´e par une valeur de 0, 1 ou 2, et la spe´cificite´, valeur
re´elle entre 0 et 12.
De plus, des me´triques permettant d’e´valuer les performances d’un syste`me et de
comparer les syste`mes entre eux sont propose´es3.
Les premiers tests et l’“entraˆınement”de notre syste`me ont e´te´ effectue´s sur la collec-
tion 2004 d’INEX, comportant un nombre moins important de documents et 74 requeˆtes
(diffe´rentes de celles de 2005). C’est pourquoi nous ne donnons ici que les re´sultats ob-
tenus avec la collection 2005.
7.1.2 La taˆche CO+S
Dans la taˆche CO+S, les requeˆtes, au nombre de 40, ne concernent que le contenu
des documents, et pas leur structure. Le but du syste`me est alors de retourner les
e´le´ments pertinents tout en de´terminant le niveau de granularite´ approprie´.
Trois sous-taˆches sont associe´es a` ces requeˆtes :
– dans la variante Focussed, le syste`me ne doit pas retourner d’e´le´ments se chevau-
chant. Il doit donc de´terminer le meilleur e´le´ment dans un chemin donne´.
– pour la sous-taˆche Thorough, les chevauchements sont autorise´s.
– la strate´gie Fetch and Browse, plus oriente´e vers l’utilisateur, consiste a` retourner
un document pertinent entier, puis a` lister les e´le´ments inte´ressant de cet article
(ceci simulant le renvoi d’un article avec des passages“surligne´s”, mis en e´vidence).
Un exemple de requeˆte CO+S est donne´ a` la figure 2.12, page 42.
7.1.3 La taˆche CAS
La taˆche CAS, avec 47 topics, e´tudie la capacite´ des syste`mes a` ge´rer a` la fois
le contenu et la structure des documents, a` travers des requeˆtes comportant les deux
aspects.
Pour chacune de ces requeˆtes, quatre e´valuations distinctes sont mene´es, relatives a`
l’interpre´tation faite des contraintes structurelles :
– Dans la sous-taˆche SSCAS, les indications structurelles concernant la cible* et
le support* doivent eˆtre interpre´te´es de fac¸on stricte. Ainsi, si le titre en NEXI
demande une figure, seule une figure pourra obtenir une score d’exhaustivite´ non
nul.
– Avec SVCAS, le support pourra eˆtre interpre´te´ de fac¸on vague. Ceci signifie que
l’indication structurelle doit eˆtre conside´re´e comme un indice, mais qu’un autre
type d’e´le´ments pourra eˆtre valable e´galement.
– Pour la configuration, VSCAS, c’est la cible qui est vague, et le support strict.
– Enfin, VVCAS autorise une interpre´tation vague de l’ensemble des contraintes
structurelles.
Des exemples de requeˆtes CAS sont fournis aux figures 2.13 et 2.14, page 43.
1Ces requeˆtes sont de´crites a` la section 2.5.4.2, page 39.
2Voir la section 2.5.4.3, page 43.
3Section 2.5.4.4, page 44.









Fig. 7.1 – La me´thode d’e´valuation.
7.1.4 La me´thode d’e´valuation
Dans chaque cas, nous comparons les performances du syste`me sur le principe de
la taˆche NLQ2NEXI, rappele´ a` la figure 7.1 : la description en Anglais est l’entre´e de
notre interface, qui ge´ne`re du NEXI ou du XOR. Celui-ci ainsi que le titre de l’auteur
du topic sont applique´s a` la collection par le moteur de recherche GPX, pour donner
deux listes de doxels*. Ce sont ces deux listes qui font l’objet d’une e´valuation et d’une
comparaison.
7.1.5 Les me´triques d’e´valuation
Les me´triques d’e´valuation utilise´es dans l’ensemble des descriptions de nos expe´-
rimentations sont les me´triques officielles de la campagne INEX 2005, a` savoir le gain
cumule´ e´tendu normalise´ (nxCG) et l’effort-pre´cision/gain-rappel (ep-gr). Ces deux me´-
triques sont de´crites a` la section 2.5.4.4, page 44.
Les courbes que nous pre´sentons sont celles reporte´es lors de la pre´sentation officielle
des re´sultats d’INEX, a` savoir :
– la courbe obtenue pour l’ensemble des valeurs du gain cumule´, avec le nombre de
documents variant de 1 a` 1500, agre´gation ge´ne´ralise´e.
– la courbe ep/gr, agre´gation ge´ne´ralise´e.
7.2 Traduction en NEXI
Les premie`res expe´rimentations pre´sente´es concernent la me´thode basique de tra-
duction de la requeˆte en NEXI, de la fac¸on de´crite au chapitre 5. La comparaison entre
la “baseline” et le re´sultat de l’interface (“NEXI simple”) est illustre´e aux figures 7.2
a` 7.8.
Les courbes concernant la recherche contextuelle sont de´ja` pre´sente´es (courbes
“XOR multiples” et “NEXI contexte”). Cela nuit au suspense mais permet une pre´-
sentation des re´sultats mieux agre´ge´e. En effet, le moteur de recherche et la “baseline”
e´tant les meˆmes, il est inte´ressant de tout comparer dans la meˆme figure.
7.2.1 Traduction simple
7.2.1.1 Les requeˆtes CAS
Les performances re´alise´es par le moteur de recherche GPX pour les requeˆtes CAS
sont donne´es par les figures 7.2 a` 7.5. On y constate que les re´sultats obtenus avec notre
interface approchent et souvent de´passent les re´sultats manuels.






































Fig. 7.2 – Courbes pour la taˆche VVCAS, agre´gation ge´ne´ralise´e, requeˆtes en NEXI et
en XOR (expressions multiples).
Aux premiers rangs, les courbes “baseline” et “NEXI simple” s’entrecroisent et
conservent un niveau comparable. La courbe de l’interface se de´tache ensuite relati-
vement nettement au-dessus de la “baseline” et suit une e´volution paralle`le a` celle-ci.
L’e´cart est similaire dans toutes les sous-taˆches.
Les graphes ep/gr, en revanche, montrent des courbes globalement superpose´es (ou
sont le´ge`rement en faveur de l’interface).
Le nombre total d’e´le´ments pertinents retourne´s n’est pas change´ (dans chaque
cas, les deux courbes d’effort-pre´cision s’e´teignent au meˆme niveau de gain-rappel). En
revanche, les expressions automatiques permettent de mieux placer les doxels pertinents
(courbes d’effort-pre´cision et de gain un peu au-dessus1).
Un re´sultat particulie`rement inte´ressant est celui de la taˆche SSCAS (figure 7.5),
pour laquelle les contraintes structurelles sont strictes. Les bonnes performances de
l’interface prouvent que les aspects structurels des requeˆtes (relations entre e´le´ments et
contenu, allusions implicites) sont bien maˆıtrise´s.
7.2.1.2 Les requeˆtes CO+S
En ce qui concerne les requeˆtes C0+S, dont les re´sultats sont affiche´s aux figures 7.6
a` 7.8, les re´sultats sont plus mitige´s. La courbe de l’interface est toujours proche de la
“baseline”, mais reste en ge´ne´ral en-dessous, que ce soit pour le gain normalise´ ou pour
l’effort-pre´cision.
La raison de cette diffe´rence est que les requeˆtes ne concernant pas la structure
sont souvent plus longues et contiennent plus de mots n’ayant pas un rapport direct
avec le sujet. L’interface ne filtre alors pas assez bien et conserve un certain nombre
de mots peu discriminants, qui brouillent la requeˆte. Ce phe´nome`ne est bien visible
lorsqu’on observe les requeˆtes2. Toutes les approches que nous avons mises en place
1Rappelons qu’avec l’agre´gation ge´ne´ralise´e, la valeur de pertinence est une valeur re´elle continue,
et non pas une valeur binaire, et que par conse´quent le gain augmente plus vite si les e´le´ments retourne´s
sont plus pertinents.
2cf. Annexe D.






































Fig. 7.3 – Courbes pour la taˆche VSCAS, agre´gation ge´ne´ralise´e, requeˆtes en NEXI et






































Fig. 7.4 – Courbes pour la taˆche SVCAS, agre´gation ge´ne´ralise´e, requeˆtes en NEXI et









































Fig. 7.5 – Courbes pour la taˆche SSCAS, agre´gation ge´ne´ralise´e, requeˆtes en NEXI et
en XOR (expressions multiples).


































Fig. 7.6 – Courbes pour la taˆche CO+S.Thorough, agre´gation ge´ne´ralise´e, requeˆtes en

































Fig. 7.7 – Courbes pour la taˆche CO+S.Focussed, agre´gation ge´ne´ralise´e, requeˆtes en
NEXI simple et en XOR (expressions multiples).
pour mettre au point notre interface sont oriente´es vers l’e´tude des liens structurels, et
nous avons mis en œuvre peu de techniques oriente´es vers le contenu textuel seul. Parmi
celles-ci, le regroupement entre guillemets des groupes nominaux simples, expose´ a` la
section 5.2.3.1 1, est un point important dont l’apport peut eˆtre e´value´ inde´pendament.
7.2.1.3 Le regroupement des groupes nominaux simples
Rappelons que certains syntagmes nominaux sont regroupe´s pour eˆtre place´s entre
guillemets dans les requeˆtes NEXI ou XOR. Il s’agit des groupes obe´issant aux deux
re`gles suivantes :
NP → (JJ | NN)+ NN (7.1)
1Page 120.




















Fig. 7.8 – Courbes pour la taˆche CO+S.FetchBrowse, agre´gation ge´ne´ralise´e, requeˆtes




































Fig. 7.9 – Taˆche VVCAS, e´tude de l’influence du regroupement en groupes nominaux
simples.
NP → PN (IN? PN)+ (7.2)
Pour connaˆıtre la part de cette me´thode dans le comportement de l’interface, no-
tamment en comparaison de la baseline, nous avons simplement e´value´ un nouveau run
en de´sactivant l’ajout des guillemets. Nous n’avons conserve´, par souci de simplicite´,
qu’une sous-taˆche pour les requeˆtes CAS (figure 7.9) et une autre pour les requeˆtes CO
(figure 7.10). Les re´sultats pour les autres sous-taˆches de chaque type sont similaires.
Pour les requeˆtes CAS, le be´ne´fice apporte´ par le regroupement des syntagmes no-
minaux est e´vident. En l’absence de guillemets dans les requeˆtes automatiques (courbe
“NEXI sans NP”), les performances de l’interface retombent environ au meˆme niveau
que celles des experts humains, ce qui repre´sente une perte importante.
En revanche, l’avantage est beaucoup moins clair s’agissant des requeˆtes CO, meˆme


































Fig. 7.10 – Taˆche COS Thorough, e´tude de l’influence du regroupement en groupes
nominaux simples.
Regroupements pertinents Regroupements non pertinents
Topic Groupe Topic Groupe
204 “semantic networks” 205 “current digital technologies”
222 “electronic commerce” 206 “physical limits”
229 “latent semantic analysis” 221 “commercial speech
229 “latent semantic indexing” recognition software”
229 “differential geometry” 232 “graph-related algorithms”
237 “articifial intelligence” 232 “expressive experiment results”
253 “digital libraries” 269 “interconnected networks”
259 “intellectual property”
275 “frequent itemsets”
Tab. 7.1 – Exemples de regroupements de syntagmes nominaux avec des adjectifs.
si les courbes avec regroupement sont le´ge`rement au-dessus des courbes sans regroupe-
ment.
Par ailleurs, l’inte´gration des adjectifs dans les re`gles me´rite une analyse plus appro-
fondie. Nous avons donc tente´ d’e´valuer sa pertinence en supprimant les adjectifs (JJ)
de la re`gle 7.1. Nous obtenons la courbe “NEXI sans JJ” de la figure 7.9, qui montre
que la conside´ration des adjectifs a elle aussi un effet positif ; nous n’avons pas reporte´
cette courbe sur la figure 7.10, car elle se situait de fac¸on peu lisible entre “NEXI” et
“NEXI sans NP”, avec des diffe´rences peu significatives.
Cette dernie`re expe´rimentation globale concernant les adjectifs ne doit cependant
pas occulter le fait qu’au niveau individuel, le regroupement “JJ NN”n’est pas toujours
pertinent, comme l’indiquent quelques exemples choisis dans l’ensemble de requeˆtes
d’INEX 2005 et pre´sente´s a` la table 7.1 ; certains d’entre eux influent de fac¸on ne´gative
sur la recherche. Meˆme si nous n’avons pas pousse´ l’e´tude plus loin, il est probable que
des techniques se´mantiques simples pourraient permettre de se´lectionner les groupes
nominaux avec plus de discernement.
Pre´cisons enfin que le syste`me GPX ne recherche pas les groupes entre guillemets
de fac¸on stricte. Il se´pare tout d’abord chaque mot du groupe et attribue un score a`
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l’e´le´ment en fonction de la pre´sence de ces mots. Il ajoute ensuite un bonus si le groupe
est pre´sent (avec une certaine distance autorise´e entre les mots). Ce traitement ne rend
ainsi pas trop restrictive l’utilisation des guillemets ; les conclusions de cette section ne
sont donc applicables qu’a` ce type de syste`mes.
7.2.1.4 La de´sambigu¨ısation syntaxique par les re`gles se´mantiques
Le processus de de´sambigu¨ısation syntaxique a` l’aide des re`gles se´mantiques, de´crit
a` la section 5.3.6 1, a un poids important dans le choix de la requeˆte finale pour les
requeˆtes CAS. C’est ce que montre l’analyse des 81 requeˆtes CAS propose´es en 2004
et 2005 a` INEX. Dans 50 % des cas, la forme syntaxique pre´fe´re´e est modifie´e par
la contrainte du nombre de re`gles se´mantiques de´clenche´es (voir section 5.3.6.1). Par
ailleurs, les re`gles de pre´fe´rence entre e´le´ment et contenu (section 5.3.6.2) s’appliquent
dans 53 % des cas et celle stipulant qu’un e´le´ment doit avoir du contenu (section 5.3.6.3)
dans 55,5 % des cas. Souvent ces diffe´rentes techniques s’appliquent a` la meˆme phrase
et avec les meˆmes conclusions.
Voici quelques nouveaux exemples typiques des apports de cette de´sambigu¨ısation.
En ce qui concerne le contenu des e´le´ments, l’exemple 7.3 montre que l’attachement
de “containing” a` “figure-captions” est remplace´ par un attachement au NP coordonne´
“paragraphs or figure-captions”, faute de quoi les paragraphes resteraient sans contenu.
(7.3) Find paragraphs or figure-captions︸ ︷︷ ︸ containing the definition of . . . 2
L’exemple 7.4 est inte´ressant car le syste`me y tient compte de contraintes de NEXI
pour parvenir a` une analyse peu intuitive, mais en accord avec l’auteur de la requeˆte.
Dans ce cas, l’auteur propose la forme ’//article//p[about(.,watermarking)]’.
L’interface en fait de meˆme a` l’issue du processus ; ceci vient du fait que NEXI n’autorise
pas de cible sans contenu, ce que nous aurions obtenu en conside´rant que les articles,
et non les paragraphes, contenaient le mot “watermarking”.
(7.4) We are looking for paragraphs in articles which contain watermarking. 3
En ce qui concerne le nombre de re`gles utilise´es, il permet tre`s souvent, en plus
des exemples donne´s a` la section 5.3.6, d’e´viter un attachement au verbe d’un groupe
pre´positionnel :
(7.5) We are looking for the abstracts of the documents . . . 4
Toutes ces re`gles de de´sambigu¨ısation, si elles ne permettent pas toujours de parvenir
1Page 145.
2Extrait du topic 127, INEX 2004.
3Topic 271, INEX 2005.
4Extrait du topic 131, INEX 2004.
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a` une traduction parfaite de la requeˆte, vont dans le bon sens dans la tre`s grande
majorite´ des cas.
Nous pouvons citer deux contre-exemples. Dans le premier (7.6), le mot“references”
est reconnu comme une citation bibliographie, ce qui est pertinent dans tous les autres
cas. Ici, l’auteur n’utilise pas ce mot dans ce sens, comme le montre sa propre tra-
duction (7.6.b). La reconnaissance errone´e d’un e´le´ment bibliographique conduit bien
entendu a` l’emploi des re`gles se´mantiques sur des bases fausses et a` une requeˆte relati-
vement e´loigne´e, structurellement parlant, du besoin de l’utilisateur (7.6.c).
(7.6) a. Find references that are about Dempster-Shafer Application, where the
application is modeled by Dempster-Shafer theory. . . 1
b. //article[about(.//abs, Dempster-Shafer theory)]//sec[about(., Demps-
ter Shafer database experiment)]
c. //article//bb[about(., "Dempster-Shafer Application") AND about(., mo-
del Dempster-Shafer theory)]
Le second exemple d’erreur d’analyse (7.7) vient du fait que l’analyse syntaxique
attache “dealing” a` “papers” (7.7.c), tandis que l’auteur voulait signifier un attachement
a` “work” (7.7.b). Les meˆmes re`gles se´mantiques s’appliquent dans les deux cas, et ne
permettent donc pas de re´parer l’erreur.
(7.7) a. We wish to identify papers that cite work by Bertino or Jajodia and
dealing with ”security models”.2
b. //article[(about(.//bb//au//snm, Bertino) or about(.//bb//au//snm,
Jajodia)) and about(.//bb//atl, security model)]
c. //article[about(., "security models") AND (about(.//bb//au, Bertino)
OR about(.//bb//au, Jajodia))]
7.2.1.5 Conclusion
L’e´valuation de notre syste`me de ge´ne´ration de requeˆtes NEXI est tre`s positive,
puisqu’elle de´montre que l’analyse de la requeˆte en langage naturel est une alternative
inte´ressante a` la construction d’expressions formelles complexes.
Elle confirme e´galement une hypothe`se qui a dirige´ notre travail, a` savoir que la
structure des documents et leur utilisation dans les requeˆtes peuvent eˆtre un support
efficace pour l’analyse des descriptions du besoin d’information. En effet, les re´sultats
concernant les topics faisant allusion a` la structure sont excellents, tandis que ceux
oriente´s vers le contenu uniquement sont moins de´cisifs.
Pour tenter de comprendre pourquoi les re´sultats obtenus par l’interface simple
peuvent eˆtre meilleurs que ceux des requeˆtes manuelles, il est important de remarquer
que les utilisateurs effectuent eux-meˆmes une traduction mentale de leur besoin “ex-
prime´” en langage naturel vers NEXI. Or, leur traduction peut eˆtre imparfaite, avec
des changements de mots-cle´s ou des impre´cisions. Nous pouvons prendre l’exemple du
topic 132, dont la description est la suivante :
(7.8) We are interested in finding sections about experiment design and experiment
results of different classification methods. We hope that the abstract should
mention the classification methods.
1Extrait du topic 232, INEX 2005.
2Extrait du topic 139, INEX 2004.
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L’expression NEXI propose´e par l’auteur est :
//article[about(.//abs, classification)]
//sec[about(., experiment compare)]
ou` le terme “compare”, tre`s fre´quent et donc ge´ne´rateur de bruit, en remplace
d’autres ; en comparaison, notre interface propose :
//article[about(.//abs, classification)]
//sec[about(., "experiment design" "experiment results")
AND about(., classification)]
Une autre raison est que les humains n’utilisent pas toujours les regroupements
de termes entre guillemets a` bon escient. Nous avons d’ailleurs montre´ a` la section
pre´ce´dente que l’utilisation automatique des guillemets avait un effet tre`s positif sur les
re´sultats. C’est par exemple le cas d’une requeˆte sur les syste`mes d’exploitation et les
threads, traduite ainsi par son auteur :
//article[about(., operating system)
AND about(.//sec, thread implementation)]
Les termes se´pare´s “operating” et “system” sont tre`s fre´quents, tandis que leur oc-
currence conjointe a une se´mantique tre`s spe´cifique. Ceci est exprime´ par l’interface1 :
//article[about(., "operating systems")
AND about(.//sec, implement threads)]
Le proble`me est inverse´ lorsque le besoin est plus vague et la description plus longue
(CO) :
(7.9) We are looking for documents presenting approaches for evaluating the structu-
ral similarity between two labeled trees. We are mainly interested in approaches
that could be applied to XML documents. We are not interested in articles dea-
ling with tree structure representation of images and approaches related to the
evaluation of the edit distance between two strings.
Dans ce cas-la` l’humain est plus apte que l’interface a` se´lectionner les mots-cle´s
importants :
//*[about(., +"tree edit distance" +XML -image)]
tandis que l’interface a tendance a` multiplier les mots-cle´s2 :
1La requeˆte en langage naturel e´tant :“We are seeking articles about operating systems with sections
discussing how they implement threads.”
2Voir a` la section 5.4.2.5, page 152, une explication du proble`me spe´cifique de la ne´gation d’un
groupe nominal complexe pose´ par cette requeˆte.
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//*[about(., evaluating "structural similarity")
AND about(., "labeled trees")
AND about(., "XML documents")
AND about(., -"tree structure representation image")
AND about(., -"evaluation edit distance strings")]
Dans ce cas le re´sultat semble approprie´, mais l’auteur humain a utilise´ une formu-
lation plus concise et probablement plus proche du besoin re´el.
Dans d’autres cas, le syste`me fournit clairement des mots-cle´s non pertinents, car
trop ge´ne´raux, comme pour la requeˆte suivante :
(7.10) Find references that are about Dempster-Shafer Application, where the applica-
tion is modeled by Dempster-Shafer theory, and it is a Database related problem
(not AI, IR), and the solution is shown with expressive experiment results.
//*[about(., "expressive experiment results" solution)
AND about(., -AI -IR)




AND about(., Database Dempster-Shafer)]
C’est dans ce genre de situations que les performances sont les moins bonnes.
7.2.2 NEXI et recherche contextuelle
Les re´sultats pre´sente´es dans cette section concernent la technique de recherche
contextuelle avec NEXI, destine´e a` augmenter le rappel, tout en y adjoignant la re-
cherche conditionnelle pour ne pas faire chuˆter la pre´cision. La section 6.1.2.3 1 de´crit
en de´tails cette me´thode.
Les figures 7.2 a` 7.5, de´taillant les re´sultats pour les requeˆtes CAS, comportent une
courbe “NEXI contexte” obtenue avec cette technique. On constate une le´ge`re ame´liora-
tion du gain par rapport a` la courbe de l’interface simple (“NEXI simple”), a` l’exception
des requeˆtes SSCAS, ou` les courbes sont quasiment confondues. L’effort-pre´cision n’est
pas sensiblement modifie´. Cette progression est satisfaisante, e´tant donne´e la faible
marge de manœuvre autorise´e par les restrictions de NEXI.
Au niveau des requeˆtes sur le contenu seulement (CO+S), nous n’avons pas ajoute´
la courbe “NEXI contexte” pour la simple raison que cette courbe e´tait quasiment
confondue, pour l’ensemble des mesures, avec celle de l’interface vue a` la section pre´-
ce´dente (“NEXI simple”). Nous n’avons donc pas surcharge´ inutilement les graphiques.
Ainsi, la recherche contextuelle ne semble pas ame´liorer la recherche lorsque le besoin
ne concerne que le contenu.
7.2.3 Les re´sultats officiels de la campagne INEX 2005
Les re´sultats que nous de´taillons dans cette section sont les re´sultats officiels acquis
a` l’issue de la campagne d’e´valuation d’INEX 2005 pour la taˆche NLQ2NEXI. Ils sont
1Page 159.
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donc obtenus sur des requeˆtes nouvelles dont les re´ponses sont inconnues au moment
de la soumission.
Ils sont difficilement comparables aux autres se´ries de re´sultats, car obtenus avec un
moteur de recherche diffe´rent et une interface a` un point diffe´rent de son de´veloppement.
Il nous a cependant semble´ important de pre´senter ces re´sultats pour leur caracte`re
officiel. La technique utilise´e est celle de la recherche contextuelle avec NEXI, mais
avec une analyse se´mantique moins avance´e.
Nous pre´sentons donc une se´rie de graphiques distincts, ainsi que les tableaux de
valeurs du gain cumule´ apre`s 10 documents (ncCG[10]), 25 documents (ncCG[25])
et 50 documents (ncCG[50]) retrouve´s. Nous ne les avons pas conside´re´es dans nos
autres re´sultats car ces valeurs nous semblent peu pertinentes. En effet, elles apportent
peu d’information supple´mentaire (puisqu’elles ne sont que des points particuliers des
courbes) et sont extreˆmement fluctuantes, surtout dans notre cas (comme nous l’avons
de´ja` indique´, les courbes varient beaucoup aux premiers rangs). En effet, si l’on ne
conside`re que quelques e´le´ments, l’ajout d’un seul nouvel e´le´ment (pertinent ou non)
modifie fortement le score moyen. Cependant, ces mesures font partie de l’e´valuation
officielle, nous les indiquons donc ici.
7.2.3.1 Les requeˆtes CAS
L’e´valuation pour l’ensemble de requeˆtes faisant des re´fe´rences a` la structure (CAS)
est donne´e dans les tables 7.2 et aux figures 7.11 a` 7.14.
Les meilleures performances sont observe´es pour les sous-taˆches VVCAS et VSCAS,
c’est-a`-dire pour des interpre´tations vagues des indications structurelles ; ceci n’est pas
tre`s surprenant, puisque notre mise en œuvre de la recherche contextuelle implique que
les contraintes structurelles deviennent plus souples, avec des mouvements des mots-cle´s
entre la cible et le support notamment.
Malgre´ cela, le ratio reste bon, entre 80 et 100 %, pour la sous-taˆche SSCAS. On
remarque surtout une grosse faiblesse de pre´cision dans les premiers niveaux de rappel
(figure 7.14), mais ensuite les courbes mines et baseline ont une allure similaire.
Pour VVCAS et VSCAS, les re´sultats sont globalement supe´rieurs avec l’interface,
en particulier pour l’agre´gation ge´ne´ralise´e ; en revanche, pour l’agre´gation stricte, les
ratios sont toujours autour de 1, mais sont un peu moins bons. Ceci montre que notre
syste`me permet de mieux classer les e´le´ments pertinents, mais ne contribue pas parti-
culie`rement a` placer les e´le´ments tre`s pertinents devant les autres.
7.2.3.2 Les requeˆtes CO+S
En ce qui concerne la taˆche CO+S, dont les re´sultats sont donne´s aux tables 7.3 et
aux figures 7.15 a` 7.17, les scores sont moins convaincants. S’ils s’approchent toujours
de la baseline pour l’agre´gation ge´ne´ralise´e (entre 80 et 100 %), ils sont parfois beaucoup
plus bas pour l’agre´gation stricte.
7.2.3.3 Conclusion
L’application de la recherche contextuelle au langage NEXI permet une le´ge`re ame´-
lioration des re´sultats en ce qui concerne la taˆche CAS. Elle ne semble pas modifier les
re´sultats de la taˆche CO.




Strict 0.1222 0.1111 0.91
Gen 0.2520 0.2658 1.05
nxCG[25]
Strict 0.1267 0.1867 1.47
Gen 0.2281 0.2572 1.13
nxCG[50]
Strict 0.1142 0.2282 2.00
Gen 0.2080 0.2253 1.08
ep-gr
Strict 0.0454 0.0418 0.92




Strict 0.1167 0.1000 0.86
Gen 0.2039 0.2662 1.31
nxCG[25]
Strict 0.1267 0.1133 0.89
Gen 0.2531 0.3051 1.21
nxCG[50]
Strict 0.1200 0.1900 1.58
Gen 0.2493 0.2784 1.12
ep-gr
Strict 0.0383 0.0363 0.95




Strict 0.0400 0.0400 1.00
Gen 0.0848 0.0968 1.14
nxCG[25]
Strict 0.0662 0.0662 1.00
Gen 0.1081 0.1004 0.93
nxCG[50]
Strict 0.0662 0.0662 1.00
Gen 0.1086 0.0991 0.91
ep-gr
Strict 0.0274 0.0276 1.01




Strict — — –
Gen 0.2517 0.2040 0.81
nxCG[25]
Strict 0.1578 0.1378 0.87
Gen 0.2885 0.2593 0.90
nxCG[50]
Strict — — –
Gen 0.3681 0.2595 0.70
ep-gr
Strict 0.0770 0.0775 1.01
Gen 0.1324 0.1064 0.80































metrique : ep-gr, agregation : gen
mines
baseline
Fig. 7.11 – Courbes pour la taˆche VVCAS, agre´gation ge´ne´ralise´e, INEX 2005.
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metrique : ep-gr, agregation : gen
mines
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metrique : ep-gr, agregation : gen
baseline
mines
Fig. 7.14 – Courbes pour la taˆche SSCAS, agre´gation ge´ne´ralise´e, INEX 2005.
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metrique : ep-gr, agregation : gen
baseline
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metrique : ep-gr, agregation : gen
mines
baseline
Fig. 7.17 – Courbes pour la taˆche CO+S.FetchBrowse, agre´gation ge´ne´ralise´e, INEX
2005.




Strict 0.0359 0.0588 1.63
Gen 0.2557 0.2525 0.99
nxCG[25]
Strict 0.0903 0.0329 0.36
Gen 0.2541 0.2146 0.84
nxCG[50]
Strict 0.1207 0.0331 0.27
Gen 0.2537 0.1919 0.76
ep-gr
Strict 0.0189 0.0124 0.66




Strict 0.0824 0.0647 0.79
Gen 0.2027 0.2128 1.04
nxCG[25]
Strict 0.1849 0.1023 0.55
Gen 0.2067 0.1853 0.90
nxCG[50]
Strict 0.1662 0.0865 0.52
Gen 0.1850 0.1863 1.01
ep-gr
Strict 0.0420 0.0311 0.74




Strict 0.1504 0.1092 0.73
Gen 0.1523 0.1637 1.07
Tab. 7.3 – Re´sultats pour la taˆche CO+S, INEX 2005.
7.3 Expe´rimentations avec le langage XOR
Nous proposons ici nos expe´rimentations effectue´es dans le cadre de notre langage
XOR, extension de NEXI de´taille´e a` la section 6.4 1. Une fois encore, c’est sur la col-
lection INEX 2005 que nous avons re´alise´ ces tests.
7.3.1 Les requeˆtes multiples
Comme nous le de´crivons dans la section 6.5.1, nous utilisons la possibilite´ offerte
par XOR de construire des requeˆtes multiples (plusieurs cibles lie´es par des ope´rateurs
logiques), en particulier pour permettre une application pleine et entie`re du principe de
la recherche contextuelle. Cette section commente les re´sultats obtenus dans ce cadre,
en les comparant avec la “baseline” et avec les requeˆtes en NEXI sans aucune recherche
contextuelle (section 7.2). Les courbes nxCG et ep/gr correspondantes sont pre´sente´es
a` la section 7.2 ; celles illustrant les scores de la recherche contextuelle avec XOR sont
intitule´es “XOR multiples”.
Les re´sultats pour l’ensemble des sous-taˆches CAS (figures 7.2 a` 7.5) sont nettement
ame´liore´s au niveau du gain par la technique de la recherche contextuelle. Pour chaque
graphique, la courbe “XOR” reste constamment au-dessus de la “baseline”, mais aussi
au-dessus de l’interface NEXI. On peut constater qu’un peu plus de doxels pertinents
sont retrouve´s, mais surtout qu’ils sont mieux classe´s et plus pertinents.
En revanche, il est de´cevant de constater que pour la taˆche CO (dont les re´sul-
tats sont illustre´s aux figures 7.6 a` 7.8), les re´sultats obtenus avec NEXI ne sont pas
ame´liore´s.
1Page 162.
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La conclusion de cette se´rie d’expe´rimentations concernant la recherche contextuelle
est que la technique peut eˆtre tre`s efficace si l’analyse de la requeˆte a e´te´ performante.
Des mots-cle´s importants, bien identifie´s, et des e´ventuelles contraintes structurelles
bien reconnues, sont la base ne´cessaire. Dans ce cas, comme le montrent les re´sultats
de la taˆche CAS, les scores peuvent eˆtre ame´liore´s.
Dans le cas contraire, le bruit provoque´ par les mots sans rapport avec la requeˆte
est accentue´, et le be´ne´fice de la recherche structurelle annule´.
7.3.2 Autres
Nous avons tente´ de re´aliser quelques expe´rimentations supple´mentaires concernant
les techniques propose´es a` la section 6.5.2 1, avec les pre´dicats contains, les liens entre
les documents et les limitations de la taille des e´le´ments. Malheureusement, tre`s peu de
requeˆtes de la collection INEX 2005 sont concerne´es par ces traitements (deux pour le
pre´dicat contains, une seule pour la relation linkToAbout et aucune pour la taille des
e´le´ments), et les re´sultats ne sont quasiment pas modifie´s2.
Ceci est duˆ au fait que, comme nous l’avons de´ja` remarque´, le langage officiel des
campagnes INEX e´tant NEXI, les topics propose´s sont choisis pour leur ade´quation avec
les possibilite´s de ce langage. Les requeˆtes pouvant difficilement s’exprimer en NEXI
sont donc e´vite´es.
Nous voulons cependant insister sur l’importance de telles techniques, qui s’e´loignent
certes du cadre d’INEX, voire de la recherche d’information au sens strict, mais qui
concourent selon nous a` la prise en compte d’une palette plus large de besoins. Cette
ambition nous semble naturelle, e´tant donne´es les possibilite´s offertes par les documents
semi-structure´s.
7.4 Quelques exemples d’analyse
Pour illustrer nos expe´rimentations et nos commentaires, nous proposons ici quatre
exemples d’analyses de requeˆtes d’INEX, avec le re´sultat de l’analyse syntaxique, l’issue
de l’application des re`gles se´mantiques et enfin la requeˆte NEXI obtenue. De plus, nous
proposons une comparaison avec l’analyse de la description en Anglais effectue´e par un
autre analyseur syntaxique, Link Grammar [216] 3. Cet analyseur est robuste, puisqu’il
inte`gre la possibilite´, avec les liens “nuls”, de produire des analyses partielles si besoin
est [98].
7.4.1 Topic 141.
(141) Retrieve sections about threads from articles about java
Figures 7.18 et 7.19. Ce premier exemple simple montre bien l’utilite´ du principe de
de´sambigu¨ısation syntaxique par les re`gles. La construction de la phrase est basique et
Link Grammar, tout comme notre syste`me, fournit une analyse syntaxique comple`te et
viable. Pourtant, la pre´sence de trois groupes pre´positionnels successifs multiplient les
combinaisons d’attachements possibles, et les deux analyseurs produisent en premier
choix des solutions errone´es (figure 7.18). En revanche, comme l’indique la figure 7.19,
1Page 168.
2C’est pourquoi ils pre´sentent trop peu d’inte´reˆt pour que nous les pre´sentions.
3http://hyper.link.cs.cmu.edu/link/.
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Retrieve sections about threads from articles about java









b. Analyse syntaxique avec Link Grammar.
valeurs
c1 (sym:Retrieve, cat:v, lem:retrieve)
c2 (sym:sections, cat:nn, lem:section, tag:sec)
c3 (sym:threads, cat:nn, lem:thread)
c4 (sym:articles, cat:nn, lem:article, tag:article)








c. Analyse syntaxique avec l’interface.
Fig. 7.18 – Topic 141 (1/2).
des actions se´mantiques simples permettent de re´tablir la forme approprie´e et de parve-
nir a` une requeˆte NEXI satisfaisante. Notamment, la relation from(<e´le´ment>, <e´le´-
ment>) est pre´fe´re´e a` juste titre a` from(<e´le´ment>, <texte>).
7.4.2 Topic 156.
(156) We are looking for sections in articles, whose abstracts contain ”spatial join”,
that describe ”performance evaluation”.
Figures 7.20 et 7.21. On voit la` que Link Grammar e´choue a` analyser la dernie`re
proposition relative, et que l’interface attache de pre´fe´rence le verbe “describe” a` “ar-
ticles”. Ainsi les deux propositions relatives sont lie´es a` un seul e´le´ment, tandis que
l’autre (“section”) est prive´ de contenu.
La figure 7.21.a de´taille les modifications apporte´es par les re`gles se´mantiques, ainsi
que le choix de l’attachement de la seconde proposition relative a` l’e´le´ment ’sec’.













– de´tection de la cible, avec verbe cible(retrieve, objet).
– lien pre´positionnel, avec relation prep(from, included).
De´sambigu¨ısation :
– choix de la repre´sentation proposant from(c2, c4) plutoˆt que
from(c3, c4) pour obtenir de pre´fe´rence une telle relation entre
deux e´le´ments et pour e´viter un e´le´ment sans contenu.
a. Application des re`gles se´mantiques avec l’interface.
//article[about(., java)]//sec[about(., threads)]
b. Requeˆte NEXI obtenue.
Fig. 7.19 – Topic 141 (2/2).
Par ailleurs les guillemets utilise´s dans la requeˆte ne sont pas conside´re´s par Link
Grammar, tandis que l’interface reproduit les guillemets de la description dans la re-
queˆte finale, quelles que soient les cate´gories des mots entre guillemets.
7.4.3 Topic 162.
(162) Algorithm for text and index compression
Figures 7.22 et 7.23. Comme c’est bien souvent le cas, cet exemple n’est pas une
phrase entie`re, mais un groupe nominal seul. Link Grammar ne pre´voit pas ce cas et
propose une analyse totalement errone´e, cherchant a` attribuer contre toute logique le
roˆle de verbe au nom “index”.
Si notre interface ge`re bien cet aspect, elle rencontre en revanche un proble`me avec
le mot “text”, qu’elle reconnaˆıt comme une re´fe´rence a` une balise de type ’*’, ce qui
n’est pas le cas en l’occurrence. S’ensuit une confusion au niveau de la structure et une
requeˆte NEXI se´parant support et cible, alors que rien ne laisse penser que cela soit
pertinent. Les de´gats sont cependant limite´s, le mot “text” e´tant tre`s peu discriminant
et les mots-cle´s principaux e´tant bien reconnus.
7.4.4 Topic 164.
(164) I am surveying knowledge management for a report I am writing, and am loo-
king for knowledge management frameworks and technologies for organizational
memories.
Figures 7.24 et 7.25. Nous terminons avec un bon exemple de requeˆte non structure´e,
longue et ge´ne´rant du bruit.
La proposition relative “I am writing” pose proble`me aux syste`mes qui e´chouent
tous deux a` la reconnaˆıtre correctement. Notre interface fait ensuite une suite d’erreurs
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We are looking for sections in articles, whose abstracts contain ”spatial join”, that describe
”performance evaluation”.









(SBAR (WHNP whose abstracts)
(S (VP contain
(NP (ADJP spatial join ,)
(that describe performance))
evaluation .)))))))
b. Analyse syntaxique avec Link Grammar.
valeurs
c1 (sym:We, cat:pp, lem:speaker)
c2 (sym:are looking, cat:v, lem:look)
c3 (sym:sections, cat:nn, lem:section, tag:sec)
c4 (sym:articles, cat:nn, lem:article, tag:article)
c5 (sym:abstracts, cat:nn, lem:abstract, tag:abs)
c6 (sym:contain, cat:v, lem:contain)
c7 (sym:’spatial join’, cat:quot)
c8 (sym:describe, cat:v, lem:describe)












c. Analyse syntaxique avec l’interface.
Fig. 7.20 – Topic 156 (1/2).
importantes. Elle remplace tout d’abord “report” par la balise ’*’, puis conside`re le
verbe “survey”, ne correspondant a` aucune re`gle se´mantique, comme un mot-cle´, ce qui
est un facteur de bruit dans la requeˆte finale.
Le verbe “write”, en revanche, de´clenche une re`gle qui devrait introduire un auteur,
ce qui n’est pas du tout pertinent dans ce cas. Cependant, la proposition “I am writing”
















– de´tection de la cible, avec verbe cible(look, for).
– lien verbal, avec
relation verbale(contain, sujet, objet, about).
– lien verbal, avec
relation verbale(describe, sujet, objet, about).
– lien pre´positionnel, avec relation prep(in, included).
– transformation de la relation of(c5, c4) pour in-
cludes(c4, c5) a` l’aide de la DTD.
De´sambigu¨ısation :
– attachement de c9 a` la section (c3 ) plutoˆt qu’a` l’ar-
ticle (c4, dans la repre´sentation pre´ce´dente) pour
e´viter un e´le´ment sans contenu (a fortiori la cible).
a. Application des re`gles se´mantiques avec l’interface.
//article[about(.//abs, "spatial join")]//sec[about(., "performance evaluation")]
b. Requeˆte NEXI obtenue.
Fig. 7.21 – Topic 156 (2/2).
Algorithm for text and index compression
a. Texte de la requeˆte.
(S algorithm for text and
(S (VP index
(NP compression))))
b. Analyse syntaxique avec Link Grammar.
valeurs
c1 (sym:algorithm, cat:nn, lem:algorithm)
c2 (sym:text, cat:nn, lem:text, tag:*)




coord(c4, and, [c1, c3])
cible
–
c. Analyse syntaxique avec l’interface.












– de´termination de la cible : seul e´le´ment pre´sent.
a. Application des re`gles se´mantiques avec l’interface.
//article[about(., algorithm)]//*[about(., "index compression")]
b. Requeˆte NEXI obtenue.
Fig. 7.23 – Topic 162 (2/2).
n’e´tant rattache´e a` rien d’autre, cette re`gle ne me`ne a` rien.
Enfin, le regroupement en groupes nominaux par des guillemets est la` plutoˆt contre-
productif en ce qui concerne “knowledge management frameworks”, mais est utile pour
“organizational memories”. Ceci pose le proble`me des groupes nominaux compose´s de
plus de deux termes atomiques, et dont le regroupement n’est peut-eˆtre pas judicieux.
Plusieurs propositions de regroupements en bi-termes, ou l’absence totale de regroupe-
ment, pourraient eˆtre envisage´s.
7.5 Conclusion
Nous avons pre´sente´ dans ce chapitre trois se´ries d’expe´rimentations. La premie`re
concerne la traduction “basique” d’une requeˆte en langage naturel vers une requeˆte
en NEXI, de la fac¸on de´crite au chapitre 5. La seconde introduit l’ide´e de recherche
contextuelle tout en restant dans le cadre impose´ de NEXI. Enfin, la troisie`me utilise
le langage XOR, que nous avons propose´.
Tous les re´sultats pour les requeˆtes concernant la structure et le contenu (CAS)
sont tre`s satisfaisants, ils montrent une efficacite´ des requeˆtes produites par l’interface
supe´rieure a` celles des humains. En particulier, nous constatons le bien-fonde´ de la
recherche contextuelle.
En ce qui concerne les requeˆtes sur le contenu seulement (CO), le bilan est moins
bon, et l’interface ne parvient pas a` e´galer les performances des requeˆtes manuelles. Ce
re´sultat est bien entendu un peu de´cevant, mais peu surprenant. En effet, la plupart de
nos efforts, notamment au niveau des re`gles se´mantiques, ont porte´ sur la reconnaissance
des re´fe´rences structurelles. Ce travail e´tait destine´ a` e´tudier les apports mutuels entre
l’analyse des requeˆtes et les documents XML. Nous avons peu de doutes sur le fait
qu’il est de´sormais possible de prendre appui sur notre interface pour mettre en place
d’autres techniques de traitement du contenu et pour ame´liorer encore les re´sultats.
Quoi qu’il en soit, parvenir a` approcher dans certains cas, a` de´passer dans d’autres
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I am surveying knowledge management for a report I am writing, and am looking for
knowledge management frameworks and technologies for organizational memories.






(NP (NP (NP a report)
(SBAR (S (NP I)
(VP am))))
(VP writing , and am looking
(PP for






b. Analyse syntaxique avec Link Grammar.
valeurs
c1 (sym:I, cat:pp, lem:speaker)
c2 (sym:am surveying, cat:v, lem:survey)
c3 (sym:’knowledge management’, cat:np, lem:’knowledge management’)
c4 (sym:report, cat:nn, lem:report, tag:*)
c5 (sym:I, cat:pp, lem:speaker)
c6 (sym:am writing, cat:v, lem:write)
c7 (sym:am looking, cat:v, lem:look)
c9 (sym:’knowledge management frameworks’, cat:np, . . .)
c10 (sym:technologies, cat:nn, lem:technology)





coord(c8, and, [c6, c7])
for(c6, c11)
for(c7, c11)




c. Analyse syntaxique avec l’interface.
Fig. 7.24 – Topic 164 (1/2).
cas, les performances d’un processus manuel complexe avec une proce´dure automatique
est une bonne performance. Cela indique que le but initialement recherche´, a` savoir la












coord(c8, and, [c6, c7])
for(c6, c11)






a. Application des re`gles se´mantiques avec l’interface.
//article[about(., "knowledge management frameworks" technologies) AND
about(., "organizational memories") AND about(., survey)]
b. Requeˆte NEXI obtenue.
Fig. 7.25 – Topic 164 (2/2).
besoin d’information, est atteint.
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Synthe`se
Les travaux pre´sente´s dans ce me´moire ont vise´ a` confronter les techniques du
traitement automatique de la langue a` la proble´matique des documents semi-structure´s,
et en particulier de la recherche d’information dans ces documents. Trois axes de travail
principaux ont e´te´ suivis dans cette optique.
Le premier axe concerne l’analyse textuelle du contenu des documents XML. Nous
avons de´fini et utilise´ la notion de “contexte de lecture”, qui permet de conserver la
line´arite´ du texte pre´sent dans un document, et ce malgre´ la structure, qui met a` mal
cette line´arite´. Une classification automatique des balises ainsi qu’un outil d’analyse
textuelle ont e´te´ de´veloppe´s.
Nous avons e´galement propose´ une interface permettant de formuler des requeˆtes
en langage naturel pour effectuer une recherche d’information dans les documents semi-
structure´s. Cette interface, base´e sur une analyse syntaxique et des re`gles se´mantiques,
a e´te´ conc¸ue pour s’adapter sans difficulte´ a` tous types de structure et de domaines.
Le syste`me ge´ne`re une requeˆte dans un langage formel de´ja` existant, ce qui le rend
inde´pendant du moteur de recherche utilise´. Cette caracte´ristique est tre`s utile pour
populariser l’usage de l’interface, mais laisse apparaˆıtre un certain nombre de limites.
Pour de´passer ces limites, nous avons enfin utilise´ cette interface pour affiner les
requeˆtes formelles ge´ne´re´es et les adapter aux spe´cificite´s de la structure, ceci afin
d’ame´liorer la qualite´ des re´sultats retourne´s. En particulier, nous avons pose´ les bases
de la “recherche contextuelle”, qui tient compte de l’imbrications des e´le´ments XML, et
nous avons e´tudie´ les liens entre les documents. Pour mettre en œuvre nos ide´es, nous
avons de´fini un nouveau langage d’interrogation plus conforme a` nos besoins, et modifie´
un moteur de recherche pour qu’il se conforme a` ce nouveau langage.
Des re´sultats expe´rimentaux ont e´te´ propose´s pour chacune de ces e´tapes : les pre-
miers, concernant la classification des balises, sont base´s sur notre propre protocole,
s’appuyant sur une e´tude statistique ; les autres, concernant les interfaces, utilisent des
collections et des me´triques d’e´valuation reconnues dans le domaine de la recherche
d’information semi-structure´e.
Ces expe´rimentations ont confirme´ la validite´ de nos approches. Notamment, nous
avons montre´, graˆce au cadre d’INEX, que le fait d’utiliser, en recherche d’information
semi-structure´e, des besoins d’information exprime´s en une langue naturelle plutoˆt que
dans un langage formel, pouvait conduire, outre a` un confort supe´rieur e´vident pour




De nombreuses ame´liorations peuvent et doivent eˆtre apporte´es aux techniques de´-
crites dans ce me´moire. En ce qui concerne la classification automatique des balises,
un outil rapide et simple a` utiliser reste a` concevoir. Au sujet des interfaces en langage
naturel, toutes les e´tapes, les analyses syntaxique et se´mantique comme les proce´de´s
d’ame´lioration de la requeˆte, ainsi que le traitement de celle-ci par le moteur de re-
cherche, peuvent eˆtre ame´liore´es. En particulier, nous avons remarque´ dans nos se´ries
d’e´valuation des lacunes en ce qui concerne la se´lection des mots-cle´s les plus discrimi-
nants pour la requeˆte.
Un autre point important est la gestion de la robustesse du syste`me en termes de
corrections des fautes de frappe, d’orthographe ou de syntaxe de l’utilisateur, qui sont
tre`s fre´quentes. De nombreuses recherches ont porte´ sur ce sujet, notamment pour les
interfaces de bases de donne´es, et la proble´matique est peu diffe´rente dans notre cas.
Par ailleurs, rendre la gestion des re`gles se´mantiques plus simple est tre`s important.
Nous avons mis en place un certain nombre de cadres ge´ne´riques ou de formulaires
facilitant l’entre´e ou la modification des donne´es pour certains types de re`gles, mais des
progre`s restent a` accomplir avant d’envisager de mettre l’administration du syste`me
entre les mains d’un gestionnaire non expert.
Perspectives
La proble´matique a` laquelle nous nous sommes attaque´ n’en est qu’a` ses de´buts.
Chaque e´tape, chaque semaine de notre travail nous a ouvert un nombre conside´rable de
perspectives que la communaute´, a` de´faut de votre serviteur, se doit d’explorer. Parmi
ces pistes de travail, nous pouvons citer :
– les applications “classiques” du traitement automatique de la langue en recherche
d’information, que nous avons de´libe´re´ment de´laisse´es pour nous consacrer aux
aspects spe´cifiques des documents semi-structure´s. Il serait pourtant inte´ressant
d’adapter ces techniques pour observer leurs effets en pre´sence d’une structure.
– l’interrogation des collections he´te´roge`nes, c’est-a`-dire dont les documents
n’obe´issent pas tous a` la meˆme DTD, et qui ne´cessitent donc des requeˆtes for-
melles et des approches diffe´rentes. Il nous semble e´vident que les interfaces en
langage naturel, en plac¸ant l’utilisateur a` un niveau plus conceptuel de l’expres-
sion de son besoin, peut re´soudre en grande partie ce proble`me. Pourtant, nous
n’avons re´alise´ aucune expe´rimentation a` ce sujet.
– l’instauration d’un dialogue avec l’utilisateur, a` l’image des interfaces en langage
naturel pour les bases de donne´es. Nous avons indique´ que dans ce domaine le
dialogue apportait beaucoup. Meˆme si le type de besoins, moins pre´cis, de la re-
cherche d’information s’y preˆte moins, il est probable qu’un syste`me permettant
une ve´ritable interaction donnerait une grande satisfaction aux utilisateurs.
– l’opportunite´ de pousser la logique jusqu’a` un point qui nous rapprocherait des
syste`mes de question-re´ponse. Un meˆme syste`me, applique´ a` des documents
semi-structure´s, devrait eˆtre capable de ge´rer a` la fois les demandes vagues de
la recherche d’information et les requeˆtes pre´cises du question-re´ponse. La de´-
termination ade´quate de la taille de l’e´le´ment retourne´, associe´e a` un traitement
supple´mentaire e´ventuel, ferait le reste.
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– la possibilite´ d’utiliser les re´sultats d’un syste`me de recherche d’information struc-
ture´e pour effectuer des taˆches de re´sume´ automatique. En effet, il est pos-
sible d’identifier des passages pertinents en provenance de multiples sources. Une
simple e´tude sur la pre´sentation agre´ge´e des re´sultats, ou un remodelage des
contenus pour obtenir un “ve´ritable” re´sume´, seraient des taˆches utiles.
– la liaison avec d’autres disciplines de gestion des connaissances structure´es,
comme le Semantic Web. Par exemple, associer une interface en langage naturel a`
des documents RDF, se´mantiquement bien plus e´labore´s que les documents XML







A.1 Les bases de XML
Un document XML peut se repre´senter sous la forme d’une arborescence d’e´le´ments.
Cette arborescence comporte une racine (unique), qui englobe l’ensemble des autre
e´le´ments, ainsi que des branches et des feuilles, qui forment la structure meˆme du
document. Ils peuvent contenir du texte, ou bien d’autres e´le´ments (ses “enfants”) :
<film id="1">





Les autres notions de la terminologie XML sont donne´es au chapitre 1.
Il est possible d’ajouter des commentaires, qui commencent par ’<!--’ et se ter- commen-
taires
XML
minent par ’-->’. Ils peuvent eˆtre place´s a` n’importe quel endroit tant qu’ils se trouvent
a` l’exte´rieur d’une autre balise.
Certains caracte`res ayant un sens pre´cis en XML, on a recours a` des entite´s pre´-
de´finies pour les remplacer lorsqu’on en a besoin. Par exemple ’&amp;’ remplace le
caracte`re ’&’, ’&lt;’ le signe ’<’, ’&gt;’ le signe ’>’, etc. D’autres entite´s peuvent
eˆtre de´finies par l’utilisateur. Un autre moyen d’e´chapper aux caracte`res pre´de´finis est
de les inse´rer dans des sections CDATA :
<exemple>< ![CDATA[Une section CDATA peut contenir des < et des >.]]>
</exemple>
Il est aussi possible de de´finir des re`gles plus strictes indiquant quelles sont les
se´quences et imbrications de balises autorise´es. Cela se fait a` l’aide d’une DTD ou d’un
Sche´ma.
A.2 La DTD
La DTD est une description ge´ne´rique d’une classe de documents XML. Elle impose DTD
des contraintes concernant le nom des balises a` employer et les relations que celles-ci
posse`dent entre elles : inclusion, ordre, possibilite´ d’absence, etc.
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On peut dire par abus de langage que deux documents obe´issant a` la meˆme DTD
ont la meˆme structure. Cependant il faut garder a` l’esprit qu’ils peuvent pre´senter des
diffe´rences sensibles dans leur structuration. Ainsi, pour un DTD repre´sentant des ar-
ticles scientifiques, comme celles de la collection INEX 2005, un document peut contenir
une bibliographie ou un re´sume´, tandis que l’autre non ; l’un peut contenir trois sections
dans le corps du texte, l’autre quatre, etc.
On dit d’un document respectant une DTD donne´e qu’il est valide par rapport
a` cette DTD. Un exemple de DTD correspondant au document XML montre´ a` la
figure 1.1 (page 10).
<!ELEMENT cine´mathe`que (film*)>
<!ELEMENT film (titre, re´alisateur, anne´e ?, dure´e ?, affiche?, site?,
acteurs?)>










Fig. A.1 – Exemple de DTD
A.3 XLink
XLink [248] permet les interactions entre documents XML. Il rend possible les liensXLink
simples, mais aussi multiples (plusieurs cibles, internes, externes, etc.), ce qui le dis-
tingue des liens HTML, et les accompagne e´ventuellement d’annotations. Il est e´gale-
ment bi-directionnel, c’est-a`-dire qu’il garde la trace du document source lorsqu’un lien
est de´clenche´.
Enfin, n’importe quel e´le´ment peut devenir un lien et, graˆce a` XPointer, on peut
indexer des positions arbitraires d’un document.






<xlink:arc from="role1" to="role2" show="embed" ac-
tuate="auto"></xlink:arc>
<xlink:title>The link title</xlink:title>
<xlink:title xml:lang="fr">Description du lien</xlink:title>
</element>
Fig. A.2 – Exemple de lien XLink.
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Annexe B
Traitement automatique de la
langue
B.1 Les cate´gories grammaticales
B.1.1 Aperc¸u rapide
On distingue les cate´gories ferme´es, dont les membres sont en nombre limite´, des
cate´gories ouvertes, qui e´voluent et contiennent un nombre potentiellement infini d’e´le´-
ments. Dans la premie`re classe, on trouve :
– les pre´positions (a`, de, en, par, pour, sur, etc.) ; pre´position
– les de´terminants (un, une) ;
de´terminant
– les pronoms (elle, qui, je) ;
pronom– les conjonctions (et, mais, si) ;
conjonction– les verbes auxiliaires (eˆtre, avoir) ;
auxiliaire
– les nume´raux (nombre infini mais connu) ;
– en Anglais, les particules (up, down, out).
Les classes ouvertes sont :
– les noms communs et propres ; nom
– les verbes ;
verbe
– les adjectifs ;
adjectif– les adverbes (de´licatement, tre`s, vite).
adverbe
B.1.2 Les e´tiquettes de la Penn Treebank
La Penn Treebank [152] est un corpus en Anglais d’environ 4,5 millions de mots.
Ce corpus est annote´ de fac¸on semi-automatique par les cate´gories grammaticales des
mots et comporte e´galement des indications syntaxiques.
Le jeu d’e´tiquettes grammaticales utilise´ pour ce projet est devenu un standard
de la langue anglaise. Il comporte les 36 e´tiquettes que liste la table B.1, ainsi que
12 e´tiquettes concernant la ponctuation. C’est cet ensemble qu’utilise pour l’Anglais
l’analyseur morphosyntaxique TreeTagger [210] dont nous nous sommes servi, ainsi que
l’analyseur syntaxique de surface Cass [6].
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Symbole Signification













NP nom propre singulier
NPS nom propre pluriel
PDT pre´de´terminant










VB verbe, forme de base (infinitif)
VBD verbe au passe´
VBG verbe au ge´rondif ou participe pre´sent
VBN participe passe´
VBP verbe au pre´sent, sauf 3e`me personne du singulier
VBZ verbe au pre´sent, 3e`me personne du singulier
WDT de´terminant en ’wh’
WP pronom en ’wh’
WP$ pronom possessif en ’wh’
WRB adverbe en ’wh’
Tab. B.1 – Les e´tiquettes de la Penn Treebank.
B.2 Quelques e´le´ments de grammaire
B.2.1 Les groupes nominaux
Les groupes nominaux sont organise´s autour d’une teˆte, qui est le nom central. Les
autres e´le´ments sont des modificateurs.
Avant la teˆte, on trouve les de´terminants (“le”,“la”,“des”, etc.) et les pre´-de´terminants
(“tout”,“tous”). Les groupes adjectivaux peuvent eˆtre situe´s avant ou apre`s (“bleu”,“tout
bleu”, “bleu comme une orange”).
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– le chat
– le premier et dernier chat
– tous les chats
– les deux chats
– les deux petits chats
– les chats blancs
Apre`s le nom de teˆte, on trouve des groupes pre´positionnels (le chat sur le mur), les
clauses non de´finies (ge´rondifs, le chat faisant une petite sieste) ou des propositions
relatives (le chat qui ronronne au soleil).
B.2.2 Les groupes verbaux
Les verbes peuvent eˆtre de trois types principaux : les verbes auxiliaires (“eˆtre” et
“avoir” en Franc¸ais), les verbes modaux (“pouvoir”, “vouloir”. . .) et les verbes princi-
paux, qui sont tous les autres.
On peut e´galement distinguer les verbes selon leur transitivite´. Les verbes intransi-
tifs n’attendent aucun comple´ment et peuvent faire du sens en eux-meˆmes (“Je cours”, intransitif
“Il rit”). Les verbes transitifs demandent un comple´ment d’objet, direct pour les verbes
transitif
transitifs directs (“Il a retrouve´ ses cle´s”,“Il a lu un livre”), indirect pour les verbes tran-
sitifs indirects (“J’obe´is a` ma me`re”, “Je me me´fie de lui”). Certains verbes acceptent
les deux types de comple´ments d’objet (“Je donne ma be´ne´diction a` leur union”). Il faut
remarquer que la plupart des verbes transitifs peuvent eˆtre utilise´s de fac¸on intransitive,
avec d’autres types de comple´ments (“Je lis dans mon lit”, “Je me me´fie toujours”).
Un groupe verbal est un verbe accompagne´ de ces comple´ments, d’objet ou autre.
B.2.3 Les propositions relatives
Les propositions relatives sont des groupes verbaux ou des phrases comple`tes que
l’on attache a` des noms ou des verbes pour les comple´menter. Un pronom relatif, parfois
optionnel (en Anglais), fait le lien entre les deux.
Exemples :
– La the`se que j’ai e´crite.
– Le directeur qui m’a encadre´.
– Je me demande qui a signe´ ce livre.
Ainsi, les groupes verbaux peuvent contenir des groupes nominaux, et re´ciproque-
ment, ce qui conduit a` une re´cursivite´ the´oriquement infinie.
B.2.4 La phrase
Trois types essentiels de construction au niveau de la phrase peuvent eˆtre distingue´s.
Les phrases de´claratives. Ce sont les plus courantes, elles sont compose´es d’un
groupe nominal sujet suivi d’un groupe verbal.
Par exemple :
– Le petit chat miaule
– Mon avion part a` 23h.
– Les paˆtes que nous avons mange´es a` Florence n’e´taient pas aussi bonnes que celles
que la cousine de Lo¨ıc nous a cuisine´es hier soir.
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Les phrases impe´ratives. Elles commencent par un groupe verbal, n’ont pas de
sujet et sont utilise´es en ge´ne´ral pour commander ou sugge´rer :
– Miaule, petit chat !
– Ferme la porte.
– Passe-moi le sel.
Les questions. On peut se´parer les questions ferme´es (re´ponse oui ou non, les deux
premiers exemples) et les questions ouvertes (avec un pronom interrogatif, les deux
exemples suivants).
– Le chat miaule-t-il ?
– La pe´riode d’essai de deux ans va-t-elle eˆtre maintenue ?
– Pourquoi le chat miaule-t-il ?
– Combien de temps la pe´riode d’essai doit-elle durer ?
B.2.5 Les abre´viations utilise´es
Les abre´viations utilise´es pour repre´senter les constituants principaux sont les sui-
vantes :
– NP, pour Noun Phrase (syntagme nominal) ;
– VP, pour Verbal Phrase (syntagme verbal) ;
– PP, pour Prepositional Phrase (syntagme pre´positionnel) ;
– S, pour Sentence (phrase).
B.3 L’analyse se´mantique et le lambda-calcul
Le lambda-calcul (λ-calcul) constitue un formalisme capable de re´pondre aux pro-lambda-
calcul ble`mes de compositionnalite´ dans l’analyse se´mantique 1. Le λ-calcul est destine´ a`
de´finir et a` manipuler des fonctions [154] 2. Les notions d’abstraction et d’application
mode´lisent respectivement la de´finition et l’appel d’une fonction.
Ainsi, l’expression suivante est une abstraction :
(B.1) λx.chien(x)
Les variables accole´es au λ sont les parame`tres d’appel. Ici on peut appliquer la
constante milou a` cette application et obtenir, par un me´canisme de re´duction (nous
repre´sentons l’application par un signe @) :
(B.2) λx .chien(x )@milou ≡ chien(milou)
Ainsi chaque cate´gorie grammaticale peut eˆtre repre´sente´e par une abstraction. Par
exemple :
– article inde´termine´ (un) : λPλQ ∃x(P@x ∧Q@x)
– de´terminant universel (tous) : λPλQ ∀x(P@x→ Q@x)
– un nom propre : λP.P@medor (et pas simplement une constante comme dans
l’exemple simplifie´ B.2)
– verbe intransitif* (miauler) : λx.miauler(x)
– verbe transitif direct* (manger) : λX.λz.(X@(λx.manger(z, x)))
1Voir la section 3.4.2.1.
2Seul un tre`s rapide aperc¸u du λ-calcul est donne´ ici, le lecteur inte´resse´ pourra consulter les cours
disponibles en ligne [25] ou d’autres ouvrages de re´fe´rence [20].
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∃x(chat(x) ∧ λz .(∃y(souris(y) ∧manger(z , y)))@x)





λz.(λQ . ∃y(souris(y) ∧Q@y)@(λw.manger(z, w)))
≡ λz.(∃y(souris(y) ∧ λw .manger(z,w)@y))








Fig. B.1 – Analyse se´mantique de la phrase “Un chat mange une souris”.
Et chaque re`gle syntaxique est l’occasion d’une application :
– Pour un syntagme nominal compose´ d’un article inde´fini et d’un nom :
un︷ ︸︸ ︷
λPλQ ∃x(P@x ∧Q@x) @
chat︷ ︸︸ ︷
λy.chat(y) ≡ λQ ∃x(λy .chat(y)@x ∧Q@x)
≡
≡ λQ ∃x(chat(x) ∧Q@x)
– Pour une phrase compose´e d’un syntagme nominal et d’un verbe intransitif :
un chat︷ ︸︸ ︷
λQ ∃x(chat(x) ∧Q@x) @
miaule︷ ︸︸ ︷
λy.miauler(y) ≡ ∃x(chat(x) ∧ λy .miauler(y)@x)
≡
≡ ∃x(chat(x) ∧miauler(x))




λy.miauler(y) ≡ λy .miauler(y)@tom
≡
≡ miauler(tom)
La figure B.1 utilise ces exemples et illustre l’analyse se´mantique d’une phrase com-
ple`te.




XGTagger1 est une interface ge´ne´rique traitant le texte contenu dans les documents
XML. Il ne fonctionne pas seul, mais englobe n’importe quel syste`me S d’analyse tex-
tuelle souhaite´ par l’utilisateur. A partir d’une liste (de´pendant de la DTD des docu-
ments traite´s, et donc fournie par l’utilisateur) de balises transparentes d’une part, de
balises de saut d’autre part, il analyse le document XML et recompose les contextes de
lecture (texte pur). Il fournit le texte obtenu en entre´e du syste`me S. Apre`s exe´cution
du programme, il re´cupe`re sa sortie, l’analyse et recompose le document initial, enrichi
par les donne´es ajoute´es par S (voir figure C.1). La seule contrainte importante concer-
nant le syste`me S est qu’il doit reproduire le texte original d’une fac¸on ou d’une autre
dans sa sortie.
XGTagger e´vite toute perte d’information, et l’ope´ration est totalement re´versible,
le document initial pouvant eˆtre re´cupe´re´ graˆce a` une simple feuille de style de type
XSLT [246]. Les paragraphes suivants proposent quelques exemples d’utilisation de ce
logiciel ge´ne´rique : analyse morphosyntaxique, syntaxique, lexicale ou simple regroupe-
ment des contextes de lecture.
C.2 Exemples
Quelques exemples pre´senteront bien mieux l’utilite´ et le fonctionnement de ce logi-
ciel que de longs discours. A ce jour un certain nombre d’analyseurs morphosyntaxiques
ou syntaxiques sont capables de produire du XML en sortie. A notre connaissance au-
cun ne ge`re les documents XML en entre´e. Deux exemples traitent de ce proble`me
(sections C.2.1 et C.2.3). Deux autres sections proposent des applications plus simples
concernant l’enrichissement lexical (comme la traduction, section C.2.2) et le simple
regroupement des contextes de lecture (section C.2.4).
C.2.1 Analyse morphosyntaxique
Voici un exemple d’analyse morphosyntaxique re´alise´ avec XGTagger, interface´ avec
l’analyseur TreeTagger [211] (syste`me S = TreeTagger).






































Fig. C.1 – Sche´ma de fonctionnement de XGTagger. Le processus est re´versible, c’est-




Cette ancienne capitale de trois empires<note>Istanbul traversa




­ ’note’ est une balise de saut, ’gras’ et ’pc’ des balises transparentes1.
® Avec l’aide de cette information, XGTagger reconstitue les contextes de lecture
et inse`re des points entre chacun d’entre eux, “forc¸ant” ainsi le syste`me a` ne pas
les me´langer2. Ces points seront retire´s a` la fin du processus. Le texte constitue´
par XGTagger et donne´ en entre´e de TreeTagger est donc :
¯ Visitez Istanbul . Cette ancienne capitale de trois empires est
maintenant en Turquie. . Istanbul traversa les empires romain,
byzantin et ottoman
° Sortie de TreeTagger (pre´sente´e en deux colonnes) :
1Dans l’e´tat actuel du logiciel, XGTagger n’utilise pas la technique de de´termination automatique de
la classe des balises, l’utilisateur doit fournir lui-meˆme cette information dans un fichier de configuration.
2Il peut s’agir de n’importe quel autre caracte`re, selon les besoins spe´cifiques de l’utilisateur. Dans le
cas de l’analyse morphosyntaxique, le point pre´sente l’avantage de former une coupure forte et d’e´viter
toute confusion et toute ambigu¨ıte´ du type de celles pre´sente´es a` la section 4.1.3.
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Visitez VER:pres visiter Turquie NAM Turquie
Istanbul NAM Istanbul . SENT .
. SENT . . SENT .
Cette PRO:DEM ce Istanbul NAM Istanbul
ancienne ADJ ancien traversa VER:simp traverser
capitale NOM capitale les DET:ART le
de PRP de empires NOM empire
trois NUM trois romain ADJ romain
empires NOM empire , PUN ,
est VER:pres eˆtre byzantin ADJ byzantin
maintenant ADV maintenant et KON et
en PRP en ottoman ADJ ottoman
± Les parame`tres utilisateurs pre´cisent le format de la sortie du syste`me S, notam-
ment :
– le se´parateur de mots (ici le retour chariot) ;
– le se´parateur de champs (ici les espaces ou la tabulation) ;
– le champ correspondant au mot initial (ici le premier) ;
– la se´mantique des champs importants (ici la cate´gorie – cat – est dans le
deuxie`me champ et le lemme* – lem – dans le troisie`me).
² La sortie du syste`me S et ces parame`tres sont utilise´s pour recomposer le docu-
ment initial et l’enrichir avec les informations apporte´es par l’analyse.
³ La sortie finale est donne´e a` la figure C.2. Notons que les identifiants (’id ’)
permettent de reconstituer les contextes de lecture : deux identifiants conse´cutifs
correspondent au meˆme contexte de lecture (voir autour de l’e´le´ment ’note’).
De plus, deux balises ayant le meˆme identifiant repre´sentent un meˆme mot (par
exemple l’identifiant 2).
Ainsi XGTagger peut permettre de faire le lien entre les documents XML et des
formats d’annotation morphosyntaxique utilisant XML, comme MAF [47]. Par ailleurs,
une option annexe du logiciel permet d’ope´rer des analyses portant sur des groupes de
mots, comme par exemple des analyses syntaxiques.
C.2.2 Enrichissement lexical
On peut e´galement utiliser un syste`me S ajoutant des informations a` certains mots
du texte. Par exemple, un enrichissement a` base de synonymes ou une traduction des
noms dans diverses langues :
¬ Document XML :
<proverbe>De gustibus et coloribus non disputandum</proverbe>








– 2e`me champ = franc¸ais ;
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<w id="1" cat="VER:pres" lem="visiter">Visitez</w>
<w id="2" cat="NAM" lem="Istanbul">I</w>
<pc>




<w id="4" cat="PRO:DEM" lem="ce">Cette</w>
<w id="5" cat="ADJ" lem="ancien">ancienne</w>
<w id="6" cat="NOM" lem="capitale">capitale</w>
<w id="7" cat="PRP" lem="de">de</w>
<w id="8" cat="NUM" lem="trois">trois</w>
<w id="9" cat="NOM" lem="empire">empires</w>
<note>
<w id="16" cat="NAM" lem="Istanbul">Istanbul</w>
<w id="17" cat="VER:simp" lem="traverser">traversa</w>
. . .
<w id="24" cat="ADJ" lem="ottoman">ottoman</w>
</note>
<w id="10" cat="VER:pres" lem="e^tre">est</w>
<w id="11" cat="ADV" lem="maintenant">maintenant</w>
<w id="12" cat="PRP" lem="en">en</w>
<gras>
<w id="13" cat="NAM" lem="Turquie">Turquie</w>
</gras>




Fig. C.2 – Document XML avant (a.) et apre`s (b.) e´tiquetage morphosyntaxique.
– de´limiteur de champs : ’/’ ;
– Identifiants non demande´s.
³ La sortie est pre´sente´e a` la figure C.3.
C.2.3 Analyse syntaxique
Une option particulie`re de XGTagger permet d’effectuer (toujours par l’interme´-
diaire du syste`me “boˆıte noire” S) des analyses de´passant le cadre du mot. Nous pre-
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<w franc¸ais="de´battre, discuter" allemand="diskutieren">disputandum</w>
</proverbe>
b. Document final
Fig. C.3 – Document XML avant (a.) et apre`s (b.) enrichessement lexical.
nons ici l’exemple de l’analyse syntaxique, en imaginant par simplicite´ un syste`me S qui,
apre`s analyse morphosyntaxique, regroupe les groupes nominaux GN pre´positionnels
de la forme :
GN → GN SIMPLE (PREPOSITION GN SIMPLE)+
avec :
GN SIMPLE → ((ART? NOM) | (NOM PROPRE))
Ainsi :
¬ Pour l’e´le´ment suivant :
<phrase>Le futur acce´le´rateur LHC pourrait permettre l’observation du
<a href="http://fr.wikipedia.org/wiki/Boson_de_Higgs">boson de Higgs</a>
dans quelques anne´es.</phrase>
­ . . . et en conside´rant que ’a’ est une balise transparente. . .
¯ Le texte fourni en entre´e de S sera :
Le futur acce´le´rateur LHC pourrait permettre l’observation du
boson de Higgs dans quelques anne´es.
° Le syste`me, appliquant les re`gles de´crites ci-dessus, retournera par exemple :
Le futur acce´le´rateur LHC pourrait permettre
l’__observation__du__boson__de__Higgs/GN dans quelques anne´es.
± Parmi les parame`tres utilisateurs doit alors figurer la chaˆıne de caracte`re per-
mettant de se´parer les mots dans le re´sultat de l’analyse (ici : ’__’). Par ailleurs
le se´parateur de champs est ’/’ et le second champ est la cate´gorie (cat).
² Conservant le marquage (notamment la balise ’a’ coupant le syntagme) et ajou-
tant la nouvelle information, le syste`me composera le document XML final.
³ Ce document, pre´sente´ a` la figure C.4, permet graˆce aux identifiants ’id’ de
retrouver le groupe nominal malgre´ la pre´sence de la balise ’a’.
Cependant XGTagger n’est pas initialement conc¸u pour le traitement des groupes
de mots. L’utilisation de cette technique reste donc limite´e ; notamment il est impossible
d’attribuer des valeurs supple´mentaires aux mots a` l’inte´rieur des groupes (ici, on ne
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<phrase>Le futur acce´le´rateur LHC pourrait permettre l’observation du























Fig. C.4 – Document XML avant (a.) et apre`s (b.) analyse syntaxique.
peut pas renseigner la cate´gorie grammaticale des mots seuls). De plus on peut imaginer
que les syste`mes de base devront eˆtre modifie´s pour respecter les contraintes de se´para-
teurs spe´ciaux. Ne´anmoins il aurait e´te´ dommage de se priver d’une telle fonctionnalite´
qui peut eˆtre utile a` maints e´gards.
C.2.4 Regroupement des contextes de lecture
Un dernier exemple d’application consiste en un syste`me qui se contenterait de
retourner en sortie le texte fourni en entre´e (e´ventuellement avec une se´paration de la
ponctuation). Le re´sultat est que les mots sont inse´re´s dans des balises et que, graˆce
aux identifiants des e´le´ments, les contextes de lecture sont regroupe´s et les mots coupe´s
re´assemble´s (voir l’exemple figure C.5). Cette ope´ration peut servir de pre´traitement
avant une indexation des documents, ou avant une recherche d’information par un
syste`me prenant en compte la proximite´ (logique) des termes.
C.2.5 Conclusion
Les exemples donne´s ci-dessus pour illustrer le fonctionnement de XGTagger pro-
viennent tous d’applications de traitement automatique de la langue ou de recherche





























Fig. C.5 – Regroupement des contextes de lecture d’un document XML avec XGTagger.
d’information. Cependant, nous ne doutons pas des possibilite´s d’utilisation de cet outil
dans d’autres domaines. Meˆme en l’absence d’utilite´ de la notion de contexte de lecture
(pour des documents oriente´s donne´es par exemple), il permet d’adapter de fac¸on tre`s
simple des syste`mes recevant du texte pur au traitement du XML.
C.3 Mise en œuvre
C.3.1 Contraintes
Les principales contraintes que le syste`me doit respecter sont :
– la pre´servation des contextes de lecture ;
– la re´versibilite´ ;
– autant que possible, la ge´ne´ricite´ ;
– un appel seul au syste`me S par document. En effet beaucoup de syste`mes d’ana-
lyse de texte ont une phase d’initialisation assez longue, qui ne doit donc pas eˆtre




























Fig. C.6 – XGTagger, ordre de parcours des balises.
Visitez Istanbul . Cette ancienne capitale de trois empires est






Fig. C.7 – XGTagger, reconstitution du texte et des contextes de lecture.
C.3.2 Fonctionnement
XGtagger parcourt le document XML a` deux reprises : une premie`re fois avant de
lancer le syste`me S, une seconde apre`s. Seuls les nœuds textuels (les feuilles*) subissent
un traitement.
Comme l’illustre la figure C.6, ces e´le´ments textuels sont nume´rote´s de gauche a`
droite, avec une exception pour les textes contenus dans des e´le´ments de saut comme
la balise ² de l’exemple. Ceux-ci sont repousse´s a` la fin du parent* de l’e´le´ment de saut
concerne´ (ici : ’par’).
Le texte qui doit eˆtre fourni en entre´e du syste`me S est reconstitue´ en suivant
l’ordre de nume´rotation des balises, c’est-a`-dire que le texte contenu dans les e´le´ments
de saut est repousse´ (figure C.7). Les ruptures de contexte de lecture (e´le´ments durs
et e´le´ments de saut) sont mate´rialise´es par un caracte`re de se´paration, ici un point,
entoure´ d’espaces.
Finalement, les positions des caracte`res correspondant au de´but et a` la fin de chaque
e´le´ment textuel sont conserve´s (table C.1). Les espaces ne sont pas comptabilise´s1.
Le texte reconstitue´ est e´crit dans un fichier, et le syste`me de l’utilisateur est ap-
pele´2. La seule contrainte concernant ce syste`me est qu’il doit retourner, entre autres
informations, le texte initial qui lui est passe´ en entre´e (espaces exclus ou ajoute´s).
1Le fait de ne pas conside´rer les espaces permet une souplesse indispensable aux syste`mes d’analyse
de texte, qui peuvent ainsi couper les mots comme bon leur semble. Ainsi un analyseur morphosyn-
taxique comme TreeTagger va couper la chaˆıne de caracte`res “l’a” en “l’ ” (article) + “a” (verbe).
2Pour les de´tails pratiques du parame´trage de l’outil, consulter le manuel [225].
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Nume´ro Caracte`res concerne´s Texte correspondant
¬ 1-8 Visitez I
­ 9-15 stanbul
16 (fin contexte)
® 17-51 Cette ancienne . . . trois empires




² 76-124 Istanbul traversa . . . ottoman
Tab. C.1 – XGTagger, conservation des informations du document initial.
Sortie de S Mise en correspondance
Texte Caracte`res Ele´m.
initial cat concerne´s parent Nouvel e´le´ment cre´e´
Visitez VER:pres 1-7 ¬ <w id="1" cat="VER:pres">Visitez</w>
Istanbul NAM 7-8 ¬ <w id="2" cat="NAM">I</w>
9-15 ­ <w id="2" cat="NAM">stanbul</w>
. SENT 16 – fin contexte, id ← id +1
Cette PRO:DEM 17-21 ® <w id="4" cat="PRO:DEM">Cette</w>
ancienne ADJ 22-29 ® <w id="5" cat="ADJ">ancienne</w>
capitale NOM 30-37 ® <w id="6" cat="NOM">capitale</w>
. . . . . . . . . . . . . . .
. . . . . . . . . . . . . . .
en PRP 65-66 ¯ <w id="12" cat="PRP">en</w>
Turquie NAM 67-73 ° <w id="13" cat="NAM">Turquie</w>
. SENT 74-74 ± <w id="14" cat="SENT">.</w>
. SENT 75 – fin contexte, id ← id +1
Istanbul NAM 76-83 ² <w id="16" cat="NAM">Istanbul</w>
. . . . . . . . . . . . . . .
Tab. C.2 – XGTagger, mise en correspondance de la sortie du syste`me avec les informa-
tions concernant le document initial. Le lien entre les nume´ros des caracte`res concerne´s
et l’e´le´ment qui les contient est fait graˆce a` la table C.1.
Le document XML initial est ensuite parcouru une seconde fois, dans le meˆme
ordre que la premie`re, et la sortie de S est consulte´e en paralle`le. La table C.2 montre
la dernie`re phase, celle de la mise en correspondance entre le document initial d’une
part et la sortie du syste`me d’autre part. De nouveaux e´le´ments sont ainsi cre´e´s et
inse´re´s a` la structure, pour former un nouveau document XML (voir la sortie finale a`
la figure C.2 page 216).
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Annexe D
Interfaces en langage naturel
Nous donnons ici un certain nombre de requeˆtes sur lesquelles nous avons travaille´
dans le cadre d’INEX. La description en Anglais est celle propose´e par l’auteur de la
requeˆte, tandis que l’expression NEXI est celle ge´ne´re´e par notre interface de base, sans
aucune modification concernant la recherche contextuelle.
La distinction entre “contenu seulement” et “contenu et structure” est celle sugge´re´e
par INEX.
D.1 Contenu seulement
– Find articles about LDAP and single sign on procedures.
//article[(about(., ”single sign” LDAP) and about(., procedures))]
– Look for an article, published in either the year 2000 or the year 2001, that deals
with quantum computation and is not about quantum mechanics.
//article[((about(.//yr, 2000) and (about(., ”quantum computation”) and about(.//yr,
2001))) AND NOT about(., ”quantum mechanics”))]
– Use of natural language processing techniques and/or artificial intelligence tech-
niques as a Intelligent Information Retrieval approach to discover information
and knowledge from Medical Informatics Literature
//article[((about(., ”Intelligent Information Retrieval””artificial intelligence”) and
about(., ”natural language processing”)) and (about(., ”Medical Informatics Lite-
rature” knowledge) and about(., discover)))]//*[about(., knowledge)]
– I am interested in articles discussing machine translation approaches but not
programming languages translation approaches.
//article[(about(., ”machine translation”) AND NOT about(., ”programming lan-
guages translation”))]
– I want to know what personal privacy concerns have been raised by the sur-
veillance of the Central Intelligence Agency and he Federal Bureau of Investiga-
tion. I cam particularly interested in project Carnivore.
//article[((about(., surveillance) and (about(., ”Central Intelligence Agency”) and
about(., ”Federal Bureau of Investigation”))) and about(., cam))]//*[about(.//*,
Carnivore project)]
– I want information about conferences and workshops in the multimedia field.
Relevant items might be in the articles titled ”call for papers” or ”upcoming
events”.
//article[(about(., ”multimedia field” workshops) and about(.//article//atl, ”call
for papers” ”upcoming events”))]//*[about(., conferences workshops)]
– I want to find documents describing the development of synthesizers for music
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creation, including documents describing the history of music synthesizers
//article[(about(., ”music synthesizers” history) and (about(., ”music creation”
synthesizers) and about(., development)))]
– Find references that are about Dempster-Shafer Application, where the applica-
tion is modeled by Dempster-Shafer theory, and it is a Database related problem
(not AI, IR), and the solution is shown with expressive experiment results.
//article[(about(., ”expressive experiment results”solution) AND NOT (about(.//*,
AI) AND NOT about(.//*, IR)))]//*[(about(., ”Dempster-Shafer Application”)
and (about(., modeled) and (about(., application) and (about(., theory) and
about(., Database Dempster-Shafer)))))]
– I want to know about applications of differential geometry in brain research. I’m
looking for relevant information within the content of the document.
//article[about(., ”differential geometry” brain)]//*[about(.//*, ”differential geo-
metry”)]
– I am looking for information in the body of the article about latent semantic
analysis or about latent semantic indexing
//article//*[about(., ”latent semantic analysis” ”latent semantic indexing” LSA
LSI)]
– support and deployment of IPv6
//article//*[(about(., deployment support) and about(., IPv6))]
– Seek information about two well-known ensemble learning methods : Adaboost
and Bagging.
//article[about(., Adaboost Bagging)]//*[about(., ensemble learning)]
– I would like to know about the ATM technology used in the wireless network with
applications multimedia.
//article//*[(about(., technology) and (about(., ”applications multimedia” ”wire-
less network”) and about(., ATM)))]
– I want to know concepts and some technical information about eletronic com-
merce. But is relevant articles that describes e-commerce as a business strategy.
//article//*[(about(., ”business strategy” e-commerce) and about(., ”eletronic
commerce” concepts))]
– Return the names of commercial speech recognition software packages, along with
the capabilities and limitations of each.
//article//*[(about(., ”commercial speech recognition software packages”) and
about(., capabilities limitations))]
– Find documents or document components, most probably sections, that discuss
the granularity of learning objects.
//article//*[(about(., learning objects) and about(., granularity))]
– Retrieve information about composing music with computer assistance. MIDI is
a known method used in composing and note writing.
//article[(about(., ”note writing” composing) and about(., MIDI))]//*[(about(.,
composing music) and about(., ”computer assistance”))]
– Find articles and sections on user-centered design for web sites
//article//(article|sec)[about(., ”user-centered design” ”web sites”)]
– I would like to find a document component containing textual description or a
figure explaining the architecture of a multimedia retrieval system.
//article//*[about(.//*, ”multimedia retrieval system” architecture)]
– I’m looking for text about the Gibbs sampler.
//article//*[about(., Gibbs sampler)]
– Find text containing equations for a hidden Markov model (HMM).
//article//*[(about(., equations) and (about(., HMM) and (about(., hidden) and
about(., Markov model))))]
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– I’m searching for article sections or abstracts that deal with multimedia document
models or approaches for multimedia content authoring.
//article//(sec|abs)[about(., ”multimedia content authoring” ”multimedia docu-
ment models”)]
– Return all the articles related to how to mine frequent pattern (e.g. graph, itemset,
sequence). Note that freqent itemset is usually referred as association rule mining.
//article[(about(., ”association rule mining””freqent itemset”) and (about(., ”mine
frequent pattern”) and (about(., itemset sequence) and about(., graph))))]
– Find an article dealing with history of Artificial Intelligence.
//article[about(., ”Artificial Intelligence” history)]
– I am interested to know more about DOM and SAX.
//article//*[about(., DOM SAX)]
– What are the problems and physical limits that are encountered by the micro-
processor miniaturization process ?
//article//*[about(., ”microprocessor miniaturization process” ”physical limits”)]
– Find information about the relevance of Marshall McLuhan’s ideas for current
digital technologies.
//article//*[(about(., ideas) and about(., ”Marshall McLuhan” ”digital technolo-
gies”))]
– Find documents or document components, most probably sections, that describe
the approach of code signing and verification.
//article//*[about(., ”code signing” verification)]
– Case studies in the use of ontologies
//article//*[about(., ”Case studies” ontologies)]
D.2 Contenu et structure
– We are seeking for information on how modern operating systems implement
threads.
//article//*[(about(., implement threads) and about(., ”operating systems”))]
– sections about frequent itemsets from articles with abstract about data mining
//article[about(.//abs, ”data mining”)]//sec[about(., ”frequent itemsets”)]
– sections of articles in which an introduction to information retrieval is given
//article//sec[(about(., ”information retrieval”) and about(., introduction))]
– applications of information retrieval systems in digital libraries.
//article//*[about(., ”digital libraries” ”information retrieval systems”)]
– We are interested in articles from statistical machine learning community which
contain sections about mutual information criterion.
//article[(about(.//sec, ”mutual information criterion”) and (about(., learning
”statistical machine”)))]
– I would like to find sections in an article describing the application of Hidden
Markov Models (HMMs) to hand gesture recognition. The major topic of the
article should be hand gesture recognition and it must contain detailed description
of the usage of HMMs in the retrieved component.
//article[(about(.//*//*, HMMs) and (about(., ”hand gesture recognition”) and
about(.//*, ”hand gesture recognition”)))]//sec[(about(., HMMs) and (about(.,
”gesture recognition” hand) and about(., ”Hidden Markov Models”)))]
– Explanation of the state space explosion problem in model checking
//article//*[(about(., ”model checking””state space explosion”) and about(., ”state
space explosion”))]
– Retrieve sections discussing free public licenses as well as open source code and
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the impacts on using them. Linux envionment and gnu public license are related
strongly to free licenses.
//article[(about(., ”Linux envionment” ”gnu public license”) and about(., ”free
licenses”))]//sec[(about(., ”free public licenses”) and about(., impacts))]
– We are looking for paragraphs describing watermarking in articles which describe
data embedding.
//article[about(., ”data embedding”)]//p[about(., watermarking)]
– Retrieve information about evaluation methodology or evaluation measures used
for usability testing (experiments) in digital libraries.
//article[(about(., ”usability testing” experiments) and about(., ”digital libraries”
experiments))]//*[about(., ”evaluation measures” ”evaluation methodology”)]
– Find bibliography entries about database access methods for spatial and text data
from articles related to that topic.
//article//bb[(about(., ”database access” spatial) and about(., ”text data”))]
– We are looking for sections in articles where ”image retrieval” is talked about,
that describe ”latent semantic indexing”.
//article[about(., ”latent semantic indexing”)]//sec[about(., ”image retrieval”)]
– In articles about bayesian networks find sections that are about learning the
structure of the network.
//article[(about(., network structure) and about(., ”bayesian networks”))]//sec[about(.,
learning)]
– I am looking for articles where the main theme is the Turing test or ”imitation
game” where machines imitate human intelligence and consciousness.
//article[(about(., imitate machines) and (about(., ”human intelligence”conscious-
ness) and about(.//*, ”imitation game”)))]
– We are looking for sections in articles whose abstracts contain ”spatial join”, that
describe ”performance evaluation”.
//article[about(.//abs, ”spatial join”)]//sec[about(., ”performance evaluation”)]
– articles citing research by Abiteboul.
//article[about(.//bib//bb//au, Abiteboul)]
– Vita and details about authors that are phD students.
//article//*[about(.//au, ”phD students”)]
– Find paragraphs about word processing applications running in Linux operating
system.
//article//p[(about(., ”processing applications”) and (about(., running) and about(.,
”operating system” Linux)))]
– In articles discussing web searching find sections explaining the vector space mo-
del.
//article[about(., web)]//sec[about(., ”vector space model”)]
– Find sections with section titles about ’inverse kinematics’ in articles about ani-
mation.
//article[about(., animation)]//sec[about(.//st, ”inverse kinematics”)]
– Find sections about simulated annealing in articles that mention genetic algo-
rithms
//article[about(., ”genetic algorithms”)]//sec[about(., ”simulated annealing”)]
– We are looking for paragraphs in articles about information retrieval dealing with
relevance feedback.
//article[about(., ”information retrieval”)]//p[about(., ”relevance feedback”)]
– Give me some pre-existing examples of stemmed words out of sections of papers
//article//sec[about(., pre-existing stemmed)]
– we want abstracts which explicitly mention database access in perl
//article[about(., perl)]//abs[about(., ”database access”)]
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– Retrieve sections about threads from articles about java
//article[about(., java)]//sec[about(., threads)]
– The topic is to find XML articles with a section on information integration or
information exchange over the web.
//article[(about(.//sec, web) and about(., XML))]
– Find bibliografic references that are about text categorisation where Support
Vector Machines (SVM) categoriser is used.
//article//bb[(about(., ”text categorisation”) and (about(., categoriser) and about(.,
”Support Vector Machines” SVM)))]
– We are interested in finding the sections about experiment design and experiment
results of different classification methods. We hope that the abstract should men-
tion the classification methods.
//article[about(.//abs, classification)]//sec[(about(., ”experiment design” ”expe-
riment results”) and about(., classification))]
– We are looking for the abstracts of the documents about data mining and written
by Jiawei Han.
//article//abs[(about(., ”Jiawei Han”) and about(., ”data mining”))]
– We are searching paragraphs dealing with version management in articles contai-
ning a paragraph about object databases.
//article[about(.//p, ”object databases”)]//p[about(., ”version management”)]
– Find paragraphs or figure-captions containing the definition of Godel, Lukasiewicz
or other fuzzy-logic implications
//article//(p|fgc)[(about(., definition) AND (about(., Godel) OR (about(., Luka-
siewicz) OR about(., ”fuzzy-logic implications”))))]
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Glossaire
XML
anceˆtre : Un e´le´ment ou nœud XML est anceˆtre d’un autre s’il contient celui-ci, quel
que soit le nombre d’e´le´ments ou nœuds situe´s entre eux.
contexte de lecture : Le re´tablissement des contextes de lecture dans un document
XML consiste a` retrouver la line´arite´, le “fil” du texte contenu dans ce document,
en faisant abstraction des coupures engendre´es par certains types de balises. Voir
le chapitre 4.
descendant : Un e´le´ment ou nœud XML est descendant d’un autre s’il est contenu
par celui-ci, quel que soit le nombre d’e´le´ments ou nœuds situe´s entre eux.
document (vue XML oriente´e-) : approche des documents XML qui conside`re le
document comme un texte traditionnel comportant un marquage structurel. Cette
vue s’oppose a` la vue oriente´e donne´es*. Voir la section 1.2.
document plat : Document ne comportant aucune marque formelle (balisage) indi-
quant la structure ou la pre´sentation du texte. Voir la section 1.2
donne´es (vue XML oriente´e-) : Approche des documents XML qui conside`re le do-
cument comme une structure contenant des donne´es, ayant une fonction compa-
rable a` celle d’une base de donne´es. Cette vue s’oppose a` la vue oriente´e docu-
ment*. Voir la section 1.2.
doxel : Ele´ment XML.
enfant : Un e´le´ment ou nœud XML est l’enfant d’un autre s’il est contenu par celui-ci
de fac¸on directe, sans e´le´ment ou nœud situe´ entre eux.
feuille : Dans un document XML, un nœud (ou e´le´ment) feuille est un nœud qui se
situe au bout de l’arbre, qui ne posse`de pas d’enfant non textuel.
granularite´ : La notion de granularite´ de´finit la taille du plus petit e´l´ement, au-dela`
duquel l’information n’est plus de´coupe´e par du balisage.
nœud : Element XML, dans la repre´sentation arborescente.
parent : Un e´le´ment ou nœud XML est l’enfant d’un autre s’il contient celui-ci de
fac¸on directe, sans e´le´ment ou nœud situe´ entre eux.
racine : Dans un document XML, un nœud (ou e´le´ment) racine est le nœud anceˆtre
de tous les autres, celui qui contient l’ensemble du document.
Recherche d’information
cible : Dans une requeˆte structure´e, la cible est la partie de la requeˆte qui spe´cifie




exhaustivite´ : En recherche d’information semi-structure´e, l’exhaustivite´ de´crit a` quel
point l’e´le´ment traite du sujet de la requeˆte (voir section 2.5.4.3).
langage naturel (requeˆte) : Se dit d’une requeˆte exprime´e par une phrase comple`te
ou un groupe de mots en langage naturel, par opposition a` une requeˆte dans un
langage formel.
lemmatisation : Ope´ration consistant a` extraire la forme canonique d’un mot (son
lemme), ainsi qu’e´ventuellement d’autres informations morphologiques. Exemple :
“voitures” est au fe´minin pluriel, et a pour lemme voiture.
poids : Importance d’un mot dans un e´nonce´ ou dans un document. Voir la section 2.3.1.
pre´cision : taux de documents pertinents parmi tous les documents retrouve´s par le
syste`me (voir page 36).
rappel : taux de documents pertinents retrouve´s par le syste`me parmi l’ensemble des
documents pertinents de la collection (voir page 36).
spe´cificite´ : En recherche d’information semi-structure´e, la spe´cificite´ de´crit a` quel
point l’e´le´ment se focalise sur le sujet de la requeˆte (et pas sur d’autres sujets –
voir section 2.5.4.3).
support : Dans une requeˆte structure´e, le support est la partie de la requeˆte qui
concerne les e´le´ments qui ne doivent pas eˆtre retourne´s a` l’utilisateur, ceux qui ne
servent que d’aide au syste`me pour satisfaire le besoin exprime´ (par opposition a`
la cible*). Voir la section 2.4.2.2.
Linguistique et linguistique informatique
Certaines des de´finitions ci-dessous sont partiellement ou totalement issues du Dic-
tionnaire de linguistique et des sciences du langage, de Jean Dubois [67], ou du Dic-
tionnaire des sciences du langage de Franck Neveu [171].
anaphore : Relation re´fe´rentielle qui s’exerce a` l’inte´rieur du discours entre deux ex-
pressions linguistiques, dont l’une rec¸oit son interpre´tation du sens re´fe´rentiel de
l’autre. Par exemple, par l’anaphore pronominale, un pronom est utilise´ pour
de´signer un re´fe´rent introduit au pre´alable. Voir la section 3.4.3.1 page 68.
association droite : Re`gle de re´duction des ambigu¨ıte´s syntaxiques selon laquelle les
attachements de constituants doivent se faire avec le constituant le plus proche
(le plus a` droite). Voir la section 5.2.4, page 122.
attachement minimal : Re`gle de re´duction des ambigu¨ıte´s syntaxiques selon laquelle
les constructions arborescentes posse´dant le moins de nœuds doivent eˆtre pre´fe´-
re´es. Voir la section 5.2.4, page 122.
composition : Proce´de´ de cre´ation lexicale re´alise´e au moyen de la juxtaposition de
plusieurs morphe`mes* libres (“malveillant”, “portemanteau”, “maˆchefer”. . .).
de´rivation : Proce´de´ qui consiste a` former de nouveaux mots en modifiant le mor-
phe`me par rapport a` la base (par ajout d’un pre´fixe ou d’un suffixe.
ellipse : Suppression d’un constituant attendu dans le discours mais dont l’absence ne
fait pas obstacle a` l’interpre´tation de l’e´nonce´. Voir la section 3.4.3.2 page 70.
e´tiquetage morphosyntaxique : reconnaissance des mots et de leur cate´gorie gram-
maticale dans un texte.
flexion : Modification que subissent les mots qui se de´clinent, se conjuguent, prennent
la marque du pluriel, etc.
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hyperonymie : On appelle hyponomie un lexe`me* subordonne´ a` un autre lexe`me, qui
lui est par conse´quent superordonne´, et qui est appele´ hyperonyme. Par exemple,
“basset”, “pomme”, “tilleul” sont des hyponymes de “chien”, “fruit”, “arbre”.
hyponymie : voir hyperonymie.
intransitif : un verbe intransitif est un verbe qui n’admet pas de comple´ment d’objet.
langage naturel : Se dit du langage ”normal” parle´ par un eˆtre humain, quelle que
soit sa langue. S’oppose aux langages de programmation formels en informatique.
lemme (1) (ou lexie) : unite´ autonome constituante du lexique d’une langue.
lemme (2) : racine d’un mot, de´pouille´e des marques d’accord et de conjugaison. C’est
la forme graphique conventionnellement choisie comme adresse dans un lexique.
lexique : le lexique d’une langue constitue l’ensemble de ses lemmes* ou, d’une manie`re
plus courante mais moins pre´cise, ”l’ensemble de ses mots”.
morphe`me : unite´ minimale de signification (racine des mots).
morphologie (1) : e´tude de la forme des mots, a` travers les phe´nome`nes ressortissant
de la flexion*, de la de´rivation* et de la composition*.
morphologie (2) : e´tude conjointe des re`gles de structure interne des mots et de leurs
re`gles de combinaison (morphosyntaxe).
polyse´mie : Proprie´te´ d’un mot d’avoir plusieurs significations distinctes.
pragmatique : e´tude de la signification des e´nonce´s en lien avec le contexte (interlo-
cuteurs, phrases pre´ce´dentes, connaissance commune du monde, . . .).
re`gle hors contexte : re`gle de grammaire de la forme G → D, dans laquelle G est
un unique e´le´ment et D une se´quence d’e´le´ments, qui peut eˆtre remplace´e par G,
quel que soit leur contexte d’apparition (voir la section 3.3.3.2).
se´mantique : e´tude de la signification des e´nonce´s, inde´pendament de tout contexte.
synonymie : Proprie´te´ de plusieurs mots d’avoir une meˆme signification ou des signi-
fications approche´es.
syntagme : Constituant syntaxique, suite de morphe`mes* organise´ autour d’une teˆte*
et exerc¸ant dans la phrase la meˆme fonction syntaxique que celle-ci. Un syntagme
nominal a pour teˆte un nom, un syntagme verbal, un verbe, etc.
syntaxe : partie de la grammaire de´crivant les re`gles par lesquelles se combinent en
phrases les unite´s significatives (mots).
teˆte : la teˆte est le constituant lexical principal du syntagme, dont la fonction et la
distribution sont identiques a` celles de l’ensemble du groupe.
trait : caracte´rique particulie`re d’un mot ou d’un constituant linguistique. Exemple :
le genre, le nombre d’un nom, le temps d’un verbe.
transitif : un verbe transitif implique la pre´sence d’un syntagme nominal* pour le
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