Marquette University

e-Publications@Marquette
Electrical and Computer Engineering Faculty
Research and Publications

Electrical and Computer Engineering, Department
of

9-1-2017

Data Improving in Time Series Using ARX and
ANN Models
Hermine Nathalie Akouemo Kengmo Kenfack
Marquette University

Richard J. Povinelli
Marquette University, richard.povinelli@marquette.edu

Accepted version. IEEE Transactions on Power Systems, Vol. 32, No. 5 (September 2017): 3352-3359.
DOI. © 2017 IEEE. Used with permission.

Marquette University

e-Publications@Marquette
Electrical and Computer Engineering Faculty Research and
Publications/College of Engineering
This paper is NOT THE PUBLISHED VERSION; but the author’s final, peer-reviewed manuscript. The
published version may be accessed by following the link in the citation below.

IEEE Transactions on Power Systems, Vol. 32, No. 5 (September, 2017): 3352-3359. DOI. This article is
© Institute of Electrical and Electronics Engineers (IEEE) and permission has been granted for this
version to appear in e-Publications@Marquette. IEEE does not grant permission for this article to be
further copied/distributed or hosted elsewhere without the express permission from IEEE.

Data Improving in Time Series Using ARX and ANN Models
Hermine N. Akouemo
Department of Electrical and Computer Engineering, Marquette University, Milwaukee

Richard J. Povinelli
Department of Electrical and Computer Engineering, Marquette University, Milwaukee

Abstract:
Anomalous data can negatively impact energy forecasting by causing model parameters to be
incorrectly estimated. This paper presents two approaches for the detection and imputation of
anomalies in time series data. Autoregressive with exogenous inputs (ARX) and artificial neural network
(ANN) models are used to extract the characteristics of time series. Anomalies are detected by
performing hypothesis testing on the extrema of the residuals, and the anomalous data points are
imputed using the ARX and ANN models. Because the anomalies affect the model coefficients, the
data cleaning process is performed iteratively. The models are re-learned on “cleaner” data after an
anomaly is imputed. The anomalous data are reimputed to each iteration using the updated ARX and
ANN models. The ARX and ANN data cleaning models are evaluated on natural gas time series data.
This paper demonstrates that the proposed approaches are able to identify and impute anomalous data
points. Forecasting models learned on the unclean data and the cleaned data are tested on an

uncleaned out-of-sample dataset. The forecasting model learned on the cleaned data outperforms the
model learned on the unclean data with 1.67% improvement in the mean absolute percentage errors
and a 32.8% improvement in the root mean squared error. Existing challenges include correctly
identifying specific types of anomalies such as negative flows.

SECTION I.
Introduction
Data cleaning is the process that consists of detecting and imputing anomalous data [1]. In the
energy domain, training accurate forecasting models requires data that correctly captures the
underlying system. However, energy signals often contain anomalies, which can be due to
various causes such as human error (e.g., mistyping) or system error (e.g., erroneous
measurement). During model training, anomalous energy signals yield erroneous forecasting
models. Applying an erroneous forecasting model on out-of-sample signals yields inaccurate
forecasts. Thus, anomaly detection and imputation is an important forecasting problem. Since
domain knowledge is critical to determine whether a data point is anomalous, we limit our
analysis to the energy domain.
This paper presents two novel approaches that combine time series models with hypothesis
testing to detect and impute anomalies in energy time series. The time series models are an
autoregressive with exogenous inputs (ARX) model and an artificial neural network (ANN)
model. The contributions of the proposed algorithms are their ability to extract time series
features using an ARX or ANN model, to use the residuals from applying the model to identify
anomalous data points, and then to impute replacement values for the identified anomalies.
Our approaches are able distinguish between anomalies and data points in the tails of the
residual distribution by taking into account the statistics of the residuals and the number of
samples in the data set.
The remainder of the paper is divided into three sections. Section II discusses previous work
on data cleaning. Section III provides an overview of ARX and ANN modeling, along with the
novel algorithms that combine time series modeling, hypothesis testing, and anomaly
imputation. The concluding section presents the results and analysis.

SECTION II.
Previous Work
Training accurate models in the energy domain requires anomaly-free training signals, where
anomalies refer to data points that are considerably dissimilar to the remaining points in the
data set [2]. Choy defines two types of time series anomalies: additive anomalies that are
isolated events and innovative anomalies that are errors propagated through time in the
system [3]. Typically, additive outliers need to be deleted or replaced because they induce

biased variances and estimates [4]. Innovative outliers do not require a correction of the
measurements because they are usually noise [5]. In this work, we focus on additive anomalies.
Probabilistic techniques have been used for outlier detection in combination with a rejection
threshold, hence yielding many false positives for large data sets [6]– [8]. However, in real data
sets, the underlying distribution of the data is not known, and there is not an optimal rule for
choosing or calculating a rejection threshold.
Numerous authors have studied the impact of anomalous data in the parameter estimation of
autoregressive integrated moving average (ARIMA) models [9]– [12]. Tsay investigated the
variance changes and level shifts caused by additive and innovative anomalies [13].
Autoregressive moving average with exogenous inputs (ARMAX) models also have been
studied for outlier detection [14]–[17]. In statistical approaches, anomalies are data points that
deviate considerably from their predicted values [18]. Anomalies are detected by analyzing the
residuals (difference between actual and estimated values) because they affect the structure,
parameters, and variance of the models [11].
Work in estimating ARIMA parameters includes Amini et al. [19], and Boroojeni et al. [20]. Amini
et al. presented an approach to forecasting electrical vehicle charging using a decoupled
ARIMA approach. The parameters of the ARIMA model are tuned to improve performance [19].
Boroojeni et al. presented a two-tier demand forecasting approach to forecasting energy use
and production on the smart grid. The two-tiers are a maximum likelihood estimator for longer
durations and an ARIMA model for short term forecasting [20]. They have also used a multiseasonal ARIMA model to forecast the PJM interconnection [21].
The disadvantage of autoregressive moving average (ARMA) models for outlier detection is
that the exact order of the polynomial functions for real time series data is difficult to determine
[22], [23].
Hawkins et al. and Zhang et al. studied outlier detection using neural networks [24], [25]. Neural
networks select one model from a set of allowed models with the goal of minimizing a cost
function. An outlier in this case is an observation that does not conform to the pattern of the
selected model [26]. Chen et al. presented a method for optimizing the parameters of ANN
model by using sieves, which are lower order versions of the model, and uses this approach to
estimate the model parameters of three different types of ANNs [27], [28]. Bakirtzis et al.
developed a short-term load forecasting system using ANN to forecast demand for the Greek
Public Power Corporation [29]. Sarwat et al. have used a ANN to predict the rate of weather
caused electrical system interruptions [30]. The advantage of neural networks are that they can
differentiate between anomalies from different classes. Weekley et al. also applied clustering
techniques to a reconstructed phase space to detect anomalies [16]. To make valid and efficient
inferences about the data, anomalous data needs to be imputed after their detection.
Two approaches to identifying and imputing anomalies in energy time series are examined in
this paper: ARX and ANN data cleaning models. Because of the potential presence of
anomalies, the learned parameters of the models may be biased [9]–[12]. To identify the
anomalies, the algorithms calculate the residuals. Hypothesis testing is used to detect

anomalies in the residuals and to avoid false positives by taking into account the number of
samples in the residual distribution. We assume the residuals are normal. While this
assumption is violated in practice, it is useful to develop the theoretical aspect of the
technique. Hypothesis testing identifies anomalies in the tails of the distribution. Anomalies in
this case are data points considered inconsistent with the distribution of the residual data set.
Data cleaning consists of detecting and imputing anomalous data. Therefore, the anomalies
identified are imputed using calculated replacement values [31]– [33]. The replacement values
also are calculated using ARX or ANN models.
As the anomalies are imputed, the estimation of model parameters improves. Therefore, the
data cleaning process is implemented iteratively. The next section of this paper provides an
overview of ARX and ANN modeling and describes the ARX and ANN data cleaning
algorithms.

SECTION III.
Methods
This section presents the methods used for outlier detection and imputation: the ARX and ANN
data cleaning algorithms. The residuals are extracted with ARX or ANN models and the
anomalies are found on the residuals using the hypothesis-driven outlier detection algorithm.

A. Hypothesis-Driven Outlier Detection Algorithm
Hypothesis testing is a statistical technique that draws conclusions about a sample point by
testing whether it comes from the same distribution as the training data [8]. A hypothesis is a
statement about the values of the parameters of a probability distribution [34]. Here, the
hypothesis tests whether the extrema of the residuals are likely drawn from the probability
distribution of the residuals. The null hypothesis (H0 ) is that the extremum of the residuals is
not an outlier, while the alternative hypothesis (Halt ) is that the extremum of the residuals is an
outlier. The null hypothesis is rejected in favor of the alternative with a level of significance α,
the probability of committing a type I error. A type I error occurs if the null hypothesis is
rejected when true, and a type II error occurs if the null hypothesis is not rejected when it is
false. In this paper, we set α=0.01 .
Let the experiment be 𝐸𝐸 = {Classifyinganextremum}. The outcomes of the experiment 𝐸𝐸 are
“outlier” or “not outlier.” If the probability of “outlier” in the experiment 𝐸𝐸 is p, the probability of
“not outlier” is 1- p. Let the number of samples in the data set be 𝑛𝑛. Each classification of an
extremum is an independent experiment. Therefore, the experiment 𝐸𝐸 is a Bernoulli trial. The
problem is to find the number of Bernoulli trials needed to observe an “outlier” in at least 𝑛𝑛
trials and supported by the set of 𝑛𝑛 samples. This corresponds to the cumulative distribution
function of a geometric distribution [35]. The number of Bernoulli trials should be less than the
level of significance α for the data point to be considered an outlier. By taking into account the
number of samples and the probability of the data points, the hypothesis-driven outlier

detection algorithm sets an effective bound on how many potential anomalies there might be in
a data set. Our hypothesis-driven outlier detection algorithm is presented in Algorithm 1.

Algorithm 1: Hypothesis-Outlier-Detection.
Require: X,α , assumed distribution Dist(𝑋𝑋, 𝛽𝛽)

% Choose the minimum 𝑥𝑥 and the maximum 𝑥𝑥
% values of X as potential anomalies

% Find the parameters of their corresponding distributions
𝑋𝑋𝑚𝑚𝑚𝑚𝑚𝑚 ← 𝑋𝑋 ∖ �𝑥𝑥�

𝑋𝑋𝑚𝑚𝑚𝑚𝑚𝑚 ← 𝑋𝑋 ∖ {𝑥𝑥}

Dist min ← estimate𝛽𝛽 ′ 𝑠𝑠𝑠𝑠𝑠𝑠𝑋𝑋min

Dist max ← estimate𝛽𝛽′ 𝑠𝑠𝑠𝑠𝑠𝑠𝑋𝑋max

% Compute the probability that the potential anomalies
% belong to the distribution of the remaining data points
𝑝𝑝𝑚𝑚𝑚𝑚𝑚𝑚 ← 𝑐𝑐𝑐𝑐𝑐𝑐(𝐷𝐷𝐷𝐷𝐷𝐷𝑡𝑡𝑚𝑚𝑚𝑚𝑚𝑚 , 𝑥𝑥)

𝑝𝑝𝑚𝑚𝑚𝑚𝑚𝑚 ← 1 − 𝑐𝑐𝑐𝑐𝑐𝑐(𝐷𝐷𝐷𝐷𝐷𝐷𝑡𝑡𝑚𝑚𝑚𝑚𝑚𝑚 , 𝑥𝑥)

𝑔𝑔𝑚𝑚𝑖𝑖𝑖𝑖 ← 1 − (1 − 𝑝𝑝𝑚𝑚𝑚𝑚𝑚𝑚 )𝑛𝑛

𝑔𝑔𝑚𝑚𝑚𝑚𝑚𝑚 ← 1 − (1 − 𝑝𝑝𝑚𝑚𝑚𝑚𝑚𝑚 )𝑛𝑛

% Determine if 𝑥𝑥 or 𝑥𝑥 are anomalous based on α
if (𝑔𝑔max < 𝛼𝛼) ∨ (𝑔𝑔min < 𝛼𝛼) then

% The extremum with the lowest p is the anomaly
if (𝑔𝑔min < 𝑔𝑔max ) then

outlierIndex←index(𝑥𝑥)
else

outlierIndex←index(𝑥𝑥)
end if
else
% Exit condition: There is no anomaly in the data set.
outlierIndex ← nil
end if

return outlierIndex

Algorithm 2: ARX-Data-Cleaning.
Require: time series 𝑦𝑦, exogenous inputs (𝑏𝑏, 𝑛𝑛𝑥𝑥 ), ARmodel order 𝑝𝑝
potentialAnomalies ← true
Indices ← ∅

while (potentialAnomalies) do
% Estimate ARX model and calculate the residuals
model ← ARX(𝑦𝑦, 𝑝𝑝, 𝑏𝑏, 𝑛𝑛𝑥𝑥 )

residuals← Calculate-Residuals (model, 𝑦𝑦, 𝑏𝑏)

% Find the largest anomaly at the level of significance 𝛼𝛼
𝑖𝑖 ←← Hypothesis-Outlier-Detection (residuals, 𝛼𝛼)
if 𝑖𝑖 == nil then

% Exit condition: No more anomalies found
potentialAnomalies ← false
else

% Calculate a naïve imputation value for the anomaly
𝑦𝑦[𝑖𝑖] ← 0.5(𝑦𝑦[𝑖𝑖 − 1] + 𝑦𝑦[𝑖𝑖 + 1]

%$ Re-estimate the ARX model
model ← ARX(𝑦𝑦, 𝑝𝑝, 𝑏𝑏, 𝑛𝑛𝑥𝑥 )

% Impute all anomalies found and keep iterating
Indices ← Indices ∪ {i}

for j = 1: Indices.length do

𝑦𝑦(Indices[𝑗𝑗]) ← Forecast (model, 𝑦𝑦, 𝑏𝑏, Indices[𝑗𝑗])
end for
end if
end while
return y, Indices
The advantage of our hypothesis-driven outlier detection algorithm is that it accounts for the
number of samples when computing the likelihood that a data point is an outlier. Time series
are not the outcomes of independent random processes. Therefore, the time series features
are extracted with techniques such as ARX and ANN. The hypothesis-driven outlier detection
considers the residuals of the ARX and ANN models as an ensemble of data points drawn
from a distribution. The algorithm focuses on the anomalous data points. Most importantly, the
algorithm detects points that are most unlikely to be drawn from the assumed underlying
distribution, while avoiding false positive anomalies.

B. ARX Data Cleaning Algorithm
An ARX model is an autoregressive model with exogenous inputs. The ARX model assumes a
stationary and invertible process [36]. The exogenous inputs come from an external system,
which in this work is based on energy forecasting domain knowledge. The autoregressive
model can be viewed as the output of an all-pole infinite impulse response filter whose input is
white noise. An ARX model is written as:
𝑝𝑝

𝑛𝑛𝑥𝑥

𝑖𝑖=1

𝑖𝑖=0

𝑦𝑦(𝑡𝑡) = 𝑐𝑐 + � 𝜙𝜙𝑖𝑖 𝑦𝑦(𝑡𝑡 − 𝑖𝑖) + � 𝜂𝜂𝑖𝑖 𝑏𝑏(𝑡𝑡 − 𝑖𝑖) ,
(1)

where 𝑐𝑐, 𝜑𝜑𝑖𝑖 , and 𝜂𝜂𝑖𝑖 are the constant term, the autoregressive coefficients, and the exogenous
coefficients, respectively. The variables 𝑝𝑝 and 𝑛𝑛𝑥𝑥 are the orders of the autoregressive and
exogenous inputs, respectively. The ARX model is written as ARX(𝑝𝑝, 𝑛𝑛𝑥𝑥 ). An ARX(𝑝𝑝, 0) is

reduced to an autoregressive AR(𝑝𝑝) model. The ARX data cleaning algorithm is presented in
Algorithm 2.
Algorithm 2 assumes that the order of the ARX model is known a priori. The residuals found
after estimation of the ARX model form a distribution of points where anomalies are detected
using hypothesis testing. After an anomaly is identified, the parameters of the ARX model are
re-estimated with the anomaly replaced by a naive impute of
^

𝑦𝑦(𝑡𝑡) =

𝑦𝑦(𝑡𝑡 − 1) + 𝑦𝑦(𝑡𝑡 + 1)
,
2

to ensure that the point is not a false positive and also to remove some contamination from the
imputation model. The new signal is used in a forecasting model to calculate replacement
values for all the anomalies. The estimate of the model parameters improves after each
anomaly is imputed. The replacement values are substituted into the time series, and the
process repeats until no more anomalies are identified.

C. ANN Data Cleaning Algorithm
An artificial neural network is used to learn time series features and predict future values. It is a
suitable choice because of its capability to model nonlinear systems [37].
An ANN is an interconnected network of units (also called neurons), that operate in parallel
and learn from examples (samples) [38]. The defining equation for an autoregressive ANN is
𝑦𝑦(𝑡𝑡) = 𝑓𝑓(𝑦𝑦(𝑡𝑡 − 1), . . . , 𝑦𝑦(𝑡𝑡 − 𝑑𝑑), 𝑏𝑏(𝑡𝑡 − 1), . . . , 𝑏𝑏(𝑡𝑡 − 𝑑𝑑)), (3)

where 𝑏𝑏(𝑡𝑡) and 𝑦𝑦(𝑡𝑡) represent the input and output of the models at time 𝑡𝑡, respectively. The
lag of the system is 𝑑𝑑, and 𝑓𝑓 is a nonlinear function representing the ANN [39].

Algorithm 3: ANN-Data-Cleaning.

Require: time series 𝑦𝑦,𝛼𝛼, exogenous inputs 𝑏𝑏, delay 𝑑𝑑,Ratio R train , R validation , R test

potentialAnomalies ← true
Indices ← ∅

while (potentialAnomalies) do
% Fit data with a NARX network
% Calculate the residuals
net ← Train-ANN (y, 𝑏𝑏, 𝑑𝑑, Ratio)

[residuals, estimatedFlow] ←

Calculate-Residuals (net, 𝑦𝑦, 𝑏𝑏)

% Find the largest anomaly at the level of significance 𝛼𝛼
𝑖𝑖 ←Hypothesis-Outlier-Detection (residuals,𝛼𝛼)

if 𝑖𝑖 == nil then

% Exit condition: No more anomalies found

potentialAnomalies ← false
else

% Use the values estimated by the neural network
% to replace all anomalies found and keep iterating
Indices ← Indices ∪ {i}

y[Indices] ← estimatedFlow[Indices]
end if

end while
return 𝑦𝑦, Indices

The goal of the network is to learn associations (weights and bias values) between the set of
input-output pairs. Because the neural network is small, the weights and bias values are
updated using the Levenberg-Marquardt optimization because it is computationally efficient
and converges quickly [40].
In this paper, 𝑦𝑦(𝑡𝑡) and 𝑏𝑏(𝑡𝑡) are the time series signal and the exogenous inputs, respectively.
There is only one hidden layer, and there is a delay of one in the system. The neural network
performs a one-step-ahead prediction to keep from learning the anomalies. The ANN is retrained after an anomaly is imputed. The neural network architecture is presented in Fig. 1.

Fig. 1. Artificial neural network architecture.
Similarly to the ARX data cleaning algorithm, the ANN extracts time series features and
calculates the residuals. The anomalies are found in the residuals using the hypothesis-driven
outlier detection algorithm. However, ANN models also use the same time series features to
compute estimated values. Those estimates values are used for the imputation of anomalous
data, so a naïve imputation is not necessary for the ANN data cleaning algorithm. The ANN
data cleaning algorithm is presented in Algorithm 3.
The ARX and ANN data cleaning algorithms illustrate each step of the outlier detection and
imputation processes. They also show the iterative nature of the data cleaning process. The
next section of this paper presents the results.

SECTION IV.
Results
This section describes the data set used to test the data cleaning algorithms and presents the
results obtained using the example data set.

A. Data
The data represents the daily consumption of natural gas recorded in the system of a utility in
the United States. The data set ranges from 01 May 2004 to 31 July 2012 (𝑛𝑛 = 3014). The
data set is scaled to maintain confidentiality and is presented in Fig. 2.

Fig. 2. Daily natural gas reported consumption of a utility in the United States.
Because the time series data set is an energy-related signal, the exogenous inputs are
weather-related. The exogenous inputs are the heating degree days wind-adjusted (HDDW)
and the cooling degree days (CDD) [41].
If 𝑇𝑇 and 𝑤𝑤 are the daily average temperature (°F) and wind speed (mph), respectively, the
wind-adjusted HDD is
HDDW𝑇𝑇refH

= max(

72+𝑤𝑤 152+𝑤𝑤
80

,

160

)

× max(0, 𝑇𝑇refH − 𝑇𝑇),

(4)

where 𝑇𝑇refH is the heating reference temperature. Similarly, the CDD is defined as
CDD𝑇𝑇refC = max(0, 𝑇𝑇 − 𝑇𝑇refC ), (5)

where 𝑇𝑇refC is the cooling reference temperature. There is no influence of wind on warmer
days. The base or reference temperature is the temperature below or above which heating or
cooling is needed, respectively [42]. Multiple reference temperatures also can be used to
approximate the climate of a particular region.
For this example, the HDDW are calculated at reference temperatures 55 °F and 65 °F, and
the CDD are calculated at reference temperatures 65 °F and 75 °F.
A delay of one is automatically incorporated in the system for the ANN data cleaning algorithm.
In the case of the ARX data cleaning algorithm, one lag of HDDW and CDD are also used as
exogenous inputs.
The data cleaning results are presented in the next sections.

B. ARX Data Cleaning Results
The results obtained using the ARX data cleaning algorithm are presented in Fig. 3 and
Table I. The input in this case is the natural gas reported consumption, while the exogenous
inputs are [HDDW55, HDDW65, ΔHDDW55, ΔHDDW65, CDD65, CDD75, ΔCDD65,
ΔCDD75]. The AR model order chosen is five. Fig. 3 and Table I depict the anomalies
identified along with their original and imputed values.

Fig. 3. ARX data cleaning results on the natural gas data set using an AR model order of five.
TABLE I Imputation Results for ARX Data Cleaning Algorithm

C. ANN Data Cleaning Results
The outlier detection and imputation results for the ANN data cleaning algorithm are presented
in Fig. 4 and Table II. The input in this case is also the natural gas reported consumption, while
the exogenous inputs are [HDDW55, HDDW65, CDD65, CDD75]. The system has a delay of

one, which also introduces lag in weather signals. The ratio for randomly dividing the data set
is selected to be 70% for training, 15% for validation, and 15% for testing. Fig. 4 and Table II
present the anomalies found along with their original and imputed values.

Fig. 4. ANN data cleaning results on the natural gas data set.
TABLE II Imputation Results for ANN Data Cleaning Algorithm

A comparison between the ARX and ANN data cleaning results is discussed in the analysis
section. The percentage of improvement that data cleaning provides to forecasting accuracy
also is evaluated and presented.

D. Analysis
The imputation results for both the ARX and the ANN data cleaning algorithms are
recapitulated in Table III. Table III shows that the ANN data cleaning algorithm found 16
anomalies versus 12 anomalies identified by the ARX data cleaning algorithm. Both algorithms
identify different data points as anomalies, but they agree on nine data points being
anomalous. However, some obvious anomalies such as the negative flow values that occurred
in May 2007 were not selected by the ARX data cleaning algorithm. Natural gas consumption
can be zero but not negative. The AR model order selected is five, but the time series order is
not exact. Therefore, we conclude that the ARX data cleaning algorithm can be improved using
other techniques to find the AR order of a time series [43]. Also, the imputation results between
the ANN and the ARX are within a 5% margin (compared to the maximum value in the time
series of 1000 Dth). We conclude that the results are consistent because both data cleaning
algorithms use different forecasting models to calculate replacement values.
TABLE III Comparison of the Imputation Results for the ARX and ANN Data Cleaning
Algorithms

To evaluate the improvement that data cleaning brought to forecasting accuracy, out-ofsample errors are calculated for the original (unclean) data set and for both the ARX and ANN
cleaned data sets.
The unclean and clean training sets from 01 May 2004 to 31 July 2011 are used to train the
two forecasting models. Two error metrics are used. The first is the root mean squared error
(RMSE)

RMSE =
^

�

𝑁𝑁

^

(𝑦𝑦(𝑡𝑡)−𝑦𝑦(𝑡𝑡))2

�

𝑡𝑡=1

𝑁𝑁

,

(6)

where 𝑦𝑦(𝑡𝑡) is the actual flow at time 𝑡𝑡, 𝑦𝑦(𝑡𝑡) is the estimated flow at time 𝑡𝑡, and 𝑁𝑁 is the number
of observations. The second error metric is the mean absolute percentage errors (MAPE)
MAPE =

100

^

𝑁𝑁

𝑁𝑁

�

𝑡𝑡=1

|

^

𝑦𝑦(𝑡𝑡)−𝑦𝑦(𝑡𝑡)
𝑦𝑦(𝑡𝑡)

| , (7)

where 𝑦𝑦(𝑡𝑡) is the actual flow at time 𝑡𝑡, 𝑦𝑦(𝑡𝑡) is the estimated flow at time 𝑡𝑡, and 𝑁𝑁 is the number
of observations. The RMSE and MAPE are calculated on the test set from 01 August 2011 to
31 July 2012. It is important to note that the test set (out-of-sample) is not cleaned. In future
work we will implement the two cross validation approaches of Hu et al. [44] The moving
approach fixes the length of the training and testing periods, but training starts at a moving
time. The rolling approach lengthens the training set for each cross-validation.
The forecasting model is derived from Vitullo et al. [41].
^

𝑦𝑦(𝑡𝑡)

=

𝛽𝛽0 + 𝛽𝛽1 HDDW55 + 𝛽𝛽2 HDDW65 + 𝛽𝛽3 ∆HDDW55
+𝛽𝛽4 ∆HDDW65 + 𝛽𝛽5 CDD65 + 𝛽𝛽6 CDD75
2𝜋𝜋DOW
2𝜋𝜋DOW
+𝛽𝛽7 sin(
) + 𝛽𝛽8 cos(
) + 𝑓𝑓(𝑡𝑡).
7
7

The coefficients 𝛽𝛽𝑖𝑖 , 𝑖𝑖 = {1,2,3,4,5,6} are the coefficients of the weather-related inputs. The
reference temperatures are 55 °F, 65 °F, and 75 °F. The weather variables used in this model
are derived from forecasted temperature and wind speed. Multiple reference temperatures can
be used to approximate the climate of a particular region. In that case, the forecasting model
will have more coefficients. 𝛽𝛽0 is the non-varying amount of natural gas load related to
everyday uses such as cooking, water heating, and drying clothes. The coefficients 𝛽𝛽7 and 𝛽𝛽8
represent the variation of natural gas demand by day of the week (DOW). f(t) is used to model
the effect of holidays and days around holidays on the natural gas demand. The out-of-sample
forecasting errors are presented in Table IV, and Figs. 5 and 6.

TABLE IV RMSE and MAPE on Original and Clean Test Sets

Fig. 5. Comparison between RMSE on original and clean data sets from August 2011 to July 2012.

Fig. 6. Comparison between MAPE on original and clean data sets from August 2011 to July 2012.
Table IV shows that all RMSE and MAPE calculated on clean data sets are smaller than
RMSE and MAPE calculated on the original data set. Anomalies impact the estimation of the
parameters of a time series data set, and imputing anomalies improves prediction models. For
our test set, there is an average of 32.8% improvement in RMSE and a 1.67% improvement in
MAPE. The maximum observed improvement is about 76% in RMSE and 16% in MAPE for
April 2012. There is also an improvement of 66% in RMSE and 4.5% in MAPE for June 2012.
Figs. 5 and 6 present a comparison between error measures calculated on the original data set
and ARX and ANN cleaned data sets, and show that the largest improvements are observed in
April and June 2012. They also show that the errors calculated using the ANN data cleaning
algorithm results are smaller or about the same as the errors calculated using the ARX data
cleaning algorithm results. The average difference between the ANN and ARX MAPE is
0.06%. The largest difference error of 1.06% in MAPE is obtained for April 2012 between the
errors calculated using ARX and ANN cleaned data sets, confirming that the results are
consistent because the differences of errors between the results from both data cleaning
algorithms are small. Figs. 5 and 6 show also that the majority of the improvement in the
overall error is due to the improvements in April and June 2012.
Both data cleaning algorithms yield good performance by comparing the percentage of
improvement obtained on forecasting accuracy. While the ARX data cleaning algorithm did not
select some obvious outliers such as negative flow values, the error was considerably reduced
by the data cleaning. The main advantage of the ANN data cleaning algorithm is that it does
not require any additional forecasting model to calculate replacement values, and it does not
require using other statistical techniques to calculate the AR order of the time series. The
neural network model is robust because it is able to learn the structure of the time series
features and uses the same features to calculate replacement values.

SECTION V.
Discussion and Conclusion
The proposed methods are applicable to a wide range of forecasting problems, given the
proper domain knowledge. The domain knowledge is captured in the ARX and ANN imputation
models. If our approach were applied to electric power data cleaning, an imputation model
based on electric power domain knowledge would be used. We surmise that the imputation
models for electric power would have similar inputs and structures, such as heating degree
day and cooling degree day inputs as both natural gas and electric power consumption have
temperature dependent characteristics.
The imputation models are intentionally simple in nature. The state-of-the-art forecasting
methods are not appropriate for the proposed data cleaning approach. Sophisticated models
are more likely to overfit the data and thereby learn the outliers, which would make the outlier
identification more difficult. The use of a more sophisticated forecasting model is limited to the
validation process, where we show that cleaned training data yields a better forecasting model.
To the best of our knowledge the model we use for natural gas forecasting is state-of-the-art
[41].
Many techniques have been developed for data cleaning. This paper presents an approach for
outlier detection and imputation based on autoregressive and artificial neural network models.
The ARX data cleaning algorithm ensures that corrupted parameters are not used by doing a
naive imputation before re-learning the model. The data cleaning results for the ARX and ANN
data cleaning algorithms are consistent, but neural networks are robust enough to learn the
characteristics of the time series and to provide residuals and replacement values. Therefore,
an additional forecasting model for calculating replacement values is not necessary for the
ANN data cleaning algorithm. The data cleaning algorithms are tested on the natural gas
reported consumption of a utility in the United States and provide an average improvement of
32.8% in RMSE and 1.67% in MAPE on the test set.
The main contribution of this technique is the development of outlier detection algorithms
based on hypothesis testing and using the number of samples in the data set and the
combination of time series modeling techniques to efficiently detect and impute anomalies in
real time series data.
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