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The foci of automotive researches have been expanding from passive safety 
systems to active safety systems with advances in sensing and processing 
technologies. Recently, the majority of automotive makers have already 
commercialized active safety systems, such as adaptive cruise control (ACC), 
lane keeping assistance (LKA), and autonomous emergency braking (AEB). 
Such advances have extended the research field beyond active safety systems 
to automated driving systems to achieve zero fatalities. Especially, automated 
driving on urban roads has become a key issue because urban roads possess 
numerous risk factors for traffic accidents, such as sidewalks, blind spots, on-
street parking, motorcycles, and pedestrians, which cause higher accident rates 
and fatalities than motorways. Several projects have been conducted, and many 
others are still underway to evaluate the effects of automated driving in 
environmental, demographic, social, and economic aspects. For example, the 
European project “AdaptIVe,” develops various automated driving functions 
and defines specific evaluation methodologies. In addition, “CityMobil2” 
successfully integrates driverless intelligent vehicles in nine other 
environments throughout Europe. In Japan, the “Automated Driving System 
Research Project” began on May 2014, which focuses on the development and 
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verification of automated driving systems and next-generation urban 
transportation. 
From a careful review of a considerable amount of literature, automated 
driving systems have been proven to increase the safety of traffic users, reduce 
traffic congestion, and improve driver convenience. Various methodologies 
have been employed to develop the core technology of automated vehicles on 
urban roads, such as perception, motion planning, and control. However, the 
current state-of-the-art automated driving algorithms focus on the development 
of each technology separately. Consequently, designing automated driving 
systems from an integrated perspective is not yet sufficiently considered. 
Therefore, this dissertation focused on developing a fully autonomous 
driving algorithm in urban complex scenarios using LiDAR, vision, GPS, and 
a simple path map. The proposed autonomous driving algorithm covered the 
urban road scenarios with uncontrolled intersections based on vehicle motion 
prediction and model predictive control approach. Mainly, four research issues 
are considered: dynamic/static environment representation, and 
longitudinal/lateral motion planning.  
In the remainder of this thesis, we will provide an overview of the proposed 
motion planning algorithm for urban autonomous driving and the experimental 
results in real traffic, which showed the effectiveness and human-like behaviors 
of the proposed algorithm. The proposed algorithm has been tested and 
evaluated using both simulation and vehicle tests. The test results show the 
robust performance of urban scenarios, including uncontrolled intersections. 
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Chapter 1 Introduction 
 
1.1. Background and Motivation  
 
The development of autonomous driving has been accelerated based on 
improvements in sensors, actuators, processors, communications, and other 
technologies for autonomous vehicles (AVs). Numerous autonomous driving 
algorithms have been developed to improve safety, enhance comfort, and 
reduce fuel consumption. Particularly, many traffic accidents have occurred 
with the increase of the traffic participants on the roads and traffic congestion. 
According to the statistic researches, the traffic accidents caused by human 
factors have been accounted for 85.2% of all traffic accidents [KOSIS,'18]. The 
examples of the human factors that affect the likelihood of the traffic accidents 
are inattention, inexperience, old age, drowsiness, overestimation of 
capabilities, speeding, or indecent driving behavior. [Petridou,'00]. The similar 
statistical phenomenon of traffic accidents has appeared in other countries as 
well as Korea [Tideman,'07, Pohl,'07]. 
Recently, the interests of automotive researches have been expanding from 
passive safety systems to active safety systems with advances in sensing and 
processing technologies. Recently, the majority of automotive makers have 
already commercialized active safety systems, such as Adaptive Cruise Control 
(ACC), Lane Keeping Assist System (LKAS), Lane Change Assist (LCA), 
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Forward Collision Mitigation (FCM), Automated Parking Assist (APA) and 
Blind Spot Intervention (BSI) [Netto,'04, Vahidi,'03, Rosén,'10, Moon,'08, 
Kastner,'11, Naranjo,'08]. Such advances have extended the research field 
beyond active safety systems to automated driving systems to achieve zero 
fatalities. The scope of the autonomous driving has been extended from 
motorways to urban roads since the risk factors of traffic accidents in the urban 
environment make the accident rates and fatalities higher than motorways. 
Sidewalks, crosswalks, on-street parking, intersection, motorcycles, 
pedestrians, and any other blind spots which have the possibility of the 
appearance of traffic participants are the examples of the risk factors in urban 
environments [Amoros,'06, Vorko-Jović,'06]. 
A number of projects have been conducted, and many others are still 
underway to evaluate the effects of automated driving in environmental, 
demographic, social, and economic aspects. For example, the European project 
“AdaptIVe,” which comprises a consortium of 29 partners, develops various 
automated driving functions and defines specific evaluation methodologies. 
This project demonstrates automated driving in a complex traffic environment 
which considers the full range of automation levels from 0 to 4 [Etemad,'17]. 
In addition, “CityMobil2” successfully integrates driverless intelligent vehicles 
in nine other environments throughout Europe. However, this project used 
separate roads that prohibit the entrance of other vehicles [Alessandrini,'14]. In 
Japan, the “Automated Driving System Research Project” began on May 2014, 
which focuses on the development and verification of automated driving 
systems and next-generation urban transport [Yamamoto,'15]. 
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From a careful review of a considerable amount of extant literature, 
autonomous driving systems have been proven to increase the safety of traffic 
users, reduce traffic congestion, and improve driver convenience. Various 
methodologies have been employed to develop the core technology of AVs on 
urban roads, such as perception, motion planning, and control. However, the 
current state-of-the-art autonomous driving algorithms focus on the 
development of each technology separately. Consequently, designing 
autonomous driving systems from an integrated perspective is not yet 
sufficiently considered. This research trend differs from the driving 
characteristics of the drivers, who observe the environment, predict the 
behavior of traffic participants, and plan their motion.  
Therefore, we focus on developing a motion planning algorithm for AV in 
urban complex scenarios using LiDAR, vision, low-cost GPS, and a simple path 
map, while considering the driver’s driving characteristics. This methodology 
realizes autonomous driving from the start to the destination without a high 
definition map and improves safety by considering the possibility of the 
appearance of obstacles. In addition, uncontrolled intersections, which is one 
of the complicated scenarios in urban roads, are also considered to realize the 
fully autonomous driving in urban environments without human intervention.   
 4 
1.2. Previous Researches 
 
The research area of autonomous driving can be classified into four 
categories: environment perception; localization; motion planning; and vehicle 
control. Among these categories, this study focuses on motion planning based 
on target motion prediction for urban environments including intersections. The 
motion planning method of current state-of-the-art automated vehicles can be 
classified into two categories. The first one relies on a high-definition map and 
high-precision localization performance to generate the trajectory to reach the 
destination using 3D LiDAR, stereo vision, and a real-time kinematic 
differential GPS system. This approach requires a high-definition map to be 
constructed in advance and continuously updated to reflect environmental 
changes. The second one only considers the measurement of the equipped 
various sensors, such as radar, LiDAR, and vision to be aware of the 
environment and plan the trajectory in local coordinates of the automated 
vehicle. Therefore, this approach is useful for maintaining driving on roads. 
However, it is impossible to arrive at the destination because the concept of 
route planning is omitted. In order to achieve this, all information from each 
sensor is integrated into a single plane, and the drivable corridor is determined 
while considering the prediction uncertainty of objects and the possibility of 
sudden objects emerging from blind spots on urban roads. 
Various approaches have been utilized to predict the future motion of target 
vehicles in main roads. For example, [Kim,'14a] proposed a probabilistic 
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prediction algorithm for vehicle states using multi-sensor fusion, and used road 
geometry description to augment tracking performance. [Jo,'16] used roadway 
geometry information and multiple model filters to determine the behavior of 
surrounding vehicles. [Schreier,'16] inferred driving maneuvers based on time-
to-critical-collision-probability and predicted the probabilistic trajectory using 
maneuver-based models. [Woo,'17, Izquierdo,'17] proposed a machine 
learning-based lane change detection algorithm with a collision avoidance 
trajectory prediction algorithm. [Bahram,'16] presented an intention-aware 
maneuver prediction framework that combined model-based intention 
estimation with maneuver-based motion prediction. [Galceran,'17] proposed a 
Bayesian change point detection-based behavior prediction algorithm. 
Intention inference and motion prediction at intersections has been 
considered a classification problem of driving behavior in previous studies. The 
approaches that have been used for intention inference can be classified into 
two categories: index-based approaches and machine learning-based 
approaches. For the index-based approach, Required Deceleration Parameter 
(RDP), Time-to-Intersection (TTI), and Perception Reaction Time (PRT) are 
used to investigate intersection approach behavior and construct a threat 
assessment algorithm [Doerzaph,'07, Scanlon,'16]. For machine learning-based 
intention inference, a classifier based on the Bayesian network has been 
proposed to infer the turning and stopping maneuver of the subject vehicle 
[Kumagai,'03, Lefèvre,'11]. Hidden Markov Models (HMM) have been used to 
infer the turning intention by observing pedal position, steering angle, and 
global vehicle position [Berndt,'08]. The signal violation predictor based on 
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Support Vector Machines (SVM) and HMM has proposed using data collected 
by infrastructure [Aoude,'12]. The accuracies of various classifiers such as 
SVM, HMM, and Dynamic Bayesian Network (DBN), were compared in 
[Tang,'15].  
The urban roads are highly constrained by high road curvature, various 
obstacles, and complex road structures. For high-level motion planning for 
urban autonomous driving, [Kolski,'06] presented a hybrid autonomous driving 
system that can be utilized in structured and unstructured environments, 
irrespective of the existence of driving lanes. [Levinson,'11] used 64-layer 
rotating LiDAR to detect the environment, and optimal motion was chosen by 
searching and evaluating thousands of candidates. [McNaughton,'11] presented 
a motion planner using a spatiotemporal search graph to efficiently search for 
an optimal path. [Furda,'11] addressed real-time decision-making for AVs on 
urban roads, and used multiple criteria decision-making to select the most 
appropriate driving maneuver from feasible candidates. [Gu,'15] decoupled a 
space-time trajectory planner with an emphasis on improving computational 
efficiency and planning tunability/stability. [Qian,'16] used Bezier curves and 
the MPC approach to smooth the path. [Fujinami,'16] presented a proactive 
speed control algorithm specialized for intersection environments combined 
with an autonomous emergency braking system. [Batkovic,'19a] also proposed 
a proactive vehicle motion-planning framework based on behavior prediction 
of pedestrians. 
Many researchers have studied more specific decision and motion planning 
methods previously. The more specific considerations of the motion planning 
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for urban road can be summarized as planning the trajectory in complex 
environments [Akagi,'16, Gu,'15, Qian,'16, Kolski,'06, Fassbender,'16], 
considering risk due to blind spots [Hoermann,'17, Sawabe,'15], and motion 
planning with pedestrian [Hussein,'16, Flores,'18, Batkovic,'19b, Cofield,'16, 
Rosén,'10]. For path generation, the A*-based planner with one-time and pure-
pursuit expansions was proposed to planning the trajectory through a high 
curvature sharp turn [Fassbender,'16]. Sampling based trajectory planning and 
Bezier curves was presented to plan the trajectory in [Kolski,'06, Qian,'16]. In 
addition, [Gu,'15] decoupled the space-time trajectory planning to develop an 
optimization-free path planning. The Bayesian network was utilized to motion 
planning in mixed traffic scenarios in urban area [Akagi,'16].  
Several approaches have been used to plan desired motions at intersections. 
For example, Bayesian networks have been modified to determine the desired 
motion at a signalized intersection [Noh,'18]. Policy-based motion planning 
based on the Mixed Observability Markov Decision Process (MOMDP) or 
Partially Observable Markov Decision Process (POMDP) has been proposed as 
well [Hubmann,'17, Hubmann,'18, Brechtel,'14, Sezer,'15]. The integrated 
approach of HMM and POMDP has been used to model the decision-making 
framework for uncontrolled intersections [Song,'16]. The robust MPC was 
employed to maintain safe gaps in crossing traffic and these were validated with 
an imaginary target vehicle [Schildbach,'16]. A similar approach was applied 
to automated yielding maneuvers at intersection, and roundabout [Nilsson,'16]. 
The Deep Q-Network (DQN), one of the Reinforcement Learning (RL) method, 
has also been used to determine the motion of a subject vehicle [Isele,'18]. In 
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addition, POMDP has been learned by RL to develop the decision-making 
algorithm [Qiao,'18]. Graph- and scheduling-based approaches have been 
employed to design motion planning algorithms as well [de Campos,'17, 
Chen,'16]. The traffic engineering based approach also used to control the 
intersection approaching vehicles [Bichiou,'18, Medina,'17, Belkhouche,'18]. 
Finally, many studies have relied on V2V communication to overcome the 
occluded region and acquire the true states of target vehicles [Hafner,'11, 
Bichiou,'18, Medina,'17, Belkhouche,'18, Hubmann,'17, Hubmann,'18, 
Sezer,'15, Noh,'18]. 
In most of these researches for motion planning of urban autonomous driving, 
the current state-of-the-art autonomous driving algorithms focused on the 
development of each function separately. In other words, the previous 
researches developed the perception, prediction, decision, motion planning, and 
control, respectively, rather than the integrated perspective of considering the 
interdependence between each function. 
Therefore, in this research, we focus on developing a motion planning 
algorithm for AV in urban complex scenarios including uncontrolled 
intersections based on environment representation with vehicle motion 




1.3. Thesis Objectives 
 
This dissertation focuses on developing a motion planning algorithm for AV, 
which is capable of autonomous driving in urban complex scenarios including 
narrow roads and uncontrolled intersections based on environment 
representation with vehicle motion prediction and motion planner with drivable 
corridor decision.  
From a careful review of a considerable amount of extant literature, 
autonomous driving systems have been proven to increase the safety of traffic 
users, reduce traffic congestion, and improve driver convenience. Therefore, 
we focus on developing a motion planning algorithm for AV in urban complex 
scenarios using LiDAR, vision, low-cost GPS, and a simple path map, while 
considering the driver’s driving characteristics. In other words, the proposed 
algorithm observes the environment, predicts the behavior of traffic participants, 
and plans the motion like human drivers. This approach improves safety by 
considering the possibility of the appearance of obstacles and future motion of 
targets while realizing autonomous driving from the start to the destination 
without a high definition map. In addition, uncontrolled intersections are also 





1.4. Thesis Outline 
 
This dissertation is structured in the following manner. Overall architecture 
of the proposed motion planning algorithm for urban autonomous driving is 
described in Chapter 2. In Chapter 3, a dynamic environment representation 
algorithm is introduced. The main objective of the dynamic environment 
representation is vehicle motion prediction for lateral and longitudinal motion 
in various situations that can occur in urban roads. The learning-based and 
model-based approach is employed to predict the future motion of the surround 
vehicles according to the driving conditions. In Chapter 4, construction of the 
static obstacle map, determination of the free space boundary, and target motion 
prediction based-drivable corridor decision are described. Then, the motion 
planning algorithm for longitudinal and lateral control is designed based on the 
model predictive control approach. The longitudinal motion planner for in-lane 
following, narrow road driving, and passing uncontrolled intersection is 
described in Chapter 5. The lateral motion planner based on the drivable 
corridor is represented in Chapter 6. Chapter 7 shows the simulation study and 
vehicle experiment results for the evaluation of the performance and 
effectiveness of the proposed algorithm. Then, the conclusion, which includes 
the summary and contribution of the proposed algorithm, and future works, is 




Chapter 2 Overview of Motion Planning 
for Automated Driving System 
 
In this research, we focus on developing an urban motion planning algorithm 
for autonomous driving in complex scenarios such as campus roads. The overall 
architecture of the proposed algorithm is described in Figure 2.1, which has a 
4-layers, dynamic environment representation, static environment 
representation, longitudinal motion planning, and lateral motion planning. The 
proposed algorithm uses information from equipped various sensors and upper 
modules. 4-layer laser scanners and front vision are used to perceive the 
surround environment. The sensor, controller, and actuator configuration of the 
test vehicle is shown in Figure 2.1. 
For upper modules, vehicle filter, localization module, moving obstacle 
tracker, and digital map are used to give appropriate information for the motion 
planning algorithm. The details of each module are represented in [Kim,'14b, 
Kim,'16]. Based on the information from sensors and upper modules, we 
represent the surrounding environment as static and moving environments each. 
The reason why we divide the environment representation as two modules and 
conduct the moving part first is that the output points from moving obstacles 
occupy a small portion of all output points when using 6-laser scanners. In 
addition, clustering and tracking the moving obstacles in the region of interest 
is more straightforward than processing static obstacles. For example, if we use 
 12 
a 2-D laser scanner and vehicle are parked along with the wall and fence, 
distinguishing these obstacles are quietly difficult. Therefore, processing a 
moving obstacle first and regarding left points as a static obstacle is a 
reasonable environment representation process when considering calculation 
time and performance of obstacle perception. In addition, this research uses a 
4-layer laser scanner that can be regarded as a 2-D laser scanner because it has 
a 2-degree vertical field of view. After representing the surrounding 
environment, the desired motion of the subject vehicle is determined by 
longitudinal and lateral motion planner sequentially. At this stage, the motion 
planner is divided into two parts, longitudinal and lateral, in order to obtain the 
advantages over the computation burden and algorithm design. Between these 
two parts, the longitudinal motion is determined first to guarantee the safety 
and guide the length of the desired path by guessing the velocity profile in the 
prediction horizon. The longitudinal motion planner covers in-lane target 
following, narrow road driving, and passing uncontrolled intersections. The 
lateral motion planner is based on linear Model Predictive Control (MPC) to 
consider actuator delay, velocity limit, acceleration limit, jerk limit, and 
position constraint simultaneously. Finally, the desired acceleration is directly 
transmitted to the vehicle's actuator traction/braking control module. The 
desired path is transmitted to the path-tracking controller that determines the 
required overlay steering wheel torque to tracking the given path, which is the 
input of the electric power steering module. The details of the path tracking 




Figure 2.1. System overview of the proposed motion planning algorithm for 
urban autonomous driving system.  
 
The proposed algorithm uses information from equipped various sensors and 
upper modules. 4-layer laser scanners and front vision are used to perceive 
surround environment without occluded region and the sensor, controller, and 




Figure 2.2. Configuration of sensors, controllers, and actuators for autonomous 
vehicle. 
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Chapter 3 Dynamic Environment 
Representation with Motion 
Prediction 
 
When driving in the urban area, recognizing and classifying various kinds of 
obstacles is the first step in realizing autonomous driving in complex urban 
environments. In this study, we use the results of moving obstacle perception 
modules to perceive the current states of the surrounding vehicles and other 
moving objects. This perception module is composed of three parts, point cloud 
clustering, shape extraction, and target tracking by using a laser scanner as an 
only sensor for perception. In brief, clustering function clusters laser scanner’s 
point cloud as several clusters using a Euclidean minimum spanning 
tree(EMST) method. In this process, a minimum and maximum size constraint 
are applied to each cluster to reject noise, which has a quietly small cluster size, 
and ground measurement, which has a relatively large size. After creating 
multiple clusters, the shape of the cluster can be estimated if we assume the 
shape like a square with appropriate dimensions because a vehicle is detected 
as ‘I’ or ‘L’ shapes when using 2-D laser scanners. In this case, the size of the 
average passenger car is used as a square dimension for shape extraction, and 
we can get the center position and yaw angle from the shape of the clusters. 
Lastly, the target-tracking algorithm tracks the vehicle and estimates states of 
the targets using the state of the vehicles as an input.  
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This perception module assumes that clusters are created by vehicles, which 
means that this module detects vehicles effectively. Therefore, to deal with this 
problem, other objects such as bicycles, pedestrians, or vehicles parked 
continuously omit the shape extraction step not to eliminate these clusters that 
have much small or large size than clusters from a vehicle. Based on the 
estimated target states, the dynamic environment around the subject vehicle can 




3.1. Moving Object Classification  
 
The target of the proposed algorithm is autonomous driving in urban roads, 
which means that not only vehicles heading toward the same direction of the 
subject vehicle but also vehicles traveling in various directions and other 
unclassifiable moving objects should be classified systematically. In this paper, 
we classify surrounding objects as in-lane, oncoming, parked vehicles, and 
unknown moving objects that include pedestrian, cyclist, and partially detected 
vehicles. The example of the surrounding object classification in campus roads 
is shown in Figure 3.1. 
 
 
Figure 3.1. Concept of moving object classification in urban roads.  
 
As can be seen in Figure 3.1, vehicles are classified as in-lane, oncoming, 
and parked vehicles that are marked as green, red, and yellow edges. In addition, 
pedestrians and cyclists are marked as orange and purple edges. The 
classification criteria can be summarized as shown in Algorithm 1 and Figure 
3.2. 
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Algorithm 1 : Surrounding Object Classification 
1: Inputs: Estimate states(position, heading angle, velocity) of 
surrounding object  
2: if object is vehicle 
3: if object is located within current lane 
4:   In-lane target 
6: else if  object is located within oncoming lane 
7:   On-coming target 
8: else if  object is located within parking lane 
9: parked vehicle 
10: else 
11: Other moving object 
12: else 
13: Other moving object 
14: end if 
 
 
Figure 3.2. Moving object classification criteria in urban roads.  
 
The in-lane criteria lane, which is marked as a blue line in Figure 3.2, and 
lane shifting value dY  means the shape of the current lane and width each. 
These are estimated using left and right lane outputs from the front vision sensor 
with a quality level graded from 0 to 3 or the previous result of the lateral 
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motion planner. In this study, if one of the two lanes gives a quality level higher 
than 2, an estimate of lane shape and width are used to determine the in-lane 
criteria line. When vision sensor cannot provide appropriate lane information, 
the desired path generated by previous sampling use instead as an in-lane 
criteria line with the last estimate of lane width dY . 
For intersection approaching vehicles, a primary and secondary target is 
newly introduced to classify the target vehicles, which are approaching the 
intersection with a possibility of the collision inside the intersection. The 
vehicle which approaches the intersection at the front is defined as the primary 
target as highlighted with red boxes, as shown in Figure 3.3. The vehicle which 
follows the primary target right behind is defined as the secondary target, as 
highlighted with green boxes. If the vehicles exist behind the secondary target, 
these are continuously tracked and classified in order of secondary and primary 
target. The definitions of target vehicle classification are graphically 
summarized in Figure 3.3. 
 
 
Figure 3.3. Target vehicle classification for intersection autonomous driving.  
  
 20 
3.2. Vehicle State based Direct Motion Prediction  
 
With this study, we focused on a motion predictor for surrounding vehicles 
in multi-lane turn intersections, which previous researchers have not covered. 
Research with intersections concentrated on maneuver-level prediction of 
activities such as cross, stop, or making a left turn. Trajectory-level prediction, 
which was the goal of this study, was commonly covered in structured 
environments that enforce classifiable behavior such as lane keeping or lane 
changing. However, trajectory-level prediction is more important in multi-lane 
turn intersections because the different drivers will have differing driving 
behaviors as they travel through the intersections, as shown in Figure 3.4. Based 
on these analyses, the problem can be summarized as shown in Figure 3.5. As 
shown in the figure, the future trajectories of the surrounding vehicles that 
travel with the subject vehicle are predicted based on the states of subject and 
surrounding vehicles. 
Figure 3.6 depicts the architecture of the surrounding target trajectory 
predictor. The proposed algorithm consists of three modules: a data encoder, an 
LSTM-based RNN, and a data decoder. As mentioned before, the proposed 
architecture uses the surrounding vehicles’ states estimated by perception 
algorithm, which rely on six ibeo Lux laser scanners. We used the output of the 
proposed predictor, predicted surrounding vehicles’ states, to determine the 




Figure 3.4. Driving trajectories of human drivers turning in traffic at a multi-
lane turn intersection.  
 
Figure 3.5. Defining the problem of predicting the motions of surrounding 
vehicles in multi-lane turn intersections.  
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Figure 3.6. Overall architecture of the proposed surrounding target trajectory 
predictor. 
 
We chose multi-lane turn intersections as the target roads for this study. 
These intersections are substantially more complex than highways or other 
structured environments where typical maneuvers include lane keeping or lane 
changing. Maneuvers at multi-lane turn intersections are complex, and it is 
difficult to classify specific maneuvers. We collected data that were appropriate 
for considering the behaviors of vehicles in intersections; to establish the 
generalizability of the proposed algorithm, we chose multiple intersections. In 
addition, the data collection vehicle drove with real traffic to reflect the 
characteristics of real driving conditions. We discuss the details of the data set 
in the following section. 
 
3.2.1. Data Collection Vehicle 
We collected the data for this study from an AV equipped with multiple 
sensors as shown in Figure 2.2. In this work, we used the AV to collect data on 
the motions of the surrounding vehicles in real traffic flow. Specifically, we 
used six ibeo LUX sensors with ibeo.HAD Feature Fusion, which operates at 
25Hz and detects traffic participants at a range of up to 100m, to detect 
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surrounding vehicle motion [Ibeo]. This LiDAR system provides relative 
position, heading, velocity, and box size in local coordinates of the data 
collection vehicle with classification information. In addition, we employed a 
front camera, around-view monitoring, and low-cost GPS to acquire the lanes, 
road markers, and global position of the subject vehicle. A gateway engine 
control unit obtained the outputs of the chassis sensors, and this information 
was fused with a digital map to acquire the vehicle’s precise global position in 
urban road environments. All sensor data were synchronized and stored on an 
industrial PC. We used the Micro-Autobox II (dSPACE, Inc., Wixom, MI, USA) 
and a motor-driven power steering/smart cruise control module to control and 
actuate the subject vehicle in autonomous driving. 
 
3.2.2. Target Roads 
We collected the data on surrounding vehicle tracks from an AV driving on 
the urban roads of Gwanak-gu, Seoul, South Korea; Figure 3.7 displays a 
satellite map of the study road with the driving route for the data collection 
highlighted in red; this route includes two signalized multi-lane left turn 
intersections. As mentioned in Section 3.2.1, the sensors collected the 
surrounding vehicle data based on the local coordinates of the subject vehicle. 
To generate appropriate data for learning the motion patterns of surrounding 
vehicles, all data should be in fixed global coordinates with time indices. In this 
study, we used the estimated global position and heading of the subject vehicle 
to transform the position and heading of the surrounding vehicles from local to 
global coordinates. Figure 3.7 also displays example trajectories of the 
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accumulated data collected from five sections of the data collection roads. 
 
Figure 3.7. Data collection roads and surrounding vehicle tracks accumulated 
in global coordinates. 
 
3.2.3. Dataset Selection 
The real traffic data collected as shown in Figure 3.7 contained 4,312 
trajectories of vehicles driving around the subject vehicle. Among these 
trajectories, we collected 484 data points while passing the intersection that we 
used to train and evaluate the proposed motion predictor. 
We generated the training data set using the 484 trajectories collected by 
driving in real traffic. As mentioned in Section 3.2.2, each trajectory includes a 
time index. Therefore, we could extract the previous and subsequent states of 
surrounding vehicles accumulated in global coordinates at specific moments. 
Figure 3.8 presents samples of extracted data; in the figure, the subject and 
surrounding target vehicles are black and green, respectively. The previous and 
subsequent states of surrounding target vehicles with respect to this moment 
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are represented as blue and red, respectively, and these sequences of blue and 
red vehicles are used as input and output sequences of the proposed motion 
predictor. After postprocessing of the collected data, a total of 16,660 data 
samples were generated that we divided into 11,662 data samples for training 
and 4,998 for evaluation. 
 
 
Figure 3.8. Example of the data extraction from accumulated vehicle 
trajectories. 
 
3.2.4. Network Architecture 
Vehicle motion is continuous based on the vehicle dynamics; in other words, 
the future motion of the vehicle depends on the sequential previous motion. In 
addition, driver intention is also important in predicting vehicles’ future 
motions. Previous motion can be measured using sensors on AVs, but it is 
difficult to infer driver intention based on rules. Particularly on roads where 
irregular behavior occurs frequently, such as at intersections and in roundabouts, 
it is difficult to apply conventional maneuver-based approaches to infer driver 
intention and predict future motion. Therefore, we propose a data-driven 
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approach to predict future motions of surrounding vehicles based on their 
previous motions. The motion predictor based on LSTM-RNN architecture that 
we propose in this work used only information collected from the sensors on an 
AV. 
An RNN is an artificial neural network that is appropriate for use with 
sequential data such as speech or text recognition written in natural language. 
In addition, RNNs can be used with time series data, where the pattern of the 
data depends on the time flow. The recurrence in RNNs allows for modeling 
the correlations between consecutive data points in a sequence. This feature is 
realized by having the same network for each time step and passing activations 
to a successor [Goodfellow,'16]. 
The RNN can contain feedback loops, which allows activations to flow 
interactively in the loop. This feature allows for processing the sequences of 
inputs by persisting the activations over multiple steps. In other words, the 
network can memorize the previous information and predict the future after 
specific steps by applying the same network iteratively. Figure 3.9 (a) depicts 
the unrolled structure of the RNN used in this study for an observation horizon 
h and prediction horizon p. As the figure shows, the activations in each step are 
passed to the same network of the next time step and updated with new input 
data. This means that one set of weights of the RNN is repeated over the 
prediction horizon by matching the formats of the input and output sequences.  
The single prediction step using the proposed RNN is conceptually expressed 
in Figure 3.9 (b) with LSTM used as a network cell. LSTM can avoid the 
vanishing gradient problem by making the error flow backward through 
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unlimited numbers of virtual layers. This property prevents the error from 
increasing or decaying over time, which would make the network train 
inappropriately [Hochreiter,'97].   
 
 
(a) Diagram representing the proposed RNN of observation time h and 
prediction time p. 
 
(b) Conceptual diagram of the single step of the LSTM-RNN predictor. 
Figure 3.9. Diagram of the proposed LSTM-RNN based motion predictor. 
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We determined the optimal network configuration by comparing the 
accuracy of 72 RNNs, which consisted of combinations of 4 input sets and 18 
network configurations. Before searching the optimal network configuration, 
the parameters for comparing each network’s performance must be defined first. 
We defined the prediction error to compare the prediction accuracy of each 
network between the true and predicted states. We defined the x position error 
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  (3.1) 
Among the prediction errors, we defined ,x Tpe  and ,y Tpe  as local 
coordinates that originated in the true state at pT  as shown in Figure 3.10. This 
error definition prevented misinterpreting the prediction results because of 
coordinate changes when the vehicle rotates in the intersection. 
 
 
Figure 3.10. Definition of prediction error at prediction time 𝑇𝑇𝑝𝑝. 
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The input sets share the target states such as x position, y position, heading 
angle, and velocity. The different combination of the states of the subject 
vehicle distinguishes each input sets. In this thesis, longitudinal velocity, 
longitudinal acceleration and steering wheel angle are considered to configure 
the input sets. The candidate networks to determine the optimal input sets are 
summarized in TABLE 1. In TABLE 1, FC and LSTM mean the fully connected 
layer and LSTM layer respectively. The numbers in parentheses mean the unit 




The accuracy analysis results have been summarized in Figure 3.11. The 
results show that the input sets, which only has a velocity of the subject vehicle, 
reveal the most accurate prediction results regardless of the network 
Table 1. Configuration of the Candidate Networks to Determine Optimal 
Input Sets  
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configuration. Therefore, we use the input set which consists of x position, y 






Figure 3.11. Comparison of the prediction accuracy with respect to input sets. 
 
After defining the optimal input sets, we selected the 14 network candidates 
to compare the prediction accuracy. The network structures of the candidates 





The accuracy analysis results have been summarized in Figure 3.12Figure 
3.11. The results show that network configuration 8 shows the most accurate 
results based on ,x Tpe , ,y Tpe  and ,v Tpe . Although this configuration reveals 
little less accurate results for ,Tpeθ  than other networks, position and velocity 
are more important than heading error, we use network configuration 8 as an 




Table 2. Configuration of the Candidate Networks to Determine the 






Figure 3.12. Comparison of the prediction accuracy with respect to network 
configurations. 
 
Finally, Figure 3.13 presents the individual layers of the direct motion 
predictor with the number of units in each layer based on the analysis results of 
the input sets and network configurations.   
 
 
Figure 3.13. Diagram that depicts the individual layers of the LSTM-RNN 
based direct motion predictor. 
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3.2.5. Input and Output Features 
Most previous researchers focused on developing trajectory and maneuver 
predictors based on surrounding target vehicle states. Researchers collected the 
data for these approaches using infrastructure sensors such as observation 
cameras and data collection vehicles parked at target roads. However, because 
these approaches do not consider the driving situations around AVs, it is 
difficult to guarantee their performance in AVs in real traffic. In order to apply 
the motion predictor to driving AV, we added the velocity of the data collection 
vehicle to the input sequences. As shown in Figure 3.9 (b), the input sequence 
consists of relative X/Y position, relative heading angle, velocity of 
surrounding target vehicles, and velocity of the data collection vehicle. The 
output sequence is the same as the input sequence such as relative position, 
heading, and velocity. The encoder processes this input sequence to train the 
neural network and predict the future motion, and the decoder converts the 
RNN output sequence into physical quantities. 
 
3.2.6. Encoder and Decoder 
The neural network input data should be preprocessed to improve the 
stability and performance; the data are prepared based on techniques such as 
normalization and standardization to scale the input and output data to train and 
use the neural network model. In this study, we introduce an encoder and 
decoder to process the input from the sensors and output from the RNN, 
respectively. This encoder standardizes each component of input data to rescale 
the data to a mean of 0 and a standard deviation of 1, and the decoder 
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destandardizes the output data to scale back to real-world units using the same 
parameters as those in the encoder. Parameters μ and σ were determined using 
the 11,662 training data samples only and stored to reuse in validating the 
proposed algorithm and applying it to the AV. The input to the network is 










=   (3.2) 
where, ,t nx  is the n-th component of the input data such as position, or 
heading at time t. In addition, ,t nx  is the standardized input of ,t nx , and nµ  
and nσ  are the mean and standard deviation of n-th component. Therefore, 
we prepared a total of 5 nµ  and nσ  based on the training data set. 
 
3.2.7. Sequence Length 
The sequence lengths of the RNN input and output are another important 
factor in improving prediction performance. For this study, we trained the 
network architecture depicted in Figure 3.13 using several candidates of input 
sequence length to find the optimal length. We compared sequences of 5, 10, 
15, 20, 25, and 30 steps with a sampling time of 100ms. The comparison results 
with respect to the observation horizon are depicted in Figure 3.14. The results 
show that an observation horizon of 30 steps is the most accurate result than 
other horizons. However, the longer the observation horizon increases the delay 
in performing accurate prediction after recognition of the target. Therefore, we 
use the second accurate observation horizon, 15 steps, as an optimal 
observation horizon of direct motion predictor. Meanwhile, the length of the 
output sequence should be determined considering the design of the algorithms 
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that use the prediction results. For example, if the motion planner determines 
an output with a prediction horizon of 2 seconds, the target motion predictor 
should provide 2-second prediction results for the surrounding vehicles. In this 
study, we designed a motion planner that determines the desired acceleration 
based on the current state of the subject vehicle and the prediction results for 
the surrounding targets. As mentioned in Section 3.2.4 and shown in Figure 3.9 
(a), the prediction horizon p can be adjusted flexibly by changing the number 
of iteration loops. Therefore, the proposed architecture can be applied to a 




Figure 3.14. Comparison of the prediction accuracy with respect to observation 
horizon.  
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3.3. Road Structure based Interactive Motion 
Prediction  
 
This section focuses on the motion predictor for surround vehicles in the 
main road of the urban environments. In the previous studies, maneuver 
prediction, which infer the lane change intention, was mainly considered in 
motorways and main roads of the urban areas. In other words, classifier 
between lane keeping and lane changing was commonly covered in structured 
environments. However, even we infer the intention of the surround vehicles, 
the trajectory level prediction should be employed to determine the desired 
motion of the AV based on the physical quantities, not indexes. Furthermore, 
when predicting the motion of the multiple vehicles in roads, interactions 
between vehicles should be considered as drivers predict the behavior of 
surround vehicles. If the predictions are made for individual vehicles separately, 
there is a possibility of predicting a situation which cannot actually occur. One 
example is predicting a situation where two vehicles attempt to change lanes to 
the same lane simultaneously. Therefore, we introduce the interactive motion 
predictor to reduce the false intention inference and increase the prediction 
accuracy. 
The architecture of the surround target trajectory predictor for main roads of 
urban environments is represented in Figure 3.15. The proposed motion 
predictor is composed of three modules: maneuver recognition, trajectory 
prediction, and interaction. Each module has two sub-modules, respectively. 
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First, the maneuver recognition module consists of data encoder and input track 
management sub-module and LSTM based RNN. The data encoder and input 
track management sub-module is the same module that is used to develop the 
vehicle state based direct motion predictor. In addition, the same datasets are 
used to train the interactive motion predictor. As mentioned before, the target 
states estimated by the perception algorithm, which rely on the six ibeo Lux 
sensors, are used to develop the motion predictor. Based on these datasets, the 
LSTM based RNN has been trained to estimate the likelihood of each maneuver. 
Second, the trajectory prediction module is composed of a motion parameter 
estimator and path predictor. The motion parameter estimator estimates the 
maximum yawrate of lane change and desired velocity for intelligent driver 
model, which are used as input parameters of path predictor. The path predictor 
uses the path following model with motion parameter estimates to predict the 
future trajectories for all possible maneuvers. The maneuver likelihood and 
prediction of each maneuver are considered to estimate the collision probability 
for all combinations of vehicle maneuvers. Then, the risk minimized 




Figure 3.15. Overall architecture of road structure based interactive motion 
prediction. 
 
3.3.1. Maneuver Definition 
The maneuver of the proposed predictor is defined in the view of driving 
lanes of the subject AV. The graphical representation of the maneuver 
definition is described in Figure 3.16. The maneuvers mean the lanes each 
vehicle intends to driver, not a lane change intention. Therefore, the results of 
the maneuver recognition module can be directly used to classify the driving 
lane of the surround vehicles into in-lane, left lane, right lane targets. The other 
advantage of the proposed maneuver definition is the risks of misprediction, 
such as lane change to the next lane far from the subject vehicle. In this case, 
the subject vehicle might be deciding to lane change to the risky lane. Therefore, 




Figure 3.16. Maneuver definition for interactive motion predictor. 
 
3.3.2. Network Architecture 
As mentioned before, the RNN is one kind of artificial neural network, which 
is appropriate to deal with the sequential data. Therefore, RNN is used to design 
an interactive motion predictor like the direct motion predictor. Figure 3.17 (a) 
depicts the unrolled structure of the RNN used in this study for an observation 
horizon h and a prediction horizon of p. Unlink the direct motion predictor 
depicted in Figure 3.9, the proposed maneuver recognition module of the 
interactive motion predictor outputs maneuver prediction result after p steps. 
The single step of the prediction using the proposed RNN is conceptually 
expressed in Figure 3.17. The inputs of the proposed predictor are composed of 
target states, lane information, and current maneuver.  
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(a) Diagram representing the proposed RNN of observation time h and 
prediction time p. 
 
(b) Conceptual diagram of single step of the LSTM-RNN predictor 
Figure 3.17. Diagram of the proposed LSTM-RNN based motion predictor. 
 
The structure of the interactive motion predictor has been determined by 
comparing the prediction accuracy of candidate networks. In order to compare 
the prediction accuracy, the parameters which is suitable to maneuver 
prediction is defined as follows. In Chapter 3.4, the maneuver was defined as a 
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driving lane around the subject vehicle, such as in-lane, left lane, and right lane. 
Each maneuver is named as ‘Lane S,’ ‘Lane L,’ ‘Lane R,’ as shown in Figure 
3.16. However, we defined the confusion matrix based on the lane change 
motion because it is important to recognize the moment of the lane changing 
precisely. Therefore, the confusion matrix for the performance analysis of the 
proposed maneuver recognition module is defined in Table 3. In this case, the 
changing moment of the maneuver is assigned as lane change (LC), and the 




As shown in Table 3, the case of predicting the LC properly is defined as true 
positive (TP). Meanwhile, the case of correctly predicting the LK is defined as 
true negative (TN). Based on these definitions, the false negative (FN) and false 
positive (FP) are defined based on the risk of false recognition. In order to 
quantify the results of the maneuver recognition module, the Recall, Precision, 
and F1 score are used. The definition of the recall, precision, and f1 score is 
summarized as follows: 
















  (3.3) 
Based on these parameters, the optimal network structure is determined by 
comparing the prediction accuracy of the 36 network candidates. The 
configurations of the candidate 36 networks are summarized in TABLE 4.  
 
The analysis results of network candidates 1-1 to 1-18 are summarized in 
Figure 3.18. As shown in Figure 3.18 (a), the trajectories are represented in 
Recall vs. Precision plane for decision threshold from 0 to 1. The decision 
threshold determines the driving lane, such as ‘Lane S,’ ‘Lane L,’ and ‘Lane R’ 
by comparing the threshold and probability from the maneuver recognition 
module. In addition, the TP, FP, FN, Recall, Precision, and F1 score are 
Table 4. Configuration of the Candidate Networks to Determine the 
Optimal Network Structure of Interactive Motion Predictor 
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depicted in Figure 3.18 (b). From the analysis results, network candidates 1-1, 
1-4, and 1-5 show accurate prediction results, because these candidates show 
the trajectories closest to the top right of the Recall vs. Precision plane. In 
addition, these networks show the highest F1 scores for all decision thresholds.  
 
 
(a) Recall vs. Precision plane 
 
(b) TP, FP, FN, Recall, Precision, F1 score 
Figure 3.18. Comparison of the prediction accuracy with respect to network 
structures 1-1 to 1-18. 
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The analysis results of network candidates 2-1 to 2-18 are summarized in 
Figure 3.19. The same analysis has been conducted for network candidates 2-1 
to 2-18. From the analysis results, network candidates 2-2, 2-4, and 2-8 show 
accurate prediction results, because these candidates show the trajectories 
closest to the top right of the Recall vs. Precision plane.  
 
(a) Recall vs. Precision plane 
 
(b) TP, FP, FN, Recall, Precision, F1 score 
Figure 3.19. Comparison of the prediction accuracy with respect to network 
structures 2-1 to 2-18. 
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Finally, the selected network candidates, 1-1, 1-4, 1-5, 2-2, 2-4, and 2-8 are 
compared as shown in Figure 3.20. The results show that candidate 1-5 is the 
best configuration and threshold 0.6 is the best decision threshold. The 
individual layers of LSTM-RNN are represented in Figure 3.21 with the 
number of units of each layer.  
 
(a) Recall vs. Precision plane 
 
(b) TP, FP, FN, Recall, Precision, F1 score 




Figure 3.21. Diagram that depicts the individual layers of the LSTM-RNN 
based interactive motion predictor. 
 
The sequence lengths of the RNN input and output are another important 
factor in improving prediction performance. For this study, we trained the 
network architecture depicted in Figure 3.21 using several candidates of input 
sequence length to find the optimal length. We compared sequences of 10, 15, 
20, 25, 30, 35, 40, 45, and 50 steps with a sampling time of 100ms. The 
comparison results with respect to the observation horizon are depicted in 
Figure 3.22. The results show that an observation horizon of 50 steps is the 
most accurate result than other horizons. However, the longer the observation 
horizon increases the delay in performing accurate prediction after recognition 
of the target. Therefore, we use the second accurate observation horizon, 25 




(a) Recall vs. Precision plane 
 
(b) TP, FP, FN, Recall, Precision, F1 score 
Figure 3.22. Comparison of the prediction accuracy with respect to observation 
horizon. 
 
3.3.3. Path Following Model based State Predictor 
Predicting the future motion of moving vehicles is a crucial part of 
autonomous driving to guarantee the safety of the vehicle. An appropriate 
model is requisite to predict future motion precisely by using the state estimates 
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of the vehicle as an initial condition of prediction. The state vector for the 
prediction model at time step j is defined as follows: 
 | , | , | | | | | |[ ]
T
k j x k j y k j k j k j k j k j k jx p p v aθ γ γ=    (3.4) 
where ,x kp , ,y kp , and kθ  are the x position, y position, and heading angle 
of the vehicle at prediction step k , respectively, in relation to the fixed 
coordinate defined on the digital map; and kv , kγ , ka , and kγ  are the 
absolute velocity, yaw-rate, acceleration, and yaw-acceleration of the vehicle 
at the same prediction step, respectively. It is assumed that the slip of the 
vehicle has been maintained under a negligible level. In other words, the vehicle 
motion can be modeled as a kinematic model. Based on this assumption, the 
process update model for motion prediction is defined as follows: 
 ( )1 ,k k k kx f x u w+ = +   (3.5) 
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,( ) ( ) / 2
k input
k k k k inputa k dt k dtγ γγ γ γ γ= + − ⋅ + − ⋅ +  
  
where kw  is the process noise vector which has a covariance kW ; a is the 
nonlinear process vector equation of ( , )k kf x u ; ,k inputa  and ,k inputγ  are the 
virtual inputs to predict the vehicle motion within the prediction horizon; and 
dt  is the sampling time for the prediction. Among equation (3.3), difference 
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equations for ka  and kγ  are derived from the assumption that the 
acceleration behavior of human drivers can be modeled as exponential 
functions [Ahmed,'99, Kim,'14a]: 
 0
0
( ) exp( ( ))
( ) exp( ( ))
aa t k dt a k t k dt
t k dt k t k dtγγ γ
+ ⋅ = ⋅ − ⋅ + ⋅
+ ⋅ = ⋅ − ⋅ + ⋅


  (3.6) 
where 0a  and 0γ  are the initial value of acceleration and yaw-rate 
prediction, respectively; and ak  and kγ  are the decay rate of the acceleration 
and yaw-rate, respectively. The decay rate ak  of 0.05 and kγ  of 0.15 has 
been used with prediction sampling dt  of 0.1 s. 
The key issue of motion prediction is determining how to assume the future 
behavior of moving vehicles. In this study, moving vehicles, such as in-lane or 
oncoming vehicles, are assumed to follow their lane, which is termed the path 
following model. The possibility of current lane departure will be discussed in 
the following section. To follow the lane, virtual inputs ,k inputa  and ,k inputγ  for 
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  (3.7) 
where ky  is the approximated centerline in the 4th order polynomial tracked 
by the target vehicle. In this study, the following lanes have been estimated 
using the road information of the digital map. Therefore, ,k inputγ  is defined by 
the desired yawrate calculation based on the curvature of the lane. Then ,k inputa  
is determined based on the velocity tracking term of the intelligent driver model. 




3.3.4. Estimation of predictor uncertainty 
When predicting the future motion of moving vehicles by using the proposed 
motion predictor, the uncertainty of the prediction should be propagated 
appropriately. The systematic way to propagate prediction uncertainty is 
iterating the process update of the Kalman filter. The propagation of the Kalman 
filter’s covariance can be used as an uncertainty propagation with process noise 
kw . Numerous previous motion prediction approaches have used this noise as 
a constant value with well-tuned several process update models to represent 
various vehicle motions [Jo,'16]. However, if kW  is properly estimated in real-
time, the accuracy of the prediction model can be estimated based on the 
measured states of targets. This is because the state vector of the prediction 
model is defined as a state of target vehicles. Therefore, each component of 
kW  means the error covariance of each state, respectively. In other words, the 
covariance can be regarded as prediction accuracy, as described in Figure 3.23. 
The 99% prediction uncertainty region is represented by a red rectangle with 
each of the sides 3 [ ]x kσ  and 3 [ ]y kσ , as shown in Figure 3.23, where [ ]x kσ  
and [ ]y kσ  mean the covariance of state ,x kp  and ,y kp  at prediction step k, 
respectively. Since the covariance propagation equation of the Kalman filter 
relies on kW , these covariance [ ]x kσ  and [ ]y kσ  depend on kW . 
A recursive covariance estimator for the Kalman filter is used as an estimator 
of predictor uncertainty to estimate kW  [Feng,'14]. As mentioned previously, 
the states of the motion predictor are defined in a fixed coordinate system. 
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Therefore, we can assume that the measurement noise is stationary, which 
constitutes the essential assumption to formulate the recursive covariance 
estimator. The state of the prediction model and output of the perception 
module have been utilized as a state and measurement of the prediction 
accuracy estimator, respectively. In order to formulate the prediction accuracy 
estimator, equation (3.5) at time step (j-1) is linearized as follows: 
 1 1 1 1j j j j jx A x B w− − − −= +   (3.8) 
where 1jA −  and 1jB −  are the system matrix and input matrix, respectively, 
which are defined by linearizing equation (3.5) at time step (j-1); 1jx −  is the 
previous vehicle state at time step (j-1); and jx  is the first predicted vehicle 
state at time step j. In other words, jx  is obtained by propagating 1jx −  using 
the above-linearized prediction model, which is the true state of the previous 
time step. 
The measurement of the prediction accuracy estimator ny  can be 
represented by the predicted state with the covariance of the perception module: 
 j j jy Cx v= +   (3.9) 
where C  is the left inverse output matrix because xp , yp , θ , and v   
are acquirable from the moving obstacle perception module; and 1jv −  is the 
covariance of the perception module. The measurement ny  can be represented 
in terms of 1jx −  and 1jw − . jy  and 1jy −  are correlated as follows: 
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To rearrange the equations, 1[ ]T TM C C C−=  is defined because C  is a 
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  (3.11) 
Substituting (10) to (8), jy  can be represented as: 
 1 1 1 1 1 1j j j j j j j jy CA M y CA M v CB w v− − − − − −−= + +   (3.12) 
where jy  and 1jy −  is the measurement at time step (j-1) and j, respectively, 
which is a known value; and jv  and 1jv −  is the measurement noise with the 
same covariance level because we assume that the measurement noise is 
stationary. Therefore, 1jw −  is the only unknown variable in (3.12). In other 
words, the estimator for 1jw −  can be formulated as a recursive form using 
(3.12). To formulate this estimator, we left multiply M  to (3.12) and 
introduce the new notations jξ  and jV : 














  (3.14) 
Rewriting (3.12) using the new notation, the covariance of 1jw −  is 
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  (3.15) 
Using equations (3.14) and (3.15), the process noise of the prediction model 
can be estimated by accumulating the outputs of the perception module. 
 
 
Figure 3.23. Concept of target motion prediction and estimation of prediction 
uncertainty.  
 
3.3.5. Motion Parameter Estimation 
The path following model is parametrized as maximum yawrate maxγ  for 
lateral motion and desired velocity u  for longitudinal motion. First, maxγ  is 
estimated under the assumption that the lateral acceleration of the lane changing 
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  (3.16) 
where, LCt  is the time it takes for the vehicle to change the lanes. The 
longitudinal velocity xv  of the targets is assumed as constant while lane 
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  (3.17) 
From the lane information of vision sensors, the lane width dY  is 
measurable, which is the lateral distance travelling during the lane change. 
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=
  (3.18) 
LCt  is estimated based on the trajectory history of the target vehicle. The 
lateral offset to the target lane at step h is defined as ,y he  which is shown in 
Figure 3.24. First and last offset ,1ye  and ,y he  is used to estimate LCt  as 
follows: 
 , ,1
ˆ ( ) /
ˆ ˆ/
y y h y h
LC d y




  (3.19) 















Figure 3.24. Definition of the lateral offset for maximum yawrate estimation of 
lateral motion prediction. 
 
Second, the desired velocity u  of the intelligent driver model (IDM) is 
estimated to predict the future longitudinal motion. The desired velocity 
candidate candiu  is defined by linear spacing with an interval of 0.5m/s. The 
minimum and maximum value of the candiu  assuming an available 
longitudinal acceleration range from -5m/s2 to 1.5m/s2 within observation 
horizon h. candiu  is defined as follows: 
 ( ) ( )2 2,1 ,15 / : 0.5 : 1.5 /candi x h x hu v m s t v m s t+ = − ⋅ + ⋅    (3.21) 
where ,1xv  is the first velocity of the input sequences. Then, the future 
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  (3.22) 
where 2max 3 / , 4a m s δ= = . The cost function for selection of candiu  gives 
more weight to the observation history near the current states by using 
exponential function. The û  is determined by evaluating the error between 
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λ
=
= −∑   (3.23) 
where λ  is the forgetting factor to weight later observation. The examples 
of the û  for constant velocity, acceleration, and deceleration case are 
described in Figure 3.25.  
 
(a) Constant velocity motion          (b) Deceleration motion 
 
(c) Acceleration motion 
Figure 3.25. Desired velocity estimation for longitudinal motion estimation. 
 
3.3.6. Interactive Maneuver Prediction 
From the maneuver recognition and path prediction modules, we can obtain 
the likelihood and predicted motion of each maneuver. In this step, we consider 
all likelihood and predicted motion simultaneously to compensate for the false 
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prediction of the maneuver recognition module. In other words, the objective 
of the interaction module is that eliminating the false prediction cases by 
minimizing the cost function considering the maneuver likelihood the collision 
risk between vehicles. The cost function for interactive maneuver prediction is 
consist of three energies: maneuver likelihood RNNikP , collision with ego 
vehicle egoikP , and collision between target vehicles ikijklP . Before describing 
the meaning of each energy, the indexes should be defined. The i and j mean 
the i and j the target vehicle. The k and l is the maneuver index such as lane L, 
S, R. The cost function is defined as follows: 
 [ ]1 2
1 1 1
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is the collision risk with i-th target vehicle of performing maneuver k. ikijklP  is  
the collision risk between i-th target vehicle of performing maneuver k and j-th 
target vehicle of performing maneuver l. The proposed cost function is 
evaluated for all combinations of the possible maneuvers of the target vehicles. 
For example, the cost evaluation of the two targets scenario is summarized in 
TABLE 5. In this example, the maneuver set of target 1 of the driving left lane 
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and target 2 of driving right lane is the optimal solution of the nine maneuver 
sets. The same approach is applied to multiple vehicle target cases. If N target 




Table 5. Example of Integrated Cost Function Evaluation  
 Maneuver Sets 
Target 1 L L L S S S R R R 
Target 2 L S R L S R L S R 
Cost 132 158 125 895 147 203 659 871 507 
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3.4. Intersection Approaching Vehicle Motion 
Prediction  
 
The vehicle state prediction module for intersection approaching vehicle has 
predicted the future behavior using the Interacting Multiple Model (IMM). The 
local filter of IMM has been defined by the driver behavior model based on the 
Intelligent Driver Model (IDM) [Liebner,'13]. The future state of the targets has 
been predicted by fusing the predictions of driver behavior models based on the 
probability estimates while considering the prediction uncertainty. 
 
3.4.1. Driver Behavior Model at Intersections 
The modeling of the driver behavior is an important factor to accurately infer 
driver intention and predict future motion. Driving data were collected to 
analyze the behaviors of drivers at uncontrolled intersections. The data 
acquisition was conducted at Midan City, Incheon, South Korea, where the 
driver’s sight and the FOV of the test vehicle coincide as much as possible. It 
was possible to acquire data reflecting the interaction between vehicles through 
FOV matching of the driver and sensors. The intersection in Midan City is a 
four-way intersection with four lanes both ways. 
The driving data collected has been processed in terms of DTCd  and cross 
priority. Among these data, we selected 22 representative data sets that reflect 
the interaction between intersection approaching vehicles. The reason why all 
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data sets were not used to define the driver behavior model is the characteristics 
of the K-means clustering. If the input data of K-means clustering is biased to 
certain motion, the derived behavior models are also biased to data-intensive 
region. The results of the driving data analysis are summarized in DTCd  vs. xa  
and DTCd  vs. xv  plane, as shown in Figure 3.26. The ‘Cross first’ and ‘Cross 
later’ mean the crossing order of the subject vehicle. The characteristics of 
behavior can be summarized in three ways. First, the drivers of the cross first 
slowed down their speeds before crossing the conflict point using acceleration 
within ±1m/s2. Second, the acceleration of -2.5m/s2 to 1.5m/s2 was used to 
decelerate the vehicle in the case of cross later. Third, if there is an enough 
margin between intersecting vehicles, similar behavior was observed between 
the two cases. Based on these observations, it is difficult to represent the 
behavior of the approaching vehicle by defining the single model. Therefore, 
we have defined the three driver behavior models. 
The IDM has been used to convert the driving data to the desired velocity 
profile, because IDM is suitable model to reflect the asymmetry of acceleration. 
The desired velocity profile will be used to reconstruct the driver behavior. The 
IDM consist of the desired velocity tacking term and the preceding vehicle 
following term. The IDM is defined as follows: 
 
( ) ( )2*max
*
0
1 / ( , ) /
( , ) ( ) / (2 )
v a v u d v v d
d v v d Tv v v ab
δ = − − ∆  
∆ = + + ⋅∆

  (3.25) 
where v  and u  are the current velocity and desired velocity model, 
 61 
respectively. δ  and maxa  are the acceleration exponent and maximum 
acceleration. d , v∆ , T , a , and b  are the clearance, relative velocity to 
preceding vehicle, time gap, maximum acceleration, and comfortable braking 
deceleration. The desired velocity tacking term has been rearranged in order to 












  (3.26) 
where i  and s  are the data and distance index, respectively. In this study, 
maxa  of 3.0m/s2 and δ  of 4 have been used to derive ( )iu s . Based on the 
human driving data as shown in Figure 3.26 (a), maxa  was set to 3.0m/s2 to 
cover the whole acceleration range of human driving data. Since the δ  is the 
prior of IDM, δ  of 4, which were commonly used in previous studies 
[Liebner,'13, Schuricht,'11, Zhou,'16], has been used. The measured velocity 
profile and desired velocity profile are described in Figure 3.27 (a). Based on 
these parameters, the driver behavior model has been defined by clustering the 
desired velocity profiles using the K-means clustering method. The points of 
the desired velocity profile have been clustered in three groups, shown as blue, 
red, and green circles in Figure 3.27. The two stopping data are clustered 
separately as green circles. This is because the stop behavior data largely 
changed the decelerate model when K-means clustering was applied to all 22 




(a) Acceleration histories 
 
(b) Velocity histories 
Figure 3.26. Human driving data with respect to cross priority.  
 




3.4.2. Intention Inference based State Prediction 
An IMM filter has been used to estimate the probability and fuse the 
prediction results of each model in order to improve the accuracy of state 
prediction and reflect the continuity of driver behavior. The structure of the 
target state prediction module is described in Figure 3.28. The local filter has 
been designed by an IDM-based Extended Kalman Filter (EKF) to employ the 
driver behavior model. The state vector x  and measurement vector z  of the 











  (3.27) 
where p  and v  are DTCd  and velocity, respectively. For measurement 
vector z , measurep  and measurev  are defined as DTCd  and the velocity 
measures from the sensor. Before deriving the equations of IMM filter, the three 
indexes are defined. j , k , and n  means the local filter index, time index of 
EKF, and the prediction step index. The j  of 1, 2, and 3 are matched to the 
pass, decelerate, and stop model based local filters, respectively. Based on these 
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  (3.28) 
where dt  of 0.1s  has been used. ,des ju  is the desired velocity profile 
defined by the driver behavior model. The probabilities of the behavior model 
are estimated as follows: 
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Λ = =∑   (3.29) 
where c  is the normalizing factor. The remaining parts of the IMM filter 
can be found in [Mazor,'98]. The process update of the local filter has been 
updated iteratively within prediction horizon in order to predict the future state 
based on each behavior model. The predicted states at k  have been fused 
based on the estimated probability as follows: 
 , , ,n k j k j n
j
x xµ= ⋅∑   (3.30) 
where, ,n kx  is the fused predicted states of the target vehicles at the 
prediction step n  at time k  and ,j nx  is the predicted states of the j -th 
behavior model at the prediction step n . ,n kx  has been used as a behavior 
prediction result of target vehicles. 
The proposed vehicle state predictor has been analyzed in order to evaluate 
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the prediction error using the remaining 84 data sets, which were not used to 
develop the behavior model. The error of the velocity prediction is defined as 
n n nv v v= − , where nv  and nv  are the true velocity and predicted velocity at 
the n -th prediction step. The distribution of nv  is shown in Figure 3.29 with 
mean value and ±3σ  boundary. The characteristics of the nv  distribution can 
be summarized in two ways. First, the mean of nv  tends to be biased toward 
negative values. Second, the distribution of nv  is widest in the interval of 2~3s, 
then reduced after this maximum interval. This is because the driver generally 
decelerates to pass through the uncontrolled intersections as shown in Figure 
3.26. In addition, the deceleration behavior appeared intensively around the 
conflict region. These characteristics make the distribution of nv  asymmetric 
and non-uniform, which makes it difficult to express with conventional error 
propagation methods. Furthermore, since the IBEO LiDAR has a maximum 
detection range of 100m, the vehicles near the intersections are mostly 
recognized. Which makes asymmetry and non-uniformity of nv  appear more 
apparently. The distribution of nv  has been reflected in the position prediction. 
The cumulative error of position prediction has been considered in Section 
5.3.4 when defining the conflict region. 
 








Chapter 4 Static Environment 
Representation 
 
Precise and straightforward representation of the static environment is the 
primary step for planning the desired motion in a complex areas such as 
downtown or campus road to achieving safe and comfortable autonomous 
driving. In Chapter 3, the dynamic environment is represented as a form of 
moving obstacles’ current and predicted states, which are easily defined as the 
small size of vectors. However, clustering and tracking all static obstacles is an 
unrealistic method for several reasons. First, a laser scanner outputs a 
significant number of points per every sampling time; for example, our test 
vehicle gives up to 24000 points. Second, a 2-D laser scanner, which installs 
on our test vehicle, gives the partial shape of a particular cross-section that 
means that distinguishing and classifying static objects is quietly difficult. 
Unlike moving obstacles, there are many kinds of static obstacles; therefore, it 
is not easy to estimate the whole shape of the obstacle. Finally, a laser scanner 
detects every reflective object such as lane marker, glass, raindrop, or snow. To 
cope with this limitation of a 2-D laser scanner, we use the concept of 
occupancy grid map with noise rejection, and we call it a static obstacle map in 
this study. Based on a static obstacle map, we define a free space and a drivable 
corridor, which are used for longitudinal and lateral motion planning each. In 
this research, the free space uses laser scanner output to define areas where a 
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vehicle cannot drive physically, and the drivable corridor means the boundary 
of the areas considered as an area that should not escape to driving safely with 
other traffics. Therefore, when defining a drivable corridor, we consider lanes, 
predicted states of moving objects, digital map, and static obstacle map just like 
the driver. The details of each item are described in the following sections. 
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4.1. Static Obstacle Map Construction  
 
As mentioned at the beginning of this chapter, an occupancy grid map is used 
for construct static obstacle map. Using a grid map can reduce the size of the 
data and calculation time than using all measured points from the laser scanner 
when representing static obstacles. To cope with noise measurement such as 
snow, raindrop, or lane makers, the confidence level of each grid is 
continuously estimated and evaluated to distinguish the grid occupied by static 
obstacles. The overall step of the static obstacle map construction can be 
summarized as shown in Figure 4.1.  
 
 
Figure 4.1. Sequence of static obstacle map construction.  
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After acquiring the point cloud from the laser scanner, the first step is 
removing ground and moving object measurement. Removing the measurement 
of the moving objects is relatively easy because we already know moving 
objects inside the region of interest, as mention in Chapter 3. However, 
removing ground measurement, which occurs mainly in the slope road or the 
speed limiter, needs some techniques because sometimes the shape of the 
ground and vehicle is similar. In addition, noisy measurements must be rejected 
to construct stable and reliable static obstacle map. To cope with this problem, 
we apply the concept of ‘confidence level’ for each grid in the static obstacle 
map. Before applying confidence level concept, point cloud without moving 
obstacles is converted to a grid map, which has a grid size of 0.5m and 0.1m in 
local x and y-direction. The confidence level evaluates the possibility of 
occupancy of the grid by comparing a previous static obstacle map and a new 
grid map using the current step’s laser scanner measurement. To compare the 
different two grid maps at different sampling time, we define the transformation 
matrix transT  using the results of the dead reckoning algorithm as follows: 
 
cos( ) sin( ) 0
sin( ) cos( ) 0
0 0 1 0















    (4.1) 
where movx , movy  and movθ  is the increment of x, y position and heading 
angle with respect to the current step’s local coordinate between adjacent 
sampling time. In other words, the previous step’s static obstacle map can be 
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transformed into current local coordinate by using transT  as below: 
 , ,map old trans map preP T P= ⋅   (4.2) 
where ,map preP  is the static obstacle map of the previous step in previous 
local coordinate and ,map oldP  it the same obstacle map represented in current 
local coordinate. In addition, a new static obstacle map only using current 
measurement is defined as ,map newP . The confidence level is evaluated by 
comparing grid occupancy of ,map oldP  and ,map newP . For grids that are occupied 
in both maps and the newly created grids, we increase the confidence level each 
step. If grids are not occupied in ,map newP  even occupied in ,map oldP , we reset 
the confidence level as zero. The sequence of the static obstacle map 
construction is summarized in Figure 4.2. 
 
 




(b) Point cloud acquisition  
 
(c) Moving obstacle rejection  
 
(d) Grid-map construction 
Figure 4.2. Static obstacle map construction. 
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As shown in Figure 4.2 (b), the red vehicle represents the ego vehicle at a 
certain time step, and the blue dots describe the measurement from the laser 
scanners. Among the measurement, returns from moving obstacles, ground, and 
points outside the ROI are removed. In this case, we set the ROI as -5m to 30m 
in x-direction and -10m to 10m in y-direction. The remaining points for static 
obstacle map construction are marked as large red circles in Figure 4.2 (c). 
Based on these points and evaluation result of confidence level, grid-based 
static obstacle map is defined as shown in Figure 4.2 (d). 
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4.2. Free Space Boundary Decision  
 
When planning a desired motion in the unconstructed environment, an area 
that is not occupied by obstacles is defined, and then a desired trajectory and 
acceleration is generated in this area. In this study, we define this area as free 
space, which only considers static obstacle map to express the physical 
boundary of the unsafe areas. The free space is defined as a form of two lines 
on the left and right side in the same ROI of static obstacle map. In order to 
define left and right free space boundary, the grids of static obstacle map should 
be classified into the left, and the right obstacles and classification criteria are 
needed. If the lane detection performance is above a certain level, we estimate 
the center-line of the current lane using the front vision sensor’s outputs such 
as lane curvature, slope, and offset of each side and uses it as a classification 
criterion. However, the performance of the front vision cannot be guaranteed in 
urban roads, because other traffics cover the lane or curvature of the lane is too 
high to detect. In that case, a pre-defined digital map is used to define a virtual 
center-line. A precise localization algorithm is not included in this research. 
Therefore, the shape of the lane in the digital map closest to the GPS 
measurement is used as a classification criterion. This criterion applies equally 
to the following section, drivable corridor decision. After classifying the static 
obstacle map in the left and right side, the boundaries of free space are defined 




Figure 4.3. Snapshot of classified static obstacle map and boundary of free 
space.  
 
In Figure 4.3, the criterion line of left/right obstacle classification is marked 
as a black solid-line passing through the red subject vehicle. The left and the 
right static obstacle are described as blue and red dots, and the boundary of free 
space is represented as a blue and red solid-line. Each boundary is determined 
to enclose the classified static obstacle grids, and when no static obstacle exists, 
the boundary of ROI is assigned as a free space boundary. In this case, the left 
boundary of the 24m~30m section and right boundary of the 20~28m section 
corresponds to this. These boundaries of free space are used to decide the 
desired longitudinal motion. 
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4.3. Drivable Corridor Decision  
 
The drivable corridor indicates the boundaries for safe driving in the current 
local coordinate with consideration not only the current state of traffic 
situations surrounding the subject vehicle but also predicted states of moving 
obstacles. More specifically, lane information from front vision, estimate the 
current state of objects, predicted states of moving objects, pre-defined digital 
map, and grid-based static obstacle map are used to define drivable corridor to 
handle possible risky situations caused by surrounding moving objects within 
prediction horizon. Starting from the results of the free space decision module, 
which defines the classification criterion line and assigns the left/right grid of 
static obstacle map with respect to this criterion, the first step is to decide the 
initial drivable corridor. Then, to consider all information from sensors and 
upper modules, we sequentially add the constraints for the drivable corridor and 
reduce the width of the drivable corridor from the initial drivable corridor. To 
achieve this, we consider the lane measurement, predicted future trajectory of 
oncoming and parked vehicles, and left/right static obstacle grid, respectively. 




(a) Guess initial drivable corridor 
 
(b) Add future trajectory of moving obstacles 
 
(c) Decide drivable corridor 
Figure 4.4. Drivable corridor decision results at certain time step.  
 
In Figure 4.4. (a), the classification criterion is illustrated as a cyan solid line 
in the center of the figure. Then, blue and red dotted lines beside the cyan solid 
 78 
line are the initial guess of the drivable corridor at this moment. If front vision 
measures the front lane with a sufficient confidence level, that measurement is 
used as an initial drivable corridor. However, if there is a lane that cannot be 
measured with sufficient confidence, the corresponding lane is replaced by a 
virtual lane, which is generated by shifting classification criterion as half of the 
estimated road width. When both lanes are not available several steps, road 
width is assumed as 3.5m because road width estimator will diverge to 
unreasonable value. After guessing the initial drivable corridor, predicted states 
of moving obstacles are considered as described in Figure 4.4. (b). In this case, 
the future motion of one oncoming vehicle is represented as several magenta 
vehicles. Also, two parked vehicles are described as a single cyan vehicle 
because these are suspended without attempting to enter the lane. Another 
characteristic of this figure is that the accumulated results of the prediction 
horizon are used, not a specific prediction time moment. The reason why we 
use the whole state of the prediction horizon is that drivers plan their future 
motion to avoid a collision a few seconds beforehand by predicting the behavior 
of the other traffics. For example, if a vehicle coming from the opposite lane 
invades the subject vehicle’s lane, the driver plans to evasive driving or stop in 
advance, not wait until the two vehicles meet. In order to realize this basic 
characteristic of the driver, the entire predicted motion should be considered 
simultaneously. Finally, the drivable corridor is defined as shown in Figure 4.4. 
(c). Blue and red solid line means left and right drivable corridor each at this 
moment. This drivable corridor will be used as a position constraint of lateral 
motion planning. 
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A typical problem that arises when a 2-D laser scanner is used ground 
detection due to a speed bump or a road slope. As mentioned before, this kind 
of laser scanner gives on a partial section of the object, which means that 
distinguishing between object and ground. As shown in Figure 4.5, the 
proposed environment representation algorithm successfully rejects a ground 






Figure 4.5. Environment representation performance at speed bump.  
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Another critical issue is to minimize the effect of weather conditions, such as 
fog, rain, or snow. Notably, laser scanners are very vulnerable to reflective 
weather conditions, such as snow and rain. In this study, we obtained the data 
of the severely snowy day and confirmed that the proposed algorithm has a 
sufficient level of performance in adverse weather conditions by analyzing that 
collected data. The results of the on-board camera and environment 




Figure 4.6. Environment representation performance at bad weather condition.  
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Chapter 5 Longitudinal Motion 
Planning 
 
In order to develop a fully automated driving algorithm in urban roads, it is 
essential to plan the longitudinal motion considering the traffic regulation, the 
dynamic constraint of the subject vehicle, the behavior of the surrounding 
traffic environment, and the possibility of the sudden appearance of objects 
from the occluded region. These conditions are considered in this study when 
deciding the longitudinal motion of the subject vehicle in urban driving 
conditions. The longitudinal motion planner is composed of two parts, the 
desired acceleration determination in the current driving scene and guessing the 
future velocity profile of subject vehicle in a specific prediction horizon for 
lateral motion planning. The details of each part are described in the following 
sections.  
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5.1. In-Lane Target Following  
 
The key objectives for motion predictors for autonomous driving are 
simulating the behaviors of human drivers and improving safety. In everyday 
driving, experienced drivers predict possible risks based on their observations 
of surrounding vehicles and ensure safety by modifying their behaviors before 
the risk arises. We used model predictive control (MPC) to design the motion 
planner based on the predicted motion of surrounding vehicles. We determined 
the cost function of the motion planner as follows: 
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  (5.1) 
where, k  and t  are the prediction step index and time index, respectively; 
( | )x k t  and ( | )refx k t  are the states and reference of the MPC problem, which 
is composed of travel distance xp  and longitudinal velocity xv . ( | )u k t  is 
the control input, which is the longitudinal acceleration command; pN  is the 
prediction horizon, which we determined by dividing prediction time p  by 
sampling time dt . We used p  of 2 seconds and dt  of 100ms to configure the 
motion predictor and therefore pN  of 20 to define the model predictive 
controller. Q , R , and uR∆  are the weight matrices for states, input, and 
input derivative, respectively, and we tuned these weight matrices to obtain 
control inputs from the proposed controller that were as similar as possible to 
those of human-driven vehicles. As we mention later, we used two sets of 
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weight matrices for the controller, for the proposed and conventional motion 
predictors. 
We defined the constraints to consider the dynamics, actuator limits, ride 
comfort, and safety. First, we used a simplified first-order delay model to define 
the dynamic constraints for the controller as follows: 
 ( )
( 1| ) ( | )1 0
|
( 1| ) ( | )0 1 / /
x x
x x
p k t p k tdt
u k t
v k t v k tdt dtτ τ
+      
= +      + −      
  (5.2) 
where τ  is the actuator delay, which is defined by the vehicle 
characteristics. The constraints for the control input are defined as follows for 
magnitude and slew rate: 
 min max
( | )
( 1| ) ( | )
u u k t u
u k t u k t S
≤ ≤
+ − ≤
  (5.3) 
where minu , maxu  and S  are the minimum/maximum control input and 
maximum slew rate of input, respectively. For this study, we used minu  of -
3m/s2, maxu  of 1m/s2, and S  of 5m/s3. 
We used the predicted states of the surrounding target vehicle to define 
( | )refx k t  and boundary conditions of xp  and xv . We summarize how we 
determined the reference state in Figure 5.1. We defined the initial reference 
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  (5.4) 
From this initial condition, we updated the reference states iteratively using 
the following equations: 
 , min( | ) ( | )des gap x refc k t t v k t c= ⋅ +   (5.5) 
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 1 , , 2( 1| ) ( ( | ) ( | )) ( ( | ) ( | ))ref x tar x ref desu k t k v k t v k t k c k t c k t+ = ⋅ − + ⋅ −  (5.6) 
 , ,( 1| ) ( | ) ( 1| )x ref x ref refv k t v k t u k t dt+ = + + ⋅   (5.7) 
 , , ,( 1| ) ( | ) ( | ) 0.5 ( 1| )x ref x ref x ref refp k t p k t v k t dt u k t dt+ = + ⋅ + ⋅ + ⋅   (5.8) 
where, gapt  and minc  are the time gap and minimum clearance to the in-lane 
target vehicle, respectively. In this study, we used gapt  of 1.5 seconds, minc  of 3m, 
1k  of 0.4, and 2k  of 1.0 to determine the reference input refu . 
We determined the reference position and velocity boundaries based on the predicted 
states as follows: 
 ,max ,( | ) ( | ) ( | )x x tar desp k t p k t c k t= −   (5.9) 
 ,min ( | ) 0xp k t =   (5.10) 
 ( ),max , ,limit( | ) min ( | ),x x ret xv k t v k t v=   (5.11) 
 ,min ( | ) 0xv k t =   (5.12) 
where, ,limitxv  is the velocity limit of the subject vehicle, defined by driver input or 
the speed limit on the driving road. 
 
 
Figure 5.1. State and parameter description of MPC-based motion planner.   
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5.2. Proactive Motion Planning for Narrow Road 
Driving  
 
The proactive motion planning for narrow road driving has determined the 
safe longitudinal motion to prevent the inevitable collision with unexpected 
pedestrian from the occluded region. The boundary of the free space is used to 
define the occluded region because finding gaps, where obstacles can pop out, 
is virtually impossible only using a 2-D laser scanner. The motivation and 
formulation of the proactive motion planner will be discussed in the following 
sections. 
 
5.2.1. Motivation for Collision Preventive Velocity Planning 
The collision preventive velocity planner has been proposed to deal with the 
risk potential of the unexpected objects from the occluded region. If we 
assumed that the static obstacle boundary could be used as a boundary of the 
occluded region of LiDAR sensors, the unexpected objects could appear from 
the boundary. Based on this assumption, the road in front of the subject vehicle 
can be divided into three zones. The example scenario is described in Figure 
5.2. The stopping distance of the example scenario is depicted as a black solid-
line in front of the subject vehicle. The ‘Zone 1’ means the region where the 
subject vehicle already passes before the object causes a collision or the region, 
which is far enough to respond to the unexpected objects. The ‘Zone 2’ is the 
region where the distance control to unexpected objects is available, even the 
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clearance to static obstacle boundary is insufficient. This is because the ‘Zone 
2’ is the area over the stopping distance. However, there is an area ‘Zone 3’ 
where a collision with obstacles coming from the occluded region is inevitable. 
This is because the subject vehicle is too fast to prevent the collision with 
obstacles in narrow roads. The objective of the collision preventive velocity 
planning is eliminating the ‘Zone 3’. leftd  and ,x brakev  is defined as target state 
leftd  and ,x brakev  is designed to deal with unexpected objects from occluded 
region into consideration of the maximum deceleration and actuation delay. 
The graphical description of leftd  and ,x brakev  is described in Figure 5.2. The 
details of the target state decision will be given in the following sections. 
 
 
Figure 5.2. The motivation of the collision preventive velocity planning.  
 
5.2.2. Desired Acceleration Decision 
The static obstacle boundary has been used to define the darting out position 
of the unexpected objects, such as a pedestrian. The example point of static 
obstacle boundary has been selected to facilitate the description as shown in 
Figure 5.3. The subject vehicle assumed to track the cyan-colored centerline of 
the driving envelope, which has been determined by integrating the lane 
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measurement and static obstacle boundary. The object has been assumed to 
cross the road. Based on these assumptions, the example appearance position is 
marked as a yellow cross on the right boundary of free space. The virtual 
conflict point has been defined where the path of subject and object crosses, 
which is marked as a blue cross. The clearance between the virtual conflict 
point and the appearance position is noted as objc , which means the left 
distance to the virtual conflict point in the view of the object. When objc  s 
utilized, the width of the subject vehicle is excluded to reflect the actual 
clearance between subject vehicle and object. In Figure 5.3, objc  is shown in 
full length between the virtual conflict point and the appearance position for 
ease of presentation. The remaining time TTCt  to arrive at the virtual conflict 






=   (5.13) 
where objv  is the dash-out velocity of the object and 1.5 m/s have been used 
in this study, which is the average speed of walking pedestrian [Montufar,'07, 
Lam,'00]. TTCt  means the remaining time to stop the subject vehicle after 
detecting the dashed-out object from the occluded region. Therefore, the 
braking position of subject vehicle and velocity at the braking position can be 
calculated under the assumption of uniformly accelerated motion. 
 ,min ( )brake x TTC delayv a t t= ⋅ −   (5.14) 
 2,min
1( ) ( )
2brake brake TTC x TTC delay
d v t a t t= ⋅ − ⋅ −   (5.15) 
where, ,minxa  of -10m/s2 and delayt  of 0.5s is the maximum declaration of 
 88 
actuator and the time delay of processing and actuating. After defining braked  
and brakev , the recommended velocity safev  at current position can be 
determined as follows: 
 2 ,norm2safe brake x leftv v a d= + ⋅ ⋅   (5.16) 
where, ,x norma  of -1m/s2 is the minimum acceleration in normal driving 
condition. Using the same method, safev  has been calculated in all static 
obstacle boundary points within ROI. The case, which generates minimum safev , 
has been utilized to define the target states leftd  and brakev . The proposed 
collision preventive velocity planner guarantees that the subject vehicle avoids 
the collision with the unexpected dash-out object from the occluded region. If 
braked  is longer than remain distance to virtual conflict point from the subject 
vehicle, the subject vehicle passes virtual conflict point earlier than objects. In 
this case, brakev  is set equal to the velocity limit of the driving road. The 
desired acceleration ,x desa  is determined by using MPC based target state 
tracker to track the target states leftd  and brakev . 
 
 
Figure 5.3. Concept of collision preventive velocity planning.  
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The collision preventive velocity planning results is described in Figure 5.4. 
The centerline is marked as a black dotted line, which is assumed to be tracked 
by subject vehicle. In Figure 5.4, the vehicles of three colors are represented to 
show the moment where the target states were determined. The black vehicle 
means the current position of the subject vehicle. The blue and red vehicle 
means the braking position and collision location, respectively. In this example, 
the subject vehicle is recommended to reduce the velocity under 22.8km/h 








5.3. Uncontrolled Intersection  
 
Clearance and Time-to Collision (TTC) have been widely used as a control 
indexes in studies of ADAS and autonomous driving. However, it is difficult to 
apply clearance and TTC directly to autonomous driving at intersection, where 
the driving routes of the vehicles crossed and the driving direction is the 
opposite each other. This is because clearance and TTC have been developed 
based on the assumptions of driving on the main road. Therefore, the safety 
indexes have been defined as follows to reflect the characteristics of 
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  (5.17) 
where, ,DTC subd  and ,DTC tard  mean the Distance to Conflict (DTC) of 
subject and target vehicle as shown in Figure 5.5. ,x subd  and ,x tard  are the 
longitudinal velocity of subject and target respectively. confc  is the clearance 
to conflict point defined by adding ,DTC subd  and ,DTC tard . confTTC  is the sum 
of the subject’s TTC and target’s TTC. confc  and confTTC  consider the 
trajectory of target vehicle, shape of intersection and relative velocity. In 
addition, ,DTI subd  and ,DTI tard  in Figure 5.5 mean the Distance to 




Figure 5.5. Parameter description in intersection.  
 
5.3.1. Driving Phase and Mode Definition  
The driving modes were composed of cross and stop modes in the 
conventional approaches. Although this approach was intuitive, it is difficult to 
represent driver behavior through just two modes. Therefore, we introduced the 
driving phase and modes to achieve natural behavior of AV. The approach 
mode is the sub-mode of the approach phase. The cross and yield modes 
constitute the risk management phase. Each driving phase uses its own motion 
planner. When the driver approaches uncontrolled intersections, they should 
monitor the other vehicles to decide their own behavior. In addition, the driver 
should decelerate to avoid collision with vehicles appearing from blind spots. 
This driver characteristic can be applied to an AV, because the AV has a 
limitation in FOV of sensors similar to a driver’s sight view. Therefore, the 
approach mode has been defined to plan the safe approaching motion.  
The risk management phase has been defined to represent the risk managing 
of the proposed algorithm when interacting with other vehicles. There are many 
cases in which the mode decision is not clear between cross and stop modes. 
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For example, if the target vehicle is detected to have almost the same DTCd  
and xv  of the subject vehicle, it is difficult to determine the driving mode 
between only the cross and stop modes. Therefore, the yield mode has been 
proposed to replace the stop mode and respond to ambiguous driving situations. 
In other words, the subject vehicle of the yield mode could pass the intersection 
first or late depending on the prediction results of targets. Finally, the cross 
mode has been defined for the situation in which the subject vehicle is sure to 
pass safely. 
 
5.3.2. State Machine for Driving Mode Decision  
The target classification should proceed before determining the driving mode. 
Vehicles on highways or main roads can be simply classified as in-lane and 
next-lane targets. However, this simple target classification is hard to apply to 
intersections, because the path of each vehicle is overlapped and the direction 
is opposite. Primary and secondary targets have been introduced to classify the 
target vehicles in this study. Regardless of the driving lane, all vehicles entering 
the intersection have been considered to define primary and secondary targets. 
The primary target means the vehicle approaching the intersection at the front. 
The secondary target means the vehicle following the primary target 
immediately behind. If a vehicle exists behind the secondary target, vehicles 
are continuously tracked and classified in the order of secondary and primary 
targets.  
The state machine has been used to determine the driving mode as shown in 
Figure 5.6. The state transition conditions between phases and modes are 
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named as ‘Approach On’, ‘Approach off’, ‘Yield On’ and ‘Cross On’, as shown 
in Figure 5.6.  The approach mode is the initial state of the state machine. If 
the target vehicle is detected or the FOV of sensor is fully secured, ‘Approach 
Off’ is activated. Meanwhile, if the FOV of the sensor is restricted and the target 
vehicle does not exist, ‘Approach On’ is activated.  
The ‘Yield On’ and ‘Cross On’ have been defined based on the concept of 
the uncontrolled intersection theory [TROUTBECK13,'97]. The current states 
of each of the vehicles are represented in DTCd  vs. xv  plane to facilitate the 
description of ‘Yield On’ and ‘Cross On’ visually. The slope of this plane 
means the TTC of each vehicle, which is the portion of 1confTTC
− . If only the 
primary target exists, the driving mode has been determined by comparing the 
slope defined by the TTC of each vehicle. The critical gap ,g criticalT  and follow-
up gap ,g followT  have been employed to design the state transition condition. If 
primary and secondary targets exist simultaneously, the concept of ,g criticalT  
has been applied. The ,g criticalT  is the time gap threshold between major stream 
vehicles before departing stop vehicles at minor stream. In this study, the major 
stream is regarded as the vehicle flow composed by primary and secondary 
target, and the vehicle try to cross the major stream is defined as the subject 
vehicle. In other words, if the time gap between primary and secondary target 
are larger than ,g criticalT , the subject vehicle will enter the intersection and pass 
between targets. Finally, if in-lane target exists, the concept of ,g followT  has 
been used. The ,g followT  is the minimum headway time between two 
consecutive vehicles in the minor stream to initiate the non-first vehicle’s 
maneuver. If the subject vehicle is close enough to in-lane target within ,g followT , 
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the subject vehicle follows the in-lane target to cross the intersection. Example 
scenarios for each case are illustrated in Figure 5.7. For all scenarios, the case 
1 and 2 mean the ‘Yield On’ and ‘Cross On’ situation respectively. The state 
transition condition from ‘Yield On’ to ‘Cross on’ is depicted as a black dotted 
line. The opposite condition is indicated by a black dashed line. All 
considerations have been comprehensively considered to determine the driving 
mode in multiple target scenarios. The cross mode has been declared when all 
conditions give the same results, ‘Cross On’; otherwise, the yield mode has 
been declared.  
In the previous researches [Chan,'06, Weinert,'00, TROUTBECK13,'97], 
,g criticalT  and ,g followT  were distributed over 2 ~ 9s and 2 ~ 5s, respectively. 
Based on these previous researches, ,g criticalT  and ,g followT  has been 
determined with ,g upT , and ,g downT , which are the margin to prevent the 
chattering between modes. The ,g criticalT  of 4s, ,g followT  of 2s, ,g upT  of 1s, and 
,g downT  of 3s have been used to define the state transition conditions. In other 
words, the ,g criticalT  and ,g followT  covered 3~7s and 1~5s in this research. This 
coverage has been determined by vehicle tests. ,g downT  is larger than ,g upT  to 
prevent the risky situations caused by misjudgment to cross mode when 
behavior of vehicles is similar. 
 




 (a) Primary target case  (b) Secondary target case  (c) In-lane target case 
Figure 5.7. Example scenarios of the state transition condition for each cases.  
 
5.3.3. Motion Planner for Approach Mode  
The braking assist control was developed to assist the driver for safe left turn 
maneuver at intersection in previous studies [Fujinami,'16]. The approach 
phase is proposed to determine an appropriate approach motion to secure the 
response time with target appearing from occluded region. In addition, 
approach phase also serves as a position of mode transition between main road 
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to intersection autonomous driving as depicted in Figure 5.8. The position of 
mode transition transd  is defined as follows: 
 
trans delay braking margind d d d= + +   (5.18) 
where, delayd , brakingd , and margind  means the free running distance, braking 
distance, and minimum clearance to stop line, respectively. delayd , and brakingd













  (5.19) 
where, delayt  and ,x comfa  is the actuator delay and nominal deceleration 
derived from the driving data analysis. delayt  of 0.5s, ,x comfa  of -2m/s2, and 
margind  of 5m has been used to evaluate the transd , delayd , and brakingd . 
The first step is defining the position where the detecting the target vehicle 
first, which is named as ‘Dart-out position’. The dart-out position has been 
defined as all intersect points between entry roads and the boundary of FOV 
estimate. The FOV estimate has been estimated by sensor specification and 
shape of intersection. One example case has been used to describe the required 
deceleration decision steps. The graphical examples of one of the dart-out 
position is marked as red cross in Figure 5.8. After dart-out position has been 
defined, the intersecting points can be defined as blue cross as described in 
Figure 5.8. This intersecting point has been defined as ‘Virtual conflict point’, 
because these points are the expected conflict point based on the possibility of 
appearing of targets. 
The required deceleration has been determined based on the dart-out 
positions and virtual conflict points to prepare the appearing of the targets from 
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occluded region. First, dashd  has been defined to denote the left distance to 
virtual conflict point from the target’s point of view. The dasht  can be defined 
as a remaining time until reaching the virtual conflict point from dart-out 
position and calculated as follows: 
 
,/dash dash x dasht d v=   (5.20) 
where dashv  is the dart-out velocity of the target, which is assumed as the 
speed limits of our test roads. From the subject vehicle’s point of view, dasht  
is the remaining time to avoid a collision with a target from the occluded region. 
Therefore, the stopping distance braked  and velocity brakev  at braking point 
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  (5.21) 
where ,minxa  of -5m/s2 and delayt  of 0.5s are the maximum deceleration and 
delay of the actuator, respectively. The required deceleration candidate 












  (5.22) 
The minimum value of , ,x req candia  has been utilized as a desired acceleration 
,x reqa  of approach mode. Therefore, the safe approach behavior can be 





Figure 5.8. Description of required deceleration calculation for motion planner 
of approach phase.  
 
5.3.4. Motion Planner for Risk Management Phase  
The motion planner for risk management phase has been designed using the 
MPC approach. The control strategy of the risk management phase is 
maintaining the safety indexes at a safe level and minimizing the control efforts. 
The conflict region has been predicted based on the predicted states of subject 
and target vehicles. Since there is an uncertainty of predicted states described 
in Chapter 3.4, a conflict region has been defined, not a point. The sequence of 
defining the conflict region is described with a primary target case. The 
example case is illustrated in Figure 5.9. In Figure 5.9 (a), the future trajectories 
are represented as cyan and purple vehicles at intervals of 1s within a prediction 
horizon of 5s. The FOV of subject vehicle is indicated by a blue shaded sector. 
For lateral motion, the target vehicles are assumed to be able to proceed all 
possible exits before entering the intersection. After the targets enter the 
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intersection, the intended exit is selected based on the position and heading 
angle of the target vehicles. As shown in Figure 5.9 (a), the predicted trajectory 
of each vehicle is overlapped, because the states of the subject are predicted 
based on the pass model of the state predictor. This is because the desired 
motion is not decided in this step. The predicted trajectory of the subject vehicle 
will be used as an initial guess ,[ ]guess nx  of the motion planning. 
The predicted states and prediction time should be considered simultaneously 
when defining the conflict region. The graphical representation of state 
prediction is depicted in Figure 5.9 (b) using Global X - Global Y - prediction 
time space. The predicted trajectory of the subject is represented with blue 
circles with the red cross section. The predicted trajectory of the target is 
illustrated as a rectangle cylinder originating from the current target vehicle 
position. The results in 3D space are cut in red cross section to define the 
conflict region, as shown in Figure 5.9 (c). This plane has been used as a control 
plane for motion planning. The cross section of the cylinder has been defined 
as a conflict region. The boundary of the conflict region has been defined as a 
base constraint for cross and yield mode. In addition, confTTC  and confC  
should be ensured to guarantee safety. However, since confTTC  and confC   
have been coupled with the future state of the subject and target vehicle, 
constraints reflecting confTTC  and confC  are expressed in a simple circle as 
shown in Figure 5.9 (c). Therefore, MPC is the appropriate approach for solving 
the states-constraints coupled problem and conceptual example of MPC 
solution for each mode are depicted in Figure 5.9 (c). 
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(a) Prediction results in X-Y plane 
 
(b) Prediction results in X-Y-Time space 
 101 
 
(c) Cross section about subject vehicle’s trajectory 
Figure 5.9. Motion planning constraint decision with motion prediction.  
 
The first step is defining the vehicle model. For this purpose, the point mass 
model with first-order input delay has been employed. The state and input 
vector are defined as follows: 
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n n n n
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  (5.23) 
where [ ]np , [ ]nv , and [ ]na  are the position, velocity, and acceleration, 
respectively, on the curvilinear coordinate along the predicted trajectory of the 
subject vehicle. n  is the prediction time index. ,[ ]des na  is the longitudinal 
acceleration input. Therefore, the vehicle model has been defined as follows: 
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  (5.24) 
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where dt  and xτ  are the sampling time of the controller and actuator 
delay, respectively. 
The cost function of the MPC problem is defined as follows: 
{ } { }
1
[ ] ,[ ] [ ] [ ] ,[ ] [ ] [ ] [ ]
1 0
( ) ( )
p pN N
T T
n guess n n n guess n n n n
n n
J x x Q x x u R u
−
= =
= − ⋅ ⋅ − + ⋅ ⋅∑ ∑   (5.25) 
where, Q  and R  are the state and input weighting matrix, respectively, 
which are determined by vehicle tests. pN  is the prediction horizon of the 
MPC problem. As mentioned before, the objective of the proposed MPC 
approach is to minimize control efforts while satisfying the safety constraints. 
Therefore, the first term of the cost function has been defined by using an error 
vector [ ] ,[ ]n guess nx x− . The Q  and R  have been tuned to obtain the behaviors 
of the controlled subject vehicle as similar as possible to those of human driven 
vehicles. 
The constraints have considered the safety indexes, dynamics, and actuator 
characteristics. The dynamic constraint is the vehicle model defined as equation 
(5.12). The initial constraints are the current states of the subject vehicle as 
follows: 
 
[1] [1] [1]0, , ,x xp v v a a= = =   (5.26) 
[ ]np  has been constrained so as to prevent collisions. The position constraint 
has been defined based on the predicted states of the vehicle and the driving 
mode as follows: 
 1 [ ] [ ] max,[ ] 2 [ ]min,[ ] n n n nnp k c p p k c+ ⋅ ≤ ≤ − ⋅   (5.27) 
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0 Yield Mode
base constraint Cross Mode
base constraint Yield Mode
100 Cross Mode
1 if conflict region exist at n-th step & Cross Mode
0 else
1





















if conflict region exist at n-th step & Yield Mode





where minTTC  is the minimum confTTC  derived from the driving data analysis. 
minC  is the minimum confC  for responding to the case when the low speed increased 
confTTC , even the confC  is reduced to a risky level. [ ],1nx   and [ ],2nx  are the 
predicted DTCd  and the velocity of targets. [ ]nc  is calculated based on the optimal 
states of the subject vehicle and the predicted states of the target vehicle. Therefore, the 
proposed constraint has considered the interaction between the subject and target 
vehicle based on the predicted states, confTTC  and confC . Furthermore, if confTTC  
and confC  are not reduced to risky levels, the subject vehicle maintains the behavior 
even when the yield mode is declared. 
The constraints for [ ]nv , [ ]na , and [ ]na  is defined as follows: 
 
[ ]( )min [ ] max [ ]
min [ ] max










  (5.28) 
where maxv  and ,[ ]curve nv  are the speed limit and the maximum velocity for 
limiting lateral acceleration, respectively. ,[ ]curve nv  is the calculated result when 
the vehicle is in the [ ]np . mina , maxa , and ,maxjerka  are the minimum, 
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maximum acceleration, and maximum jerk, respectively. The parameters of the 
MPC problem are summarized in Table 6. 
 
  
Table 6. Parameters for MPC Approach 
Parameters Values Parameters Values 
minTTC   2𝑠𝑠 minC  5𝑚𝑚 
mina  −5𝑚𝑚/𝑠𝑠2 dt  0.2𝑠𝑠 
maxa  1𝑚𝑚/𝑠𝑠2 xτ  0.5𝑠𝑠 
,maxjerka  2𝑚𝑚/𝑠𝑠3 pN  25 
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Chapter 6 Lateral Motion Planning 
 
The last step of the proposed motion planning algorithm is determining the 
desired path to track based on the results of the previous chapters, the drivable 
corridor, desired acceleration, and initial guess of the subject vehicle motion in 
the prediction horizon. This study adopts a linear MPC approach based path 
planner, which considers dynamic, safety, and actuator constraints 
simultaneously. Generally, the receding horizon optimization problem is solved 
at each sampling time of the controller, and the first term of the optimal control 
input is applied to the plant. However, this conventional approach requires that 
the input of the plant and the MPC model are the same, which makes defining 
and solving the MPC problem difficult. In addition, calculation time is another 
issue when applying the MPC controller as a real-time control algorithm. In 
order to handle this problem, this study uses linear MPC using a particle motion 
model to generate the desired path based on CVXGEN solver in MATLAB 





Figure 6.1. The overall sequence of the lateral motion planning.  
 
When using an MPC controller in real-time, there is a possibility not to 
converge to the optimal solution within the sampling time of the controller 
because a commercial solver is based on the iterative method. In this case, the 
controller will overrun and fail to output the desired motion, which creates a 
dangerous situation. To deal with this problem, our controller limits the 
maximum iteration number, and if it fails to converge, the predicted trajectory 
of the subject vehicle is output as the desired path for path tracking algorithm. 
As mentioned before, our lateral motion planner uses CVXGEN to solve the 
linear MPC problem. In order to define the linear MPC problem, the vehicle 
model, cost function, constraint, parameters, and MPC solver setting should be 
determined. The details of these are summarized in the following sections.  
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6.1. Vehicle Model  
 
The particle model is used as a plant model for the MPC approach to lower 
the computational load by simplifying the plant model. First, the state and input 
vector-only are defined as follows: 
 
[ ] ,[ ] ,[ ] ,[ ] ,[ ] ,[ ] ,[ ]
[ ] , ,[ ] , ,[ ]
T
k x k y k x k y k x k y k
T
k x des k y des k
x p p v v a a
u a a
 =  
 =  
  (6.1) 
In the above equation, the prediction horizon index k  is only used to avoid 
confusion without discrete-time index n  and the local coordinate of the 
subject vehicle is used to represent the position, velocity, and acceleration in 
local x and y-direction. Also, to distinguishing the actuation input and vehicle 
state, we define , ,[ ]x des ka , , ,[ ]y des ka  and ,[ ]x ka , ,[ ]y ka  respectively. When 
defining a dynamic model using this state and input vector, we assume that 
acceleration input has a first-order delay to generate an actual acceleration of 
the vehicle. This can be defined in the Laplace domain as follows: 
 ,
1( ) ( )
1x x desx




  (6.2) 
where xτ  is the actuator delay in x-direction. This equation is converted in 
time domain to get differential equation. 
 ,
1 1( ) ( ) ( )x x x des
x x
a t a t a t
τ τ
= +   (6.3) 
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 
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 
  (6.4) 
The same equation is applied to ya  model as follows: 
 ,[ 1] ,[ ] , ,[ ]1y k y k y des k
y y






  (6.5) 
After all, the dynamic model with actuation delay can be defined as follows: 
 1k k k k kx A x B u+ = +   (6.6) 
where
1 0 0 0 0 0 0
0 1 0 0 0 0 0
0 0 1 / 0 0 0 / 0
0 0 0 1 0 0 0
0 0 0 0 1 0 0













   
   
   
   −
= =   
   
   
   
−      
  
In this study, actuation delay xτ  and yτ  is determined based on the 
principle experiment to acceleration and path tracking algorithm using the test 
vehicle in proving ground. 
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6.2. Cost Function and Constraints  
 
The MPC approach determines optimal control input sequence within the 
prediction horizon, which minimizing the cost function while satisfying 
constraints. Therefore, we should define cost function appropriately 
corresponding to the objective of the controller before the formulation of the 
MPC problem. The predictive expression of the cost function can be 
represented in convex expression as follows: 
 { } { }
1
[ ] ,[ ] [ ] [ ] ,[ ] [ ] [ ] [ ]
1 0
( ) ( )
p pN N
T T
k guess k k k guess k k k k
k k
J x x Q x x u R u
−
= =
= − ⋅ ⋅ − + ⋅ ⋅∑ ∑  (6.7) 
where, ,[ ]guess kx , [ ]kQ  and [ ]kR  are an initial guess of the subject vehicle 
states and weighting matrix each. ,[ ]guess kx  is predicted as follows. The 
proposed desired acceleration determination algorithm in section 5.1 is also 
used to guess the velocity profile of the subject vehicle in the prediction horizon, 
which is the crucial part to generate the desired path. In this study, the 
prediction horizon is set as 0 to 3 second with 0.1 second sampling time. In 
addition, the trajectory obtained during the guessing velocity profile is used as 
an initial guess for the lateral motion planner. In this step, subject vehicle is 
assumed to follow the center-line of the drivable corridor. The same model, 
which is presented in the Chapter 6.1, is used with target acceleration defined 
by equation (6.6). The example of the initial guessing within prediction horizon 




Figure 6.2. The predicted path of the subject vehicle.  
 
Figure 6.3. The predicted velocity profile of the subject vehicle.  
 
As shown in Figure 6.2, the subject vehicle is assumed to say in the drivable 
corridor, which can be considered to follow the center-line of the drivable 
corridor because the objective of the proposed motion planning algorithm is to 
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drive safely inside the drivable corridor with planned velocity profile and 
desired path. Based on this target objective, the trajectory of the subject vehicle 
is predicted as black solid-line of Figure 6.2, and the predicted velocity profile 
at this time is presented in Figure 6.3. The reason why the desired velocity after 
prediction time 1pt s=  is decreasing until the end of the prediction horizon is 
that subject vehicle is approaching closer to the right boundary of the free space, 
which makes reaction time to obstacle reduced. This predicted path and the 
velocity profile is used as an initial guess of linear MPC. 
Constrains for motion planner should consider the plant model, actuator limit, 
and safety conditions. First, the plant model is defined in Chapter 6.1, and 
equation (6.6) is used as a dynamic constraint of this MPC problem. Second, 
the actuator limit is defined as a minimum and maximum value and jerk limit, 
which is not a physical limit but a value considering ride comfort. This kind of 
approach is reasonable because this optimization problem only defines the 
desired path, not the desired acceleration, and also using the brake to avoid a 
collision is effective than evasive steering in low-speed regions such as urban 
roads. Therefore, a lateral motion planner’s job in an emergency scenario is to 
maintain the vehicle within the drivable corridor to prevent another accident 
with other traffic participants. The actuator constraints are defined as follows: 
 
,min,[ ] ,[ ] ,max,[ ]
,min,[ ] ,[ ] ,max,[ ]
x k x k x k





  (6.8) 
 ,[ 1] ,[ ] , ,max
,[ 1] ,[ ] , ,max
x k x k x jerk







  (6.9) 
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,[1] ,[1], , ,max
,[1] ,[1], , ,max
x x pre x jerk





  (6.10) 
The equation (6.10) means the input of the current time step should not be 
increased or decreased more than the jerk limit to prevent unreasonable input 
changes. 
Finally, the most crucial constraint, safety constraint, is defined using the 
drivable corridor, velocity, and acceleration limit to prevent collision and 
achieve ride comfort. As mentioned before, this MPC problem is defined in the 
local coordinate system of the current vehicle position, which is called as MPC 
coordinate in this study, which means that vehicle coordinate and local 
coordinate matches only 1k = , and a coordinate matching is needed between 
MPC coordinate and k-th local coordinate system to determine safety constraint 




Figure 6.4. safety constraints for MPC problem.  
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Constraints for vehicle motion are generally defined in local coordinate and 
these constraints are marked as green arrows as shown in Figure 6.4 with 
respect to local x and y direction. These constraints are denoted as , ,maxx localv , 
, ,maxx locala , , ,minx locala  and ,y locala . These are transformed in MPC coordinate 
using following equations 
( )
( )
,max,[ ] , ,max [ ] , ,[ ] [ ] , arg
,min,[ ] , ,[ ] [ ] , arg
min cos( ) cos( )
min 0 cos( )
x k x local k x pred k k x m in
x k x pred k k x m in




 = ⋅ ⋅ + 
 = ⋅ − 
  (6.11) 
( ),max,[ ] , ,max [ ] , ,[ ] [ ] , arg
,min,[ ] ,max,[ ]
min sin( ) sin( )y k x local k x pred k k y m in
y k y k
v v v v
v v
ψ ψ = ⋅ ⋅ + 
= −
  (6.12) 
 
[ ]
,max,[ ] , ,max [ ] , [ ]
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y k y k
a a a
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where [ ] [ ][ ]
[ ] [ ]
cos( ) sin( )











The parameters for motion planning is determined by driving data based 






Table 7. Parameters for Lateral Motion Planning 
Parameter Value Parameter Value 
𝑎𝑎𝑥𝑥,𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙,𝑚𝑚𝑙𝑙𝑥𝑥 1𝑚𝑚/𝑠𝑠2 𝑑𝑑𝑑𝑑 0.1𝑠𝑠𝑠𝑠𝑠𝑠 
𝑎𝑎𝑥𝑥,𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙,𝑚𝑚𝑚𝑚𝑚𝑚 −3𝑚𝑚/𝑠𝑠2 𝜏𝜏𝑥𝑥 0.5𝑠𝑠𝑠𝑠𝑠𝑠 
𝑎𝑎𝑦𝑦,𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙 1𝑚𝑚/𝑠𝑠2 𝜏𝜏𝑦𝑦 0.5𝑠𝑠𝑠𝑠𝑠𝑠 
𝑎𝑎𝑥𝑥,𝑗𝑗𝑗𝑗𝑗𝑗𝑗𝑗,𝑚𝑚𝑙𝑙𝑥𝑥 1𝑚𝑚/𝑠𝑠3 𝑣𝑣𝑥𝑥,𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙,𝑚𝑚𝑙𝑙𝑥𝑥 25𝑘𝑘𝑚𝑚/ℎ 
𝑎𝑎𝑦𝑦,𝑗𝑗𝑗𝑗𝑗𝑗𝑗𝑗,𝑚𝑚𝑙𝑙𝑥𝑥 0.5𝑚𝑚/𝑠𝑠3   
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Chapter 7 Performance Evaluation 
 
7.1. Motion Prediction  
 
We evaluated the proposed motion predictor through driving data-based 
simulation. We used 4,998 of the data samples as the evaluation data set to 
compare the prediction accuracy between the base and proposed algorithms. 
 
7.1.1. Prediction Accuracy Analysis of Vehicle State based Direct Motion 
Predictor  
We compared the prediction results from the proposed algorithm with the 
results from three base algorithms. Specifically, we used the path-following 
model with constant velocity (CV/Path) and the path-following model with 
traffic flow (Vflow/Path) [Suh,'18] to predict the surrounding vehicles’ motion 
within intersections. The path-following model we used for those two 
predictors assumed that vehicles would be following the roads, with the roads 
to follow being defined by the nearest path on digital map. This was a 
reasonable assumption because there are no lane markers in intersections, and 
this feature of intersections makes it difficult to predict the surrounding vehicles’ 
motion based on lane information from vision sensors. Therefore, it is 
appropriate to integrate the digital map with the surrounding vehicles’ states for 
intersections. 
In addition, we compared the prediction performance of a CTRV model with 
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that of the proposed algorithm; CTRV models are frequently used for target 
tracking and motion prediction [Polychronopoulos,'07, Kaempchen,'04, 
Barth,'10]. When choosing the base algorithms, we excluded models based on 
acceleration because it is difficult to estimate longitudinal and yaw acceleration 
of surrounding vehicles to the level applicable to prediction models using only 
on-board sensors. The analysis results of the prediction error for proposed and 
base algorithms are depicted in Figure 7.1. The means and standard deviations 
of proposed algorithm and CV/Path model are summarized in Table 8.  
The proposed algorithm shows more precise results than the based algorithms 
in two ways. First, the proposed algorithm shows a bell curve with a near zero 
mean, which means that the algorithm precisely predicted the intended 
direction of the human drivers. Meanwhile, x and y position errors of CV/Path 
and Vflow/Path show two bell curves because the base algorithm chose the 
following path among the predefined paths on the digital map. The shifted bell 
curve was created on only one side because it was possible to make multi-lane 
left turns at the intersections where the evaluation data were acquired; if multi-
lane right turn cases are added, another curve will be created on the other side 
of the proposed algorithm’s results. The CTRV model showed more distributed 
results because the yawrate change within the prediction horizon was not 
considered and the yawrate estimation error is directly related to prediction. 
Second, the 3-sigma ranges of ,x Tpe , ,y Tpe  and ,v Tpe  are bounded within 
reasonable levels for the motion planner; in other words, prediction result-based 
path generation can guarantee the safety of AVs based on the prediction results 
because the 3-sigma range of ,y Tpe  is -1.09m to 1.13m, which is within the 
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margin of the lane width. For longitudinal motion planning, the error levels of 
,x Tpe  and ,v Tpe  were also within the control margin of the motion planner. 
Therefore, motion planning for AVs based on the proposed prediction 
algorithm can increase the safety and passenger acceptance of autonomous 
driving. We discuss the details of applying the motion planner of the proposed 




(d) Velocity error distribution 






In addition to the above results about comparison with conventional 
prediction models, we compared the prediction results from the proposed 
algorithm with the results from other LSTM-RNN architectures. In this study, 
RNN with LSTM architecture has been used to predict the future trajectory of 
the surrounding vehicle at multi-lane turn intersections. In addition to LSTM 
based RNN, we compared the prediction accuracy with other recently proposed 
networks. First, bidirectional LSTM based RNN (Bi-LSTM) was used as a 
comparison. Unlike LSTM, where memory typically exists only in the 
feedforward direction as shown in Figure 7.2 (a), Bi-LSTM connects two 
hidden layers of LSTM layer opposite directions to the same output. are 
especially useful when the context of the input is needed. This is because arrows 
for each direction as shown in Figure 7.2 (b) represent the connection 
relationships between Bi-LSTMs. In practice, the LSTM layer should be 
depicted separately for forward and backward layers, but it is simplified to one 
block to maintain the consistency of schematic drawing with other architectures. 
Second, attention aware LSTM based RNN (A-LSTM) was used as another 
Table 8. PREDICTION ERRORS OF THE PROPOSED MOTION PREDICTOR  
Error 







𝑠𝑠𝑥𝑥 0.53𝑚𝑚 1.98𝑚𝑚 1.49𝑚𝑚 4.09𝑚𝑚 
𝑠𝑠𝑦𝑦 −0.02𝑚𝑚 0.37𝑚𝑚 −2.25𝑚𝑚 2.13𝑚𝑚 
𝑠𝑠𝜃𝜃 −0.56° 1.87° −4.60° 6.61° 
𝑠𝑠𝑣𝑣 −0.16𝑘𝑘𝑚𝑚/ℎ 0.65𝑘𝑘𝑚𝑚/ℎ 0.80𝑘𝑘𝑚𝑚/ℎ 1.23𝑘𝑘𝑚𝑚/ℎ 
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Comparison for LSTM-RNN [Ran,'19]. The attention mechanism is over the 
output layer of each LSTM unit to model the long-term dependence and 
integrates departure time into the proposed LSTM-RNN model. If the departure 
time aspect is considered, the attention mechanism can capture a more 
important part of input sequences than conventional LSTM. Therefore, 
attention aware LSTM is known to better capture the relationship between 
history travel time and predicted travel time. The architecture of the A-LSTM 
is represented in Figure 7.2 (c). 
 
(a) Long Short Term Memory (LSTM) 
 
(b) Bidirectional Long Short Term Memory (Bi-LSTM) 
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(c) Attention Aware Long Short Term Memory (A-LSTM) 
Figure 7.2. LSTM-RNN architectures for prediction accuracy analysis. 
 
The prediction accuracy of the three networks, LSTM, Bi-LSTM, and A-
LSTM has been summarized in Figure 7.3. The results reveal that LSTM and 
A-LSTM show similar accuracy for all error parameters, ,x Tpe , ,y Tpe , ,Tpeθ , 
and ,v Tpe . However, Bi-LSTM improved the prediction performance in local 
x-direction while prediction error increasing in local y-direction, heading, and 
velocity. This is because the nature of the Bi-LSTM, reinforcing the contexture 
relationship between input and output sequences, learns the behavior pattern in 
x directions, which shows the high dependency on time, more than other 
variables. Therefore, the Bi-LSTM based predictor is expected to be suitable 
for the development of predictors in general driving environments such as 
expressway rather than turning situations like an intersection. Meanwhile, A-
LSTM shows a similar performance with LSTM for all error parameters. The 
reason for similar performance is that the observation horizon is not enough to 
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long for the attention mechanism to work properly. Based on the same reason, 
[Ran,'19] uses each dataset for 15 minutes obtained on the highway in England. 
Therefore, it is difficult for A-LSTM, which requires more computational 
performance, to achieve superiority than LSTM in the short-term prediction 




(d) Velocity error distribution 






7.1.2. Prediction Accuracy and Effect Analysis of Road Structure based 
Interactive Motion Predictor  
The same datasets have been used to evaluate the prediction accuracy of the 
maneuver recognition module of the interactive motion predictor. The 
confusion matrix, which is defined in Chapter 3.3, is used to evaluate the 
accuracy of the maneuver recognition. The results of the proposed maneuver 
recognition module are depicted in Figure 7.4. The results show that the 
threshold 0.5 is balancing the result between recall and precision while 
maximizing the F1 score. Therefore, we choose the 0.6 as a threshold for 
deciding the output of LSTM-RNN using the softmax layer to evaluate the 
likelihood of the maneuver. 
 
Table 9. PREDICTION ERRORS OF THE PROPOSED MOTION PREDICTOR  
Network Error 
𝑠𝑠𝑥𝑥 𝑠𝑠𝑦𝑦 𝑠𝑠𝜃𝜃 𝑠𝑠𝑣𝑣 
LSTM MEAN 0.53𝑚𝑚 −0.02𝑚𝑚 −0.56° −0.16𝑘𝑘𝑚𝑚/ℎ 
STD 1.98𝑚𝑚 0.37𝑚𝑚 3.65° 0.65𝑘𝑘𝑚𝑚/ℎ 
Bi-
LSTM 
MEAN 0.39𝑚𝑚 0.24𝑚𝑚 −0.36° 0.11𝑘𝑘𝑚𝑚/ℎ 
STD 1.45𝑚𝑚 0.48𝑚𝑚 3.93° 0.97𝑘𝑘𝑚𝑚/ℎ 
A-
LSTM 
MEAN 0.34𝑚𝑚 −0.14𝑚𝑚 −0.54° 0.19𝑘𝑘𝑚𝑚/ℎ 




(a) Recall vs. Precision plane 
 
(b) TP, FP, FN, Recall, Precision, F1 score 
Figure 7.4. Prediction results analysis of maneuver recognition module.  
 
The motion prediction error of the interactive motion predictor has been 
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summarized in Figure 7.5 and Table 9. Figure 7.5 shows the error distributions 
of the proposed algorithm and comparisons with conventional algorithm 
separately. As shown in Figure 7.5, the proposed motion predictor shows more 
accurate results in longitudinal directions, such as ,x Tpe  and ,v Tpe . This is 
because the parameter estimation for longitudinal motion predictor properly 
estimates the desired velocity of each target based on the observation history. 
In particular, since the range of the deceleration is larger than acceleration, the 
distribution of ,x Tpe  and ,v Tpe  is biased toward the positive side. However, the 
estimator for lateral motion prediction is only effected lane change maneuver; 
the effect of the maximum yawrate estimation appears with a slight 
improvement of ,y Tpe . In addition, the standard deviation of ,x Tpe , ,y Tpe  and 
,v Tpe  are bounded within a reasonable level, which is much smaller than 
intersection scenarios as summarized in Table 9. Especially, the 3-sigma range 
of ,y Tpe  is -0.55m to 0.83m, which is within the margin of lane width. For 
longitudinal motion planning, the error level of ,x Tpe  and ,v Tpe  also within the 








(a) Position error distribution in local x direction 
 
(b) Position error distribution in local y direction 
 
(c) Heading error distribution 
 
(d) Velocity error distribution 
Figure 7.5. Prediction error analysis of proposed interactive motion predictor 





The effectiveness of the interaction module of the interactive motion 
predictor is summarized in Figure 7.6 with three example cases. These cases 
are the prediction failure case of the maneuver recognition module, in which 
the lane keeping vehicle is predicted to change the driving lane. Therefore, in 
each case of Figure 7.6, the likelihood of ‘Lane S’ of the target in the yellow 
box is the highest among the likelihood of ‘Lane S,’ ‘Lane L,’ and ‘Lane R.’ 
However, the interaction module considered that this maneuver recognition 
results to be a high-risk situation. Therefore, the results of the maneuver 
recognition are rejected, and interactive motion predictor predicted that the 
targets would remain in the current lane. These results are depicted in Figure 
7.6 as targets in a yellow box, maintaining their driving lane, even the likelihood 
of the next lane is higher than the current lane. Through this, it can be confirmed 
that the interactive motion predictor prevents the prediction of the impossible 
situations and compensate for the wrong prediction of the maneuver recognition 
module. 
Table 10. COMPARISON OF PREDICTION ERROR BETWEEN DIRECT 
MOTION PREDICTOR AND CONVENTIONAL APPROACH 
Error 







𝑠𝑠𝑥𝑥 0.13𝑚𝑚 0.87𝑚𝑚 1.16𝑚𝑚 1.99𝑚𝑚 
𝑠𝑠𝑦𝑦 0.14𝑚𝑚 0.23𝑚𝑚 0.15𝑚𝑚 0.30𝑚𝑚 
𝑠𝑠𝜃𝜃 0.00° 1.68° 0.38° 2.35° 





(a) Case 1 
 
(b) Case 2 
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(c) Case 3 
Figure 7.6. Effectiveness of the interaction module of the interactive motion 
predictor. 
 
As mentioned in Section 3.2.3, we collected 3,828 data samples for the AV 
traveling in urban roads in real traffic. We analyzed these data from two 
perspectives, the time to recognize the in-lane target and the similarity to human 
driver commands.  
Among the 3,828 pieces of data, 486 cases contains cut-in maneuver of the 
surrounding vehicles. For the reference, the path following model is used to 
distinguish the cut-in intention by position of the surrounding vehicles. Figure 
7.7 clearly reveals the results for comparing the proposed and conventional 
algorithms; the figure shows that in 324 of 486 cases, the automated vehicle 
recognized the in-lane target earlier than the conventional algorithm by up to 5 
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seconds. In 95 cases, the proposed and conventional algorithms showed the 
same recognition timing; however, in 67 cases, the AV classified the 
surrounding target vehicle as the in-lane target later by up to 1.2 seconds. The 
most recognize later cases are within 0.6s, which can be dealt by distance 
controller because the desired time gap of 1.5s is larger than 0.6s. In addition, 
this phenomenon only occurs for the newly detected surrounding vehicles 
conducting the cut-in maneuver before the observation horizon is filled. In other 
words, when the surrounding target vehicles first appeared beyond the sensors’ 
region of interest boundaries, proposed algorithm could recognize in-lane target 
later than conventional algorithm. This means that recognizing later cases only 
occurred sufficiently beyond the safety distance and had little influence on 
determining the behavior of the subject vehicle.  
 
 
Figure 7.7. In-lane target recognition timing differences between the proposed 
and base algorithms at urban roads. 
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We analyzed the similarities between the results from the proposed algorithm 
and human driving decisions by comparing the desired longitudinal 
acceleration and human driving data. We defined acceleration error as follows: 
 
, , ,x error x human x cmda a a= −   (7.1) 
where ,x humana  and ,x cmda  are, respectively, the human driver’s acceleration 
data and the command from the proposed algorithm. In this study, we used 
,x cmda  of the proposed and conventional algorithm to evaluate the ,x errora , and 
we depict the results in Figure 7.8. As shown in the figure, the proposed 
algorithm showed more similar results to human drivers’ decisions than did the 
conventional algorithm. 67.08% of ,x errora  from the proposed algorithm was 
distributed in the ±0.5m/s2 region. Meanwhile, the ,x errora  distribution for the 
conventional algorithm was wider than the distribution for the proposed 
algorithm. ,x errora  was biased on the negative plane because the conventional 
approaches of the target motion under the assumption of maintaining the current 
velocity. In other words, this model has limited ability to respond to the 
different in-lane target behaviors in traffic flow. In short, the proposed 
algorithm responded to the surrounding target vehicles in similar ways to 




Figure 7.8. Longitudinal acceleration error between human driver and 





7.2. Prediction based Distance Control at Urban 
Roads 
 
The test road for prediction based distance control is 'Nambu beltway’ at 
southern Seoul, Korea, which is described in Figure 7.9. This road is a narrow 
road with a lane width of only 2.5m, which is 80% of the nominal road width 
in South Korea. In addition, this road is composed of three to five lanes and is 
a major road network of Seoul. Therefore, an automated vehicle should deal 
with heavy traffic and frequent lane changes with large velocity changes. The 
vehicle test results are summarized as case studies and statistical analysis with 
a comparison of proposed and conventional distance controllers. The proposed 
distance controller relies on target prediction results of the interactive motion 
predictor, which is described in Chapter 3.4. Meanwhile, the conventional 
distance controller uses the target prediction results of the path following model 
with a constant velocity model. However, both distance controllers use the same 
MPC based controller, which is proposed in Chapter 5.1. 
 
Figure 7.9. Test road for interactive motion predictor based distance controller. 
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7.2.1. Driving Data Analysis of Direct Motion Predictor Application at 
Urban Roads 
Three cases of the analysis results of direct motion predictor application are 
represented from Figure 7.10 to Figure 7.12. The first case is when 
Continuously performing cut-in and cut-out of the right lane vehicle                    
while subject vehicle following the preceding vehicle. As shown in Figure 7.10, 
the proposed LSTM-RNN based direct motion predictor recognized the lane 
changing intention of the right lane target 3.5 seconds earlier than conventional 
path following model. This makes the distance controller determine the desired 
acceleration more similar to human driver when reacting the cut-in vehicle. 
This moment is represented in Figure 7.10 (e) and (f). As shown in Figure 7.10 
(f), the proposed motion predictor shows the improved behavior trajectory 
prediction for vehicles cut-in in the right lane. In addition, since the direct 
motion predictor only relies on the target vehicle states, the prediction accuracy 
is improved when the lane markers are unrecognizable as shown in Figure 7.10 
(g). The similar improvements are observed for cut-in of low and medium 
speeds vehicles as shown in Figure 7.11 and Figure 7.12 
 
(a) Longitudinal acceleration        (b) Longitudinal velocity 
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    (c) Clearance                   (d) Relative velocity 
 
(e) Results at t = 3s 
 
(f) Results at t = 3s 
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(g) Results at t = 6s 
Figure 7.10. Driving data analysis of cut-in and cut-out of the right lane vehicle. 
 
 
(a) Longitudinal acceleration        (b) Longitudinal velocity 
 




(e) Results at t = 5s 
 
(f) Results at t = 5s 
Figure 7.11. Driving data analysis of cut-in of the right lane vehicle. 
 
 
(a) Longitudinal acceleration        (b) Longitudinal velocity 
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(c) Clearance                   (d) Relative velocity 
 
(e) Results at t = 3s 
 
(f) Results at t = 3s 




7.2.2. Case Study of Vehicle Test at Urban Roads 
The four cases of the vehicle test results are summarized in this chapter. First, 
the cut-in scenario of the left lane target is described in Figure 7.13. The vehicle 
test result shows that the left lane target cut inwards than the safety distance of 
the automated vehicle. The proposed motion predictor detects the lane change 
intention of the target vehicle 0.4 seconds earlier than the conventional path 
following model. This rapid recognition has led to a reduction in the use of the 
deceleration and a more smooth desired acceleration profile than the 






(a) Snapshots of prediction results 
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(b) Time history of test results 
Figure 7.13. Test results of cut-in scenario of left lane target. 
 
The next representative scenario is the successive cut-in of the left and right 
lane target vehicles. As shown in Figure 7.14, the truck on the left lane cut-in 
after overtaking the subject vehicle. At this moment, the proposed predictor 
recognizes the lane change intention 1.2 seconds earlier than the conventional 
model. The lateral offset was about 2.5m when first inferring the cut-in 
intention. This phenomenon also occurs when SUV on right lane cut-in after 
the truck passes through its position. Therefore, the proposed predictor can 
handle the multi-traffic conditions while guaranteeing the safety of the subject 








(a) Snapshots of prediction results 
 
(b) Time history of test results 
Figure 7.14. Test results of successive cut-in scenario of left and right lane 
target. 
 
The third scenario is that the target vehicle changes two-lane continuously, 
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which is illegal under the Road Traffic Act. However, the proposed predictor 
precisely infers the two lane change intentions as shown in Figure 7.15. This 
allowed the truck to be classified more accurately as an in-lane target, thereby 
the behavior of the subject vehicle smoother. In short, the proposed motion 
predictor can infer the legal and illegal behavior both, because the prediction 








(a) Snapshots of prediction results 
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(b) Time history of test results 
Figure 7.15. Test results of continuous cut-in and cut-out scenario. 
 
The last scenario is the in-lane target following with multiple surrounding 
vehicles in the curvy roads. The result shows that the proposed predictor does 
not misjudge the intention of the surrounding vehicles as shown in Figure 7.16. 
In addition, precise velocity estimation of the in-lane target makes the subject 
vehicle tracking the target vehicle’s velocity faster than the conventional 
predictor based distance controller. Therefore, the proposed predictor improves 









(a) Snapshots of prediction results 
 
(b) Time history of test results 
Figure 7.16. Test results of distance control with multi-traffic scenario. 
 
7.2.3. Analysis of Vehicle Test Results on Urban Roads 
We performed a performance analysis of the proposed interactive motion 
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predictor and prediction based distance controller on 47 times, about 53 minutes 
of automated driving data. 18,472 samples of in-lane target following and 114 
cases of cut-in scenarios are extracted from the post-processing of the vehicle 
test data. We analyzed these data from three perspectives, control effort when 
following the in-lane target, the time to recognize the in-lane target and the 
safety performance.  
First, the control effort of the proposed and conventional algorithm has been 
compared by the desired longitudinal acceleration of 18,472 samples. The 
histograms of the desired longitudinal acceleration of both algorithms are 
depicted in Figure 7.17. The desired acceleration of the proposed algorithm 
shows the bell curve with zero as the origin, which means that the proposed 
algorithm minimizes the control effort by precisely predicting the future 
behavior of the in-lane target as a human driver doing. However, the histogram 
of the conventional algorithm used more acceleration and deceleration to follow 
the in-lane target, because the conventional motion predictor is difficult to 
predict the acceleration and deceleration of the in-lane target. Therefore, the 
proposed algorithm reduces the control effort than the conventional algorithm 




Figure 7.17. Comparison of desired acceleration between proposed and 
conventional distance controller. 
 
Second, the lateral offset of cut-in target first detection is compared between 
the proposed and conventional algorithms. The results are depicted in Figure 
7.18. The lateral offset is defined based on the side of the cut-in vehicles, not 
the center of the cut-in vehicles. In addition, the first detection results of the in-
lane area, which is marked as a gray box, is excepted to analyze only the cut-in 
scenario. The reason is that since the data storage device updates the storage 
every specific period, the data start from the situation where the in-lane target 
vehicle already exists in some data, and the first recognition point appears 
inside of the in-lane. The results show that the proposed algorithm can 
recognize the cut-in intention much faster than the conventional algorithm. In 
particular, it was confirmed that the cut-in intention was accurately inferred 
even when the lateral offset reached about 4 m. However, the path following 
model-based conventional algorithm only uses the current states of the targets, 
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which makes a situation in which the vehicle is judged as an in-lane target 
vehicle only when the target vehicle approaches the own lane sufficiently. 
Therefore, the proposed algorithm can infer the cut-in intention much earlier 
than the conventional algorithm. 
 
 
Figure 7.18. Comparison of lateral offset of cut-in target first recognition 
between proposed and conventional distance controller. 
 
Finally, the safety performance of the proposed algorithm is depicted in 
Figure 7.19 based on four parameters, such as in-lane target velocity tracking 
error, desired clearance tracking error, time gap, and inverse TTC. The four 






















  (7.2) 
 
The velocity tracking error is only defined when the magnitude of clearance 
error is within 5m. The results show that the proposed algorithm manages the 
velocity error concentrating around zero. However, the conventional algorithm 
shows the negative velocity error more than the proposed one because the 
reaction to deceleration is late. This phenomenon also reveals in desired 
clearance tracking error as shown in Figure 7.19 (b). Approaching more than 
the desired clearance occurs more frequently in the conventional algorithm, 
which is a dangerous situation. Meanwhile, the proposed algorithm manage 
risky situations and maintain clearance in the negative region, which is the safe 
region. The time gap and inverse TTC are maintained in the safe region by the 
proposed algorithm. However, the conventional algorithm manages the risk 
inappropriately and makes the time gap and inverse TTC reduce to the risk level. 
In short, the proposed algorithm can control the subject vehicle more safely and 




(a) In-lane target velocity tracking error  (b) Desired clearance tracking error 
 
 (c) Time gap                     (d) Inverse TTC 
Figure 7.19. Comparison of safety performance between proposed and 




7.3. Complex Urban Roads 
 
The test roads for simulation and vehicle test is campus beltway of Seoul 
National University. This test road has a quietly complicated environment to 
drive autonomous. Because this road has a lots of traffic participants such as 
oncoming, in-lane, parked vehicles, cyclist, and pedestrian with bad road 
conditions. Especially, road slope and lane marking condition has an effect on 
automated driving algorithm. A lane loss section and altitude information of our 
test road is described in Figure 7.20, which shows that almost 30% of test road, 
which marked as green line in Figure 7.20 (a), does have lane. 
 
 
(a) Lane Loss Section 
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(b) Road Altitude 
Figure 7.20. Test Road Conditions. 
 
7.3.1. Case Study of Vehicle Test at Complex Urban Roads 
Vehicle tests have been conducted to validate the proposed algorithm. Among 
the whole test results, the four results of the complicated scenarios are shown 
in this paper as follows. The first scenario is that GPS has a high error, as shown 
in Figure 7.21. In this case, GPS is shifted to right, almost half of the lane width 
with significant heading angle error, as shown in Figure 7.21 (a) and (b). In this 
case, the vehicle is passing through the intersection, where lane and other 
obstacles are not existing; it is challenging to enter the lane after crossing the 
intersection. However, the orange vehicle is detected as parked vehicle and 
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reflected as static obstacles as shown in Figure 7.21 (b), and guide the subject 
vehicle cross the intersection safety without lane information, which is shown 
as a blue and red dotted line in a third snapshot of Figure 7.21 (b). The states of 
the subject vehicle show that the safety margin is guaranteed while crossing the 
intersection with inaccurate GPS information. 
 
 
(a) Front camera view 
 
(b) Motion Planning Result 
 
 (c) Velocity history             (d) Acceleration history 
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(e) Steering angle history             (f) Yaw-rate history 
 
(g) Minimum distance to drivable corridor history 
Figure 7.21. Vehicle test results of large GPS error case.  
 
The second issue is the illegally parked vehicle in the right side of the road, 
as shown in Figure 7.22 (a). In this case, the parked vehicle is classified as a 
static obstacle and narrows the right drivable corridor, as shown in the first 
snapshot of Figure 7.22 (b) while tracking the vehicle behind the subject vehicle. 
Subject vehicle slows down almost 14km/h because the possibility of the 
unexpected obstacle exists from the parked vehicle. Also subject vehicle moves 
toward the centerline to increase the margin to the right drivable corridor 
without violating traffic rules. After passing the parked vehicle, the subject 




(a) Front camera view 
 
(b) Motion Planning Result 
 
 (c) Velocity history             (d) Acceleration history 
 
(e) Steering angle history             (f) Yaw-rate history 
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(g) Minimum distance to drivable corridor history 
Figure 7.22. Vehicle test results of illegal parking vehicle case.  
 
The next issue is the pedestrian emerging from the roadside. As mentioned 
before, our test road is campus ring road, which has a high possibility of the 
emergence of pedestrians from free space boundary. Especially, jaywalking 
occurs on campus road frequently, which is hard to response, even high 
definition digital map is available, which has a precise location of crosswalk. 
The proposed algorithm always monitor the surrounding environment and plan 
the longitudinal motion to prevent collision with obstacles from the occluded 
region. As shown in Figure 7.23, pedestrian crossing the road is detected, and 
the subject vehicle slows down to guarantee enough clearance to the pedestrian. 
 
 
(a) Front camera view 
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(b) Motion Planning Result 
 
 (c) Velocity history             (d) Acceleration history 
 
(e) Steering angle history             (f) Yaw-rate history 
 
(g) Minimum distance to drivable corridor history 
Figure 7.23. Vehicle test results of pedestrian crossing case.  
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The last issue is the narrowing of the drivable corridor caused by oncoming 
and a parked vehicle. In this case, the subject vehicle decelerates to increase the 
lateral control performance with a small margin with the drivable corridor. In 




(a) Front camera view 
 
(b) Motion Planning Result 
 
 (c) Velocity history             (d) Acceleration history 
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(e) Steering angle history             (f) Yaw-rate history 
 
(g) Minimum distance to drivable corridor history 
Figure 7.24. Vehicle test results of narrow drivable corridor case.  
 
Safety margin guarantee performance has been compared to analyze the 
improvement of safety by calculating the clearance to the road boundary. The 
superiority of the proposed algorithm is more apparent when the surrounding 
vehicle behaves in an unusual way. An example case is that an oncoming 
passenger car overtakes a stopped bus over the centerline and returns to the lane. 
As shown in Figure 7.25, the oncoming passenger car deviates from the 
oncoming lane center to overtake the bus. This behavior makes the covariance 
of the motion predictor increase because the accuracy of the path following 
model is reduced. The proposed algorithm extends the uncertainty boundary of 
oncoming vehicles. Due to this, the subject vehicle attempts to decelerate and 
evade to the right side to avoid a collision with the oncoming overtaking vehicle 
with maximum clearance without denaturing the lane. 
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Figure 7.25. The effect of the recursive covariance estimator on motion 
prediction.  
 
7.3.2. Closed-loop Simulation based Safety Analysis 
The results of the CarSim-based closed-loop simulation result are presented 
in Figure 7.26. The reason that we use the simulation is that the reference 
algorithm cannot guarantee safety in certain situations. Moreover, keeping all 
conditions equal is critical when comparing different algorithms. The reference 
and proposed algorithm are represented as a blue solid-line and a red dashed 
line, respectively, as shown in Figure 7.26 (a). The reference algorithm is the 
same as that used in the previous section. The reference algorithm has kept the 
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subject vehicle closer to the pre-defined map path than the proposed algorithm. 
However, concerning the safety margin to the drivable corridor, the proposed 
motion planner maintains a margin of at least 50 cm. In addition, the fluctuation 
of the safety margin to the drivable corridor is reduced compared to the 
reference one, as shown in Figure 7.26 (b) and (c). Therefore, the proposed 
algorithm actively generates the desired path in order to maximize the safety 
margin in the drivable corridor, and it can be confirmed that the safety guarantee 
performance has been improved. 
 
(a) Deviation from road center 
 
(b) Clearance to left boundary 
 
(c) Clearance to right boundary 
Figure 7.26. Safety guarantee performance comparison.   
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7.4. Uncontrolled Intersections  
 
7.4.1. Simulation based Algorithm Comparison of Motion Planner  
The proposed framework has been evaluated through simulation of the same 
initial conditions. The intersection used for the simulation is the uncontrolled 
intersection where the two-lane road meets at 90 degrees. Two base algorithms 
have been constructed to compare their performances with the proposed 
algorithm. Both algorithms were designed to stop at the stop line in yield mode 
and pass through the intersection in cross mode. The difference between the 
two lies in whether or not the approach mode is applied: The base 1 algorithm 
did not use the approach mode, which means that the subject vehicle approaches 
the intersection in cross mode until a change in the driving mode occurs. 
Meanwhile, the base 2 algorithm uses the approach mode, which is proposed in 
this study. 
The Left Turn Across Path (LTAP) scenario has been selected to set up the 
initial condition of simulation. The conventional LTAP scenario has been 
modified so that the target vehicle approaches from the right road. In other 
words, the subject vehicle attempts to pass straight through the intersection 
while the target vehicle appears from a blind spot and intends to turn onto the 
entering road of the subject vehicle. The initial values of ,DTI subd  of 80m, 
,DTI tard  of 50m, initial velocity of 30km/h, and maximum velocity of 45km/h 
have been used for simulation configuration.  
The simulation results have been analyzed with respect to DTId , because the 
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traveling times are different for each simulation. The histories of xv , xa , 
confC , and confTTC  are summarized in Figure 7.27. Since the initial condition 
was set as the target vehicle entering the intersection earlier than the subject 
vehicle, the driving modes of all of the algorithms were changed into yield 
mode after detecting the target vehicle. The target vehicle was detected at DTId
=29m in the case of the proposed and base 2 algorithms and at DTId =25m in 
the case of the base 1 algorithm. After the yield mode is declared, the subject 
vehicles of bases 1 and 2 stopped at the stop line. However, the subject vehicle 
of the proposed algorithm smoothly decelerated and yielded to the target 
vehicle without stopping while securing the confC  and confTTC . 
In the case of base 1, the subject vehicle accelerated up to a maximum speed 
of 45km/h when approaching the intersection. Due to this, confTTC  was less 
than 4s when the target vehicle was first detected. Therefore, the subject vehicle 
was able to barely avoid the collision by hard braking of -5m/s2, the maximum 
deceleration. The simulation result of base 1 confirmed that the approach mode 
is necessary to safely enter the uncontrolled intersections. In the case of base 2, 
the subject vehicle approached the intersection with a mild deceleration of -0.8 
m/s2 before detecting the target vehicle. However, the confTTC  was 
excessively increased even with the sufficient confC  of 13m. Therefore, the 
behavior of base 2 is too conservative as a motion planner for autonomous 
driving in intersections. To summarize, the simulation results have shown that 
the proposed algorithm allows the subject vehicle to safely and efficiently pass 




(a) Velocity history              (b) Acceleration history 
 
(c) Clearance history             (d) TTC history 
 (e) Driving mode history 
Figure 7.27. Comparison of proposed, base 1, and base 2 algorithms.  
 
7.4.2. Monte-Carlo Simulation based Safety Analysis  
The Monte-Carlo simulation has been conducted to evaluate the proposed 
algorithm in multi-vehicle environments. We have been used a scenario in 
which five targets entered the intersection from all directions at the same time. 
The initial condition is depicted in Figure 7.28. inip , iniv , and maxv  means 
the initial distance to intersection, initial velocity, and maximum velocity of 
each vehicles, respectively. 100-times simulations have been conducted using 
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  (7.3) 
In addition, the all routes of the targets were defined to intersect the route of 
the subject vehicle. In Figure 7.28, the routes of subject and targets are 
represented as blue and red solid line. 
 
 
Figure 7.28. The initial condition of Monte-Carlo simulation.  
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The results of the Monte-Carlo simulation have been analyzed in xa  and 
confC  vs. confTTC  plane as shown in Figure 7.29 and Figure 7.30, respectively. 
The base algorithms show the following vulnerabilities compared to proposed 
algorithm. In the case of base 1 algorithm, hard braking cases frequently 
occurred due to the fast approach velocity as Figure 7.29 (a) and Figure 7.30 
(a). Furthermore, the collision cases were observed in confC  vs. confTTC  
plane of Figure 7.30 (a), because appropriate deceleration was not applied when 
entering the intersection. The base 2 algorithm guaranteed the safety of the 
subject vehicle due to approach mode as shown in Figure 7.29 (b) and Figure 
7.30 (b). However, the confC  and confTTC  were excessively increased. In 
addition, the base 2 induced the unnecessary level of deceleration up to -5m/s2. 
This is because the motion of the subject vehicle was strictly determined by the 
driving mode. As can be seen in Figure 7.30 (c), the simulation results of 
proposed algorithm shows that the subject vehicle passed the intersection safely 
while guaranteeing the minimum confC  of 5m and confTTC  of 2s, which were 
the constraints of motion planning algorithm. These results were achieved only 
using the longitudinal acceleration between -3 to 1 m/s2 as depicted in the 




(a) Result of the base 1 algorithm 
 
(b) Result of the base 2 algorithm 
 
(c) Result of the proposed algorithm 




(a) Result of the base 1 algorithm   
 
(b) Result of the base 2 algorithm   
 
(c) Result of the proposed algorithm 
Figure 7.30. Comparison of 𝐶𝐶𝑙𝑙𝑙𝑙𝑚𝑚𝑐𝑐 and 𝑇𝑇𝑇𝑇𝐶𝐶𝑙𝑙𝑙𝑙𝑚𝑚𝑐𝑐 between the proposed and 
base algorithms.  
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The time required to pass the intersection reqt  is the important issue. reqt  
has been compared between proposed and base algorithms using the results of 
Monte-Carlo simulation. reqt  has been defined as the time taken from 80m in 
front of the intersection until the vehicle enter the intersection. The cumulative 
distribution of reqt  is represented in Figure 7.31. reqt  of the proposed 
algorithm has taken less than 20s for all simulation cases. However, 78 cases 
of the base 1 has taken relatively less time than the proposed algorithm. This is 
because the absence of the approach mode caused the subject vehicle enter 
dangerously high speed. Therefore, the results can be considered inappropriate 
when considering the safety. In addition, 20 cases could not cross the 
intersection within 20s, because the subject vehicle completely stopped when 
yield mode is declared. This phenomenon has been more pronounced for the 
base 2 algorithm. 39 cases of the base 2 could not cross the intersection within 
20s. 
 
Figure 7.31. Cumulative distribution of time required ( 𝑑𝑑𝑗𝑗𝑗𝑗𝑟𝑟 ) to pass the 
intersection.  
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7.4.3. Vehicle Tests Results in Real Traffic Conditions 
The proposed algorithm has been evaluated in arbitrary driving conditions 
with real traffic participants. A number of vehicle tests have been conducted at 
an uncontrolled intersection on the campus road of Seoul National University 
(SNU). As mentioned before, we have designed the proposed algorithm based 
on driving data acquired at Midan City. However, we have changed the test 
field to show that the proposed algorithm can be applicable to different 
intersections. The intersection in SNU is a three-way intersection with two 
lanes going both ways. A key feature is that the size of the intersection is 
reduced and the occluded region is increased than those of Midan City. In other 
words, if the motion planner makes a misjudgment, there is not sufficient 
clearance to compensate for the wrong decision. Therefore, the uncontrolled 
intersection of SNU is an appropriate place to validate the proposed algorithm. 
The vehicle test result is summarized in Figure 7.32. The subject vehicle 
encountered five targets entering the intersection from each of the branch roads. 
The behavior of each vehicle is expressed in intersection coordinates with a 
time index. The time history of the driving mode, xv , xa , confC , and confTTC  
are represented in Figure 7.32. The motion planner for the approach mode made 
the determination to decelerate at -0.3m/s2 during t=2s to 4s. Three important 
scenes described in Figure 7.33 after the target vehicle. Figure 7.33 is composed 
of a dash-cam view and target classification/prediction results in local 
coordinates. In the local coordinate figure, the green points and red squares 
indicate the point clouds from the LiDAR and clustering results. The detected 
vehicles are marked as black vehicles. The primary and secondary targets are 
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highlighted with red and green bold-lines, respectively. The motion prediction 
results are represented as blue and red dashed lines with square markers at 1 to 
5s for the subject and target. 
The first scene involves encountering an oncoming vehicle at t=4 to 7s. The 
driving situation at t=5s is presented in Figure 7.33 (a). The driving mode was 
changed from the approach to yield modes at t=4s. However, the motion 
planner recognized that the collision risk with vehicle 1 was not high until 
t=5.7s. The motion planner applied mild deceleration after t=5.7s. Therefore, 
the proposed algorithm prevented unnecessary deceleration while ensuring 
confC  and confTTC  with vehicle 1 though the accurate motion prediction.  
The second scene is one in which three oncoming vehicles were successively 
crossing the intersection at t=7 to 14s. The driving situation at t=11s is shown 
in Figure 7.33 (b). All three of the vehicles were inferred to have the highest 
probability of pass model. Therefore, the targets were predicted to pass the 
intersection as described in the local view shown in Figure 7.33 (b). The time 
gap between vehicles did not satisfy the critical gap condition of the state 
transition from yield mode to cross mode. Then, the subject vehicle stopped 
again at t=12s so as to yield to vehicles 2 and 3. 
The third scene is that in which two primary targets were approaching from 
different roads. The driving situation at t=18s is depicted in Figure 7.33 (c). The 
predicted states of the subject did not intersect with the future trajectory of any 
other vehicles. This is because vehicle 4 is predicted to stop at the entrance of 
the intersection to yield to the subject vehicle. Vehicle 5 was predicted to 
approach slowly, because the driver of vehicle 5 perceived the subject vehicle, 
 174 
which had already entered the intersection. Therefore, the state transition 
condition was satisfied to change the driving mode from yield to cross and the 
subject vehicle reaccelerated to cross the intersection. 
The vehicle test results have shown that the proposed framework accurately 
predicted the continuous behavior of targets, determined the appropriate driving 
mode, and planned the desired motion without unnecessary braking in a multi-
vehicle scenario. The confC  and confTTC  have been properly managed to 
above the minimum constraints as shown in confC  vs. confTTC  plane of 
Figure 7.32. Figure 7.32 showed the risk increased by approaching target, 
however, the proposed algorithm properly manage the risk. 
 
 
(a) Trajectory history 
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(b) Velocity history 
 
(c) Acceleration history 
 
(d) Clearance history 
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(e) TTC history 
 
(f) 𝐶𝐶𝑙𝑙𝑙𝑙𝑚𝑚𝑐𝑐 vs. 𝑇𝑇𝑇𝑇𝐶𝐶𝑙𝑙𝑙𝑙𝑚𝑚𝑐𝑐 history 





(a) t = 5s 
 
(b) t = 11s 
 
(c) t = 18s 
Figure 7.33. Snapshots of the vehicle test results of multi-vehicle approach 
scenario.  
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The similar performance of the above results has been achieved even if an 
illegal U-turn vehicle exists. The test results of a more complex scenario are 
summarized in Figure 7.34 and the issues of the test results are captured in 
Figure 7.35. At t=2.0s, the subject vehicle detected the secondary target which 
almost passing through the intersection. At this moment, the secondary target 
is predicted to pass the intersection and has no effect on the future motion of 
the subject vehicle. Therefore, the proposed algorithm prevents unnecessary 
braking while approaching the intersection. Then, the subject vehicle maintains 
the current motion until t=4.2s since there is no primary target to affect the 
behavior of the subject vehicle. However, at t=4.7s, the primary target emerging 
from the blind spot of the other vehicle is detected and the subject vehicle 
applied the slight deceleration to manage the clearance and TTC not to increase 
rapidly. After 1.4 seconds, the cross mode is declared because the car from the 
left side road obstructs the vehicle from the oncoming road. At t=7.9s, the 
primary target from the oncoming road is detected and the driving mode is 
transited to yield mode. Then, the silver vehicle in the intersection made an 
illegal U-turn to return to the road where the vehicle first came. The proposed 
algorithm accurately classified the illegal U-turn vehicle as a primary target to 
the left side road. At this moment, the oncoming primary target is predicted as 
not yielding to the subject vehicle at t=10.5s. Therefore, the subject vehicle 
stopped to avoid the risk even slightly enter the intersection. Then, the subject 
vehicle safely passed the intersection at t=17.3. Based on the results of the 
complex multi-vehicle scenario, the proposed algorithm can handle the various 
scenarios including illegal vehicles. 
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(a) Trajectory history 
 
(b) Driving Mode history 
 
(c) Velocity history 
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(d) Acceleration history 
 
(e) Clearance history 
 
(f) TTC history 
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(g) 𝐶𝐶𝑙𝑙𝑙𝑙𝑚𝑚𝑐𝑐 vs. 𝑇𝑇𝑇𝑇𝐶𝐶𝑙𝑙𝑙𝑙𝑚𝑚𝑐𝑐 history 
Figure 7.34. Time history of the vehicle test results of multi-vehicle approach 
with illegal U-turn scenario.  
 
 
(a) t = 2.0s 
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(b) t = 4.2s 
 
(c) t = 4.7s 
 
(d) t = 6.4s 
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(e) t = 7.9s 
 
(f) t = 10.5s 
 
(g) t = 17.3s 
Figure 7.35. Snapshots of the vehicle test results of multi-vehicle approach with 
illegal U-turn scenario. 
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Further vehicle tests on proving ground have been conducted to evaluate the 
performance of the proposed algorithm in all scenarios including left turn, right 
turn, and going straight through intersections. The proving ground is located in 
Korea Intelligent Automotive Parts Promotion Institute (KIAPI) at Daegu, 




(a) High definition map for KIAPI P.G. 
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(b) Cooperative vehicle-infrastructure test intersections 
Figure 7.36. Proving ground located at Korea Intelligent Automotive Parts 
Promotion Institute (KIAPI).  
 
We have conducted vehicle tests for four scenarios, straight passing at the 
main road, straight passing at the minor road, left turn and approach pass, and 
right turn and approach pass. The results of each scenario are summarized in 
Figure 7.37, Figure 7.38, Figure 7.39, and Figure 7.40. The all results shows 
the intended performance for all scenarios. The combined scenario of main road 
and intersection is represented in Figure 7.41 (a). This scenario includes four 
passing of intersections by straight passing, left and right turn. The results 
summarized in Figure 7.41 (b) show the appropriate mode decision and motion 
planning of all intersection passing while supervising the motion planner for 
main roads and intersections.  
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(a) Test scenario description 
 
(b) Test results 
Figure 7.37. Snapshots of the vehicle test results of straight passing at the main 





(a) Test scenario description 
 
(b) Test results 
Figure 7.38. Snapshots of the vehicle test results of straight passing at the minor 
road case.  
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(a) Test scenario description 
 
(b) Test results 





(a) Test scenario description 
 
(b) Test results 





(a) Test scenario for multiple intersection passing 
 
(b) Test results at scene 1 
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(c) Test results at scene 2 
 
(d) Test results at scene 3 
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(e) Test results at scene 4 
 
(f) Test results at scene 5 
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(g) Test results at scene 6 
 
(h) Test results 
Figure 7.41. Vehicle test results of multiple intersection passing scenario.  
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7.4.4. Similarity Analysis between Human and Automated Vehicle 
 
The similarity between human drivers and the proposed algorithm has been 
analyzed to indirectly measure the driver acceptance of the motion planner for 
uncontrolled intersections. The case study of the left turn approach path (LTAP) 
scenario has been summarized in Figure 7.42. As shown in Figure 7.42, human 
driver and automated vehicle show a similar history of trajectory, velocity, 








(a) Human driving data           (b) Vehicle test results 
Figure 7.42. Comparison of human driving data and the vehicle test results of 
LTAP scenario.  
 
In order to analyze the similarity of human driver and automated vehicle in 
various cases, we have acquired 39 data sets from six drivers and 63 data sets 
from vehicle tests. The proposed algorithm shows the similar distribution in 
confC  vs. confTTC  vs. xv  space and xa  vs. ya  plane while guaranteeing 
almost the same minimum confC  and confTTC  as shown in Figure 7.43. In 
order to quantify the similarity between two 3-D point clouds, Iterative Closest 
Point (ICP) algorithm has been used. Based on the result of the ICP algorithm 
application, the Z-Y-X Euler angle is α of 1.6463 deg, β of 0.7212 deg, and γ 
of 1.7186 deg. The translation is -0.9460m for confC , 0.1025sec for confTTC , 
and -1.3201km/h for xv . Therefore, the proposed algorithm responded to the 




(a) Human driving data           (b) Vehicle test results 
Figure 7.43. Comparison of human driving data and the vehicle test results.  
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7.5. Multi-Lane Turn Intersections 
 
7.5.1. Case Study of a Multi-Lane Left Turn Scenario  
Figure 7.44 (a) to (c) shows the results for the motion planner with the 
proposed algorithm and two of the base algorithms as longitudinal acceleration, 
velocity, and clearance history. Figure 7.44 (a) shows the driver acceleration 
history and the motion planner command output with the proposed and base 
algorithms. In this example, the proposed motion predictor improved the 
longitudinal motion planning of all three algorithms in a multi-lane turn 
intersection.  
First, the in-lane target decision performance improved when the vehicle 
traveled through the intersections. Even when the in-lane target vehicle was not 
following the intersection guide line, the proposed motion predictor precisely 
predicted the future trajectory of the target vehicle and accurately classified the 
target as an in-lane target. The trajectory prediction results of proposed and base 
algorithms are depicted in Figure 7.44 (d) with the corresponding dashboard 
camera image in Figure 7.44 (e). As shown in Figure 7.44 (e), the white sedan, 
which is the in-lane target, deviated from the path beyond the lane width by 
turning left inward. In this case, the three base algorithms determined that this 
vehicle had exited the driving lane, whereas the proposed algorithm predicted 
the vehicle’s returning maneuver and determined that it was an in-lane target. 
This precise prediction achieves human-like in-lane target decisions and 
acceleration commands. 
Second, the acceleration command of the proposed algorithm simulates that 
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of a human driver as shown in Figure 7.44 (a) except with less jerking 
movement than with human drivers. The motion planner based on prediction 
shows similar behaviors to those of human drivers because the proposed 
controller simulates a human driver’s decision-making process, observing 
vehicles, predicting their motion, and determining the desired response motion. 
However, if the prediction results are inaccurate, there may be no significant 
improvement of motion planning performance over the performance of the 
controller using the current states only. The proposed algorithm showed more 
similar acceleration to that of human drivers than did the base algorithms, which 
showed less accurate prediction results.  
Finally, the proposed algorithm reacted to the acceleration and deceleration 
of the in-lane target much more quickly than did the base algorithms. When the 
in-lane target accelerated at t = 0 to 2s, CV/Path and CTRV showed more 
conservative acceleration than did the other two algorithms. However, 
Vflow/Path determined acceleration to be risky when the in-lane target 
accelerated at t = 2 to 3s because Vflow/Path predicts the longitudinal behavior 
of targets based on the average traffic flow speed. In other words, if a small 
number of vehicles change their velocity to the opposite direction of traffic flow, 
the prediction accuracy of these vehicles decreases. However, in these two 
cases, the proposed algorithm showed more appropriate reactions than those 
from the three base algorithms, and this improvement also appeared at t = 8 to 




(a) Longitudinal acceleration history 
 
(b) Velocity history 
 
(c) Clearance history 
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(d) Comparison of prediction results at 5s 
 
(e) Dash cam image at 5s 
Figure 7.44. Comparison of motion planning results for inner lane case. 
 
Other results of the turning scenario in the outer lane are depicted in Figure 
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7.45. The preceding vehicle in the outer lane prior to entering the intersection 
was turning inward because the guide line is not drawn for the outer lane. The 
prediction results are depicted in Figure 7.45 (d), with the corresponding 
dashboard camera capture in Figure 7.45 (e). As shown in Figure 7.45 (d), the 
preceding vehicle deviated from the path defined on the map, which was judged 
to be the inner lane target by the CV/Path model. This misjudgment of in-lane 
target also occurred by other base algorithms, Vflow/Path and CTRV model. 
Based on the prediction results, the proposed algorithm determined the precise 
in-lane target decision with human-like acceleration commands. 
 
(a) Longitudinal acceleration history 
 
(b) Velocity history 
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(c) Clearance history 
 
(d) Comparison of prediction results at 4s 
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(e) Dash cam image at 4s 
Figure 7.45. Comparison of motion planning results for outer lane case. 
 
7.5.2. Analysis of Motion Planning Application Results  
As mentioned in Section 3.2.3, we collected 484 data samples for the AV 
traveling in multi-lane turn intersections in real traffic. We analyzed these data 
from two perspectives, one, the time to recognize the in-lane target and two, 
and the similarity to human driver commands.  
Among the 484 pieces of data, 252 cases showed irregular behavior that made 
it difficult to recognize the in-lane target. For example, some vehicles turned 
toward or away from the guidelines inside intersections and lane changes at 
intersections. We compared the difference in recognition timing between the 
proposed and CV/Path motion predictor because the CV/Path and Vflow/Path 
algorithms use the same assumptions for lateral motion prediction as those of 
the path-following model, meaning that the two base algorithms showed nearly 
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the same recognition timing results. Figure 7.46 clearly presents the results for 
comparing the proposed and CV/Path algorithms; the figure shows that in 135 
of 252 cases, the AV recognized the in-lane target earlier than the base algorithm 
by up to 5 seconds. In 91 cases, the proposed and base algorithms showed the 
same recognition timing; however, in 26 cases, the AV classified the 
surrounding target vehicle as the in-lane target later by up to 1.2 seconds. This 
is what happens when predictions are made before the newly detected target 
within the intersection has completed the input sequence observation length. 
Therefore, the proposed algorithm only recognized the cases later than the base 
algorithm did when the surrounding target vehicles first appeared beyond the 
sensors’ region of interest boundaries; this means that these cases occurred 
sufficiently beyond the safety distance and had little influence on determining 
the behavior of the subject vehicle.  
 
Figure 7.46. In-lane target recognition timing differences between the proposed 
and base algorithms at multi-lane turn intersections. 
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We analyzed the similarities between the results from the proposed algorithm 
and human driving decisions by comparing the longitudinal acceleration 
command and human driving history. We defined acceleration error as follows: 
 
, , ,x error x human x cmda a a= −   (7.4) 
where ,x humana  and ,x cmda  are, respectively, the human driver’s acceleration 
history and the command from the proposed algorithm. In this study, we used 
,x cmda  of the proposed and base algorithms to evaluate the ,x errora  , and we 
depict the results in Figure 7.47. As shown in the figure, the proposed algorithm 
showed more similar results to human drivers’ decisions than did the base 
algorithms. Two thirds of ,x errora  , 67.36%, was distributed in the ±0.5m/s2 
region, and 91.97% was in the 1.0m/s2 region. Meanwhile, the ,x errora  
distributions for the CV/Path and CTRV models were wider than the 
distribution for the proposed algorithm. In particular, the CV/Path and CTRV 
models could not predict the target’s acceleration motion, which broadens the 
distribution in both directions. However, ,x errora  for Vflow/Path was biased on 
the negative plane because the Vflow/Path model’s predictions of the target 
motion under the assumption of following the traffic flow. In other words, this 
model has limited ability to respond to the different in-lane target behaviors in 
traffic flow. In particular, the ,x errora  distribution of Vflow/Path was biased in 
the negative plane because the magnitude of deceleration is generally larger 
than that of acceleration in normal driving conditions. In short, the proposed 
algorithm responded to the surrounding target vehicles in similar ways to 
human drivers when the AV traveled in multi-lane turn intersections. 
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Figure 7.47. Longitudinal acceleration error between human driver and 




Chapter 8 Conclusion & Future Works 
 
8.1. Conclusion  
 
This dissertation has proposed a fully automated driving algorithm in urban 
complex scenarios using LiDAR, vision, GPS, and a simple path map. The four 
research issues are considered: dynamic/static environment representation, and 
longitudinal/lateral motion planning. In dynamic environment representation, 
motion predictor for lateral and longitudinal motion in various situations has 
been developed to predict the future motion of the surround vehicles according 
to the driving conditions. construction of the static obstacle map and 
determination of the free space boundary and drivable corridor based on target 
motion prediction have been developed in static environemnt representation. 
Then, the motion planning algorithm is designed based on model predictive 
control approach. The longitudinal motion planner for in-lane following, 
narrow road driving, and passing uncontrolled intersection has been developed. 
The lateral motion planner based on drivable corridor has been designed to 
generate the desired path of autonomos vehicle. 
The effectiveness of the proposed automated driving algorithm has been 
evaluated via test-data based simulations and vehicle tests. The proposed 
motion predictor has been evaluated based on the 4,998 datasets, which are not 
used to train the network. The evaluation results showed the precise prediction 
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accuracy which can guarantee the safety of the AV in various urban scenarios. 
Based on the prediction results, free space boundary and drivable corridor has 
been determined to reflect the uncertainty of moving vehicles and the potential 
risk of any object appearing from occluded regions on the test vehicle platform. 
In main roads, the proposed motion planning algorithm is demonstrated to 
provide robust performance in urban complex scenarios such as large GPS error, 
illigar parking vehicle, pedestrian, narrow roads. For intersection scenarios, the 
results showed that the proposed algorithm allows the vehicle to cross the 
intersection with appropriate levels of clearance and time to collision in the 
multi-vehicle scenarios. A number of test results have been compared with 
human driving data and shown the similar behavior pattern. 
Experimental verification for different traffic scenarios and motion 
prediction for other traffic participants is now imperative to achieve 
incomparable performance and to extend the coverage area of automated 
driving.  
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8.2. Future Works  
 
The proposed motion predictor is applied to path planners when AVs travel 
in unconstructed environments, such as multi-lane turn intersections. Future 
works in motion prediction of surrounding vehicles can be summarized in four 
aspects. The first is developing trajectory prediction algorithms using other 
machine learning algorithms, such as attention-aware neural networks. The 
second is applying the machine learning-based approach to infer lane change 
intention at motorways and main roads of urban environments. The third is 
extending the target road of the trajectory predictor, such as roundabouts or 
uncontrolled intersections, to infer yield intention. The final research direction 
constitutes learning the behavior of surrounding vehicles in real time while 
automated vehicles drive with real traffic. The proposed method can be 
applicable to the situation where the conflict region can be defined. For example, 
the roundabout, zipper merge, and lane end merge, can be considered situations 
where the proposed method can be applied. Exploration of these topics is 
expected to substantially increase the safety and acceptance of AVs to traffic 
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초    록 
 
도심 교차로에서의 자율주행을 위한 주변 차량 
경로 예측 및 거동 계획 알고리즘  
 
 
차랑용 센싱 및 처리기술이 발달함에 따라 자동차 기술 연구가 
수동 안전 기술에서 능동 안전 기술로 초점이 확장되고 있다. 최근, 
주요 자동차 제작사들은 능동형 차간거리 제어, 차선 유지 보조, 그
리고 긴급 자동 제동과 같은 능동 안전 기술이 이미 상업화하고 있
다. 이러한 기술적 진보는 사상률 제로를 달성하기 위하여 기술 연
구 분야를 능동 안전 기술을 넘어서 자율주행 시스템으로 확장시키
고 있다. 특히, 도심 도로는 인도, 사각지대, 주차차량, 이륜차, 보행
자 등과 같은 교통 위험 요소를 많이 갖고 있기 때문에 고속도로보
다 사고 발생률과 사상률이 높으며, 이는 도심 도로에서의 자율주행
은 핵심 이슈가 되고 있다. 많은 프로젝트들이 자율주행의 환경적, 
인구학적, 사회적, 그리고 경제적 측면에서의 자율주행의 효과를 평
가하기 위해 수행되었거나 수행 중에 있다. 예를 들어, 유럽의 
“AdaptIVE”는 다양한 자율주행 기능을 개발하였으며, 구체적인 평가 
방법론을 개발하였다. 또한, “CityMobil2”는 유럽 전역의 9개의 다른 
환경에서 무인 지능형 차량을 성공적으로 통합하였다. 일본에서는 
2014년 5월에 시작된 “Automated Driving System Research Project”는 자
율주행 시스템과 차세대 도심 교통 수단의 개발 및 검증에 초점을 
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맞추었다. 
기존 연구들에 대한 조사를 통해 자율주행 시스템은 교통 참여자
들의 안전도를 향상시키고, 교통 혼잡을 감소시키며, 운전자 편의성
을 증진시키는 것이 증명되었다. 다양한 방법론들이 인지, 거동 계
획, 그리고 제어와 같은 도심 도로 자율주행차의 핵심 기술들을 개
발하기 위하여 사용되었다. 하지만 많은 최신의 자율주행 연구들은 
각 기술의 개발을 별개로 고려하여 진행해왔다. 결과적으로 통합적
인 관점에서의 자율주행 기술 설계는 아직 충분히 고려되어 않았다. 
따라서, 본 논문은 복잡한 도심 도로 환경에서 라이다, 카메라, 
GPS, 그리고 간단한 경로 맵에 기반한 완전 자율주행 알고리즘을 
개발하는 것을 목표로 하였다. 제안된 자율주행 알고리즘은 비통제 
교차로를 포함한 도심 도로 상황을 차량 거동 예측기와 모델 예측 
제어 기법에 기반하여 설계되었다. 본 논문은 동적, 정적 환경 표현 
및 종횡방향 거동 계획을 중점적으로 다루었다. 
본 논문은 도심 도로 자율주행을 위한 거동 계획 알고리즘의 개
요를 제시하였으며, 실제 교통 상황에서의 실험 결과는 제안된 알고
리즘의 효과성과 운전자 거동과의 유사성을 보여주었다. 실차 실험 
결과는 비통제 교차로를 포함한 도심 시나리오에서의 강건한 성능
을 보여주었다. 
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