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Abstract
Regularizing iterative methods for image restoration problems with
2D band Toeplitz matrices are examined. They often require the use of
suitable preconditioners. Circulant preconditioners, which can be applied
with a low cost and can be easily adapted to cope with the noise, are
widely used. In this paper three of them are taken into consideration
and modified in order to obtain a better convergence rate, still retaining
regularizing properties. A large numerical experimentation validates the
theoretical results.
1 Introduction
The image restoration problem can be discretely modelled by the linear system
Ax = f − η, (1)
where x and f contain the original image and the observed image respectively,
η represents an unknown noise (which we will assume to be a Gaussian white
noise) and A is the blurring discrete operator. If n is the dimension of the 2D
square images, x and f are n2 vectors, where the images are stored columnwise.
We assume that f dominates η, otherwise the reconstruction of the original
image would be impossible.
The problem of the image restoration is that of finding a good approximation
of x given A and f . Since A is generally ill-conditioned, the exact solution of
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the system
Ay = f (2)
may differ considerably from x even if η is small. For this reason special tech-
niques, known as regularization methods, have been devised. When A is sym-
metric and positive definite, a widely used regularization technique suggests to
solve (2) by employing the conjugate gradient method (CG). In fact CG acts as
a filtering method: at first the iteration mainly reconstructs the original signal
by letting only the low frequency components pass. Successively, the iteration
starts to recover also increasing frequency components, corresponding to the
noise. Thus the iteration must be stopped when the noise components start to
interfere (see for example [9]).
When A is indefinite, CG can be applied to the normal equations
ATAy = ATf .
The computation can be arranged in such a way that matrix ATA is not re-
quired. The resulting method, called CGNR ([13], p. 237), shows generally a
slow convergence. Other iterative methods have been proposed in literature for
the indefinite case. In particular, MRII method [11], suited for the symmetric
indefinite case, shows regularizing properties [8].
When the coefficient matrix is ill-conditioned, as in the present case, the
number of iterations required by CG for obtaining a satisfactory result can be
large and preconditioning is required to increase the rate of convergence. That
is, a suitable matrix P , called preconditioner, is constructed and the following
preconditioned system, equivalent to (2),
P−1Ay = P−1f (3)
is solved. Since the main computational burden of a preconditioned conjugate
gradient method (PCG) is to compute the product of A by a vector z and
to solve a linear system with matrix P , the preconditioner should satisfy the
following requirements:
1. the cost of the construction of P should be small,
2. the cost of solving a linear system with matrix P should be small,
3. the iteration should converge faster when applied to (3) instead of (2).
Here ”small” means that the cost does not exceed the cost of computing Az.
The preconditioners that are used in the general case are not satisfactory
for our problem, because they are designed to achieve a faster convergence by
clustering most eigenvalues of the preconditioned matrix around 1. In this way
the signal subspace, generated by the eigenvectors corresponding to the greatest
eigenvalues, and the noise subspace, generated by the eigenvectors corresponding
to the lowest eigenvalues, are mixed up and the effect of the noise appears before
the image is fully reconstructed. In the present context a good preconditioner
should reduce the number of iterations required to reconstruct the information
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from the signal subspace, that is, it should cluster around 1 only the greatest
eigenvalues, letting the others out of the cluster.
This requires the knowledge (or at least an estimate) of a parameter τ > 0,
such that the eigenvalues of the matrix A which have modulus greater than τ
correspond to the signal subspace. Techniques which allow to estimate τ are
described in the literature (see for example [12]). They are based on the assump-
tion that the Fourier coefficients of η have approximately the same magnitude
for all the frequencies and they dominate the Fourier coefficients of f corre-
sponding to the noise subspace. In the following we assume a rough estimate of
τ to be available. τ will be called the regularization parameter.
In this paper we examine the case where the n2 × n2 matrix A has a block
Toeplitz structure, that is, the blur action is space invariant. In this case the
product Az can be computed by means of the FFT in O(n2 log n) operations.
Then the construction of the preconditioner P and its use should have costs
not exceeding O(n2 logn) operations. Among the many strategies proposed
for this case, the algorithms based on circulant matrices satisfy both the cost
requirement and the convergence speed requirement. Here we revisit three cir-
culant preconditioners, namely Strang [14], Chan [4] and inverse Toeplitz [10],
all particularly suited for the image reconstruction problems because they can
be easily adapted to cope with the noise. As a result we introduce a family of
circulant preconditioners depending on a parameter σ related to the regular-
ization features. More precisely, we modify the spectrum of the three circulant
preconditioner by replacing the absolute smallest eigenvalues with the value σ
and analyze the convergence and the regularization properties when σ varies
between τ and 1. This approach is compared with the one of [11], [12] and [10],
where σ is set equal to 1. We show that lower values of σ give faster convergence.
This result is validated by the numerical experiments, which show also that low
values of σ lead often to an improved reconstruction efficiency, especially for
medium and low noise levels.
This paper is organized as follows: in Section 2 we describe the 2-level
Toeplitz structure; in Section 3 we recall the classical circulant preconditioner of
Strang and Chan and the inverse Toeplitz; Section 4 is devoted to the description
and analysis of the new family of σ-modified preconditioners; Section 5 reports
the results of the numerical experiments and the conclusions.
2 Structure of A in the local space invariant case
Matrix A is defined by the so-called point spread function (PSF), which describes
how the image is blurred out. In many imaging systems the PSF is space invari-
ant with respect to translation, that is a single pixel is blurred independently
of its location, and is bandlimited, that is it has a local action. Under these
hypotheses, which we assume here, the PSF is represented by a mask of finite
size and the matrix A turns out to have a band block Toeplitz structure with
banded Toeplitz blocks. More precisely, if M = (mi,j), −w ≤ i, j ≤ w, w < n,
is the mask which represents the PSF, then A has a 2-level band n×n Toeplitz
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structure with bandwidth w of the form
A =

A0 A1 . . . An−1
A−1
. . .
. . .
...
...
. . .
. . . A1
A−n+1 . . . A−1 A0
 , Ai = O for |i| > w,
where
Ai =

ai,0 ai,1 . . . ai,n−1
ai,−1
. . .
. . .
...
...
. . .
. . . ai,1
ai,−n+1 . . . ai,−1 ai,0
 , ai,j =

mi,j for |i|, |j| ≤ w,
0 otherwise.
In addition we assume that M is nonnegative and normalized, that is M ≥ O
and
∑
i,jmi,j = 1, and that A is symmetric, that is mi,j = m−i,−j for i, j =
−w, . . . , w.
As it is customary, we associate to A its symbol function
f(θ, η) =
w∑
i,j=−w
mi,je
i(iθ+jη), −π ≤ θ, η ≤ π,
where i is the complex unit, such that i2 = −1. Under our assumptions f(θ, η)
is a real function in the Wiener class. Let
fmin = min
θ,η
f(θ, η), fmax = max
θ,η
f(θ, η).
Grenander and Szego˝ Theorem [7] states that the eigenvalues of A belong to the
interval [fmin, fmax]. Moreover, if fmin 6= fmax the eigenvalues cannot coincide
with the endpoints. Hence, if 0 ≤ fmin < fmax matrix A is positive definite.
3 Circulant preconditioner
The success of the circulant preconditioners depends on the fact that linear
systems with a circulant matrix are solved efficiently by the FFT at a low cost
[2]. They were first proposed for the one-dimensional problems, then extended
to the two-dimensional case and finally modified by means of a regularization
parameter τ in order to acquire regularizing properties.
Generally we expect a good preconditioner to be symmetric positive defi-
nite when A is so, allowing to use PCG method. The regularizing circulant
preconditioners we are going to consider can be designed to be symmetric pos-
itive definite even though A is symmetric indefinite. This allows us to use a
split version of the preconditioning, that is, instead of (3) the following system,
equivalent to (2)
P−1/2AP−1/2z = P−1/2f , y = P−1/2z, (4)
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is solved. In this way MRII can be used instead of CGNR. For the sake of
simplicity we start by describing the 1-level case where the matrix A has the
form
A =

a0 a1 . . . an−1
a−1
. . .
. . .
...
...
. . .
. . . a1
a−n+1 . . . a−1 a0
 , ai = 0 for |i| > w.
3.1 Strang circulant preconditioner
The first circulant preconditioner was proposed by Strang [14] for symmetric
positive definite matrices A. In the general 1-level case the preconditioner is the
circulant matrix CS whose first line elements, arranged in a vector s, are
si =
{
ai if 0 ≤ i ≤ n1,
ai−n if n1 < i ≤ n− 1, where n1 =
⌊n
2
⌋
. (5)
When n is even and A is not symmetric, a better approximation can be obtained
by setting sn/2 = (an/2 + a−n/2)/2.
Let f(θ) =
∑w
j=−w aje
ijθ be the symbol function of A. If f(θ) is real and
positive (then A is symmetric positive definite) the following results hold [2]:
1. CS is positive definite,
2. CS is optimal, in the sense that it minimizes ‖A − X‖1 and ‖A − X‖∞
over all symmetric circulant matrices X ,
3. A = CS + U + V, where V is a matrix of small rank and U is a matrix
of small norm. Hence for n sufficiently large the spectrum of C−1S A is
clustered around 1 and PCG converges superlinearly (if A is a band matrix,
for n sufficiently large matrix U vanishes, as we see in the next section).
The extension of the Strang preconditioner to the 2-level case is straightfor-
ward: the elements of the first line of the 2-level circulant preconditioner CS
are written rowwise in an n× n mask S as follows
si,j =

ai,j if 0 ≤ i, j ≤ n1,
ai,j−n if 0 ≤ i ≤ n1, n1 < j ≤ n− 1,
ai−n,j if n1 < i ≤ n− 1, 0 ≤ j ≤ n1,
ai−n,j−n if n1 < i, j ≤ n− 1.
(6)
The eigenvalues of CS are simply computed by applying a two-dimensional FFT.
The regularizing preconditioner P of [11] is obtained from CS by requiring
that P is a 2-level circulant matrix having the same eigenvalues λi of CS only
if |λi| is greater than τ , in order to cluster only the eigenvalues of A of great
modulus. More precisely, the eigenvalues of P are
gi =
{ |λi| if |λi| ≥ τ,
1 if |λi| < τ, i = 0, . . . , n
2 − 1. (7)
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Clearly P results to be positive definite even if A is indefinite and P−1/2 can be
easily obtained from
√
gi. Moreover it has been proved that the preconditioned
matrix has a cluster of eigenvalues around 1, and possibly another one around
−1 if A is indefinite and has negative eigenvalues smaller than −τ .
The cost for the construction of P and for each iteration is O(n2 log n).
3.2 Chan circulant preconditioner
The T. Chan circulant preconditioner [4] is similar to the Strang one. In the
general 1-level case the preconditioner is the circulant matrix CC whose first
line elements, arranged in a vector c, are
ci =
iai−n + (n− i)ai
n
, i = 0, . . . , n− 1. (8)
If f(θ) is positive, then [4]
1. CC is positive definite,
2. CC is optimal, in the sense that it minimizes ‖A−X‖F over all symmetric
circulant matrices X ,
3. A = CC + U + V, where V is a matrix of small rank and U is a matrix
of small norm. Hence for n sufficiently large the spectrum of C−1C A is
clustered around 1 and PCG converges superlinearly.
The extension to the 2-level case can be accomplished in two ways [3, 5]: we
consider here the one that produces a 2-level circulant preconditioner CC . The
elements of the first line of CC are written rowwise in a mask C as follows
ci,j =
1
n2
{
i
[
jai−n,j−n + (n− j)ai−n,j
]
+ (n− i)[jai,j−n + (n− j)ai,j]},
i, j = 0, . . . , n− 1.
The regularizing preconditioner P is defined [12] as the 2-level circulant matrix
whose eigenvalues are
gi =
{
λi if |λi| ≥ τ,
1 if |λi| < τ, i = 0, . . . , n
2 − 1, (9)
where λi are the eigenvalues of CC . In this way, if A is indefinite and all the
eigenvalues of CC are greater than −τ , matrix P results positive definite and
MRII can be applied. Otherwise P turns out to be indefinite and CGNR should
be applied. Of course Chan regularizing preconditioner could be constructed
following (7) instead of (9), obtaining always a positive definite matrix.
As for the Strang preconditioner, the cost for the construction of P and for
each iteration is O(n2 logn). Moreover, it has been shown [2] that for n suffi-
ciently large the convergence rates of the PCG with the Strang preconditioner
and with the Chan preconditioner are the same.
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3.3 Inverse Toeplitz preconditioner
The inverse Toeplitz preconditioner is introduced in [10] under the hypothesis
that f(θ) ≥ −τ and is described directly in the regularizing version. It is
constructed by embedding matrix A into a circulant matrix of double dimension.
In the 1-level case the circulant matrix CT of size 2n, whose first line elements,
arranged in a vector t are
ti =

ai if 0 ≤ i ≤ n− 1,
0 if i = n,
a2n−i if n < i ≤ 2n− 1,
(10)
is considered. The eigenvalues λi of CT are given by λi = a0 + 2
n−1∑
j=1
aj cos jθi,
where θi = iπ/n, for i = 0, . . . , 2n−1. By Grenander and Szego˝ Theorem [7] the
eigenvalues of A are well approximated by f(θi), for i = 0, . . . , n− 1, hence by
half of the eigenvalues of CT . Let Z be the symmetric positive definite circulant
matrix having the eigenvalues
gi =
{
1/λi if λi ≥ τ,
1 if λi < τ,
i = 0, . . . , 2n− 1.
Its leading principal n×n submatrix Q is used as an inverse preconditioner and
is called inverse Toeplitz preconditioner.
The 2-level inverse Toeplitz preconditioner is analogously constructed from
the eigenvalues of the 2-level 2n×2n circulant matrix CT embedding the 2-level
matrix A. In order to compute its eigenvalues, consider the matrix R containing
the elements of the first row of CT , arranged rowwise. R is given by
ri,j =

ai,j if 0 ≤ i, j ≤ n− 1,
ai,2n−j if 0 ≤ i ≤ n− 1, n+ 1 ≤ j ≤ 2n− 1,
a2n−i,j if n+ 1 ≤ i ≤ 2n− 1, 0 ≤ j ≤ n− 1,
a2n−i,2n−j if n+ 1 ≤ i ≤ 2n− 1, n+ 1 ≤ j ≤ 2n− 1,
0 otherwise.
(11)
The inverse Toeplitz preconditioner Q is the leading principal n2×n2 submatrix
of the 2-level circulant matrix Z having the eigenvalues
gi =
{
1/λi if λi ≥ τ,
1 if λi < τ,
i = 0, . . . , 4n2 − 1. (12)
As for the Strang and Chan preconditioners, the cost for the construction of Q
and for each iteration is O(n2 logn).
The hypothesis f(θ) ≥ −τ , which implies that A has only eigenvalues greater
than −τ , guarantees that Q is positive definite. If the hypothesis does not hold,
definition (12) can be modified by inserting absolute values as in (7).
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4 A family of modified preconditioners
It is well known that the behaviour of PCG is mainly determined by the cluster-
ing of the eigenvalues of the preconditioned matrix. In fact, equations (7), (9)
and (12) aim to gather the eigenvalues related to the signal into a cluster around
1, leaving the remaining ones clustered around 0. The convergence acceleration
is due to the cluster around 1, while the second cluster has only the function to
keep the eigenvalues related to the noise separated from the others.
Improvement of the efficiency can be obtained by designing a preconditioner
which keeps the noise eigenvalues far from the signal eigenvalues, relaxing the
condition that they are clustered around 0. This is exemplified in Figure 1.
The figure on the left shows an ideal situation where most eigenvalues are split
1 1
Figure 1: Eigenvalues of the preconditioned matrix in two ideal situations.
in two clusters, while in the figure on the right only the largest eigenvalues are
clustered. We recall that, roughly speaking, the convergence of PCG occurs first
in the eigenspace associated with the largest eigenvalues. If these eigenvalues
are clustered around 1, just a few iterations provide an accurate solution in the
eigenspace associated with the cluster. With further iterations the convergence
is achieved in the subsequent eigenspaces. The presence of a cluster around
0 (figure on the left) may cause a quick convergence in the noise eigenspace,
whereas a gradually decay of the smallest eigenvalues (figure on the right) is
less prone to produce this drawback.
We show here that a behaviour like the one in the figure on the right can be
obtained by replacing 1 with a constant σ in (7) and (9) and with 1/σ in (12).
For the sake of simplicity, for each method we consider only the 1-level prob-
lem, that is we assume that A is an n×n symmetric band Toeplitz matrix with
normalized nonnegative elements and bandwidth w ≤ ⌊n/2⌋, that its symbol
f(θ) is positive and that PCG is applied to (4).
Let Pσ be the preconditioner depending on the parameter σ. Then the
preconditioned matrix is A˜ = P
−1/2
σ AP
−1/2
σ . The results we obtain hold also
when PCG is applied to (3) [13], since P−1σ A and A˜ are similar. Denote by y
(i)
σ
the vector obtained at the i-th iteration when y
(0)
σ = 0 and by x
(i)
σ the vector
which is computed if PCG is applied to (1). At the initial steps, when the
method is reconstructing the signal, we can assume that the difference between
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y
(i)
σ and x
(i)
σ is negligible. Thus in this phase the convergence of e
(i)
σ = y
(i)
σ −x
is described by [6]
‖e(i)σ ‖A ≤
(√
κσ − 1√
κσ + 1
)i
‖e(0)σ ‖A,
where the A-norm of a vector v ∈ Rn is defined by ‖v‖A = vTAv. Hence the
rate of convergence becomes slow when the condition number κσ of A˜ increases.
Our main goal is then to evaluate how the condition number of A˜ depends
on σ for each of the modified preconditioner. Our analysis will be performed
asymptotically with n.
4.1 σ-modified Strang preconditioner
Let σ, with τ ≤ σ ≤ 1, be a parameter and consider the circulant matrix Pσ
having eigenvalues
gi =
{
λi if λi ≥ τ,
σ if λi < τ,
i = 0, . . . , n− 1, (13)
where λi, i = 0, . . . , n−1, are the eigenvalues of CS whose first line elements are
given in (5). Then CS = FΛF
H , where Λ =diag
(
λ0, . . . , λn−1
)
and F = (fk,j)
is the n × n Fourier matrix, such that fk,j = n−1/2ωkj , k, j = 0, . . . , n − 1,
where ω = exp(i2π/n). We assume that exactly r eigenvalues are lower than τ .
Let Π denote the n× n permutation matrix such that the diagonal elements of
D = ΠΛΠ T are in nonincreasing order. We can write
CS = EDE
H , where E = FΠ T , D =
[
D1 O
O D2
]
,
D1 and D2 being diagonal matrices of size n− r and r respectively, and we have
Pσ = EDσE
H , where Dσ =
[
D1 O
O σIr
]
,
P−1/2σ CSP
−1/2
σ = ECσE
H , where Cσ =
[
In−r O
O σ−1D2
]
,
A˜ = P−1/2σ AP
−1/2
σ = EGE
H , where G = D−1/2σ BD
−1/2
σ , B = E
HAE.
Let
V = A− CS . (14)
Since A is a symmetric band matrix, V is a symmetric Toeplitz matrix whose
first line elements are
vi =
{
0 if 0 ≤ i < n− w,
−ai−n if n− w ≤ i ≤ n− 1,
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that is, V can be written as
V =
[
On−w V
V
T
Ow
]
,
where On−w and Ow are null matrices of size n−w and w, respectively, and V is
an (n−w)×w block. Hence rank(V ) = 2w and V has w pairs of eigenvalues of
the form µi = |ξi|, µw+i = −|ξi|, i = 0, . . . , w − 1, where ξ2i are the eigenvalues
of V
T
V . Then for matrix G, which is similar to the preconditioned matrix A˜,
from (14) it follows that
G = D−1/2σ BD
−1/2
σ = Cσ +R, where R = D
−1/2
σ E
HV ED−1/2σ ,
and rank(R) = 2w. The matrix R can be written as
R =
2w−1∑
i=0
µiviv
T
i , with vi = D
−1/2
σ ui,
where ui is the eigenvector of E
HV E corresponding to µi. We consider now
the sequence of matrices
G0 = Cσ, Gi+1 = Gi + µiviv
T
i , for i = 0, . . . , 2w − 1.
Then G = G2w . Let ρi and ρ˜i be respectively the largest and the second largest
eigenvalue of Gi. For the Cauchy interlacing theorem ρi+1 ≤ ρi if µi ≤ 0 and
ρ˜i+1 ≤ ρi ≤ ρi+1 ≤ ρi + µivTi vi if µi > 0. Then no more than w eigenvalues of
G, called outliers, can become greater than the largest eigenvalue of Cσ, which
is equal to 1. The growth of the largest eigenvalue of G from 1 is bounded from
above by
ρ =
w−1∑
i=0
µiv
T
i vi =
w−1∑
i=0
µiu
T
i D
−1
σ ui.
Partitioning the vectors uTi =
[
u˙Ti , u¨
T
i
]
, with u˙i ∈ Rn−r and u¨i ∈ Rr, we have
ρ =
w−1∑
i=0
µi
(
u˙Ti D
−1
1 u˙i + σ
−1u¨Ti u¨i
)
= ρ1 +
ρ2
σ
, with ρ1, ρ2 > 0.
Hereafter we assume that the largest eigenvalue νmax of A˜ is
νmax ∼ 1 + ρ1 + ρ2
σ
, (15)
where the expression ”a ∼ b” means that the ratio a/b is bounded from above
and below by two constants, independent of n.
In order to find an estimate for the smallest eigenvalue νmin of A˜, let v be the
normalized eigenvector of A˜ corresponding to νmin. Hence, setting z = P
−1/2
σ v,
we have
νmin = v
TP−1/2σ AP
−1/2
σ v =
zTAz
zTz
vTP−1σ v > fmin v
TP−1σ v. (16)
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Let v =
n−1∑
i=0
vif i be the expansion of v in terms of the columns f i of the matrix
F . Then
vTP−1σ v =
n−1∑
i=0
vif
T
i P
−1
σ
n−1∑
j=0
vjf j =
n−1∑
i=0
vif
T
i
n−1∑
j=0
vj
1
gj
f j =
n−1∑
i=0
v2i
1
gi
.
By decomposing the set {0, . . . , n − 1} into the two subsets I1 and I2 of the
indices i for which gi = λi and gi = σ respectively, we have
vTP−1σ v = ρ3 +
ρ4
σ
, where ρ3 =
∑
i∈I1
v2i
1
gi
, ρ4 =
∑
i∈I2
v2i .
From (16) it follows that
νmin > fmin
(
ρ3 +
ρ4
σ
) ≥ ρ4 fmin
σ
.
For n sufficiently large the spectra of A and CS do not differ much [2] and the
smallest eigenvalue of P
−1/2
σ CSP
−1/2
σ is close to fmin/σ. Then it is reasonable
to assume that the smallest eigenvalue νmin of A˜ behaves as
νmin ∼ ρ5 fmin
σ
, (17)
for some constant ρ5 close to 1. Hence under this assumption the behaviour of
the condition number of A˜ is described by the increasing linear function of σ
κσ =
νmax
νmin
∼ (1 + ρ1)σ + ρ2
ρ5fmin
.
Since the rate of convergence of PCG becomes slow when κσ increases, in our
case the rate of convergence is slower for larger values of σ. When the compo-
nents of the noise start to be approximated by the PCG iteration, the vectors
y
(i)
σ stop approaching x and the sequence ‖e(i)σ ‖A shows a sudden change from
the previous decreasing behaviour.
Let us now extend the previous considerations to the 2-level problem, where
A is an n2 × n2 matrix. The matrix CS is the 2-level circulant described in
(6) and the preconditioning matrix Pσ is obtained by applying (13). The main
difference with the 1-level case regards the rank of matrix V = A−CS : in fact
now rank(V ) = O(n). This accounts for a possibly greater number of outliers.
Subsequent considerations on the increasing dependence on σ of the condition
number of A˜ extend straightforwardly.
In the next section the results obtained with different values of σ are com-
pared through numerical experiments. Figure 2 shows the eigenvalues of P−11 A
and P−1τ A, compared with those of A in a typical case. The two preconditioned
matrices present the same cluster of eigenvalues around 1 and the same number
of outliers. The largest outliers of P−11 A have a reduced dispersion, the smaller
outliers and the other eigenvalues decrease quickly, settling down on the eigen-
values of A. On the contrary, the largest outliers of P−1τ A disperse more and
the smaller eigenvalues decrease gradually.
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Figure 2: Eigenvalues of A (dots), of P−11 A (stars) and of P
−1
τ A (crosses).
4.2 σ-modified Chan preconditioner
Modified Chan preconditioner is obtained by applying (13) to the eigenvalues
of the Chan circulant matrix CC , whose first line elements are given in (8). For
this preconditioner relation (14) is substituted by
A = CC + U + V,
where U and V are the symmetric Toeplitz matrices whose first line elements
are respectively
ui =
{
ai − ci if 0 ≤ i ≤ w,
0 otherwise
and
vi =
{
0 if 0 ≤ i < n− w,
−ci−n if n− w ≤ i ≤ n− 1.
Hence matrix V has rank 2w, as in the Strang case. By (8), since the elements
of A are positive and normalized, we have
2
w∑
i=1
|ui| = 2
n
w∑
i=1
i ai ≤ w
n
,
hence ‖U‖∞ ≤ w/n, and for any ǫ a dimension n exists such that ‖U‖∞ < ǫ.
Due to its small norm, the presence of U alters only marginally the eigenvalues
of the preconditioned matrix, then expressions similar to (15) and (17) still
hold for the Chan preconditioner. It follows that also in this case the rate of
convergence of PCG slows down when σ increases.
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4.3 σ-modified inverse Toeplitz preconditioner
Consider the 2n× 2n circulant matrix Zσ having eigenvalues
gi =
{
1/λi if λi ≥ τ,
1/σ if λi < τ,
i = 0, . . . , 2n− 1,
where λi, i = 0, . . . , 2n− 1, are the eigenvalues of CT whose first line elements
are given in (10). The modified inverse Toeplitz preconditioner is the leading
principal n×n submatrix Qσ extracted from Zσ and the preconditioned matrix
is A˜ = Q
1/2
σ AQ
1/2
σ .
Since A is symmetric positive definite, we can write A = LLT , with L a full
rank lower triangular matrix. The matrix A˜ is similar to A1 = L
TQσL, in fact
A1 = S
−1A˜S, where S = Q
1/2
σ L. Moreover, since Zσ is real and symmetric,
also Qσ is symmetric, hence A1 is symmetric. We give now an estimate of the
largest eigenvalue of A1.
We recall that the matrix CT is the 2n× 2n circulant matrix embedding A,
then we can write
CT =
[
A B
B A
]
= NNT , where N =
[
L O
L1 L2
]
.
Submatrix B has rank 2w and since B = LLT1 , then also L1 has rank 2w. We
write also
Zσ =
[
Qσ Rσ
Rσ Qσ
]
.
By direct computation we see that the leading principal n× n submatrix Vσ of
the matrix NTZσN is given by Vσ = A1+A2, where A2 = L
T
1 RσL+L
TRσL1+
LT1 QσL1. The matrix A2 is symmetric and has a low rank (no more than 4w).
The matrix NTZσN is similar to ZσCT , which is the circulant matrix having
eigenvalues equal to λi/σ for λi < τ and equal to 1 otherwise. Then the eigen-
values of NTZσN lie in the interval [λmin/σ, 1], where λmin = mini λi. Since
the spectrum of Vσ interlaces the spectrum of N
TZσN , also the eigenvalues of
Vσ lie in the same interval and the eigenvalues of A1 lie in the same interval, a
part no more than 4w outliers, whose growth depends on matrix A2. Since the
elements of a circulant matrix depend linearly on its eigenvalues, two matrices
G2 and H2, independent of σ exist, such that A2 = G2 + σ
−1H2. The growth
of the outliers can be bounded from above by any induced norm of A2, hence
the largest eigenvalue of A˜ can be estimated to have the same form (15) of the
Strang preconditioner case.
Also for the smallest eigenvalue of A˜, following the same argument of Section
4.1 and noting that the spectrum of Qσ interlaces the spectrum of Zσ, we can
give an estimate similar to (17). It follows that also in this case the rate of
convergence of PCG slows down when σ increases.
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5 Numerical experiments
In the previous section we have analyzed how the conditioning of the precon-
ditioned matrix depends on σ for the positive definite case. In this section we
want to verify how reasonable are the estimates we have given and, in particu-
lar, we are interested in testing the rate of convergence and the reconstruction
efficiency of the corresponding method. Moreover we want to investigate the
behaviour of σ-modified preconditioners when A is symmetric indefinite. In this
case the preconditioners are constructed by taking |gi| instead of gi whenever
|λi| ≥ τ , in order to apply MRII.
5.1 Test problems
The following masksM , representing various PSFs, have been considered. They
depend on parameters which are assumed to be positive. Generally greater
values of the parameters give positive definite Toeplitz matrices and lower values
give indefinite matrices. Moreover the conditioning becomes worse when the
parameters decrease. The bandwidth is always w = 8.
• The mask of the Gaussian PSF is given by
mi,j = γe
−α (i2+j2), i, j = −w, . . . , w.
• The diffraction in incoherent illumination PSFs describe the diffraction effects
caused by a system of lenses in a spatially incoherent illumination [1]. Two exit
pupils are considered. The mask for a square pupil is given by
mi,j = γ sin
2(αi)/i2 sin2(αj)/j2, i, j = −w, . . . , w,
where α depends on the side of the pupil.
The mask for a circular pupil is given by
mi,j = γJ
2
1 (α
√
i2 + j2)/(i2 + j2), i, j = −w, . . . , w,
where α depends on the radius of the pupil.
• The mask of a motion PSF is given by
mi,j = γe
−α (i+j)2−β(i−j)2 , i, j = −w, . . . , w.
In all cases the value of γ is determined by requiring that
∑
i,jmi,j = 1.
The experiments have been conducted on real life photographs (n = 128)
and on randomly generated images (n = 100, one sample is shown in Figure 5
left).
The noisy image f is obtained by computing Ax + η, where η is a vector
of randomly generated entries, with normal distribution and mean 0, scaled
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to obtain specific noise levels 10−k, for integers k. That is, the entries of η
are scaled in such a way that ‖η‖/‖Ax‖ = 10−k (here and hereafter the used
norm is the A-norm when A is positive definite and the 2-norm otherwise). The
truncation parameter τ used for each problem is the optimal one, in the sense
that it is the value allowing the best reconstruction in terms of the residual
error.
5.2 The error behaviour
The problems with symmetric positive definite matrices have been solved by
applying PCG to system (3), the problems with symmetric indefinite matri-
ces have been solved by applying MRII to system (4). The three σ-modified
preconditioners described in Section 4 have been used. For any iteration the
relative error e
(i)
σ = ‖e(i)σ ‖/‖x‖ has been computed, obtaining the error history,
that is the discrete curve γσ = {e(i)σ }, i = 1, . . . , imax. In any case the initial
error is e
(0)
σ = 1. Concerning e
(1)
σ , the experiments show that it can have any
behaviour with σ varying. Since the condition number of the preconditioned
matrix increases with σ, we expect a faster convergence for smaller values of σ.
Figures 3 and 4 describe what may happen. They show the curves γσ1
(continuous line) and γσ2 (dashed line) actually computed in the experiments
for the two different choices σ1 and σ2 in presence of noise. The dotted lines
show how the errors would behave if the noise were not present. The behaviour
of the curves differs according to the noise level and to the respective values of
the first errors e
(1)
σ1 and e
(1)
σ2 .
γσ1
γσ2 γσ1
γσ2
Figure 3: Effect of the noise in the case e
(1)
σ1 < e
(1)
σ2 for σ1 < σ2. High noise level
on the left, low noise level on the right.
• If the noise were not present and if for σ1 < σ2 the corresponding errors verify
e
(1)
σ1 < e
(1)
σ2 , the two curves γσ1 and γσ2 do not cross: the choice σ1 would be
preferable. But in practice the noise is present and affects the approximation
when the signal eigenvalues have been worked on. If this happens too soon, the
reconstruction with σ1 can be poor (see Figure 3 left) and σ2 should be chosen.
Otherwise (see Figure 3 right) σ1 should be chosen.
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γσ1
γσ2 γσ1
γσ2
Figure 4: Effect of the noise in the case e
(1)
σ1 > e
(1)
σ2 for σ1 < σ2. High noise level
on the left, low noise level on the right.
• If the noise were not present and for σ1 < σ2 the corresponding errors verify
e
(1)
σ1 > e
(1)
σ2 , the two curves γσ1 and γσ2 are bound to cross. Hence, if we neglect
the noise, the choice σ1 would still be preferable. In practice, it may happen
that the noise starts to contaminate the computed vectors before the crossing
point (see Figure 4 left) or after the crossing point (see Figure 4 right). In the
first case the choice σ2 is preferable, in the second case σ1 should be chosen.
The higher the noise, the smaller the number of iterations which can be
performed before the noise starts to affect the approximation. Hence, if the
noise is high, CG is already sufficiently fast and reconstructs in few iterations
the part of the signal which can be recovered. An accelerating preconditioner
would produce an undesirable effect and should not be used. For this reason in
the following experimentation we restrict ourselves to cases with medium and
low noise levels, where behaviours like the ones described in Figures 3 left and
4 left, seldom arise.
5.3 Results and conclusions
For any mask and any image two different problems are considered, correspond-
ing to the noise levels 10−k, for k = 3, 4. Firstly we apply to each problem
the non-preconditioned CG or MRII, in order to determine the reconstruction
efficiency limit, that is the minimum error em = mini e
(i) and the corresponding
iteration index im. The quantity E = 1.1 em is taken as the reference value for
the successive runs, in the sense that any approximated image having an error
lower than E is considered as an acceptable reconstruction.
We want to compare the performances of the various preconditioners when σ
varies. We limit our experimentation to the two extreme values of σ, that is we
apply σ-modified Strang, Chan, inverse Toeplitz preconditioners with σ = τ and
σ = 1. The iterations are stopped when the error becomes lower than E. For
any problem and any preconditioner we denote by iτ (resp. i1) the minimum
number of iterations required to obtain e
(i)
τ < E (resp. e
(i)
1 < E) and consider
the ratio r = iτ/i1, called speed gain. Fixed the mask and the noise level,
the experiments show a minor variation of r when the original image changes.
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For this reason and for the sake of shortness we present in the following tables
the averages rav of the speed gains taken on all the images. We should have
excluded from the averages the cases where iτ ≥ im or i1 ≥ im, but the optimal
choice of the truncation parameter τ has allowed all the methods to reconstruct
acceptable images with a number of iterations lower than im.
• Positive definite problems: the masks are the following
M1 = Gaussian mask with α = 0.25, A severely ill-conditioned.
M2 = square pupil mask with α = 1.52, A mildly ill-conditioned.
M3 = circular pupil mask with α = 2.2, A weakly ill-conditioned.
M4 = motion mask with α = 0.2 and β = 0.05, A severely ill-conditioned.
noise level 10−3 10−4
preconditioner M1 M2 M3 M4 M1 M2 M3 M4
Strang 0.79 0.65 0.66 0.70 0.62 0.51 0.43 0.52
Chan 0.79 0.65 0.68 0.83 0.63 0.50 0.45 0.64
inverse Toeplitz 0.52 0.44 0.64 0.55 0.44 0.36 0.35 0.47
Table 1: Average speed gains for positive definite problems.
• Symmetric indefinite problems: the masks are the following
M5 = Gaussian mask with α = 0.1, A severely ill-conditioned.
M6 = square pupil mask with α = 1.5, A severely ill-conditioned.
M7 = circular pupil mask with α = 1.8, A mildly ill-conditioned.
M8 = motion mask with α = 0.05 and β = 0.1, A severely ill-conditioned.
noise level 10−3 10−4
preconditioner M5 M6 M7 M8 M5 M6 M7 M8
Strang 0.76 0.59 0.46 0.73 0.67 0.53 0.44 0.57
Chan 0.74 0.59 0.46 0.74 0.66 0.52 0.46 0.64
inverse Toeplitz 0.40 0.40 0.37 0.39 0.49 0.39 0.37 0.40
Table 2: Average speed gains for symmetric indefinite problems.
From the tables we can see that:
1. there is always a gain in the number of iterations required to obtain an
acceptable reconstruction when σ = τ is chosen, instead of σ = 1;
2. the inverse Toeplitz preconditioner seems to produce a greater gain;
3. anyway the lower the noise, the greater the gain;
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4. the speed gain does not appear to be correlated with the condition number
of A.
What does not appear from the tables is that for a fixed value of σ Strang
and Chan preconditioners give acceptable images with comparable numbers of
iterations, while inverse Toeplitz preconditioner generally has a better behav-
iour, giving good images with less iterations (however the investigation of this
aspect is out of the scope of this paper).
Figure 5: Randomly generated original image on the left, image blurred with
mask M2, α = 1.5 and noise level 10
−3 on the right.
Figure 6: Reconstructed images at 5th iteration with inverse Toeplitz precondi-
tioner: σ = τ on the left, σ = 1 on the right.
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Figures 5 and 6 refer to an effectively run case, where the original image is
the 100× 100 randomly generated matrix shown in Figure 5 left. The blurred
image, shown in Figure 5 right, has been obtained using mask M6 and a noise
level 10−3. The problem has been solved by applying MRII with σ-modified
inverse Toeplitz preconditioner for two values of σ, namely σ = τ = 0.1 and
σ = 1. The reconstructed images at the 5th iteration are shown in Figure
6. The image on the left, obtained with the lower value of σ, appears better
reconstructed than the image on the right, obtained with the higher value of σ.
Moreover the image on the right shows ghosts in the background.
In summary, we have found that the introduction of the parameter σ in
the regularizing version of the three considered circulant preconditioners gives
a more flexibility and that a lower value of σ is preferable, as validated by the
numerical experimentation, in particular when the noise is not too high.
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