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In the present paper, we concentrate on dealing with a class of multi-objective program-
ming problems with random coefﬁcients and present its application to the multi-item
inventory problem. The P-model is proposed to obtain the maximum probability of the
objective functions and rough approximation is applied to deal with the feasible set with
random parameters. The fuzzy programming technique and genetic algorithm are then
applied to solve the crisp programming problem. Finally, the application to Auchan’s inven-
tory system is given in order to show the efﬁciency of the proposed models and algorithms.
 2010 Elsevier Inc. All rights reserved.1. Introduction
The inventory problem, known as a classical and complex problem, has been paid considerable attention. Nevertheless,
most quantitative analysis on the inventory problem is mainly concerned on the single item and the deterministic param-
eters, such as crisp yield, crisp demand, crisp cost and so on [1–3]. However, in a realistic environment, a single-item inven-
tory seldom occurs and a multi-item inventory is common. Classical multi-item inventory models are well studied in well
known books [4–7]. They usually consider optimizing the objective values which consist of set-up cost, holding cost, stock-
out cost under resource constraints such as capital investment, available storage area, number of orders or available set-up
time and so on. In early research, all the parameters are assumed to be of a certain number in order to easily make the deci-
sion, but the strategy obtained under that assumption is not usually precise when dealing with many realistic inventory
problems which are impacted by the mutable climate, the global economy and so on. Hence, many scholars have gradually
considered single-fold uncertain parameters in a inventory system such as stochastic demand, fuzzy planning horizon and so
on. Order or demand or planning horizon has been considered as a fuzzy or random variable in some literatures. Maiti et al.
[8] regards the planning horizon as a random variable in a two storage inventory model and the region reducing genetic algo-
rithm (RRGA) was proposed to solve the model. Kao and Hsu [9] considered the demand in the inventory system as a fuzzy
number and then converted it into a deterministic one. The newsboy problem, considered shortage cost as a fuzzy number
and demand as a random variable, has been redeﬁned [10]. Some fuzzy multi-product constraints were considered in the
newsboy problem by Shao and Ji [11]. Recently, some scholars developed more complicated inventory system, in which
some parameters are considered as twofold uncertain variables such as fuzzy random variables and random fuzzy variables,
to efﬁciently cope with changing environment. Dutta et al. [12] developed a single-period inventory model in the newsboy
problem considering customers’ demand as a fuzzy random variable. From the realistic situation, the inventory system of. All rights reserved.
ax: +86 28 85400222.
datalk.net (J. Xu).
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ago and the market has great volatility. Hence, the multi-objective programming model with random parameters is more
suited to this inventory system.
Stochastic programming has been a classical and useful tool to solve many realistic problems. When dealing with the
optimization problem with random coefﬁcients, there are usually some techniques as follows: (1) expected value model,
i.e., converting objective functions and constraints with random coefﬁcients into crisp ones by the expected value operator,
(2) minimum variance model, i.e., the objective is to ﬁnd the minimum variance, (3) maximum probability model, i.e., the
objective is to ﬁnd the maximum probability such that the objective value exceeds some level or not, (4) probability con-
straint model or Kataoka model, i.e., adding a constraint such that the probability that the objective value exceeds some level
or not is more than the predetermined conﬁdence level. In fact, all the above techniques can convert the model with random
coefﬁcients into crisp ones, then easily ﬁnd the optimal strategy. Charnes and Cooper [13] considered a kind of stochastic
optimization and some decision problems under chance constraints. Dantzig [14] also researched linear programming under
uncertainty including random parameters. Recently, some scholars have continued to focus their attention on random event
model and get some meaningful conclusions. Carla and Paulo [15] ﬁnd the conditions under which empirical means of asso-
ciated random variables satisﬁes the large deviation principle. Maiti et al. [8] have applied the random theorem into inven-
tory system and discussed an inventory model with stock-dependent demand and two storage facilities whose planning
horizon is stochastic in nature.
However, the above techniques will suffer some difﬁculties when dealing with some sudden events. As we know, the
sales volume (demand) of all items changes everyday. We can predict the sales in another period according to historical data.
Ordinarily, the sales follows the stochastic distribution, for example, the normal distribution in one period. However, if there
is a holiday in the next period, the sales volume will sharply increase. Then it won’t satisfy the requirement if DM (the abbre-
viation of decision maker) makes order as usual. Hence, DM has to lower the limitation to face the increasing sale amount. In
fact, rough set proposed by Pawlak [22] is an useful tool when dealing with the uncertain information by its accuracy of
approximation by many many scholars, such as, Greco [16], Friz and Victoir [17]. Many scholars have applied the probabi-
listic approaches to the rough set theory in several forms, such as decision-theoretic analysis, variable precision analysis and
so on. Yao [19] proposed the probabilistic rough set approximation operators and presented a critical review of existing stud-
ies. Ziarko [20] introduced a new probabilistic dependency measure based on both classiﬁcation knowledge and probabilistic
knowledge in analysis of rules and attributes. Pawlak [21] also pointed out that rough set is inherently associated with
Bayesian reasoning and he revealed a new look on Bayes’ theorem from the rough set perspective. For more information,
the literatures [23–26] can be referred to. However, rough sets theory is hardly used to deal with multi-objective program-
ming problems and continuous programming problems although it is widely used to decision-making problems. Xu and Yao
[27] considered randomness and roughness together and proposed some basic properties and theorems about random rough
variables which were applied to describe that some parameters obey random distribution with a rough expected value. You-
ness [28] considered the decision set of a mathematical programming problems which called it rough programming and
characterized the rough saddle point. Runarsson [18] also considered the multi-objective programming problem using the
the PSO algorithm and rough set theory.
This paper mainly aims at the inventory problem with random parameters. A probability maximization model (P-model)
can be constructed to ensure the maximum probability that the objective value does not exceed the budget. Then we apply
the technique of the rough approximation to convert it into a determined one when the distribution is normal. The rest of
this paper is organized as follows: In Section 2, a basic multi-item inventory problem is introduced and its mathematical
model is formulated. In Section 3, the technique of rough approximation is introduced and is applied to convert the inventory
model with normally distributed random parameters into crisp one. Two efﬁcient methods are also introduced to deal with
the deterministic programming problem. One is the fuzzy programming technique and the other is the genetic algorithm.
Finally, the application to inventory problem is given in order to show the efﬁciency of the proposed models and algorithms.2. Problem statement and modelling
The problem considered in this paper is from Auchan’s second branch store in Chengdu, which was opened a short time
ago. Since it locates in a developing district, the cost control, especially the inventory cost, is a key factor of the beneﬁt. We
just selected a few kinds of commodities as the research object to show the order making process. Generally, there is a lim-
itation of the order cost and the available storage space, hence customers’ demands are very important for DM to decide the
order quantity. According to the investigation, customers’ demand is usually a normally distributed random variable in a
period of one week (from Wednesday to next Wednesday) and the sales peak is on the weekend. For instance, Wuhu Soya
Bean Oil is a soya oil which are sold about 1050 bottles in a week and an average of 150 bottles per day. Usually 600 bottles
are sold on the weekend. Therefore, the sales volume is a normally distributed random variable. Furthermore, the order cost,
holding cost and shortage cost may be uncertain values as they change due to international producer price index. In this sit-
uation, a programming model containing the random parameter must be considered in order to help DM make decision.
Considering company managers’ objectives, we minimize the total cost of every commodity under a certain of storage area
and shortage level. Hence, we formulate a single-period, multi-item, multi-objective programming model with randommar-
ket demands. Fig. 1 partly presents the inventory system of Auchan’s Chengdu Store.
Fig. 1. A multi-item inventory system.
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To develop the proposed single warehouse, multi-item inventory distribution model, the following notations and
assumptions are used.2.1.1. Notations
Fixed parameters for total items
n number of items
K available ﬂoor/storage space
B the goal associated to production cost
V the goal associated to numbers of orders
SS(Q) total available storage area
NO(Q) total number of orders
PC(Q) total production cost
Decision variables and parameters for the ith (i = 1,2, . . . ,n) item are
Qi order quantity (decision variable) (Q = (Q1,Q2, . . . ,Qn)T)
Si shortage level (decision variable) (S = (S1,S2, . . . ,Sn)T)
Di demand per unit item (D = (D1,D2, . . . ,Dn)T)
hi holding cost per unit item
si shortage cost per unit item
ci production cost per unit item
ui set up cost per cycle
Ki replenishment rate
Wi storage area per unit item
LQi lower level of Qi
UQi upper level of Qi
LSi lower level of Si
USi upper level of Si
HCi(Qi,Si) holding cost in a cycle for item i
SCi(Qi,Si) shortage cost in a cycle for item i
PCi(Qi) production cost in a cycle for item i
TCi(Qi,Si) total average cost function
2.1.2. Assumptions
For the ith item, according to Mandal et al. [29] and Das et al. [30] it could be assumed that:
(i) the time horizon is inﬁnite,
(ii) the production rate is instantaneous,
(iii) the lead time is zero,
264 Y. Shi et al. / International Journal of Approximate Reasoning 52 (2011) 261–280(iv) the demand Di of the ith item in a cycle is normally distributed with mean li and standard deviation ri, so the prob-
ability density function of Di isfiðxÞ ¼ 1ﬃﬃﬃﬃﬃﬃ
2p
p
ri
exp ðx liÞ
2
2r2i
" #
; 1 < x < þ1(v) unit production cost is taken here as inversely related to the demand of the item. For the ith item, the unit price is ci.
(vi) the replenishment depends on its demand such that Ki = viDi, vi(>1) being the shape parameter of Ki with respect to Di,
(vii) the shortage cost depends on average shortage level, i.e., si ¼ s0iðSi=2Þci , ci > 2 and s0i > 0,
(viii) the holding cost is dependent on the average inventory, i.e.,hi ¼ h0i 12 Qi 1
Di
Ki
 
 Si
  di
where di > 2 and h0i > 0,(ix) the set-up cost is order level dependent, i.e., ui ¼ u0iQaii , 0 < ai < 1 and u0i > 0.
2.2. Modelling
Let the amount of stock for the ith item (i = 1,2, . . . ,n) be Ri at time t = 0. In the interval (0,Ti), where Ti = t1i + t2i is the per-
iod for a cycle, the inventory level gradually decreases to meet demand. By this process the inventory level reaches zero level
at time t1i and then shortages are allowed to occur in the interval (t1i,Ti). The cycle then repeats itself (see Fig. 2).
The differential equation for the instantaneous qi(t) at time t in (0,Ti) is given bydqiðtÞ
dt
¼ Di; for 0 6 t 6 Ti ð1Þwith the initial conditions qi(0) = Ri(=Qi  Si), qi(Ti) = Si, qi(t1i) = 0.
For each period a ﬁxed amount of shortage is allowed and there is a penalty cost si per items of unsatisﬁed demand per
unit time.
From Eq. (1), we haveqiðtÞ ¼
Ri  Dit; for 0 6 t 6 t1i
Diðt1i  tÞ; for t1i 6 t 6 Ti

ð2ÞThus,Dit1i ¼ Ri; Si ¼ Dit2i; Qi ¼ DiTi
It follows that the holding cost in a cycle for item i isHCiðQi; SiÞ ¼ hi
Z t1i
0
qiðtÞdt ¼
hiðQi  SiÞ2
2Qi
Ti ¼ h0i 12 Qi 1
Di
Ki
 
 Si
  di ðQi  SiÞ2
2Qi
Ti
¼ s1iðjiQ i  SiÞdi ðQi  SiÞ2Q1i Ti ð3Þ
where s1i ¼ h0i2ð1þdiÞ and ji = 1  1/vi. The shortage cost in a cycle for item i isSCiðQi; SiÞ ¼ si
Z t2i
t1i
ðqiðtÞÞdt ¼
siS
2
i
2Qi
Ti ¼ s2iS2þcii Q1i Ti ð4Þwhere s2i ¼ s0i2ð1þciÞ. The production cost in a cycle for item i is
PCiðQiÞ ¼ ciQ i ¼ s3iQ i ð5ÞFig. 2. Inventory level of ith item.
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¼ hi ðQi  SiÞ
2
2Qi
Ti þ si S
2
i
2Qi
Ti þ ciQ i þ ui
¼ s1iðjiQ i  SiÞdi ðQi  SiÞ2Q1i Ti þ s2iS2þcii Q1i Ti þ s3iQ i þ s4iQaii ð6Þ
where s4i = u0i. It follows that the total average cost for item i isTCiðQi; SiÞ ¼ s1iðjiQ i  SiÞdi ðQi  SiÞ2Q1i þ s2iS2þcii Q1i þ s3iDi þ s4iDiQai1i ð7Þ
where Di is a normally distributed random variable, i = 1,2, . . . ,n.
There are some restrictions on available resources in inventory problems that cannot be ignored to derive the optimal
total cost.
(i) There is a limitation on the available warehouse ﬂoor space where the items are to be stored, i.e.,SSðQÞ ¼
Xn
i¼1
WiQi 6 K ð8Þ(ii) An upper limit on the numbers of orders that can be made in a time cycle on the system, i.e.,NOðQÞ ¼
Xn
i¼1
Di
Qi
6 V ð9Þ(iii) Investment amount on total production cost cannot be inﬁnite, it may have an upper limit on the maximum invest-
ment, i.e.,PCðQÞ ¼
Xn
i¼1
ciQ i 6 B ð10ÞAbove all, the problem is to ﬁnd the lot size and the shortage amount so as to minimize the total average cost function (7)
subject to the total space, number of orders, total production cost restrictions and boundary conditions. Thus, it can be writ-
ten asmin fTCiðQi; SiÞ; i ¼ 1;2; . . . ; ng
s:t:
Pn
i¼1
WiQi 6 K
Pn
i¼1
Di
Qi
6 V
Pn
i¼1
ciQ i 6 B
LQi 6 Qi 6 UQi
LSi 6 Si 6 USi
8>>>>>>><
>>>>>>>:
ð11Þwhere the demand Di of the ith item in a cycle is normally distributed with mean li and standard deviation ri.
3. Model analysis
As we know, problem (11) is a stochastic programming model and there are a lot of techniques to deal with it such as the
E-model (expectation optimization model), the V-model (variance minimization model) and the P-model (probability max-
imization model) proposed by Charnes and Cooper [31]. They all convert the programming model with random parameters
into a crisp one. However, it may result in a loss of information when dealing with the above realistic inventory problem. For
example, if we use the expected value operator to deal with the upper limit on the numbers of orders, the exceeding con-
dition of the upper limit is strictly forbidden. In fact, the system will be disabled when facing holiday periods. A ﬂexible con-
straint is more suited to realistic situations. The rough set is an efﬁcient tool when dealing the indistinct information.
Youness [28] applied the rough set to classify the feasible area in a mathematical programming and called it rough program-
ming. Similarly, we deal with the feasible set with random coefﬁcients by the probabilistic rough set. Let’s consider the fol-
lowing model,
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s:t:
grðx; nÞ 6 b; r ¼ 1;2; . . . ; q
x 2 X
 ð12Þ
where n is a random variable. Usually, managers suggest a budget, and do not strictly require the cost to be less than the
budget but expect the maximum probability in order to response to a variable situation, then the P-model of the problem
(12) is obtained as follows:max fPrffiðx; nÞ 6 f ig; i ¼ 1;2; . . . ;mg
s:t:
grðx; nÞ 6 br ; r ¼ 1;2; . . . ; q
x 2 X
 ð13Þ
As we know, the feasible set I = {x 2 Xjgr(x,n) 6 br, r = 1, . . . ,q} is not crisp because of the existence of the random variable
n. Then we use the rough set to deal with the feasible set I under the probabilistic environment. Since Pawlak [22] proposed
the concept of rough set, it has been rapidly developed and applied to many ﬁelds by many scholars. Here, we apply the tech-
nique of rough approximation to deal with the stochastic programming problems. Let’s review some basic deﬁnitions and
properties of the rough approximation.
Deﬁnition 3.1 [22]. Let U be a universe, and X a set representing a concept. Then its lower approximation is deﬁned by:X ¼ fx 2 UjR1ðxÞ  Xg ð14Þ
and the upper approximation is deﬁned by:[X ¼
x2X
RðxÞ ð15Þwhere R is the equivalence relationship on U. Obviously, we have X#X#X.
Slowin`ski and Vanderpooten [32] extended the equivalence relation to more general case and proposed a binary similar-
ity relation that has not symmetry and transitivity but reﬂexivity. Different from the equivalence relation, the similarity rela-
tion does not generate partitions on U, for example, the similarity relation deﬁned on R as ‘‘x is similar to y if an only if
jx  yj 6 1”.
Deﬁnition 3.2 [22]. The collection of all sets having the same lower and upper approximations is called a rough set, denoted
by ðX;XÞ. Its boundary is deﬁned as follows:BnRðXÞ ¼ X  X ð16Þ
In order to know the degree of the upper and lower approximation describing the set X, the concept of the accuracy of
approximation is proposed by Pawlak [22],aRðXÞ ¼ jXjjXj ð17Þwhere X–U, jXj expresses the cardinal number of the set X when X is a ﬁnite set, otherwise it expresses the Lebesgue
measure.
Another ratio deﬁnes quality of the approximation of X by means of the attributes from R according to Pawlak [22],cRðXÞ ¼
jXj
jXj ð18ÞThe quality cR(X) represents the relative frequency of the objects correctly classiﬁed by means of the attributes from R.
Many scholars considered the detailed statistical information of the overlap of an equivalence class and deﬁned the prob-
abilistic approximation operators as follows [19],Ia ¼ fx 2 XjPrfIj½xgP ag ð19Þ
Ib ¼ fx 2 XjPrfIj½xg > bg ð20Þwhere 0 6 b < a 6 1, and [x] expresses the equivalent class of x. We usually take the condition 0.5 < a 6 1 and b = 1  a to get
the dual property. After being dealt with like this, the unclear set I is converted into two crisp sets. According to Slowin`ski
and Vanderpooten [32], we can extend it to the probabilistic approximation under the similarity relationship. Then the lower
and upper approximation under the similarity relationship R are as follows:Ia ¼ fx 2 XjPrfIjRðxÞgP ag ð21Þ
Ib ¼ fx 2 XjPrfIjRðxÞg > bg ð22ÞThus, we can deﬁne the following similarity relationship Rgrhr ðx; yÞ for the constraint gr(x,n) 6 br,
Rgrhr ðx; yÞ : Prfjgrðy; nÞ  grðx; nÞj 6 hrgP gr
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gr
hr
ðx; yÞ is a similarity relationship. For
the converted feasible set, it requires two steps to solve the programming problem. The ﬁrst step is to require that the lower
and upper approximation sets are close enough to the initial feasible set. This means that we must guarantee the accuracy of
the approximation to extend at some level. The second step is that we directly solve the programming problem in the lower
and upper approximation set, respectively. This is guaranteed by the property I# I (see Fig. 3). Youness [28] applied the
rough approximation to deal with the crisp feasible set, so that we can deal with the random feasible set by the probabilistic
approximation operator. Similarly, after ensuring that required accuracy is achieved, we can only solve the programming
problem in the upper approximation.
3.1. Crisp equivalent model
In this paper, let’s concentrate on dealing with the linear multi-objective programming problem with random coefﬁcients
by rough approximation,min ~cT1x; ~c
T
2x; . . . ; ~c
T
mx
	 

s:t:
~eTr x 6 br ; r ¼ 1;2; . . . ; p
xP 0
 ð23Þwhere ~ci ¼ ~ci1; ~ci2; . . . ; ~cinð ÞT and ~er ¼ ~er1; ~er2; . . . ; ~ernð ÞT are random vectors, i = 1,2, . . . ,m, r = 1,2, . . . ,p. Then we can get the P-
model of the problem (23) as follows:max Pr ~cTi x 6 f i
	 

; i ¼ 1;2; . . . ;m	 

s:t:
aðIrÞP hr
x 2 Ir
r ¼ 1;2; . . . ;p
8><
>:
ð24Þwhere a(Ir) expresses the accuracy of the approximation, Ir ¼ xj~eTr x 6 br; xP 0; r ¼ 1;2; . . . ; p
	 

and 0 6 hr 6 1.
Firstly, let us consider the ﬁrst case when the decision maker only needs to require the accuracy of the approximation to
exceed some value.
Theorem 1. Assume that ~ci is the normally distributed with mean vector lci and positive deﬁnite covariance matrix V
c
i , written as
~ci N lci ;Vci
 
. Similarly, ~er N ler ;Ver
 
. Deﬁne the similarity relationship Rgrhr ðx; yÞ as follows:Rgrhr ðx; yÞ : Pr j~eTr y ~eTr xj 6 hr
	 

P grwhere x, y 2 X, gr(0 6 gr 6 1) is the conﬁdence level, and hr is the deviation which the decision maker permit. Then we have the
following equivalent model of problem (24) under the similarity relationship Rgrhr ðx; yÞ,Fig. 3. The approximated feasible region.
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f i  lcTi xﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
xTVci x
q
0
B@
1
CA; i ¼ 1;2; . . . ;m
8><
>:
9>=
>;
s:t:
R    RXr 1dx1   dxn
 
 hr
R    RHr 1dx1   dxn
 
P 0
x 2 Ir
r ¼ 1;2; . . . ;p
8>><
>:
ð25Þwhere 0 6 hr;gr 6 1; Xr ¼ xjleTr xþU1ðgrÞ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
xTVerx
q
6 br  hr; xP 0
n o
, and Hr ¼ xjleTr xþU1ðgrÞ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
xTVerx
q
6 br þ hr ; xP 0
n o
.
Proof. Since ~ci N lci ;Vci
 
is normally distributed with mean vector lci and positive deﬁnite covariance matrix V
c
i , it follows
that ~cTi x N lcTi x; xTVci x
 
is also a random variable. Then we havePr ~cTi x 6 f i
	 
 ¼ Pr ~cTi x lcTi xﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
xTVci x
q 6 f i  lcTi xﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
xTVci x
q
8><
>:
9>=
>; ¼ U
f i  lcTi xﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
xTVci x
q
0
B@
1
CAwhere U is the standard normally distributed function. Denote Ir ¼ xj~eTr x 6 br ; xP 0; r ¼ 1;2; . . . ; p
	 

, then we have its
upper and lower approximation under the similarity relationship R as follows:Ir ¼ x 2 XjPr ~eTr x 6 br  hr
	 

P gr
	 

Ir ¼ x 2 XjPr ~eTr x 6 br þ hr
	 

P gr
	 
Since ~er N ler ;Ver
 
is also a normally distributed random variable, it follows that ~eTr x N leTr x; xTVerx
 
, thenPr ~eTr x 6 br  hr
	 

P gr () Pr
~eTr x leTr xﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
xTVerx
q 6 br  hr  leTr xﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
xTVerx
q
8><
>:
9>=
>;P gr () U
br  hr  leTr xﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
xTVerx
q
0
B@
1
CA
P gr () leTr xþU1ðgrÞ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
xTVerx
q
6 br  hrSimilarly, we have the following equivalent formula,Pr ~eTr x 6 br þ hr
	 

P gr () leTr xþU1ðgrÞ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
xTVerx
q
6 br þ hrThen the upper and lower approximation can be rewritten asIr ¼ x 2 XjleTr xþU1ðgrÞ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
xTVerx
q
6 br  hr
 
Ir ¼ x 2 XjleTr xþU1ðgrÞ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
xTVerx
q
6 br þ hr
 As we know, jAj expresses the cardinality of the set A in the ﬁnite universe. For the inﬁnite universe, we use it to express the
Lebesgue measure. Then we havejIj ¼
Z
  
Z
Xr
1dx1   dxnwhere Xr ¼ xjleTr xþU1ðgrÞ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
xTVerx
q
6 br  hr ; xP 0
n o
, andjIj ¼
Z
  
Z
Hr
1dx1   dxnwhere Hr ¼ xjleTr xþU1ðgrÞ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
xTVerx
q
6 br þ hr; xP 0
n o
. It follows that the problem (24) can be rewritten asmax U
f i  lcTi xﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
xTVci x
q
0
B@
1
CA; i ¼ 1;2; . . . ;m
8><
>:
9>=
>;
s:t:
R    RXr 1dx1   dxn
 
 hr
R    RHr 1dx1   dxn
 
P 0
x 2 Ir
r ¼ 1;2; . . . ;p
8><
>:This completes the proof. h
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furthermore, the similarity relationship is ﬁxed. In fact, if hr = 1, hr = 0 must hold according to the deﬁnition of the accuracy. It
is obvious that hr is gradually decreasing if hr increases. Hence, we obtain the deviation by minimizing hr such that ar(Ir)P hr.
It means that DM can expand the feasible space by decreasing the accuracy hr. For example, in the next holiday, DM only
knows that the products will be sold very much but don’t know the exact number, then DM can increasing the order number
by decreasing the accuracy hr.
Secondly, let’s convert the second constraint in problem (25) into a crisp one under the similarity relationship Rgrhr ðx; yÞ.
Since ~er N ler ;Ver
 
are the normally distributed random variables, we have the following equivalent model of problem
(25) under the similarity relationship Rgrhr ðx; yÞ,max U
f i  lcTi xﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
xTVci x
q
0
B@
1
CA; i ¼ 1;2; . . . ;m
8><
>:
9>=
>;
s:t: l
eT
r xþU1ðgrÞ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
xTVerx
q
6 br þ hr
x 2 X
( ð26ÞIn the above section, we have proposed the inventory model with normally distributed demand. In the problem (11),
since the objective function TCi(Qi,Si) contains the random parameters, it is difﬁcult for DM to determine the minimum cost.
They usually expect the maximum probability that the cost doesn’t exceed the predetermined level. Thus, the problem (11)
is rewritten asmax fPrfTCiðQi; SiÞ 6 f ig; i ¼ 1;2; . . . ;ng
s:t:
Pn
i¼1
WiQi 6 K
Pn
i¼1
Di
Qi
6 V
Pn
i¼1
ciQ i 6 B
LQi 6 Qi 6 UQi
LSi 6 Si 6 USi
8>>>>>>><
>>>>>>>:
ð27ÞHowever, we still cannot easily ﬁnd the optimal solution of problem (27) because of the stochastic constraint and need to
convert it into a crisp one. In what follows, we will make use of the rough approximation proposed in the above section to
deal with the constraint.
Theorem 2. Assume that Di N li;r2i
 
are independently and normally distributed random variables. By the P-model and
rough set theory, we specify that problem (27) is converted into the following programming problem,max fK1ðQ ; SÞ;K2ðQ ; SÞ; . . . ;KmðQ ; SÞg
s:t: ðQ ; SÞ 2 X0 ð28ÞwhereKiðQ ; SÞ ¼ U
f i  s1iðjiQ i  SiÞdi ðQi  SiÞ2Q1i þ s2iS2þcii Q1i
 
 li s3i þ s4iQai1i
 
ri s3i þ s4iQai1i
 
0
@
1
A
X 0 ¼ ðQ ; SÞ
Pn
i¼1WiQi 6 K;
Pn
i¼1ciQ i 6 B
LQi 6 Qi 6 UQi ; LSi 6 Si 6 USiPn
i¼1
li
Qi
þU1ðgÞ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃPn
i¼1
li
Q i
q
6 V þ h

8>><
>:
9>>=
>;Proof. For convenience, we denote TCi(Qi,Si) = fiDi + F(Qi,Si), where fi ¼ s3i þ s4iQai1i > 0 and FðQi; SiÞ ¼ s1iðjiQ i  SiÞdi
ðQi  SiÞ2Q1i þ s2iS2þcii Q1i . Since Di N li;r2i
 
are independently and normally distributed random variables, we have thatPr TCiðQi; SiÞ 6 f i
	 
 ¼ Pr fiDi þ FðQi; SiÞ 6 f i	 
 ¼ Pr Di 6 f i  FðQi; SiÞfi
( )
¼ Pr Di  li
ri
6
f iFðQi ;SiÞ
fi
 li
ri
8<
:
9=
;
¼ U
f i  FðQi; SiÞ  fili
firi
 !
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press the feasible region, and deﬁne the similarity relationship as follows:RghðQ ;Q Þ : Pr
Xn
i¼1
Di
Qi
 Di
Q i
 
 6 h
( )
P gwhere g is predetermined conﬁdence level, and h is determined by aI > h, h is the accuracy decision makers require.
Since the following equivalent formulaPr
Xn
i¼1
Di
Qi
6 V þ h
( )
P g()
Xn
i¼1
li
Q i
þU1ðgÞ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃXn
i¼1
li
Q i
vuut 6 V þ hholds, it follows from Theorem 1 and the problem (26) that,X 0 ¼ ðQ ; SÞ
Pn
i¼1
WiQi 6 K;
Pn
i¼1
ciQ i 6 B
LQi 6 Qi 6 UQi ; LSi 6 Si 6 USiPn
i¼1
li
Q i
þU1ðgÞ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃPn
i¼1
li
Qi
s
6 V þ h

8>>>><
>>>>:
9>>>>=
>>>>;It follows that the crisp model of the problem (27) under the similarity relationship RghðQ ;Q Þ can be written asmax fK1ðQ ; SÞ;K2ðQ ; SÞ; . . . ;KmðQ ; SÞg
s:t: ðQ ; SÞ 2 X 0whereKiðQ ; SÞ ¼ U
f i  s1iðjiQ i  SiÞdi ðQi  SiÞ2Q1i þ s2iS2þcii Q1i
 
 li s3i þ s4iQai1i
 
riðs3i þ s4iQai1i Þ
0
@
1
AThis completes the proof. h3.2. Solution approach
To solve the above multi-objective programming problems, two techniques are proposed to satisfy DM’s different pur-
poses. The fuzzy programming technique introduced in [33,34] is applied to solve nonlinear multi-objective programming
when the inventory system include few items. For more complicated inventory system, we use GA to solve the above pro-
gramming problem to help DM make decision.
3.2.1. Fuzzy programming technique
Assume that DM sets up a fuzzy goal value for every goal function, and makes use of a membership function to compute
the fuzzy goal. Take the problem (28) as an example, and the steps of the fuzzy programming technique are summarized as
follows:
Step 1: Consider only one objective programming problem ignoring the others. Let x = (Q,S) and compute K1k ¼ maxx2X0KkðxÞ,
and K0k ¼minx2X0KkðxÞ.
Step 2: Construct the following linear membership function,lkðKkðxÞÞ ¼
1; KkðxÞ > K1k
KkðxÞK0k
K1kK0k
; K0k 6 KkðxÞ 6 K1k
0; KkðxÞ < K0k
8>><
>>:If there is no optimal solution to the problem, maxx2 XKk(x) or minx2XKk(x) or K
1
k ¼ þ1 or K0k ¼ 1, DM could give K1k and K0k
according to his or her judgement. Similarly, the membership function of Kk(x) is constructed as lk(Kk(x)).
Step 3: According to the maximum minimum method introduced by Zimmermann [33], suppose k ¼minkflkðKkðxÞÞg and
we can obtain the equivalent model of the problem (28) as follows:
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s:t:
KkðxÞK0k
K1kK0k
P k
x 2 X0
8<
: ð29ÞTheorem 3.
(a) If x* is a unique optimal solution to the problem (29) for some lk, k = 1,2, . . . ,m, then x* is a Pareto optimal solution to the
problem (28).
(b) If x* is a Pareto optimal solution to the problem (28) with 0 < lk(Kk(x*)) < 1 holding for all k, then x* is an optimal solution
to the problem (29).
Proof
(a) Suppose X is the feasible set of the problem (29). For some lk, if a unique optimal solution x* 2 X to the problem (29) is
not the Pareto optimal solution to the problem (28), then there exists another feasible solution x0 such that
Kk(x0)P Kk(x*) for k– j and Kj(x0)P Kj(x*). Then,KkðxÞ  K0k
K1k  K0k
6 Kkðx
0Þ  K0k
K1k  K0k
() lðKkðxÞÞ 6 lðKkðx0ÞÞ; k– j
KjðxÞ  K0k
K1k  K0k
<
Kjðx0Þ  K0k
K1k  K0k
() lðKjðxÞÞ < lðKjðx0ÞÞThis means that there at least exists a k0, satisfying k0P k*. It follows that x* is not the unique optimal solution of the
problem (29), which contradicts the assumption that x* is a unique optimal solution to the problem (29).(b) If x* is a Pareto optimal solution to the problem (28) but not an optimal solution to the problem (29), then there exists
x0 2 X such that l(Kk(x0)) > l(Kk(x*)), k = 1,2, . . . ,m. Because of 0 < l(Kk(x*)) < 1, we obtainlðKkðx0ÞÞ > lðKkðxÞÞ () Kkðx
0Þ  K0k
K1k  K0k
>
KkðxÞ  K0k
K1k  K0k
() Kkðx0Þ > KkðxÞThis means that there exists x0 such that Kk(x0) > Kk(x*), then x* is not the Pareto optimal solution to the problem (28), which
contradicts the assumption that x* is a Pareto optimal solution to the problem (28). This completes the proof. h
3.2.2. Genetic algorithm
Since the early 1960s, many researchers have show an increasing interest in efﬁcient methods for complicated prob-
lems. There are many evolutionary computation methods which have been well developed. They involve the following
algorithms: genetic algorithms (designed by Holland [35]), evolutionary strategies (designed by Fogel [37]), genetic pro-
gramming (designed by Koza [38]). As a searching method, the genetic algorithm is the most powerful inﬂuence. For many
years in the past, many works about the genetic algorithm have been written and it has been well discussed and summa-
rized by several authors, e.g., Fonseca and Fleming [41], Holland [35], Michalewicz [36], Fogel [37], Globerg [39], Gen and
Cheng [40].
In the following section, we will attempt to present the genetic algorithm to solve the above crisp programming problem.
It can be summarized as follows:
(1) Representation: (a) For this continuous problem, we can consider a solution xi ¼ xi1; xi2; . . . ; xin
 
as a chromosome. (b)
Check the chromosome if it is in the feasible region and apply random simulation to check the feasibility. Repeat the
process Npopsize times, and we can get Npopsize initial feasible chromosomes x1; x2; . . . ; xNpopsize .
(2) Evaluation and selection: The evaluation function can be given as follows:evalðxÞ ¼
Xn
i¼1
wi KiðxÞ  Kmini
 wi is the adaptive weight which expresses the relative importance of each objective for decision makers and it can be
decided by the following method. Firstly, two extreme points are deﬁned as follows:
Kþ ¼ Kmax1 ;Kmax2 ; . . . ;Kmaxm
	 

K ¼ Kmin1 ;Kmin2 ; . . . ;Kminm
n o
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min
i express the maximal and minimal value for objective k in the current population. Let P denote the
set current population. For a given individual x, the minimal and maximal value for each objective are deﬁned as
follows:Kmini ¼minfKiðxÞjx 2 Pg; i ¼ 1;2; . . . ;m
Kmaxi ¼maxfKiðxÞjx 2 Pg; i ¼ 1;2; . . . ;m
After the above process, the two extreme points are renewed at each generation. The adaptive weight for objective k is
calculated by wk ¼ 1=ðKmaxi  Kmini Þ; i ¼ 1;2; . . . ;m. Then we apply the roulette wheel method to develop the selection
process. Each time we select a single chromosome for a new population in the following way: Compute the total prob-
ability qi,qi ¼
Xi
j¼1
evalðxjÞ; i ¼ 1;2; . . . ;Npopsize
Generate a random number r in [0,1] and select the ith chromosome xi such that qi1 < r 6 qi, 1 6 i 6 Npopsize. Repeat
the above process Npopsize times and we obtain Npopsize copies of chromosomes.(3) Genetic operator: (a) Crossover operation. Suppose the probability of the crossover operation is Pk. Randomly
generate a number k from (0,1), and the chromosome xi is selected as a parent if k < Pk. Repeat it Npopsize times
and get Pk  Npopsize chromosomes to operate the crossover. The crossover operator can be produced as follows (see
Fig. 4):yi ¼ kxi þ ð1 kÞxj; yj ¼ kxj þ ð1 kÞxi
Check the new chromosomes if they are feasible. If so, they are selected as offsprings to replace the parents. (b)
Mutation operation. Pm is the probability of the mutation operation. Generate a random number m from (0,1), and
the chromosome xj is selected as a parent to undergo the mutation operation provided that m < Pm. Repeat it Npopsize
times and get Pm  Npopsize chromosomes to operate the mutation. Take the chromosome xj as a parent. Suppose thatM
is a sufﬁciently large positive number and randomly select a mutation direction d 2 Rn. Operate the following muta-
tion operator (see Fig. 4):
yj ¼ xj þM  d
Replace xj with xj +M  d if xj +M  d is feasible. Otherwise adjust M until xj +Md is feasible.Above all, the genetic algorithm procedure for the multi-objective programming can be summarized as follows:
Step 0: Input the parameters Npopsize, Pk and Pm.
Step 1: Initialize Npopsize chromosomes whose feasibility may be checked by crisp constraints.
Step 2: Select the chromosomes by spinning the roulette wheel.
Step 3: Update the chromosomes by crossover and mutation operations and check the feasibility of offspring.
Step 4: Compute the ﬁtness of each chromosome based on the regret value.
Step 5: Repeat the second to fourth steps for a given number of cycles.
Step 6: Report the best chromosome as the optimal solution.Fig. 4. Genetic operator.
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Example 3.1. Let us consider the following multi-objective programming problem with random coefﬁcients to show the
efﬁciency of the above model and algorithms.max f 1ðx; nÞ ¼ n1x1 þ n2x2 þ n3x3
max f2ðx; nÞ ¼ c1n4x1 þ c2n5x2 þ c3n6x3
s:t:
n7x1 þ n8x2 þ n9x3 6 6
x1  x2 þ x3 P 3:5
x1 þ 4x2 þ 2x3 6 10
x1; x2; x3 P 0
8>><
>>:
8>>>>><
>>>>:
ð30Þwhere c = (c1,c2,c3) = (1.2,0.5,1.3), and ni(i = 1,2, . . . ,9) are independently random variables deﬁned as follows:
n1 Nð2;1Þ; n2 Nð3;0:5Þ; n3 Nð1;0:2Þ
n4 Nð5;1Þ; n5 Nð2;1Þ; n6 Nð2;0:5Þ
n7 Nð3;0:2Þ; n8 Nð0;1Þ; n9 Nð1;0:5ÞIf DM aims at obtaining the maximum probability based on the predetermined level value f 1 and f 2 and require that the
approximation accuracy exceeds 0.9 under the probabilistic rough set with the deviation h = 1.5. Let f 1 ¼ 14; f 2 ¼ 22 and
I express the feasible set, then we get the following probability maximization model,max Prfn1x1 þ n2x2 þ n3x3 P 7g
max Prfc1n4x1 þ c2n5x2 þ c3n6x3 P 2g
s:t: aðIÞP 0:9; x 2 I
8><
>: ð31ÞHFirstly, we get the minimum deviation h = 1.23 such that aðIÞ ¼ Xdx1dx2dx3H
H
dx1dx2dx3
P 0:9, where X ¼ ðx1; x2; x3Þj3x1 þ x3þf
1:28
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
0:2x21 þ x22 þ 0:5x23
q
6 6 h; x1  x2 þ x3 P 3:5; x1 þ 4x2 þ 2x3 6 10; xi P 0g and H ¼ ðx1; x2; x3Þj3x1 þ x3þf
1:28
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
0:2x21 þ x22 þ 0:5x23
q
6 6þ h; x1  x2 þ x3 P 3:5; x1 þ 4x2 þ 2x3 6 10; xi P 0g. Secondly, it follows from Theorem 1 that,
Eq. (31) is equivalent tomax H1ðxÞ ¼ 1U 7ð2x1þ3x2þx3Þﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
x21þ0:5x22þ0:2x23
p
 
maxH2ðxÞ ¼ 1U 2ð1:2x1x2þ2:6x3Þﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ1:44x2
1
þ0:25x2
2
þ0:845x2
3
p
 
s:t:
3x1 þ x3 þ 1:28
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
0:2x21 þ x22 þ 0:5x23
q
6 7:23
x1  x2 þ x3 P 3:5
x1 þ 4x2 þ 2x3 6 10
xi P 0; i ¼ 1;2;3
8>>><
>>:
8>>>>>>><
>>>>>>>>:
ð32ÞNext, we will use the fuzzy programming method to solve the above problem. It follows thatH11 ¼ 0:0836; H01 ¼ 0:0127; H12 ¼ 0:9885; H02 ¼ 0:9850By the fuzzy programming method, we have the following programming problem,max k
s:t:
0:9873U 7ð2x1þ3x2þx3Þﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
x21þ0:5x22þ0:2x23
p
 
P 0:0709k
0:0150U 2ð1:2x1x2þ2:6x3Þﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1:44x21þ0:25x22þ0:845x23
p
 
P 0:0035k
3x1 þ x3 þ 1:28
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
0:2x21 þ x22 þ 0:5x23
q
6 7:23
x1  x2 þ x3 P 3:5
x1 þ 4x2 þ 2x3 6 10
xi P 0; i ¼ 1;2;3
8>>>>>>><
>>>>>>>>:
8>>>>>>>>><
>>>>>>>>:
ð33ÞWe obtain the optimal solution x* = (0.0847,0.1470,3.6588)T, k ¼ 0:4994;H1 ¼ 0:0481 and H2 ¼ 0:9867.
For the problem (30), if we still consider the object of the maximum probability, but use the expected operator to deal
with the constraint, we have the following problem,
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x2
1
þ0:5x2
2
þ0:2x2
3
p
 
max H2ðxÞ ¼ 1U 2ð1:2x1x2þ2:6x3Þﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ1:44x21þ0:25x22þ0:845x23p
 
s:t:
3x1 þ x3 6 6
x1  x2 þ x3 P 3:5
x1 þ 4x2 þ 2x3 6 10
xi P 0; i ¼ 1;2;3
8>><
>>:
8>>>>>>><
>>>>>>>:
ð34ÞBy the fuzzy programming technique, we obtain x ¼ ð0;0:2849;3:7849ÞT ; H1 ¼ 0:0477, and H2 ¼ 0:9850. It is obvious the
optimal points obtained by rough approximation is better than the ones obtained by expected value. As we can see, the
feasible space in the problem (30) is wider than the one in the problem (34), therefore, we obtain a better optimal solution.4. Application
In this section, an example about the inventory system of some goods of Auchan supermarket in Chengdu is introduced.
Auchan is a global Company with more than 1,86,000 staffs worldwide and nearly 1200 stores and wholesale clubs across 12
countries. By August 31, 2009, the company had 211 oversize stores, 300 supermarket, 600 convenience store in total. Inter-
nationally, the Company operated units in Argentina (12), Brazil (294), Canada (278), China (63), Costa Rica (133), Germany
(85), Guatemala (122), Honduras (37), Japan (391), Mexico (828), Nicaragua (36), Puerto Rico (54), El Salvador (59), South
Korea (16) and the United Kingdom (323). The most admired retailer according to FORTUNE magazine has just completed
one the best years in its history: Auchan generated more than 23.5 billion in global revenue in the ﬁscal year ended January
31, 2006.
To improve its sales, Auchan stores will investigate all kinds of factors which might impact the market. The inventory
system which includes many items is an important factor impacting costs and proﬁts of a store. The efﬁciency of an inven-
tory system determines the proﬁt level of the retailer, especially the supermarket. In this Section, 9 items are selected and
put into 3 groups (Pickles, Oils, Sauces) in order to easily compare (see Fig. 5). Table 1 shows the sales data of the 9 items in
one period. Some parameters are certain in the period and they are easily incorporated into the computational method. As
we know, the sales volume (demand) of all these items changes everyday. We can predict the sales in another period accord-
ing to historical data. Ordinarily, the demand Di follows the stochastic distribution, for example, the normal distribution in a
certain time. However, if there is a holiday in the next period, the sales volume will sharply increase. Then it won’t satisfy the
requirement if DM makes the order by the former method. Hence, DM has to lower some limitation to face the increasing
sales volume. For every group (Pickles, Oils, Sauces), we pick up three representatives which are well sold and their param-
eters (including shortage cost, set up cost, holding cost, production cost and so on) are all listed in Tables 1 and 2. Let vi = 1.5,
ci = di = 1, ai = 0.5 for i = 1, . . . ,9 and the accuracy h of the approximation be 0.9 and the conﬁdence level g = 0.85.
W1 =W2 =W3 = 0.5(Liter), W4 =W5 =W6 = 15(Liter) and W7 =W8 =W9 = 0.5 (Liter). K = 1315(Liter), B = 25000(Yuan) and
V = 10. The other parameters can be seen in Tables 1 and 2. Then we can deal with the inventory problem with these com-
modities by the proposed model and techniques before we get the minimal inventory cost. According to the crisp equivalent
model (28) in Theorem 2, the objective functions can be rewritten as follows:Fig. 5. Auchan’s inventory system for three kind of items.
Table 1
The parameters in the inventory system.
Group Item Parameters (Yuan)
ci h0i s0i u0i fi Di(100/month)
Pickle in bottle Xin Fan Jun 5.30 0.16 0.08 0.10 63.13 N(10,1.22)
Chu Da Ge 6.05 0.18 0.09 0.10 91.08 N(12,12)
Baijia pickles 5.07 0.15 0.08 0.10 193.96 N(34,22)
Soya oil Salad oil bottle 21.77 0.65 0.33 0.20 614.23 N(24,42)
Hong QT bean oil 17.62 0.53 0.26 0.20 88.36 N(3,12)
Wuhu soya bean oil 34.06 1.02 0.51 0.20 1530.37 N(40,62)
Chilli ketchup Tan Yutou sauce 8.04 0.24 0.12 0.15 60.52 N(6,12)
Mother Beef sauce 7.88 0.24 0.12 0.15 353.36 N(38,42)
Baohua bottle 6.17 0.19 0.09 0.15 928.48 N(136,102)
Table 2
The upper and lower bound of the decision variables (100/month).
Item LQi UQi LSi USi
Xin Fan Jun 7 15 0 4
Chu Da Ge 10 20 0 4
Baijia 30 40 0 6
Salad 24 30 0 4
Hongqingting 3 12 0 2
WuHu 35 60 0 4
TanYuTou 4 12 0 2
Mothers Beef 32 62 0 4
BaoHua Bottle 115 165 0 6
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89:36 0:19ð0:33Q9  S9Þ1ðQ9  S9Þ1Q19 þ 0:09Q19
h i
 20:4
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Aand satisfy the following constraints,X9
i¼1
li
Q i
þ 1:04
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃX9
i¼1
li
Q i
vuut 6 21:2; X9
i¼1
WiQi 6 1315;
X9
i¼1
ciQi 6 25000
7 6 Q1 6 15; 0 6 S1 6 4; 10 6 Q2 6 20; 0 6 S2 6 4; 30 6 Q3 6 40; 0 6 S3 6 6
24 6 Q4 6 30; 0 6 S4 6 4; 3 6 Q5 6 12; 0 6 S5 6 2; 35 6 Q6 6 60; 0 6 S6 6 4
4 6 Q7 6 12; 0 6 S7 6 2; 32 6 Q8 6 62; 0 6 S8 6 4; 115 6 Q9 6 165; 0 6 S9 6 6where li is the expected value of the random demand. Since there are 18 decision variables and 9 objective functions in the
above programming problem, it is complicated to solve it by the fuzzy programming method. Then we use the genetic algo-
rithm proposed in the above section to solve the problem. In order to conform the practical situation, we suppose that the
same kind of items have the same weight, for example, the weights of Xin Fan Jun, Chu Dage and Baijia are all 0.3. The weight
value is obtained according to DM’s experience. Usually, the item whose sales volume is the highest has the highest weight.
After running 500 cycles by GA with the crossover probability 0.6 and the mutation probability 0.1, the corresponding sat-
isfactory solutions are listed in Table 3 and Fig. 6. If DM hopes that the probability that the cost of item i is less than the
budget is more than others, he or she can increases the corresponding weight. Then the ordering amount will be reduced.
DM can accurately compute the weight coefﬁcients according to the historical data. For this problem, we can clarify the dis-
tribution of the demand and describe it as a normally distributed random variable according to historical data. However, it is
usually difﬁcult to know about the distribution in many realistic situation. Without the speciﬁc distribution, we cannot di-
rectly convert it into a crisp equivalent model. In this situation, we ﬁrstly use the Monte Carlo simulation to obtain its
approximate distribution, and then use the proposed technique to deal with it.
4.1. Sensitivity analysis
In fact, DM can adjust the parameter to obtain different level solutions (see Fig. 7). From the deduction, we know that the
accuracy is an key factor that impacts the results. If the accuracy h decreases, the feasible set is expanded and then the better
optimal solution and better optimal point. From Table 4, we know that the weight sum of all objective function are decreas-
ing by the increasing h. It is consistent with theory analysis. This means that if the next holiday is long, obviously, the sales
volume will sharply increases. Then DM must decrease the accuracy to increase the probability satisfying customers’
requirement and reducing the inventory cost.Table 3
The satisfactory solutions by GA.
x1 = 0.4
w2 =x3 = 0.3
x2 = 0.4
w1 =x3 = 0.3
x3 = 0.4
w1 =x2 = 0.3
Q1 6.79 6.54 6.23
f1 0.94 0.86 0.84
Q2 16.67 14.63 14.20
f2 0.93 0.83 0.82
Q3 39.03 38.45 38.20
f3 0.96 0.91 0.90
Q4 14.05 16.54 14.23
f4 0.74 0.85 0.74
Q5 5.02 7.54 6.23
f5 0.82 0.90 0.84
Q6 43.76 46.54 44.23
f6 0.88 0.95 0.84
Q7 6.47 6.54 8.23
f7 0.81 0.80 0.92
Q8 54.74 55.54 57.32
f8 0.92 0.90 0.97
Q9 149.63 146.32 156.27
f9 0.94 0.90 0.98
Fig. 6. The search process when x1 =x2 = 0.3 and x3 = 0.4.
Fig. 7. The results under h = 0.8 and h = 0.90.
Table 4
The objective values under different accuracy h.
f1 f2 f3 f4 f5 f6 f7 f8 f9 f
h = 0.90 0.94 0.93 0.96 0.74 0.82 0.88 0.81 0.92 0.94 0.91
h = 0.95 0.9 0.87 0.93 0.82 0.9 0.94 0.82 0.86 0.86 0.88
h = 0.98 0.84 0.87 0.95 0.81 0.94 0.94 0.84 0.84 0.86 0.86
h = 1.00 0.82 0.86 0.94 0.84 0.91 0.90 0.88 0.79 0.87 0.84
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Table 5
The objective values under different conﬁdent level g.
f1 f2 f3 f4 f5 f6 f7 f8 f9 f
g = 0.90 0.94 0.93 0.96 0.74 0.82 0.88 0.81 0.92 0.94 0.91
g = 0.95 0.88 0.82 0.95 0.81 0.80 0.90 0.72 0.88 0.81 0.86
g = 0.98 0.83 0.81 0.75 0.86 0.81 0.84 0.74 0.74 0.80 0.84
g = 1.00 0.78 0.80 0.72 0.87 0.71 0.79 0.80 0.72 0.77 0.82
278 Y. Shi et al. / International Journal of Approximate Reasoning 52 (2011) 261–280On the other hand, if we know the demand of a certain item will sharply increase in next period, for example, the oil will
be consumed in Spring Festival, the weight of the oil must be increased. From the second column in Table 3, we know the
objective values and order amounts of the second kind of items increase when their weights increase. This leads to the max-
imum probability that the inventory cost of oils is less than predetermined value, that is, although the order amount of oil
increases, the inventory doesn’t increase since its demand is huge.
The conﬁdent level g is another factor which impacts the objective values. From the theoretic view, g becomes bigger,
then the feasible space is smaller and the objective value will decrease. This means that DM requires a more strict order
amount, that is, the decrease of Di/Qi will result an increase in order. Finally, the inventory amount will increase, therefore,
the probability that the total cost is less than the predetermined one will decrease. In Table 5, the weight sum of all objective
decreases from 0.91 to 0.84 while the conﬁdent level increases from 0.90 to 0.98. Especially, when g increases to 1, that is,Pn
i¼1
Di
Qi
6 V strictly holds, the weight sum decreases to 0.82. It conforms to the theoretic analysis. This gives DM a suggestion
that if next period includes a holiday, DM could also increases the conﬁdent level to satisﬁes customers requirement
although there is a risk of the increasing probability that the total cost is less than the predetermined one.4.2. Comparison analysis
Here, we use the probability measure to describe the constraint, namely, the probability constraint proposed by Charnes
and Cooper [31]. Then we get the constraint Pr
Pn
i¼1
Di
Qi
6 V
n o
P g. This means the accuracy h = 1. If we still take the conﬁ-
dence level g = 0.9, the objective function is still to ﬁnd the maximum probability and the fuzzy programming technique willTable 6
The objective values by different techniques.
f1 f2 f3 f4 f5 f6 f7 f8 f9 f
EXP + Fuzzy programming 0.84 0.89 0.81 0.84 0.89 0.91 0.79 0.87 0.89 0.85
Pr + Fuzzy programming 0.86 0.83 0.91 0.85 0.9 0.95 0.8 0.9 0.9 0.87
Rough + Fuzzy programming 0.85 0.87 0.91 0.82 0.86 0.92 0.82 0.86 0.86 0.92
Rough + GA 0.94 0.93 0.96 0.74 0.82 0.88 0.81 0.92 0.94 0.91
Fig. 8. Comparison under different weights and techniques.
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Fig. 8. From Table 6 and Fig. 8, we ﬁnd that the rough approximation by which we deal with the constraint is more suited
than the probability constraint when taking the same conﬁdence level g = 0.9. This conclusion can be found from two as-
pects: (1) rough approximation can return to the probability constraint only by taking h = 1 (see Table 4); (2) When h < 1,
the feasible set has been expanded, hence the more optimal solution can be found. The purpose to expand the feasible
set is satisfying the changing realistic situation.
The expected operator is also usually used to deal with the constraint with random coefﬁcients. For this problem, the re-
sults solved under the constraint E
Pn
i¼1
Di
Qi
h i
6 V and by the fuzzy programming technique are listed in the ﬁrst row in Table 6.
As we can see, the weight sum of all objectives is less than those obtained by rough approximation. The reason is that, the
constraint E
Pn
i¼1
Di
Qi
h i
6 V requires the order amount strictly satisﬁes the above condition under the average demand. It re-
sults in the lack of order when facing the next holiday under the former inventory level.
According to the last two rows in Table 6, we know there is a smaller difference between using the rough approxima-
tion + the fuzzy programming technique and using the rough approximation + GA. In fact, After converting the programming
problem with random coefﬁcients into a crisp one by rough approximation, because there are 18 decision variables and 9
objective functions, we have to at least solve 18 programming problems to obtain the maximum and minimum objective
values and then compute the ﬁnal programming with 13 constraints. This will take a lot of time to complete the computa-
tion. However, we only take a short time to complete the process by GA. It is an evolutionary algorithm and the global solu-
tion can be easily found.
5. Conclusions
In this paper, we have discussed the probability maximation model with random coefﬁcients and its application to a sin-
gle-period multi-item inventory problem. We have presented the technique of rough approximation to deal with the random
constraint. Furthermore, the crisp model is given when the distribution is normal. Then two algorithms are proposed to solve
the crisp problem, one is the fuzzy programming technique and the other is the genetic algorithm. Finally, an illustrative
inventory problem is solved to show that our technique is efﬁcient.
Although the model and technique constructed in this paper should be helpful for solving some real world problems,
detailed analysis and further research are necessary to reveal more properties of a good method for solving other problems.
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