Abstract. Let G be a simple algebraic group over C. By taking the quasi-classical limit of the ring of differential operators on the corresponding quantized algebraic group at roots of 1 we obtain a Poisson manifold ∆G × K, where ∆G is the subgroup of G × G consisting of the diagonal elements, and K is a certain subgroup of G × G. We show that this Poisson structure coincides with the one introduced by Semenov-Tyan-Shansky geometrically in the framework of Manin triples.
Introduction
In this paper we will explicitly compute the Poisson bracket of a certain Poisson manifold arising from the ring of differential operators on a quantized algebraic group at roots of 1. This result will be a foundation in the author's recent works regarding the Beilinson-Bernstein type localization theorem for representations of quantized enveloping algebras at roots of 1 (see [16] , [17] ).
Let G be a simple algebraic group over C with Lie algebra g. Take Borel subgroups B + and B − of G such that H = B + ∩B − is a maximal torus of G. Set N ± = [B ± , B ± ]. We define a subgroup K of G × G by
Let ζ ∈ C × be a primitive ℓ-th root of 1, where ℓ is an odd positive integer satisfying certain conditions depending on g, and let U ζ be the De Concini-Kac type quantized enveloping algebra of g at ζ. It is expected that there exists a certain correspondence between representations of U ζ and modules over the ring D B ζ of differential operators on the quantized flag manifold B ζ . Since D B ζ is closely related to the ring D G ζ of differential operators on the quantized algebraic group G ζ , it is an important step in establishing the expected correspondence to investigate the ring D [4] and De Concini-Lyubashenko [3] these Poisson algebraic group structures of G and K turn out to be the ones defined geometrically from the Manin triple (G × G, ∆G, K), where ∆G is the subgroup of G × G consisting of diagonal elements. The aim of the present paper is to give a description of the Poisson algebra structure of C[G] ⊗ C[K] induced by the central embedding
Let (a, m, l) be a Manin triple over C. Assume that we are given a connected algebraic group A with Lie algebra a and connected closed subgroups M and L of A with Lie algebras m and l respectively. Then Semenov-Tyan-Shansky [13] , [14] showed that A has a natural structure of Poisson manifold. Hence by considering the pull-back with respect to the local isomorphism M ×L → A ((m, l) → ml) the manifold M ×L also turns out to be a Poisson manifold. Theorem 1.1. The Poisson structure of G × K induced from the central embedding (1.1) coincides with the one defined geometrically from the Manin triple (G × G, ∆G, K).
As explained above, the coincidence of the two Poisson brackets
is already known for the parts C[G]×C[G] → C[G] and C[K]×C[K] → C[K]
by [4] , [3] . Hence we will be only concerned with the mixed part of the Poisson bracket between C[G] and C [K] . We point out that a closely related result in the case of ζ = 1 for general Manin triples already appeared in [14] .
In [14] it is noted that the Poisson manifold L associated to a Manin triple (a, m, l) can also be recovered as a Hamiltonian reduction with respect to the action of M on M ×L. In order to pass from D G ζ to D B ζ we need to consider Hamiltonian reduction for more general situation. As a result we obtain the following. 
turn out to be Poisson manifolds with respect to the Poisson tensors induced from that of G × K. Moreover, the Poisson tensors of Y and Y t are non-degenerate. Hence they are symplectic manifolds.
In fact the Poisson manifold arising from the Poisson structure of the center of D B ζ coincides with Y above (see [16] ). The non-degeneracy of the Poisson tensor plays a crucial role in the argument of [16] .
The contents of this paper is as follows. In Section 2 we recall the definition of the Poisson structure due to Semenov-Tyan-Shansky, and show that the technique of the Hamiltonian reduction works for certain cases. The case of the typical Manin triple (g ⊕ g, ∆g, k) is discussed in detail. In Section 3 we give a summary of some of the known results on quantized enveloping algebras at roots of 1 due to Lusztig [9] , De Concini-Kac [2] , De Concini-Lyubashenko [3] , De Concini-Procesi [4] , Gavarini [6] . In Section 4 we show that the Poisson structure arising from the algebra of differential operators acting on quantized coordinate algebra of G at roots of 1 coincides with the one coming from the typical Manin triple.
Poisson structures arising from Manin triples
2.1. Manin triples. We first recall standard facts on Poisson structures (see e.g. [5] , [4] ). A commutative associative algebra R over C equipped with a bilinear map { , } : R × R → R is called a Poisson algebra if it satisfies (a) {a, a} = 0 (a ∈ R), (b) {a, {b, c}} + {b, {c, a}} + {c, {a, b}} = 0 (a, b, c ∈ R), (c) {a, bc} = b{a, c} + {a, b}c (a, b, c ∈ R). A map F : R → R ′ between Poisson algebras R, R ′ is called a homomorphism of Poisson algebras if it is a homomorphism of associative algebras and satisfies F ({a 1 , a 2 }) = {F (a 1 ), F (a 2 )} for any a 1 , a 2 ∈ R. The tensor product R ⊗ C R ′ of two Poisson algebras R, R ′ over C is equipped with a canonical Poisson algebra structure given by
A commutative Hopf algebra R over a field C equipped with a bilinear map { , } : R × R → R is called a Poisson Hopf algebra if it is a Poisson algebra and the comultiplication R → R ⊗ C R is a homomorphism of Poisson algebras (in this case the counit R → C and the antipode R → R become automatically a homomorphism and an anti-homomorphism of Poisson algebras respectively).
For a smooth algebraic variety X over C let O X (resp. Θ X , Ω X ) be the sheaf of regular functions (resp. vector fields, 1-forms). We denote the tangent and the cotangent bundles of X by T X and T * X respectively. A smooth affine algebraic variety X over C is called a Poisson variety if we are given a bilinear map { , } :
is a Poisson algebra. In this case {f, g}(x) for f, g ∈ C[X] and x ∈ X depends only on df x , dg x , and hence we have δ ∈ Γ(X, 2 Θ X ) (called the Poisson tensor of the Poisson variety X) such that {f, g}(x) = δ x (df x , dg x ). Consequently we also have the notion of Poisson variety which is not necessarily affine.
Let S be a linear algebraic group over C with Lie algebra s. For a ∈ s we define vector fields R a , L a ∈ Γ(S, Θ S ) by
For s ∈ S we define ℓ s : S → S by ℓ s (x) = sx. A linear algebraic group S over C is called a Poisson algebraic group if we are given a bilinear map { , } :
is a Poisson Hopf algebra. Let δ be the Poisson tensor of S as a Poisson variety, and define ε : S → 2 s by (dℓ s )(ε(s)) = δ s for s ∈ S. Here, we identify the tangent space (T S) 1 at the identity element 1 ∈ S with s by L a ↔ a (a ∈ s). By differentiating ε at 1 we obtain a linear map s → 2 s. It induces an alternating bilinear map
gives a Lie algebra structure of s * . Moreover, the following bracket product gives a Lie algebra structure of s ⊕ s * :
Here, s × s * ∋ (a, ϕ) → aϕ ∈ s * and s * × s ∋ (ϕ, a) → ϕa ∈ s are the coadjoint actions of s and s * on s * and s respectively. In other words (s ⊕ s * , s, s * ) is a Manin triple with respect to the symmetric bilinear form ρ on s ⊕ s * given by ρ((a, ϕ), (b, ψ)) = ϕ(b) + ψ(a). We say that (a, m, l) is a Manin triple with respect to a symmetric bilinear form ρ on a if (a) a is a finite-dimensional Lie algebra, (b) ρ is a-invariant and non-degenerate, (c) m and l are subalgebras of a such that a = m ⊕ l as a vector space,
Conversely, for each Manin triple we can associate a Poisson algebraic group by reversing the above process as follows. Let (a, m, l) be a Manin triple with respect to a bilinear form ρ on a and let M be a linear algebraic group with Lie algebra m. Denote by π m : a → m, π l : a → l the projections with respect to the direct sum decomposition a = m⊕l.
We sometimes identify m * and l * with l and m respectively via the nondegenerate bilinear form ρ| m×l : m×l → C. Hence we have also a natural identification
For m ∈ M we denote by Ad(m) : a → a the adjoint action. Then we have the following (see e.g. [5] , [4] ).
Proposition 2.1. The algebraic group M is endowed with a structure of Poisson algebraic group whose Poisson tensor δ M is given by
2.2. Semenov-Tyan-Shansky Poisson structure. Let (a, m, l) be a Manin triple over C with respect to a bilinear form ρ on a. We assume that we are given a connected algebraic group A and its closed connected subgroups M and L with Lie algebras a, m, l respectively. Define an alternating bilinear form ω on a by
Denote the adjoint action of A on a by Ad : A → GL(a).
Proposition 2.2 (Semenov-Tyan-Shansky [13] , [14] ). The smooth affine variety A is endowed with a structure of Poisson variety whose Poisson tensorδ is given bỹ
Here, we identify a with a * via (2.1).
Note that we can rewriteδ in terms of ρ as
Consider the map
Since Φ is a local isomorphism, we obtain a Poisson structure of M × L whose Poisson tensor δ is the pull-back ofδ with respect to Φ. Let us give a concrete description of δ. By Proposition 2.1 M is endowed with a structure of Poisson algebraic group. By the symmetry of the notion of a Manin triple L is also a Poisson algebraic group whose Poisson tensor δ L is given by
By a standard computation we have the following.
Proposition 2.3. The Poisson tensor δ is given by
As noted in [14] the Poisson tensorsδ and δ are non-degenerate at generic points, and hence some open subsets of A and M × L turn out to be symplectic manifolds. We give below the condition on the point of A and M × L so that the Poisson tensor is non-degenerate.
Thenδ g is non-degenerate if and only if
Especially, δ (m,l) is non-degenerate if and only if
: a → a for simplicity. By definitionδ g is non-degenerate if and only if F is an isomorphism.
Assume that F is an isomorphism. Since F is surjective, we must have a = m+ Ad(g)(l) by the definition of F . By dim a = dim m+ dim l we have a = m ⊕ Ad(g)(l) and m ∩ Ad(g)(l) = 0. Then
Hence the injectivity of
(ii) For g = ml we have
Hence by the proof of (i) we obtain 
of the open subset
2.3.
A variant of Hamiltonian reduction. Let X be a Poisson variety with Poisson tensor δ and let S be a connected linear algebraic group acting on the algebraic variety X (we do not assume that S preserves the Poisson structure of X). Assume also that we are given an S-stable smooth subvariety Y of X on which S acts locally freely. Denote by s the Lie algebra of S. For y ∈ Y the linear map
is injective by the assumption. Hence we may regard s ⊂ (T Y ) y for y ∈ Y . This gives an embedding
of vector bundles on Y . Correspondingly, we have
and T * Y X denotes the conormal bundle.
where s is identified with subspaces of (T Y ) y and (T Y ) gy . In particular, S naturally acts on Γ(
Proposition 2.6. Assume thatδ is S-invariant and (T * Y X) y ⊂ rad(δ y ) for any y ∈ Y . Then the quotient space S\Y admits a natural structure of Poisson variety as follows. Let ϕ, ψ be functions on S\Y , and let ϕ,ψ be the corresponding S-invariant functions on Y . Take extensions ϕ,ψ ofφ,ψ to X (not necessarily S-invariant). Then {φ,ψ}| Y is Sinvariant and does not depend on the choice ofφ,ψ. We define {ϕ, ψ} to be the function corresponding to {φ,ψ}| Y .
Moreover, if we have (T * Y X) y = rad(δ y ) for any y ∈ Y , then the Poisson tensor of S\Y is non-degenerate. Hence S\Y turns out to be a symplectic variety.
. Take ϕ, ψ andφ,ψ,φ,ψ as above. We first show that {φ,ψ}| Y does not depend on the choice ofφ,ψ. For that it is sufficient to show that {φ,ψ}|
by the S-invariance ofδ. Sinceφ,ψ are S-invariant, we haveφ
Hence the independence of {φ,ψ}| Y on the choice ofφ,ψ implies {φ • r g ,ψ • r g }(y) = {φ,ψ}(y)
for g ∈ S and y ∈ Y . The remaining assertions are now clear.
Now we apply the above general result to our Poisson varieties M ×L and A.
Assume that we are given a connected closed subgroup F of M. Let f be the Lie algebra of F and set
.
Proof. By definitionδ g for g ∈ A is given bŷ
On the other hand for x ∈ F, g ∈ A the isomorphism (T * A) g ∼ = (T * A) xg induced by the action of x is given by
Since F is connected, this is equivalent to its infinitesimal counterpart
by the invariance of ρ. Hence we may assume that c, c
By Proposition 2.6 and Lemma 2.7 we have the following.
Proposition 2.8. Assume that f ⊥ ∩ l is a Lie subalgebra of l. Let V be an F -stable smooth subvariety of A such that the action of F on V is locally free. Assume also that for g ∈ V we have
Then F \V has a structure of Poisson variety whose Poisson bracket is defined as follows: Let ϕ, ψ be functions on F \V , and denote byφ,ψ the corresponding F -stable functions on V . Take extensionsφ,ψ of ϕ,ψ respectively to A. Then {φ,ψ}| V is F -stable and dose not depend on the choice ofφ,ψ. We define {ϕ, ψ} to be the function on F \V corresponding to {φ,ψ}| V .
If, moreover, rad(δ g ) = (T * V A) g holds for any g ∈ V , then the Poisson tensor of F \V is non-degenerate (hence F \V turns out to be a symplectic variety).
2.4.
A special case. Let G be a connected simple algebraic group over C, and let H be its maximal torus. We take Borel subgroups
and denote by ∆G, K the connected closed subgroups of G×G with Lie algebras ∆g, k respectively. In particular, ∆G = {(g, g) | g ∈ G}.
We fix an invariant non-degenerate symmetric bilinear form κ : g × g → C, and define a bilinear form ρ :
Then (g ⊕ g, ∆g, k) is a Manin triple with respect to the bilinear form ρ. By Proposition 2.2 (resp. Proposition 2.3) we have a Poisson structure of G×G (resp. ∆G×K) with Poisson tensorδ (resp. δ). Moreover, the Poisson structure of ∆G × K is the pull-back of that of G × G with respect to
Lemma 2.9.
Proof. We have
is non-degenerate if and only if we have
Proof. Note that
and hence d(g 1 , g 2 ) is regarded as a function on K\(G×G)/∆G. Denote by W = N G (H)/H the Weyl group of G. A standard fact on simple algebraic groups tells us that for any (g 1 , g 2 ) ∈ G × G there exists some w ∈ W and t ∈ H such that K(g 1 , g 2 )∆G ∋ (tẇ, 1), whereẇ is a representative of w. By
we see easily that d(tẇ, 1) = 0 if and only if w = 1. The assertion follows from this easily.
Corollary 2.11. The Poisson structure of ∆G × K induces a symplectic structure of the open subset
Then we have
Moreover, setting
Since
In particular,Z is a smooth variety. HenceỸ is also smooth. Define an action of N − on G × G by
ThenỸ is N − -invariant. Moreover, (2.8) preserves the action of N − , where the action of N − onZ is given by
and hence the action of N − onZ is locally free. Hence we have the following.
Lemma 2.12.Ỹ is a smooth variety, and the action of N − onỸ is locally free.
Set ∆n
We have obviously the following.
Lemma 2.13. We have
In particular, (∆n − ) ⊥ ∩ k is a Lie subalgebra of k.
is injective and is given by
Hence under the identification
Lemma 2.14.
By Proposition 2.8 and the above argument we obtain the following.
Proposition 2.15. We have a natural Poisson structure of N − \Ỹ whose Poisson tensor is non-degenerate and defined as follows (hence N − \Ỹ turns out to be a symplectic variety): Let ϕ, ψ be functions on N − \Ỹ , and letφ,ψ be the corresponding N − -invariant functions onỸ . Take extensionsφ,ψ ofφ,ψ to G × G. Then {φ,ψ}|Ỹ is N − -invariant and does not depend on the choice ofφ,ψ. We define {ϕ, ψ} to be the function on N − \Ỹ corresponding to {φ,ψ}|Ỹ .
By considering the pull-back to Y via Φ we also obtain the following.
Proposition 2.16. Consider the action of N − on Y given by
Then we have a natural Poisson structure of N − \Y whose Poisson tensor is non-degenerate and defined as follows (hence N − \Y turns out to be a symplectic variety): Let ϕ, ψ be functions on N − \Y , and letφ,ψ be the corresponding N − -invariant functions on Y . Take extensionŝ ϕ,ψ ofφ,ψ to ∆G × K. Then {φ,ψ}| Y is N − -invariant and does not depend on the choice ofφ,ψ. We define {ϕ, ψ} to be the function on N − \Y corresponding to {φ,ψ}| Y .
Note that
Fix t ∈ H and set
Then by a similar argument we have the following.
Proposition 2.17. Consider the action of B − on Y t given by
Then we have a natural Poisson structure of B − \Y t whose Poisson tensor is non-degenerate and defined as follows (hence B − \Y t turns out to be a symplectic variety): Let ϕ, ψ be functions on B − \Y t , and letφ,ψ be the corresponding B − -invariant functions on Y t . Take extensionŝ ϕ,ψ ofφ,ψ to ∆G × K. Then {φ,ψ}| Yt is B − -invariant and does not depend on the choice ofφ,ψ. We define {ϕ, ψ} to be the function on B − \Y t corresponding to {φ,ψ}| Yt .
Note that we have
3. Quantized enveloping algebras 3.1. Lie algebras. In the rest of this paper we will use the notation of Section 2.4. In particular, g is a finite-dimensional simple Lie algebra over C, and G is a connected algebraic group with Lie algebra g. We further assume that G is simply-connected and the symmetric bilinear form
induced by κ satisfies (β, β)/2 = 1 for short roots β. We denote by ∆ ⊂ h * , Q ⊂ h * , Λ ⊂ h * and W ⊂ GL(h * ) the set of roots, the root lattice α∈∆ Zα, the weight lattice and the Weyl group respectively. By our normalization of (3.1) we have
For β ∈ ∆ we set
We choose a system of positive roots ∆ + ⊂ h * so that n ± = β∈∆ + g ±β . Let {α i } i∈I , {s i } i∈I ⊂ W be the corresponding sets of simple roots and simple reflections respectively. Set
We denote the longest element of W by w 0 . For each i ∈ I we take
Then we have
We denote by K 0 , K ± the connected closed subgroups of K with Lie algebras k 0 , k ± respectively.
3.2.
Quantized enveloping algebra of g. For n ∈ Z and m ∈ Z ≧0 we set
The quantized enveloping algebra U = U q (g) of g is an associative algebra over F = C(q 1/|Λ/Q| ) with identity element 1 generated by the elements K λ (λ ∈ Λ), E i , F i (i ∈ I) satisfying the following defining relations:
where
and n ∈ Z ≧0 . Algebra homomorphisms ∆ : U → U ⊗ U, ε : U → F and an algebra anti-automorphism S : U → U are defined by:
and U is endowed with a Hopf algebra structure with the comultiplication ∆, the counit ε and the antipode S.
We define subalgebras
The following result is standard.
induced by the multiplication are all isomorphisms of vector spaces.
For γ ∈ Q we set
We have U ± ±γ = {0} unless γ ∈ Q + , and
For i ∈ I we can define an algebra automorphism T i of U by
For w ∈ W we define an algebra automorphism T w of U by T w = T i 1 · · · T in where w = s i 1 · · · s in is a reduced expression. The automorphism T w does not depend on the choice of a reduced expression (see Lusztig [10] ). We fix a reduced expression
of w 0 , and set
Then we have ∆
, called the PBW-basis (see Lusztig [9] ). For 1 ≦ k ≦ N, m ≧ 0 we also set
where q β = q (β,β)/2 for β ∈ ∆ + . There exists a bilinear form
called the Drinfeld paring, which is characterized by [8] , [11] ). We have
3.3.
Quantized coordinate algebra of G. We denote by C the subspace of U * = Hom F (U, F) spanned by the matrix coefficients of finite dimensional U-modules E such that
Then C is endowed with a structure of Hopf algebra via
where , : C × U → F is the canonical paring. C is also endowed with a structure of U-bimodule by
The Hopf algebra C is a q-analogue of the coordinate algebra C[G] of G (see [9] , [15] ).
For λ ∈ Λ define an algebra homomorphism χ λ :
3.4.
Ring of differential operators. In general for a Hopf algebra H over C we use the following notation for the comultiplication ∆ : H → H ⊗ H:
We have an F-algebra structure of D = C ⊗ F U, called the Heisenberg double of C and U (see e.g. [12] ). It is given by
In our case the algebra D is an analogue of the ring of differential operators on G. We will identify U and C with subalgebras of D by the embeddings
3.5. Quantized enveloping algebra of k. The quantized enveloping algebra V = U q (k) of k is an associative algebra over F with identity element 1 generated by the elements Z λ (λ ∈ Λ), X i , Y i (i ∈ I) satisfying the following defining relations:
Similarly to Proposition 3.1 we have the following.
Moreover, we have algebra isomorphisms
We define a bilinear form
The following result is a consequence of Gavarini [6, Theorem 6.2].
Proposition 3.4. We have
A is the A-subalgebra of U generated by the elements
are endowed with structures of Hopf algebras over A via the Hopf algebra structure of U, and the multiplication of
are free A-modules with bases
respectively, where
We denote by V A the A-subalgebra of V generated by the elements
where Z i = Z α i for i ∈ I and
Then the multiplication of V A induces isomorphisms
of A-modules, and we have
and the multiplication of U induces isomorphisms
For i ∈ I we set (3.43)
By Proposition 3.2 we have the following.
It follows that U A coincides with the A-form of U considered in De Concini-Procesi [4] . In particular, we have the following.
the bilinear form induced by σ : U × V → F. We set
Then C A is a Hopf algebra over A as well as a U L A -bimodule, and D A is an A-subalgebra of D. It easily follows that
Hence by (3.24) we have (3.49)
and define an algebra homomorphism
with respect to π z . Then U L z , U z , C z are Hopf algebras over C, and V z , D z are C-algebras. We denote by
the natural homomorphisms. We also define U , C). Hence the natural paring , :
3.8. Specialization to 1. For an algebraic groups S over C with Lie algebra s we will identify the coordinate algebra C[S] of S with a subspace of the dual space U(s) * of the enveloping algebra U(s) by the canonical Hopf paring
We see easily that J 1 is generated by the elements π
From this we see easily the following.
In the rest of this paper we will occasionally identify V 1 and U L 1 with U(k) and U(g) respectively.
From the identification U L 1 = U(g) we have the following. Lemma 3.12. The canonical paring
of Hopf algebras.
In [4] De Concini-Procesi proved an isomorphism (3.57)
of Poisson Hopf algebras. They established (3.57) by giving a correspondence between generators of both sides and proving the compatibility after a lengthy calculation. Later Gavarini [6] gave a more natural approach to the isomorphism (3.57) using the Drinfeld paring. Namely we have the following.
Proposition 3.13 (Gavarini [6] ). The bilinear form σ 1 : U 1 ×V 1 → C induces a Hopf algebra isomorphism
The enveloping algebra U(k ± ) has the direct sum decomposition
Moreover, we have
of algebraic varieties induced by the product of the group K gives an identification
of vector spaces. On the other hand the multiplication of the algebra U(k) induces an identification
Then the canonical embedding
with subalgebras of C[K] via (3.59), and regard a i , b i ,χ λ (i ∈ I, λ ∈ Λ) as elements of C[K]. By the above argument we see easily the following.
Lemma 3.14. Under the identification (3.58) we have
. By Lemma 3.5 we see easily the following.
Lemma 3.15. For x ∈ U 1 we have ι 1 (x) = ε(x)1.
From this we obtain the following easily.
Lemma 3.16. D 1 is a commutative algebra. In particular, it is identified as an algebra with the coordinate algebra
3.9. Specialization to roots of 1. From now on, we fix an integer ℓ > 1 satisfying (a) ℓ is odd, (b) ℓ is prime to 3 if g is of type G 2 , (c) ℓ is prime to |Λ/Q|, and a primitive ℓ-th root ζ ∈ C of 1. Note that π ζ : A ζ → C sends q to ζ |Λ/Q| , which is also a primitive ℓ-th root of 1 by our assumption (c).
form of U (see [2] ). Namely U
with respect to q 1/|Λ/Q| → ζ.
We denote byξ :
Lusztig's Frobenius morphism (see [9] ). Namely,ξ is an algebra homomorphism given bỹ
It is a Hopf algebra homomorphism. Moreover, for any β ∈ ∆ + we haveξ (π
Lemma 3.18. We haveξ(I ζ ) ⊂ I 1 .
Proof. It is sufficient to showξ(I
is uniquely written as a finite sum
Then we have u ∈ I 0 z if and only if
Hence it is sufficient to show that
Indeed (3.67) follows by setting λ = ℓµ in (3.66).
We denote by
) the Hopf algebra homomorphism induced byξ. By Lusztig [9] we have the following. t ξ :
. It is an injective Hopf algebra homomorphism whose image is contained in the center of C ζ .
Lemma 3.20. There exists an algebra homomorphism
Proof. It is sufficient to show that the linear map η : 
It is an injective Hopf algebra homomorphism whose image is contained in the center of U ζ . Moreover, for any β ∈ ∆ + we have
. We see easily the following.
Proposition 3.23. The image of the linear map
is contained in the center of D ζ . In particular, t ξ ⊗ t η is an algebra homomorphism.
Let R be a (not necessarily commutative) B-algebra such that : R → R is injective. Then the center Z(R/ R) of R/ R is endowed with a structure of Poisson algebra by
Assume moreover that R is a Hopf algebra and that there exists a Hopf subalgebra H of R/ R such that H ⊂ Z(R/ R) and {H, H} ⊂ H. Then H is naturally a Poisson Hopf algebra.
We will apply this fact to the situation B = A ζ , = ℓ(q ℓ − q −ℓ ), and
The cases R = C A ζ , U A ζ is already known. Namely, we have the following. In the rest of this paper we will deal with the case where R = D A ζ . The following is the main result of this paper.
is closed under the Poisson bracket given in Proposition 4.1. Moreover, under the identification
this Poisson algebra structure coincides with the one attached to the Manin triple (g ⊕ g, ∆g, k) as in Proposition 2.3.
with respect to the Poisson structure of Z(D ζ ) given in Proposition 4.1.
where Ξ s ∈ I, Y s ∈ J . Then we have {h, ϕ}, π for any ϕ ∈ Im( t η). If (4.1) holds for ϕ ∈ Im( t η), we have (4.2) {f, ϕ} = {f, ϕ} ′ (∀f ∈ Im( t ξ ⊗ t η)) by {hψ, ϕ} = {h, ϕ}ψ + h{ψ, ϕ} = {h, ϕ} ′ ψ + h{ψ, ϕ} ′ = {hψ, ϕ} ′ for h ∈ Im( t ξ), ψ ∈ Im( t η). Hence for each ϕ ∈ Im( t η) (4.1) is equivalent to (4.2). Then it follows from the definition of the Poisson algebra that (4.1) for ϕ = ϕ 1 , ϕ = ϕ 2 imply those for ϕ = ϕ 1 ϕ 2 , ϕ = {ϕ 1 , ϕ 2 }. Therefore it is sufficient to show (4.1) in the cases where ϕ belongs to a generator system of the Poisson algebra Im( t η). By [4] the Poisson algebra C[K] is generated by the elements of the formχ λ , a i , b i for λ ∈ Λ, i ∈ I. Under the isomorphism C[K] ∼ = Im( t η) of Poisson algebras we havê
Hence we have only to show (4.1) in the cases
for λ ∈ Λ, i ∈ I. For bases {X r } and {Y r } of g and k respectively such that ρ((X r , X r ), Y s ) = δ rs we have
From this we can easily deduce
where H λ ∈ h is given by κ(H λ , H) = λ(H) (H ∈ h). ∈(q i − q
Hence the assertion follows from
which is easily checked. The verification of (4.1) for ϕ = π 
The proof of Theorem 4.4 is complete.
