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I. MOTIVATION
The huge difference between Quality of
Service (QoS) demands for real-time traffic
flows and data traffic flows is often neglected
in packet-based telecommunication networks,
such as the Internet. Real-time traffic, such
as multimedia streams, can often endure some
packet loss but requires low delays and/or low
delay jitter. Data traffic benefits from low
packet loss, hence avoiding retransmissions,
but has less stringent delay characteristics.
In the nodes (routers, etc.) of the network,
packets typically have to wait before being
transmitted to the next node and a queue is
present in order to preserve waiting packets.
In most networks, all traffic is handled anal-
ogously. Packets are transmitted in order of
arrival with acceptable QoS because the out-
put bandwidth is underused. However, when
bandwidth is scarce (accces networks, wireless
links, future Internet) we are forced to handle
packets smarter in order to achieve acceptable
QoS. Differentiated Services [1] (DiffServ) is
one of these smarter approaches. It classifies
packets according to their QoS requirements.
By basing the order in which packets are trans-
mitted on class-dependent priority rules, QoS
can be optimized over all traffic classes.
This article studies a system with a single
server serving two queues, one per priority
class, and an Absolute Priority scheduling al-
gorithm . This is the most drastic scheduling
—————————————————–
T. Demoor is with the Department of Telecom-
munications and Information Processing, Ghent
University (UGent), Gent, Belgium. E-mail:
thdemoor@telin.ugent.be .
N
…
∞
class 1
class 2
server
Figure 1. Formal system layout.
method, as low-priority packets (class 2) are
only served if there are no high-priority pack-
ets (class 1) in the system, but it is practical
and easy to implement. In DiffServ terminol-
ogy one would say that class-1 traffic has Ex-
pedited Forwarding Per-Hop Behaviour (PHB)
and class-2 traffic has Default PHB.
Although practical queues are of course fi-
nite, analytic studies of queueing systems gen-
erally assume infinite queue capacity facilitat-
ing the mathematical analysis of the system.
In general, this assumption does not consider-
ably alter the results as the studied queues have
a sufficiently large capacity in practice. How-
ever, class-1 packets are delay-sensitive. It is
hence useless to queue too many of these pack-
ets concurrently. Furthermore, because they
have priority, class-1 packets would also mo-
nopolize the server causing starvation of class-
2 traffic. Therefore, class-1 queue capacity
should be as small as possible while still meet-
ing the required packet loss constraints for this
traffic and hence finite (exact) class-1 queue ca-
pacity is to be preferred above the infinite ca-
pacity approximation. On the other hand, the
loss-sensitivity of class-2 packets results in a
class-2 queue capacity as large as practically
feasible, justifying the assumption of an infi-
nite class-2 queue capacity. Hence, we limit
the capacity of the class-1 queue to N packets
and assume that the class-2 queue has infinite
capacity. The system is depicted in figure 1.
II. METHODOLOGY
Time is divided into fixed-length slots corre-
sponding to the transmission time of a packet.
The server can handle one packet simultane-
ously and service takes one slot (determinis-
tic). Class-1 packets are served with absolute
priority over class-2 packets. Within a class the
queueing discipline is First In First Out (FIFO).
Packets can only enter the server at the begin-
ning of a slot, even if arriving in an empty sys-
tem. Assume that for both classes the number
of arrivals in consecutive slots form a sequence
of independent and identically distributed ran-
dom variables. Let ai,k be the number of class-
i (i = 1, 2) packet arrivals during slot k. The
arrivals of both classes are characterized by the
joint probability mass function
a(m,n) = Prob[a1,k = m,a2,k = n] . (1)
This allows the arrivals of both classes to be
correlated within a slot. As the class-2 queue
has infinite capacity, we assume that all class-2
arrivals are accepted into the system. On the
other hand, the class-1 queue can contain up
to N packets. The queue management algo-
rithm (QMA) determines if a class-1 arrival is
accepted into the system or rejected.
We investigate the evolution of the system.
The performance measures of interest are the
class-i (i = 1, 2) system content ui, i.e. the
amount of class-i packets contained by the sys-
tem at the beginning of a slot, the class-i de-
lay di, i.e. the number of slots a random class-
i packet resides in the system, and the class-1
packet loss ratio. The evolution of the system
from slot to slot is illustrated in figure 2.
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Figure 2. Evolution in time from slot k to slot k+1
An analytical solution technique yields prob-
ability generating functions (z-transforms) en-
abling us to determine all moments (mean, vari-
ance, etc.) of the packet delay and system
content for both classes as well as the class-1
packet loss. This technique involves inversion
of matrices of size N , the class-1 queue ca-
pacity, and hence the computational effort in-
creases with increasing N . The improvement
over a model where both queues have infinite
capacity [2] is investigated.
III. CONCLUSIONS
Previous models assumed that the system
had infinite capacity for all traffic classes but
in a DiffServ router the capacity for real-time
packets is typically small to prevent real-time
traffic from monopolizing the system. The
presented model takes the exact queue capac-
ity into account increasing the accuracy of the
results and allowing determination of high-
priority packet loss and its influence on the per-
formance of the system.
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