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ABSTRACT
We modeled Multilayer Perceptron and Extreme Learning Machine Artificial Neural Networks (ANNs) for com-
puting band structures (BSTs) and photonic band gaps (PBGs) of 2D and 3D photonic crystals (PhCs). We aim
at providing fast ANN models which might boost the computations of BSTs and PBGs regarding electromagnetic
solvers. The case studies considered 2D and 3D PhCs with different lattices, geometries, and materials. Datasets
for ANN training were built by varying the geometric dimensions and the dielectric constants of the case-study
PhCs. We demonstrate simple and fast-training ANNs capable of providing accurate BSTs and PGBs through
speedy computations.
Keywords: photonic crystal, photonic band structure, photonic band gap, artificial neural network
1. INTRODUCTION
Photonic Crystals (PhCs) are structured electromagnetic media composed of at least two contrasting dielectric
materials periodically distributed in one, two, or three dimensions.1 PhCs contain photonic band structures
(BSTs) which may present photonic band gaps (PBGs): spectral ranges in which light is forbidden to propagate
through the structure in certain directions.2 Such optical property has given rise to a number of photonic devices
and applications such as lasers, photonic crystal fibers, optical filters, photonic couplers, among others.3
Engineering PBG-optimized PhCs is a complex problem due to an infinite combination of parameters involved
in PhC design such as number and type of materials, crystal lattice, and geometry. In this context, electromag-
netic solvers based on numerical methods such as finite elements,4 finite differences,5 and block-iterative frequency
domain method,6 are generally employed for calculating optical properties by means of computer simulations.
Nevertheless, such numerical analyses are often computationally-intensive and time-consuming during structure
optimization and inverse design, primarily when dealing with tri-dimensional PhCs, for which parallel numerical
methods and high-computing performance are generally necessary.
In order to provide an efficient procedure for computing PhCs’ BSTs and PBGs, we designed Multilayer
Perceptron (MLP)7 and Extreme Learning Machine (ELM)8 Artificial Neural Networks (ANNs) for estimating
BSTs and PBGs of bi-dimensional (2D) and tri-dimensional (3D) PhCs. We selected PhCs with different lattice
and geometry configurations and generated variant samples from the selected ones by changing their geometrical
and material values for ANN training and testing. The proposed procedure has been designed for modeling
simple, fast-training ANN architectures that could compute BSTs and existing PBGs effectively and efficiently.
Along the last years, researchers have demonstrated the ANN capabilities in different optical applications.9
MLP was employed in the optimization of waveguides and photonic crystal fibers,10 measurement of sample
optical properties on superficial11 and deep tissues,12 and prediction of coupling efficiency of photonic couplers.13
The first study that considered an MLP for obtaining fundamental modes and PBGs (along with their central
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Figure 1. 2D square-lattice PhC with dielectric veins’ thickness t (left), and its BST (right) considering the first two TE
modes. Γ, X, M, and Γ correspond to the corner points of Irreducible Brillouin Zone, a to the unit constant, ω the angular
frequency and c the speed of light in vacuum. This PhC presents a PBG between the 1-2 TE modes (grey area).
frequencies) was employed on square lattice 2D-PhCs.14 In this case, an MLP model was designed for each
estimated PhC property (BST or PBG), receiving, as input patterns, the PhCs’ geometric and material attributes.
Some works studied the MLP and ELM performances for predicting complete photonic band gaps.15,16 In these
cases, the ANNs estimated directly the complete PBGs’ relative bandwidths by processing geometric properties
of optimized PhCs.17 Recently, some studies18–20 showed the MLP and ELM capabilities for computing both
optical properties considering 2D and 3D PhCs with distinct lattices and geometries. In these last works, both
ANNs built sets of modes with existing PGBs by processing the PhC geometric parameters.
Here, we study the MLP and ELM’s predicting and fast-computing capabilities for building modes of a
2D square-lattice and a 3D simple-cubic lattice PhCs selected for cases studies. Few PhC samples for ANN
training and testing were generated by linearly varying the original PhCs’ geometric values and combining them
with material data. The ANN models process the PhCs’ geometric and material data in order to estimate the
frequencies at a given k point. A BST is then built when an ANN model process PhC data for the whole wave
vector. In effect, existing PBGs between two consecutive modes should be obtained from the ANN computations.
We aim at designing simple and fast-training ANN models capable of computing BSTs with satisfactory accuracy
in a very short time. We also report the MLP and ELM performances in this application.
This manuscript is organized as follows. Section 2 introduces the employed 2D and 3D PhC types and the
datasets generation for MLP training and testing. This section also presents the MLP and ELM architectures and
describes their training methodologies. Section 3 presents the MLP and ELM’s predicting results and computing
performances compared to MIT Photonic Bands (MPB),6 a free and robust electromagnetic solver, and discusses
the obtained results. Finally, section 4 presents the conclusions about this work.
2. MATERIALS AND METHODS
This section presents the aspects of the case-study 2D and 3D PhC types and describes their geometric and
material attributes modifications for generating PhC samples for ANN training and testing. Further, we present
the basic concepts and training methods of both ANNs.
2.1 PhC types
We first present a 2D square-lattice PhC which consists of a square grid of dielectric veins (thickness t = 0.165a,
where a is the constant lattice).1 We defined the veins’ dielectric constant as ε = 13.0 and the background
material as air (ε = 1). Fig. 1 illustrates this PhC structure and its band structure with the lowest two modes
(for this case study, we opted for TE polarization). Such PhC possesses an absolute gap of ∆ω = 0.1178(ωa/2πc)
at the central frequency ω̄ = 0.3652(ωa/2πc) (relative bandwidth of 32.24%).
Finally, we present the 3D simple-cubic lattice PhC composed of spheres at the lattice sites connected by
cylindrical veins. The spheres and cylinders’ radii are rs = 0.2a and rc = 0.12a, respectively. Both geometries
have dielectric constant ε = 13 and are embedded in air ε = 1. Fig. 2 illustrates this PhC structure with its BST
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Figure 2. 3D simple-cubic lattice PhC with spheres and cylinders’ radii rs and rc (left), respectively, and its BST (right),
considering the lowest 6 modes. Γ, R, X, M, Γ represent the Irreducible Brillouin Zone’s corner points, a the unit constant,
ω the angular frequency and c the speed of light in vacuum. This PhC has a PBG between the 2-3 modes (grey area).
regarding the lowest six modes. This simple-cubic lattice PhC presents an absolute gap of ∆ω = 0.0176(ωa/2πc)
at the central frequency ω̄ = 0.4386(ωa/2πc) (relative bandwidth of 4.01%) between the 2-3 modes.
2.2 MLP and ELM: basic concepts
Artificial neural networks are brain-based machines whose massive interconnection of processing units, called
artificial neurons, determines a net-like structure capable of processing information in a parallel distributed
way.21 The brain’s ability to learn has inspired the development of ANNs as learning machines: adaptive
structures designed by a learning process in order to achieve the desired design.7 This aspect has contributed to
the employment of ANNs in different problem domains such as prediction, regression, classification, and function
approximation, among others.22,23
MLP and ELM24 are feed-forward ANNs whose architectures are formed by one input layer, one or more
hidden layers, and one output layer, each one composed of artificial neurons known as perceptrons (Fig. 3). An
input signal is propagated in a forward direction through the network and processed by neurons on a layer-by-
layer basis until an output signal is generated. Perceptrons consist of synaptic weights, a summation junction
between inputs and weights, and an activation function that can be linear or nonlinear, characterizing both ANNs
as generic tools for non-linear function mappings.25 Such mapping can be designed by means of a supervised
learning algorithm which adjusts the synaptic weights in order to provide appropriate answers for input data.
MLP and ELM training is based on a supervised learning process.7 Therefore, it requires a training set
which relates input patterns xi, (i = 1, 2, ..., N) to deserved values di, (i = 1, 2..., N). The learning process is
accomplished by the adjustment to MLP and ELM’s synaptic weights with the aim of designing ANN models that
process input patterns for providing outputs as close as possible to the deserved values. A metric of performance
should indicate whether a given ANN model is providing suitable answers for input data.








where wj , b and f(.) are the perceptron’s weights, bias and activation function, respectively, output percep-
trons generate answers through (1) which are subtracted from the deserved values di, producing squared errors





considering an MLP with p perceptrons in the output layer. An average performance regarding the whole set
of patterns (xi, di), (i = 1, 2, ..., N) is obtained for the network by means of a mean square error (MSE) as
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Figure 3. A general ANN architecture consisted of input, hidden, and output layers (left)−in this case, the ANN possesses
two hidden layers− and the perceptron model (right). Each node (circle) corresponds to one perceptron, where w is weight
of each input, b is the bias and f(.) is the activation function for the linear combination u. The input signal propagates
through ANN in a forward direction and the processed signal leaves the network through the output layer.






where W is the whole set of MLP and ELM’s weights and J(.) is the cost function. The ANN training goal
is to find an appropriate W ∗ set which minimizes (2). Next, we present the datasets generation (PhC samples)
for ANN training and the ANN training methods.
2.3 Datasets, training methods, and ANN architectures
PhC samples were generated by multiplying their geometric attributes values by the proportions [0.7, 0.8, 0.9,
1.0, 1.1, 1.2, 1.3] (7 different samples). For each new PhC sample, we then considered two possible dielectric
materials, ε = 13.0 and ε = 15, and computed their BSTs with MPB interpolating 16 points between Irreducible
the Brillouin Zone’s corner points.1 Altogether, 14 PhC samples were created for each study-case PhC.
Each datasets’ pattern relates the geometric variables, dielectric constant, and a given k point and magnitude
to the respective frequencies. In other words, an input pattern is a vector xi = [(g1, ..., gl), ε, kx, ky, kz, kmag/2π],
where (g1, ..., gl) and ε represent the PhC’s l -length geometric parameters and dielectric constant, respectively,
and (kx, ky, kz, kmag/2π) the k components and magnitude, and a deserved value is a vector di = [f1, f2, ..., fd]
with the q normalized frequencies at the respective k point.
The ANN scheme is directly derived from the datasets’ data relation: it should process xi for producing an
answer yi satisfactorily close to di. It may be possible by means of a suitable definition of the ANN architectures
in terms of activation functions and a number of neurons and layers. Here, we added layers and neurons to the
network until finding ANN models with good performances (low MSEs).
Before MLP training and testing, the input patterns were normalized by removing the mean and scaling to
unit variance. The MLP’s weights were calculated through the second order Broyden-Fletcher-Goldfarb-Shanno
algorithm and the learning rate was fixed in 1e−3. The weights of the ELM’s output neurons were obtained
through the method of least squares (the weights of hidden neurons are randomly generated and not adjusted
during ELM training). The activation functions of the MLP and ELM ’s hidden neurons were hyperbolic tangent
and multiquadric functions, respectively. Output layers neurons employed linear activation functions in all ANN
models. Table 1 lists the employed architectures in terms of input patterns and the number of input attributes,
hidden layers, and neurons (the first and last elements of the tuples nodes per layer correspond to the number
of input patterns and output neurons of each ANN architecture, respectively). Table 2 summarizes the training
performance of each MLP and ELM model (details of time statistics are provided in subsection 3.3).
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Table 1. MLP and ELM architectures.
PhC Dataset Input Pattern MLP: nodes per layer ELM: nodes per layer
square lattice [t, ε, kx, ky, kz, kmag/2π] (6, 9, 9, 2) (6, 60, 2)
simple-cubic lattice [rs, rc, ε, kx, ky, kz, kmag/2π] (7, 35, 35, 6) (7, 110, 6)
Table 2. MLP and ELM training performances: MSEs and training times (in seconds).
PhC Dataset MLP: MSE MLP: Time(s) ELM: MSE ELM: Time(s)
square lattice 7.31e−6 0.46 2.73e−6 0.28
simple-cubic lattice 1.28e−5 3.0 5.56e−6 0.1
3. NUMERICAL RESULTS AND DISCUSSIONS
In this section, we present the results of MLP and ELM testing and compare their computing performances with
MPB. First, the MLP and ELM prediction accuracies are assessed through the results of BST computations in
unknown PhCs (structures not used for training purposes) for each PhC type presented in section 2.1. Further,
we present and compare MPB, MLP and ELM runtimes for calculating BSTs.
3.1 Testing 2D square-lattice PhC
This testing PhC possesses dielectric veins with thickness t = 0.231a and dielectric constant ε = 15. Its absolute
gap is ∆ω = 0.1004(ωa/2πc) and occurs between the 1th and 2th TE modes, at the central frequency of
ω̄ = 0.3032(ωa/2πc) (relative bandwidth of 33.1%), as shown in Fig 4 (left).
MLP and ELM computed satisfactorily the first two TE modes of this PhC structure, as shown in Fig 4
(center and right, respectively). The MLP’s computed absolute gap was ∆ω = 0.0977(ωa/2πc) at the central
frequency of ω̄ = 0.3037(ωa/2πc) (relative bandwidth of 32.17%). The ELM’s computed absolute gap was
∆ω = 0.1(ωa/2πc) at the central frequency of ω̄ = 0.3022(ωa/2πc) (relative bandwidth of 33.09%). The MLP
and ELM’s mean squared errors for building this BST were 7.39e−6 and 1.78e−5, respectively.
3.2 Testing 3D simple-cubic lattice PhC
The testing simple-cubic PhC possesses dielectric spheres and cylinders whose radii are rs = 0.25a and rs =
0.15a, respectively. The dielectric constant of the basic geometries is ε = 15. The PhC’s absolute gap is
∆ω = 0.0346(ωa/2πc) and occurs between the 2-3 modes, at the central frequency ω̄ = 0.3677(ωa/2πc) (relative
bandwidth of 9.4%), as shown in Fig 5 (left).
MLP and ELM satisfactorily predicted the first six modes of the simple-cubic lattice PhC, as shown in
Fig 5 (center and right, respectively). The MLP’s computed absolute gap was ∆ω = 0.036(ωa/2πc) at the



























Figure 4. Testing square-lattice PhC’s BSTs computed by MPB (left), MLP (center), and ELM (right), taking into account
the two lowest TE modes.
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Figure 5. Testing simple-cubic lattice PhC’s BSTs computed by MPB (left), MLP (center), and ELM (right), taking into
account the six lowest modes.
central frequency of ω̄ = 0.369(ωa/2πc) (relative bandwidth of 9.74%). The ELM’s computed absolute gap was
∆ω = 0.0335(ωa/2πc) at the central frequency of ω̄ = 0.3695(ωa/2πc) (relative bandwidth of 9.06%). The MLP
and ELM’s mean squared errors for building this BST were 3.72e−6 and 3.23e−6, respectively.
3.3 MPB, MLP and ELM computing performances
Table 3 presents the mean elapsed real times spent by MPB, MLP, and ELM for computing the BSTs of the
proposed testing PhC structures. The measured times correspond to average times of 5 calls for each process. The
computational platform used was a laptop Intel Core i-5 2410M (2.3 GHz), DDR3 RAM (6 GB, 1333MHz), with
Linux Ubuntu. We have taken into account only the serial version of MPB so far and the PhC’s mesh resolutions
used were a/64 and a/32 for 2D and 3D PhCs, respectively. The Python clock function (time module) was used
for timing statistics of MLP and ELM computations (MPB provides the elapsed time for its computations).
One may note both ANNs are at least five orders of magnitude faster than MPB, taking a few milliseconds
to compute the BSTs of 2D and 3D PhCs. On the other hand, the BSTs’ computations for 3D structures hugely
affected MPB performance, requiring from the solver a few minutes to run. In regard to 3D photonic crystals,
both ANNs were six orders of magnitude faster than MPB.
Table 3. MPB, MLP and ELM mean elapsed real times (in seconds).
Testing PhC MPB time(s) MLP time(s) ELM time(s)
square-lattice PhC 2.5 2.1e−4 4.2e−4
simple-cubic lattice PhC 161 3.8e−4 6.3e−4
4. CONCLUSIONS
As a whole, MLP and ELM suitably computed the BSTs of the employed PhC models. By increasing the number
of modes to be estimated (up to 6 first modes in the testing simple-cubic-lattice PhC), an overall evaluation of
MLP and ELM reliability on PhC BST computations could be performed.
By designing ANN models which computes normalized frequencies at specific k points of the wave vector
using few PhC samples, simple and fast-training ANN models could be obtained (considering also fast training
algorithms), as shown in Table 2. This design strategy also contributed to modeling ANNs with a very short
overall computing performance on a personal computer. MLP and ELM substantially reduced the runtime for
processing PhC BSTs regarding MPB, primarily for 3D PhCs, which are generally time-consuming.
The MLP and ELM’s fast computing capabilities have demonstrated−together with their capacities for
estimating BSTs− their potential for this application. These characteristics rank MLP and ELM as alternative
procedures for supporting electromagnetic solvers with substantial reduction of computational resources and
runtime, mainly in problems which require a considerable number optical properties evaluations, such as structure
optimization and inverse problems.
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