We investigated the extent and nature of multivariate statistical inferential procedures used in eight European psychology journals covering a range of content (i.e., clinical, social, health, personality, organizational, developmental, educational, and cognitive). Multivariate methods included those found in popular texts that focused on prediction, group difference, and advanced modeling: multiple regression, logistic regression, analysis of covariance, multivariate analysis of variance, factor-or principal components analysis, structural equation modeling, multilevel modeling, and other methods. Results revealed that an average of 57% of the articles from these eight journals involved multivariate analyses with a third using multiple regression, 17% using structural modeling, and the remaining methods collectively comprising about 50% of the analyses. The most frequently occurring inferential procedures involved prediction weights, dichotomous p-values, figures with data, and significance tests; with very few articles involving confidence intervals, statistical mediation, longitudinal analyses, power analysis, or metaanalysis. Contributions, limitations and future directions are discussed.
Multivariate Statistical Inference Methods
Making accurate statistical inferences is important in all fields of research, with a growing call for reform (e.g., Harlow, Mulaik & Steiger, 1997; Kline, 2004) . Emphasis is moving to a reconsidering or at least supplementing of null hypothesis significance testing (NHST) and dichotomous probability (p) values (Cumming, 2008) with other methods including effect sizes (APA, 2010; Cohen, 1994; Kelley & Preacher, 2012; Kirk, 1996; Peng, Chen, Chiang & Chiang, 2013) , confidence intervals (APA, 2010; Cumming, 2012; Lai & Kelley, 2011) , figures and graphics (Cleveland, 1993; Friendly, 2000) , meta-analysis (Borenstein, Hedges, Higgins, & Rothstein, 2009; Cafri, Kromrey, & Brannick, 2010) , statistical power (Aberson, 2010; Cohen, 1962 Cohen, , 1988 Sun, Pan & Wang, 2011) , and mediation (Baron & Kenny, 1986; MacKinnon, 2008) , among others. Moreover, although there is some literature on multivariate methods regarding inferences (e.g., Bodnar, Bodnar, & Gupta, 2010) , effect sizes (e.g., Hess, Hogarty, Ferron, & Kromrey, 2007; Raudenbush, Becker, & Kalaian, 1988; Steyn & Ellis, 2009 ) and meta-analysis (e.g., Becker, 2000; Chan, & Arvey, 2012; Nam, Mengersen, & Garthwaite, 2003) , statistical inference regarding multivariate methods has received scarce attention. In particular, although there have been studies of univariate effect sizes and inferential procedures (e.g., Cohen, 1962; Cumming, 2012; Kirk, 1996; Rossi, 1990) 
Purpose of the Study
The current paper describes a survey of major European psychology journals that were specifically selected so as to cover a wide spectrum of content areas (e.g., clinical, personality, health, social, cognitive, applied, developmental, and educational) to investigate multivariate methods and inferential procedures in psychological research. The main goal was to gain a metaview of how multivariate statistical inferences were made and reported in the psychological literature in European journals. In particular, it was of interest to see: how much multivariate analyses were used in each of the journals examined, what kinds of methods were used, and how much of the multivariate research emphasized traditional NHST procedures such as significance tests and dichotomous p-values, as well as more informative methods such as ESs, CIs and other inferential procedures. Further, we wanted to explore the relationship between the various multivariate methods used and the specific inferential procedures that were used to gage current practices and suggest future improvements.
Multivariate Methods Assessed
For our survey, we considered a method as "multivariate" if it analyzed data from multiple variables or time points, or provided an extension from a univariate or bivariate analysis. The selection of multivariate methods is typical of what is covered in popular multivariate texts (e.g., Grimm & Yarnold, 1995 Stevens, 2009; Tabachnick & Fidell, 2012) .
Multivariate methods examined include at least eight methods. These involved two group difference methods of analysis of covariance (ANCOVA), and multivariate analysis of variance (MANOVA) that allow for inclusion of one or more covariates or multiple dependent variables, respectively. At least three prediction methods were also examined, including multiple regression (MR), logistic regression (LR), and multilevel modeling (MLM). MR is useful for predicting a continuous outcome and LR is used with a categorical, usually dichotomous, outcome. MLM takes into account naturally occurring groups when examining prediction. We also included structural methods of factor-or principal components analysis (FA or PCA) that show how a single set of measures relates to underlying factors or components; and structural equation modeling (SEM), which allows predictions among latent factors that are each indicated by one or more measured variables. Other less used multivariate methods such as canonical correlation, cluster analysis, discriminant analysis, dynamic factor analysis, latent class analysis or latent transition analysis, generalized estimating equations (GEE), multidimensional scaling, survival analysis or hazard analysis, and time series were coded under the heading of "Other."
Inferential Procedures Assessed
It addition to the multivariate methods that are being used, we were also interested in the use of specific kinds of inferential procedures, which are briefly described, below.
Significance Tests
Historically, the procedure known as NHST has been conducted to determine whether results are significantly different from chance (APA, 2010) . Although NHST has received considerable critical assessment (e.g., Balluerka, Gómez, & Hidalgo, 2005; Cohen, 1994; Cumming 2012; Schmidt & Hunter, 1997) , it also has proponents (e.g., Chow, 1996; Mulaik, Raju & Harshman, 1997) and continues to be a popular procedure in social science research. In the current study, it was of interest to examine how much significance tests (e.g., F, χ 2 ) were used in multivariate research in European journals.
Probability Values
Probability values (i.e., p-values) provide information on the chance of finding a result as different, or more so, than that found in a research study, if the null hypothesis is actually true.
Critics of p-values (e.g., Cumming, 2008) 
Proportion (or %) of Shared Variance between Variables
The proportion of shared variance between two sets of variables is a useful effect size (ES), particularly for multivariate analyses. We investigated whether proportions or percentages of shared variance indices (e.g.,  2 , R 2 , and  2 or percentage of variance in items explained by factors or components) were provided in European journals, as this would be informative to researchers interested in an over-arching or macro-level ES from a multivariate analysis.
Weights (e.g., Loadings, B, & Odds Ratios).
A more micro-level form of ES that is often used in multivariate research is a weight that shows how much a single variable contributes to an analysis (Harlow, 2005) . Weights can involve loadings, odds ratios, or regression weights, for example. For our study, it was of interest how much weights were used in the European journals surveyed in this study, revealing the extent of providing micro-level ES coefficients in a correlational or predictive framework.
Figures with Data
There is a long history of visually depicting data to illuminate the main trends or patterns. Tukey (1977) championed the idea of exploratory data analysis that visually illuminates the data.
Pearson (1885) is credited with introducing the histogram to indicate the frequencies of different levels of a single quantitative variable. Cleveland (1984 Cleveland ( , 1993 proposed the dot plot as an alternative to a pie chart or histogram. We investigated how often figures were used for conveying results from multivariate analyses. We also use several figures for highlighting the results from our survey of the European journal articles.
Standard Errors (SEs)
Standard errors provide an indication of how spread out scores are and how precise a parameter estimate is. We explored whether standard errors were reported for the multivariate analyses used in these articles.
Confidence Intervals (CIs)
CIs provide an indication of the range of values expected in the population for a specific sample parameter estimate. The use of CIs has been advocated by many (e.g., Cumming, 2008 Cumming, , 2012 Mendoza, & Stafford, 2001; Steiger & Fouladi, 1992; Thompson, 2007) to indicate the degree of precision, or conversely the degree of uncertainty about parameter estimates and ESs.
We examined how much CIs were reported when presenting multivariate analyses in the European journal articles.
Fit and Other Indices
Fit indices are sometimes presented to assess how well data match an expected model and can be a useful supplement to multivariate significance tests and p-values, particularly as the latter are more likely to be dependent on sample size than fit indices (Bentler & Bonett, 1980 (Cohen, 1988) that is used to present a univariate ES for a mean could be viewed as a supplemental fit index or effect size. In our study, the use of supplemental fit indices and effect sizes was also investigated.
Comparing Multiple Statistical Models
Recent literature calls for more statistical modeling (e.g., Harlow, 2010; Rodgers, 2010) , and comparing multiple models to assess goodness of fit (e.g., Burnham & Anderson, 2002; Maxwell & Delaney, 2004 ). In the current paper we examined whether multiple models were tested and assessed in the articles that used multivariate analyses in the European journals we reviewed.
Mediation (and Moderation)
Statistical mediation and moderation (e.g., Baron & Kenny, 1986; MacKinnon, 2008) involve consideration of intervening or potentially confounding variables, respectively, to consider when examining relationships between independent and dependent variables. It was of interest to see whether either mediation or moderation was used in the multivariate analyses reported in the journals we surveyed.
Longitudinal Data
Longitudinal data involves assessing variables across multiple time points to yield stronger scientific inferences regarding causal patterns (e.g., Singer & Willett, 2003; Skrondal & RabeHesketh, 2004) . We investigated whether the multivariate analyses reported in the eight European journals used longitudinal data.
Other Considerations (e.g., Meta-analysis, Power analysis)
Other statistical inference procedures were considered. Meta-analysis (e.g., Glass, 1976; Hunter & Schmidt, 2004 ) is a useful method of culling across multiple studies to arrive at a more precise parameter estimate or ES. Statistical power is the probability of correctly rejecting the null hypothesis. The use of statistical power analysis is linked primarily with Cohen (1988) who advocated finding the needed sample size to find an expected ES with a reasonable (e.g., 80%) level of power. We explored whether meta-analysis or power considerations (e.g., Cafri, Kromrey, & Brannick, 2010; Rossi, 1990) were discussed in the multivariate articles in these European journals. 
Questions Assessing Multivariate Statistical Inferences

Method Sample
All of the articles published in 2008 for eight major European journals were examined that covered a stratified array of selected substantive areas. The choice of journals was made after discussions with several European multivariate researchers who suggested a variety of content areas and specific journals that addressed these content areas. Across the selected eight journals, there were 456 articles -excluding editorials, errata or comments -259 of which used multivariate analyses. Thus, for this sample of journals, an average of 57% of the articles used some form of multivariate analysis as described previously. The unit of analysis is the multivariate method, providing a sample of 365 analyses that were conducted in these 259
articles that used multivariate methods, as a number of the articles used more than one different kind of multivariate analysis. The eight journals are listed in Table 1 , along with their impact factor, the number of multivariate articles, and the total number of research articles published in each journal (with an average of 57 articles published per journal in 2008). At the bottom of Table 1 , notice that impact factor is positively correlated with the number of multivariate articles.
----Insert Table 1 about here----
Measures
The "measures" that were examined in this study include information about use of any of the multivariate method analyses mentioned (i.e., ANCOVA, MANOVA, MR, LR, MLM, FA-PCA, SEM, Other), and the specific types of inference procedures used: Significance tests (e.g., F, χ 2 , Likelihood Ratio); probability values (e.g., p < .05, p = .04), proportion (or %) of shared variance between variables (e.g., R 2 , η 2 ); weights (e.g., loadings, B,, Odds Ratios); figures with data; standard errors (of parameter estimates); CIs; additional fit indices, and univariate effect sizes or significance tests. (e.g., CFI, RMSEA, AIC, GFI, Cohen's d, t-test) ; statistical mediation or moderation; and other considerations (e.g., comparing multiple statistical models, meta-analysis, and statistical power analyses).
The main focus was on investigating the various types of multivariate methods that were conducted, the specific kinds of inferential procedures that were used, and the links between these multivariate methods and inferential procedures in a broad sampling of European psychology journals.
Coding Procedure
Coders, all of whom were very familiar with multivariate methodology, were drawn from the co-authors. To establish thorough, accurate, and reliable coding of articles, coders were first trained to use a coding sheet designed to identify the relevant data in an organized fashion; the After all of the coding was completed, the first author went through the entire set of data to verify that coding was accurately and consistently recorded across coders. The main change that was needed was to make sure that any analysis that involved structural equation modeling was recorded in that category, with any additional information also recorded. For example, latent growth modeling (LGM) was sometimes coded as SEM and sometimes listed as "Other" under type of method. We revised the data to list LGM as an SEM method, and also checked "longitudinal data" under the various inferential procedure variables.
For the purpose of this project, each article contained three levels of information (Harlow, 2005) . The first level of information is considered the macro-level and asks, "Does the article contain any multivariate analyses?" The second level of information is considered the mid-level and is embodied by answering the question, "What types of multivariate analyses are included in the article?" The third level of information is the micro-level and is embodied by answering the question, "What specific statistical information is provided in the article?" Equipped with these questions and the coding sheet, the coders proceeded to review each article.
The first task for each article was to determine whether or not the article contained any multivariate analyses. This was commonly obtained by reviewing the abstract, methods, and results sections of the article, or using the search function within Acrobat Reader, to find some key terms commonly used when conducting multivariate analyses, such as regression, multivariate, and structural modeling (to name a few). Additionally, the mention of certain types of computer software could also indicate the existence of multivariate analyses (i.e., AMOS, Mplus, or LISREL for structural modeling methods, or MetaWin for meta-analysis methods).
Finally, the existence of path diagrams was often indicative of path analysis or structural equation modeling techniques. If the article contained any type of multivariate analysis, it was to be included in the study and the article's key points of information were recorded (e.g., journal name, volume, and issue number; first author's last name; page numbers for articles, etc.).
Once the article was deemed to contain multivariate analyses, the coder would search for the specific types of analyses included. The final data set was a file that included 365 rows, one for each multivariate analysis conducted across the 259 articles, which each contained 1 to 4 multivariate analyses. The columns in the file included information about the journals that specified the multivariate methods and inferential procedures used in the analyses. The final coded file was used for subsequent analyses, using SPSS, to assess the nature and extent of multivariate methods and inferential procedures used in these European psychology journals.
Results and Discussion
Several kinds of analyses were conducted to summarize and provide a meta-view of the data Three sets of columns in Table 2 show the micro-level distributional pattern of multivariate analyses for one kind of variable that address the first three questions regarding: particular European psychology journal, type of multivariate method, and kind of inferential procedure, respectively. Figure 1 addresses question 4 about multivariate method use across the journals. Table 3 and Figure 2 highlight the intersection of multivariate methods and inferential procedures used to address question 5.
Multivariate Articles Reported in each European Psychology Journal
Addressing question 1, the first set of columns of Table 2 ----Insert Table 2 about here----
Percentage of Analyses Conducted per Multivariate Method
To address the second question, the second set of columns of Table 2 shows the percentage of analyses conducted for each of the multivariate methods surveyed across the journals. The method with the largest use was multiple regression, followed by structural equation modeling, then LR, and FA-PCA, on down to the least use reported for MLM. Here again, there appear to be differences as to which multivariate methods are most widely used in these journals.
Percentage and Kinds of Inferential Procedures Used
The third question was examined with the percentages of use for 14 inferential procedures given in the third set of columns of 
Number of Analyses Conducted per Multivariate Method for each Journal
To answer the fourth question, we examined whether the use of specific multivariate methods varied across the selection of European psychology journals examined in this study. A chi-square test of independence was conducted, revealing a significant relationship between frequency of the eight specific multivariate methods used and the eight specific journals:  2 (49, N = 365) = 93.60, p < .001, φ = .51. Thus, there is .26 (i.e., the square of .51) shared variance (95% CI: [.154, .311] using the Steiger & Fouladi, 1992 R2 program) between the methods used and the specific journal, revealing a moderately large effect size. Figure 2 presents a dot plot visually depicting this relationship. The number of analyses conducted for each type of multivariate method is listed along the horizontal X-axis, for each of the eight European journals with the 8 methods repeated for each journal along the vertical Y-axis. This type of display is useful for integrating several facets of data in a single coherent graph. Cleveland (1984 Cleveland ( , 1993 developed the dot plot after conducting cognitive experiments that revealed that people process the data more accurately and easily when following across a series of dots indicating the frequencies or values of the outcome variable of interest. This goal seems to be met in Figure 2 where it is relatively easy to discern that the cognitive journal had the least amount of multivariate use (with MR mostly used), and the educational and developmental journals each having slightly more multivariate use (again with more MR and little use of the other methods), on up through the organizational, personality, health, social and then the clinical journals showing increasing multivariate use, again including a predominance of MR, as well as SEM, and some other kinds of analyses. It is interesting to note that MR use was higher than other multivariate method use across all eight journals, whereas the least used multivariate method varied across the journals with MLM less endorsed most often, and LR also turning up among the least used methods.
----Insert Figure 2 about here----
Macro-Level Multivariate Analysis of the Data
To address our fifth question about exploring a broad-based view of multivariate methods and inferential procedures used, we conducted a nonlinear canonical correlation analysis, sometimes called correspondence analysis (CA) (Greenacre & Hastie, 1987) or OVERALS (Van de Geer, 1987) . Although a conventional canonical correlation analysis can be conducted with discrete variables that are dummy-variable coded such as are used in the current study (Cohen, Cohen, West, & Aiken, 2003; Maxwell, 1961) , it is preferable to consider a procedure that specifically allows categorical variables. CA appears appropriate (kindly suggested by one of the anonymous reviewers on a previous draft) and provides an overall procedure for analyzing the correspondence among two or more sets of categorical variables using an alternating least squares (ALS) method. The nonlinear CA procedure (e.g., Yazici, Öğüş, Ankarali, & Gürbüz, 2010 ) is a form of optimal scaling that is similar to conventional canonical correlation except that it allows for the use of categorical variables such as those used to code the multivariate methods and inferential procedures used in the European journals. The CA procedure summarizes the data to present the most homogeneous and lowest number of dimensions needed to depict the relationships among the sets of variables.
In the current study, CA was used to assess whether two dimensions could adequately summarize the data given the two sets of variables (i.e., the set of multivariate methods and the set of inferential procedures). The two eigenvalues for the set of 8 multivariate methods and the set of 14 inferential procedures were .884 and .855, respectively, for the two dimensions. The Component loadings can be obtained (See Table 3 where the most salient loadings are bolded) that reveal the correlations between the object scores and the actual data that have been optimally scaled in the CA. Second, it appears that the variables indicating the use of weights and multiple regression are both loading rather highly on the second dimension (see upper portion of Figure 2) ; and that the standard errors variable (see Table 3 and upper middle section of Figure 2 ) loads moderately on dimension 2, although each of these three variables loads rather lowly on the first dimension.
Moreover, ANCOVA and MANOVA load similarly and somewhat highly (in the negative direction: see Table 3 and bottom-right portion of Figure 2) analysis, power analysis, and meta-analysis). This middle portion of the graph indicates low loadings for these variables, such that these methods and inferential procedures were not as salient in this two-dimensional CA solution. This finding probably reflects the fact that the set of European psychology journals sampled did not feature these as much in the articles we surveyed.
Contributions and Benefits
The current study offered contributions and benefits with a major investigation into the showing more than eight times the amount of use in the least multivariate-based journal sampled here (i.e., the European Journal of Cognitive Psychology). Although causality cannot be inferred, for the specific set of journals surveyed it was notable that multivariate use was more strongly linked with higher-impact journals than with the lower impact journals. This issue could be explored further in a future study.
The second question results revealed that the kind of multivariate use in these journals involved predominatly prediction methods (i.e., multiple regression, structural equation modeling, and logistic regression), with some dimensional (i.e., factor or principal components analysis) and other kinds of multivariate analyses (e.g., cluster analysis, generalized estimating equations, genetic models, hazard analysis, multidimensional scaling); and less use of group difference methods (i.e., ANCOVA and MANOVA) and multilevel modeling. The latter finding is surprising as the development and study of multilevel modeling is evident among European methodological centers and institutions (e.g., University of Bristol in the UK; University of Oxford in the UK; Utrecht University, The Netherlands). It may be that whereas some methods such as multilevel modeling are highly studied by statistical researchers in Europe, they may be less apt to be adopted by substantive researchers. Alternatively, it may be that European researchers submit articles with rigorous methodology elsewhere (e.g., American journals).
The third question findings featured the kind of inferential procedures reported in these journals with strong attention to correlational or prediction effect sizes such as weights, and macro-level effect sizes (e.g., percentage of shared variance), as well as considerable use of traditional significance tests and p-values. On the one hand, such emphasis is at least partially consistent with current calls and recommendations for statistical reform (e.g., Fidler & Cumming, 2013; Thompson, 1996) including the use of effect sizes (e.g., Alhija & Levy, 2009; Cohen, 1992; Cumming, 2012; Grissom & Kim, 2012; Huberty, 2002; Kirk, 1996) , among other procedures. On the other hand, the continued presence of dichotomous p-values and significance tests, although endorsed by some in the literature (e.g., Abelson, 1997; Chow, 1996; Robinson & Levin, 2010) , is somewhat surprising given encouragement to consider a wider range of inferential methods (e.g., Denis, 2003; Harlow, 2010; Harlow, Mulaik, & Steiger, 1997; Kline, 2004) , and the stark discouragement of null hypothesis significance testing by others (e.g., Schmidt & Hunter, 1997; Thompson, 1996) . Moreover, the relatively low use of confidence intervals (i.e., 17% of articles reported here), mediation and moderation (i.e., 16% reported here), and longitudinal data (i.e., 10% reported in these articles), as well as power-and meta-analyses (i.e., only 1% reported for these in this study) indicates that researchers are still not readily adopting recommended alternatives that could provide more informative scientific inferences (e.g., Cohen, 1988; Cumming, 2012; MacKinnon, 2008; Singer & Willet, 2003) .
The fourth question brought together the type of multivariate methods used across the eight journals. When viewing the results, however, it is important to consider that researchers are more apt to select statistical analyses that are more well-known and for which they have sufficient background and training. The predominance of multiple regression use, particularly in clinical, social and health journals, and also in the other five European journals examined here, is probably due to wide knowledge and ease of learning about this method. This may also be true for structural equation modeling, which, although it is more complicated than multiple regression, is discussed in a large number of forums (e.g., books, journals, workshops, interest groups) and has reasonably accessible software associated with it (e.g., Amos, EQS).
Results for the fifth question relied on a correspondence analysis to explore two dimensions among the eight multivariate methods and the 14 inferential procedures examined in this study. 
Conclusions
In summary, multivariate methods and inferential procedures appear to be used in more than half of the 456 articles published in the eight European psychology journals sampled in the current study. There are differences in the nature and extent of multivariate methods used with half of the multivariate analyses involving multiple regression or structural equation modeling.
Moreover, more than half of these analyses emphasized the use of micro-level ES weights, dichotomous p-values, figure diagrams, and significance tests. Future studies could examine whether there are similar practices in other journals, as well as how appropriate the analyses appeared to be for the research questions asked of the data. Lastly, further encouragement and illumination on how to use these encompassing and informative statistical inference tools could be beneficial in bringing about more insightful and revealing research findings that may lead to a more accurate and replicative body of psychological science. Note: MR = multiple regression, SEM = structural equation modeling, LR = logistic regression, FA-PCA = factor analysis or principal components analysis, Other = cluster analysis, generalized estimating equations, genetic models, hazard analysis, multidimensional scaling, survival analysis, time series, etc.; Ancova = analysis of covariance, Manova = multivariate analysis of variance, MLM = multilevel modeling. Wts = standardized or unstandardized weights, loadings, odds ratios, etc; pLT = use of p < .05, etc.; FigData 
