In this work we investigate explicit and implicit difference equations and the corresponding infinite time horizon linear-quadratic optimal control problem. We derive conditions for feasibility of the optimal control problem as well as existence and uniqueness of optimal controls under certain weaker assumptions compared to the standard approaches in the literature which are using algebraic Riccati equations. To this end, we introduce and analyze a discrete-time Lur'e equation and a corresponding Kalman-Yakubovich-Popov inequality. We show that solvability of the Kalman-Yakubovich-Popov inequality can be characterized via the spectral structure of a certain palindromic matrix pencil. The deflating subspaces of this pencil are finally used to construct solutions of the Lur'e equation. The results of this work are transferred from the continuous-time case. However, many additional technical difficulties arise in this context.
Introduction
In this article we revisit the discrete-time linear-quadratic optimal control problem, that is minimizing a quadratic cost functional given by ∞ j=0 x j u j * Q S S * R x j u j subject to the implicit difference equation
with the initial condition Ex 0 = Ex 0 and the stabilization condition lim j→∞ Ex j = 0. Here σ denotes the shift operator, i. e., σx j = x j+1 . Moreover, (x j ) j ∈ (K n ) N0 is the state sequence, and (u j ) j ∈ (K m ) N0 is the input sequence. Throughout this work we will further assume that the matrix pencil zE − A ∈ K [z] n×n is regular, i. e., det(zE − A) ≡ 0. Such discrete-time systems often appear during the time-discretization [6] or discrete-time lifting [19] of continuous-time differential-algebraic equations, but many problems can also be directly modeled as implicit difference equations [27, 32] .
There is a large body of work concerning the linear-quadratic optimal control problem for differentialalgebraic equations, see, e. g., [1, 23, 24, 29, 36] , just to mention a few.
So far, the discrete-time optimal control problem has only been discussed in a few works, most of which treat the case E = I n . However, several technical assumptions are usually made. In [25] , the case of an invertible A with Q 0 and R ≻ 0 is discussed. The invertibility is needed to form a symplectic matrix that is associated with a discrete-time algebraic Riccati equation
and the necessary optimality conditions. The invertibility condition is relaxed in [26, 31] where instead of the symplectic matrix, a symplectic matrix pencil is considered. Another difficulty arises, if R is not invertible. Then also the symplectic pencil cannot be formed and one has to turn to an extended symplectic pencil [18] , which is essentially what we will later call the BVD matrix pencil. However, for the analysis it is still assumed that this pencil is regular. The relation of the optimal control problem to a certain linear matrix inequality (the Kalman-YakubovichPopov inequality) and so-called Popov functions is discussed in [38] . Here a generalized algebraic Riccati equation is considered, where B * XB + R is not assumed to be invertible. It is shown that the solutions of this equation fulfill a certain rank-minimization property of the associated linear matrix inequality which, in contrast to the continuous-time case, do not need to be solutions of the algebraic Riccati equation (2) .
The case of optimal control problems for implicit difference equations, i. e., the case where E might be singular, has only been briefly considered in the literature. In [3] , a discrete-time algebraic Riccati equation similar to (2) is derived by transforming the system into SVD coordinates and modifying the cost functional accordingly. This analysis needs an index-1 condition on the system to ensure the solvability of the optimality system. The monograph [29] treats the problem numerically, i. e., structure-preserving algorithms for symplectic matrix pencils are devised.
The goal of this work is a full theoretical analysis of the infinite time horizon linear-quadratic optimal control problem for implicit difference equations. In contrast to most other works, we do not impose any definiteness conditions on the cost functional nor the index of the system. Also, our notion of rankminimality turns out to be more general than in [38] . The results obtained in this paper are motivated by recent achievements for the continuous-time case [35, 36, 41] . This paper is structured as follows. In Section 2 we recap basic matrix and control theoretic notations and results. In Section 3 we introduce a variant of the Kalman-Yakubovich-Popov inequality for implicit difference equations given by M(P ) := A * P A − E * P E + Q A * P B + S B * P A + S * B * P B + R V (E, A, B) 0, P = P * , a discrete-time version of the inequality introduced in [36] , where V (E, A, B) denotes an inequality projected on a certain subspace V (E, A, B) , i. e., V * M(P )V 0 holds for any basis matrix V of V (E, A, B) . We show statements which relate the solvability of this inequality to the non-negativity of the Popov function on the unit circle, a certain rational matrix function defined by Φ(z) := (zE − A)
where G ∼ (z) := G z −1 * for a rational matrix G(z) ∈ K(z) n×n . In Sections 4 and 5 we introduce the notion of inertia for palindromic matrix pencils evaluated on the unit circle and provide spectral characterizations regarding positivity of the Popov function, similar to the characterizations which were obtained in [35] and [41] for even matrix pencils in the continuous-time case.
In Section 6 we investigate the Lur'e equation for the discrete-time optimal control problem which is a generalization of the algebraic Riccati equation (2) . This means that we seek solution triples (X, K, L) ∈ K n×n × K q×n × K q×m fulfilling
where q := rk K(z) Φ(z). We show that solvability of this equation can be related to the existence of certain deflating subspaces of a palindromic matrix pencil of the form
(2n+m)×(2n+m) .
The explicit construction of these deflating subspaces turns out to be much more demanding compared to the continuous-time setting. Furthermore, solutions of the Lur'e equation can be obtained from these subspaces. Due to the symmetry of the above pencil, robust and efficient structure-exploiting numerical methods [9, 37] can be used. Finally, in Section 7 we apply these results to the optimal control problem. Here we consider the stabilizing solutions of the Lur'e equations which can be used to construct optimal controls (in case of existence) and to determine the optimal value. In particular, we show that under some weak conditions, the existence of stabilizing solutions is equivalent to the feasibility of the optimal control problem. We further characterize existence and uniqueness of optimal controls in terms of the zero dynamics of the closed-loop system. Finally, we discuss how the deflating subspaces of the palindromic and BVD pencils appear in the solution of the corresponding boundary value problems. set of all sequences x = (x j ) j whose components lie in the space K R m×n set of m by n matrices with entries in a ring R det A determinant of a matrix A ∈ K n×n A * conjugate transpose of a matrix A ∈ K m×n A + Moore-Penrose pseudo inverse of a matrix A ∈ K m×n A − * conjugate transpose of the inverse of an invertible matrix A ∈ K n×n rk K(z) A(z) rank of a rational matrix A(z) ∈ K(z) m×n G ∼ (z) := G z −1 * for a rational matrix
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Mathematical Preliminaries

Matrix Pencils
In this section we briefly discuss some basic notions of matrix pencils zE − A ∈ K[z] m×n . 
Definition 2.1 (Equivalence of matrix pencils). Two matrix pencils zE 1 
m×n are called equivalent if there exist invertible matrices W ∈ K m×m and T ∈ K n×n such that
m×n can be transformed to Kronecker canonical form via equivalence transformations. This is made precise in the next theorem.
Theorem 2.2 (Kronecker canonical form (KCF)). [13] For every matrix pencil zE
m×n , there exist invertible matrices W ∈ C m×m and T ∈ C n×n such that
where each block K j (z) is in one of the forms in Table 1 and
The KCF is unique up to permutations of the blocks.
Equivalent matrix pencils share the same spectral structure which can be read off the KCF. Here blocks of type K1 and K2 correspond to finite eigenvalues and infinite eigenvalues, respectively. Blocks of these types and combinations of them are regular. Blocks of types K3 and K4 are rectangular and thus not regular. Note that we allow for blocks of type K3 or K4 to have zero rows or zero columns, respectively. Such blocks represent a zero row or zero column, respectively, in the KCF of zE − A. Based on the KCF we define the index of the pencil zE − A ∈ C [z] m×n as the size k of the largest block of type K2 or K4 in its KCF [5] . When characterizing the eigenstructure of matrices A ∈ K n×n , often invariant subspaces are involved, i. e., subspaces V ⊆ K n such that AV ⊆ V. The generalization of invariant subspaces to matrix pencils
m×n are so-called deflating subspaces. Here, we are using a general definition which is also suitable for singular matrix pencils, see [40, 41] .
Definition 2.3 (Basis matrix, deflating subspaces). Let zE − A ∈ K[z]
n×n and some subspace Y ⊆ K n be given.
Indeed, every invariant subspace V ⊆ K n of A ∈ K n×n with basis matrix V ∈ K n×k describes a deflating subspace for the associated matrix pencil zI n − A by setting W = V and (zÊ −Â) = zI k − Λ, where Λ ∈ K k×k fulfills AV = V Λ. An important property that deflating subspaces might have is E-neutrality. 
Definition 2.4 (E-neutrality
Feedback Equivalence
Let Σ m,n (K) denote the set containing all the system triples (E, A, B) ∈ K n×n × K n×n × K n×m with regular zE − A, i. e., det(zE − A) = 0. Later, we will also use the set Σ
where (E, A, B) ∈ Σ m,n (K) and Q and R are Hermitian. Furthermore, we call the space of all (
N0 that solve the IDE (1) the behavior of the system (E, A, B). The behavior is denoted by B (E, A, B) . In this subsection we introduce an equivalence relation on the set Σ m,n (K) which will be particularly useful in Sections 3 and 6. This subsection is mainly based on [36, Section 2.3].
Definition 2.5 (Feedback equivalence). Two systems (E
, are said to be feedback equivalent if there exist invertible matrices W, T ∈ K n×n and a feedback matrix
where
If this is the case we say that (
Note that in the behavior sense, i. e., looking at the system defined by zE − A, where
feedback equivalence corresponds to strong equivalence as introduced in [20] . In particular, this means that feedback equivalence is indeed an equivalence relation, see [20, Lemma 2.2.] . Given such an equivalence relation, one is usually interested in some condensed form. The following result provides such a form.
Theorem 2.6 (Feedback equivalence form). [17, Proposition 2.12] Let the system
n 1 , n 2 , n 3 ∈ N 0 , and E 33 is nilpotent.
A similar form has also been achieved in [8, Theorem 4 .1] via unitary transformations.
Example 2.7. Consider the system given by
We obtain that the system is feedback equivalent to
5 via zero feedback, i. e., F = 0 and
Thus, we have n 1 = n 2 = 1 and n 3 = 0 in (3).
Proposition 2.8. Let the system (E, A, B) ∈ Σ m,n (K) be feedback equivalent to the system (E F , A F , B F ) ∈ Σ m,n (K) in feedback equivalence form (3) . Further, denote by
Proof. Note that every nilpotent matrix E 33 ∈ K n3×n3 has only eigenvalues zero and thus det(zE
n3 . Then the assertion follows immediately from the block-triangular structure of zE F − A F .
System Space
In this subsection we investigate properties of the solution space of the IDEs given by a system (E, A, B) ∈ Σ m,n (K). This section is based on [36, Chapter 3] .
for all j ∈ N 0 and for all ( x, u ) ∈ B (E, A, B) is called the system space of (E, A, B). 
Proof. The assertion has been shown in [36, Lemma 3.2] .
Then we have:
(b) It holds that
(c) For all λ ∈ C with det(λE − A) = 0 it holds that 
Proof. 
Controllability and Asymptotic Stability
Before we introduce the linear-quadratic optimal control problem, we first need to recap several concepts of controllability and asymptotic stability for the system given by (E, A, B) ∈ Σ m,n (K). These concepts are similar to the continuous-time case as in [7, 12] and are discussed in, e. g., [12, 39] .
In the case where E = I n , the notions R-controllability and C-controllability coincide and thus for systems of the form (I n , A, B) ∈ Σ m,n (K) we omit the prefix R or C and say that they are controllable. Table 2 shows well-known characterizations of the different controllability notions [4, 12, 39] .
Eigenvalues
n×n such that rk λE − A B = n destroy the controllability property. In this case we thus say that there is an uncontrollable mode at λ; otherwise we say that there is a controllable mode at λ. 
Lemma 2.13. Let the system
(E, A, B) ∈ Σ m,n (K) be feedback equivalent to the system (E F , A F , B F ) ∈ Σ m,n (K) in
Zero Dynamics
In this subsection we consider implicit difference equations with an output of the form
where C ∈ K q×n and D ∈ K q×m . The set of such systems with (E, A, B) ∈ Σ m,n (K) is denoted by Σ m,n,q (K) and we write (E, A, B, C, D) ∈ Σ m,n,q (K). The zero dynamics ZD (E, A, B, C, D) of (8) simply consists of all (x, u) ∈ B (E,A,B) that result in a zero output, i. e.,
The set of zero dynamics with "initial state" x 0 ∈ K n is defined by
The set of consistent initial shift variables for the zero dynamics is given by
The following definition is an adaptation of the definition for continupus-time systems, see [17, 41] . 
has a solution. This is equivalent to R(z) being of index at most one [4] and shows statements (e) and (f).
Linear-Quadratic Optimal Control
One main goal of this work is to provide tools for analyzing the discrete-time infinite horizon linearquadratic control problem [1, 23, 29] . It is given by:
Ex j = 0, and the objective function
is minimized. In other words, we are interested in the value of the functional W + (Ex 0 ) : 
It can be easily seen that the objective function J (x, u) does not change if the system (E F , A F , B F ) ∈ Σ m,n (K) is equivalent to (E, A, B) via W and T F and we use the modified weights
If we assume that the system (E, A, B, Q, S, R) ∈ Σ w m,n (K) is I-controllable and that
then it is well-known that in this case solutions of the optimal control problem can be characterized via certain structured matrix pencils, see, [9, 21, 28, 29] . One main contribution of this work is that we actually can drop these assumptions.
In the discrete-time case, applying Pontryagin's maximum principle [29, 33] leads to
, and µ ∈ (K n ) N0 denote some Lagrange multipliers. This IDE can be analyzed by means of the matrix pencil
a so-called BVD-pencil; here BVD is an acronym for Boundary Value problem for the optimal control of Discrete systems. The structure of this pencil is not invariant under unitary transformations which leads to problems in the numerical treatment [9] . In [9, 37] it is shown how we can achieve a more structured version if we introduce new variables
This reformulation yields
with the corresponding matrix pencil
This pencil has the special property of being palindromic, i. e., E = A * . This structure is preserved under congruence transformation and there exist numerically stable and structure-preserving methods for the computation of eigenvalues and deflating subspaces. In particular, simple eigenvalues on the unit circle stay on the unit circle [9, 37] . In Section 4 we discuss properties of palindromic pencils in more detail. However, in [30] it is shown that in an abstract Banach space setting the operator associated to the palindromic pencil (14) is not self-adjoint; in contrast to the operator associated to the so-called even pencil arising in continuous-time, see also [22] . We show in Sections 6 and 7 that in analogy to the continuous-time case in [36] , also in the discrete-time case we can drop assumption (10) to obtain the necessary optimality conditions (11) and (13).
Kalman-Yakubovich-Popov Lemma
Consider the weighted system (E, A, B, Q, S, R) ∈ Σ w m,n (K) and corresponding system space V (E, A, B) . In this section we relate positive semi-definiteness on the unit circle of the Popov function -a specific rational matrix function -to the solvability of a certain matrix inequality, namely the Kalman-Yakubovich-Popov inequality. We will see in Section 7 that positive semi-definiteness on the unit circle of the Popov function is necessary for feasibility of the optimal control problem (9).
10 Throughout this chapter we will make use of the system (E,
we have invertible W, T ∈ K
n×n and a feedback matrix F ∈ K m×n such that
These transformations will allow us to extract an EDE formulation from the IDE problem. The next results are crucial for the proof of the KYP Lemma in the IDE case and are mainly adaptions of the corresponding results in [36, Section 4] .
Proof. By using (7) we obtain (17) be given. Further, let P = P * ∈ K n×n and set P F = W − * P W −1 and
. For the generalization of the KYP inequality to implicit difference equations we first need to understand relations between the different Popov functions and KYP inequalities corresponding to systems (17) and how they are related to explicit difference equations.
If We now turn to a reduction of the problem for systems ( (17) to the corresponding EDE system (17) is given in feedback equivalence form as in (3) and partitioned accordingly. Further, consider the corresponding EDE part (18) and partition the Hermitian matrix
Proposition 3.4. Consider the Popov function
Proof. We have
, and
Then we obtain We are now ready to state the generalization of the KYP lemma for IDEs.
Theorem 3.6 (KYP lemma for IDEs). Let (E, A, B, Q, S, R)
(a) If there exists some P ∈ K n×n that is a solution of (16) , then Φ(e iω ) 0 for all ω ∈ R with det(e iω E − A) = 0.
(b) If on the other hand (E, A, B) is R-controllable and Φ(e
Proof. We first show assertion (a). Assume that P ∈ K n×n fulfills the KYP inequality (16), i. e., M(P ) V (E, A, B) 0. Further, let ω ∈ R be such that det(e iω E − A) = 0. Then, by Lemma 3.2, together with Proposition 2.11(b), statement (a) follows due to
For part (b) assume that Φ(e iω ) 0 for all ω ∈ R with det(e iω E − A) = 0. For the system in feed-
m×m we obtain from Proposition 3.4(b) that Φ F (e iω ) 0 for all ω ∈ R also fulfilling det(e iω E F − A F ) = 0. In particular, by Proposition 2.8 for such ω we have det(e iω I n1 − A 11 ) = 0. Furthermore, by Proposition 2.13(b) the associated EDE system (I n1 , A 11 
This means we are in the situation of this theorem for explicit difference equations [34] for the EDE system (18) . Thus, applying Lemma 3.5 gives a solution P F of the KYP inequality (16) corresponding to the system (E F , A F , B F , Q F , S F , R F ). Then, using Lemma 3.3 completes the proof. (5) we obtain with (6) that
spans the system space V (EF , AF , BF ) and thus
we obtain as modified weights
Moreover, the associated EDE part as in (18) is given by
Thus, P 11 solves the KYP inequality
Therefore, choosing P 11 = −1, we have that
solves the KYP inequality (16) . In particular, by Theorem 3.6 we obtain that for the Popov functions Φ F (z) ∈ K(z) and Φ(z) ∈ K(z) we have Φ F (e iω ) 0 and Φ(e iω ) 0.
Remark 3.8. The result of Theorem 3.6 is analogous to the continuous-time result in [36] . To see this, replace positivity of the Popov function on the unit circle by positivity on the imaginary axis in (a) and replace M(P ) by its continuous-time analog. However, in [36] the assumption of R-controllability was alternatively replaced by the condition that the Popov function has full rank and (E, A, B) is sign-controllable. To adapt this to the discrete-time setting we would need a discrete-time analog of [11, Theorem 6.1], which provides the characterizations via sign-controllability in the ODE case.
Structure of Palindromic Matrix Pencils
In this section we are concerned with palindromic matrix pencils zA
n×n . For the investigation of these palindromic matrix pencils we first introduce so-called quasi-Hermitian matrices. Then we show characterizations of the inertia of palindromic matrix pencils similar to what was done in [10, 11, 35, 41] in the case of so-called even matrix pencils. The concept of quasi-Hermitian matrices is an extension to the notion of Hermitian and skew-Hermitian matrices. These are matrices A ∈ K n×n with the property A = e iω A * for some ω ∈ [0, 2π). They have the special property that every eigenvalue lies on the line with angle ω/2 through the origin.
We can extend the notion of inertia for Hermitian matrices to quasi-Hermitian matrices. 
Theorem 4.2. The inertia of a quasi-Hermitian matrix is invariant under congruence transformations. On the other hand, if
A, B ∈ K n×n are two quasi-Hermitian matrices having the same inertia with respect to the same ω ∈ [0, 2π), then there exists some invertible U ∈ K n×n such that
i. e., A and B are congruent.
Proof. See [16] .
We are now interested in a structure-preserving canonical form revealing the eigenstructure of a palindromic matrix pencil.
Theorem 4.3 (Palindromic Kronecker canonical form). [37] Let
n×n be a palindromic matrix pencil. Then there exists some invertible U ∈ C n×n such that
for some l ∈ N is in palindromic Kronecker canonical form (PKCF), where each block Table 3 and
is of one of the forms shown in
The PKCF is unique up to permutations of the blocks, and the quantities ε j ∈ {−1, 1} are called signcharacteristics.
A closely related version of the above theorem was developed in [15] . Remark 4.4. We have multiplied the sign-characteristics of the blocks of type P4 occurring in [37] with −1 in order to simplify some of the upcoming results. This is justified by the fact that ifD j (z) with sign-characteristicε j corresponds to a block of type P4 introduced in [37] , then D j (z) = −U * D j (z)U with
is a block of type P4 with sign-characteristic ε j = −ε j according to Theorem 4.3. Remark 4.5. By analyzing the eigenstructure of the blocks in the form (21) we obtain:
(a) Blocks of type P1 correspond to eigenvalues λ and 1/λ with |λ| = 1, i. e., these eigenvalues occur in pairs λ, 1/λ . In particular, this holds for the pairing {0, ∞}.
(b) Blocks of type P2, P3, and P4 correspond to eigenvalues λ with |λ| = 1.
(c) Blocks of type P5 correspond to rank deficiency of the pencil, i. e., they correspond to singular blocks.
Consider the palindromic matrix pencil P(z) = zA
n×n . By inserting e iω for the polynomial variable z we obtain P(e iω ) = e iω A * − A = ie
and hence
Thus, P(e iω ) is quasi-Hermitian and has well-defined inertia. Investigating the block structure of the PKCF leads to the following result.
Lemma 4.6. Assume that
kj ×kj , k j ∈ N, is given as in Table 3 .
Proof. See [2, Lemma 4.11].
Remark 4.7. The results from Lemma 4.6 can be used to determine the block structure of a pencil zA
n×n in the form (21), given the inertia patterns for ω ∈ [0, 2π). Note that blocks of type P1 have a very simple inertia pattern and thus from a general pattern
-except for the case where k 2 = 0, i. e., all blocks are of type P1 -we cannot tell whether or how many blocks of type P1 are present in the PKCF..
Inertia of Palindromic Pencils in Optimal Control
Let (E, A, B, Q, S, R) ∈ Σ w m,n (K) be given. We consider palindromic matrix pencils arising in the optimal control problem as in (14) of the form
If we insert e iω into (14) for z we obtain the quasi-Hermitian matrix
with 
Proof. See [2, Lemma 4.13]. First note that since (E, A, B) has no uncontrollable modes on the unit circle we can find a feedback matrix
n×n has no eigenvalues on the unit circle. Then by Lemma 3.3 and the fact that the palindromic pencil zA *
we can assume without loss of generality that (E, A) has no eigenvalues on the unit circle. Now we show that (a) implies (b). Therefore, assume that Φ(e iω ) 0 for all ω ∈ [0, 2π) . Then in particular we have
for all ω ∈ (0, 2π), where a : (0, 2π) → N 0 is some function which is zero for almost all ω ∈ (0, 2π 
for ω ∈ (0, 2π). Again, by Theorem 4.2 the inertia of e iω A * − A coincides with the inertia of the PKCF of zA * − A as in (21) evaluated at e iω . Since by Theorem 4.3 the block structure of the PKCF is uniquely determined, we can proceed by identifying blocks by their inertia patterns.
Note that rk K(z) (zA * − A) = 2n + q, since zA * − A can only have a finite amount of rank drops and due to Lemma 5.1 and the regularity of zE − A there exist infinitely many values λ ∈ C for which rk(λA * − A) = 2n + q. From Lemma 4.6 we can infer that we have exactly 2n + m − (2n + q) = m − q blocks of type P5 in the PKCF of zA * − A, since these are the only rank deficient blocks. Thus, since rk(A * −A) = 2r, where r := rk [E − A B], the number of blocks of type P2 or P4 corresponding to an eigenvalue λ = 1 is exactly 2(n − r) + q. Then, removing the blocks of type P5 from the PKCF of zA * − A yields a matrix pencil zA *
(2n1+q)×(2n1+q) in PKCF with full normal rank and inertia
In(e iω A * 1 − A 1 ) = (n 1 + q − a(ω), a(ω), n 1 ) on (0, 2π). Then, by Lemma 4.6, there are q blocks of type P2 with corresponding eigenvalue λ = 1 and positive sign-characteristic, since these are present in every combination of blocks with an inertia pattern of the form (k + 1, 0, k) independent of ω > 0 . Removing these blocks leads to the pencil zA *
2n2×2n2 in PKCF with inertia
In(e iω A * 2 − A 2 ) = (n 2 − a(ω), a(ω), n 2 ) on (0, 2π). Furthermore, from Lemma 4.6 we deduce that there are no blocks of type P2 corresponding to eigenvalues λ = e iθ , θ = 0. Thus, all blocks of type P3 have negative sign-characteristic, since these are the only blocks with an inertia pattern of the form (k − 1, 1, k) for exactly one value of ω > 0. This shows statement (i). Removing these blocks, we obtain a matrix pencil zA *
2n3×2n3 in PKCF with inertia
In(e iω A * 3 − A 3 ) = (n 3 , 0, n 3 ) on (0, 2π). The inertia pattern of zA * 3 − A 3 together with Lemma 4.6 reveals that the remaining blocks of type P2 corresponding to an eigenvalue λ = 1 are split up equally into those with positive and those with negative sign-characteristic. This shows (ii) and thus statement (b).
The proof that (c) follows from (b) is clear, since condition (i') follows immediately from condition (i) and conditions (ii) and (ii') coincide. Now let the conditions (i'), and (ii') hold. Again, by Lemma 5.1 and Theorem 4.2, for ω ∈ (0, 2π) we obtain In e iω A * − A = (n, 0, n) + In Φ(e iω )
and functions a i : (0, 2π) → N 0 , i = 1, 2, which are zero for almost all ω ∈ (0, 2π) such that m 1 + m 2 = q. We now have to show that m 2 = 0 = a 2 (ω). Then the blocks of type P2 with positive sign-characteristic are the only ones leading to an inertia pattern of the form (k + 1, 0, k) for ω > θ. The only blocks that could compensate the additional positive eigenvalue for ω > θ are blocks of type P2 with negative signcharacteristic. By condition (i') we are only allowed to take such blocks with θ = 0. By condition (ii') then we obtain that n + m 1 = (n + m 2 ) + q and thus m 2 = 0, m 1 = q. Hence, we have
Since the inertia of a quasi-Hermitian matrix by definition is a triple of non-negative integers, this implies a 2 ≡ 0 and thus Φ(e iω ) 0 for all ω ∈ (0, 2π). Then, by continuity, we also have that Φ(1) 0.
Example 5.3 (Example 2.7 revisited). We consider the system (E, A, B, Q, S, R) with corresponding system (E
in feedback equivalence form as in (4), (5), and Example 3.7. The associated palindromic pencil zA
5×5 as in (14) is given by
18
Transforming the matrix A to the corresponding matrix A F of the system in feedback equivalence form (5) via 
in PKCF as in (21) via
From (24) we see that the PKCF of zA * F − A F and thus also of zA * − A consists of a 2 × 2 block of type P1 corresponding to the eigenvalues {0, ∞}, a 2 × 2 block of type P1 corresponding to the eigenvalues {2 + √ 3, 2 − √ 3}, and a 1 × 1 block of type P2 corresponding to the eigenvalue 1. Furthermore, for the Popov function Φ F (z) it holds that rk K(z) Φ F (z) = 1. Thus, we have shown that the assumptions of Theorem 5.2(b) are fulfilled and hence Φ F (e iω ) 0 for all ω ∈ [0, 2π). Thus, we have confirmed the result obtained in Example 3.7.
Lur'e Equations
In this section we characterize solvability of Lur'e equations for explicit as well as for implicit difference equations in a similar way as in [36] for continuous-time systems. Finding a solution of the Lur'e equation means finding X = X * ∈ K n×n , K ∈ K q×n , and L ∈ K q×m such that
where q := rk K(z) Φ(z). If X is a solution of the KYP inequality (16), then we can always find K ∈ K p×n and L ∈ K p×m for some p ∈ N 0 such that (25) holds. The next result shows that for such solutions it holds that p ≥ q. Thus, in other words, we are interested in the existence of solutions of (25) with minimal rank q.
Proposition 6.1. Let (E, A, B, Q, S, R) ∈ Σ w m,n (K) be given and let
be a solution of the Lur'e equation (25) and assume, that for M ∈ K p×n and N ∈ K p×m also the triple (X, M, N ) fulfills (25) . Then we have q ≤ p and
Proof. See [2, Proposition 5.1].
Note that in the continuous-time case [36] instead of rank minimality the condition (26) was used to define solutions fo the Lur'e equation (25) . Proposition 6.1 shows that both versions are indeed equivalent. In the following we will derive certain deflating subspaces of BVD and palindromic matrix pencils, respectively, from a solution of the Lur'e equation (25) . First, we do this for the case of explicit difference equations. Afterwards, based on these results, we do the generalization to the implicit case with the help of feedback transformations similarly to the approach in Section 3.
Explicit Difference Equations
In the EDE case, i. e., systems (I n , A, B, Q, S, R) ∈ Σ w m,n (K) finding a solution of the Lur'e equation (25) reduces to:
The next result is an analogous version of [35, Lemma 12] for the discrete-time case.
Lemma 6.2. Let (I n , A, B, Q, S, R) ∈ Σ
w m,n (K) be given and let q = rk K(z) Φ(z). Furthermore, let Φ(e iω ) 0 for all ω ∈ [0, 2π) such that det(e iω I n − A) = 0 and let a Hermitian X ∈ K n×n be given with
Proof. The proof is analogous to the continuous-time case [35] and can be found in [2, Lemma 5.2].
Example 6.3 (Example 2.7 revisited). Consider the system (E, A, B, Q, S, R) as in (4) and Example 3.7.
We have seen in Example 3.7 that with (20) . In particular, we have that rk M s (P s ) = 1 = rk K(z) Φ s (z) for the Popov function Φ s (z) ∈ K(z) of the EDE system. Thus we obtain
and hence,
is a solution of the Lur'e equation (27) .
Now we are ready to show that the existence of a solution of the Lur'e equation (27) is equivalent to the existence of a certain deflating subspace of the palindromic matrix pencil as in (14) . This result is the continuous-time analog of [35, Theorem 11] . (27) .
the following holds: (i) The matrix
has full row rank n.
Proof. Denote by C ∈ K (n+m)×n and C c ∈ K (n+m)×m the right inverse and a basis matrix of the kernel of
respectively. Further let C
m×n , and C − 22 ∈ K m×m . First assume that there exists a solution (X, K, L) of (27) . Then we have Φ(e iω ) 0 for all ω ∈ [0, 2π) such that det(e iω I n − A) = 0 . Set
and
Property (i) follows, since
by assumption. For property (ii) we first note that for (30) we have
Then im Y is maximally (A * − A)-neutral if and only if imŶ is maximally E-neutral, wherê
On the one hand, imŶ is E-neutral, sincê
On the other hand, we have that n + m = rkŶ and the rank of every E-neutral space is bounded from above by n + m. Therefore, imŶ is maximally E-neutral which shows (ii). Finally, we have (iii) by
Now assume that we are in the situation of (b). Then by (ii), imŶ is maximally E-neutral for
and V and E as in (30) and (31) . By property (i) we obtain
Thus, there exists an invertible
Thus,Ŷ T 1 is still maximally E-neutral and we obtain
in particular X := −Ŷ µ1 is Hermitian. Hence, maximal E-neutrality implies full rank ofŶ u2 . Applying another column transformation toŶ via an invertible
22
Doing the backtransformation for Y we obtain
This implies
We partition zÊ −Â :
yielding I n = Z µÊ1 and thus rk Z µ = n. Therefore, there exists invertible
partitioned accordingly, we obtain
Thus, the first equation givesÊ 11 = I n ,Â 11 = A,Ê 12 = 0, andÂ 12 = B. For z = 1 we obtain from (32) that 
Multiplying from the right with C results in
Inserting this relation into (32) for z = ∞ gives
which leads to
Further, by Lemma 3.2, for ω ∈ [0, 2π) we can rewrite Φ(e iω ) as
and thus in (33) we even have equality. Therefore, we can apply Lemma 6.2 and hence, we have shown that (a) holds.
In the case of a BVD pencil we can prove a similar statement. (27) .
(ii) The space Y = im Y is maximally E e -neutral, where
Proof. See [2, Theorem 5.5].
Implicit Difference Equations
In this section we generalize the results from the previous section to implicit difference equations. As for the KYP inequality we need relations between the Lur'e equation (25) corresponding to the original system and the associated equation corresponding to the feedback equivalent system (E F , A F , B F , Q F , S F , R F ) ∈ Σ w m,n (K) as in (17) . These findings are related to the results in [36] in the continuous-time case. Lemma 6.6. Let (E, A, B, Q, S, R 
is a solution of (25) associated to the feedback system
as in (17), i. e.,
Proof. First note that for
In addition, by Proposition 3.4(a) we obtain that q = rk K(z) Φ(z) = rk K(z) Φ F (z). Thus, Lemma 3.3 immediately yields the assertion.
Moreover, we now characterize the connection between the Lur'e equation (25) corresponding to the sys- m,n (K) in feedback equivalence form as in (17) and the Lur'e equation (27) corresponding to the associated EDE part as in (18) . (34) partitioned according to the block structure of the feedback equivalence form.
Lemma 6.7. Let (E, A, B, Q, S, R) ∈ Σ w m,n (K) be given and consider the system (E
Then (27) for the EDE system
as in (18) .
For the rest of this chapter we assume that (E, A, B, Q, S, R) ∈ Σ w m,n (K) is I-controllable, i. e., there exists a feedback F ∈ K m×n such that the system
as in (17) is in feedback equivalence form such that n 3 = 0. This is justified by the fact that the subsystem described by (E 33 , I n3 , 0) ∈ Σ m,n3 (K) obtained from the feedback equivalence form (3) has only the zero solution and thus does not contribute to the dynamics of the system. Indeed, in the proofs of Lemma 3.5 and Lemma 6.7 the parts of (E F , A F , B F , Q F , S F , R F ) corresponding to the last n 3 variables do not contribute to the analysis. The following proposition makes this precise, using the same projection ansatz as in [36, Theorem 5.9] .
where (25) .
Then there exist invertibleÛ andǓ such that
U * (zE − A)Ǔ =   zE s − A s 0 0 − D * 0 zI n2 0 −I n2 0   .(X, K, L) ∈ K n×n × K q×n × K q×m of the Lur'e equation(b) It holds that Φ(e iω ) 0 for all ω ∈ [0, 2π) such that det(e iω E − A) = 0. Furthermore, there exist matrices Y µ , Y x ∈ K n×(n+m) , Y u ∈ K m×(n+m) and Z µ , Z x ∈ K n×(n+q) , Z u ∈ K m×(n+q) such that for Y =   Y µ Y x Y u   , Z =   Z µ Z x Z u  
the following holds: (i) The matrix
(iii) It holds that
Proof. First we show that the statement is invariant under feedback transformations. Therefore, assume we have given the system (E F , A F , B F , Q F , S F , R F ) ∈ Σ w m,n (K) in feedback equivalence form as in (17) such that n 3 = 0 with corresponding transformation matrices W and T F and corresponding palindromic pencil zA * F − A F as in (14) . Then by Lemma 6.6, part (a) is equivalent to the existence of a solution (34) of the Lur'e equation (25) corresponding to (E F , A F , B F , Q F , S F , R F ) .
To show the equivalence of statement (b) to according statements for the system in feedback equivalence form let
and set
Then A F = U * F AU F and statement (i) is equivalent to 
by the definition of A F , Y F and Z F . Hence, we have shown that it is sufficient to prove the equivalence between (a) and (b) for the system
Now we show that statement (b) follows from statement (a). From Lemma 6.7 we infer that (
) is a solution of the Lur'e equation (27) for the EDE system
as in (18) . By denoting the corresponding palindromic pencil arising in the optimal control problem by zA * s − A s as in (36), Theorem 6.4 implies the existence of (28) and
as in (29) 
From Lemma 6.9 we obtain an invertible transformation matrixÛ ∈ K (2n+m)×(2n+m) as in (37) such that
with
By inspecting the proof of Theorem 6.4 we find that
Thus we haveŶ
and we obtain that imŶ is n + m dimensional and (
Transforming the quantities in (40) to feedback equivalence form (17) we obtain
Z F :=Û − * Ẑ , and
Then we obtain property (i) by
Property (ii) follows from the fact that imŶ is n + m dimensional and (Â * −Â)-neutral. Furthermore, by Proposition 2.11(a) we have property (iii). Altogether, this shows statement (b). Now assume that (b) holds for the system (E F , A F , B F , Q F , S F , R F ) in feedback equivalence form, i. e., properties (i)-(iv) are satisfied. From these properties we construct a deflating subspace for the palindromic pencil zA * s − A s such that we can apply Theorem 6.4. Therefore, with the help of by Proposition 2.11(a) and (iii) we accordingly partition Y F into
and denote byÂ andÛ the matrices we obtain from Lemma 6.9 such that (39) holds. Then, forŶ :
Thus, imŶ is n + m dimensional by property (ii) and (Â * −Â)-neutral. In particular we obtain
and hence Y µ13,F = 0. This shows that the matrix
has full column rank and thus its image is also maximally (A * s − A s )-neutral. This, together with the fact that rkŶ = n + m, allows us to perform a column transformation ofŶ via
with some Hermitian X 11 ∈ K n1×n1 , similar as in the proof of Theorem 6.4. Set
(a) The matrix pencil zẼ −Ã ∈ K[z] (n+q)×(n+m) that we have obtained in the proof of Theorem 6.11 fulfills rk K(z) (zẼ −Ã) = n + q by Proposition 6.1, since
In particular, this means that the existence of solutions of (25) implies the existence of a deflating subspace of the palindromic pencil zA * − A.
(b) In the proof of Theorem 6.11 we have constructed a deflating subspace im Y F as in (41) for the system
Lur'e equation (25) . From here we can construct a deflating subspace im Y for the original system by using (38) . By Lemma 6.7 it is justified to set
Thus, we have (4) and Example 3.7. Note that since n 3 = 0 in (5), the system (E, A, B) is I-controllable according to Table 2 . We have seen in Example 6.3 that
is a solution of the Lur'e equation (27) corresponding to the EDE system (I n1 , A s , B s , Q s , S s , R s ) as in (20) . By Lemma 6.7 we obtain that
solves the Lur'e equation of the system in feedback equivalence form. Therefore, by Lemma 6.6 we see that
solves the Lur'e equation (25) corresponding to the original system. Thus, according to Remark 6.12 the matrix Y ∈ K 5×3 defined by
is a basis matrix of the deflating subspace of the palindromic pencil in (23) .
As in the EDE case we can show a similar statement for BVD pencils as in (12) . (25) .
the following holds:
has rank n 1 .
(ii) The space Y = im Y is of dimension n + m and E e -neutral, where
(iii) It holds that
Proof. See [2, Theorem 5.14].
Remark 6.15. Let an I-controllable system (E, A, B, Q, S, R) ∈ Σ w m,n (K) be given and let zE − A be the BVD pencil as in (12) . Further, assume that there exists a solution (X, K, L) of the Lur'e equation (25) .
(n+q)×(n+m) we obtain in the proof of Theorem 6.14 fulfills rk K(z) (zẼ −Ã) = n + q, see (44). In particular, this means that the existence of solutions of (25) implies the existence of a deflating subspace of the BVD pencil zE − A.
(b) In the proof of Theorem 6.14 we have constructed a deflating subspace Y F for the weighted system
Lur'e equation (25) . From here we can construct a deflating subspace Y for the original system. By Lemma 6.7 it is justified to set
Thus we have
where V 1 , V 2 are as in (46) and which is trivially fulfilled. Therefore, for sufficiently small h we may assume validity of this assumption.
Application to Optimal Control
In this section we discuss the structure of solutions of the discrete-time optimal control problem (9) corresponding to the system (E, A, B, Q, S, R) ∈ Σ w m,n (K) based on the results from the previous subsection. First we show relations between so-called stabilizing solutions of the Lur'e equation (25) and feasibility of the optimal control problem. Then we show characterizations for the existence and uniqueness of the optimal control.
Stabilizing solutions
In this subsection we state several discrete-time versions of results from [17] . If not explicitly stated otherwise, these results can be proven analogously, i. e., by using the same algebraic transformations and the identical properties of the solution operators. 
for all λ ∈ C with |λ| ≥ 1.
The following is an adaptation of [17, Proposition 6.4(b)].
Proposition 7.2. Let (E, A, B) ∈ Σ m,n (K) be I-controllable. If for every ε > 0 and every
for all λ ∈ C with |λ| > 1.
Proof. The major part of the proof is completely analogous to the continuous-time case, since only algebraic operations and the linearity of the shift operator is used. The basic idea is that the relation (50) is equivalent to the fact that the Kronecker canonical form of the matrix pencil 
Here we show, that all blocks of type K1 fulfill |λ| ≤ 1. To this end we thus proof the following fact: Let a block of the KCF of the form zF
k×k be given. If for any v 0 ∈ C k and any ε > 0 there exists a v ∈ ℓ 2 (C k ) such that v 0 = v 0 and σv − Gv < ε, then |λ| ≤ 1. For the sake of a contradiction, assume that |λ| > 1. Then the eigenvalue 1 λ of G −1 fulfills 1 |λ| < 1 and thus there exists positive definite P such that
. Then for any v 0 ∈ C k \ {0} and w := σv − Gv with w 2 ℓ2 < ε one finds that
ℓ 2 <ε and thus in the limit caseε = lim j→∞ v *
If for every ε > 0 and every 
q×m is a stabilizing solution of the Lur'e equation (25) . Then any given sequence v ∈ ℓ 2 (K q ) can be approximated arbitrarily well by y = Kx + Lu and some
. In other words, for every ε > 0 and every
Proof. Since (X, K, L) is a stabilizing solution one can easily show that
Then the result is obtained by using the discrete-time version of [17, Proposition 6.4(a)]. The proof is tedious but analogous and relies on a discrete-time version of [17, Theorem 5.1], which relates the algebraic characterization (49) to the fact, that arbitrary sequences v ∈ ℓ 2 (K) can be approximated arbitrary well by y = Kx + Lu and given (
The argumentation uses the Hardy space
dω < ∞ and revolves around the fact, that the multiplication operator mapping the Z-transform of the input to the Z-transform of the output has dense range in H q 2 .
Feasibility
We characterize feasibility and structure of the optimal control problem with the existence of a stabilizing solution of the Lur'e equation. First we show that the existence of a stabilizing solution implies feasibility and an explicit characterization of the optimal value function W + (Ex 0 ) for given x 0 ∈ W (E, A, B) . 
for all λ ∈ C with |λ| ≥ 1. Thus, (E, A, B, Q, S, R) is stabilizable. Let x 0 ∈ W (E, A, B) . Then, we have ( x, u ) ∈ B (E, A, B) with Ex 0 = Ex 0 and lim j→∞ Ex j = 0. By the definition of the system space V (E, A, B) ⊆ K n+m , we obtain x * j u * j * ∈ V (E, A, B) for all j ∈ N 0 . Thus, for
For j 1 = 0, j 2 → ∞ we thus obtain for the objective function J (x, u) that
and thus
Furthermore, since (X, K, L) is a stabilizing solution of the Lur'e equation (25) , for every
Since (X, K, L) is a stabilizing solution, using Lemma 7.4 for v = 0 we further conclude that
Next we show, that the opposite implication is also true, i. e., that feasibility implies the existence of a stabilizing solution of the Lur'e equation. (16) .
It remains to show, that X also induces a stabilizing solution of the Lur'e equation. Since X solves the KYP inequality there existK ∈ K p×n andL ∈ K p×m such that (25) and (51) hold. Thus, by (54) we obtain that for every x 0 ∈ W (E, A, B) and ε > 0 there exists ( x, u ) ∈ B (E, A, B) such that K x +Lu ℓ 2 < ε. Then, by Lemma 7.3 we also obtain a stabilizing solution of the Lur'e equation.
Existence and Uniqueness of Optimal Controls
In this section we discuss conditions for the existence and uniqueness of optimal controls. Based on the considerations of the previous subsections we pose these conditions in terms of the zero dynamics ZD (E, A, B Using the results of Proposition 2.15, we directly obtain the following corollary. (26) corresponding to a stabilizing solution of the Lur'e equation and the structure of the deflating subspaces of individual blocks of the PKCF in detail as in [41] . For brevity of the article we leave out this result here.
Application to palindromic and BVD matrix pencils
Let us now discuss implications of the aforementioned results for the structure of optimal control with respect to the associated palindromic and BVD matrix pencils. Thus, assume that (X, K, L) ∈ K n×n × K q×n × K p×m is a stabilizing solution of the Lur'e equation (25) . by Lemma 6.7 we can without loss of generality set X 12 = 0 and X 22 = 0. In addition, further assuming that rk E − A B = n, from Theorem 6.14 we obtain a deflating subspace Y ∈ K[z]
(2n+m)×(n+m) of the BVD pencil zE − A as in (12), i. e., we have Z ∈ K (2n+m)×(n+q) and a matrix pencil zĚ −Ǎ ∈ K[z] Since ( x j , u j ) ∈ V (E, A, B) , it follows with Proposition 2.11(a) that
for some x 1,j ∈ K n1 . Then by Lemma 6.7 and Lemma 6.6 we have that
In addition, from (19) we obtain
39
Thus, by equations (56) and (57) the right-hand-side of (55) 
Conclusions and Outlook
We have discussed several problems arising in the discrete-time linear-quadratic optimal control problem and we have seen their relations to the results that have been obtained in the continuous-time setting. In Section 3 we have discussed an extension of the Kalman-Yakubovich-Popov inequality for standard difference equations to the case of implicit difference equations. The characterizations are analogous to what was obtained in [36, 41] in the continuous-time case. Nonetheless, some more technical difficulties had to be tackled. For an analogous relaxation of the controllability assumption to sign-controllability we would need the discrete-time analog of of [11, Theorem 6.1] .
In Section 4 we further related the spectral properties of the palindromic pencil associated to the discretetime optimal control problem (9) to the positivity of the Popov function on the unit circle. To this end, we introduced the notion of quasi-Hermitian matrices which allows for a generalization of the concept of inertia.
In Section 6 we introduced Lur'e equations for explicit as well as for implicit difference equations. We have shown that solvability of these equations is equivalent to the existence of certain deflating subspaces of the BVD and palindromic pencil arising in the discrete-time control problem (9) . In the palindromic case we needed the additional assumption that the given system is controllable at the eigenvalue one, which can always be achieved for discrete-time systems originating from discretization. It is an open question whether this condition can be dropped if the latter is not the case.
In Section 7 we have seen how we can use these results to characterize feasibility of the optimal control problem as well as existence and uniqueness of optimal controls. Furthermore, we have shown how the deflating subspaces are related to the solutions of the related two-point boundary value problems.
