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Abstract
The process of dynamic state estimation (filtering) based on point pro-
cess observations is in general intractable. Numerical sampling techniques
are often practically useful, but lead to limited conceptual insight about
optimal encoding/decoding strategies, which are of significant relevance
to Computational Neuroscience. We develop an analytically tractable
Bayesian approximation to optimal filtering based on point process ob-
servations, which allows us to introduce distributional assumptions about
sensor properties, that greatly facilitate the analysis of optimal encoding
in situations deviating from common assumptions of uniform coding. Nu-
merical comparison with particle filtering demonstrate the quality of the
approximation. The analytic framework leads to insights which are diffi-
cult to obtain from numerical algorithms, and is consistent with biological
observations about the distribution of sensory cells’ tuning curve centers.
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1 Introduction
A key task facing natural or artificial agents acting in the real world is that of
causally inferring a hidden dynamic state based on partial noisy observations.
This task, referred to as filtering in the engineering literature, has been ex-
tensively studied since the 1960s, both theoretically and practically (e.g., [1]).
For the linear setting with Gaussian noise and quadratic cost, the solution is
well known both for discrete and continuous times, leading to the celebrated
Kalman and the Kalman-Bucy filters [2, 3], respectively. In these cases the
exact posterior state distribution is Gaussian, resulting in closed form recur-
sive update equations for the mean and variance, yielding finite-dimensional
filters. However, beyond some very specific settings [4], the optimal filter is
infinite-dimensional and impossible to compute in closed form, requiring either
approximate analytic techniques (e.g., the extended Kalman filter (e.g., [1]),
the unscented filter [5], the cubature filter [6]) or numerical procedures (e.g.,
particle filters [7]). The latter usually require time discretization and a finite
number of particles, resulting in loss of precision in a continuous time context.
The present work is motivated by the increasingly available data from neuro-
science, where the spiking activity of sensory neurons gives rise to Point Process
(PP)-like activity, which must be further analyzed and manipulated by networks
of neurons, in order to estimate attributes of the external environment (e.g., the
location and velocity of an object), or to control the body, as in motor con-
trol, based on visual and proprioceptive sensory inputs. In both these cases
the system faces the difficulty of assessing, in real-time, the environmental state
through a large number of simple, restricted and noisy sensors (e.g., [8]). Ex-
ample of such sensory cells are retinal ganglion cells, auditory (cochlear) cells
and proprioceptive stretch receptors. In all these cases, information is conveyed
to higher brain areas through sequences of sharp pulses (spikes) delivered by
the responses of large numbers of sensory cells (about a million such cells in
the visual case). Each sensory cell is usually responsive to a narrow set of at-
tributes of the external stimuli (e.g., positions in space, colors, frequencies etc.).
Such cells are characterized by tuning functions or tuning curves, with differ-
ential responses to attributes of the external stimulus. For example, a visual
cell could respond with maximal probability to a stimulus at a specific location
in space and with reduced probability to stimuli distanced from this point. An
auditory cell could respond strongly to a certain frequency range and with di-
minished responses to other frequencies, etc. In all these cases, the actual firing
of cells is random (due to stochastic elements in the neurons, e.g., ion channels
and synapses), and can be described by PP with rate determined by the input
and by the cell’s tuning function [8]. A particularly important and ubiquitous
phenomenon in biological sensory systems is sensory adaptation, which is the
stimulus-dependent modification of system parameters in a direction enhanc-
ing performance. Such changes usually take place through the modification of
tuning function properties, e.g., the narrowing of tuning curve widths [9, 10],
the change of tuning curve heights [11], or the shift of the center position of
tuning curves [12]. In the sequel we refer to the process of setting the neurons’
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sensory tuning functions as encoding, and to the process of reconstructing the
state based on the PP observations as decoding.
Inferring the hidden state under such circumstances has been widely stud-
ied within the Computational Neuroscience literature, mostly for static stimuli,
homogeneous and equally-spaced tuning functions, and using various approxi-
mations to the reconstruction error, such as the Fisher information. In this work
we are interested in setting up a general framework for PP filtering in continu-
ous time, and establishing closed-form analytic expressions for an approximately
optimal filter (see [13, 14, 15] for previous work in related, but more restrictive,
settings). We aim to characterize the nature of near-optimal encoders, namely
to determine the structure of the tuning functions for optimal state inference. A
significant advantage of the closed form expressions over purely numerical tech-
niques is the insight and intuition that is gained from them about qualitative
aspects of the system. Moreover, the leverage gained by the analytic computa-
tion contributes to reducing the variance inherent to Monte Carlo approaches.
Note that while this work has been motivated by neuroscience, it should be
viewed as a contribution to the theory of point process filtering.
Technically, given the intractable infinite-dimensional nature of the posterior
distribution, we use a projection method replacing the full posterior at each
point in time by a projection onto a simple family of distributions (Gaussian in
our case). This approach, originally developed in the Filtering literature [16, 17],
and termed Assumed Density Filtering (ADF), has been successfully used more
recently in Machine Learning [18, 19]. We are aware of a single previous work
using ADF in the context of point process observations ([20]), where it was used
to optimize encoding by a population of two neurons.
Filtering PP observations based on multi-variate dynamic states in contin-
uous time has received far less attention in the engineering literature than fil-
tering based on more standard observations. While a stochastic PDE for the
infinite-dimensional posterior state distribution can be derived under general
conditions [21] (see also [22]), these equations are intractable in general, and
cannot even be qualitatively analyzed. This led [23] to consider a special case
where the rate functions for the PP were homogeneous Gaussians, leading to a
posterior Gaussian distribution of the state, giving rise to simple exact filtering
equations for the posterior mean and variance of the finite-dimensional posterior
state distribution. However, in our present setting we are motivated to study
inhomogeneous rate functions which lead to non-Gaussian infinite-dimensional
posterior distributions necessitating the introduction of finite-dimensional ap-
proximations. Beyond neuroscience, PP based filtering has been used for po-
sition sensing and tracking in optical communication [24, sec. 4], control of
computer communication networks [25], queuing [26] and econometrics [27], al-
though our main motivation for studying optimal sensory encoding arises from
neuroscience. Based on this motivation, we sometimes refer to point events as
“spikes”.
The main contributions of the paper are the following: (i) Derivation of
closed form recursive expressions for the continuous time posterior mean and
variance within the ADF approximation, allowing for the incorporation of dis-
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Figure 1: Problem setting
tributional assumptions over sensory variables (going beyond homogeneity as-
sumptions used so far). (ii) Demonstrating the quality of the ADF approxima-
tion by comparison to state of the art particle filtering simulation methods. (iii)
Characterization of optimal adaptation (encoding) for sensory cells in a more
general setting than hitherto considered. (iv) Demonstrating the interesting
interplay between prior information and neuronal firing, showing how in certain
situations, the absence of spikes can be highly informative. Preliminary results
discussed in this paper were presented at a conference [28]. The present paper
provides a rigorous formulation of the mathematical framework and closed-form
expressions for cases that were not discussed in [28], including finite, possibly
heterogeneous, mixtures of Gaussian and uniform population.
2 Problem Formulation
2.1 Heuristic formulation
We consider a dynamical system with state Xt ∈ Rn, for t ∈ [0,∞), observed
through an array of sensors. Heuristically, we assume the i-th sensor generates
a random point in response to Xt = x with probability λt (x; yi) dt in the time
interval [t, t + dt), where yi ∈ Y is a parameter of the sensor. For example,
in the case of auditory neurons, yi may be the tuning curve center of the i-th
neuron, corresponding to the frequency for which it responds with the highest
firing rate. In this case the space Y would be the space of frequencies.
We assume that givenXt = x, points are generated independently of the past
of X and of previously generated points from all sensors. Each generated point
is “marked” with the parameter yi of the sensor that generated it. We therefore
describe the observations by a marked point process, i.e., a random counting
measure N on [0,∞) × Y where Y is the mark space, and the observations
available at time t are the restriction of N to the set [0, t]×Y. Such a process
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may also be described as a vector of (unmarked) point processes, one for each
sensor; however, we adopt the marked point process view to allow taking the
limit of infinitely many sensors, as described below. Figure 1 illustrates this
setting in a biological context, where the sensors are neurons and the points
events are spikes (action potentials).
We denote by f the counting measure of sensor marks over the mark space
Y, i.e., f =
∑
i δyi , where δy is the Dirac delta measure at y. Then the marked
process Nt has the measure-valued random process λt (Xt; y) f (dy) as its inten-
sity kernel (see, e.g., [26], Chapter VIII), meaning that the rate (or intensity)
of points with marks in a set Y ⊆ Y at time t is∑
i:yi∈Y
λt (Xt; yi) =
ˆ
Y
λt (Xt; y) f (dy) .
Thus, the dynamics of N may be described heuristically by means of the inten-
sity kernel as
E
[
N (dt, dy) |X[0,t], N[0,t]
]
= λt (Xt; y) f (dy) dt. (1)
Continuing the auditory example, the expected instantaneous total rate of spikes
from all neurons which are tuned to a frequency within the range [ymin, ymax]
(conditioned on the history of the external state and of neural firing) would be
given by the integral of λt (Xt; y) f (dy) over this range of frequencies.
We generalize this model by allowing f to be an arbitrary measure onY (not
necessarily discrete). A continuous measure may be useful as an approximate
model for the response of a large number of sensors, which may be easier to
analyze than its discrete counterpart. For example, a simplifying assumption
in some previous works is that tuning curve centers are located on an equally-
spaced grid (e.g., [23, 29, 30]). In the limit of infinitely many neurons, this is
equivalent to taking f to be the Lebesgue measure—the uniform “distribution”
over the entire space.
2.2 Rigorous formulation
We now proceed to describe our model more rigorously. We assume the state
Xt ∈ Rn obeys a Stochastic Differential Equation (SDE)
dXt = A (Xt) dt+B (Ut) dt+D (Xt) dWt, (t ≥ 0) , (2)
where A (·) , B (·) , D (·) are arbitrary functions such that the SDE has a unique
solution, U is a control process andW is a Wiener process. The initial condition
X0 is assumed to have a continuous distribution with a known density.
The observation process N is a marked point process with marks from a
measurable space (Y,Y), i.e., a random counting measure on [0,∞) ×Y. We
use the notation Nt (Y ) , N ([0, t]× Y ) for Y ∈ Y, and when Y = Y we omit
it and write simply Nt.
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Denote by (Ω,F , P ) the underlying probability space, and by X ,N the fil-
trations generated by X,N respectively, that is,
Xt , σ
(
X[0,t]
)
= σ {Xs : s ≤ t}
Nt , σ
(
N[0,t]×Y
)
= σ {N ((a, b]× Y ) : a < b ≤ t, Y ∈ Y}
where N[0,t]×Y is the measure N restricted to [0, t] × Y. We assume the
control process U is adapted to N . Let Bt = Xt ∨ Nt be the smallest σ-
algebra containing Xt and Nt. We assume that the process Nt (Y ) has an
intensity kernel with respect to B given by λt (Xt; y) f (dy) for some known
function λt (x; y) and measure f (dy) on Y, meaning that for each Y ∈ Y,
CYt ,
´ t
0
(´
Y
λs (Xs; y) f (dy)
)
ds is Bt-predictable and Nt (Y ) − CYt is a Bt-
martingale. This condition is the rigorous equivalent of (1) (see, e.g., [31] for
a discussion of this definition in the unmarked case). Note in particular that
the presence of feedback in (2), which may depend on the history of N , means
that N (Y ) is not in general a doubly-stochastic Poisson process, which forces
us to resort to a more sophisticated definition. Our results are applicable to this
general setting, and not restricted in application to doubly-stochastic Poisson
processes.
We define
λˆt (y) , E [λt (Xt; y) |Nt] ,
λˆft ,
ˆ
λˆt (y) f (dy) .
The measure λˆt (y) f (dy) is the intensity kernel of N with respect to its nat-
ural filtration N , i.e., ´
Y
λˆt (y) f (dy) is the intensity of Nt (Y ) w.r.t. N for
each Y ∈ Y (see [31], Theorem 2), and λˆft is the intensity of the unmarked
process Nt. For Y ∈ Y, the innovation process of Nt (Y ) is therefore Nt (Y ) −´ t
0
´
Y
λˆt (y) f (dy) ds, and accordingly we define the innovation measure I by
I (dt, dy) , N (dt, dy)− λˆt (y) f (dy) dt. (3)
2.3 Encoding and decoding
We consider the question of optimal encoding and decoding under the above
model. By decoding we mean computing (exactly or approximately) the full
posterior distribution of Xt given Nt. The problem of optimal encoding is
then the problem of optimal sensor configuration, i.e., finding the optimal rate
function λt (x; y) and population distribution f (dy) so as to minimize some
performance criterion. We assume the λt (x; y) and f (dy) come from some
parameterized family with parameter φ.
To quantify the performance of the encoding-decoding system, we summarize
the result of decoding using a single estimator Xˆt = Xˆt (Nt), and define the
Mean Square Error (MSE) as t , trace[(Xt−Xˆt)(Xt−Xˆt)T ]. We seek Xˆt and φ
that solve minφ minXˆt E [t] = minφ E[minXˆt E[t|Nt]]. The inner minimization
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problem in this equation is solved by the MSE-optimal decoder, which is the
posterior mean Xˆt = µt , E [Xt|Nt]. The posterior mean may be computed
from the full posterior obtained by decoding. The outer minimization problem is
solved by the optimal encoder. Note that, although we assume a fixed parameter
φ which does not depend on time, the optimal value of φ for which the minimum
is obtained generally depends on the time t where the error is to be minimized.
In principle, the encoding/decoding problem can be solved for any value of t.
In order to assess performance it is convenient to consider the steady-state limit
t→∞ for the encoding problem.
Below, we approximately solve the decoding problem for any t, for some spe-
cific forms of λt and f . We then explore the problem of choosing the steady-state
optimal encoding parameters φ using Monte Carlo simulations in a biologically-
motivated toy model. Note that if decoding is exact, the problem of optimal
encoding becomes that of minimizing the expected posterior variance.
Having an efficient (closed-form) approximate filter allows performing the
Monte Carlo simulation at a significantly reduced computational cost, relative to
numerical methods such as particle filtering. The computational cost is further
reduced by averaging the computed posterior variance across trials, rather than
the squared error, thereby requiring fewer trials. The mean of the posterior
variance equals the MSE (of the posterior mean), but has the advantage of
being less noisy than the squared error itself – since by definition it is the mean
of the square error under conditioning on Nt .
2.4 Special cases
To approximately solve the decoding problem in closed form, we focus on the
case of Gaussian sensors: each sensor is marked with y = (h, θ,R) where h ∈
R+, θ ∈ Rm, R ∈ Rm×m is positive semidefinite, m ≤ n, and
λt (x;h, θ,R) = h exp
(
−1
2
‖Hx− θ‖2R
)
, (4)
where ‖z‖2M , zTMz, and H ∈ Rm×n is a fixed matrix of full row rank, which
maps the external state from Rn to “sensory coordinates” in Rm. Here, h is
the tuning curve height, i.e., the maximum firing rate of the sensor; θ is the
tuning curve center, i.e., the stimulus value in sensory coordinates which elicits
the highest firing rate; and R is the precision matrix of the Gaussian response
curve in the sensory space Rm. Following neuroscience terminology, we refer to
the tuning curve center θ as the sensor’s preferred stimulus. The inclusion of the
matrix H allows using high-dimensional models where only some dimensions are
observed, for example when the full state includes velocities but only locations
are directly observable. In the one-dimensional case, R−1/2 is the tuning curve
width.
We consider several special forms of the population distribution f(dh, dθ, dR)
where we can bring the approximate filter to closed form:
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2.4.1 A single sensor
f (dy) = δy (dy), where y = (h, θ,R).
2.4.2 Uniform population
Here h,R are fixed across all sensors, and f (dh′, dθ, dR′) = δh (dh′) δR (dR′) dθ.
2.4.3 Gaussian population
Abusing notation slightly, we write f (dh′, dθ, dR′) = δh (dh′) δR (dR′) f (dθ)
where
f (dθ) = N (θ; c,Σpop) dθ
= (2pi)
−n/2 |Σpop|−1/2 exp
(
−1
2
‖θ − c‖2Σ−1pop
)
dθ, (5)
for fixed c ∈ Rm, and positive definite Σpop.
We take f to be normalized, since any scaling of f may be included in the
coefficient h in (4), resulting in the same point-process. Thus, when used to ap-
proximate a large population of sensors, the coefficient h would be proportional
to the number of sensors.
2.4.4 Uniform population on an interval
In this case we assume a scalar state, n = m = 1, and
f (dθ) = 1[a,b] (θ) dθ, (6)
where similarly to the Gaussian population case, h and R are fixed. Unlike the
Gaussian case, here we find it more convenient not to normalize the distribution.
2.4.5 Finite mixtures
f (dy) =
∑
i αifi (dy) , where each fi is of one of the above forms. This form
is quite general: it includes populations where θ is distributed according to
a Gaussian mixture, as well as heterogeneous populations with finitely many
different values of R. The resulting filter derived below includes a term for each
component of the mixture.
3 Assumed Density Filtering
3.1 Exact filtering equations
Let P (·, t) denote the posterior density of Xt given Nt, and EtP [·] the posterior
expectation given Nt. The prior density P (·, 0) is assumed to be known.
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The problem of filtering a diffusion process X from a doubly stochastic
Poisson process driven by X is formally solved in [21]. The result is extended
to general marked point processes in the presence of feedback in [23], where the
authors derive a stochastic PDE for the posterior density, which in our setting
takes the form
dP (x, t) =L∗tP (x, t) dt+ P
(
x, t−
)ˆ
y∈Y
λt− (x; y)− λˆt− (y)
λˆt− (y)
I (dt, dy) , (7)
where Lt is the state’s posterior infinitesimal generator (Kolmogorov’s back-
ward operator), defined as Ltf (x) = lim∆t→0+ (E [f (Xt+∆t) |Bt]− f (x)) /∆t,
L∗t is Lt’s adjoint operator (Kolmogorov’s forward operator), and I is defined
in (3). Expressions including t− are to be interpreted as left limits1. Note that
the discrete part of the measure I (dt, dy), namely N (dt, dy), contributes a dis-
continuous change in the posterior at each spike time. Also note that in this
closed-loop setting, the infinitesimal generator is itself a random operator, due
to its dependence on past observations through the control law.
The stochastic PDE (7) is non-linear and non-local (due to the dependence
of λˆt (y) on P (·, t)), and therefore usually intractable. In [23, 30] the authors
consider linear dynamics with a Gaussian prior and Gaussian sensors with cen-
ters distributed uniformly over the state space. In this case, the posterior is
Gaussian, and (7) leads to closed-form ODEs for its moments. In our more
general setting, we can obtain exact equations for the posterior moments, as
follows.
Let µt , EtPXt, X˜t , Xt−µt,Σt , EtP [X˜tX˜Tt ]. Using (7), along with known
results about the form of the infinitesimal generator Lt for diffusion processes
(e.g. [32], Theorem 7.3.3), the first two posterior moments can be shown to
obey the following equations2:
dµt =
(
EtP [A (Xt)] +B (Ut)
)
dt+
ˆ
Y
Et−P [ωt− (y)Xt− ] I (dt, dy) (8)
dΣt = E
t
P
[
A
(
Xt(y)
)
X˜Tt + X˜tA (Xt)
T
+D (Xt)D (Xt)
T
]
dt
+
ˆ
Y
Et
−
P
[
ωt− (y) X˜t−X˜
T
t−
]
I (dt, dy)
−
ˆ
Y
Et
−
P [ωt− (y)Xt− ] E
t−
P
[
ωt− (y)X
T
t−
]
N (dt, dy) (9)
where
ωt (y) ,
λt (Xt; y)
λˆt (y)
− 1,
and similarly we write ωt (x; y) , λt (x; y) /λˆt (y)− 1.
1The formulation in [23] does not include left limits, since it uses conditioning only on the
strict past, resulting in a left-continuous posterior. Our definition of Nt includes the current
time t, following the convention used in [31] and others, so that left limits are required at
spike times.
2see [15] for derivation between spikes, or [31] for a derivation of (8) via a different method
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In contrast with the more familiar LQG problem and the Kalman-Bucy
filter, here the posterior variance is random, and is generally not monotoni-
cally decreasing even when estimating a constant state. However, noting that
E [I (dt, dy)] = 0, we may observe from (9) that for a constant state (A = D = 0),
the expected posterior variance E [Σt] is decreasing.
Equations (8)-(9) are written in terms of the innovation process I (dt, dy) and
the original point process. Although this formulation highlights the relation to
the Kalman-Bucy filter, we will find it useful to rewrite them in a different form,
as follows,
dµt = dµ
pi
t + dµ
c
t + dµ
N
t ,
dΣt = dΣ
pi
t + dΣ
c
t + dΣ
N
t ,
where dµpit , dΣpit are the prior terms, corresponding to L∗tP (x, t) in (7), and the
remaining terms are divided into continuous update terms dµct , dΣct (multiplying
dt) and discontinuous update terms dµNt , dΣNt (multiplying N (dt, dy)). Using
(3), we find
dµpit = E
t
P [A (Xt)] dt+B (Ut) dt (10)
dΣpit = E
t
P
[
A (Xt) X˜
T
t + X˜tA (Xt)
T
+D (Xt)D (Xt)
T
]
dt (11)
dµct = −
ˆ
Y
EtP [ωt (y)Xt] λˆt (y) f (dy) dt (12)
dΣct = −
ˆ
Y
EtP
[
ωt (y) X˜tX˜
T
t
]
λˆt (y) f (dy) dt (13)
dµNt =
ˆ
Y
Et−P [ωt− (y)Xt− ]N (dt, dy) (14)
dΣNt =
ˆ
Y
(
Et
−
P
[
ωt− (y) X˜t−X˜
T
t−
]
(15)
− Et−P [ωt− (y)Xt− ] Et
−
P
[
ωt− (y)X
T
t−
])
N (dt, dy) .
The prior terms dµpit , dΣpit represent the known dynamics of X, and are the
same terms appearing in the Kalman-Bucy filter. These would be the only
terms left if no measurements were available, and would vanish for a static
state. The continuous update terms dµct , dΣct represent updates to the posterior
between spikes that are not derived from X’s dynamics, and therefore may be
interpreted as corresponding to information obtained from the absence of spikes.
The discontinuous update terms dµNt , dΣNt contribute a change to the posterior
at spike times, depending on the spike’s mark y, and thus represent information
obtained from the presence of a spike as well as its associated mark.
Note that only the continuous update terms depend explicitly on the pop-
ulation distribution f . Discontinuous updates depend on the population dis-
tribution only indirectly through their influence on the statistics of the point
process N .
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3.2 ADF approximation
While equations (10)-(15) are exact, they are not practical, since they require
computation of the full posterior EtP [·]. To bring them to a closed form, we use
ADF with an assumed Gaussian density (see [18] for details). Informally, this
may be envisioned as integrating (10)-(15) while replacing the distribution P by
its approximating Gaussian “at each time step”. The approximating Gaussian
is obtained by matching the first two moments of P [18]. Note that the solution
of the resulting equations does not in general match the first two moments
of the exact solution, though it may approximate it. Practically, the ADF
approximation amounts to substituting the normal distribution N (x;µt,Σt) for
P (x, t) to compute the expectations in (10)-(15).
If the dynamics are linear, the prior updates (10)-(11) are easily computed
in closed form after this substitution. Otherwise, they may be approximated
assuming the non-linear functions A(x) and D (x)D (x)T may be written as
power series, using well-known results about the moments of Gaussian vectors.
The next sections are therefore devoted to the approximation of the non-prior
updates (12)-(15).
3.3 Approximate form for Gaussian sensors
We now proceed to apply the Gaussian ADF approximation P (x, t) ≈ N (x;µt,Σt)
to (12)-(15) in the case of Gaussian sensors (4), deriving approximate filtering
equations written in terms of the population density f (dh, dθ, dR). Abusing
notation, from here on we use µt,Σt, and P (x, t) to refer to the ADF approxi-
mation rather than to the exact values.
To evaluate the posterior of expectations in (12)-(15) we first simplify the
expression
P (x, t)ωt (x; y) =
P (x, t)λt (x; y)´
P (ξ, y)λt (ξ; y) dξ
− P (x, t) . (16)
Using the Gaussian ADF approximation P (x, t) = N (x;µt,Σt) and (4), we find
P (x, t)λt (x;h, θ,R) =
= hN (x;µt,Σt) exp
(
−1
2
‖Hx− θ‖2R
)
=
h exp
(
− 12 ‖x− µt‖2Σ−1t −
1
2 ‖Hx− θ‖2R
)
√
(2pi)
n |Σt|
=
h√
(2pi)
n |Σt|
exp
(
−1
2
∥∥H−1r θ − µt∥∥2QRt − 12 ∥∥x− µθt∥∥2Σ−1t +HTRH
)
,
where H−1r is any right inverse of H, and
QRt , Σ−1t
(
Σ−1t +H
TRH
)−1
HTRH,
µθt ,
(
Σ−1t +H
TRH
)−1 (
Qtµt +H
TRθ
)
.
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An application of the Woodbury identity establishes the relationQRt = HTSRt H,
where
SRt ,
(
R−1 +HΣtHT
)−1
, (17)
yielding
P (x, t)λt (x;h, θ,R)
=
h√
(2pi)
n |Σt|
exp
(
−1
2
‖θ −Hµt‖2SRt −
1
2
∥∥x− µθt∥∥2Σ−1t +HTRH
)
, (18)
and by normalizing this Gaussian (see (16)) we find that
P (x, t)ωt (x;h, θ,R) = N
(
x;µθt ,
(
Σ−1t +H
TRH
)−1)− P (x, t)
yielding
EtP [ωt (h, θ,R)Xt] = µ
θ
t − µt
EtP
[
ωt (h, θ,R) X˜tX˜
T
t
]
=
(
Σ−1t +H
TRH
)−1
+
(
µt − µθt
) (
µt − µθt
)T − Σt.
Substituting the definition of µθt and simplifying using the Woodbury identity
yields
EtP [ωt (h, θ,R)Xt] = −ΣtHTSRt (Hµt − θ) ,
EtP
[
ωt (h, θ,R) X˜tX˜
T
t
]
= ΣtH
T
(
SRt (Hµt − θ) (Hµt − θ)T SRt − SRt
)
HΣt.
Plugging this result into (12)-(15) yields
dµct = ΣtH
T
ˆ
Y
SRt (Hµt − θ) λˆt (h, θ,R) f (dh, dθ, dR) dt (19)
dΣct = ΣtH
T
ˆ
Y
(
SRt − SRt (Hµt − θ) (Hµt − θ)T SRt
)
× λˆt (h, θ,R) f (dh, dθ, dR)HΣtdt (20)
dµNt = Σt−H
T
ˆ
Y
SRt− (θ −Hµt−)N (dt, d [h, θ,R]) (21)
dΣNt = −Σt−HT
ˆ
Y
SRt−N (dt, d [h, θ,R])HΣt− (22)
We also note that integrating (18) over x yields
λˆt (h, θ,R) = h
√∣∣SRt ∣∣
|R| exp
(
−1
2
‖θ −Hµt‖2SRt
)
, (23)
where we computed the coefficient using the equality
∣∣I + ΣtHTRH∣∣ = |R| / ∣∣SRt ∣∣,
derived by application of Sylvester’s determinant identity.
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To gain some insight into these equations, consider the case H = I. As seen
from the discontinuous update equations (21)-(22), when a spike with mark
(h, θ,R) occurs, the posterior mean moves towards the location mark θ, and the
posterior variance decreases (in the sense that Σt+ − Σt− is negative definite).
Neither update depends on h.
In the scalar case m = n = 1, with H = 1, σ2t = Σt, σ2r = R−1, a = A, d = D,
the discontinuous update equations (21)-(22) read
dµNt =
ˆ
Y
σ2t−
σ2t− + σ
2
r
(θ − µt−)N
(
dt, d
[
h, θ, σ2r
])
(24)
dΣNt = −
ˆ
Y
σ2t−
σ2t− + σ
2
r
σ2t−N
(
dt, d
[
h, θ, σ2r
])
(25)
The continuous mean update equation (19) also admits an intuitive inter-
pretation, in the case where all sensors share the same precision matrix R, i.e.
f (d [h, θ,R′]) = f (dh, dθ) δR (dR′). In this case, the equation reads
dµct = ΣtH
TSRt
(
Hµt −
ˆ
Y
θνt (θ) f (dh, dθ)
)
λˆft dt
where νt (θ) , λˆt (h, θ,R) /λˆft (which does not depend on h). The normalized
intensity kernel νt (θ) f (dh, dθ) may be interpreted heuristically as the distribu-
tion of the mark (h, θ) of the next event provided it occurs immediately. Thus,
the absence of events drives the posterior mean away from the expected location
of the next mark. The strength of this effect scales with λˆft , which is the rate of
the unmarked process Nt w.r.t. its natural filtration, i.e., the total expected rate
of spikes given the firing history. This behavior is qualitatively similar to the
result obtained in [13] for a finite population of sensors observing a continuous-
time finite-state Markov process, where the posterior probability between spikes
concentrates on states with lower total firing rate.
3.4 Closed form approximations in special cases
Using (23), we now evaluate the continuous update equations (19)-(20) for the
specific forms of the population distribution f (dy) listed in section 2.4. Note
that the discontinuous update equations (21)-(22) do not depend on the popu-
lation distribution f , and are already in closed form.
3.4.1 Single sensor
The result for a single sensor with parameters h, θ,R is trivial to obtain from
(19)-(20), yielding
dµct = ΣtH
TSRt (Hµt − θ) λˆft dt, (26)
dΣct = Σt−H
T
(
SRt − SRt (Hµt − θ) (Hµt − θ)T SRt
)
λˆftHΣt−dt, (27)
where λˆft = λˆt (h, θ,R) as given by (23), and SRt is defined in (17).
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3.4.2 Uniform population
Here all sensors share the same height h and precision R, whereas the loca-
tion parameter θ covers Rm uniformly, i.e. f (dθ) = dθ. A straightforward
calculation from (19)-(20) and (23) yields
dµct = 0, dΣ
c
t = 0, (28)
in agreement with the (exact) result obtained in [23], where the filtering equa-
tions only include the prior term and the discontinuous update term.
3.4.3 Gaussian population
Here R, h are constant, and f (dθ) is given in (5). Using (23),
λˆt (h, θ,R) f (dθ) = h
√∣∣SRt ∣∣
|R| exp
(
−1
2
‖θ −Hµt‖2SRt
)
N (θ; c,Σpop) dθ.
An analogous computation to the derivation of (18) and (23) above yields
λˆt (h, θ,R) f (dθ) = λˆ
f
t · N
(
θ;µft ,
(
Σ−1pop + S
R
t
)−1)
dθ,
λˆft =
ˆ
λˆt (h, θ,R) f (dθ)
= h
√∣∣ZRt ∣∣
|R| exp
(
−1
2
‖c−Hµt‖2ZRt
)
(29)
where
ZRt ,
(
Σpop +
(
SRt
)−1)−1
=
(
Σpop +R
−1 +HΣtHT
)−1
(30)
µft ,
(
Σ−1pop + S
R
t
)−1 (
SRt µt + Σ
−1
popc
)
.
Substituting into (19)-(20) and simplifying yields the following continuous up-
date equations
dµct = ΣtH
TZRt (Hµt − c) λˆft dt (31)
dΣct = ΣtH
T
(
ZRt − ZRt (Hµt − c) (Hµt − c)T ZRt
)
HΣtλˆ
f
t dt, (32)
where ZRt and λˆ
f
t are given by (30) and (29), respectively. These updates gen-
eralize the single-sensor updates (26)-(27), with the population center c taking
the place of the single location parameter, and ZRt substituting SRt . The single
sensor case is obtained when Σpop = 0.
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Figure 2: Continuous update terms as a function of the current posterior mean
estimate, for a 1-d state observed through a population of Gaussian sensors
(4). The population density is Gaussian on the left plot, and uniform on the
interval [−1, 1] on the right plot. The bottom plots shows the population density
f (dθ) /dθ and a tuning curve λt (x; θ) for θ = 0.
It is illustrative to consider these equations in the scalar case m = n = 1,
with H = 1. Letting σ2t = Σt, σ2r = R−1, σ2pop = Σpop yields
dµct =
σ2t
σ2t + σ
2
r + σ
2
pop
(µt − c) λˆft dt, (33)
dσ2,ct =
σ2t
σ2t + σ
2
r + σ
2
pop
(
1− (µt − c)
2
σ2t + σ
2
r + σ
2
pop
)
σ2t λˆ
f
t dt, (34)
where
λˆft = h
√
2piσ2rN
(
µt; c, σ
2
t + σ
2
r + σ
2
pop
)
.
Figure 2a demonstrates the continuous update terms (33)-(34) as a function
of the current mean estimate µt, for various values of the population variance
σ2pop, including the case of a single sensor, σ2pop = 0. The continuous update
term dµct pushes the posterior mean µt away from the the population center c
in the absence of spikes. This effect weakens as |µt − c| grows due to the factor
λˆft , consistent with the idea that far from c, the lack of events is less surprising,
hence less informative. The continuous variance update term dσ2,ct increases
the variance when µt is near θ, otherwise decreases it. This stands in contrast
with the Kalman-Bucy filter, where the posterior variance cannot increase when
estimating a static state.
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3.4.4 Uniform population on an interval
In this case R, h are constant, and f (dθ) is given in (6). Here we assume
m = n = 1 and H = 1, so (19)-(20) take the form
dµct =
σ2t
σ2t + σ
2
r
ˆ
θ∈R
(µt − θ) λˆt (θ) f (dθ) dt
dσ2,ct =
(
λˆft −
´
(θ − µt)2 λˆt (θ) f (dθ)
σ2t + σ
2
r
)
σ2t
σ2t + σ
2
r
σ2t dt
λˆt (θ) = h
√
2piσ2rN
(
θ;µt, σ
2
r + σ
2
t
)
,
where σ2t = Σt, σ2r = R−1, and we suppressed the dependence of λˆ on h,R
from the notation, since h,R are fixed. Let φ (x) = N (x; 0, 1) ,Φ (x) = ´ x−∞ φ.
A straightforward computation using the moments of the truncated Gaussian
distribution yields
λˆft =
ˆ b
a
λˆt (θ) dθ = h
√
2piσ2rZt,ˆ
(θ − µt) λˆt (θ) f (dθ) = −h
√
2piσ2r zt
√
σ2t + σ
2
r ,ˆ
(θ − µt)2 λˆt (θ) f (dθ) =
[
λˆft − h
√
2piσ2r z
′
t
] (
σ2t + σ
2
r
)
,
where
αt =
a− µt√
σ2t + σ
2
r
, Zt = Φ (βt)− Φ (αt) ,
βt =
b− µt√
σ2t + σ
2
r
, zt = φ (βt)− φ (αt) ,
z′t = βtφ (βt)− αtφ (αt) ,
yielding
dµct = h
√
2piσ2r
√
σ2t
σ2t + σ
2
r
ztσtdt (35)
dσ2,ct = h
√
2piσ2r
σ2t
σ2t + σ
2
r
z′tσ
2
t dt (36)
Figure 2b demonstrates the continuous update terms (35)-(36) as a function
of the current mean estimate µt. When the mean estimate is around an endpoint
of the interval, the mean update µct pushes the posterior mean outside the
interval in the absence of spikes. The posterior variance σ2t decreases outside
the interval, where the absence of spikes is expected, and increases inside the
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interval, where it is unexpected3. When the posterior mean is not near the
interval endpoints, the updates are near zero, consistently with the uniform
population case (28).
3.4.5 Finite Mixtures
Assume f is any finite mixture of measures
f (dy) =
∑
i
αifi (dy) ,
where fi is of one of the above forms. We note that the continuous updates
(12)-(13) are linear in f , so they are obtained by the appropriate weighted sums
of the filters derived above for the various special forms of fi.
In particular, for a general mixture of the first three forms4,
f (dh, dR, dθ) =
∑
i
αδi δhi (dh) δRi (dR) δθi (dθ)
+
∑
i
αUi δhUi (dh) δRUi (dR) dθ
+
∑
i
αNi δhNi (dh) δRNi (dR)N
(
θ; ci,Σ
(i)
pop
)
dθ,
the resulting continuous update terms are given by
dµct = ΣtH
T
(∑
i
αδiS
i
t (Hµt − θi) λˆt (hi, θi, Ri)
+
∑
i
αNi Z
i
t (Hµt − ci) λˆf,it
)
dt,
dΣct = ΣtH
T
{∑
i
αδi
[
Sit − Sit (Hµt − θi) (Hµt − θi)T Sit
]
λˆt (hi, θi, Ri)
+
∑
i
αNi
[
Zit − Zit (Hµt − ci) (Hµt − ci)T Zit
]
λˆf,it
}
HΣtdt,
where λˆt (h, θ,R) is given by (23), Sit = S
Ri
t , Z
i
t = Z
RNi
t as defined in (17),(30),
and similarly,
λˆf,it = h
N
i
√ ∣∣Zit ∣∣∣∣RNi ∣∣ exp
(
−1
2
‖ci −Hµt‖2Zit
)
3This holds only approximately, when the tuning curve width is not too large relative to
the size of the interval. For wider tuning curves the behavior becomes similar to the single
sensor case.
4In the one-dimensional case, the fourth form may be included similarly
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Figure 3: Two examples of a linear one-dimensional process observed through a
Gaussian population (5) of Gaussian sensors (4), filtered using the ADF approx-
imation (namely, equations (10)-(11),(19)-(20),(31)-(32)), and using a particle
filter. Each dot correspond to a spike with the vertical location indicating
the sensor’s location parameter θ. The approximate posterior means obtained
from ADF and particle filtering are shown in blue and red respectively, with
the corresponding posterior standard deviations in shaded areas of the respec-
tive colors. The curves to the right of the graph show the preferred stimulus
density (black), and a sensor’s response rate function (4) centered at θ = 0
(gray), arbitrarily normalized to the same height for visualization. The bot-
tom graph shows the posterior variance. Parameters used in both examples:
a = −0.1, d = 1, H = 1, σ2pop = 4, R−1 = 0.25, c = 0, µ0 = 0, σ20 = 1 (note the
different extent of the time axis). The observed processes were initialized from
their steady-state distribution. The dynamics were discretized with time step
∆t = 10−3. The particle filter uses 1000 particles with systematic resampling
(see, e.g., [7]) at each time step.
(cf. (29)). The uniform components of the mixture do not appear explicitly in
the filter, since the continuous update part vanishes for the uniform case (see
(28)), though they would influence the discontinuous update terms through their
effect on the statistics of N .
4 Evaluation of filter
4.1 Examples and comparison to particle filter
Since the filter (10)-(15) is based on an assumed density approximation, its
results may be inexact. We tested the accuracy of the filter in the Gaussian
population case (31)-(32), by numerical comparison with Particle Filtering (PF)
[7].
Figure 3 shows two examples of filtering a one-dimensional process observed
through a Gaussian population of Gaussian sensors (5), using both the ADF
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approximation (33)-(34) and a Particle Filter (PF) for comparison. See the
figure caption for precise details.
Figure 4 shows the distribution of approximation errors and their relation
to the deviation of the posterior from Gaussian. The deviation of the particle
distribution from Gaussian is quantified using the Kolmogorov-Smirnov (KS)
statistic supx |F (x)−G (x)| where F is the particle distribution cdf and G is
the cdf of a Gaussian matching F ’s first two moments. The approximation errors
plotted are the relative error in the mean estimate µ , (µADF − µPF) /σPF, and
the error in the posterior standard deviation estimate σ , σADF/σPF, where
µADF, µPF, σADF, σPF are, respectively, the posterior mean obtained from ADF
and PF, and the posterior variance obtained from ADF and PF. The observed
mean and standard deviation of the estimation errors are 0.0018 ± 0.0989 for
µ and 1.010± 0.101 for σ. The results suggest that the largest errors occur in
rare cases where the posterior diverges significantly from Gaussian, and involve
an overestimation of the posterior variance. Similar results were obtained with
different parameters.
4.2 Information gained between spikes
The filters derived above for various population distributions differ only in the
continuous update terms, which modify the posterior between spikes beyond
the prior terms derived from the state dynamics. We may therefore interpret
this term as corresponding to information gained by the absence of spikes. The
continuous update term vanishes in the uniform population filter of [23] (see
(28)), so that in the uniform case, between spikes the posterior dynamics are
identical to the prior dynamics. This reflects the fact that lack of spikes in a
time interval is an indication that the total firing rate is low; in the uniform
population case, this is not informative, since the total firing rate is independent
of the state.
Figure 5 (left) illustrates the contribution of the continuous update terms
(31)-(32) to filter performance. A static scalar state is observed by a Gaussian
population (4)-(5), and filtered twice: once with the correct value of σ2pop =
Σpop, and once with σpop → ∞, which yields µct = 0, recovering the uniform
population filter of [23]. Between spikes, the ADF estimate moves away from
the population center c = 0, whereas the uniform coding estimate remains fixed.
The size of this effect decreases with time, as the posterior variance estimate
(not shown) decreases. The reduction in filtering errors gained from the contin-
uous update terms is illustrated in Figure 5 (right). Despite the approximation
involved, the full filter significantly outperforms the uniform population filter.
The difference disappears as σpop increases and the population becomes uniform.
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Figure 4: Approximation errors (relative to particle filter) vs. KS statistic of
particle distribution. The KS statistic is plotted against the estimation errors
µ, σ (see main text). Each point corresponds to a single simulation time step.
The histograms show the distribution of the KS statistic, of µ and of σ. Results
obtained from 100 trials of length T = 1, with parameters as in Figure 3a.
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Figure 5: Left Illustration of information gained between spikes. A static state
Xt = 0.5, shown in a dotted line, is observed by a Gaussian population (5)
of Gaussian sensors (4), and filtered twice: with the correct value σ2pop = 0.5
(“ADF”, solid blue line), and with σ2pop = ∞ (“Uniform coding filter”, dashed
line), which is equivalent to ignoring the continuous update terms. Both filters
are applied to the same random realization of the observation process. The
curves to the right of each graph show the preferred stimulus density (black),
and a tuning curve centered at θ = 0 (gray). Both filters are initialized with
µ0 = 0, σ
2
0 = 1. Right Comparison of MSE for the ADF filter and the uniform
coding filter. The vertical axis shows the integral of the square error integrated
over the time interval [5, 10], averaged over 1000 trials. Shaded areas indicate
estimated errors, computed as the sample standard deviation divided by the
square root of the number of trials. Parameters in both plots are a = d = 0, c =
0, σ2pop = 0.5, σ
2
r = 0.1, H = 1, h = 10.
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5 Encoding
5.1 Motivation
We demonstrate the use of the Assumed Density Filter in determining optimal
encoding strategies, i.e., selecting the optimal sensor population parameters φ
(see Section 2.3 above). The study of optimal encoding has both biological and
engineering motivations. In the context of neuroscience, the optimal encod-
ing strategy may serve as a model for the observed characteristics of sensory
neurons, or for observed sensory adaptation (e.g., [8]). Several works have stud-
ied optimal neural encoding using Fisher information as a performance criterion.
Fisher information is easily computed from tuning functions in the case of static
state (e.g., [8]), and this approach completely circumvents the need to model
the decoding process. For example, in [33], the authors consider a scalar static
state observed by a parameterized population of neurons, and analytically opti-
mize the parameters based on Fisher information under a constraint on the total
expected rate of spikes. A few works (e.g. [29, 30]) consider the more difficult
problem of direct minimization of the MSE rather than the Fisher information,
by solving the corresponding filtering problem and measuring the MSE of dif-
ferent encoding parameters using Monte Carlo (MC) simulations. The filtering
problem is made tractable in [29] and [30] by assuming a uniform population
(equivalent to case 2 in Section 2.4) above. However, sensory populations are
often non-uniform (e.g. [34]), and sensory adaptation often modifies tuning
curves non-uniformly (e.g. [11]), which motivates our more general setting.
Optimization of sensor configuration and coding is also increasingly studied in
engineering contexts (e.g., [35, 36, 37, 38]), as networked filtering and control
are becoming ubiquitous. The latter studies are usually concerned with con-
tinuous observations (often linear), rather than PP based observations using
heterogeneous biologically motivated tuning functions as is done here.
5.2 Encoding example
To illustrate the use of ADF for the encoding problem, we consider a simple
example using a Gaussian population (5). We will study optimal encoding
issues in more detail in a sequel paper.
Previous work using a finite neuron population and a Fisher information-
based criterion [12] has suggested that the optimal distribution of preferred
stimuli depends on the prior variance. When it is small relative to the tuning
curve width, optimal encoding is achieved by placing all preferred stimuli at
a fixed distance from the prior mean. On the other hand, when the prior
variance is large relative to the tuning curve width, optimal encoding is uniform
(see figure 2 in [12]). These results are consistent with biological observations
reported in [34] concerning the encoding of aural stimuli.
Similar results are obtained with our model, as shown in Figure 6. Whereas
[12] implicitly assumed a static state in the computation of Fisher information,
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we use a time-varying scalar state. The state obeys the dynamics
dXt = aXtdt+ d dWt (a < 0) ,
and is observed through a Gaussian population (5) and filtered using the ADF
approximation. In this case, optimal encoding is interpreted as the simultaneous
optimization of the population center c and the population variance Σpop. The
process is initialized so that it has a constant prior distribution, its variance
given by d2/ (2 |a|). In Figure 6 (left), the steady-state prior distribution is
narrow relative to the tuning curve width, leading to an optimal population
with a narrow population distribution far from the origin. In Figure 6 (right),
the prior is wide relative to the tuning curve width, leading to an optimal
population with variance that roughly matches the prior variance.
Our approach, though more computationally expensive, offers two advan-
tages over the Fisher information-based method which is used in [12] and which
is prevalent in computational neuroscience. First, the simple computation of
Fisher information from tuning curves, commonly used in the neuroscience lit-
erature, is based on the assumption of a static state, whereas our method can
be applied in a fully dynamic context, including the presence of observation-
dependent feedback. Second, our approach allows the minimization of arbitrary
criteria, including the direct minimization of posterior variance or Mean Square
Error (MSE). Although, under appropriate conditions, Fisher information ap-
proaches the MSE in the limit of infinite decoding time, it may be a poor proxy
for the MSE for finite decoding times (e.g., [39, 29]), which are of particular
importance in natural settings and in control problems.
6 Conclusions
We have introduced an analytically tractable approximation to point process fil-
tering, allowing us to gain insight into the generally intractable infinite-dimensional
filtering problem. The approach enables the derivation of near-optimal encoding
schemes going beyond the previously studied case of uniform population. The
framework is presented in continuous time, circumventing temporal discretiza-
tion errors and numerical imprecision in sampling-based methods, applies to
fully dynamic setups, and directly estimates the MSE rather than lower bounds
to it. It successfully explains observed experimental results, and opens the door
to many future predictions. Moreover, the proposed strategy may lead to prac-
tically useful decoding of spike trains.
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