Presented is an algorithm which in a finite (but exponential) number of steps computes all solutions of an absolute value equation Ax + B|x| = b (A, B square), or fails. Failure has never been observed for randomly generated data. The algorithm can also be used for computation of all solutions of a linear complementarity problem.
Introduction
We consider here the equation
(where A, B ∈ R n×n , b ∈ R n ), called an absolute value equation. This equation was first introduced in [7] and has been since studied by Mangasarian [2] , [3] , [4] , Mangasarian and Meyer [5] , Prokopyev [6] , and Rohn [8] , [9] . In all these papers, the authors are interested in finding some solution of (1.1); the problem of finding all solutions of (1.1) has been left aside so far apparently because of its expectedly high computational complexity.
In this paper we describe in MATLAB-like style an algorithm named absvaleqnall (ABSolute VALue EQuatioN, ALL solutions) called by [X,all] =absvaleqnall(A,B,b) which in a finite (but exponential) number of steps produces a matrix X whose columns are solutions of (1.1), and a ±1-number all with the following property: if all = 1, then X contains all solutions of (1.1); if all = −1, then the columns of X are still solutions of (1.1), but it is not guaranteed that all of them have been included. Among several hundred examples computed, we have never faced the case of all = −1 for randomly generated data. After formulating the algorithm and proving its properties just mentioned in Section 3, we present in Section 5 a randomly generated 7 × 7 example having 10 solutions and a pseudorandomly generated 10 × 10 example having 2 10 = 1024 solutions.
Notations
We use the following notations. A k• and A •k denote the kth row and the kth column of A, respectively. Matrix inequalities, as A ≤ B or A < B, are understood componentwise. The absolute value of a matrix A = (a ij ) is defined by |A| = (|a ij |). The same notations also apply to vectors that are considered one-column matrices. I is the identity matrix and e = (1, . . . , 1) T is the vector of all ones. For each z ∈ R n we denote
The algorithm
The algorithm is described in a MATLAB-style code in Fig. 3 .1. Following we prove its main property.
Theorem 1.
The algorithm (Fig. 3.1 ) in a finite number of steps produces a matrix X whose columns are solutions of the equation (1.1) . If all = 1, then X contains all solutions of (1.1) . Proof. According to Theorem 2.1 in [1] , the subalgorithm consisting solely of lines (04), (12)-(15), and (24) is finite and constructs all the ±1-vectors z in R n , with each two subsequently constructed vectors differing in exactly one entry (because of the updating in line (15); y is an auxiliary (0, 1)-vector used for finding the k for which z k should be changed to −z k ). Thus, the while loop is finite, which proves finiteness of the whole algorithm.
Next, in part 2.2 of the proof of Theorem 3.1 in [8] it is proved that after updating in lines (18), (19), the quantities x and C always satisfy This result explains why it is almost certain that we get all solutions of (1.1) for randomly generated data: it is almost impossible to generate randomly singular matrices.
Numerical aspects
The algorithm works as shown in infinite precision arithmetic. However, care should be taken in finite precision arithmetic because frequent updates of x and C may lead to essential deterioration of their accuracy. As a remedy, we suggest changing line (20) to
; end i.e., to restart x and C whenever a new column is being added into X.
Examples
If we generate the data in MATLAB randomly by >> A=2*rand(n,n)-1; B=2*rand(n,n)-1; b=2*rand(n,1)-1; (i.e., with entries randomly distributed over (−1, 1) ), then, as a rule, about half of the examples have no solution at all and if solutions exist, their number is usually relatively small (typically less than n). However, exceptions do exist. The following randomly generated 7×7 example has 10 solutions.
>> tic, n=7; rand('state',671); A=2*rand(n,n)-1, B=2*rand(n,n)-1, >> b=2*rand(n,1)- (Computation has been performed on a not-too-fast netbook.) The following pseudorandomly generated 10 × 10 example (notice premultiplication by 0.1 in A, taking the inverse of B, and positivity of b) has 2 10 = 1024 solutions. We write down neither the data that can be reconstructed because rand('state',1) is used, nor the solution matrix x which is too large; we output in the variable sols the number of columns of x only. and solved as such. In this way, our algorithm can be used for computation of all its solutions.
