ABSTRACT Considering decision makers (DMs) maybe hesitant among a set of values when determining the membership and non-membership degrees in a q-rung orthopair fuzzy environment, the q-rung dual hesitant fuzzy sets (q-RDHFS) were proposed. However, in practical multi-attribute decision-making (MADM) problems, instated of crisp numbers, DMs prefer to use interval values to represent the membership and non-membership degrees. Motivated by the interval-valued dual hesitant fuzzy sets (IVDHFS), this paper proposes the concept of interval-valued q-rung dual hesitant fuzzy sets (IVq-RDHFSs). First, the definition of IVq-RDHFS, operations and comparison method of interval-valued q-rung dual hesitant fuzzy elements (IVq-RDHFEs) are presented. Second, to effectively aggregate IVq-RDHFEs, a set of new aggregation operators are proposed, namely, the interval-valued q-rung dual hesitant fuzzy Muirhead mean (IVq-RDHFMM) operator, the interval-valued q-rung dual hesitant fuzzy weighted Muirhead mean (IVq-RDHFWMM) operator, the interval-valued q-rung dual hesitant fuzzy dual Muirhead mean (IVq-RDHFDMM) operator and the interval-valued q-rung dual hesitant fuzzy dual weighted Muirhead mean (IVq-RDHFDWMM) operator. Third, a new MADM approach is proposed based on the proposed operators. We verify the new method through an illustrative example. The superiority and advantages of the proposed method are also discussed.
I. INTRODUCTION
Decision-making is one of the commonest types of activity in daily life. Due to their good ability of modeling decisionmaking process, MADM models have been widely applied in solving real decision-making problems [1] - [3] . Owing to the limitations of human cognitive processes and complexity of MADM problems, it is impossible for DMs to grasp all information of alternatives. Therefore, evaluation values of alternatives provided by DMs often have strong uncertainty and ambiguity. Yager [4] proposed an effective tool, called Pythagorean fuzzy set (PFS), for depicting impreciseness and uncertainty. As an extension of intuitionistic fuzzy
The associate editor coordinating the review of this manuscript and approving it for publication was Francisco J. Garcia-Penalvo. sets (IFSs), PFSs are more powerful and suitable to deal with complex fuzzy information. Recently, MADM based on PFSs has been an active research field [5] - [10] .
However, the main drawback of PFSs is that they are not sufficient or qualified to handle situations in which the square sum of membership and non-membership degrees is greater than one. For example, a DM provides an ordered pair (0.7, 0.9) as his/her evaluation value, where 0.7 denotes the membership degree and 0.9 represents the non-membership degree. Then, the ordered pair (0.7, 0.9) cannot be represented by PFSs as 0.7 2 + 0.9 2 = 1.3 > 1. In order to effectively deal with such cases, Yager [11] introduced a new concept, called q-rung orthopair fuzzy sets (q-ROFSs). The proposed q-ROFSs permit DMs to adjust the parameter q to express their evaluation information more accurately in the process of MADM. After the introduction of q-ROFSs, scholars started to investigate their applications in MADM. Liu and Wang [12] defined operations of q-rung orthopair fuzzy numbers (q-ROFNs) and introduced some q-rung orthopair fuzzy weighted aggregation operators. To process the interrelationship between aggregated q-ROFNs, Liu and Liu [13] proposed q-rung orthopair fuzzy Bonferroni mean operators. Liu et al. [14] and Wei et al. [15] developed q-rung orthopair fuzzy Heronian mean operators, respectively. Wei et al. [16] introduced the q-rung orthopair fuzzy Maclaurin symmetric mean operators to deal with interrelationship among multiple q-ROFNs. Wang et al. [17] gave a family of q-rung orthopair fuzzy Muirhead mean operators, which have the capacity of capturing the interrelationship among any numbers of aggregated q-ROFNs. Considering interrelationship among aggregated q-ROFNs is sometimes heterogeneous, Liu et al. [18] proposed the q-rung orthopair fuzzy extended Bonferroni mean operators. Yang and Pang [19] and Bai et al. [20] introduced q-rung orthopair fuzzy partitioned Bonferroni mean and q-rung orthopair fuzzy partitioned Maclaurin symmetric mean operators, respectively. In addition, Li et al. [21] proposed the q-rung orthopair linguistic sets as well as their aggregation operators. Li et al. [22] introduced the concept of q-rung picture linguistic sets, developed q-rung picture linguistic Heronian mean operators and applied them to MADM. It is easy to find out that q-ROFS is constructed by a membership degree and a non-membership degree, which is the same as IFS and PFS. However, in some special cases DMs may be hesitant among a set of single values when determining the membership degrees and non-membership degrees. To effectively cope with such circumstances, motivated by the hesitant fuzzy sets (HFSs) [23] and dual hesitant fuzzy sets (DHFSs) [24] , Xu et al. [25] extended the classical q-ROFSs to q-rung dual hesitant fuzzy sets (q-RDHFSs).
As real MADM problems are very complicated, DMs sometimes prefer to use interval values to represent membership or non-membership degrees. For example, Atanassov and Gargov [26] utilized interval values to represent membership and non-membership degrees in IFSs and proposed interval-valued IFSs. Similarly, Garg [27] extended PFSs to interval-valued PFSs to more accurately express DMs' evaluation information. Joshi et al. [28] used interval values to represent q-rung orthopair fuzzy membership and non-membership degrees and introduced a concept of interval-valued q-rung orthopair fuzzy sets (IVq-ROFSs). In HFSs, Chen et al. [29] used interval values to represent all possible membership degrees and introduced intervalvalued HFSs. Ju et al. [30] used interval values rather than certain values to denote membership and non-membership degrees in DHFSs and proposed IVDHFS. Hence, motivated by IVq-ROFSs and IVDHFSs, this paper extends q-RDHFSs to IVq-RDHFSs. In IVq-RDHFSs, a set of interval values are used to represent possible membership and non-membership degrees. IVq-RDHFSs exhibit more powerfulness and flexibility than IVq-ROFSs, IVDHFSs and q-RDHFSs. Compared with IVq-ROFSs, IVq-RDHFSs are good at modeling DMs' hesitancy as they allow the membership and non-membership degrees to be denoted by several interval values. Compared with IVDHFSs, IVq-RDHFSs can describe more information range and cause less information distortion. DMs can adjust the value of parameter q to more accurately express their evaluation values. Compared with q-RDHFSs, IVq-RDHFSs use interval values instead of certain values to represent the membership and non-membership degrees. This feature makes IVq-RDHFSs more powerful and suitable than q-RDHFSs to describe fuzzy decision-making information.
When considering aggregation operators for IVq-RDHFEs, it occurs to us the powerfulness and strongness of the MM operator [31] . MM is famous for its ability of reflecting the interrelationship among any numbers of aggregated arguments and it has been proved to be an effective information aggregation method [32] - [36] . Hence, this paper utilizes MM to fuse IVq-RDHFEs and proposes some series of intervalvalued q-rung dual hesitant fuzzy Muirhead mean operators. Finally, we establish a new MADM method based on the proposed operators.
In summary, compared to PFSs, q-ROFSs, DHFSs, and IVDHFSs, IVq-RDHFSs can largely accommodate the DMs hesitation in the decision-making process. As the real MADM problems are very complicated, it is very important to provide an inclusive operator. In addition, MM operator can capture interrelationship of all attributes, as a result, it can minimize the loss of information provided by experts. Therefore, we are going to come up with the IVq-RDHFMM, IVq-RDHFWMM, IVq-RDHFDMM, and IVq-RDHFDWMM operators to expand to scope of use of the operator, and to make experts better express themselves while making decisions.
The main contributions of this work are three-fold. Firstly, the concept, operations, and comparison method of IVq-RDHFSs are introduced. Secondly, interval-valued q-rung dual hesitant fuzzy aggregation operators as long as their properties are discussed. Thirdly, a new MADM approach is presented. The rest of the paper is organized as follows. Section 2 recalls some basic notions and proposes the concept of IVq-RDHFSs. Section 3 proposes a series of interval-valued q-rung dual hesitant fuzzy aggregation operators based on MM. Section 4 proposes a novel approach to MADM based on the proposed operators. Section 5 provides a numerical instance to demonstrate the effectiveness and superiorities of the proposed method and the last section summarizes the paper.
II. BASIC CONCEPTS
In this section, we recall basic notions which will be used in the following sections.
A. q-RDHFS AND IVq-RDHFSS Definition 1 [25] : Let X be an ordinary fixed set, a q-rung dual hesitant fuzzy set (q-RDHFS) A defined on X is given VOLUME 7, 2019 by
in which f A (x) and t A (x) are two sets of some values in [0,1], denoting the possible membership degrees and nonmembership degrees of the element x ∈ X to the set A respectively, with the conditions that:
Especially, if q = 1, then the proposed q-RDHFSs reduce to the DHFSs proposed by Zhu et al. [24] . If q = 2, then q-RDHFSs reduce to the DHPFSs proposed by Wei and Lu [37] . Due to the high complicacy or real decision-making problems, sometimes DMs' prefer to use interval values rather than crisp numbers to represent their evaluation information in q-RDHFS condition. Therefore, it is of great necessity to propose the interval-valued form q-RDHFS, i.e.
IVq-RDHFS.
Definition 2: Let X be a fixed set, then an interval-valued q-rung dual hesitant fuzzy set (IVq-RDHFS) G on X is defined as
where
are two set of some interval values in [0, 1], denoting the possible membership degree and non-membership degree of the element x ∈ X to the set G, respectively, with the conditions:
an interval-valued q-rung dual hesitant fuzzy element (IVq-RDHFE) denoted by g = {µ, v}. Especially, if ε − = ε + and σ − = σ + , then G reduces to an q-rung dual hesitant fuzzy set (q-RDHFS) [25] ; if q = 1, then G reduces to interval-valued dual hesitant fuzzy set (IVDHFS) [30] ; if q = 2, then G reduces to hesitant interval-valued Pythagorean fuzzy set (HIVPFS) [38] .
Motivated by operational rules of q-RDHFEs, we propose some operations of IVq-RDHFEs.
Definition 3: Let g = {µ, v}, g 1 = {µ 1 , v 1 } and g 2 = {µ 2 , v 2 } be any three IVq-RDHFEs, and λ be a positive real number, then
(1)
According to Definition 3, the following theorem can be obtained.
Theorem 1: Let g = {µ, v}, g 1 = {µ 1 , v 1 } and g 2 = {µ 2 , v 2 } be any three IVq-RDHFEs, then
(
Proof: Formulas (1) and (2) are trivial. In the following, we prove the remaining formulas.
54726 VOLUME 7, 2019 According to Definition 3, we can have
Meanwhile, we can obtain that
Besides,
To compare any two IVq-RDHFEs, we propose a ranking method of IVq-RDHFEs.
Definition 4:
Let g = {µ, v} be an IVq-RDHFE, then we define the score function of g as
and the accuracy function of g as
where #µ and #v represent the numbers of interval values in µ and v, respectively. Then, let g i = {µ i , v i } (i = 1, 2) be any two IVq-RDHFEs, we can get
B. MUIRHEAD MEAN
Definition 5 [31] : Let a i (i = 1, 2, · · · , n) be a collection of crisp numbers and R = (r 1 , r 2 , . . . , r n ) ∈ R n be a vector of parameters, then the MM can be defined as
Liu and Li [39] proposed the geometric form MM, called dual Muirhead mean (DMM) operator.
Definition 6 [39] : Let a i (i = 1, 2, · · · , n) be a collection of crisp numbers and R = (r 1 , r 2 , . . . , r n ) ∈ R n be a vector of parameters. If
then DMM R is called the DMM, where ϑ(j) (j = 1, 2, · · · , n) is any permutation of (1, 2, . . . , n) and S n is the collection of
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III. AGGREGATION OPERATORS FOR INTERVAL-VALUED q-RUNG DUAL HESITANT FUZZY INFORMATION
In this section, we extend MM and DMM to interval-valued q-rung dual hesitant fuzzy environment and propose a family of interval-valued q-rung dual hesitant fuzzy Muirhead mean operators.
A. THE INTERVAL-VALUED q-RUNG DUAL HESITANT FUZZY MUIRHEAD MEAN OPERATOR

Definition 7:
. . , n) be a collection of IVq-RDHFEs and R = (r 1 , r 2 , . . . , r n ) ∈ R n be a vector of parameters. If
then IVq − RDHFMM R is called the IVq-RDHFMM, where
Based on the operational laws of the IVq-RDHFEs shown in Definition 3, the following theorem can be derived.
Theorem 2:
. . , n) be a collection of IVq-RDHFEs, then the aggregated value by using the IVq-RDHFMM is still an IVq-RDHFE and
Proof: According to Definition 3, we have
, ε
Hence, Eq. (8) is maintained. For convenience, let
, we can get
Therefore, 0 ≤ ε + q + σ + q ≤ 1, which means that the aggregated value is an IVq-RDHFE. Hence, the proof of Theorem 2 is completed.
Moreover, the IVq-RDHFMM operator has the following properties.
Proof: According to Theorem 2, we can get
where,
Since g j ≥ g j , we can get
and ε
, and
Further,
In the following, we will discuss three situations as follows.
. . , g n .
So, Theorem 4 is kept.
Proof: According to Theorems 3 and 4, we have
and
So, we have
Evidently, the parameter q and parameter vector R play a very important role in the results. In the following, we will explore some special cases of IVq-RDHFMM operator with respect to q and R.
Case 1: If R = (1, 0, . . . , 0), then the IVq-RDHFMM operator is reduced to the following
which is the interval-valued q-rung dual hesitant fuzzy averaging (IVq-RDHFA) operator.
Case 2:
If R = (λ, 0, . . . , 0), then the IVq-RDHFMM operator is reduced to the following
which is the interval-valued q-rung dual hesitant fuzzy generalized averaging (IVq-RDHFGA) operator.
, then the IVq-RDHFMM operator is reduced to the following
which is the interval-valued q-rung dual hesitant fuzzy Bonferroni mean (IVq-RDHFBM) operator.
, 0, 0, . . . , 0), then the IVq-RDHFMM is reduced to the following:
which is the interval-valued q-rung dual hesitant fuzzy Maclaurin symmetric mean (IVq-RDHFMSM) operator. Case 5: If R = (1, 1, · · · , 1), then the IVq-RDHFMM operator is reduced to the following
which is the interval-valued q-rung dual hesitant fuzzy geometric (IVq-RDHFG) operator.
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Case 6: If R = (1/n, 1/n, . . . , 1/n), then the IVq-RDHFMM operator is reduced to the IVq-RDHFG operator, which is shown as Eq. (17) .
Case 7: If q = 2, then the IVq-RDHFMM operator is reduced to the following
which is the hesitant interval-valued Pythagorean fuzzy Muirhead mean (HIVPFMM) operator. Case 8: If q = 1, then the IVq-RDHFMM operator is reduced to the following
which is the interval-valued dual hesitant fuzzy Muirhead mean (IVDHFMM) operator. , r 2 , . . . , r n ) ∈ R n be parameter
B. THE INTERVAL-VALUED q-RUNG DUAL HESITANT FUZZY WEIGHTED MUIRHEAD MEAN
Definition 8:
then we call IVq−RDHFWMM R the IVq-RDHFWMM operator, where ϑ(j) = (j = 1, 2, . . . , n) is any a permutation of (1, 2, . . . , n), and S n is the collection of all permutations of (1, 2, . . . , n).
According to Definition 5, we can get the following theorem.
Theorem 6:
. . , n) be a collection of IVq-RDHFEs, then the aggregated value by the IVq-RDHFWMM is still an IVq-RDHFE and (21), as shown at the top of the next page.
Proof: The proof of Theorem 6 is similar to that of Theorem 2, so we omitted to save space here.
Moreover, the IVq-RDHFWMM has the following properties.
Theorem 7 (Monotonicity): Let g j = (g 1 , g 2 , . . . , g n ) and g j = g 1 , g 2 , . . . , g n be two collections of IVq-RDHFEs, if g j ≥ g j for all j = 1, 2, . . . , n, then
The proof of Theorem 7 is similar to that of Theorem 4, which is omitted here.
Theorem 8 (Boundedness):
Let g i = {µ i , v i } (i = 1, 2, .
. . , n) be a collection of IVq-RDHFEs, and g
The proof of Theorem 8 is similar to that of Theorem 5, which is omitted here. 1, 2 , . . . , n) be a collection of IVq-RDHFEs, and R = (r 1 , r 2 , . . . , r n ) ∈ R n be a vector of parameters. If
C. THE INTERVAL-VALUED q-RUNG DUAL HESITANT FUZZY DUAL MUIRHEAD MEAN OPERATOR
Definition 9:
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then we call IVq − RDHFDMM R the IVq-RDHFDMM operator, where ϑ(j) = (j = 1, 2, . . . , n) is any a permutation of (1, 2, . . . , n) and S n is the collection of all permutations of (1, 2, . . . , n). Theorem 9: Let g i = {µ i , v i } (i = 1, 2, . . . , n) be a collection of IVq-RDHFEs, the aggregated value by the IVq-RDHFDMM operator is also an IVq-RDHFE and (25) , as shown at the top of the next page.
The proof is similar to that of Theorem 2, so we omit it here. In the following, we present some desirable properties of the IVq-RDHFDMM operator.
Theorem 10 (Idempotency): 1, 2 , . . . , n) be a collection of IVq-RDHFEs, if all the IVq-RDHFEs are equal, i.e. g i = g = {µ, v}, then
The proof of the Theorem 10 is similar to that of Theorem 3, which is omitted here.
Theorem 11 (Monotonicity):
. . , g n (i = 1, 2, · · · , n) be two collections of IVq-RDHFEs, if g j ≥ g j for all j = 1, 2, . . . , n, then
The proof of the Theorem 11 is similar to that of Theorem 4, which is omitted here.
Theorem 12 (Boundedness): 1, 2, . . . , n) be a collection of IVq-RDHFEs, if g + = max g i and g − = min g i , then
The proof of the Theorem 12 is similar to that of Theorem 5, which is omitted here.
In the following, we shall discuss some special cases of the IVq-RDHFDMM operator with the respect to R and q.
Case 1: If R = (1, 0, · · · , 0), the IVq-RDHFDMM operator is reduced to the following
which is the IVq-RDHFG operator. Case 2: If R = (λ, 0, · · · , 0), the IVq-RDHFDMM operator is reduced to the following
which is the IVq-RDHFGA operator. Case 3: If R = (1, 1, 0, 0, · · · , 0), the IVq-RDHFDMM operator is reduced to the following (31) , as shown at the top of the next page, which is the interval-valued q-rung dual hesitant fuzzy generalized BM (IVq-RDHFGBM) operator. 
which is the IVq-RDHFA operator. Case 6: If R = (1/n, 1/n, . . . , 1/n), the IVq-RDHFDMM operator is reduced to the IVq-RDHFA operator, which is shown as Eq. (33) .
Case 7: If q = 2, then the IVq-RDHFDMM operator is reduced to the following (34) , as shown at page 15. which is the hesitant interval-valued Pythagorean fuzzy dual Muirhead mean (HIVPFDMM) operator.
Case 8: If q = 1, then the IVq-RDHFDMM operator is reduced to the
which is the interval-valued dual hesitant fuzzy dual Muirhead mean (IVDHFDMM) operator.
D. THE INTERVAL-VALUED q-RUNG DUAL HESITANT FUZZY DUAL WEIGHTED MUIRHEAD MEAN OPERATOR
Definition 10:
T be a weight vector of g i (i = 1, 2, · · · , n), which satisfies w i ∈ [0, 1] and n i=1 w i = 1, and let R = (r 1 , r 2 , . . . , r n ) ∈ R n be a vector of parameters. If
then we call IVq − RDHFDWMM R the IVq-RDHFDWMM operator, where ϑ(j) = (j = 1, 2, . . . , n) is any a permutation of (1, 2, . . . , n), and S n is the collection of all permutations of (1, 2, . . . , n). Theorem 13:
. . , n) be a collection of IVq-RDHFEs, then the aggregation result by IVq-RDHFDWMM operator is still an IVq-RDHFE, it can be obtained as follows, (37) , as shown at the top of page 16 .
Proof: The proof is similar to that of Theorem 2, so we omitted it here.
Theorem 14 (Monotonicity):
. . , g n be two collections of IVq-RDHFEs, if g j ≥ g j for all j = 1, 2, . . . , n, then
The proof of Theorem 14 is similar to that of Theorem 4, which is omitted here.
Theorem 15 (Boundedness): Let g j be a collection of IVq-RDHFEs, and
The proof of Theorem 15 is similar to that of Theorem 5, which is omitted here.
Theorem 16: The IVq-RDHFDMM operator is a special case of the IVq-RDHFDWMM operator.
Proof:
IV. A NOVEL APPROACH TO MADM WITH INTERVAL-VALUED q-RUNG DUAL HESITANT FUZZY INFORMATION
A typical MAGDM problem with interval-valued q-rung dual hesitant fuzzy information can be described as follows: 
G = g ij m×n is the interval-valued q-rung dual hesitant fuzzy decision matrix, assessed by the decision maker that the alternative A i satisfies the attribute C j .
In the following, we present a novel algorithm to MADM based on the proposed operators.
Step 1: Standardized the original decision matrix. In real decision-making problems, there exists two kinds of attributes: benefit attributes and cost attributes. Therefore, the original decision matrix should be normalized by
B and C are the sets of benefit attributes and cost attributes, respectively.
Step 2: For alternative x i (i = 1, 2, . . . , m), utilize the IVq-RDHFWMM operator
or the IVq-RDHFDWMM operator
to aggregate all the attributes values, so that a series of comprehensive preference value can be obtained.
Step 3: Rank the overall values g i (i = 1, 2, . . . , m) based on their scores according to Definition 3.
Step 4: Rank the corresponding alternatives according to the rank of overall values and select the best alternative.
V. A NUMERICAL EXAMPLE OF DISEASE SEVERITY ASSESSMENT
There are more than 400 million people had diabetes worldwide [40] . Studies have shown that the prevalence of diabetes in Chinese adults reached 10.9% [41] , and the sufferers tend to be younger. As a chronic disease, diabetes mellitus may cause many acute/chronic complications which are acute threats to patients. And many patients suffer several different complications at the same time. Timely control of the complications is vital important for diabetes patients, even can save their lives. However, most of the hospitals have limited inpatient service ability and medical resources. How to evaluate the severity of diabetes patients and provide medical service with priority is an important issue. Now we consider the scenario of assessing the severity of diabetes based on chronic complications of the patient, which is used to illustrate the application of the proposed method. There are four diabetics A i (i = 1, 2, 3, 4), and all of them have three complications as attributes to assess their disease severity: (1) C 1 represents diabetic nephropathy; (2) C 2 represents the diabetic foot; (3) C 3 represents diabetic cardiopathy, whose weight vector is given as w = (0. 40, 0.35, 0.25) T . The disease severity of four patients {A 1 , A 2 , A 3 , A 4 } are evaluated VOLUME 7, 2019
by using the interval-valued q-rung dual hesitant information under the above three attributes, and experts give evaluation information by interval-valued q-rung dual hesitant fuzzy decision matrix G = (g ij ) m×n , which is presented in Table I .
A. THE DECISION-MAKING PROCES
In the following, we utilize the proposed method to solve above decision-making problem.
Step 1: As all attributes are benefit type, the original decision matric does not need to be standardized.
Step 2: Utilize the IVq-RDHFWMM operator to aggregate DM's assessments so that the overall assessments of alternatives can be derived (assume R = (1, 1, 0) and q = 3). As the results are too complicated, we omit them here.
Step 3: Compute the scores of the overall assessments, and we can get Step 4: According to Definition 4, we can get the ranking order
which means the order of patients according to the severity of diabetes is A 4 A 3 A 1 A 2 . Therefore, the most serious diabetic is A 4 .
In step 3, if we utilize the IVq-RDHFDWMM operator to aggregate attribute values, then the scores of alternatives are S(g 1 ) = 0.0919, S(g 2 ) = 0.0207, S(g 3 ) = 0.1208, S(g 4 ) = 0.2378. which means the order of patients according to the severity of diabetes is A 4 A 3 A 1 A 2 . Therefore, the most serious diabetic is also A 4 . 
B. THE INFLUENCE OF THE PARAMETERS ON THE RANKING RESULTS
Evidently, the parameter vector R and parameter q play significant roles in the ranking orders. In the followings, we investigate the influence of R and q on the final ranking results. Firstly, we assign different vector of parameters to R in the IVq-RDHFWMM and IVq-RDHFDWMM operators and results are presented in Table II and III and Figure 1 and 2 .
From Table II and Figure 1 , we can know that the ranking result is always A 4 A 3 A 1 A 2 based on IVq-RDHFWMM operator. Besides, we find that the scores may be different for different parameter R, indicating that the vector parameter R can have an influence on the scores. From Table III and Figure 2 , we can obtain the ranking results change into A 4 A 1 A 3 A 2 when R = (3, 0, 0) based on IVq-RDHFDWMM operator, indicating that the vector parameter R can have an influence on the final ranking results, which demonstrate the flexibility of the proposed operators. Therefore, in real decision-making problems, DMs should be carefully to give appropriate values to the vector parameter. In addition, no matter how vector parameter R changes, A 4 is always the most serious diabetic according to both operators, which demonstrate the practicality and effectiveness of the aggregation process by utilizing the IVq-RDHFWMM and IVq-RDHFDWMM operators.
In the followings, we investigate the influence of q on the score functions and ranking orders. We assign different values to q and scores and ranking results based on IVq-DHFWMM and IVq-DFHDWMM are shown as Figure 3 and 4, respectively.
As seen in Figure 3 and 4, the scores are different for different parameter q based on IVq-RDHFWMM or IVq-RDHFDWMM operators. However, the ranking results are always the same, and the most serious diabetic is always A 4 . Besides, with the increase of q, the scores obtained by IVq-RDHFWMM and IVq-RDHFDWMM operators first decline and then tend to be gentle and consistent.
C. COMPARATIVE ANALYSIS
To demonstrate the superiorities and advantages of the proposed method, we compare our method with that proposed by Ju et al. [30] [25] based on q-rung dual hesitant fuzzy weighted geometric Heronian mean (q-RDHFWGHM) operator.
To illustrate the effectiveness of the proposed method, we take the mean of each interval number of the sets of membership degree and the sets of non-membership degrees of IVq-DHFEs, which make the interval-valued q-rung dual hesitant fuzzy elements reduce to a q-rung dual hesitant fuzzy elements (q-RDFHEs), thus the q-rung dual hesitant fuzzy weighted geometric Heronian mean (q-RDHFWGHM) operator proposed by Xu et al.'s [25] can be used to calculate the scores of alternatives A i (i = 1, 2, 3, 4), which are shown with the results of other methods in Table IV. The comparative analysis is shown in the following. [43] methods are based on IVDHFS. As aforementioned, IVDHFS is a special case of IVq-RDHFS (when q = 1). The constraint of IVDHFS, the sum of the maximum membership degree of a set and maximum non-membership 54742 VOLUME 7, 2019 degree of a set must not be greater than one. The constraint of IVq-RDHFS is that the square sum of the maximum membership degree of a set and maximum non-membership degree is smaller than or equal to one. Compared with IVDHFS, the lax constraint of IVq-RDHFS provides DMs more freedom to express their preference over alternatives. [42] methods assume that attributes are independent, which is inconsistent with reality. Our method is based on MM so that the interrelationship between arguments is captured. Moreover, our method has a vector of parameters, resulting in flexible aggregation processes and weighted averaging is a special case of MM. Therefore, our method is more powerful and flexible than Ju et al. ' [25] methods are that they can only reflect the interrelationship between any two arguments, whereas our method is more flexible. When there is one positive real number in R, such as R = (0, λ, 0) (λ > 0), then the interrelationship between arguments is ignored. Our method is more powerful that when R = (λ 1 , λ 2 , 0) (λ 1 , λ 2 > 0), then the interrelationship between any two arguments is captured, which is the same as Zang et al.'s [43] and Xu et al.'s [25] methods. When R = (λ 1 , λ 2 , λ 3 ) (λ 1 , λ 2 , λ 3 > 0), then the interrelationship between all arguments is considered.
Additionally, the descending order of corresponding score results is always A 4 A 3 A 1 A 2 with different methods, which demonstrates the practically and effectiveness of the proposed method. As aforementioned, q-RDHFS is a special case of IVq-RDHFS, which can only take the form of crisp numbers, but failed in dealing with interval-valued dual hesitant decision-making problems. In real decisionmaking problems, it may be difficult for DMs to give crisp values to evaluate the attributes. Therefore, compared with Xu et al.'s [25] method, the proposed method based on interval-valued dual hesitant elements is more powerful and suitable for uncertain evaluation information.
To better demonstrate the merits and superiorities of the proposed in this paper, we present characteristics of above methods in Table V .
In a word, our method not only allows the sum and square sum of membership and non-membership degrees to be greater than one, but also considers DMs' hesitancy in q-rung orthopair fuzzy decision-making environment, as well as the interval-valued dual hesitant elements for DMs to express their uncertain evaluation information. Additionally, our method considers the interrelationship among all arguments. Therefore, our method is more powerful and flexible than other methods.
VI. CONCLUSIONS
The q-RDHFSs are a good tool to express DMs' hesitancy in the process of MADM. However, the constraint of q-RDHFSs that the aggregation information must be a form of crisp numbers, limits their scope of application. Motivated by IVDHFSs, this paper relaxes the constraint of q-RDHFSs, and proposed a new tool, IVq-RDHFSs, for dealing with fuzziness and uncertainty of interval-valued decision-making information. The proposed IVq-RDHFSs inherent the advantages and superiorities of the IVDHFSs and q-RDHFSs, so that it is more flexibility and powerfulness. As for aggregation interval-valued q-rung dual hesitant fuzzy information, we extended MM to IVq-RDHFSs and proposed a family of interval-valued q-rung dual hesitant fuzzy Muirhead mean. The main significance of the proposed operator is that they can capture the interrelationship among any aggregated IVq-RDHFEs. In addition, they are flexible and general as quite a few aggregation operators are their special cases. Afterwards, we introduced a novel approach to MADM issues where attribute values take the form of IVq-RDHFEs. We applied the newly developed method to a severity evaluation of diabetes problem in medical to demonstrate its validity and effectiveness. Comparison analysis was conducted and the superiorities were illustrated. In future works, we shall investigate more aggregation operators for IVq-RDHFSs, such as the interval-valued q-rung dual hesitant fuzzy generalized Maclaurin symmetric mean operators, the interval-valued q-rung dual hesitant fuzzy Hamy mean operators, etc.
