Abstract. This paper presents a reinforcement learning framework for stock trading systems. Trading system parameters are optimized by Qlearning algorithm and neural networks are adopted for value approximation. In this framework, cooperative multiple agents are used to efficiently integrate global trend prediction and local trading strategy for obtaining better trading performance. Agents communicate with others sharing training episodes and learned policies, while keeping the overall scheme of conventional Q-learning. Experimental results on KOSPI 200 show that a trading system based on the proposed framework outperforms the market average and makes appreciable profits. Furthermore, in view of risk management, the system is superior to a system trained by supervised learning.
Introduction
The number of investors in stock market is increasing everyday in this century and intelligent decision support systems aiding them to trade are keenly needed. Many of technical indicators such as moving averages have been developed by researchers in economic area [1] . Also statistical and other computer aided machine learning approaches are prevalent. But many of them, based on supervised learning, have a limitation that they are optimized to prediction criteria without considering trading policies in a unified framework. Recently, as an alternative, reinforcement learning is adopted to optimize trading systems [2] [3]. The objective of reinforcement learning is not the minimization of the sum-of-squares error which is actually the objective of conventional supervised learning but the acquisition of an optimal policy under which the learning agent achieves the maximal average reward from the environment. This paper proposes a reinforcement learning framework with multiple cooperative agents to integrate prediction criteria with trading policies more effectively. The agents for buy and sell signals use a matrix named turning-point structure in order to model the long-term dependencies of stock prices. To utilize intraday price swings, the agents for ordering executions optimize the shortterm policies. Q-learning with neural networks is adopted for training the agents to get optimal policies. In addition, the value approximator is trained using a regularizing technique for the prevention of divergence of the parameters. We demonstrate a stock trading system implemented using the proposed framework can significantly outperform the market average and the one implemented by conventional supervised learning algorithm.
The paper is organized as follows. In section 2, we briefly summarize the concept of reinforcement learning and some previous researches on stock market analysis. In section 3, we introduce the overall structure of the framework and explain how the cooperative agents communicate with others. Also, the detailed learning algorithm is presented. In section 4, we describe the experimental setup and results. Finally, in section 5 we conclude with a few future directions.
Backgrounds
Reinforcement learning is a computational approach for understanding and automating goal directed learning and decision making. We introduce reinforcement learning following the notations of Sutton [4] . In the reinforcement learning framework, especially in Markov decision process (MDP), there are an agent and an environment interacting with each other at discrete time steps t = 0, 1, 2, . . . , T . The agent selects an action a t ∈ A from its policy π based on the state s t ∈ S of the environment. If certain action is taken by the agent, the environment changes its state to s t+1 responding to action a t and also gives rise to a reward r t+1 ∈ R.
If one-step state transition probabilities and one-step expected reward models were available, the environment could be completely described as:
for all s, s ∈ S and a ∈ A. The objective of the agent is to learn an optimal policy, a mapping from states to actions, that maximizes the expected discounted future reward from state-action pair (s, a), called action-value function Q π (s, a). Given an episodic task which is defined as the history of interactions from the starting state s 0 to the terminal state s T , Q π (s, a) is defined as:
where 0 ≤ γ ≤ 1 is a discount-rate. Then optimal policy, denoted Q * , can be defined as:
for all s and a. Though there are many kinds of algorithms for learning optimal policy, they could be grouped into 3 categories according to how their backups are made up. First, dynamic programming uses full backup and can always converge but requires an exact model of the environment. Second, Monte Carlo technique uses only sample backups of the entire episode. It doesn't require any
