ABSTRACT Compressed sensing (CS) is a new method of data acquisition which aims at recovering higher dimensional sparse vectors from considerably smaller linear measurements. One of the key problems in CS is the construction of sensing matrices. In this paper, we construct deterministic sensing matrices, using ZhouHelleseth-Udaya sequences and Udaya-Siddiqi sequences. We also construct deterministic sensing matrices using quaternary sequence families A and D. With the orthogonal matching pursuit, numerical simulations show that some of our proposed sensing matrices outperform several typical known sensing matrices in terms of the rate of exact reconstruction.
I. INTRODUCTION
Compressed sensing (CS) is a novel data acquisition theory exploiting the sparsity or compressibility of signals [1] , [2] . In traditional sampling theory, a signal can be perfectly reconstructed from its samples, if the waveform is sampled over twice the Nyquist rate. CS aims to acquire a sparse or compressible signal from much fewer samples than traditional sampling theory [2] . Optimization of the minimum samples required to uniquely represent a sparse signal, has been a topic of extensive research for years. CS, originated from the revolutionary work of by Candès [1] , Candès and Tao [3] and Donoho [2] , helps to precisely reconstruct a k-sparse signal from a relatively small set of measurements.
Consider a k-sparse signal x of length n, it can be perfectly reconstructed from a length m measurement vector y, which is a linear projection of x. In matrix notations,
where is an m × n sensing matrix with m < n. The main concerns of CS are the construction of sensing matrix such that x can be reconstructed from y by utilizing the sparsity constraint [1] - [3] . Given a sensing matrix and a measurement vector y, the original signal x can be reconstructed by
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various recovery algorithms. This can be done by solving any of the two categories of the optimization algorithms. The first category is the convex optimization algorithms which find the solution by minimizing the l 1 norm [4] . The second one is the greedy algorithms which find the solution by minimizing the l 0 norm [5] . Some prominent greedy algorithms for signal recovery in CS are orthogonal matching pursuit (OMP) [5] , sparsity adaptive matching pursuit (SAMP) [6] , basis pursuit (BP) [7] , gradient pursuit (GP) [8] , and block OMP [9] .
The construction of an appropriate sensing matrix is one of the central problems in CS. To decide what matrix is appropriate, one needs some criteria. Restricted isometry property (RIP) proposed in [4] is such a criterion. A matrix satisfies the RIP of order k with 0 < δ k < 1 if for all k-sparse vectors x of length n, we have
, where δ k is called restricted isometry constant (RIC) of order k. RIP is a sufficient condition which guarantees reliable reconstruction of sparse or approximately sparse signals via some algorithms [10] .
Two types sensing matrices have been investigated in recent years, random sensing matrices and deterministic sensing matrices. Some popular random sensing matrices includes Gaussian random matrix [11] , [12] , Bernoulli matrix [11] , [12] , sub-Gaussian matrix [13] , and very sparse projection matrix [14] . It is well known that random sensing matrices satisfying RIP with high probability are very effective in sparse signal recovery [15] . However, there are some disadvantages of random matrices. Firstly, there is no efficient algorithm to check the RIP of a random matrix and secondly, to recover a large signal random matrices requires a considerable storage space. These reasons make them very inefficient for hardware implementation. Deterministic sensing matrices on the other hand can overcome these drawbacks and thus are desirable for practical systems.
A lot of research has been done on deterministic construction of sensing matrices. Specifically, Li et al. [16] constructed sensing matrices using blocked polynomials. Yu [17] proposed deterministic sensing matrices from multiplicative character sequences. Li et al. [18] presented sensing matrices using orthogonal symmetric Toeplitz matrices. Amini and Marvasti [19] constructed sensing matrices using p-ary Bose-Chaudhuri-Hochquenghem (BCH) codes. Abrol et al. [20] proposed a construction of sensing matrices using Grassmannian matrix. Li et al. [21] derived a sensing matrix using algebraic curves. Li and Ge [22] proposed a construction of sensing matrices using near orthogonal systems. Xia et al. [23] constructed sensing matrices from finite geometry. Amini et al. [24] presented sensing matrices from Paley graphs. Naidu et al. [25] constructed sensing matrices via Eular squares. Recently in 2018, Nouasria and Et-tolba [26] generated deterministic sensing matrices using Kasami sequences. Another work by Liu et al. [27] used Bose balanced incomplete block designs to construct sensing matrices.
The main objective of the aforementioned work is to construct deterministic sensing matrices with low coherence. For a matrix ∈ C m×n with columns a 1 , a 2 , . . . , a n , the coherence of is defined as
Coherence plays a central role in the deterministic constructions of sensing matrices, because the matrix with coherence µ( ) satisfies the RIP of order k with [28] . This means that the matrices with low coherence are natural candidates for sensing matrices. A natural question one would ask is that what is the lower bound for the coherence of matrices with m rows and n columns. The well-known Welch bound [29] provides an answer to this question. Specifically, for any matrix ∈ C m×n with m ≤ n, the coherence of should satisfy the following inequality:
.
Note that this bound implies that the deterministic constructions based on coherence can only generate sensing matrices with the RIP of order k = O(m 1 2 ). In this paper, we establish a simple but generic construction of compressed sensing matrices with low coherence from sequences with low (periodic) correlation. It leads to several deterministic sensing matrices from known sequences with optimal correlation, including Zhou-Helleseth-Udaya sequences [30] , Udaya-Siddiqi sequences [31] , [32] , and sequences belonging to Families A [33] and D [34] . In numerical simulation we employ OMP to recover the sparse signal. Extensive simulations show that the use of the new sensing matrix in the CS process improves significantly the performance of signal recovery. Moreover, it outperforms the most existing sensing matrices like deterministic sensing matrices from BCH codes, Gaussian random matrix and random discrete Fourier transform (RDFT) matrix in terms of the rate of exact reconstruction in noiseless scenarios.
The rest of this paper is organized as follows. In Section II, we propose a general construction of compressed sensing matrices from sequences with low correlation and obtain several deterministic sensing matrices from some known sequence sets with optimal correlation. In Section III, we compare the performance of our proposed sensing matrices with those of some well-known compressed sensing matrices via numerical simulations. Finally, we conclude the paper in Section IV.
II. DETERMINISTIC SENSING MATRICES FROM SEQUENCES WITH OPTIMAL CORRELATION
In this section, we propose a generic construction of compressed sensing matrix from sequences with low correlation, and then generate deterministic sensing matrices from some known sequence sets with optimal correlation. Before doing this, we first introduce some basic notations on sequences.
Let S = {s i = {s i (t)} N −1 t=0 : 0 ≤ i ≤ M − 1} be a family of M polyphase sequences of period N , where each s i (t) is a complex number with absolute value of 1. The (periodic) correlation function between two sequences s i and s j in S is given by
where x denotes the conjugate of a complex number x, and the argument addition is performed modulo N . When i = j,
The maximum magnitude θ max of the sequence family S is then given by
Accordingly, S is said to be an (N , M , θ max ) sequence set.
There is a fundamental limit on the correlation of a family of polyphase sequences. The well-known Welch bound [29] VOLUME 7, 2019 on θ max is used as an appropriate figure of merit to compare the correlation properties of sequences. For a set of M polyphase sequences of period N , the Welch bound is
A. A GENERIC CONSTRUCTION OF DETERMINISTIC SENSING MATRICES
In this section, we propose a simple but generic construction of deterministic sensing matrices with low coherence from sequences with low correlation. Proof: The conclusion follows directly from the definitions of the coherence of matrix and the correlation of the sequences.
Remark 1: For the construction of deterministic sensing matrices in Theorem 1, we have the following comments:
• it is generic in the sense that it works for any sequence set with low correlation;
• it motivates us to obtain deterministic sensing matrices from sequences with optimal correlation in the sequel;
• the cyclic structure of sequences could further save storage spaces of the sensing matrices.
B. DETERMINISTIC SENSING MATRICES FROM SEQUENCES WITH OPTIMAL CORRELATION
In this section, we introduce several families of deterministic sensing matrices from some known sequence sets whose correlation is asymptotically optimal with respect to the Welch bound. This implies the coherence of the obtained sensing matrices is also asymptotically optimal with respect to the Welch bound. Theorem 2 (Udaya-Siddiqi Sequence Set [31] , [32] ): Let m be odd. Let
where tr m 1 (x) = x +x 2 +· · ·+x 2 m−1 denotes the trace function from GF(2 m ) to GF (2) . Define a sequence set
}, η i = η j , and η i = δ + η j for 0 ≤ i = j < 2 m−1 , and 
Theorem 4 [33]: Let Tr
where M = 2 m + 1, and s i (t) = ( 
Note the sequence set S in Theorem 6 is called Family D in the literature.
In the rest of this section, we introduce another family of sequences with optimal correlation which was recently found by Zhou, Helleseth and Udaya. We need some knowledge of characters over finite fields to describe this family of sequences.
Let q be a prime power. An additive character of GF(q) is a nonzero function χ from GF(q) to the set of complex numbers with absolute value of 1 such that χ (x + y) = χ(x)χ (y) for any pair (x, y) ∈ GF(q) 2 . For each a ∈ GF(q), the function
defines an additive character of GF(q), where ζ p is a primitive p-th complex root of unity. When a = 0, χ 0 (x) = 1 for all x ∈ GF(q), and is called the trivial additive character of GF(q). When a = 1, χ 1 (x) is called the canonical additive character of GF(q).
A multiplicative character of GF(q) is a nonzero function ψ from GF(q) * to the set of complex numbers with absolute value of 1 such that ψ(xy) = ψ(x)ψ(y) for any pair (x, y) ∈ GF(q) * × GF(q) * , where GF(q) * = GF(q) \ {0} denotes the multiplicative group of GF(q). Let α be a generator of GF(q) * . For each j = 0, 1, · · · , q − 2, the function ψ j given by
, defines a multiplicative character of GF(q), where ζ q−1 is a primitive (q − 1)-th complex root of unity. When j = 0, ψ 0 (x) = 1 for all x ∈ GF(q) * , and is called the trivial multiplicative character of GF(q).
We are now ready to introduce the family of sequences by Zhou, Helleseth, and Udaya.
Theorem 8 (Zhou-Helleseth-Udaya (ZHU) Sequence Set, [30] ): Let α be a primitive element of GF(q). Define
Theorem 9: Let S be the ZHU sequences set given in Theorem 8. Then M S defined by Eq. (1) is a (q − 1) × (q − 1) 2 matrix with coherence
We conclude this section by listing the parameters of the sequence sets mentioned above in the following table. 
III. NUMERICAL SIMULATIONS
In this section, matrices arising from optimal sequence sets are compared with several typical matrices. Among them, Gaussian and complex-valued Gaussian matrices are widelyused random matrices. An m × n random Discrete Fourier Transform (RDFT) matrix is formed by randomly choosing m rows form an n × n DFT matrix, where m < n. Matrices formed by BCH codes [19] and p-ary BCH codes [35] are deterministic sensing matrices. Our matrices outperform those aforementioned matrices in many experiments.
In the simulations, we use k-sparse vectors whose k nonzero entries obey the standard Gaussian distribution as testing signals. If the sensing matrices are complex-valued, then we use k-sparse complex-valued testing signals in which the real and imaginary parts of their nonzero entries obey the standard Gaussian distribution. For noisy recovery, a sparse signal x is contaminated with additive Gaussian noise e, where the Signal to Noise Ratio (SNR) is 30 dB. We use OMP as the recovery algorithm and run 1000 experiments for each sparsity order. For a signal x, suppose x * is the recovered signal from OMP. The reconstructed SNR of x is defined as SNR(x) = 20 · log 10 (
Firstly, we consider sensing matrices arising from UdayaSiddiqi sequence set. For a signal x, if SNR(x) is no less than 100 dB, we say the recovery of x is perfect. By Theorem 3, a 254×32512 matrix M S is obtained from the Udaya-Siddiqi sequence set when m = 7. Fig. 1(a) presents the perfect recovery percentage of noiseless k-sparse 32512 × 1 signals with 30 ≤ k ≤ 64. Fig. 1(b) presents the reconstruction SNR Similarly, by Theorem 5, a 127 × 16383 sensing matrix is obtained from the Family A sequence set with m = 7. The BCH matrix used here is formed by choosing the first 16383 columns from a 2-ary 127 × 16384 BCH matrix. Fig. 2(a) presents the perfect recovery percentage of noiseless k-sparse 16384 × 1 signals with 15 ≤ k ≤ 50. Fig. 2(b) presents the reconstruction SNR with 30 dB SNR noisy. The Family A matrix outperforms the complex-valued Gaussian, RDFT and BCH matrices. Fig. 3(a) presents the perfect recovery percentage of noiseless k-sparse 32512 × 1 signals with 45 ≤ k ≤ 85. Fig. 3(b) presents the reconstruction SNR with 30 dB SNR noisy. By Theorem 7, a 254 × 32512 sensing matrix is obtained from the Family D sequence set with m = 7. The BCH matrix used here is formed by choosing the first 32512 columns of a 3-ary 242 × 59049 BCH matrix. The Family D matrix outperforms the others. presents the reconstruction SNR with 30 dB SNR noisy. According to Theorem 9, a 127 × 16129 matrix M S can be obtained from the ZHU sequence set with q = 2 7 , and the sensing matrix 127×1143 is a submatrix of M S . The BCH matrix used here is formed by choosing the first 1143 columns of a 2-ary 127 × 16384 BCH matrix. The ZHU matrix outperforms the others.
IV. CONCLUDING REMARKS
In this paper, we established a generic bridge from sequences with low correlation to deterministic sensing matrices with low coherence. The new bridge enables us to obtain several deterministic sensing matrices from some known sequence sets with optimal correlation. The simulation results showed that the recovery percentage and reconstruction SNR of the proposed the deterministic sensing matrices has better performance than those of BCH matrices, complex Guassian matrices, and RDFT matrices. It would be interesting to study the performance of the deterministic sensing matrices from other sequences with good correlation.
