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ABSTRACT Boolean networks have been frequently used to study the dynamics of biological networks. In particular, there
have been various studies showing that the network connectivity and the update rule of logical functions affect the dynamics of
Boolean networks. There has been, however, relatively little attention paid to the dynamical role of a feedback loop, which is a
circular chain of interactions between Boolean variables. We note that such feedback loops are ubiquitously found in various
biological systems as multiple coupled structures and they are often the primary cause of complex dynamics. In this article, we
investigate the relationship between the multiple coupled feedback loops and the dynamics of Boolean networks. We show that
networks have a larger proportion of basins corresponding to ﬁxed-point attractors as they have more coupled positive feedback
loops, and a larger proportion of basins for limit-cycle attractors as they have more coupled negative feedback loops.
INTRODUCTION
Since the inception by Kauffman, random Boolean networks
(RBNs) (1,2) consisting of a set of Boolean variables and
regulatory relationships between the variables have been
used as useful tools for understanding the complex dynamics
of various biological networks. Despite their structural sim-
plicity, RBNs can represent a variety of complex behaviors
and share many features with other continuous models (3,4).
An RBN consists of N Boolean variables, x1, x2, . . . , xN,
having either 1 or 0, which represent the possible states of
corresponding elements (e.g., in gene networks, the value 1
represents the ‘‘turn-on’’ status in which a gene is ex-
pressed). The value of each variable xi at time t 1 1 is deter-
mined by the values of ki randomly selected other variables
xi1 ; xi2 ;    ; xiki at time t by a Boolean function fi : f0; 1g
ki/
f0; 1g. Hence, we can write the update rule as xiðt11Þ ¼
fiðxi1ðtÞ; xi2ðtÞ;    ; xiki ðtÞÞ and all the variables are synchro-
nously updated.
In RBNs, a state trajectory starts from an initial state and
eventually converges to either a ﬁxed-point or a limit-cycle
attractor. So, these attractors can describe the various be-
haviors of biological systems such as multistability, homeo-
stasis, and oscillation. The structural properties of RBNs
inﬂuence the characteristics of the attractors. In fact, there
have been many studies investigating the structural proper-
ties in relation to the operating mode of networks (1,5,6).
The most frequently studied properties are the connectivity K
and the function bias p where K ¼ 1=N+N
i¼1ki is the mean
number of input variables in the update rules and p is the
maximum probability for the Boolean function to take either
1 or 0. If we vary these parameters, the network shows dif-
ferent dynamics: ordered, critical, or chaotic phases. How-
ever, the connectivity and the function bias are not enough to
describe the converging dynamics to the attractors. There is
another important structural parameter—a feedback loop,
which is a circular chain of relationships. There are two
major motivations for us to consider a feedback loop. The
ﬁrst motivation is from the need of developing an update rule
that can better describe real biological networks. In RBNs,
the number of possible Boolean functions grows very rapidly
as the number of input variables increases. It is, however,
desirable to constrain the plausible Boolean functions such
that the resulting model can reasonably well describe the be-
haviors of real biological systems. Several classes of Boolean
functions have been studied in this direction. Some studies
suggested that canalyzing functions can more accurately
describe the real biological systems (2,7). (Note that a func-
tion is canalyzing if at least one input value determines
the output value irrelevantly to the other inputs. That is,
f ðx1; x2;    ; xKÞ : f0; 1gK/f0; 1g is a canalyzing function
if and only if there is a canalyzing variable xi such that if
xi has a value s 2 f0, 1g, then f always outputs the same value
v 2 f0, 1g for all 2K–1 combinations of the other input
variables. For instance, f ¼ x11x2  x31x2  x3 is a canal-
yzing function because if x1 is one, then f outputs one
irrelevantly to the values of x2 and x3.) However, they often
include nonrealistic relationships. For instance, f ¼ x11x2
x31x2  x3 is a canalyzing function on x1; however, it is
nonrealistic since the function in terms of x2 and x3 expresses
an exclusive-OR relationship. (In the formula,  and 1 mean
the ‘‘AND’’ and ‘‘OR’’ logical functions, respectively.)
To resolve this problem, other classes of functions were
developed such as nested canalyzing functions (8,9) and
hierarchically canalyzing functions (10). Both nested and
hierarchically canalyzing functions are natural subsets of
canalyzing functions since 1), the function itself is canal-
yzing; and 2), when the canalyzing input takes a non-
canalyzing value, the function is still canalyzing with respect
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to one of the remaining inputs. We note that the relationship
between one variable and another in these functions is ﬁxed as
either positive or negative, whereas a relationship in random
Boolean networks based on canalyzing functions is not ﬁxed.
Hence, we can assign a speciﬁc sign, plus (1) or minus (),
representing a positive or negative effect respectively, to each
relationship. Then, a circular chain of relationships (a feed-
back loop) appears in the network. The sign of a feedback
loop is easily determined by the parity of the number of
negative relationships involved. If the parity number is even or
zero, the feedback loop is positive; otherwise, it is negative.
The second motivation is from the observation that such
feedback loops are ubiquitously found in various biological
systems. The dynamical roles of such feedback loops have
been well known (11). From the view of dynamics, a positive
feedback loop induces bi-stationarity whereas a negative feed-
back loop generates a damped or sustained oscillatory behavior.
Biologically, the positive feedback loops seem developed to ac-
complish multistationary tasks such as differentiation through
alternative patterns of gene expression whereas negative
feedback loops have been developed primarily for homeo-
stasis. These conjectures formulated by Thomas (11) have
recently been demonstrated in a more general context (12–
14). The functional roles of feedback loops were exempliﬁed
through a genetic control of ﬂower morphogenesis (15) and
infectious disease behavior (16). The dynamical properties
and the role of feedback loops in biological networks have,
however, not been fully addressed.
Let us consider other examples on the different roles of
positive and negative feedback loops. In the regulatory
network of inducing phenotype variations in bacteria, some
epigenetic traits depend on the presence of a positive feed-
back loop (17). This feedback-based multistability is a common
feature of adaptive processes in the bacteria realm. In addi-
tion, mitogen-activated protein kinase cascades in animal
cells (18,19) and cell cycle regulatory circuits in Xenopus
and Saccharomyces cerevisiae (20,21) show the role of
positive feedback loops in producing multistability. On the
other hand, in the transcription of mRNAs for Notch sig-
naling molecules, the oscillation with a 2-h cycle depends on
a negative feedback by hes1 transcription (22). This Hes1
oscillation is found in various cell types. The negative feed-
back was also found in the embryonic cell cycle (23) where
Cyclin-Cdk activates APC-Cdc20, which causes the degra-
dation of cyclin, and then APC-Cdc20 gets inactivated.
Moreover, it has been revealed that a system with multiple
feedback loops is more robust than those with a single
feedback loop (24,25). It is intriguing that the feedback loops
exist in the form of multiple coupled feedback loops in many
biological systems such as budding yeast polarization (26),
eukaryotic chemotaxis (27), and Ca21 spikes (28). In par-
ticular, many biological networks have both positive and
negative feedback loops and this makes the underlying dy-
namics more difﬁcult to understand. Hence, in this article,
we consider RBNs with multiple coupled positive and neg-
ative feedback loops and investigate the dynamical roles of
such feedback loops with a particular attention to the charac-
teristics of attractors. Speciﬁcally, we examine the effect of
multiple coupled positive (negative) feedback loops on the
ﬁxed-point or limit-cycle attractors. Throughout mathemat-
ical simulations, we have discovered that the ratio of ﬁxed-
point basins increases along with the proportion of positive
feedback loops, and the ratio of limit-cycle basins increases
along with the proportion of negative feedback loops.
FEEDBACK LOOPS AND ATTRACTORS
Let us deﬁne some notions required for analyzing the dy-
namics of Boolean networks. Given a network with N
Boolean variables, we deﬁne a state as a vector consisting ofN
Boolean variables, x1, x2, . . . , xN; there are 2
N states in total.
Each statemakes a transition to another state through a set ofN
Boolean update functions, f1, f2, . . . , fN. We can construct a
state transition network that represents the transition of each
state. Fig. 1 illustrates an example of a Boolean network with
three Boolean variables, x1, x2, and x3, and their update
functions, f1, f2, and f3, respectively. The state transition ta-
ble of a size eight is then speciﬁed according to the update
functions. Based on this table, we can construct a state
transition network inwhich there are eight trajectories starting
from each state (the three Boolean values in each node denote
the values of x1, x2, and x3 in sequence). A trajectory is
classiﬁed into two kinds: ﬁxed-point-converging or limit-
cycle-converging trajectories. If a trajectory converges to a
state that can only transit to itself in the state transition
network, it is called a ﬁxed-point-converging trajectory.
Otherwise, it is a limit-cycle-converging trajectory. In Fig. 1,
the number of ﬁxed-point-converging and limit-cycle-con-
verging trajectories is four, in both cases. The state transitive
to only itself is called a ﬁxed-point attractor (e.g., 000 and 111
in Fig. 1) and the state returning to itself through one or more
other states is called a limit-cycle attractor (e.g., 011 and 100
in Fig. 1).
FIGURE 1 An example of a Boolean network and a state transition network.
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There have been various studies investigating the dynam-
ics of biological networks based on the notion of attractors.
We note that the dynamical attractors can represent the
different cell types or cell fates in an organism (2). In Li et al.
(29), the biological stationary state, G1 state, of the cell-cycle
regulatory network in the budding yeast is encoded into the
global attractor of the RBN. In this modeling, it was shown
that the biological pathway of the cell-cycle sequence is
well-attracting and also robust. In the study of ﬂower mor-
phogenesis, attractors were considered as different mutant
phenotypes (15). Through simulations, a possible pathway of
inducing gene expressions during ﬂower morphogenesis was
identiﬁed. In addition, there have been many other studies
that support the close linkage between the dynamical
attractors and cellular phenomena (30–33). In this article,
we focus on the relationship between feedback loops and the
characteristics of attractors. Fig. 2 shows a simple example
illustrating that the feedback loop is highly related with the
attractors. In Fig. 2 A, we consider a Boolean network with a
single feedback loop. In this network, for i ¼ 1, 2, . . . , N,
each variable xi11 at time t 1 1 is determined only by
the value of xi at time t (we assume that x1 ¼ xN11). Thus,
xi11(t 1 1) ¼ xi(t) or xi11ðt11Þ ¼ xiðtÞ holds, depending on
whether the relationship from xi to xi11 is positive or
negative, respectively. A state vector x ¼ ½x1x2. . .xN is a
ﬁxed-point attractor if and only if xi(t 1 1) ¼ xi(t) holds for
all xi-values. Hence, in the network with a single feedback
loop, xi11(t) ¼ xi(t) or xi11ðtÞ ¼ xiðtÞ must be satisﬁed ac-
cording to the sign of the relationship so that the state x
becomes a ﬁxed-point attractor. However, this is not possible
if the number of negative relationships is odd. We consider
another circuit with two feedback loops coupled in one node
(Fig. 2 B). In this circuit, both xb and xc are affected by xa
through different paths. Here, xa is determined by the two var-
iables xb and xc through (xb or xbÞ  ðxc or xc) or (xb or xbÞ1
ðxc or xc) (see Appendix A for details). For any case, if all
the feedback loops are negative, the necessary conditions for
x to be a ﬁxed-point lead to the contradiction, xaðtÞ ¼ xaðtÞ.
Hence, x cannot be a ﬁxed-point in the circuit with coupled
dual negative feedback loops. We also note that there is no
ﬁxed-point in a circuit with four negative feedback loops as
illustrated in Fig. 2 C (see Appendix B for details). From
these examples, we presume that the characteristics of
attractors might be highly related with the coupled positive
or negative feedback loops.
METHODS AND RESULTS
The structure of models
In this section, we detail the structure of two types of RBNs under con-
sideration. Given N Boolean variables, the number of input variables is ﬁxed
to K for each variable in one model (NK model) and the total number of
relationships is ﬁxed to E in the other model (NE model). We note that the
expected number of input variables per each Boolean variable is E/N in NE
model. As mentioned before, a positive or a negative sign is assigned to each
relationship. Then, the networks of both NK and NE models can be repre-
sented by a directed graph G ¼ (V, A) where V is a set of Boolean variables
(jVj ¼ N) and A is a set of ordered pairs of the variables, called directed links.
Each vi 2 V has the value of 1 or 0. A link (vi, vj) is denoted by vi/ vj or
viavj depending on a positive or a negative relationship from vi to vj,
respectively. In this article, we consider only a connected Boolean network.
This is because an RBN consisting of disconnected multiple subnetworks
can be considered as a composition of subnetworks. We note that such
connected networks have multiple coupled feedback loops in many cases.
The behavior of RBNs can be affected by update functions. Although we
cannot compare all kinds of update functions, previous studies showed that
canalyzing functions can most properly describe the real biological sys-
tems (2,7). In addition, the bias of update functions is known to affect the
dynamical behavior of RBNs. In these regards, we consider three types of
update functions which are canalyzing ones with different biases as follows:
AND(x1, x2, . . . , xM)¼ x1  x2  . . .  xM,OR(x1, x2, . . . , xM)¼ x11 x21 . . .1
xM, andUNBIAS(x1, x2, . . . , xM)¼ xi1 x1  . . .  xi–1  xi11  . . .  xM forM input
variables, x1, x2, . . . , xM. (The simulation results using the OR function are
provided in Supplementary Material since it shows almost the same
dynamical behavior as the AND function.) The bias of AND and OR3 is 1 –
1/2M so the functions are heavily biased.On the other hand,UNBIAS is almost
unbiased since its bias is 1/2 1 1/2M. (In fact, the UNBIAS function is not
exactly unbiased but almost unbiased. Among those functions that are
dependent on all the variables, x1, x2, . . . , xM, and satisfy the ﬁxed relationship
constraint, there is no general formula that can represent an exactly unbiased
function.)
Feedback effects in Derrida plots
In traditional RBN models, the connectivity and the bias are most frequently
used as characterizing parameters. However, as we mentioned before, we
note that a feedback loop effect is also essential in understanding the dy-
namics of Boolean networks. To investigate the effect of feedback loops, we
drew a Derrida plot, one of the typical approaches in analyzing the dynamics
of RBNs (34). For this plot, all pairs of states having the same initial
Hamming distance, H(0), are chosen, and the average Hamming distance in
the next time step, H(1), is computed. (Hamming distance between two
states is deﬁned as the number of Boolean variables having different values.)
If H(1) is larger than H(0), the network shows a chaotic behavior and if H(1)
is smaller than H(0), the network shows an ordered behavior. Fig. 3 shows
the result where 2000 networks were randomly created with K ¼ 2 from NK
model and the AND update function was used. We examined two cases
where H(0) ¼ 1 (Fig. 3 A) and H(0) ¼ 2 (Fig. 3 B). In the ﬁgure, H(1) was
plotted against the number of feedback loops in the networks. We note that
all the generated networks are identical in terms of the connectivity and the
bias. Although the networks are always ordered owing to the low sensitivity
(S ¼ 2Kp(1 – p) ¼ 0.75 , 1, where p is the function bias), the perturbation
effects in the networks are different according to the number of feedback
loops. As shown in this example, the two parameters, the connectivity and
the bias, are not enough to fully explain the dynamics of Boolean networks.
Proportion of attractor basins
To investigate the relationship between the feedback loops and the attractors,
we have generated a number of random Boolean networks by NK and NE
FIGURE 2 An example illustrating the relationship between feedback
loops and Boolean dynamics.
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models and examined the ratio of ﬁxed-point basins according to the
variation of feedback loops (Fig. 4). In particular, 2N3K . . . (number of
trials) and 2E 3 (number of trials) number of networks from NK and NE
models were created, respectively. (In this experiment, ‘‘number of trials’’
was set to 30.) In Fig. 4, A–C, are the results of networks generated from NK
models, and Fig. 4, D and E, are the results from NEmodels. In addition, the
networks in Fig. 4, A, B, and D, use the AND function, and those in Fig. 4, C
and E, use theUNBIAS function for their update rules. The mean value of the
proportion of the ﬁxed-point basins (y axis) is plotted against the ratio of the
number of negative feedback loops to the total number of feedback loops (x
axis). (The proportion of the ﬁxed-point basins is the ratio of the number of
ﬁxed-point-converging trajectories to the total number of trajectories.) In the
Boolean networks generated from NKmodel (K¼ 2) with the AND function,
the ratio of ﬁxed-point basins decreases almost linearly along with the ratio
of negative feedback loops (Fig. 4 A). Note that the size of a network (N) is
not a relevant parameter in this case. For the networks with a higher
connectivity (K ¼ 3), the decreasing rate of ﬁxed-point basins was smaller
(Fig. 4 B). To take a closer look at the effect of the connectivity, we have
examined the networks obtained from NE model where N is ﬁxed to 6 and E
varies over 12, 14, 16, and 18 (Fig. 4D). It turns out that all the classes of the
networks showed similar patterns and the networks with higher connectivity
induced a relatively higher expectation of ﬁxed-point-converging trajecto-
ries. In the next, we have investigated the effect of update functions. The
networks in Fig. 4 C are identical to those in Fig. 4 B except that theUNBIAS
function is used instead of the AND function. In the case of Fig. 4 C, the ratio
of ﬁxed-point basins decreases more rapidly along with the ratio of negative
feedback loops. We have also examined the effect of connectivity in the
networks using the UNBIAS function (Fig. 4 E). In contrast with the result of
the networks using the AND function, the networks with a higher connec-
tivity have induced a lower expectation of ﬁxed-point-converging trajecto-
ries. In addition, the networks using the OR function showed almost the
same result as those using the AND function (see Fig. S1 in Supplementary
Material). In summary, we found that the higher the ratio of negative feed-
back loops (or, the lower the ratio of positive feedback loops), the lower the
ratio of ﬁxed-point basins (or, the higher the ratio of limit-cycle basins).
The number of attractors
We have examined the number of ﬁxed-point states instead of the proportion
of ﬁxed-point basins in the same networks. The results are shown in Fig. 5
(the AND and the UNBIAS functions) and Fig. S2 (the OR function; see
Supplementary Material) where y axis denotes the average number of ﬁxed-
point states and the x axis indicates the ratio of negative feedback loops to
FIGURE 3 The relationship between the number of feedback loops and the Derrida value where the number of networks is 2000.
FIGURE 4 The effects of negative feedbacks on the ﬁxed-point basins.
2978 Kwon and Cho
Biophysical Journal 92(8) 2975–2981
the total number of feedback loops in the network. These results are con-
sistent with those of Fig. 4 and Fig. S1 (see Supplementary Material) in that
the expected number of ﬁxed-point attractors decrease as the ratio of nega-
tive feedback loops gets higher. Note that the network size N was not in-
ﬂuential to the number of ﬁxed-point attractors. Intriguingly, when the ratio
of negative feedback loops is ;0.5, the expected number of ﬁxed-point
attractors is almost one in all the networks.
Circuits with positive or negative feedback loops
From the foregoing experimental results, we hypothesize that the higher ratio
of positive (negative) feedback loops increases the ratio of ﬁxed-point (limit-
cycle, respectively) basins. In addition, we have compared the networks
consisting of only positive feedback loops with those consisting of only
negative feedback loops. Fig. 6 shows the results of the networks from NK
models (N¼ 7 andK¼ 2) with the AND update function. We have randomly
created 568 networks consisting of only negative feedback loops (Fig. 6, left)
and 3100 networks consisting of only positive feedback loops (Fig. 6, right).
In Fig. 6, the x axis denotes the number of negative or positive feedback loops.
The right y axis indicates the average ratio of limit-cycle basins or ﬁxed-point
basins, and the left y axis denotes the number of ﬁxed-point attractors or limit-
cycle attractors. In the networkswithmultiple negative feedback loops, all the
states were included in the limit-cycle basins and there was no ﬁxed-point
attractor (see Appendix C for details). In addition, the number of limit-cycle
attractors was independent of the number of negative feedback loops. On the
other hand, in the networks consisting of only positive feedback loops, the
percentage of ﬁxed-point basins was larger than that of limit-cycle basins
although it was not always 100%. The ratio of ﬁxed-point basins has been
slightly increased as the number of positive feedback loops has increased. In
addition, the numbers of both ﬁxed-point and limit-cycle attractors have
decreased as the number of positive feedback loops increased. This implies
that the average size of each basin has become larger.
Converging dynamics of biological networks
The simulation results have shown that converging dynamics of RBNs is
highly dependent on the coupled positive and negative feedback loops in the
networks. The proportion of the ﬁxed-point basins was positively correlated
to the ratio of multiple coupled positive feedback loops in the networks. On
the other hand, the proportion of the limit-cycle basins was positively
correlated to the ratio of multiple coupled negative feedback loops. Some
previous experimental results partially support our hypothesis. For instance,
the network regulating ﬂower morphogenesis in Arabidopsis has coupled six
positive and two negative feedback loops and the essential states converge to
FIGURE 5 The effects of negative feedback loops on the number of ﬁxed-points.
FIGURE 6 The dynamics of net-
works with multiple-positive-feedback
and multiple-negative-feedback loops.
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either five fixed-point attractors corresponding to well-known flower types
or one fixed-point attractor representing an unknown type (15). In the
regulatory network on cell differentiation, seven positive and two negative
feedback loops were found coupled where only a small number of states
representing cell division converge to limit cycles while many other states
converge to fixed-point states representing quiescence, terminal differenti-
ation, or apoptosis (32). The core circadian regulatory network of animals
consists of two negative feedback loops coupled with one positive feedback
loop and produces cyclic dynamics despite state changes caused by external
stimulus (35). We note, however, that these examples only partially support
the proposed relationship between converging dynamics and the coupled
feedback loops since it is very difficult to check the whole converging
dynamics in real biological networks.
CONCLUSIONS
In this article, we have investigated the relationship between
positive/negative feedback loops and fixed-point/limit-cycle
attractors in RBNs through computational simulations. We
found that the presented results are consistent with the vari-
ous phenomena observed in biological systems---cellular
circuits with positive feedback loops induce multistationary
behavior and those with negative feedback loops induce oscil-
lations. In particular, we have elucidated the general trend of
the relationship in the networks with multiple coupled feed-
back loops. We have discovered that the higher the ratio of
multiple coupled positive (negative) feedback loops, the higher
the proportion of the fixed-point (limit-cycle, respectively)
basins. It turns out that such relationships hold regardless of
the connectivity and update rules. This implies that we may
predict the converging dynamics of biological systems to a
certain extent by examining the coupled feedback loops in the
underlying biochemical networks. This study can also beuseful
for synthetic biological applications when we design or en-
gineer regulatory circuits with particular converging dynamics.
APPENDIX A: A CIRCUIT WITH TWO NEGATIVE
FEEDBACK LOOPS
When the number of input variables is two, we can consider the following
24 Boolean functions: 0, 1, Xb, Xt, xc, xc, Xb . xc, Xb . xc, Xb . xc, Xb . xc,
Xb+Xc,Xb+Xc,Xb+Xc,Xb+Xc,Xb"Xc+Xb"Xc and Xb "Xc+Xb "Xc' Among
these, let us exclude 0, 1, Xb, Xb, Xc, and Xc as they do not depend on both
variables. In addition, we exclude Xb " Xc + Xb "Xc and Xb " Xc + Xb " Xc, since
they are not realistic; the relationship of input variables to a target is
neither positive nor negative. Thus, the remaining eight formulae are
(Xb or Xb) " (xc or xc) or (Xb or Xb) + (Xc or xc). Let us consider one of the for-
mulae, Xb "Xc' In case there are two negative feedback loops, Xb (t+ 1) =
Xb(t) = xa(t) and xc(t + 1) = xc(t) = xa(t) must be satisfied. So, we get the
following condition: xa(t+ 1) = Xb(t) "xc(t) = xa(t) "xa(t) = xa(t). It turns
out that there is no specification for a state vector x to be a fixed-point
attractor in this case. For the other formulae, we also arrive at the same
conclusion. In summary, there cannot be any fixed-point attractor if the
circuit in Fig. 2 B consists of two negative feedback loops.
APPENDIX B: A CIRCUIT WITH FOUR
NEGATIVE FEEDBACK LOOPS
In this case, there are two paths from Xa to Xb, Xa - ---> Xd - ---> Xb and Xa ---->
Xf - ---> Xb and also two paths from Xb to Xa, Xb - ---> Xc - ---> Xa and Xb ---->
Biophysical Journal 92(8) 2975-2981
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X e - ---> X a . There are four feedback loops from these combinations. When
all the feedback loops are negative, the intermediate variables in the same
directional paths should have the same information but those in the different
directional paths should have different information. In other words, xc(t) =
xe(t) # Xd(t) = Xf(t) should be satisfied. This implies that the circuit is
equivalent to the single negative feedback circuit in Fig. 2 A, and thereby
there is no fixed-point state in the circuit.
APPENDIX C: A CIRCUIT WITH ONLY NEGATIVE
FEEDBACK LOOPS
As shown in the simulation result, there is no fixed-point attractor in the
network with only negative feedback loops and based on the AND function.
Let us prove this. Given a network with N variables, Xl, X2, " "" , XN, we
assume that every variable in the network is involved in one or more
feedback loops. For any Xi, let us consider a feedback loop including Xi. As it
is a negative feedback loop, Xi(t) = Xi(t) "Yl (t) "Y2(t) " """ "yL,(t) where Li
is the number of variables consisting of the feedback loop along with Xi and
Yj(t)(j = 1,2, """ , Li) is Xk(t) or Xk(t) for some k # i. If the specification of a
state vector x is a fixed-point attractor, a state vector x = [00"" "0] should be
the only candidate for the fixed-point attractor. Thus, for every Xi, there is Yj
such that Yj(t) = xi(t) from Xi(t) = Xi(t) "Yl (t) "Y2(t) """" ")'L, (t). We note
that there is a path from xi to Xi with a positive relationship. So, beginning
from Xl, we can find Xl' that satisfies the above positive relationship. Then,
we repeat this process. By tracing the path, we can always find a cycle due to
the finite number of variables. Each relationship is positive and therefore the
cycle forms a positive feedback loop, which contradicts the assumption.
Hence, if a network based on the AND function has only negative feedback
loops, there is no fixed-point state.
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