We study a generalized version of Wyner's common information problem (also coined the distributed source simulation problem). The original common information problem consists in understanding the minimum rate of the common input to independent processors to generate an approximation of a joint distribution when the distance measure used to quantify the discrepancy between the synthesized and target distributions is the normalized relative entropy. Our generalization involves changing the distance measure to the unnormalized and normalized Rényi divergences of order α = 1 + s ∈ [0, 2]. We show that the minimum rate needed to ensure the Rényi divergences between the distribution induced by a code and the target distribution vanishes remains the same as the one in Wyner's setting, except when the order α = 1+ s = 0. This implies that Wyner's common information is rather robust to the choice of distance measure employed. As a byproduct of the proofs used to the establish the above results, the exponential strong converse for the common information problem under the total variation distance measure is established.
I. INTRODUCTION
H OW much common randomness is needed to simulate two correlated sources in a distributed fashion? This problem, termed distributed source simulation, was first studied by Wyner [1] , who used the normalized relative entropy (Kullback-Leibler divergence or KL divergence) to measure the approximation level (discrepancy) between the simulated joint distribution and the joint distribution of the original correlated sources. He defined the minimum rate needed to ensure that the normalized relative entropy vanishes asymptotically as the common information between the sources. He also established a single-letter characterization for the common information, i.e., the common information between correlated sources X and Y (with target distribution π XY ) is The common information is also known to be one of many reasonable measures of the dependence between two random variables [2, Sec. 14.2.2] (other measures include the mutual information and the Gács-Körner-Witsenhausen common information). A related notion is that of the exact common information which was introduced by Kumar et al. [3] . They assumed variable-length codes and exact generation of the correlated sources (X, Y ), instead of block codes and approximate simulation of π XY as assumed by Wyner [1] . The exact common information is not smaller than Wyner's common information. However, it is still not known whether they are equal in general. Furthermore, the common information problem can be also be regarded as a distributed coordination problem. The concept of coordination was first introduced by Cuff etal. [4] and Cuff [5] , who used the total variation (TV) distance to measure the level of approximation between the simulated and target distributions. Wyner's common information problem is also closely related to the channel resolvability problem, which was first studied by Han and Verdú [6] , and subsequently studied by Hayashi [7] and [8] , Liu et al. [9] , and Yu and Tan [10] among others. For the achievability part, both problems rely on so-called soft-covering lemmas [5] . The channel resolvability or common information problems have several interesting applications-including secrecy, channel synthesis, and source coding. For example, in [11] it was used to study the performance of a wiretap channel system under different secrecy measures. In [12] it was used to study the reliability and secrecy exponents of a wiretap channel with cost constraints. In [13] it was used to study the exact secrecy and reliability exponents for a wiretap channel.
A. Main Contributions
Different from Wyner's work, we use (normalized and unnormalized) Rényi divergences of order 1 + s ∈ [0, 2] to measure the level of approximation between the simulated and target distributions. This is motivated in part by our desire to understand the sensitivity of the divergence as approximation measure on Wyner's common information. We prove that for the distributed source simulation problem, the minimum rate needed to guarantee that the (normalized and unnormalized) Rényi divergences vanish asymptotically is equal to Wyner's common information (except for the case when Rényi parameter is equal to 0). This implies that Wyner's common information in (1) is rather robust to the distance measure. For the achievability part, by using the method of types and typicality arguments, we prove that the optimal Rényi divergences 0018-9448 © 2018 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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vanish (at least) exponentially fast if the code rate is larger than Wyner's common information. However, for the converse part, the proof is not straightforward and we have to first consider an auxiliary problem. We first prove an exponential strong converse for the common information problem under the TV distance measure, i.e., when the code rate is smaller than Wyner's common information, the TV distance between the induced distribution and the target distribution tends to one (at least) exponentially fast. Even though our proof technique mirrors that of Oohama [14] to establish the exponential strong converse for the Wyner-Ziv problem, it differs significantly in some aspects. To wit, some intricate continuity arguments are required to assert that the strong converse exponent is positive for all rates below C Wyner (X; Y ) (see part (i) of Lemma 1). Furthermore and interestingly, by leveraging a key relationship between the Rényi divergence and the TV distance [15] , this exponential strong converse implies the converse for the normalized Rényi divergence (which in turn also implies the strong converse for the unnormalized Rényi divergence). It is worth noting that it is quite natural to use various divergences to measure the discrepancy between two distributions. Wyner [1] used the KL divergence to measure the level of approximation in the distributed source synthesis problem; Hayashi [7] and [8] and Yu and Tan [10] respectively used the KL divergence and the Rényi divergence to study the channel resolvability problem. The latter also applied their results to study the capacity region for the wiretap channel under these generalized measures. Furthermore, in probability theory, Barron [16] and Bobkov et al. [17] respectively used the KL divergence and the Rényi divergence to study the central limit theorem, i.e., they used them to measure the discrepancy between the induced distribution of sum of i.i.d. random variables and the normal distribution with the same mean and variance. Furthermore, special instances of Rényi entropies and divergences-including the KL divergence, the collision entropy (the Rényi divergence of order 2), and min-entropy (the Rényi divergence of order ∞)-were used to study various information-theoretic problems (including security, cryptography, and quantum information) in several works in the recent literature [10] , [11] , [18] - [22] .
B. Notation
We use P X (x) to denote the probability distribution of a random variable X. This will also be denoted as P(x) (when the random variable X is clear from the context). We also use P X , P X and Q X to denote various probability distributions with alphabet X . All alphabets considered in the sequel are finite. The set of probability measures on X is denoted as P (X ), and the set of conditional probability measures on Y given a variable in X is denoted as P(Y|X ) := P Y |X :
. Furthermore, the support of a distribution P ∈ P(X ) is denoted as supp(P) = {x ∈ X :
We use T x n (x) := 1 n n i=1 1 {x i = x} to denote the type (empirical distribution) of a sequence x n , T X and V Y |X to respectively denote a type of sequences in X n and a conditional type of sequences in Y n (given a sequence x n ∈ X n ).
For a type T X , the type class (set of sequences having the same type T X ) is denoted by T T X . For a conditional type V Y |X and a sequence x n , the V Y |X -shell of x n (the set of y n sequences having the same conditional type V Y |X given x n ) is denoted by T V Y |X (x n ). For brevity, sometimes we use T (x, y) to denote the joint distributions T (x)V (y|x) or T (y)V (x|y).
The -typical set of Q X is denoted as
The conditionally -typical set of Q XY is denoted as
For brevity, sometimes we write T n (Q X ) and T n (Q Y X |x n ) as T n and T n (x n ) respectively. The TV distance between two probability mass functions P and Q with a common alphabet X is defined as
By the definition of -typical set, we have that for any
Fix distributions P X , Q X ∈ P(X ). The relative entropy and the Rényi divergence of order 1 + s are respectively defined as (7) and the conditional versions are respectively defined as (9) where the summations in (6) and (7) are taken over the elements in supp(P X ). Throughout, log is to the natural base e and s ≥ −1. It is known that lim s→0 D 1+s (P X Q X ) = D(P X Q X ) so a special case of the Rényi divergence (or the conditional version) is the usual relative entropy (or the conditional version).
Given a number a ∈ [0, 1], we defineā = 1 − a. We also define [x] + = max {x, 0}.
C. Problem Formulation
In this paper, we consider the distributed source simulation problem illustrated in Fig. 1 . Given a target distribution π XY , we wish to minimize the alphabet size of a random variable M n that is uniformly distributed over 1 M n := {1, . . . , e n R } (R is a positive number known as the rate), such that the generated (or synthesized) distribution P X n Y n (x n , y n )
forms a good approximation to the product distribution π X n Y n := π n XY . The pair of random mappings (P X n |M n , P Y n |M n ) constitutes a synthesis code.
Different from Wyner's seminal work on the distributed source simulation problem [1] , we employ the unnormalized Rényi divergence D 1+s (P X n Y n π X n Y n ) (11) and the normalized Rényi divergence
to measure the discrepancy between P X n Y n and π X n Y n . The minimum rates required to ensure these two measures vanish asymptotically are respectively termed the unnormalized and normalized Rényi common information, and denoted as
It is clear that
We also denote the minimum rate required to ensure the TV distance is bounded above by some constant ε ∈ [0, 1] asymptotically as
We say that the strong converse property for the common information problem under the TV distance holds if T TV ε (π XY ) does not depend on ε ∈ [0, 1).
II. MAIN RESULTS
Our main result concerns Wyner's common information problem when the discrepancy measure is the unnormalized or normalized Rényi divergence. It is stated as follows.
Theorem 1 (Rényi Common Informations): The unnormalized and normalized and Rényi common informations satisfy
Furthermore, for s ∈ (−1, 1], the optimal Rényi divergence D 1+s (P X n Y n π X n Y n ) in the definitions of the Rényi common informations decays at least exponentially fast in n when [1] and the monotonicity of the Rényi divergence. For the achievability part, T 1+s (π XY ) ≤ C Wyner (X; Y ) for s ∈ (−1, 0] is also implied by Wyner's work [1] and the monotonicity of the Rényi divergence. Furthermore, since a channel resolvability code for the memoryless channel P X |W × P Y |W can be used to form a common information code, the achievability part for the common information problem can be obtained from existing channel resolvability results. Specifically, T 1+s (π XY ) ≤ C Wyner (X; Y ) for s ∈ (−1, 0] can be obtained from Hayashi's [7] and [8] or Han, Endo, and Sasaki's results [12] . In addition,
can be obtained from the present authors' results [10] , but as shown in Theorem 1, this bound is not tight since C 1+s (X; Y ) > C Wyner (X; Y ) in general for s ∈ (0, 1]. This is because, on the one hand, for the channel resolvability problem, the discrete memoryless channel is fixed, and, by construction, imposes a product conditional distribution of the output given the input (which is a product distribution), but for the common information problem, the synthesizer has the freedom to choose P X n Y n |M n = P X n |M n × P Y n |M n , so that the Markov chain X n − M n − Y n holds; on the other hand, for the common information problem, in the sequel, we will show that if we utilize a truncated channel (which is not memoryless) as the synthesizer. This results in a smaller achievable rate for the case s ∈ (0, 1]. Therefore, our converse for s ∈ [−1, 0) and achievability for s ∈ (0, 1] are new (and also tight). Remark 2: An exponential achievability result for s ∈ (−1, 0] can be obtained from Hayashi's [7] and [8] and Han, Endo, and Sasaki's results [12] , where i.i.d. codes were employed.
For this theorem, the proof of the achievability part for the unnormalized Rényi common information is provided in Appendix A, and the proof of the converse part for the normalized Rényi common information is provided in Section IV. Observe that the unnormalized Rényi divergence is stronger than the normalized one in the sense of (15), hence T 1+s (π XY ) ≤ T 1+s (π XY ). This implies, on one hand, the achievability result for the normalized Rényi common information T 1+s (π XY ) can be obtained directly from the achievability result for the unnormalized version T 1+s (π XY ), and on the other hand, the converse result for the normalized Rényi common information T 1+s (π XY ) implies the converse result for the unnormalized version T 1+s (π XY ).
The Rényi common informations are the same for all s ∈ (−1, 1], and also same as Wyner's common information C Wyner (X; Y ) (which corresponds to s = 0 for the normalized case). For the case s ∈ (−1, 1], to obtain the (unnormalized and normalized) Rényi common informations, we utilize a random code with (W n , X n , Y n ) (W is the auxiliary random variable in the definition of C Wyner (X; Y )) distributed according to a truncated product distribution, i.e., a product distribution governed by Q n W XY but whose mass is truncated to the typical set T n (Q W XY ). 2 On one hand, the random sequences (W n , X n , Y n ) so generated are almost uniformly distributed over the typical set T n (Q W XY ); and on the other hand, the Rényi common informations can be expressed as some Rényi divergences. Moreover, these Rényi divergences evaluated at the truncated distribution are almost the same regardless of the parameter s ∈ (−1, 1]. Therefore, by using this truncated code, Wyner's common information is achievable for any s ∈ (−1, 1].
However, the proof of the converse part for the normalized Rényi common information is not straightforward. 3 We attempted to use the method of types to prove it, just as in [10] for the Rényi resovability problem, but failed since the code for the common information problem is arbitrary and does not need to be i.i.d. In particular, it is not i.i.d. In the following two sections, we provide an indirect proof using the following strategy: We first prove an exponential strong converse for Wyner's common information problem under the TV distance measure in Section III. Then by using a relationship between the Rényi divergence and the TV distance [15] , we show this exponential strong converse implies the converse for normalized Rényi divergence in Section IV.
As an intermediate result, the common information under the TV distance measure is characterized in the following theorem.
Theorem 2 (Common Information under the TV Distance Measure): The following hold: 2 Interestingly, a truncated code is not necessary for s ∈ (−1, 0] case, since an i.i.d. code (without truncation) is optimal as well for this case. This point can be seen from the work of Yu and Tan [10] . 3 More precisely, the proof of the converse part for s ∈ (−1, 0) case is not easy. The converse part for s = 0 case was proven by Wyner [1] , in which the continuity of the normalized entropy under the normalized KL divergence measure was used, i.e., when 1 n D(P X n Y n π n XY ) is small then 1 n H P (X n Y n ) is arbitrarily close to H π (XY ). But it is not straightforward to apply Wyner's proof to the case s ∈ (−1, 0), since we do not know whether a strong enough continuity condition for the normalized entropy holds under the normalized Rényi divergence measure with order α = 1 + s ∈ (0, 1). Even if a strong enough continuity condition holds, it is not straightforward to prove. Note that we were not able to directly utilize ideas in Wyner's converse proof to demonstrate this point. The definition of the "relative entropy typical set" A(n, 1 ) := u : 1 n log p 1 (u) p 0 (u) ≤ 1 is crucial in Wyner's proof. If we adopt this set with this definition for the Rényi divergence setting (with Rényi parameter < 1), it is not clear to us whether P 1 ( A c (n, 1 )) vanishes (cf. Equation (A.7) in Wyner's paper).
(i) The common information under the TV distance measure satisfies
Hence, the strong converse property for the common information problem under the TV distance holds. (ii) Furthermore, there exists a sequence of synthesis codes with rate R > C Wyner (X; Y ), such that |P X n Y n − π X n Y n | tends to zero exponentially fast as n tends to infinity. (iii) On the other hand, for any sequence of synthesis codes with rate R < C Wyner (X; Y ), we have that |P X n Y n − π X n Y n | tends to one exponentially fast as n tends to infinity. Part (ii) is an exponential achievability result while the part (iii) is an exponential strong converse result. Combining parts (ii) and (iii) implies part (i). By Pinsker's inequality for Rényi divergences [23] , the achievability results (including the exponential achievability result) in Theorem 1 implies the achievability results (including the exponential achievability result) in Theorem 2. Conversely, the exponential strong converse result in part (iii) of Theorem 2 implies the converse results in Theorem 1 for both unnormalized and normalized Rényi divergences. To prove part (iii), we draw on several key ideas from Oohama's work [14] on the exponential strong converse for the Wyner-Ziv problem. However, there are several key differences in our proofs, including the way we establish that the strong converse exponent is positive for all rates larger than C Wyner (X; Y ) and the treatment of the cases when various probability mass functions take on the value zero.
We note that conclusion in part (ii) (the exponential achievability result) in Theorem 2 can be also obtained by using the soft-covering lemma by Cuff [5, Lemma IV.1].
The proof of the conclusion in part (iii) is provided in the next section. As mentioned above, the other parts follow directly from Theorem 1.
III. THE PROOF OF PART (III) IN THEOREM 2
In this section, we provide an exponential strong converse theorem for the common information problem under the TV distance measure, which will be used to derive the converse for normalized Rényi divergence in next section.
We define
Given α ∈ [0, 1] and an arbitrary distribution Q XY U ∈ Q, define the linear combination of the likelihood ratios for (x, y, u) ∈ supp(Q XY U ),
This function is finite for all (x, y, u) ∈ supp(Q XY U ). For Q XY U ∈ Q and θ ∈ [0, ∞), define the negative cumulant generating functions as
and
where the expectation E Q XY U is only taken over the set supp(Q XY U ) (this means we only sum over the elements
Finally, we define the large deviations rate functions
In view of the definitions above, we have the following theorem. The proof of this theorem is provided in Appendix B.
Theorem 3: For any synthesis code such that
we have
If we show F(R) > 0, then Theorem 3 implies the exponential strong converse for TV distance measure. To that end, we need the following lemma. Lemma 1: The following conclusions hold.
The proof of Lemma 1 is provided in Appendix C. We remark that Lemma 1, especially part (i), plays an central role in claiming the exponential strong converse theorem for the common information problem with the TV distance measure. Its proof is completely different from that for the corresponding statement in [14] and requires some intricate continuity arguments (e.g., [24, Lemma 14] ). As we have seen in Theorem 3, F(R) in (26) is a lower bound on the exponent of 1 − |P X n Y n − π X n Y n |. This can be regarded as the strong converse exponent.
Combining Lemma 1 and Theorem 3, we conclude that the exponent in the right hand side of (28) is strictly positive if the rate is smaller than C Wyner (X; Y ). Hence, we obtain the exponential strong converse result given in the conclusion (iii) of Theorem 2.
IV. CONVERSE PROOF OF THEOREM 1 FOR THE NORMALIZED RÉNYI COMMON INFORMATION
In this section, we provide a proof of the converse part of Theorem 1 for the normalized Rényi common information. To this end, we need the following relationships between the Rényi divergence and the TV distance.
Lemma 2 (Relationship Between the Rényi Divergence and the TV Distance (Sason [15] )): For any s ∈ (−1, +∞), inf
and for any s ∈ (0, 1), inf
denotes the binary Rényi divergence of order 1 + s. 4 We also have
Remark 3: Pinsker's inequality provides a lower bound for inf P X ,Q X :
Remark 4: Using (32) and the lower bound in (33), it is easy to obtain the following improved lower bounds. For any s ∈ (0, 1),
and for any s ∈ [0, +∞),
Remark 5: The improved lower bounds (42) and (47) (or combining (32) and the lower bound in (33)) implies if
then for any s ∈ (−1, +∞),
Combining Lemma 2 with Theorem 3, we have the converse part for the normalized Rényi divergence, which implies the strong converse for the unnormalized Rényi divergence.
Theorem 4: For any synthesis codes such that lim sup
we have for any s > −1,
Remark 6: This theorem establishes the converse part of Theorem 1 for the normalized Rényi common information.
Remark 7: Since lim inf n→∞ 1 n D 1+s (P X n Y n π X n Y n ) > 0 implies D 1+s (P X n Y n π X n Y n ) → ∞, the theorem above implies the strong converse for the Wyner's common information problem under the unnormalized Rényi divergence.
Proof:
for some sequence δ n > 0 such that lim inf n→∞ δ n > 0. Therefore, using Lemma 2 we have lim inf
This completes the proof.
V. CONCLUSION AND FUTURE WORK
In this paper, we studied a generalized version of Wyner's common information problem (or the distributed source simulation problem), in which the unnormalized and normalized Rényi divergences were used to measure the level of approximation. We showed the minimum rate needed to ensure that the unnormalized or normalized Rényi divergence vanishes asymptotically remains the same as the one under Wyner's setting where the relative entropy was used.
In the future, we plan to investigate the second-order coding rate for Wyner's common information under the unnormalized Rényi divergence or the TV distance. For the unnormalized Rényi divergence, the one-shot achievability bound given in Lemma 3 can be used to obtain an achievability bound for the second-order coding rate. In fact, it can easily be shown that the optimal second-order coding rate scales as O( 1 √ n ). For the TV distance, the one-shot achievability bound given by Cuff [5] can be used to derive an achievability bound. However, the converse parts for both cases are not straightforward. One may leverage the perturbation approach [25] used to prove the second-order coding rate for the Gray-Wyner problem in [26] and [27] . This is left as future work.
Furthermore, we are also interested in various closelyrelated problems. Among them, the most interesting one is the distributed channel synthesis problem under the Rényi divergence measure: The coordination problem or distributed channel synthesis problem was studied by Cuff et al. [4] and Cuff [5] . In this problem, an observer (encoder) of a source sequence describes the sequence to a distant random number generator (decoder) that produces another sequence. What is the minimum description rate needed to produce achieve a joint distribution that is statistically indistinguishable, under the TV distance, from the distribution induced by a given channel? For this problem, Cuff [5] provided a complete characterization of the minimum rate. We can enhance the level of coordination by replacing the TV measure with the Rényi divergence. For this enhanced version of the problem, we are interested in characterizing the corresponding admissible rate region.
APPENDIX A ACHIEVABILITY PROOF OF THEOREM 1 FOR THE UNNORMALIZED RÉNYI COMMON INFORMATION

A. Achievability
Next we focus on the achievability part. We first consider the case s ∈ (0, 1]. First we introduce the following one-shot achievability bound (i.e., achievability bound for blocklength n equal to 1).
Lemma 3 (One-Shot Achievability Bound [10] ): Consider a random mapping P X |W and a random codebook U =
Then we have for s ∈ (0, 1],
where
Remark 8: This lemma provides a one-shot achievability bound for general source synthesis problems, not only for the distributed source synthesis or common information problem as studied in this paper.
By setting π X , P X |W , P W , and R to π X n Y n , P X n Y n |W n = P X n |W n P Y n |W n , 5 P W n , and n R respectively, Lemma 3 can be used to derive an achievability result for the common information problem. Applying Lemma 3 and taking limits appropriately, we obtain if there exists a sequence of distributions P W n P X n |W n P Y n |W n such that lim n→∞ D 1+s (P X n Y n π X n Y n ) → 0 and R > lim sup n→∞ 1 n D 1+s (P X n Y n |W n π X n Y n |P W n ), then there exists a sequence of codes such that lim sup
where (62) follows since
implies there exists a constant > 0 such that
holds for all sufficiently large n. Therefore, the minimum achievable rate satisfies
Let Q W XY be a distribution such that Q XY = π XY and X − W − Y . For the optimization in (64), to obtain an upper 5 The pair (X n , Y n ) plays the role of X in Lemma 3.
bound, we set the distributions
where 0 < < ≤ 1. Then we have P X n Y n x n , y n = w n P W n w n P X n |W n x n |w n P Y n |W n x n |w n (65)
where in (68) δ n is defined as 1 minus the denominator of (67).
Here we claim that δ n → 0 as n → ∞. This follows since Q n W (T n ) → 1, min w n ∈T n Q n X |W T n (Q W X |w n )|w n → 1, and min w n ∈T n Q n Y |W T n (Q W Y |w n )|w n → 1, where the last two limits hold due to the following lemma.
Lemma 4: Assume 0 < < ≤ 1, then as n → ∞, Q n X |W T n (Q W X |w n )|w n converges uniformly 6 to 1 (in w n ∈ T n (Q W )).
This lemma is a stronger version of the conditional typicality lemma in [2] , since here the probability converges uniformly, instead of converging pointwise. However, the proof is merely a refinement of the conditional typicality lemma [2, Appendix 2A] (by applying the Chernoff bound, instead of the law of large numbers), and hence omitted here. Besides, a similar lemma can be found in [29, Lemma 2.12] , which is established based on a slightly different definition of strong typicality.
Using this upper bound of P X n Y n (x n , y n ) we have D 1+s (P X n Y n π X n Y n )
Let [T W V X |W ] denote the joint distribution of X and W induced by the type T W and conditional type V X |W . Now define the sets of tuples of types and conditional types:
In (75), if Q W XY (w, x, y) = 0, this imposes that
It is easy to verify that A ⊆ B. Let δ 1,n and δ 2,n be two arbitrary sequences tending to zero as n → ∞. Using these notations, we can write (76)-(84), as shown at the top of the next page, where (79) follows from Lemma 4, (80) follows since A ⊆ B, (81) follows since
and (83) follows since Q XY = π XY . Letting n → ∞ in (84), we have lim sup 
Since the distribution Q W XY is arbitrary, we can minimize
Observe that
where E U n is the expectation taken with respect to the distribution P U n . Hence D 1+s (P X n Y n |U n π X n Y n |P U n ) → 0 implies that there must exist at least one sequence of codebooks indexed by {u n } ∞ n=1 such that D 1+s (P X n Y n |U n =u n π X n Y n ) → 0. Therefore, the Rényi common information for s ∈ (0, 1] is not larger than C Wyner (X; Y ). This completes the proof for the case s ∈ (0, 1]. Now we prove the case s ∈ (−1, 0). Since D 1+s (P X n Y n π X n Y n ) is non-decreasing in s, the result for s ∈ (0, 1] implies the achievability result for s ∈ (−1, 0) .
B. Exponential Achievability
Since D 1+s (P X n Y n U n π X n Y n × P U n ) is non-decreasing in s, to prove the exponential result for s ∈ (−1, 1], we only need to show the result holds for s ∈ (0, 1]. To this end, we use the random code given in Appendix A-A. For this code, by Lemma 3, we obtain e s D 1+s ( P X n Y n Un π X n Y n ×P Un ) ≤ e s D 1+s ( P W n X n Y n P W n π X n Y n )−ns R + e s D 1+s ( P X n Y n π X n Y n ) (92) = e s D 1+s ( P X n Y n π X n Y n ) e s D 1+s ( P W n X n Y n P W n π X n Y n )−ns R × e −s D 1+s ( P X n Y n π X n Y n ) + 1 .
Taking log's and normalizing by s,
We first consider the first term of (95). Note that in (68), δ n tends to zero exponentially fast as n → ∞, since Q n W (T n ), min w n ∈T n Q n X |W T n (Q W X |w n )|w n , and min w n ∈T n Q n Y |W T n (Q W Y |w n )|w n all tend to one exponentially fast as n → ∞. Combining this with (73), we obtain that D 1+s (P X n Y n π X n Y n ) → 0 exponentially fast. 1 n D 1+s (P W n X n Y n P W n π X n Y n ) = 1 ns log w n ,x n ,y n P w n P x n |w n P y n |w n 1+s π −s (x n , y n ) (76)
Furthermore, by (84) we can write the exponent of the second term of (95) as lim inf n→∞ s R − 1 n s D 1+s (P W n X n Y n P W n π X n Y n )
Since H Q (XY ) = H π (XY ) ≤ log {|X ||Y|} is bounded and R > I Q (XY ; W ) , by choosing sufficiently small > > 0, we can ensure this exponent is positive.
Combining the two points above, we conclude that the optimal D 1+s (P X n Y n U n π X n Y n × P U n ) tends to zero exponentially fast as long as R > C Wyner (X; Y ) . On the other hand, by a similar argument in Appendix A-A, D 1+s (P X n Y n |U n π X n Y n |P U n ) → 0 exponentially fast implies that there must exist at least one sequence of codebooks indexed by {u n } ∞ n=1 such that D 1+s (P X n Y n |U n =u n π X n Y n ) → 0 exponentially fast. Hence the proof is completed.
APPENDIX B PROOF OF THEOREM 3
A. Proof of Theorem 3
In this section, we present the proof of Theorem 3. In the proof, we adapt the information spectrum method proposed by Oohama [14] to first establish a non-asymptotic lower bound on |P X n Y n − π X n Y n |. Invoking the lower bound (cf. Lemma 6) and applying Cramér's bound in the theory of large deviations [30] , we can obtain a further lower bound on |P X n Y n − π X n Y n | leading to (28) .
Let P M n X n Y n be the joint distribution of (M n , X n , Y n ), induced by the synthesis code, i.e., P M n X n Y n (m, x n , y n )
In the following, for brevity sometimes we omit the subscript, and write P M n X n Y n as P.
Let Q X n Y n and Q X n Y n |M n be arbitrary distributions. Given any η > 0, define the following information-spectrum sets and support sets:
1 n log P X n |M n (x n |w)P Y n |M n (y n |m) Q X n Y n |M n (x n , y n |m) ≥ −η , (99)
Choose
Paralleling (98) to (100), given any η > 0, we define the following memoryless version of information-spectrum sets:
We first present a non-asymptotic lower bound on |P X n Y n − π X n Y n |, i.e., a non-asymptotic converse bound for the problem.
Lemma 5: For any synthesis code such that
where P(·| A) = P X n Y n M n | A denotes the conditional distribution of (X n , Y n , M n ) ∼ P M n X n Y n given that (X n , Y n , M n ) ∈ A, with P M n X n Y n denoting the distribution induced by the synthesis code.
The proof of Lemma 5 is given in Appendix B-B. Invoking Lemma 5 and choosing the distributions Q X n Y n and Q X n Y n |M n as in the paragraph above (104), we obtain the following lemma.
Lemma 6: Given the conditions in Lemma 5, we have
The proof of Lemma 6 is given in Appendix B-C. In the following, for simplicity, we will use Q i to denote Q X i Y i U i V i and use P i to denote P X i Y i U i V i . Let α ∈ [0, 1]. Then we need the following definitions to further lower bound (109). Similar to the definition of ω (α)
Then, similar to the definition of (α,θ) (Q XY U ) in (23), we define
where u i = m, v i = (x i−1 , y i−1 ), and P X n Y n M n | A is the conditional distribution of (X n , Y n , M n ) given (X n , Y n , M n ) ∈ A. Applying Cramér's bound [30, Sec 2.2] and utilizing Lemma 6, we obtain the following lemma. The proof of this lemma is similar to that of [14, Proposition 1], and hence we omit it for the sake of brevity.
Lemma 7: For any (α, λ) ∈ [0, 1] × [0, ∞), given the condition in Lemma 5, we have
Define
Hence, we have
The next lemma is essential in the proof.
The proof of Lemma 8 is similar to that of [14, Proposition 2] and given in Appendix B-D. In the proof of Lemma 8, we adopt ideas from [14] and choose appropriate distributions Q X i Y i U i V i via the recursive method.
Combining Lemmas 7 and 8 yields
where (120) follows from the definition of F(R) in (26) and the fact that (119) holds for any (α, θ ) ∈ [0, 1] × (0, +∞). The proof of Theorem 3 is now complete.
B. Proof of Lemma 5
Define π X n Y n M n := π X n Y n P M n |X n Y n . Then
The last three terms above can each be bounded above by e −nη because
≤ (x n ,y n ,m)∈A c 2 P(w)Q(x n , y n |m)e −nη (128)
Therefore, we have
C. Proof of Lemma 6
Recall that in Appendix B-A, we choose U i = M n and V i = (X i−1 , Y i−1 ). Then Q X n Y n and Q X n Y n |M n can be written as follows:
Q X n Y n |M n (x n , y n |m)
Now recall from Appendix B-A that the joint distribution of (X n , Y n , M n ) induced by the code is P X n Y n M n . The marginal distributions of P X n Y n M n are as follows:
where (145) and (148) follow from the Markov chains X i − M n X i−1 − Y i−1 and Y i − M n Y i−1 − X i−1 under distribution P X n Y n M n (these two Markov chains can be easily obtained by observing that P X i Y i M n = P M n P X i |M n X i−1 P Y i |M n Y i−1 ). Using Lemma 5 and (139)-(149), we obtain
D. Proof of Lemma 8
1) Removing Dependence on the Indices: Recall from Appendix B-A that the joint distribution of (X n ,
where ω (α)
where u i = m, v i = (x i−1 , y i−1 ), and P X n Y n M n | A is the conditional distribution of (X n , Y n , M n ) given (X n , Y n , M n ) ∈ A. For i = 1, . . . , n, definẽ
Obviously, P (α,λ)|i X n Y n M n | A (x n , y n , m) is a distribution induced by normalizing all the terms of the summation in the definition ofC i .
Similarly to [14, Lemma 7] , we obtain the following lemma, which will be used to simplify
Lemma 9: For i = 1, . . . , n, we have
Furthermore, combining (152), (153) and (155) gives us
2) Completion of the Proof of Lemma 8: Assume U and V are two countable sets. Paralleling (21) to (24) , for (α, θ ) ∈ (0, 1] × (0, ∞), we define the following quantities:
where E Q XY U V in (160) is only taken over the set supp(Q XY U V ).
Recall that u i = m and v i = (x i−1 , y i−1 ). For each i = 1, . . . , n, define
where P (α,λ)|i−1 X n Y n M n (x n , y n , m) was defined in (154). Combining Lemma 9 and (162) yields
Note that Q i = Q X i Y i U i V i can be chosen arbitrarily for all i = 1, . . . , n. Here we apply the recursive method. For each i = 1, . . . , n, we choose
where g (α,λ) Q i ,P i was defined in (151). In the following, for brevity, we drop the subscripts of the distributions. From (163), we obtain
where (167) follows from (165); (168) follows from Hölder's inequality; (169) follows from the definitions of (α,θ) (·) and (23) and (165) respectively; (170) follows from (114) and (115); (171) follows since (α,θ) 
for any Q XY U V such that supp(Q XY ) ⊆ supp(π XY ) (The fact that Q i satisfies this point will be shown in the following paragraph); and (172) follows since by the support lemma [2] , the cardinality bounds |V| ≤ 1, |U| ≤ |X ||Y| are sufficient to exhaust (α,θ) . Now we show that according to the choice of Q X i Y i U i V i , we have supp(Q X i Y i ) ⊆ supp(π XY ), which was used in (171). Note that P X n Y n M n (x n , y n , m) > 0 and π X n Y n (x n , y n ) > 0 for any (x n , y n , m) ∈ A, and hence the marginal distribu-
A is positive as well. According to the choice of Q X i Y i U i V i in (164), we have that Q X i Y i U i V i is also positive when evaluated at (x n , y n , m) ∈ A (this point can be shown via mathematical induction), i.e.,
On the other hand, also according to the choice of y) : ∃(x n , y n , m) ∈ supp(π X n Y n ) × M n :
Combining (157) and (172), we obtain that
Finally, combining (113) and (180), we have that
The proof of Lemma 8 is now complete.
APPENDIX C PROOF OF LEMMA 1
Let U be a random variable taking values in a finite alphabet U. Define a set of joint distributions on X × Y × U as P * := P XY U : |U| ≤ |X ||Y|,
and let
A. Preliminary Lemmata for the Proof of Lemma 1
By the support lemma [2, Appendix C], we have the following lemma [1] .
Lemma 10: Wyner's common information C Wyner (X; Y ) satisfies
Before proceeding the proof of Lemma 1, we present an alternative expression for Wyner's common information. Recall that given a number a ∈ [0, 1], we defineā = 1 − a. Then for any α ∈ [0, 1] and Q XY U ∈ Q, define
By observing that both P * and Q are compact, and by utilizing the fact that a continuous function defined on a compact set attains its minimum, we obtain the following. Fact 1: Both the minima in the definitions of R * in (183) and R (α) in (186) are attained. We then have the following lemma.
Lemma 11: The following conclusions hold.
Moreover, there exists some decreasing sequence
where 
However, the construction of such an intermediate distribution is different for these two proofs. The construction in [14] does not apply to our case, since our case does not only require Q XY U to satisfy the Markov chain X −U −Y , but also requires that Q XY = π XY . Proof of Lemma 11: It is easy to show (188). Hence, by the definition of R sh in (187),
In the following we prove (189). Let {α m } ∞ m=1 be an arbitrary sequence of decreasing positive real numbers such that lim m→∞ α m = 0, and let Q (m) XY U be a minimizing distribution of (186) with α = α m . The existence of this minimizing distribution is guaranteed by Fact 1. Since P(X × Y × U) is compact (following from the definition of Q), there must exist some sequence of increasing integers {m k } ∞ k=1 such that Q (m k ) XY U converges to some distribution Q XY U . Consider,
Observe that R sh is finite due to (192) . Hence it holds that
That is,
Therefore, under (200) and (201), we have
Combining (192), (197) and (204) yields us
Therefore, there exists some sequence {c(α m k )} ∞ k=1 ⊂ R (e.g., the sequence {R * − 1
This concludes the proof. We also have the following crucial lemma. Lemma 12: Let α ∈ (0, 1] and Q XY U ∈ Q. Then we have
or equivalently,
where (α,θ) and R (α) were defined in (24) and (186) respectively, and (α,θ) is a term that vanishes as θ ↓ 0, the rate being dependent on α.
Proof of Lemma 12: To show this lemma, we first need to show that R (α,θ) 
is continuous in (θ, Q XY U ) ∈ [0, 1 1+ᾱ ) × Q. It is easy to observe that (α,θ) 
is jointly continuous in (θ, Q XY U ) ∈ [0, 1 1+ᾱ ) × Q, hence R (α,θ) (Q XY U ) is jointly continuous on (0, 1 1+ᾱ ) × Q. Therefore, to show the continuity of 
Invoking the definition of (α,θ) (Q XY U ) in (23), we obtain 
Therefore, combining (218), (219), and (221), we observe that the limit lim (θ,Q XY U )→(0,Q XY U ) 1 θ (α,θ) (Q XY U ) exists, and moreover, lim (θ,Q XY U )→(0,Q XY U ) 1 θ (α,θ) (Q XY U ) = R (α) (Q XY U ). Hence, we obtain (212). In other words, R (α,θ) (Q XY U ) is jointly continuous in (θ, Q XY U ) ∈ [0, 1 1+ᾱ ) × Q. In addition, observe that Q is a compact set. By using the following lemma we can assert that min Q XY U ∈Q R (α,θ) (Q XY U ) is continuous in θ ∈ [0, 1 1+ᾱ ). Lemma 13 (Lemma 14 in [24] ): Let X and Y be two metric spaces and let K ⊂ X be a compact set. Let f : X ×Y → R be a (jointly) continuous real-valued function. Then the function g : Y → R, defined as
is continuous on Y.
Considering the point θ = 0, we obtain 
= min
where the first equality follows from Lemma 13 which essentially says that the limit and minimum operations can be swapped. On the other hand, observe that
Combining (224) and (226), we obtain (207) as desired.
B. Proof of Part (i) in Lemma 1
Using Lemma 10, we obtain that if R < C Wyner (X; Y ), then
for some τ > 0. Further, invoking (189) and (227), we obtain that there exists k 0 such that for any k ≥ k 0 ,
Referring to (228) and (229), we obtain that for any k ≥ k 0 ,
Therefore, invoking (26), we conclude that for any k ≥ k 0 ,
where (234) follows from Lemma 12 and the inequality 1 + (5 − 3α k )θ ≤ 1 + 5θ , (235) follows from (230), and (236) follows since there exists a sufficiently small θ ∈ (0, 1 1+ᾱ k ) such that | (α k ,θ) | ≤ 1 4 α k τ for all θ ≤ θ. Since the expression in (237) is positive, we have F(R) > 0 as desired.
C. Proof of Part (ii) in Lemma 1
Because exp(·) is convex, applying Jensen's inequality, we obtain (α,θ) 
Hence we have
Thus, recalling the definition of F (α,θ) (R) in (25) , we obtain that
where (245) follows from the assumption R ≥ C Wyner (X; Y ) = R sh . On the other hand, note that lim θ→0 F (α,θ) = 0.
(246)
Hence, combining (245) and (246), we conclude that
