In this paper, we introduce the differential system obtained by mixing a system of evolution equations and a system of hemivariational inequalities ((SEESHVI), for short). We prove the superpositional measurability and upper semicontinuity for the solution set of a general system of hemivariational inequalities, and establish the non-emptiness and compactness of the solution set of (SEESHVI).
Introduction
Very recently, Liu et al. [19] formulated a new type of problems that consists of an evolution equation driven by a variational inequality ((EEVI) for short)     
x (t) = Ax(t) + f(t, x(t), u(t)), t ∈ [0, T ], u(t) ∈ S(K, g(t, x(t), ·), φ), t ∈ [0, T ],
where S(K, g(t, x(t), ·), φ) stands for the solution set of the following variational inequality: find u : [0, T ] → K such that g(t, x(t), u(t)), v − u(t) E * 1 ×E 1 + φ(v) − φ(u(t)) 0, ∀v ∈ K.
Here, for real Banach spaces E and E 1 , K is a convex subset of E 1 , A : D(A) ⊆ E → E is the infinitesimal generator of a C 0 -semigroup e At in E, φ : E 1 → R ∪ {+∞} is a proper, convex and lower semicontinuous functional, and f : [0, T ] × E × E 1 → E and g : [0, T ] × E × K → E * 1 are fixed mappings. The solutions of problem (EEVI) are understood in the following mild sense. It is worth to point out that the aspects related to problem (EEVI), have been until now examined only in a finite dimensional content when E = R n , E 1 = R m , A = 0 (see Gwinner [9, 10] , Li et al. [14] , and Pang and Stewart [25] ). Liu et al. [17] devoted to the case E = R n , E 1 = R m , A = 0, and f(t, x(t), u(t)) = g(t, x(t)) + B(t, x(t))u(t). Actually, in these works an ordinary differential equation is parameterized by an algebraic variable required to solve a finite-dimensional variational inequality in the state variable of the differential equation. Such problems taking into account simultaneously both dynamics and constraints in the form of inequalities arise in various situations such as electrical circuits with ideal diodes, Coulomb friction problems for contacting bodies, economical dynamics, dynamic traffic networks, control systems. For more details we refer to [3, 9-11, 14, 16, 17, 25, 27] .
On the other hand, Panagiotopulos [23] first introduced the concept of hemivariational inequality concerning nonsmooth and nonconvex energy functions, which is an important generalization of variational inequality. As a useful tool, this type of inequalities and their systems have been used to describe many important problems arising in mechanics and engineering, such as unilateral contact problems in nonlinear elasticity, thermoviscoelastic frictional contact problems, and obstacles problems; see, e.g., [21, 22] . By using the generalized directional derivative (in the sense of Clarke) and the generalized Clarke subdifferential, a growing number of scholars have made fruitful achievements on many kinds of hemivariational inequalities and systems of hemivariational inequalities, including stationary hemivariational inequalities, evolutionary hemivariational inequalities and their systems. For more details on these topics, we can refer to, e.g., [1, 2, 20-22, 24, 26, 28, 30-33] and the references therein.
There are two kinds of important approaches to studying the existence of solution to various types of hemivariational inequalities in the recent literature on hemivariational inequalities. One is closely related to KKM theorems and fixed point theorems, which are used by Panagiotopulos [24] , Repovs and Varga [26] , Costea and Radulescu [4] , and Zhang and He [35] to study stationary hemivariational inequalities and systems of stationary hemivariational inequalities. The other is closely related to surjectivity theorems concerning pseudomonotone and coercive operators, which are captured by Xiao and Huang [29] , and Liu [15] for various types of stationary hemivariational inequalities and evolutionary hemivariational inequalities. Very recently, Xiao et al. [31] studied a system of time-dependent hemivariational inequalities with Volterra integral terms by using a surjectivity theorem for pseudomonotone and coercive operators, and the Banach fixed-point theorem for contraction maps. Under some appropriate conditions, the existence result of solution to the problem considered was established by proving that a derived vector inclusion problem with Volterra integral term is solvable.
Inspired by the above problem (EEVI), we formulate a new type of problems that consists of a system of evolution equations driven by a system of hemivariational inequalities ((SEESHVI), for short) with x(t) = (x 1 (t), x 2 (t)) and u(t) = (u 1 (t), u 2 (t)), where
stands for the solution set of the system of hemivariational inequalities ((SHVI), for short):
Here, for i = 1, 2, V = V 1 × V 2 and U = U 1 × U 2 with V i and U i being real Banach spaces, K i is a convex subset of
i are fixed mappings. For i, j = 1, 2 and i = j, the notation J • i (u 1 , u 2 ; v i ) stands for the partial generalized Clark directional derivative ( [28] ) of a locally Lipschitz function J : U = U 1 × U 2 → R with respect to the ith variable at the point u i ∈ U i in the direction v i ∈ U i for the given u j ∈ U j .
The solutions of problem (SEESHVI) are understood in the following mild sense.
is a mild solution of problem (SEESHVI), then x is called the mild trajectory and u the variational control trajectory.
The purpose of the present paper is to investigate the properties of the solution set for the general problem (SEESHVI). The main point is that (SEESHVI) is described by a system of partial differential equations (1.1), with A i for example the Laplace operator, subject to an infinite-dimensional system of hemivariational inequalities (1.2). This incorporates large classes of problems and models and here we extend the previous works dealing with such type of problems.
First, we prove the essential properties as the superpositional measurability and upper semicontinuity for the solution set of a general system of hemivariational inequalities. Then we establish our main result stating that the solution set of problem (SEESHVI) is nonempty and compact. In our approach we make use of various analytical and topological tools such as the properties of generalized directional derivative (in the sense of Clarke), KKM theorem, monotonicity, theory of semigroups, measure of noncompactness, Filippov implicit function lemma and fixed-point theory for set-valued mappings.
The paper is structured as follows. Section 2 contains basic definitions and preliminary facts needed in the sequel. Section 3 presents a general existence theorem for the system of hemivariational inequalities related to problem (SEESHVI). It also studies the upper semicontinuity, superpositional measurability, compactness, and convexity properties of the solution set. Section 4 focuses on the existence and qualitative properties of the solution set for problem (SEESHVI).
Preliminaries
In this section, we first recall some prerequisites regarding set-valued mappings that will be used later on. More information can be found in [12, 20, 34] .
For any nonempty set Y, we denote by P(Y) the collection of its nonempty subsets. For easy reference, we also introduce K(Y) := {D ∈ P(Y) : D is compact} and Kν(Y) := {D ∈ P(Y) : D is compact and convex}.
We first recall a useful classical result.
Lemma 2.1 ([6]
). Let K be a nonempty subset of a Hausdorff topological vector space E 1 and let G : K → P(E 1 ) be a set-valued mapping with the properties:
Let us mention a few facts about the measurability of set-valued mappings. Definition 2.2. Let E and E 1 be Banach spaces and let an interval I ⊂ R. We say that F : I × E → P(E 1 ) is superpositionally measurable if, for every measurable set-valued mapping Q : I → K(E), the composition Φ : I → P(E 1 ) given by Φ(t) = F(t, Q(t)) is measurable.
Theorem 2.3 ([34]
). If F : I × E → K(E 1 ) satisfies the Caratheodory condition or F is upper or lower semicontinuous, then F is superpositionally measurable.
We also cite from [12, Theorem 1.3.5] a sufficient condition for getting strongly measurable selections. In the following we fix a number 0 < T < ∞. Theorem 2.4. Let E and E 1 be Banach spaces. Assume that the set-valued mapping
Then, for every strongly measurable function q : [0, T ] → E, there exists a strongly measurable selection g :
Now we briefly focus on the important notion of measure of noncompactness. Definition 2.5. Let E be a Banach space and let ( , ) be a partially ordered set. A mapping β : P(E) → is called a measure of noncompactness (MNC, for short) in E if β(coΩ) = β(Ω) for every Ω ∈ P(E).
An important example is the Hausdorff MNC χ defined by means of diameters of sets:
We also need the monotone nonsingular MNC in the space
where ∆(Ω) denotes the collection of all countable subsets of Ω, while
In (2.1) the maximum is taken in the sense of the order on = R 2 . Let β 1 and β 2 be real MNCs (that is, = [0, +∞]) in E 1 and E 2 , respectively. For any k 0,
The following criterion of (k, β 1 , β 2 )-boundedness is taken from [12, Proposition 2.2.2]. Theorem 2.6. Let χ 1 and χ 2 be the Hausdorff MNCs in E 1 and E 2 , respectively. Suppose that X ⊂ E 1 and F : X × E 1 → K(E 2 ) satisfy the conditions:
(1) there exists k ∈ R + such that for every x ∈ X, F(x, ·) :
(2) the set F(Ω × {y}) is relatively compact in E 2 for every bounded subset Ω ⊂ X and y ∈ E 1 .
Further, we turn to the set-valued fixed point theory by listing from [12] some basic statements.
Definition 2.7. Let X be a closed subset of a Banach space E and let β be a real MNC in E. A set-valued mapping F : X → K(E) is said to be β-condensing if there is some 0 k < 1 such that β(F(Ω)) kβ(Ω) for every Ω ∈ P(X).
Theorem 2.8. If M is a nonempty closed convex subset of a Banach space E and F : M → Kν(M) be a closed β-condensing set-valued mapping, with a nonsingular MNC β in E, then the set Fix(F) of fixed points of F is nonempty.
Theorem 2.9. Let C be a closed subset of a Banach space E and let F : C → K(E) be a closed set-valued mapping, which is β-condensing on every bounded subset of C, with a monotone
In what follows, let us proceed to the definition of the generalized gradient of Clarke for a locally Lip-
Recall also that the generalized Clarke subdifferential of h at u, denoted by ∂h(u), is a subset of E * given by
The following lemma provides some basic properties for the Clarke's generalized directional derivative and the Clarke's generalized gradient; see e.g., [20, 28, 30] . Lemma 2.10. Let h : E → R be a locally Lipschitz functional on E and let u, v ∈ E be two given elements. Then
is finite, positively homogeneous, subadditive and thus convex on E;
is a nonempty, convex, bounded, and weak * -compact subset of E * ; (v) for all v ∈ E, one has h • (u; v) = max{ ξ, v E * ×E : ξ ∈ ∂h(u)}; (vi) the graph of the Clarke's generalized gradient ∂h(u) is closed in E × (w * -E * ) topology, where (w * -E * ) denotes the space E * equipped with weak * topology, i.e., if {u n } ⊂ E and {u * n } ⊂ E * are sequences such that u * n ∈ ∂h(u n ), u n → u in E and u * n → u * weak * ly in E * , then u * ∈ ∂h(u). Lemma 2.11 ([28, Lemma 3.6] ). Let U = U 1 × U 2 be endowed by the norm
At the end of this section, we give a theorem from [8] , which is important to the proof of our main results.
Theorem 2.12 ([8]
). Let C ⊂ E be nonempty, closed, and convex, C * ⊂ E * be nonempty, closed, convex, and bounded, ϕ : E → R be proper, convex and lower semicontinuous and y ∈ C be arbitrary. Assume that, for each x ∈ C, there exists x * (x) ∈ C * such that x * (x), x − y E * ×E ϕ(y) − ϕ(x). Then, there exists y * ∈ C * such that y * , x − y E * ×E ϕ(y) − ϕ(x), ∀x ∈ C.
Properties of solution set for SHVI
Let U = U 1 × U 2 , where U 1 and U 2 are real reflexive Banach spaces, endowed with the norm defined by
where U is a reflexive Banach space ( [34] ). Let J : U → R be a locally Lipschitz functional on U. Given a nonempty subset K i ⊆ U i , a mapping Q i : K i → U * i and a proper function φ i : U i → R ∪ {+∞} for i = 1, 2, we consider the following system of hemivariational inequalities ((SHVI), for short):
Our first main result of this section is as follows.
(ii) φ i : U i → R ∪ {+∞} is a proper, convex, and lower semicontinuous function;
and positive number r > 0 such that one of the following inequalities holds:
Then u = (u 1 , u 2 ) ∈ K 1 × K 2 is a solution of (SHVI) if and only if it is a solution to the following system of generalized mixed variational inequalities (SGMVI):
Moreover, the solution set of (SHVI) is nonempty, convex, and closed in
Proof. Firstly, we claim that u = (u 1 , u 2 ) ∈ K 1 × K 2 is a solution of (SHVI) if and only if u = (u 1 , u 2 ) solves
Indeed, if u = (u 1 , u 2 ) ∈ K 1 × K 2 is a solution of (SHVI), then we have
is also a solution of (3.1). Conversely, assume that u = (u 1 , u 2 ) ∈ K 1 × K 2 is a solution of (3.1). Since the set K i is convex for i = 1, 2, it follows that u i,λ := λv i + (1 − λ)u i ∈ K i for all λ ∈ (0, 1) and all v i ∈ K i , and hence
Then by assumption (ii) and the positive homogeneousness of the function y i → J • i (u 1,λ , u 2,λ ; y i ) (due to Lemma 2.10 (i)), there holds 
Passing to the limsup as λ → 0 at both sides of the inequalities in (3.2) and making use of hypotheses (i) and (ii) imply that
Thus, u = (u 1 , u 2 ) ∈ K 1 × K 2 solves problem (SHVI), and hence the required equivalence is proven. Secondly, we claim that u = (u 1 , u 2 ) ∈ K 1 × K 2 is a solution of problem (3.1) if and only if u = (u 1 , u 2 ) solves problem (SGMVI).
Indeed, assume that u = (u 1 ,
By virtue of Lemma 2.10 (v), one observes that
Thus, it follows that for i = 1, 2, there exists
According to Lemma 2.10 (iv), ∂ 1 J(v 1 , v 2 ) and ∂ 2 J(v 1 , v 2 ) are nonempty, convex, bounded and closed subsets in U * 1 and U * 2 , respectively. This implies that for i = 1, 2, the set
} is also nonempty, convex, bounded, and closed in U * i . Therefore, for i = 1, 2, it follows from (3.3) and Theorem 2.12 with ϕ i (·) = φ i (·), which is proper, convex, and lower semicontinuous, that there exists a ξ i ∈ ∂ i J(v 1 , v 2 ), which is independent on u i , such that
Consequently, u = (u 1 , u 2 ) is a solution of (SGMVI). Conversely, assume that u = (u 1 ,
Utilizing Lemma 2.10 (v), we obtain that
which together with (3.4), implies that u = (u 1 , u 2 ) ∈ K 1 × K 2 is a solution of problem (3.1).
All in all, we show that u = (u 1 , u 2 ) ∈ K 1 × K 2 is a solution of (SHVI) if and only if it is a solution of (SGMVI).
Next, in order to establish the other assertions of the theorem, we first suppose that the set K i is bounded in U i for i = 1, 2. We introduce the set-valued mapping G :
In this respect we notice that G(v) is convex and v ∈ G(v) whenever
Taking the limit as n → ∞ at both sides of the inequalities in (3.5), on the basis of assumption (ii), results in
Now we show that G is a KKM mapping. Arguing by contradiction, assume that there exist a finite subset {v 1 , v 2 , . . . , v n } ⊂ K 1 × K 2 and u 0 = 
For i = 1, 2, by the monotonicity of Q i and ∂ i J, we deduce that for each m ∈ {1, 2, . . . , n} and any
Then combining (3.6) and (3.7) implies that for all m ∈ {1, 2, . . . , n},
2 ) < 0, from which it arises the contradiction, that is, for i = 1, 2,
Therefore G is a KKM mapping.
Since K i is bounded, closed, and convex in the reflexive Banach space U i for i = 1, 2, it follows that
We are in a position to apply Lemma 2.1 ensuring that v∈K 1 ×K 2 G(v) = ∅. Hence the solution set of problem (SGMVI) is nonempty, so the same is true for the solution set of problem (SHVI). Now we suppose that the set K i is unbounded in U i for i = 1, 2. For every integer n 1, using the element u 0 := (u 0 1 , u 0 2 ) ∈ K 1 × K 2 given in assumption (v), we know that
n} is a bounded, closed, and convex subset of U i for i = 1, 2. According to the proceeding proof, we can find
(3.8)
We claim that there exists an integer k 1 such that max i∈{1,2}
Arguing by contradiction, assume that max i∈{1,2} u n i − u 0 i U i = n for every n 1. Inserting v i = u 0 i for i = 1, 2 in (3.8), it turns out
which contradicts assumption (v) provided n is sufficiently large. Hence the claim in (3.9) holds true.
Let x = (x 1 , x 2 ) ∈ K 1 × K 2 . By (3.9), we have for sufficiently small t > 0 that max i∈{1,2}
This enables us to set v i = u k i + t(x i − u k i ) in (3.8) for n = k and i = 1, 2, which together with the convexity of φ i and the positive homogeneousness of
On the basis of the equivalence between problems (SHVI) and (SGMVI), it is readily seen from (SGMVI), in conjunction with assumption (ii), that the solution set of (SHVI) is closed and convex in U = U 1 × U 2 . This completes the proof.
Remark 3.2. Theorem 3.1 extends the results in Costea and Radulescu [5] , Liu and Zeng [18] , and Liu et al. [19] . Many important situations are incorporated in Theorem 3.1. Assertion (3.1) is an extension of Minty's technique. Assumption (v) expresses a generalized coercivity condition. Related results can be founded in [13] .
The first part of the proof of Theorem 3.1 implies the following corollary.
Corollary 3.3. Let J : U → R be a locally Lipschitz functional on U = U 1 × U 2 . Let K i be a nonempty compact and convex subset of a real Banach space U i for i = 1, 2. Assume that for i = 1, 2, Q i :
Now we establish some additional properties of the solution set for a class of systems of hemivariational inequalities that are closely related to problem (SEESHVI).
Theorem 3.4. Let J : U → R be a locally Lipschitz functional on U = U 1 × U 2 . Let K i be a nonempty compact and convex subset of a real Banach space U i for i = 1, 2. Assume that i = 1, 2, V i be a real separable Banach space and, for some T > 0, the mapping
i endowed with the weak * topology whenever u i ∈ K i . In addition, we assume that for every
(a) U is upper semicontinuous; (b) U is superpositionally measurable in the sense of Definition 2.2.
Proof. Let V = V 1 × V 2 , endowed with the norm defined by
where V is a Banach space (see e.g., [34] ). Corollary 3.3 guarantees that for every t ∈ [0, T ] and x = (x 1 , x 2 ) ∈ V the set U(t, x) is nonempty, so the mapping
In order to prove (a), we need to check that for each closed subset
) and x = (x 1 , x 2 ). Thus we can choose u n = (u n 1 , u n 2 ) ∈ U(t n , x n ) ∩ C. Then (3.10) and Corollary 3.3 render
By the compactness of K 1 × K 2 , we may pass to a relabeled subsequence with u n → u in U for some u = (u 1 , u 2 ) ∈ C. Utilizing Lemma 3.6 of [28] we obtain that for i = 1, 2 lim sup
Taking the limsup as n → ∞ at both sides of the inequalities in (3.11), from our assumptions we obtain
This reads as u = (u 1 , u 2 ) ∈ U(t, x) ∩ C whence (t, x) ∈ U − (C). Thereby we get part (a).
Finally, we note that assertion (a) allows us to apply Theorem 2.3, which ensures that (b) holds true. This completes the proof.
Existence results
In this section we focus on problem (SEESHVI) with the set of constraints
For i = 1, 2, we impose the following assumptions on the mapping
with x = (x 1 , x 2 ) and y = (y 1 , y 2 ).
Remark 4.1. A special case of (f1) is when f(t, x, ·) : K → E 1 is affine for all (t, x) ∈ [0, T ] × E. In Pang and Stewart [25] and Liu et al. [17] it is utilized an f of the form f(t, x, u) = g(t, x) + B(t, x)u.
For i = 1, 2, we set forth relevant properties of the set-valued mapping x, U(t, x) ), with U introduced in (3.10).
Lemma 4.2.
Assume that for i = 1, 2, V i and U i are real Banach spaces, with V i separable, and K i is a nonempty compact and convex subset of U i . Assume that the hypotheses of Theorem 3.4 and conditions (f1)-(f5) above are satisfied. Then, for i = 1, 2 there hold:
where χ is the Hausdorff MNC in V.
Proof.
(i) Corollary 3.3 and Theorem 3.4 ensure that the set-valued mapping U takes its values in Kν(K) with K = K 1 × K 2 . Then, for i = 1, 2, hypotheses (f1) and (f4) imply that
(ii) By virtue of (f3) and (f4), we have that f i (·, x, ·) : [0, T ] × U → V i satisfies the Caratheodory condition. Notice that U(t, x) ∈ K(U) for all (t, x) ∈ [0, T ] × V. Invoking assertion (a) of Theorem 3.4 and applying Theorem 2.3, we infer that F i (·, x) = f i (·, x, U(·, x)) is measurable for every x ∈ V, so it is strongly measurable because V i is separable for i = 1, 2. Therefore, for i = 1, 2, taking (i) into account, F i (·, x) has a strongly measurable selection whenever x ∈ V (see [12] ).
(iii) For any fixed t ∈ [0, T ], consider the mappings
As known from (b) in Theorem 3.4, the set-valued mapping F 1 is upper semicontinuous, whereas hypothesis (f4) guarantees that F 2,i is continuous. Then, for i = 1, 2, since F i (t, ·) = F 2,i • F 1 , we can infer that F i (t, ·) is upper semicontinuous.
(iv) For i = 1, 2 and any t ∈ [0, T ], in view of Theorem 3.4 we can consider the set-valued mapping y, U(t, x) ) for all (x, y) ∈ V × V. We note that for each bounded subset D ⊂ V it follows that for i = 1, 2, G i (D, y) = f i (t, y, U(t, D) ) is relatively compact in V i whenever y ∈ V. This is true because U(t, D) ⊂ K and K = K 1 × K 2 is compact. Hence requirement (2) in Theorem 2.6 is verified.
Let x, y 1 , y 2 ∈ V. If for i = 1, 2, z 1 i ∈ G i (x, y 1 ), there is u ∈ U(t, x) such that z 1 i = f i (t, y 1 , u), and so
. Assumption (f5) enables us to write for i = 1, 2,
which leads to the conclusion that G i (x, ·) is k i (t)-Lipschitz with respect to the Hausdorff metric H i . In this way we have checked requirement (1) in Theorem 2.6. Consequently, we are in a position to apply Theorem 2.6 from which we obtain that the required property is fulfilled with
, which completes the proof.
Parts (ii) and (iii) of Lemma 4.2 provide that, under the hypotheses therein, the assumptions of Theorem 2.4 with F i in place of G i are fulfilled for i = 1, 2. Then we derive that F i (·, q(·)) has strongly measurable selections for every q = (q 1 , q 2 ) ∈ C([0, T ]; V). So, it is meaningful that for i = 1, 2 we define the set-valued mapping
Here, for i = 1, 2,
is the infinitesimal generator of the C 0 -semigroup e A i t in V i as given in (1.1). We point out significant properties of the set-valued mapping Γ . Proof. Let us associate to (SEESHVI) the following system of evolutionary differential inclusions ((SEDI), for short):
with x(t) = (x 1 (t), x 2 (t)), where, as before, for i = 1, 2, F i (t, x) = f i (t, x, U(t, x)) with U(t, x) defined in (3.10). The proof of the theorem is divided into three parts. For i = 1, 2, fix a positive constant L i > 0 sufficiently large such that
where
is entering assumption (f2) and M i := max t∈[0,T ] e A i t . According to (4.2), for i = 1, 2, we may choose r i > 0 such that
For the equivalent norms on the spaces C([0, T ]; V i ), i = 1, 2 and C([0, T ]; V) given respectively by
we consider the closed ball B r (0) :
We claim that Γ maps B r (0) into B r (0). In order to prove this, let y = (y 1 , y 2 ) ∈ Γ x with x = (x 1 , x 2 ) ∈ B r (0). From (4.1), we can spot some h = (h 1 , h 2 ) ∈ P F 1 (x) × P At this point, taking into account that x ∈ B r (0) and (4.3), we are able to find
This means that y * r, which proves the claim. Through Theorem 4.3 for the closed ball B r (0), we may thus apply Theorem 2.8 with M = B r (0) and F = Γ . From Theorem 2.8 we infer that FixΓ = ∅, so Step 1 holds true.
The solution set of (SEDI) is compact in C([0, T ]; V).
If x = (x 1 , x 2 ) ∈ C([0, T ]; V) is a solution of (SEDI), then for any t ∈ [0, T ] we have that for i = 1, 2,
with certain h = (h 1 , h 2 ) ∈ P F 1 (x) × P F 2 (x). Then from the growth condition (f2) we obtain that for i = 1, 2,
with the constant M i introduced in Step 1. Now, for i = 1, 2, on the basis of Gronwall inequality, we get the estimate
Therefore Fix(Γ ) is bounded in C([0, T ]; V). Due to Theorem 4.3, it turns out that Theorem 2.9 can be invoked by taking F = Γ in its statement. We deduce that the solution set of problem (SEDI), which equals Fix(Γ ), is compact in C([0, T ]; V). Consequently, the set of all mild trajectories of problem (SEESHVI) is compact in C([0, T ]; V).
3. The solution set of (SEESHVI) is nonempty. Assertion (b) of Theorem 3.4 guarantees that the set-valued mapping U : [0, T ] × V → Kν(K) is superpositionally measurable. So, applying Filippov implicit function lemma (see [7, 12] ), we conclude that for every trajectory x = (x 1 , x 2 ) ∈ C([0, T ]; V) of (SEDI) there exists a measurable selection u(t) = (u 1 (t), u 2 (t)) ∈ U(t, x(t)) such that      x 1 (t) = A 1 x 1 (t) + f 1 (t, x(t), u(t)), t ∈ [0, T ], x 2 (t) = A 2 x 2 (t) + f 2 (t, x(t), u(t)), t ∈ [0, T ], This ensures that (x, u) is a mild solution of problem (SEESHVI) in the sense of Definition 1.2. The proof is thus complete.
Remark 4.5. It is worth pointing out that the system (SEDI) of evolutionary differential inclusions includes as a special case the evolutionary differential inclusion (EDI) in [19] because (SEDI) reduces to (EDI) in [19] [19] from problem (EEVI) in [19] to (SEESHVI).
