Abstract. Data gathering is a very important functionality in sensor networks. Most of current data gathering researches have been emphasized on issues such as energy efficiency and network lifetime maximization; and the technique of data aggregation is usually used to reduce the number of radio transmissions. However, there are many emerging sensor network applications with different requirements and constraints. Rather, they are time critical, i.e., delivering sensed information of each individual sensor node back to a central base station quickly becomes most important. In this paper, we consider collision-free delay efficient data gathering problem in sensor networks, assuming that no data aggregation happens in intermediate nodes. We formally formulate this problem and propose optimal and near-optimal algorithms for different topologies. Particularly, in general topology, we present two approximation algorithms with performance ratio of 2 and 1+1/(k+1), respectively.
Introduction

Motivation
Recent advances in miniaturization of computing devices with advent of efficient short-range radios have given rise to strong interest in sensor networks [1] , [2] . Sensor networks are ad hoc multi-hop wireless networks formed by a large number of low-cost sensor nodes with limited battery power and processing capacity. Wireless sensor networks are expected to be used in a wide range of applications, such as military surveillance, environmental monitoring, target tracking, etc. One of the most important communication primitives that has to be provided by sensor networks is data gathering, i.e., information collected at sensors has to be transmitted back to a sink node, which is responsible for further processing for end-user queries.
Since sensor nodes are usually deployed in adverse environments, it is often not feasible to replace or recharge their batteries. In order to prolong network lifetime, how to maintain energy efficient data gathering has attracted a lot of attention. Most of current data gathering researches have been conducted towards this goal [3] , [4] , [5] , [6] . Some works also use data aggregation techniques [7] , [8] , [9] to reduce the number of radio transmissions, which is the main drain of the battery of sensor nodes. Data aggregation is especially appropriate when sensor networks have high density and as a result, data sensed at neighboring nodes are either highly correlated or simply redundant.
However, there are many emerging sensor network applications with different requirements and constraints. Rather, they are time critical, i.e., delivering sensed information of each individual sensor node back to a central base station as fast as possible becomes most important. Since the data is usually time varying in sensor networks, it is essential to guarantee that data can be successfully received by the sink the first time instead of being retransmitted due to collisions. In such scenarios, efficient data gathering scheduling is needed, which speciftes how the data collected at each individual node is transmitted to the sink or base station without any collisions, within the shortest period of time. In this paper, we restrict our focus on collision-free delay efficient data gathering problem in sensor networks, assuming that no data aggregation happens in intermediate nodes. We first use a concrete example to motivate our research.
Motivating Example. For patient monitoring in hospital, a sensor network may consist of many sensor instruments, which are attached to patients to monitor their physical conditions. Medical data sensed at each sensor is transmitted back to a central platform for diagnosis. Due to the short radio transmission range, sensed data is transmitted in multi-hop manner. Such application has several characteristics. First, energy is not a concern as the battery of each sensor can be easily replaced. Secondly, the data collected from each individual patient is independent and not correlated in anyway. All the illness information of each patient has to be sent back to the central platform separately and no aggregation on the intermediate nodes is desired. Thirdly, the time criticality of such application is obvious without further explanation.
The delay efficient data gathering problem is not limited in sensor networks. It is suitable for any real time data gathering applications. For example, in network monitoring, wherein each individual computer in the network is required to send back to the server of its own source or traffic information. This monitoring happens in rounds and all the nodes are synchronized to send the data back. This way server can gather all the information and generate a complete picture of the network; and react quickly to coordinate for resource allocation and traffic congestion control, etc. In this scenario, data aggregation in intermediate nodes is obvious unwanted. Rather, the delay window (the period within which messages from all the nodes are received by the base station) is more critical since the quicker the central server gets all the necessary information, the more timely decisions it can make as to the actions each node has to take to prevent undesirable situations from happening.
Related Work
The work which is most related to the problem we consider in this paper is [10] . It studies the problems of data distribution and data collection in wireless sensor networks via simple discrete mathematical models. Our approach differs with it in two aspects. First, instead of solving a converse distribution problem wherein a base station transmits data packets to nodes as proposed in [10] , we design optimal or near optimal algorithms to directly solve the data gathering problem. Second, to further reduce delay while avoiding collisions, we introduce multiple channels in our work. In [10] , a transmission from node N i to node N j is successful only if none of the neighbor nodes of receiver N j is transmitting simultaneously. With this model, they present a strategy for general graph networks within a factor of 3 of the optimal performance. In our model, each node is equipped with two channels. This way its two non-adjacent neighbors can transmit simultaneously as long as they choose different channels. As we will show later, such model will result in an approximation algorithm with performance ratio 2 in general graph networks. Multiple channels were shown to be more efficient for multi-hop wireless networks [11] , [12] .
Another closely related work is [13] . It studies the problem of minimum latency broadcast in ad hoc networks. It presents a collision-free broadcast algorithm which simultaneously produces provably good solutions in terms of latency and the number of retransmissions. Our proposed problem is not a simple reverse engineering of above problem. Unlike [13] , in which one single message is broadcast to all the nodes, our work studies the condition whereby different messages are gathered and sent back to one node. In this sense, our problem is conjectured to be even harder than that in [13] .
There are some research work [14] , [15] , [6] also realizing the importance to consider the delay incurred in gathering sensed data, in addition to minimizing energy. They capture this with the engergy × delay metric and present schemes that attempt to balance the energy and delay cost for data gathering from sensor networks. Our goal in this paper is solely delay minimization.
Paper Organization. The remainder of this paper is organized as follows. In section 2, we specify our network model and present the problem statement. In section 3, we design and analyze our data gathering algorithms for different special topologies. Two heuristics for general topology are then presented in section 4. We conclude our paper in section 5.
Network Model and Problem Statement
Network Model and Assumptions. We model the sensor network as a disk graph G = (V, E), where V = {1, 2, . . . , N} is the set of sensor nodes and E is the set of undirected edges. The edge exists between two nodes if their Euclidean distance is within the transmission range of each other (for simplicity, we assume all the nodes have the same transmission range). There is only one sink node, which is used to collect and analyze data for interest queries. All nodes are sensing data and trying to send/relay data back to the sink node. A collision happens at a node if it hears a message from more than two transmitters at the same time. Our goal is to intelligently schedule each node's receiving/transmitting time in order to guarantee collision-free data gathering with minimum delay.
We assume that each node has half duplex interface and is equipped with two channels. Therefore, it can not receive/transmit at the same time, but its non-adjacent neighboring nodes can transmit simultaneously as long as they choose different channels. Each node has one message waiting to be transmitted back to the sink node, but it has limited buffer size such that relay nodes only perform simple receive and forward type operations, i.e., packets received must be forwarded in the next time slot following its arrival. Such constraint is also used in [10] . Furthermore, in this work, we do not consider data aggregations, which may be explored in future research.
Problem Statement. Given a disk graph G = (V, E) and a sink node S, node S i ∈ V is the source of data item i, our data gathering problem is to schedule for each data item j and each node S i , the time slot at which node S i transmits/receives data item j collision-free, such that the time when the last data item received by S is minimized.
Algorithms for Special Topologies
In this section, we address the delay efficient data gathering problem in some special topologies. We start with the simplest linear topology and prove the optimality of our solution. Then we propose the approach to solve our problem in star and tree topologies by exploring the relationship between these two topologies and the linear topology.
Linear Topology
In linear topology, all nodes are arranged in a line and the sink node S is at one end of the line. The case wherein S is at an arbitrary position instead of two ends of the line can be considered as a special case of star topology, which will be discussed later in Section 3.2. We label the nodes in sequence from 1 to N , with nodes closer to the sink assigned lower IDs (see Fig. 1 ). Before explaining the details of our algorithm, we present a method to assign channels for each node at each time slot, such that nodes two hops away from each other can send packets simultaneously without causing collisions.
Channel Assignment. Suppose every node can use two channels, viz. channel 1 and channel 2. The sink always listens to and receives packets at channel 1. For any other node i (1 ≤ i ≤ N ) , the channel that it should use at time slot t is chosen based on the values of i and t. Basically, nodes with even IDs switch between two channels alternatively while nodes with odd IDs always stay at one assigned channel, so that a node is always assigned a different channel with its 2-hop neighbors and a pair of transmitter and receiver stay on a same channel. Such assignment guarantees that node i and node i + 2 can send packets collision free at the same time.
Algorithm for Data Gathering. As in channel assignment algorithm, we divide nodes into two sets based on their IDs, viz. odd set and even set. Similarly, packets are also divided into two sets, viz. packets from nodes in odd set P odd and from nodes in even set P even . With the channel assignment presented previously, for any i > 0, node i and node i + 2 use different channels to send packets at any time slot. Therefore, nodes in the same set can transmit packets collision-free simultaneously. Since in our network model, every node has a packet to be sent back to the sink, we let all packets in P odd be transmitted first. During this process, nodes both in odd set and in even set are involved in relaying those packets. After the sink gets all packets in P odd , nodes in the even set then start to transmit their own packets in following time slots. Such scheduling guarantees that every sender-receiver pair uses the same channel so that each packet can be forwarded one hop per slot once the transmission starts.
A simple example is illustrated in Fig. 1 . Initially, node 1 and 3 simultaneously send their packets to the sink. At the end of time slot 3, the sink has received packets both from 1 and 3. Then node 2 and 4 start their transmissions at time slot 4. The total delay in this example is 7.
Proof of Optimality. In the following, we show the above algorithm is optimal.
Lemma 1. 2N − 1 is the lower bound for delay of data gathering in linear topology, i.e., for any algorithm, the resulting delay is at least 2N − 1, where N is the number of nodes in the network excluding the sink.
Proof. In the linear topology, before packets are received by the sink, they must pass through node 1 (the closest node to the sink). For packets from node 2, 3, . . . , N, each of them needs two slots to be received and forwarded by node 1. For the packet of node 1 itself, it only needs one slot to be sent to the sink. Thus, the total delay is at least 2(N − 1) + 1 = 2N − 1.
Theorem 1. The above data gathering algorithm in linear topology is optimal.
Proof. First, we prove the delay produced by our algorithm is exactly 2N − 1. The total delay equals to the time taken by packets in both P odd and P even to be received by the sink. For each set of packets, since packets are forwarded one hop per slot in our scheduling, the delay is bounded by the largest hop count away from the sink. Thus, the delay is N for one set and N − 1 for the other set. Straightforwardly, total delay is 2N − 1. Since the result delay of our algorithm exactly matches with the lower bound, our algorithm is optimal.
Star Topology
In star topology, the sink S has m linear branches. A branch i has arbitrary number of nodes N i and the total number of nodes is N = m i=1 N i . Each branch can be assigned channel separately with the channel assignment algorithm for linear topology 1 . 
Fig. 2. Data Gathering in Star Topology
Obviously, the data gathering algorithm for linear topology can also be applied directly on each branch, and the result delay is 2N − m, since the sink can receive one packet every two slots on average. However, an ideal scheduling to get minimum delay in star topology must fill every idle slot so that the sink can get one packet one slot. In such ideal case, the total delay is N . In a special case of star topology, wherein the sink only has two equal size branches (see Fig. 2(a) ), transmissions of each branch can be pipelined in a proper way to meet the target of one packet one slot. Now we generalize the scenario to m branches (see Fig. 2(b) ). If we can divide all branches into two groups which contain same number of nodes, then transmissions of these two groups can be pipelined in a similar way to minimize the delay. Thus, the key becomes how to make such division.
NP-Completeness of Group Division Problem. We prove the NP-completeness of our group division problem by reduction from the well-known Integer Partition problem. We first give the decision version of these two problems separately, and then show the proof.
Definition 1. Group Division problem is defined as: given a star topology with m branches, is it possible to divide m branches into two groups so that each group has equal number of nodes?
Definition 2. Integer Partition problem IP = (X, y) is defined as: given a set of integers X = {x 1 , x 2 , . . . , x n } and a target number y. Is there a subset X ⊆ X, such that the sum of all the elements in X is equal to y?
Theorem 2. Group division problem is NP-complete.
Proof. Given a group division, since there are only polynomial number of nodes in total, we can decide whether this division is valid or not in polynomial time. Thus, the group division problem is NP-hard.
To prove it is NP-complete, we show a polynomial reduction from Integer Partition problem IP = (X, y). For each x i ∈ X, we create a branch with x i nodes. After doing this, we also create an extra branch with ( xi∈X x i − 2y) nodes. All these branches are connected to the sink. If IP = (X, y) has a solution, i.e., we can find a subset X such that xi∈X x i = y, there is also a solution to the group division problem. Since xi∈X x i + ( xi∈X x i − 2y) = ( xi∈X x i + ( xi∈X x i − 2y))/2, the corresponding branches of all x i ∈ X plus the extra branch contain exact half of the total number of nodes. On the other hand, if we can divide all branches into two equal sets, the extra branch with ( xi∈X x i − 2y) nodes must be in one set. Then, the integers corresponding to the rest branches in this set make up of the solution to the integer partition problem, since ( xi∈X
Tree Topology
In a tree topology with the sink S as the root, all N other nodes are arranged as an arbitrary tree. First, let us look at a simple situation when the root has only one child. The basic idea here is to view it as conjunction of multiple lines, which can be processed one by one.
Algorithm for Single Child Tree. For the topology in Fig. 3 , it can be viewed as conjunction of two lines, viz. the top line ( Fig. 3(a) ) and the bottom line (Fig.  3(b) ), which are jointed at node J. Suppose there are n nodes in the top line, and there are m nodes in the bottom line except the joint part. In this case, N = n + m. The first step is to process the top line, where the data gathering algorithm for linear topology can be applied. Supposing that node J is k hops away from the sink S, it is easy to know that the last packet of the top line will leave node J at time slot 2n − 1 − (k − 1). Otherwise, all the packets of the top line cannot be collected by the sink in 2n − 1 time slots. Until this time, all the nodes in the top line after node J have been processed, and we can continue to the bottom line. For the bottom line without the joint part, it can be handled as if node J is the sink. Beginning from slot 2n − k + 1, the nodes in the bottom line can begin to send one packet to node J every two time slots. As soon as node J receives the first packet from the bottom line, it immediately forwards the packet to the sink S. As a result, the first packet from the bottom line arrives at S at slot 2n − k + 1 + k = 2n + 1. Thereafter, S can continue to receive one packet from J every two time slots until all the remaining m − 1 packets have been collected. Then, the total gathering delay is 2n + 1 + 2(m − 1) = 2N − 1.
Generalizing the above algorithm, for any given single child tree, it can be eventually decomposed as a bunch of lines, which can be processed one-by-one in a similar way according to certain order.
Lemma 2.
For a single child tree whose root has only one child, the minimum gathering delay is 2N − 1. N is the total number of nodes except the root.
Proof. Similar as analysis in linear topology, for the single direct child of the sink, it takes two time slots to transmit a packet from any of the rest N − 1 nodes and one slot to send its own packet to the sink. Thus, the total gathering delay is at least 2(N − 1) + 1 = 2N − 1.
Theorem 3. The proposed data gathering algorithm for the single child tree topology achieves the optimal delay.
After finding the optimal solution for the single child tree, we continue to the general tree topology, as illustrated in Fig. 4 . Based on the above discussion, it can be seen that, from the point view of the sink, a single child subtree is identical to a line. Hence, a general tree can be processed as a star with multiple branches. We define a direct subtree as a subtree whose root is the direct child of the sink. Then, if all direct subtrees can be divided into two equal size groups, the two groups can be fully pipelined so that the sink can receive one packet each time slot alternately from the two groups, and an optimal delay of N can be achieved. As discussed earlier, the group division problem is NP-complete, and no efficient polynomial solution exists. However, in the worst case, the direct subtrees can be processed one by one, and the upper bound of the delay is 2N −1. Fig. 4 . A tree whose root has multiple children can be viewed as a star
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Heuristics for General Topology
In this section, we propose two heuristics for general topology based on the techniques designed in the previous section. The first heuristic is simple. We first generate a BFS tree for the original graph [16] . Then, the data gathering algorithm for tree topology can be applied. We have known that the upper bound of the gathering delay for any tree is 2N − 1, and the lower bound of the gathering delay is N . Thus, the tree based solution for general topology guarantees 2-approximation.
In the following, we further propose a more efficient heuristic to divide the set of direct subtrees into two equal size groups and then pipeline transmissions of these two groups to fill as many idle slots as possible at the sink.
Group-based Heuristic Algorithm. For Integer Partition problem, there exists a (1 + 1/k) approximation algorithm [17] , for a constant integer k. Such algorithm can be used to get an approximate group division. The basic idea is as follows. We consider each of the subsets with at most k direct subtrees for a given constant k. If the number of nodes contained in the subset has not exceeded half of the total number, we add the remaining direct subtrees as many as possible. A subset with maximal number of nodes is selected at last. Obviously, the algorithm will run more times and get more accurate answer with a larger k. After dividing all direct subtrees into two groups, we pipeline the transmissions of these two groups so that the sink can receive packets from each group alternatively. 
Conclusions
In this paper, we have studied the collision-free delay efficient data gathering problem in sensor networks by tackling with different topologies. In linear topology, we prove that an optimal delay of 2N − 1 can be achieved with two channels for each node, where N is the number of nodes except the sink in the graph. In star topology, we conclude that if all branches can be divided into two equal size groups, an optimal delay of N can be achieved. This group division problem is proved to be NP-complete. In tree topology, we show that a general tree can be processed as a star topology and a 2-approximation algorithm also applies. Finally, for the general topology, we propose the group based heuristic algorithm, which is able to achieve 1 + 1/(k + 1) approximation.
