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Counting real algebraic numbers with bounded derivative of
minimal polynomial
A. Kudin, D. Vasilyev
Abstract
In this paper we consider the problem of counting algebraic numbers α of fixed degree n and
bounded height Q such that the derivative of the minimal polynomial Pα(x) of α is bounded,
|P ′
α
(α)| < Q1−v. This problem has many applications to the problems of the metric theory of
Diophantine approximation. We prove that the number of α defined above on the interval
(
− 1
2
, 1
2
)
doesn’t exceed c1(n)Q
n+1− 1
7
v for Q > Q0(n) and 1.4 ≤ v ≤
7
16
(n + 1). Our result is based on an
improvement to the lemma on the order of zero approximation by irreducible divisors of integer poly-
nomials from A. Gelfond’s monograph ”Transcendental and algebraic numbers”. The improvement
provides a stronger estimate for the absolute value of the divisor in real points which are located
far enough from all algebraic numbers of bounded degree and height and it’s based on the repre-
sentation of the resultant of two polynomials as the determinant of Sylvester matrix for the shifted
polynomials.
Keywords: Diophantine approximation, Hausdorff dimension, transcendental numbers, resultant,
Sylvester matrix, irreducible divisor, Gelfond’s lemma
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1 Introduction
Many problems in the metric theory of Diophantine approximation and the theory of transcenden-
tal numbers are formulated in terms of real, complex or p-adic number sets satisfying the following
inequalities:
|P (x)| < H(P )−w1 , |P (z)| < H(P )−w2 , |P (ω)|p < H(P )
−w3 , (1)
where wi > 0, x ∈ R, z ∈ C, ω ∈ Qp, for infinitely many polynomials P (x) from some class P ⊂ Z[x].
Here and throughout the paper for a polynomial P (x) = anx
n+ ...+a1x+a0 ∈ C[x] we denote by H(P )
its ”naive height”, i.e. H(P ) = max0≤i≤n |ai|. Complexity of the sets defined above motivates the search
for their best possible approximations by combinations of simpler sets (real intervals, complex circles or
p-adic cylinders).
For simplicity let’s consider only the real case now. Solutions to the first inequality of (1) are located
(see [14, Part I, Chapter I, §2, Lemma 2]) in the intervals of the form
|x− α1| < 2
n−1|P (x)||P ′(α1)|
−1,
where α1 is the closest to x root of P (x). These intervals can be quite large for small values of |P
′(α1)|.
A natural solution to this problem is to find an upper bound for the number of polynomials having a
small derivative at a root.
This approach has been used in R. Baker’s work [1], for example. For some integer n ≥ 1 and real
H ≥ 1, v ≥ 0 he considers the set P˜n(H, v) of primitive irreducible polynomials P (x) of degree n and
1
height H , which are leading (that is, |an| = H), such that there exists a root α1 ∈ C of P (x) with
|P ′(α1)| < H
1−v and also some additional limitations specific to the problem being solved are implied.
R. Baker has proved for 0 ≤ v < 1 and H large enough that
#P˜n (H, v) < c1(n)H
n−v, (2)
where c1(n) is some value that depends on n only. Using this result he obtained for n ≥ 3 and w1 >
1
3
(
n2 + n− 3
)
the exact upper bound for the Hausdorff dimension of x ∈ R, for which there are infinitely
many integer polynomials of degree n satisfying the first inequality of (1). The problem of calculating the
Hausdorff dimension of this set was completely solved by V. Bernik [4] using a different approach. But
nevertheless estimates similar to (2) can be useful in many problems of the metric theory of Diophantine
approximation, for example [2,14], and they are interesting on their own as generalizations of the problems
related to the distribution of algebraic numbers and algebraic integers [2, 3, 5, 7–9, 13, 14].
Let’s introduce some useful notation. In the paper µk(A) will denote the Lebesgue measure of a
measurable set A ⊂ Rk, k ∈ N. Let P≤n (resp. P=n) be the set of integer polynomials P ∈ Z[x] with
degP ≤ n (resp. degP = n) and let P≤n (Q) (resp. P=n (Q)) be the set of polynomials P ∈ P≤n (resp.
P ∈ P=n) with H(P ) ≤ Q. In the paper Vinogradov symbol will be used extensively. We will write
f ≪x1,x2,... g if there is a real value c > 0, which depends on x1, x2, ..., but doesn’t depend on f and
g, such that f ≤ cg, and also f ≍x1,x2,... g means that both f ≪x1,x2,... g and f ≫x1,x2,... g are true.
Sometimes we write the hidden Vinogradov symbol value c(x1, x2, ...) explicitly while slightly abusing
the notation by using the same symbol c(x1, x2, ...) for actually different values throughout the paper.
For a matrix M ∈ Rm×n = (aij) define its permanent by
permM =
{ ∑
σ∈P(n,m)
a1σ(1) · ... · amσ(m), if m ≤ n,
permMT , if m > n,
where P(n,m) is the set of all m-permutations of {1, ..., n}.
For some set D ⊆ C, integer n ≥ 1 and real numbers Q ≥ 1, v ≥ 0 denote by Pn (Q, v,D) the set of
primitive irreducible polynomials P ∈ P=n (Q) with a positive leading coefficient, having a root α ∈ D
such that
|P ′ (α)| < Q1−v. (3)
By definition, the set Pn (Q, v,D) contains only polynomials which are minimal for some algebraic
numbers, therefore, by counting the elements of Pn (Q, v,D) we essentially count algebraic numbers
with certain properties.
In this paper we consider only algebraic numbers in the interval I0 =
(
− 12 ,
1
2
)
. Previously an upper
bound similar to (2) was obtained for a slightly wider range of v.
Theorem 1 ([6]). For n ≥ 1 there exist c1(n) > 0 and Q0(n) > 0 such that for any Q > Q0(n) and for
all 0 ≤ v ≤ 32 we have
#Pn (Q, v, I0) ≤ c1(n)Q
n+1−v.
Also a lower bound was obtained. For technical reasons we need to replace condition (3) with the
following:
|P ′ (α)| < CDQ
1−v, (4)
for some CD > 0. Denote by Pn (Q, v,D,CD) the set of polynomials similar to Pn (Q, v,D), but having
the derivative values determined by (4) instead of (3).
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Theorem 2 ([11]). For n ≥ 2 there exist c1(n) > 0, Q0(n) > 0 and CD(n) > 0 such that for any
Q > Q0(n) and for all 0 ≤ v ≤
n+1
3 we have
#Pn (Q, v,D,CD) ≥ c1(n)Q
n+1−2v.
In Theorem 1 the range of v doesn’t depend on n, which significantly limits the applications for large
values of n. We prove the following upper bound, thus partially addressing this issue.
Theorem 3. For n ≥ 3 there exist c1(n) > 0 and Q0(n) > 0 such that for any Q > Q0(n) and for all
1.4 ≤ v ≤ 716 (n+ 1) the following estimate holds:
#Pn (Q, v, I0) ≤ c1(n)Q
n+1−vγ , (5)
with γ = 17 .
In the core of the method we use in the proof is an improvement to one lemma from A. Gelfond’s
monograph ”Transcendental and algebraic numbers”.
Lemma 1 ([10, Chapter 3, §4, Lemma VI]). Let P ∈ P≤m (Q), m ∈ N, Q ≥ 1, be a primitive polynomial.
If we have |P (ξ)| < Q−τ , τ > 6m, in some transcendental point ξ ∈ R, then there exists a divisor t1(x)
of P (x), which is a power of some irreducible integer polynomial, such that for all Q > Q0(m, ξ) we have
|t1(ξ)| < Q
−τ+6m.
This lemma has been further improved by relaxing the condition on τ and obtaining stronger estimates
for the absolute value of the divisor.
Lemma 2 ([4, Lemma 14]). Let I ⊂ (−m,m), m ∈ N, be an interval and let P ∈ P≤m
(
Qλ
)
, λ ≥ 0,
Q ≥ 1, be a polynomial. If we have |P (ξ)| < Q−τ , τ > 3mλ, for any point ξ ∈ I, then there exists a divisor
t1(x) of P (x), which is a power of some irreducible integer polynomial, such that for all Q > Q0(m) we
have
|t1(ξ)| ≪m Q
−τ+mλ ∀ ξ ∈ I.
Lemma 3 ([12]). Let I ⊂ (−m,m), m ∈ N, be an interval and let P ∈ P≤m
(
Qλ
)
, λ ≥ 0, Q ≥ 1, be
a polynomial. If we have |P (ξ)| < Q−τ , τ > 0, for any point ξ ∈ I, then there exists a divisor t1(x) of
P (x), deg t1 = m1, H(t1) = Q
λ1 , which is a power of some irreducible integer polynomial, such that for
any δ > 0 and for all Q > Q0(m,M, δ) we have
|t1(ξ)| < Q
−τ+mλ−m1λ1−(m−m1)(λ−λ1)+δ ∀ ξ ∈ I.
In certain points ξ ∈ R which are located far enough from all algebraic numbers of bounded degree and
height using a corollary of Lemma 6 we can obtain a stronger estimate:
|t1(ξ)| < Q
−τ+ 12mλ−
1
2m1λ1−
1
2 (m−m1)(λ−λ1)+δ,
as indicated by Statements 3 and 4 below. We expect that the method may be further improved, allowing
us to increase the value of γ up to 1 in (5).
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2 Auxiliary statements
The following lemmas will be used in the proof of Theorem 3.
Lemma 4 ([4, Lemma 10]). Let I ⊂ R be an interval and let B be some measurable subset of I,
µ1B ≫n µ1I. If for some polynomial P ∈ P≤n we have |P (ξ)| < L for any point ξ ∈ B, then |P (ξ)| ≪n L
holds for any ξ ∈ I.
Lemma 5 ([10, Chapter 1, §2, Lemma IV]). For any n ∈ N there exist real values CA(n) > 0 and
CB(n) > 0, such that for any non-zero polynomial P (x) ∈ C[x], degP ≤ n, which is a product of k ∈ N
polynomials Pi(x) ∈ C[x], we have
CA(n)H(P ) ≤ H(P1) · ... ·H(Pk) ≤ CB(n)H(P ).
Lemma 6 ([15, Lemma 3.3]). Let P1(x), P2(x) ∈ C[x], degPi = ni ≥ 0, be polynomials and let ξ ∈
C. The resultant of polynomials P1 and P2 is equal to the determinant of Sylvester matrix for shifted
polynomials S1(x) = P1(x + ξ) and S2(x) = P2(x + ξ):
R(P1, P2) =
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
P1(ξ)P
′
1(ξ) · · ·
1
n1!
P
(n1)
1 (ξ)
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

n2
. . .
. . .
. . .
P1(ξ)P
′
1(ξ) · · ·
1
n1!
P
(n1)
1 (ξ)
P2(ξ)P
′
2(ξ) · · ·
1
n2!
P
(n2)
2 (ξ)

n1
. . .
. . .
. . .
P2(ξ)P
′
2(ξ) · · ·
1
n2!
P
(n2)
2 (ξ)
(6)
Lemma 7. Let P ∈ P≤n be a polynomial and let ξ ∈ C be a point, such that |ξ − α| > L > 0 for any
root α ∈ C of P (x). We then have∣∣∣P (j)(ξ)∣∣∣≪n |P (ξ)|L−j, j = 1, 2, ... .
Proof. Let P (x) = ak(x− α1) · ... · (x− αk), k ≤ n. It’s not hard to see that∣∣∣P (j)(ξ)∣∣∣ ≤ ∑
1≤i1<i2<...<ij≤k
j! |P (ξ)|
|ξ − αi1 | · ... ·
∣∣ξ − αij ∣∣ ≪n |P (ξ)|L−j, for j = 1, ..., k,∣∣∣P (j)(ξ)∣∣∣ = 0≪n |P (ξ)|L−j, for j = k + 1, ... .
Using Lemma 6 we can prove Lemma 8, which will be extensively used throughout the paper. Note
that (7) with the one-column permanent is essentially A. Gelfond’s lemma [10, Chapter 3, §4, Lemma
V] for integer polynomials, and (9) is an extension of V. Bernik’s lemma [4, Lemma 12] for polynomials
of different degrees and heights.
Lemma 8. Let n1, n2 ≥ 1 be integers, such that n1 + n2 ≤ n for some integer n, and let λ1 ≥ 0, λ2 ≥
0, Q ≥ 1 be reals. Let P1(x) ∈ P=n1
(
Qλ1
)
, P2(x) ∈ P=n2
(
Qλ2
)
be integer polynomials, having no
common roots, and ξ ∈
(
− 12 ,
1
2
)
.
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For any natural k ≤ n1 + n2 we have
1≪n perm


∣∣∣P 1 (ξ)∣∣∣ · · · ∣∣∣P (k)1 (ξ)∣∣∣
. . .
...∣∣∣P 1 (ξ)∣∣∣∣∣∣P 2 (ξ)∣∣∣ · · · ∣∣∣P (k)2 (ξ)∣∣∣
. . .
...∣∣∣P 2 (ξ)∣∣∣


Qn1λ2+n2λ1 , (7)
where P
(j)
i (x) = P
(j)
i (x)Q
−λi , j ≥ 0, i = 1, 2.
If 3 ≤ n1 + n2 and in addition
|Pi(ξ)| ≤ Q
−τi, τi ∈ R, i = 1, 2, (8)
for all points ξ ∈ I of some interval I ⊆
(
− 12 ,
1
2
)
, µ1I = Q
−η, η > 0, then for any δ > 0 and for all
Q > Q0(n, δ) we have
3min {τ1 + λ1, τ2 + λ2} − 2η < n1λ2 + n2λ1 + δ. (9)
Proof. From (6) it follows that
1 ≤ |R(P1, P2)| = |detT |Q
n1λ2+n2λ1 , (10)
where T is a matrix similar to (6), but having terms P
(j)
i (ξ) replaced with P
(j)
i (ξ). We can estimate the
elements of T as follows: ∣∣∣∣ 1j!P (j)i (ξ)
∣∣∣∣ ≤ c(n), j ≥ 0, i = 1, 2.
For any k ≤ n1+n2 we may consider the expansion of detT by the first k columns (as it has at least
k columns) and observe that the absolute value of each summand of the expansion contains as a factor
some summand of the expansion of the permanent from (7) and the absolute values of the other factors
can be estimated by c(n). There are no more than c(n) different summands in the expansion of det T .
Therefore, the absolute value of detT can be estimated from above by the value of the permanent from
(7) times c(n) and so (7) follows immediately from (10). Note, that if min {n1, n2} < k, some summands
of the permanent expansion do not necessarily correspond to a summand of the expansion of detT , but
(7) is still true, as the expansion of the permanent only serves as an upper bound.
Assume that (8) holds. Polynomial P1(x)P2(x) has no more than 2n roots, so we can find a point
ξ0 ∈ I such that |ξ0 − α| ≫n Q
−η for each root α ∈ C of P1(x)P2(x). According to Lemma 7 the
following estimates are true at ξ0:
|P ′i (ξ0)| ≪n |Pi(ξ0)|Q
η, i = 1, 2,
|P ′′i (ξ0)| ≪n |Pi(ξ0)|Q
2η, i = 1, 2,
therefore, each summand of the expansion of the three-column permanent from (7) can be estimated by
c(n)max
{∣∣P i(ξ0)∣∣}3Q2η, so we obtain
1 ≤ c(n)max
{∣∣P i(ξ0)∣∣}3Q2η+n1λ2+n2λ1 ≤ Q−3min{τ1+λ1,τ2+λ2}Q2η+n1λ2+n2λ1 .
Estimating c(n) by Qδ and taking logarithms base Q, we obtain (9).
5
3 Proof of Theorem 3
We assume that the opposite to (5) holds, i.e. there exists n ≥ 3 such that for any c1(n) > 0 there
are infinitely many pairs (Q, v) with Q→∞ and
1.4 ≤ v ≤
7
16
(n+ 1), (11)
such that
#Pn (Q, v, I0) > c1(n)Q
n+1−vγ , (12)
and obtain a contradiction from this assumption for Q > Q0(n). For the rest of the proof we fix one
such pair (Q, v).
Let J be a minimal set of non-intersecting half-open intervals J ⊂ R of length Q−v covering the
interval I0. We have CL(n)Q
v ≤ #J ≤ CU (n)Q
v for Q > Q0(n) and some values CL(n) > 0 and
CU (n) > 0. Obviously,
Pn (Q, v, I0) ⊆
⋃
J∈J
Pn (Q, v, J) ,
#Pn (Q, v, I0) ≤
∑
J∈J
#Pn (Q, v, J) .
According to the pigeonhole principle there is an interval J ∈ J such that
#Pn (Q, v, J)≫n Q
n+1−v(1+γ).
In fact, we can deduce more information from (12) in Statement 1 below.
We fix some small enough value ∆(n) > 0, which will control the ”precision” of our estimates. For
example, c(n) < Q∆(n) for Q > Q0(n) for any particular value c(n). Also we can estimate values CA(n)
and CB(n) from Lemma 5 as follows:
Q−
∆
n ≤ CA(n), CB(n) ≤ Q
∆
n . (13)
As we can see later, it’s sufficient to take
∆(n) =
1
128n
. (14)
Statement 1. For any c2(n) > 0 we can choose c1(n) > 0 such that for any Q > Q0(n) there exist a
real ρ, 0 ≤ ρ ≤ v, and a set of intervals K ⊆ J ,
#K ≥ Qv−ρ−∆, µ1
( ⋃
K∈K
K
)
≥ Q−ρ−∆, (15)
such that for any interval K ∈ K we have
#Pn (Q, v,K) ≥ c2(n)Q
n+1−v(1+γ)+ρ. (16)
Proof. Let T be an integer such that T∆ ≤ v < (T +1)∆. By definition of v and ∆, 0 ≤ T ≤ T0(n) =
n
∆ .
Take A = n+ 1− v(1 + γ) and define the following subsets of J :
K−1 =
{
J ∈ J |#Pn (Q, v, J) < c2(n)Q
A
}
,
Kt =
{
J ∈ J | c2(n)Q
A+t∆ ≤ #Pn (Q, v, J) < c2(n)Q
A+(t+1)∆
}
, t = 0, ..., T − 1,
KT =
{
J ∈ J | c2(n)Q
A+T∆ ≤ #Pn (Q, v, J)
}
.
6
Obviously, J = K−1 ⊔ K0 ⊔ ... ⊔ KT . Suppose that #Kt < Q
v−(t+1)∆ for t = 0, ..., T . Trivially,
#K−1 ≤ CU (n)Q
v and #KT = 0. We then have
c1(n)Q
n+1−vγ < #Pn (Q, v, I0) ≤
∑
J∈J
#Pn (Q, v, J) =
T∑
t=−1
∑
J∈Kt
#Pn (Q, v, J) <
< c2(n)Q
n+1−v(1+γ)CU (n)Q
v +
T−1∑
t=0
c2(n)Q
n+1−v(1+γ)+(t+1)∆Qv−(t+1)∆ ≤
≤ c2(n)Q
n+1−vγ (CU (n) + T ) ≤ c2(n)Q
n+1−vγ
(
CU (n) +
n
∆
)
.
By choosing c1(n) = c2(n)
(
CU (n) +
n
∆
)
we obtain a contradiction. Therefore, #Kt ≥ Q
v−(t+1)∆ for
some t = 0, ..., T . Now taking ρ = t∆ and K = Kt finishes the proof.
Among the intervals K ∈ K we choose a special interval K0, at least half of the points of which
are located far enough from all algebraic numbers of bounded degree and height. With the help of this
fact, knowing the absolute values of certain polynomials we may estimate the absolute values of their
derivatives.
Statement 2. For any Q > Q0(n) there exist an interval K0 ∈ K and a measurable set B0 ⊆ K0 with
the following properties:
1. the measure of B0 is at least
µ1B0 ≥
1
2
µ1K0, (17)
2. for any integer polynomial s(x), such that
deg s = m ≤ n,H(s) = Qλ ≤ Q1+∆, (18)
and for any ξ ∈ B0 we have
|s′ (ξ)| < |s (ξ)|Qρ+λ(m+1)+3∆,
Proof. Let A1 be the set of all algebraic numbers of degree not exceeding n and of height not exceeding
Q1+2∆. For each α ∈ A1 define a real interval (note that α is not necessarily real):
σ(α) =
{
x ∈ R
∣∣∣ |x− α| < H(α)− degα−1Q−ρ−2∆} , (19)
and let S =
⋃
α∈A1
σ(α) be the union of the intervals defined above. For Q > Q0(n) we have
µ1S ≤
∑
1≤m≤n
∑
1≤H≤Q1+2∆
∑
α∈A1:
degα=m,
H(α)=H
µ1σ(α) ≤
∑
1≤m≤n
∑
1≤H≤Q1+2∆
c(m)HmH−m−1Q−ρ−2∆ ≤
≤ c(n)Q−ρ−2∆
∑
1≤m≤n
∑
1≤H≤Q1+2∆
H−1 ≤ c(n)Q−ρ−2∆ ln (Q) ≤
1
2
Q−ρ−∆,
therefore, from (15) it follows that there is an interval K0 ∈ K such that µ1 (K0
⋂
S) ≤ 12µ1K0. If we let
B0 = K0
⋂
(R \ S), we can clearly see that (17) holds. Any polynomial s(x) defined by (18) may have
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only roots α such that α ∈ A1, degα ≤ deg s, H(α) ≪n H(s). Therefore, by (19) for any ξ ∈ B0 and
any root α of s(x) we obtain
|ξ − α| ≥ H(α)− degα−1Q−ρ−2∆ ≥ c(n)H(s)− deg s−1Q−ρ−2∆,
which, according to Lemma 7, gives us for Q > Q0(n) the following:
|s′(ξ)| ≤ c(n) |s(ξ)|Qρ+λ(m+1)+2∆ < |s(ξ)|Qρ+λ(m+1)+3∆.
Points of B0 are special in some sense. In particular, given an integer polynomial R(x) small enough
at some point ξ ∈ B0, Statements 3 and 4 guarantee that one particular integer polynomial divisor of
R(x) is substantially smaller at ξ than the other divisors.
Statement 3. Let S(x) ∈ P≤m
(
Qλ
)
, 2 ≤ m ≤ n, 0 ≤ λ, be an integer polynomial, which is a product
of two non-constant integer polynomials s1(x) and s2(x), having no common roots, such that in some
point ξ ∈ B0 we have:
S(x) = s1(x)s2(x), (20)
deg si = mi ≥ 1, H(si) = Q
λi ≤ Q1+∆, (21)
|S(ξ)| = Q−τ , |si(ξ)| = Q
−τi , i = 1, 2,
|s1(ξ)|
H(s1)
= Q−τ1−λ1 ≤ Q−τ2−λ2 =
|s2(ξ)|
H(s2)
. (22)
If in addition
τ > ρ+mλ+ 5∆,
then for Q > Q0(n) the following is true:
m1 ≥ 2, (23)
τ2 ≤ τ2 + λ2 <
1
2
(m1λ2 +m2λ1 +∆) <
1
2
mλ−
1
2
m1λ1 −
1
2
(m−m1)(λ− λ1) + ∆, (24)
τ1 > τ −
1
2
mλ+
1
2
m1λ1 +
1
2
(m−m1)(λ− λ1)−∆. (25)
Proof. Since S(x) is a product of s1(x) and s2(x), by Lemma 5 we have
m1 +m2 ≤ m, λ1 + λ2 ≤ λ+
∆
n
, τ1 + τ2 = τ,
therefore, we obtain
m1λ2 +m2λ1 = (m1 +m2)(λ1 + λ2)−m1λ1 −m2λ2 ≤
mλ−m1λ1 −m2λ2 +∆,
m1λ2 +m2λ1 ≤ m1
(
λ− λ1 +
∆
n
)
+ (m−m1)λ1 ≤
≤ mλ−m1λ1 − (m−m1)(λ − λ1) + ∆.
Due to (21) we may apply Statement 2 and estimate |s′i(ξ)| as follows:
|s′i(ξ)| < |si(ξ)|Q
ρ+(mi+1)λi+3∆, i = 1, 2.
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As m1 +m2 ≥ 2, we have (7) with the two-column permanent:
1≪n max
(∣∣s1(ξ)∣∣2 , ∣∣s1(ξ)∣∣ ∣∣s2(ξ)∣∣ , ∣∣s2(ξ)∣∣2 , ∣∣s1(ξ)∣∣ |s′2(ξ)| , |s′1(ξ)| ∣∣s2(ξ)∣∣)Qm1λ2+m2λ1 ,
where s
(j)
i (x) = s
(j)
i (x)Q
−λi , j ≥ 0, i = 1, 2. If the maximum is attained at the term
∣∣s1(ξ)∣∣ ∣∣s2(ξ)∣∣, a
contradiction follows immediately:
1 ≤ c(n)
∣∣s1(ξ)∣∣ ∣∣s2(ξ)∣∣Qm1λ2+m2λ1 ≤ c(n)Q−ρ−mλ−5∆Q−λ1−λ2Qmλ−m1λ1−m2λ2+∆ ≤ c(n)Q−4∆.
We also obtain a contradiction if the maximum is attained at the term |s′1(ξ)|
∣∣s2(ξ)∣∣ or ∣∣s1(ξ)∣∣ |s′2(ξ)|.
Let’s consider
∣∣s1(ξ)∣∣ |s′2(ξ)|, for example. The same argument works for the other one.
1 ≤ c(n)
∣∣s1(ξ)∣∣ |s′2(ξ)|Qm1λ2+m2λ1 ≤
≤ c(n)
∣∣s1(ξ)∣∣ ∣∣s2(ξ)∣∣Q−λ1−λ2Qρ+(m2+1)λ2+3∆Qm1λ2+m2λ1 ≤
≤ c(n)Q−ρ−mλ−5∆Q−λ1−λ2Qρ+(m2+1)λ2+3∆Qmλ−m1λ1−m2λ2+∆ ≤
≤ c(n)Q−(m1+1)λ1−∆.
Therefore, the maximum is attained at one of the terms
∣∣s1(ξ)∣∣2 and ∣∣s2(ξ)∣∣2, and according to (22) the
maximum is attained at the latter one. In other words,
1 ≤ c(n)
∣∣s2(ξ)∣∣2Qm1λ2+m2λ1 < Q−2τ2Q−2λ2Qm1λ2+m2λ1+∆ ≤
≤ Q−2τ2Q−2λ2Qmλ−m1λ1−(m−m1)(λ−λ1)+2∆,
which gives us (24). Then (25) immediately follows from (20).
If m1 = 1, we can see from (6) that
∣∣s2(ξ)∣∣2 can be omitted in the maximum, therefore,
1 ≤ c(n)
∣∣s1(ξ)∣∣2Qm1λ2+m2λ1 ,
τ1 ≤ τ1 + λ1 <
1
2
mλ−
1
2
m1λ1 −
1
2
(m−m1)(λ− λ1) + ∆ ≤
1
2
mλ+∆,
τ2 + λ2 ≥ τ2 > τ −
1
2
mλ−∆ ≥ ρ+
1
2
mλ+ 4∆ >
1
2
mλ+∆ > τ1 + λ1,
which contradicts (22). Therefore, (23) is true.
Statement 4. Let R(x) ∈ P≤m
(
Qλ
)
, 2 ≤ m ≤ n, 0 ≤ λ ≤ 1, be a primitive integer polynomial, which
is a product of k, 2 ≤ k ≤ n, powers ti(x) of different primitive irreducible integer polynomials pi(x).
R(x) = t1(x) · ... · tk(x),
ti(x) = pi(x)
ei , ei ∈ N, i = 1, ..., k.
If at some point ξ ∈ B0 we have
|R(ξ)| = Q−τ , τ > ρ+mλ+ 7∆,
then for one of the factors td(x) = ti(x) the following holds for any Q > Q0(n):
deg td = md ≥ 2, H(td) = Q
λd , |td(ξ)| = Q
−τd ,
τd > τ −
1
2
mλ+
1
2
mdλd +
1
2
(m−md)(λ− λd)−∆. (26)
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Proof. According to (13), for any integer polynomial divisor S(x) of R(x) we have H(S) ≤ H(R)Q
∆
n ≤
Q1+∆, so condition (21) of Statement 3 is always satisfied for the divisors of R(x).
By definition, R(x) is a product of two primitive integer polynomials having no common roots and
we may apply Statement 3:
R(x) = s1(x)s2(x), (27)
deg si = mi, H(si) = Q
λi , |si(ξ)| = Q
−τi, i = 1, 2,
|s1(ξ)|
H(s1)
= Q−τ1−λ1 ≤ Q−τ2−λ2 =
|s2(ξ)|
H(s2)
, (28)
thus obtaining the following:
τ2 + λ2 <
1
2
mλ−
1
2
m1λ1 −
1
2
(m−m1)(λ− λ1) + ∆, (29)
τ1 > τ −
1
2
mλ+
1
2
m1λ1+
1
2
(m−m1)(λ− λ1)−∆ >
> ρ+
1
2
mλ+
1
2
m1λ1+6∆ > ρ+m1λ1 + 5∆.
(30)
If s1(x) = ti(x) for some i, Statement 4 is proved. Otherwise, we may again write down s1(x) as a
product of two primitive integer polynomials having no common roots and apply Statement 3 to s1(x)
(as we have (30)):
s1(x) = s11(x)s12(x),
deg s1i = m1i, H(s1i) = Q
λ1i , |s1i(ξ)| = Q
−τ1i , i = 1, 2,
|s11(ξ)|
H(s11)
= Q−τ11−λ11 ≤ Q−τ12−λ12 =
|s12(ξ)|
H(s12)
,
which gives us:
τ12 + λ12 <
1
2
m1λ1 −
1
2
m11λ11 −
1
2
(m1 −m11)(λ1 − λ11) + ∆. (31)
From (29) and (31) we obtain:
τ12 + τ2 ≤ (τ12 + λ12) + (τ2 + λ2) <
1
2
mλ+ 2∆,
τ11 ≥ τ − τ12 − τ2 > τ −
1
2
mλ− 2∆ >
1
2
mλ+ 5∆,
therefore,
|s11(ξ)|
H(s11)
< Q−
1
2mλ−5∆ < Q−
1
2mλ−3∆ <
|s12(ξ)s2(ξ)|
H(s12)H(s2)
Q−∆ <
|s12(ξ)s2(ξ)|
H(s12s2)
,
so we’re back to (27) and (28) with R(x) = (s11(x)) (s12(x)s2(x)), but the degree of the first factor is
strictly less than initially. After doing a finite amount of such steps the first factor will necessarily be
some ti(x), and so we prove Statement 4.
We have an interval K0 such that (16) holds, so by the pigeonhole principle we can find two poly-
nomials P1 and P2 with the major n − 1 coefficients being close. Subtracting them, we obtain new
polynomials Rm(x) for different values of m.
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Statement 5. Let m0 be an integer such that v(1 + γ)− ρ − 1 ≤ m0 < v(1 + γ) − ρ. We may further
assume that v(1 + γ) > ρ+ 2, so m0 ≥ 2. If we choose c2(n) large enough, then for Q > Q0(n) and for
any integer m0 ≤ m ≤ n there exists a primitive integer polynomial Rm(x) satisfying the following:
2 ≤ degRm ≤ m,
H (Rm) ≤ Q
λ, λ =
v(1 + γ)− 2− ρ
m− 1
,
|Rm(ξ)| < Q
1−2v+∆ ∀ξ ∈ K0,
|R′m(ξ)| < Q
1−v+∆ ∀ξ ∈ K0.
(32)
Each polynomial Rm(x) has a divisor td(x), which is a power of some primitive irreducible integer
polynomial, such that
deg td = md ≥ 2, H(td) = Q
λd , |td(ξ)| < Q
−τd ∀ξ ∈ K0,
τd = (2v − 1)−
1
2
mλ+
1
2
mdλd +
1
2
(m−md)(λ − λd)− 3∆, (33)
τd >
1
2
(ρ+ v(3− γ) +mdλd − 1)− 3∆. (34)
Proof. By definition, any P (x) = a0 + a1x + ... + anx
n ∈ Pn (Q, v,K0) has a root α ∈ K0. Using the
Taylor series expansion with Lagrange remainder, we obtain for any ξ ∈ K0
|P (ξ)| ≤ |P ′(α)| |ξ − α|+
1
2
|P ′′(ξ1)| |ξ − α|
2 ≤ c(n)Q1−2v < Q1−2v+∆, (35)
|P ′(ξ)| ≤ |P ′(α)| + |P ′′(ξ1)| |ξ − α| ≤ c(n)Q
1−v < Q1−v+∆, (36)
where ξ1 ∈ (min(ξ, α),max(ξ, α)), and so |P
′′(ξ1)| ≪n Q.
Coefficients a2, ..., an of such polynomials P (x) are located in the intervals Li = [−Q,Q], i = 2, ..., n.
Take some integer 1 ≤ m ≤ n and real 0 ≤ λ ≤ 1 and cover each interval Li with a minimal set of
non-intersecting half-open intervals Mji ⊂ R of length
1
n2
Qλ for i = 2, ...,m and of length Q0 = 1 for
i = m+ 1, ..., n. We have #{Mji} ≤ 4n
2Q1−λ for i = 2, ...,m and #{Mji} ≤ 4Q for i = m+ 1, ..., n. If
we let c2(n) = (2n)
2n then for m and λ such that
λ(m− 1) ≥ v(1 + γ)− 2− ρ,
we have
#Pn (Q, v,K0) ≥ c2(n)Q
n+1−v(1+γ)+ρ >
> (2n)2(n−1)Q(m−1)(1−λ)+n−m ≥ # {Mj2 × ...×Mjn} ,
so there are at least two different polynomials P1(x), P2(x) ∈ Pn (Q, v,K0), having coefficients a2, ..., an
in the same parallelepiped Mj2 × ... ×Mjn . Let Rm(x) = P2(x) − P1(x) = r0 + r1x + ... . Obviously,
degRm ≤ m and |ri| ≤
1
n2
Qλ for i = 2, ...,m. Estimates (35) and (36) still hold for Rm(x) and R
′
m(x),
so we can estimate |r1| assuming Q > Q0(n):∣∣mrmξm−1 + ...+ 2r2ξ + r1∣∣ = |R′m(ξ)| ≪n Q1−v ∀ξ ∈ K0,
|r1| ≤ c(n)Q
1−v +
3
4
Qλ ≤
1
4
+
3
4
Qλ ≤ Qλ,
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and then estimate |r0|, thus estimating H(Rm):
|mrmξ
m + ...+ r1ξ + r0| = |Rm(ξ)| ≪n Q
1−2v ∀ξ ∈ K0,
|r0| ≤ c(n)Q
1−2v +
3
4
Qλ ≤
1
4
+
3
4
Qλ ≤ Qλ,
H(Rm) ≤ Q
λ.
If degRm ≤ 1 then, using the estimates above, we can prove that
|r1| ≤ c(n)Q
1−v < 1,
|r0| ≤ c(n)Q
1−2v < 1,
therefore, Rm(x) = 0, which contradicts P1(x) 6= P2(x). If v(1+γ) ≤ ρ+2, we may choose m = 1, which
gives a contradiction by the same argument. If Rm(x) is not primitive, we may cancel out the common
factor of its coefficients without affecting the validity of the estimates (32).
If Rm(x) is a power of some primitive irreducible polynomial, taking td(x) = Rm(x) finishes the
proof. Otherwise, observe that Statement 4 holds at each point ξ ∈ B0:
|Rm(ξ)| < Q
−τ , τ = 2v − 1−∆,
and also
mλ = m
v(1 + γ)− 2− ρ
m− 1
≤ m
v(1 + γ)− 1− ρ
m
= v(1 + γ)− 1− ρ, (37)
therefore,
τ = 2v − 1−∆ = ρ+ (v(1 + γ)− 1− ρ) + (v(1− γ)−∆) ≥
≥ ρ+mλ+ v(1 − γ)−∆ > ρ+mλ+ 7∆,
as long as we satisfy
v(1− γ) > 8∆(n),
which is true according to (11) and (14). Therefore, for each point ξ ∈ B0 we may extract a divisor
td,ξ(x) of Rm(x), for which (26) holds. As the number of such divisors of Rm(x) doesn’t exceed n, for
at least one divisor td(x) estimate (26) holds for all points ξ ∈ Bd of some large enough subset Bd of
B0, µ1Bd ≥
1
n
µ1B0 ≫n µ1K0. Therefore, according to Lemma 4, we may extend estimate (26) for td(x)
from Bd to the whole interval K0 with loss of ∆, i.e. we obtain (33). Substituting the upper bound (37)
for mλ, we obtain (34).
Statement 6. Divisors td(x) of all polynomials Rm(x), m0 ≤ m ≤ n, produced by Statement 5, are the
powers of the same primitive irreducible polynomial. Let te(x) be such power of minimal degree. Then
te(x) satisfies the following constraints:
deg te = me ≤ m0 < v(1 + γ)− ρ,
H(te) = Q
λe < Q
v(1+γ)−2−ρ
n−1 +
∆
n ,
|te(ξ)| < Q
−τe ∀ξ ∈ K0,
(38)
with τe estimated by (34).
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Proof. For integer m0 ≤ m ≤ n− 1 consider polynomials Ra(x) = Rm(x) and Rb(x) = Rm+1(x) :
degRa ≤ ma = m, H (Ra) ≤ Q
λa , λa =
v(1 + γ)− 2− ρ
m− 1
,
degRb ≤ mb = m+ 1, H (Rb) ≤ Q
λb , λb =
v(1 + γ)− 2− ρ
m
,
and their respective divisors t1(x) and t2(x),
2 ≤ deg t1 = m1 ≤ m¯, H(t1) = λ1 < λa +
∆
n
≤ λ¯, |t1(ξ)| < Q
−τ1, ∀ξ ∈ K0, (39)
2 ≤ deg t2 = m2 ≤ m¯, H(t2) = λ2 < λb +
∆
n
≤ λ¯, |t2(ξ)| < Q
−τ2 , ∀ξ ∈ K0, (40)
with τ1 and τ2 estimated by (34) and
m¯ = m+ 1, λ¯ =
v(1 + γ)− ρ
m+ 1
+
∆
n
.
Assume that t1(x) and t2(x) are the powers of different primitive irreducible polynomials, i.e. they
don’t have common roots. We’re going to use symmetric estimates (34), (39), (40) for t1(x) and t2(x),
therefore, we may assume w.l.o.g that τ1 + λ1 ≤ τ2 + λ2.
We have m1 +m2 ≥ 4, so we may use (9) on the interval K0 taking δ = ∆:
3τ1 − 2v ≤ 3min {τ1 + λ1, τ2 + λ2} − 2v < m1λ2 +m2λ1 +∆ ≤ m1λ¯+ m¯λ1 +∆ =
= m¯λ¯+m1λ1 − (m¯−m1)(λ¯− λ1) + ∆ ≤ m¯λ¯+m1λ1 +∆.
Substituting estimate (34) for τ1, we obtain
3
2
(ρ+ v(3− γ) +m1λ1 − 1)− 9∆− 2v < v(1 + γ)− ρ+m1λ1 + 2∆,
v(3 − 5γ) + 5ρ+m1λ1 < 3 + 22∆,
which makes a contradiction given that
v(3− 5γ) > 3 + 22∆.
The latter is true according to (11) and (14).
Therefore, t1(x) and t2(x) are necessarily the powers of the same primitive irreducible polynomial,
and so are all divisors td(x) of each Rm(x) for m = m0, ..., n. If te(x) is the minimal power, then it has
to divide both Rm0(x) and Rn(x), therefore, estimates (38) are true.
Statement 7. Polynomial te(x) from Statement 6 necessarily has common roots with each P (x) ∈
Pn (Q, v,K0).
Proof. Assume that te(x) and P (x) do not have common roots. We may apply (9) to te(x) and P (x) on
the interval K0, as deg te + degP ≥ 4:
3min (τe + λe, 2v −∆)− 2v < me + λen+∆. (41)
Substituting (34) into the left-hand side of (41) we obtain:
3
2
(ρ+ v(3 − γ) +meλe − 1)− 9∆− 2v < 3min (τe + λe, 2v −∆)− 2v.
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The right-hand side of (41) can be estimated using (38) as follows:
me + λen+∆ < v(1 + γ)− ρ+
(
v(1 + γ)− 2− ρ
n− 1
+
∆
n
)
n+∆ =
= 2v(1 + γ)− 2− 2ρ+
v(1 + γ)− 2− ρ
n− 1
+ 2∆.
Putting it all together and doing some cancellation, we have
v
(
1
2
−
7
2
γ
)
+
1
2
+
7
2
ρ+
3
2
meλe <
v(1 + γ)− 2− ρ
n− 1
+ 11∆,
which makes a contradiction if
γ =
1
7
,
1
2
>
v(1 + γ)− 2
n− 1
+ 11∆.
The latter condition is satisfied as long as we have
11∆(n− 1) < 1, v ≤
n+ 1
2(1 + γ)
=
7
16
(n+ 1).
which is true according to (11) and (14).
From Statement 7 it follows that all polynomials P (x) ∈ Pn (Q, v,K0) have common roots, which is
not true by definition. Therefore, assuming the opposite to (5) we obtain a contradiction. This finishes
the proof of Theorem 3.
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