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a b s t r a c t
In this work, we consider a weakly coupled lattice dynamical system arising in a strong
competition system with bistable nonlinearity. By employing the continuation method
developed by MacKay and Sepulchre (1995) [13], we derive estimations of the bounds
of the diffusive values d1 and d2 below which the existence of infinite stationary
states is proved. These stationary states are continuations from the uncoupled lattice
dynamical system.
© 2012 Elsevier Ltd. All rights reserved.
1. Introduction
Lattice dynamical systems (abbreviated as LDS) are differential systems of an important type, since they have extensive
applications and exhibit abundant dynamical behaviors. LDS arise frommathematical models in many scientific disciplines,
such as materials science [1,2], pattern formation [3,4] and population biology [5–7]. Theoretically, a LDS can also be seen
as the spatial discretization of the associated partial differential equation (abbreviated as PDE), but the dynamical behaviors
may be different from those of the associated PDE. As pointed out in the existing literature, there may be a propagation
failure phenomenon for a LDS, which generally does not exist for the associated PDE. For the description of propagation
failure and more details, we refer the reader to [1,8–11].
From the pioneering work on the propagation failure phenomenon of LDS by Keener [5], we know that the existence of
infinitely many stable stationary states for a LDE plays a key role in blocking solutions from propagating and generalizing
the propagation failure phenomenon. In [5], Keener considered the following system:
u˙n = d(un+1 + un−1 − 2un)+ f (un), n ∈ Z, t ∈ R, (1)
where Z denotes the integer lattice and f (u) admits the cubic ‘‘shaped’’ nonlinearity: f is a Lipschitz continuous function
satisfying
f (0) = f (a) = f (1) = 0; f (x) < 0 for 0 < x < a; f (x) > 0 for a < x < 1.
By using Moser’s theorem, the author proves the existence of infinitely many stationary states of Eq. (1) if d is small enough.
Furthermore, if f (u) admits the Nagumo nonlinearity u(u − α)(1 − u) with 0 < α < 12 , then it is proved that there are
infinitely many stationary states with 0 < d < 18α
2.
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Recently, Guo and Wu [12] considered the following LDS with Lotka–Volterra competition type nonlinearity:
dun
dt
= d1(un+1 + un−1 − 2un)+ un(1− un − kvn), n ∈ Z, t ∈ R,
dvn
dt
= d2(vn+1 + vn−1 − 2vn)+ vn(1− vn − hun), n ∈ Z, t ∈ R.
(2)
By employing the Smale horseshoe theory, they derived the existence of infinitely many stationary states of Eq. (2). To be
more specific, they proved the following theorem.
Theorem 1.1 (Guo and Wu [12]). For given h, k > 1, there exist infinitely many stationary states of Eq. (2), provided d1 and d2
are small enough.
Comparing with the above mentioned result for Eq. (1) from [5], it is interesting and natural to ask how small the two
values d1 and d2 in Theorem 1.1 have to be to guarantee the existence of infinitely many stationary states of Eq. (2). In this
work, we use the method developed by MacKay and Sepulchre [13] to give estimates of bounds for the two values d1 and d2
below which there are infinitely many stationary states of Eq. (2). Actually, we can consider a generalized form of Eq. (2):
dun
dt
= d1
m
i=1
(un−i + un+i − 2un)+ un(1− un − kvn), n ∈ Z, t ∈ R,
dvn
dt
= d2
m
i=1
(vn−i + vn+i − 2vn)+ vn(1− vn − hun), n ∈ Z, t ∈ R.
(3)
If we take m = 1, then Eq. (3) becomes Eq. (2). Therefore, the main aim of this work is to find a condition, in the form of
estimates of the two values d1 and d2, sufficient for Eq. (3) to have infinitely many stationary states.
This work is organized as follows. In Section 2, we show the existence of the infinitelymany stationary states of Eq. (3) for
small d1, d2 by using a theorem from [13]. Although this conclusion has already been given in Theorem 1.1, we emphasize
that here a different method is supplied, which can be used further to derive upper bound estimates for the two values d1
and d2. In Section 3, we supply estimations of the bounds bymeans of a careful calculation. We give a concluding discussion
in the last section.
2. The existence of infinitely many stationary states
Assume d1 = α > 0, d2 = α d2α > 0 and d2α = δ > 0; then Eq. (3) is changed into an equivalent form:
dun
dt
= α
m
i=1
(un−i + un+i − 2un)+ un(1− un − kvn), n ∈ Z, t ∈ R,
dvn
dt
= αδ
m
i=1
(vn−i + vn+i − 2vn)+ vn(1− vn − hun), n ∈ Z, t ∈ R.
(4)
If d1 = d2 = 0, then Eq. (3) becomes
dun
dt
= un(1− un − kvn), dvndt = vn(1− vn − hun), n ∈ Z, t ∈ R. (5)
Note that (5) is in fact a system composed of infinitely many ordinary differential equations of the same form:
du
dt
= u(1− u− kv), dv
dt
= v(1− v − hu), t ∈ R. (6)
It is obvious that the dynamical behavior of Eq. (6) is decided by the initial value (u(0), v(0)). Moreover, there are two
equilibria of (6), namely, (0, 1) and (1, 0). By simple computation, we know that the characteristic roots of the linearized
equation of (6) at (0, 1) and (1, 0) are λ1 = 1 − k, λ2 = −1 and λ1 = −1, λ2 = 1 − h respectively. In the following, we
assume k, h > 1 as in [12], so it is known that both of the equilibria (0, 1) and (1, 0) are asymptotically stable.
Define xn = (un, vn) ∈ R2 and X = {xn}n∈Z, which is a state of Eq. (4) defined by an indexed set of two-dimensional
vectors. Furthermore, if we define x(0) = (0, 1) ∈ R2 and x(1) = (1, 0) ∈ R2, then X0 = {x(ik)}k∈Z is a stationary state of
Eq. (5) for any binary indexed set {ik}k∈Z, where ik = 0 or 1.
We can rewrite Eq. (4) in the following form:
dX
dt
= F(X)+ αK(X), (7)
with F(X) = {Fn}n∈Z, where Fn = (un(1 − un − kvn), vn(1 − vn − hun)) ∈ R2, and K(X) = {Kn}n∈Z, where Kn =
(D
m
i=1(xn−i + xn+i − 2xn)T )T (T is the transpose), and D =

1 0
0 δ

.
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The above analysis implies that Eq. (7) has infinitely many stationary states
X0 = {x(ik)}k∈Z, ik = 0 or 1,
when α = 0. Therefore, for given h, k > 1, every X0 should have a continuation for small α > 0 in view of the continuity of
the parameter α. That is, Eq. (7) has infinitely many stationary states X(α) for small α > 0. In fact, the continuation of the
stationary states X0 of Eq. (5) is a direct application of the following proposition (see [13, Theorem 2.1]).
Proposition 2.1 (MacKay and Sepulchre [13]). Given a system of the form Eq. (7), there exists α0 > 0 such that any stationary
state X0 of Eq. (5) has a locally unique continuation X(α) for all |α| < α0.
In summary, from Proposition 2.1 we know that Eq. (7) (i.e., Eq. (4)) admits infinitely many stationary states X(α) for all
|α| < α0.
3. Estimation of α0 and the main result
This section is devoted to computing the α0 in Proposition 2.1 for Eq. (4). We use the technique developed in [13], and
finally, give a theorem for expressing our main result.
Define G(X, α) = F(X)+ αK(X). By the proof procedure of Theorem 2.1 in [13], we have
dX
dα
= −DG−1(X, α)K(X), (8)
if DG(X, α) is invertible. Here DG(X, α) denotes the Fréchet derivative (F-derivative) of G with respect to X . Furthermore,
define a variable ζ = |X − X0|. If ∥DG−1(X, α)∥ can be bounded by a function P(ζ , α) and ∥K(X)∥ by a function Q (ζ ), then
the solution X0 can be continued with dζdα
 ≤ P(ζ , α)Q (ζ ), (9)
as long as P(ζ , α) <∞.
Consider the following initial value problem of the ODE and its solution ζ (α):
dζ
dα
= P(ζ , α)Q (ζ ), ζ (0) = 0. (10)
Let α0 be the first α such that P(ζ (α), α) becomes infinite. Then the solution X(α) can be continued at least up to α0. So
what we should do is to give bounds P(ζ , α) and Q (ζ ) and then find this α0. Note that α0 may be not unique since it is an
upper bound of α.
Firstly, we make an estimation of ∥DG−1∥. By the definition of the function G, we have
DG = DF + αDK , (11)
where DF and DK denote the F-derivatives of F and K with respect to X respectively. So if DF is invertible and |α| ∥DK∥ <
∥DF−1∥−1, then DG is invertible and
∥DG−1∥ ≤ 1∥DF−1∥−1 − |α| ∥DK∥ . (12)
Choose the norm by using |(u, v)| = max(|u|, |v|) for the vector (u, v) ∈ Z2 and ∥M∥ = supi

j |Mij| for the matrix
M whose elements areMij. We note that different norms may yield different estimations. Define DF = Λ, which is a block
diagonal operator with diagonal blocks:
Λn = DFn =

fu fv
gu gv

, n ∈ Z,
where f = u(1− u− kv), g = v(1− v − hu). Then
∥DF−1∥−1 = ∥Λ−1∥−1 =

sup
n∈Z
∥Λ−1n ∥
−1
= min

inf
n∈Z0
∥Λ−1n ∥−1, infn∈Z1 ∥Λ
−1
n ∥−1

, (13)
where Z0 and Z1 form the partition of Z induced by the indexed set (ik)k∈Z, i.e., k ∈ Z0 if ik = 0 and k ∈ Z1 if ik = 1. That
is, ∥Λ−1n ∥, n ∈ Z0, denotes the corresponding matrix norm in the neighborhood of (0, 1) and ∥Λ−1n ∥, n ∈ Z1 denotes the
corresponding matrix norm in the neighborhood of (1, 0).
InΛn, we have fu = 1− 2u− kv, fv = −ku, gu = −hv, gv = 1− 2v − hu. Define A(u, v) = detΛn; then we have
A(u, v) = 1− 2u− 2v + 4uv − hu+ 2hu2 − kv + 2kv2,
and
Au = −2+ 4v − h+ 4hu, Av = −2+ 4u− k+ 4kv.
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So we have the following Taylor series for A(u, v) at (1, 0):
A(u, v) = h− 1+ (3h− 2)(u− 1)+ (2− k)v + R(0),
where R(0) = 2h(u− 1)2 − 4v(1− u)+ 2kv2 ≥ 2(u− 1+ v)2 ≥ 0 if h, k > 1. So we have
A(u, v) ≥ h− 1+ (3h− 2)(u− 1)+ (2− k)v
≥ h− 1− (|3h− 2| + |2− k|)ζ for ζ = |X − X0|. (14)
Similarly, we can compute the Taylor series for A(u, v) at (0, 1) and derive
A(u, v) ≥ k− 1− (|3k− 2| + |2− h|)ζ for ζ = |X − X0|. (15)
With the matrix norm that we have chosen, we have
∥Λ−1n ∥−1 =
|A(u, v)|
max(|fu| + |gu|, |fv| + |gv|) . (16)
In order to estimate the lower bound of ∥Λ−1n ∥, we have to estimate the denominator in (16). To do this, we use the Taylor
series for fu, gu, fv, gv at (1, 0) and (1, 0). Since fuu = −2, fuv = −k, fvv = 0, guu = 0, guv = −h, gvv = −2 are non-positive,
we derive that
|fu| + |gu| ≤ C (i)1 + D(i)1 ζ and |fv| + |gv| ≤ C (i)2 + D(i)2 ζ , i = 0, 1,
where one takes i = 0 at (0, 1) and i = 1 at (1, 0), and
C (0)1 = |f (0)u | + |g(0)u | = k+ h− 1, C (0)2 = |f (0)v | + |g(0)v | = 1,
C (1)1 = |f (1)u | + |g(1)u | = 1, C (1)2 = |f (1)v | + |g(1)v | = k+ h− 1,
D(0)1 = D(1)1 = |f (1)uu | + |g(1)uu | + |f (1)uv | + |g(1)uv | = k+ h+ 2,
D(0)2 = D(1)2 = |f (1)uv | + |g(1)uv | + |f (1)vv | + |g(1)vv | = k+ h+ 2.
So the Taylor series at (1, 0) implies
|fu| + |gu| ≤ 1+ (k+ h+ 2)ζ , |fv| + |gv| ≤ (k+ h− 1)+ (k+ h+ 2)ζ ,
and the Taylor series at (0, 1) implies
|fu| + |gu| ≤ (k+ h− 1)+ (k+ h+ 2)ζ , |fv| + |gv| ≤ 1+ (k+ h+ 2)ζ .
Since k, h > 1, we have
C (i) + D(i)ζ = max{C (i)1 + D(i)1 ζ , C (i)2 + D(i)2 ζ } = (k+ h− 1)+ (k+ h+ 2)ζ , (17)
which is independent of i = 0, 1. Hence, we have the following estimation for ∥Λ−1n ∥−1 by (14)–(17):
∥Λ−1n ∥−1 ≥ mini=0,1

h− 1− (|3h− 2| + |2− k|)ζ
k+ h− 1+ (k+ h+ 2)ζ ,
k− 1− (|3k− 2| + |2− h|)ζ
k+ h− 1+ (k+ h+ 2)ζ

, (18)
which is dependent on the choice of h and k.
Actually, we can further give the following estimation with a linear form:
∥Λ−1n ∥−1 ≥ a0 − a1ζ .
For simplicity, we assume that h = k = 2 (the estimation is the samewith other h, kwith h > 1 and k > 1) to proceed with
the calculation. By Eq. (18) we have
∥Λ−1n ∥−1 ≥
1− 4ζ
3+ 6ζ =
1+ 2ζ − 6ζ
3+ 6ζ =
1
3
− 6ζ
3+ 6ζ ≥
1
3
− 2ζ , (19)
that is, a0 = 13 , a1 = 2.
Furthermore, we need an estimation for |K(X)|. It is easy to see that
|K(X)| = sup
n∈N
 m
i=1
(D(xn−i + xn+i − 2xn)T )T
 ≤ 2m∥D∥ supm,n∈N |xm(α)− xn(α)| ≤ a(ζ + 2ζ ), (20)
where ζ = |x(1) − x(0)| = 1 and a = 2max{1, δ}m.
Finally, for the discrete diffusion operator K in Eq. (7), it can be verified that the norm of DK is given by
∥DK∥ = 4m∥D∥ = 2a. (21)
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Combining Eqs. (19)–(21), we have dζdα
 ≤ a+ 2aζ1
3 − 2ζ − 2a|α|
= 3a+ 6aζ
1− 6ζ − 6a|α| . (22)
From the initial value ζ (0) = 0, we assume ζ < ζ1 for some ζ1 such that 1− 6ζ − 6a|α| remains positive. That is, Eq. (22)
holds when ζ < ζ1.
Consider
dζ
dα
= 3a+ 6aζ
1− 6ζ − 6a|α| , ζ (0) = 0, (23)
and introduce a new variable s such that dζdα = dζds / dαds . Then we consider the following two initial value problems:
dζ
ds
= 3a+ 6aζ , ζ |s=0 = 0, (24)
and
dα
ds
= 1− 6ζ − 6a|α|, α|s=0 = 0, (25)
respectively. We can solve Eqs. (24) and (25) and derive
ζ (s) = 1
2
e6as − 1
2
, (26)
and
α(s) = 2
3a
− 1
4a
e6as − 5
12a
e−6as. (27)
We have to choose α0 such that 1− 6ζ − 6a|α| > 0 when α < |α0|. From Eq. (27), we have
1− 6ζ − 6a|α| = 1
2
e6as[5e−12as − 3] > 0,
which implies that e6as < ( 53 )
1
2 . From Eq. (26), we have
1− 6ζ − 6a|α| = 4− 3e6as − 6a|α| > 0,
which suggests that we can choose α0 to be α0 = 23a − 12a ( 53 )
1
2 > 0. It gives an upper bound below which DG(X(α), α)
remains invertible.
According to the results in Sections 2 and 3, we summarize our main result in the following theorem.
Theorem 3.1. If |α| < α0, where α0 = 23a − 12a ( 53 )
1
2 > 0 and a = 2max{1, δ}m, then Eq. (4) admits infinitely many stationary
states, which are continued from the stationary states X0 = {x(ik)}k∈Z with x(ik) = (0, 1) or (1, 0) of Eq. (5).
4. Concluding discussion
Aswementioned in the introduction, it is important to determine the stability of the continued infinitelymany stationary
states in the study of the propagation failure phenomenon. So a further study of the stability is needed, and we leave this
for later study.
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