Breast cancer is the most common type of cancer among women in the world. Mammography is regarded as an effective tool for early detection and diagnosis of breast cancer. Microcalcification is one of the primary signs of breast cancer. There are various image texture analysis techniques for the detection of the microcalcifications. Screenfilm mammography is still the standard method used to detect early breast cancer, thus leading to early treatment. Digital mammography has recently been designated as the imaging technology with the greatest potential for improving the diagnosis of breast cancer. In this work a feature-based approach is used for analysis and classification of malignancy. Gray-level texture and Wavelet coefficient texture methods are used for feature extraction. Probabilistic Neural Network (PNN) is used for classification of images based on extracted features. The performance of classification by PNN based on features by texture method, wavelet method and combined methods are compared. The Receiver Operating Characteristics (ROC) Analysis is used for performance evaluation.
INTRODUCTION
Breast cancer is leading cause of death among all cancer diseases for middle-aged and older women. Its incidence is increasing as well. Hence, prevention and early diagnosis are very important. Unfortunately, primary prevention is not possible since the cause of this disease is not yet understood. However current methods of treatment are very effective in its early phase. Therefore, removal of the cancer while it is in its early stages is the most promising way to achieve a significant increase in survival rates. At present mammography is shown to be one of the most reliable methods for early detection of breast cancer.
Mammography is the process of using low-dose X-rays to examine the human breast and is used as a diagnostic as well as a screening tool. The goal of mammography is the early detection of breast cancer, typically through detection of characteristic masses and microcalcifications. Microcalcification is considered to be important sign of breast cancer [1] . It has been reported that 30-50% of breast cancer detected and 60-80% of breast carcinomas reveal microcalcification upon histological examinations.
The task of detection of microcalcifications for the diagnosis of breast cancer is difficult one. Dense breasts, improper technical factors, or simple oversight by radiologists may contribute to the failure of detecting microcalcifications. In the following paragraphs, some related works based on mammography are presented.
Liang Shen et al. [2] proposed "Application of Shape Analysis to Mammographic Calcifications", which is a set of shape features of individual microcalcifications. They have developed a set of shape factors to measure the roughness of contours of calcifications in mammograms and for use in their classification as malignant or benign. Jay et al. [3] proposed," Artificial Neural Network Improving the Quality of Breast Biopsy Recommendations". Purpose of this is to determine an artificial neural network (ANN) to categorize benign and malignant breast lesions.
Lee et al. [4] proposed "Classification of clustered microcalcifications using a shape cognitron neural network". A new shape recognition-based neural network built with universal feature planes, called Shape Cognitron (S-Cognitron) is introduced to classify clustered microcalcifications. Chan et al. [5] proposed "Computerized analysis of mammographic microcalcifications in morphological and texture feature spaces", used co-occurrence matrices-based features extracted from region of interest (ROI), containing the microcalcifications.
The aim of this paper is to investigate multiscale texture properties of the tissue surrounding microcalcification for breast cancer diagnosis. Four texture features are extracted from the region of interest of the image. Next a different set of eleven feature are extracted using wavelet method. The extracted feature sets are compared by means of their ability in discriminating malignant from benign tissue using a probabilistic neural network (PNN) classifier. Performance of individual feature sets and the combined scheme is assessed by means of a Receiver Operating Characteristics (ROC) Analysis.
PROPOSED DESIGN
The proposed design contains six steps as shown in figure 1.
Description of Proposed Design Figure 1 Flowchart of the Classification Scheme
The description for each step is as follows.
Step 1: Region of Interest (ROI) First consider the region of interest in the pathology part so as to extract the features.
Step 2: Preprocessing Before taking ROI Preprocessing step is performed. A preprocessing step is performed in order to facilitate the subsequent MC segmentation task. Convert the original image into Negative image. Manually 40x40 matrix is assigned to the negative image to get segmented image. In the segmented image, the pixel having high intensity value in the digital image is selected, then that pixel is compared to the neighboring pixels. The comparison goes on till there is change in the pixel value. This is how region of interest is found. Step 5: Probabilistic Neural Network A PNN is used for the classification of tissue surrounding microcalcification
Step 6: ROC Analysis The ROC is used for the evaluation of the probabilistic neural network.
IMPLEMENTATION
In implementation, the steps carried out for selecting the region of interest from the original image are as explained above. The mammogram images may contain suspicious regions that have special texture characteristics. So, to study the texture of these mammogram regions, the first order and second order features are extracted.
Selection of Region of Interest
The Region of interest in mammogram needs to be selected before the extraction of texture features and classification process. The ROI is selected from the original image. The sample image is as shown in figure 2 with MC's present. The original mammogram with the inverted values called "Negative Image" is as shown in figure 3 . It allows to mark the microcalcifications in the original image. Selection of ROI is as follows: First, the pixel having highest intensity value in the digital image is selected, then that pixel is compared to the neighboring pixels. The comparison goes on till there is change in the pixel value. All th pixels having similar intensity form the region of interest. This is how region of interest is found. The Preprocessing step is carried out as shown in figure 4 . The figure 5 shows the output image surrounding tissue region of interest from original image. After finding the region of interest of the images, feature extraction is carried out, as shown in Results.
. 
RESULTS
After finding the region of interest of the images, feature extraction is carried out. The feature extraction is carried out at two levels, first order and second order feature extraction. The features are extracted for both Gray-level and Wavelet methods. In the first order feature extraction following features are extracted: Mean, Standard deviation, Variance, and Energy. Second order features extraction has been done as similar to first order features extraction. Second order features are [6] as shown below: Entry in a normalized gray-tone spatialdependence matrix, p x = ith entry in the marginalprobability matrix obtained by summing the rows of 
Difference Variance

First order feature extraction
The following tables show the features for first order. Tables 1, 2 Figure 6 shows the graph for analysis of Normal, Cancerous and ROI's images for the first order Statistical features. Figure 6 , it shows the features of ROI images have higher value as compared to normal images. 
Classification
Probabilistic Neural Network (PNN) is used here as a classifier. The PNN is trained using seventy images in round robin fashion. The seventy images consist of thirty five cancerous and the remaining normal images.
Receiver Operating Characteristics (ROC) Analysis
To evaluate the PNN, the ROC analysis is carried out. A receiver operating characteristics (ROC) graph is a technique for visualizing, organizing and selecting classifiers based on their performance. ROC analysis has been extended for use in visualizing and analyzing the behavior of diagnostics systems.
The following graph shows the ROC Analysis. High performance for ROC analysis is obtained by the proposed combined scheme Az = 0.940 as compared with individual methods.
The performance analysis of Wavelet method has an Az= 0.90 and The performance analysis of Gray-level method has an Az = 0.85. 
CONCLUSION
Here a feature-based approach for analysis and Classification of mammographic images is presented. The ROI of the original images have been selected. The texture features are extracted using Wavelet and Gray-level methods. The features are classified using PNN. The performance evaluation of classification using PNN is done using ROC analysis. The high performance is obtained by proposed combined scheme (Wavelet plus Graylevel) as compared with individual one (Wavelet and Gray-level)
