Abstract. Video analysis technology has become less expensive and more powerful in terms of storage resources and resolution capacity, promoting progress in a wide range of applications. Video-based human action detection has been used for several tasks in surveillance environments, such as forensic investigation, patient monitoring, medical training, accident prevention, and traffic monitoring, among others. We present a method for action identification based on adaptive training of a multilayer descriptor applied to a single classifier. Cumulative motion shapes (CMSs) are extracted according to the number of frames present in the video. Each CMS is employed as a self-sufficient layer in the training stage but belongs to the same descriptor. A robust classification is achieved through individual responses of classifiers for each layer, and the dominant result is used as a final outcome. Experiments are conducted on five public datasets (Weizmann, KTH, MuHAVi, IXMAS, and URADL) to demonstrate the effectiveness of the method in terms of accuracy in real time.
Introduction
Surveillance systems have a wide range of applications and can be used in tasks such as crime prevention, accident monitoring, personal identification, and vandalism prevention, among several others. 1 Through the images obtained by video cameras processed by a monitoring system, it is possible to control activities in complex scenarios and with a large concentration of people, which could be impracticable for a human operator.
The development of digital technology has promoted substantial progress in the area of visual surveillance. Cameras have been developed at higher resolutions, smaller dimensions, and higher frame rates. Videos acquired by cameras have been recorded in larger quantities due to the increase in storage capacity of the digital media.
In general, current research 2-10 focuses on the development of intelligent surveillance systems that aim at interpreting human activity instead of using a passive monitoring system, which is the most commonly employed technology. Intelligent systems may allow the reduction of the necessity of monitoring operators and can help in the analysis of images and videos. Nevertheless, intelligent monitoring systems should be capable of automatically extracting complex information of the observed scene and classifying its main events.
The term "actions" is not clearly defined in the literature. However, in general, "action" means a simple pattern of human movement, such as walking or taking steps, waving hands, or collapsing, and can afterward be used to infer a complex task that involves the identification of several actions, interaction between individuals, and interactions with objects in the scene. [11] [12] [13] Despite the various definitions for actions, most methods available in the literature commonly use video scenes containing only one action per frame.
The identification of human actions refers directly to the comprehension of human behavior. This understanding involves modeling and classifying actions within a restricted set of rules. The main strategy for this problem is to divide human actions into stages and classify them. The automatic analysis and classification of actions from surveillance cameras can aid or, sometimes, substitute for the human monitoring operator. An effective monitoring system can promote the replacement of current passive systems employed in surveillance and improve the identification of events of interest.
This paper describes a real-time action method based on adaptive training of a new multilayer descriptor with variable size that is applied multiple times to a single classifier. The algorithm assumes that a form of cumulative motion shapes (CMSs) 14 can provide enough information about the action being performed in a video stream. To deal with different possible scenarios of an action occurrence, a set of CMSs is extracted according to the number of frames present in the video. Each CMS is used as an individual entity in the training stage, whose descriptor can have a variable size.
The major contributions of the current work compared against the approach developed by Alcantara et al. 15 include: (i) the proposition of a multilayer descriptor (the descriptor in Ref. 15 has one layer); (ii) the descriptor's ability to selfadjust to a nonsegmented scene with variable duration and, due to that, the descriptor's applicability to more datasets; (iii) the combination of multiple responses of classifiers and decisions for the most representative outcome as the final verdict. The proposed action identification method is evaluated on five public datasets (Weizmann, KTH, MuHAVi, IXMAS, and URADL).
The text is organized as follows. Section 2 describes relevant work related to the topic under investigation. The proposed methodology is explained in Sect. 3. Section 4 presents and discusses the experiments and results obtained with the proposed methodology applied to public benchmarks. Section 5 concludes the paper and includes some directions for future work.
Related Work
Several strategies for addressing the action recognition problem have been proposed in the literature, which in this work are classified into three categories: appearancebased, shape-based, and other approaches.
Appearance-Based Methods
Appearance-based methods work by extracting local information around a set of spatio-temporal interest points (STIPs), 16 commonly representing corners in the threedimensional (3-D) motion volume. Descriptors are usually constructed as cuboids around the STIPs.
Methods such as Laptev's 3-D extension of the Harris operator, 16 Dollár's method, 17 scale-invariant feature transform (SIFT), 18 and speeded-up robust features 19 provide spatio-temporal information. The next step of these approaches is to cluster the descriptors into appearance classes, or vocabularies, and build histograms, usually called bag-of-words (BoW) or bag-of-visual-words (BoVW). The most commonly used clustering algorithm in this process is K-means. 20 Ryoo and Aggarwal 21 extracted STIPs 17 and clustered them into a dictionary. Two 3-D histograms are assembled with temporal and spatial relationships. The system decides whether the testing video contains an activity or not by measuring the similarities between the video and other training videos containing the activities. Next, for each video of the group, the intersection of the temporal relationship histograms is computed, and each pair of characteristics of the resulting votes for the instants of the beginning and end of the action.
Sun et al. 22 used local and holistic descriptors that are joined before clustering and classification. Local descriptors are two-dimensional (2-D) SIFT and 3-D SIFT, whereas holistic descriptors are Zernike moments in every frame and in motion energy images. Descriptors are concatenated and clustered to create a dictionary. Ta et al. 23 developed a method that forms pairwise groupings in spatio-temporal information (pairwise features, PWF). The interest points and spatio-temporal features are extracted through the STIP method developed by Dollár et al. 17 Local appearance information of both STIPs is concatenated to form the PWF appearance descriptor, and a vector from the first point to the second one forms the geometrical descriptor. Clustering and BoW processes are applied to each descriptor, forming two histograms per action sequence that are concatenated into one feature vector used for a support vector machine (SVM) to classify the actions.
Wu et al. 24 developed a hierarchical action recognition framework. The first level recognizes poses, or coarse level actions, such as standing, sitting, and lying, which is performed through the aspect of the bounding box by 3-D estimation. Actions are refined by combining the BoW strategy to the location in which the action occurs. Finally, three strategies (best view, combined view, and mixed view) are employed to allow multiview.
Bregonzio et al. 25 used the global distribution information of interest points to acquire geometrical information of the action, where actions are represented as clouds of interest points accumulated at different temporal scales. Interest points are accumulated over time at different time scales to form multiple clouds. Features are computed from the clouds and fused to an appearance descriptor based on BoW through multiple kernel learning.
Zhang and Tao 26 used slow feature analysis (SFA), 27 where cuboids are extracted from randomly chosen points over movement silhouettes. To improve temporal information on cuboids, they are transformed in a sequence of three frames. In addition to the original unsupervised SFA, three other models are proposed. Accumulated squared derivatives are computed from the outputs to measure the fitting degree from cuboids to the slow feature functions. A linear multiclass SVM is used in the classification. Onofri and Soda 28 extracted features of video portions with the MoSIFT method 29 and constructed a BoVW. Then, an information bottleneck 30 is applied to reduce dimensionality. A multiple subsequence combination is applied by building a matrix containing the probabilities of each class for each subsequence. Four criteria are applied on the probabilities of each class, and the class with the best output is selected.
Chen et al. 31 used spatio-temporal characteristics, called Lie Algebrized Gaussians, based on Gaussian mixture models. The work also analyzes the actions by midlevel characteristics, where actions are modeled in a 3-D form such that the video frames represent the first 2-D, whereas time represents the third one. Although the work is not innovative in the way an action is represented, in its validation protocol by separating the KTH dataset in distinct environments, the work is one of the most accurate found in the literature.
Shape-Based Methods
The nature of shapes can be very distinctive, for instance, human silhouettes, movement shapes, relative positions of body parts, or pose estimation. Such approaches frequently use movement segmentation to obtain the silhouette or to narrow down other searches. These methods are often fragile to conditions that hinder motion segmentation, such as lighting variations, and are not robust to occlusions. On the other hand, they usually result in simpler, yet meaningful, descriptors, which may allow faster execution.
Singh et al. 32 used silhouettes for action recognition. A minimum size to fit all silhouettes over time is computed, and a new space-time volume is built with the computed size and the time span of the original sequence. The frames are divided into a grid, generating subvolumes. A meanpower spectrum is calculated from the frequency spectrum of each pixel in the bins. All vectors are concatenated to build a final descriptor.
In the method developed by Raja et al., 33 a small set of frames is manually annotated, leaving the program to annotate the remaining ones. In each frame, the positions of the head, hands, and feet are located with respect to a bounding box. A description of the pose is made by maximizing an energy function. A graph is constructed by linking each labeled image to its nearest unlabeled neighbors. Then, unlabeled images are linked to their nearest neighbors (NN), labeled or unlabeled. Images are then labeled by optimizing the global energy of the graph.
Hsieh et al. 34 presented a silhouette-based method that represents the shape by histograms. The silhouette is extracted by adaptive background subtraction and mapped into three polar coordinate systems. The first circle includes the whole silhouette, the second only the top part (arms and head), and the third only the bottom part (legs). The polar systems are partitioned into bins and the silhouette histograms are computed by counting the number of pixels in each bin. The histograms are concatenated to build the pose descriptor.
Cheema et al. 35 developed a method that uses weighted key poses to recognize actions in videos. Pose representation is obtained by a normalized distance function over the sampled contour points. Key poses are computed for each action through K-means clustering, and weights are assigned to each one according to its ambiguity by counting its occurrence in other classes. For a sequence with multiple frames, a weighted voting scheme is used, whereas for a single image, simple key pose matching is done.
Karthikeyan et al. 36 described silhouettes by a 2-D Radon transform and their velocity. For each signature, eigen mode and multiset partial least squares mode are computed, resulting in four vectors of 180 dimensions for each camera view, which are concatenated to form the final description. Probabilistic subspace similarity learning was used to perform intraclass and interclass learning.
Guo et al. 37 computed an empirical estimate of the covariance matrix over the features extracted from a video sample. The log-covariance matrix is calculated by reconstructing the matrix using the logarithms of its eigenvalues. Two classification approaches are considered: a nearest-neighbor classification using two Riemannian matrix distance metrics and a sparse linear approximation applied to log-covariance matrices in order to determine the label of the testing sample. Two strategies are adopted to obtain the feature vectors, silhouette tunnel shapes, and optical flow.
Chaaraoui et al. 38 developed a feature subset selection method that separates the relevant parts of the feature vector and excludes subsets that add redundancy to the feature. The descriptor is built by dividing the polar space into radial bins and summarizing the points of each one. The poses are clustered with the K-means algorithm, obtaining the key poses. Each video is represented by the sequences of key poses, and the comparison between videos is performed with dynamic time warping. A genetic algorithm is used to determine which of the bins will be used in the classification.
Other Approaches
Wang et al. 39 implemented a real-time surveillance system robust to horizontal and vertical camera movement. The movement segmentation is carried out with optical flow, the resulting objects are split into a grid, and a histogram of optical flow is calculated for each block by dividing the directions into eight bins. Various statistical values are calculated over each bin, and the descriptor is built by the concatenation of all values. In addition to these features, shape and trajectory are also employed. The system learns the action from every frame, so that each frame of the test videos also has a response. The output for the entire video is generated by a voting scheme.
Junejo and Aghbari 40 developed an approach that uses the trajectory of reference points of actors for action recognition. A method transforms a trajectory time-series into a symbolic representation, such that distances between trajectories are approximated to the distance between their representations. Velocity, acceleration, and curvature information is added to the descriptor to enrich the K-nearest neighbor (K-NN) classifier.
Ji et al. 41 developed a method based on deep learning. Five channels of information are obtained by applying filters that, for each frame, obtain the gray values of the features, x and y directions of gradient and optical flow. Convolutional neural networks and subsampling filters are then applied alternately on a sequence of seven frames; these operations transform the video volume into a feature vector. Global information about the action is also passed to the last neural network layer.
Moghaddam and Piccardi 42, 43 contributed to enhancing the action classifier independently of the types of features extracted. The initialization of training parameters of hidden Markov models is crucial to finding optimal parameters in a short processing time.
Focusing on real-time applications, Tran et al. 44 applied a classifier based on cuts in the frequency domain (Fourier transform). The work demonstrates that operations based on shapes require much processing time and have a direct impact on the classifier performance. However, due to this improvement in run-time performance, accuracy was compromised, and it is below other works found in the literature.
Antonucci et al. 45 used imprecise hidden Markov models to classify multivariate time series. Each learned model corresponds to an imprecise mixture of Gaussian densities to reduce the problem to the classification of static information. A K-NN is employed in the classification process. The results obtained for some datasets are not as accurate as other methods found in the literature.
Methodology
The main steps of the methodology proposed in this work are shown in Fig. 1 and explained as follows. The algorithm starts with a motion segmentation process based on a background subtraction algorithm, described in Ref. 46 . It learns a background model using multiple mixture models for each pixel.
A sliding window is used to build CMSs, 15 which are a simple union of all binary foregrounds of the video frames in a time interval. The CMS for the k 0 th frame of the video (CMS k ) is given by Eq. (1), where n is the size of the sliding window and S i is the motion shape obtained from the i 0 th frame.
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The extracted foreground is subject to noise, missegmentation, and disconnections. Therefore, morphological operations are applied to remove such imperfections and discard certain CMSs. Initially, morphological closing is applied with a 3 × 3 structuring element to join fragmented shapes. Then, an area opening is used to remove small, noisy objects, usually due to small changes in background and lighting.
In the experimental tests, any component with a number of pixels smaller than 0.28% of the image is interpreted as noise or useless information, such that these regions are considered background components. Finally, a morphological reconstruction is used to reattach disconnected parts around the remaining components, recovering some fragments subtracted in the previous step. Some frames with outlier values are also discarded; a frame is considered outlier when the bounding box shows little movement, no movement at all, or when part of the shape is outside the frame. An example of a CMS created after this process is shown in Fig. 2 . Different actions often have common poses. The CMS adds temporal information to poses without increasing the dimensionality, therefore neither requiring more processing power nor memory usage. For missegmentation cases, the CMS sometimes gathers the broken portions of movement, producing a meaningful shape.
To acquire the interest points, the strategy is to select extreme points on CMS, since they are the nearest points from some key points fixed on the bounding box. The number of key points is the same over all video streams used in the training process.
The interest points for each CMS are obtained as follows. Initially, the bounding box that contains a CMS is found, then the bounding box is subdivided into DX (number of divisions on the x axis) and DY (number of divisions on the y axis), which do not need to be equal for all four sides. Eventually, it could be interesting to use a distinct number for horizontal and vertical sides, since the CMS can have more information disposed in the vertical than the horizontal direction. Each subdivision is called a key point, defined as follows: let c a , c b , c c , and c d be the four corners of a bounding box in the clockwise direction. The point p in the k 0 th subdivision between two corners is defined as p k in Eq. (2), where D means the number of subdivisions in each axis, c refers to a corner, and x and y indicate two adjacent corners in the clockwise direction.
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The bounding box center is defined as the center of the CMS coordinate system, and all the coordinates are normalized between −1 and 1 following the bounding box limits. The coordinates of each interest point are obtained in the new coordinate system, according to Algorithm 1. Finally, the descriptor vector is built by concatenating all the coordinates. The normalization is necessary since the interest point coordinates depend on the size of the bounding box.
A video sequence usually contains one CMS for each frame. Therefore, several CMSs can be generated from one action sequence, such that this step ends up with multiple descriptors for each input video and multiple layers of features must be passed forward to the classification machine. There is no precedence order among distinct layers from the same video stream. Extracting multiple samples from the same sequence helps in learning actions starting from any part of their periods; e.g., a walking action may start with two feet together or after a step has already been taken.
Comparison of two sets of CMSs with distinct numbers of layers is possible due to an adaptive descriptor developed in this work. The descriptor, shown in Fig. 3 , is composed of N CMS, where N is not necessarily the same for all descriptors of the video streams. In contrast to descriptors with fixed dimensions, the use of N CMS gives the descriptor the ability to self-adjust for a nonsegmented scene with variable 
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duration, such that the descriptor is more flexible to be applied in datasets with variable length actions. Each CMS contains a set of M control points that together represent the CMS silhouettes, where M is the same for all CMSs, such that each control point is used to correlate between distinct descriptors. The descriptor is adaptive since it allows that distinct video streams containing a different number of CMSs can be compared in a classifier through individual training for each CMS descriptor. Algorithm 2 presents pseudocode for the descriptor construction considering the application of the principal component analysis (PCA) technique 47 to reduce the dimensionality of the descriptor.
To operate with this specific type of descriptor, a machine learning technique for fast training is required. We employed the NN since it is commonly applied in real-time systems. Other approaches were evaluated, including SVMs and random forests; however, the entire process executed eight times slower and the results achieved lower accuracy with these techniques.
In the training process, each video populates the same machine learning N times; similarly, when a prediction is made, a set of descriptors sampled from the test sequence is computed. Each one is used for a distinct prediction. The K-NN classifier estimates to which action each descriptor fits better. Each prediction works as a vote, and the one that is dominant corresponds to the final verdict. It is important to mention that the construction of the descriptor is the same for both the training and testing stages.
Experimental Results
An i7 computer with 3.5 GHz was used in the experiments, and no parallelism mechanism was implemented. The feature extractor was coded in the C++ programming language with the OpenCV library. The classification code was written separately in the R package through the machine learning libraries e1071 and kernlab. All the experiments were performed using the proposed multitraining with adaptive learning. Five public datasets were used to evaluate our methodology: Weizmann, KTH, MuHAVi, IXMAS, and URADL, which are widely employed as benchmarks in the research field. For all evaluated datasets, a leave-one-out training/prediction was used in our experiments.
Weizmann 48 consists of 10 classes, with nine actors performing each action, sometimes with some actors performing them more than once, resulting in 93 videos. The dataset contains a total of 5701 frames, 228.04 s captured at 25 FPS, with a size of 180 × 144 pixels. All the actions occur on the same static background. KTH 49 consists of six classes, with 25 actors performing each action, in four different scenes, with the exception of one person, who performs one action (hand clapping) in only three scenes, resulting in 599 videos. The dataset contains a total of 289,715 frames, 11,375.32 s captured at 25 FPS, with a size of 160 × 120 pixels. Most videos have camera movement (zooming, panning, and tilting). MuHAVi 32 (Multicamera Human Action Video Data) consists of 17 classes, with seven actors performing each action, totaling 119 videos. The actions occur in a closed scenario, with eight cameras surrounding it. The dataset contains a total of 134,085 frames, 5368.16 s captured at 25 FPS, with a size of 720 × 576 pixels. The MuHAVi dataset has a subset of manually annotated sequences (MuHAVi-MAS), in which the frames are binary images of the silhouette locations. It is divided into 14 primitive actions, and it is usually called MuHAVi14 in the literature. This subset, however, has some actions that vary only in direction (for instance, run left and run right) that are rearranged together, forming another subset with eight classes, called MuHAVi8. The actions are performed by four distinct actors in an indoor environment with a fixed camera. The dataset offers short sequences containing only the background to be used in a previous learning for segmentation purpose.
Some parameters described in the proposed methodology are adjusted to each dataset: the number of shapes (NS) used to build the CMS, the number of dimensions used as control points in the bounding box (DX and DY), the number of dimensions in the PCA (ND for each CMS), and the values k and k 0 to be used in the K-NN classifier. The dimensions of the bounding box and the use of PCA reduce the computational cost during the classification process. Value k varies according to the number of samples available in the dataset. The parameters used to achieve the best results are shown in Table 1 . The time values shown in the last column correspond to the total time to process all the frames of a video clip. Table 2 shows the computational time required for the feature extraction and classification stages achieved by our method and the number of frames, as well as the number of frames per second for each dataset. Assuming that the required rate for a surveillance application to operate in real time is 24 frames∕s, it is possible to observe that our method is very fast for the majority of the datasets tested in our experiments. The URADL dataset was processed at 10.24 frames∕s; however, it is worth mentioning that the resolution of this video sequence is high (1280 × 720 pixels). Table 3 shows results for the KTH and Weizmann datasets, Table 4 presents results for the MuHAVi dataset and its variations, Table 5 provides results for the IXMAS dataset, and Table 6 shows results for the URADL dataset. a It was validated in the KTH dataset using a manual split between the distinct scenarios.
The Weizmann dataset contains short video sequences and a few videos for training. In this case, our method maximizes the training, providing an effective classification. The MuHAVi dataset presents a larger number of actions; each streaming contains a long video sequence with an action that is not segmented. Nevertheless, it was possible to achieve impressive results through correct discarding and automatic sampling.
The KTH dataset is challenging to our algorithm since motion-based methods usually present difficulties in video streaming that contains abrupt changes in light conditions, distinct spot lights, and, mainly, fast camera movements. Despite such facts, our algorithm achieved a competitive accuracy among state-of-the-art methods.
The IXMAS dataset has another scheme to video streams, where all the actions occur in the same video stream. The classifier needs to divide the entire video in many short sequences. The variable size descriptor benefits this process, and all the fragments are trained equally. The final obtained result is among the best results of the literature.
The URADL dataset contains some actions that are difficult to be separated, for instance, answer and dial phone, or eat banana and eat snacks. The tests using leave-one-out may be influenced by the same actor that performs another action. Nevertheless, the results obtained with our method are comparable to the best results available in the literature.
Unlike the method developed by Alcantara et al., 15 our strategy for creating the CMS descriptor uses all the available information and, due to that, requires more computational time for the processing. However, our results (in terms of accuracy) are superior compared to those in Ref. 15 for the majority of the tested datasets.
Each tested dataset has its singular characteristics, such as action type, number of actions, and sequence length. The results with multitraining using adaptive learning have been demonstrated to be very effective in terms of accuracy, robustness, and flexibility.
Conclusions
Video-based action identification is a challenging problem, such that the development of a robust algorithm that fits well to any possible action and environment is a complex task. Multitraining provides the possibility of partitioning the classification process, where multiple requests to the K-NN classifier can avoid certain false clues and allow a more effective decision. This strategy allowed our method to have competitive results in terms of accuracy compared to the state-of-theart approaches. The CMS and the bounding box descriptor 15 provided a complete representation of a motion sequence that could be used for a multitraining purpose where individual motion silhouettes cannot offer sufficient information to independently learn a video action. The proposed method is composed of disjoint modules, such that it is possible to apply specific parts of the method to other descriptors, classifiers, and training processes.
The adaptive learning with multilayer descriptors was demonstrated to work in real time with good accuracy in short and long video streams, such as Weizmann and MuHAVi, respectively. Furthermore, the descriptor applied to the multitraining classifier provides satisfactory results in datasets containing few actions, such as KTH, and containing many actions, such as MuHAVi.
