Abstract.-Several methods have been proposed to infer the states at the ancestral nodes on a phylogeny. These methods assume a speci c tree and set of branch lengths when estimating the ancestral character state. Inferences of the ancestral states, then, are conditioned on the tree and branch lengths being true. We develop a hierarchical Bayes method for inferring the ancestral states on a tree. The method integrates over uncertainty in the tree, branch lengths, and substitution model parameters by using Markov chain Monte Carlo. We compare the hierarchical Bayes inferences of ancestral states with inferences of ancestral states made under the assumption that a speci c tree is correct. We nd that the methods are correlated, but that accommodating uncertainty in parameters of the phylogenetic model can make inferences of ancestral states even more uncertain than they would be in an empirical Bayes analysis.
The reconstruction of ancestral states on a phylogeny remains an important endeavor in evolutionary biology. The comparative method, for example, looks for evidence of correlated change in two or more characters; in the course of such analyses, the ancestral states are often reconstructed on a tree (Harvey and Pagel, 1991) . Other studies examine the properties of ancient molecules (Malcolm et al., 1990; Stackhouse et al., 1990; Adey et al., 1994; Jermann et al., 1995) . The amino acid sequence of the ancient protein is estimated and then synthesized in the laboratory. The properties of the ancient protein can then be measured in vivo or in vitro with the goal of demonstrating a change in the function of the protein. Similar studies have been performed for morphological or behavioral traits. For example, Ryan and Rand (1995) reconstructed the mating calls of the hypothetical ancestors of a group of frogs and then examined the response of the extant females to the ancient calls. The inferences made in such studies depend on the reliability of the ancestral state reconstructions.
Several methods have been proposed to reconstruct the states present in the hypothetical ancestors on a phylogenetic tree. The parsimony method, probably the most frequently used method to infer ancestral states, nds the combination of ancestral states at an interior node of a phylogeny that minimizes the number of changes over the whole tree. The result of a parsimony analysis of ancestral states is either to choose one state as the best reconstruction or, less frequently, to present multiple reconstructions when several reconstructions give the same parsimony tree length (in which case the reconstruction is said to be ambiguous).
More recently, ancestral states have been reconstructed for DNA, amino acid, and morphological (two-state) data by the use of stochastic models (Schluter, 1995; Yang et al., 1995; Schluter et al., 1997; Pagel, 1999) . Two different methods have been used to infer the ancestral states by using stochastic models. The maximum likelihood method nds the character state at an internal node on the tree that maximizes the probability of observing the data. For Bayesian inference, on the other hand, the goal is to calculate what is called the posterior probability that an ancestral node on a tree has a particular state, given the observations at the tips of the tree. The probability that a character takes a particular state at some interior node on a phylogenetic tree depends on the topology of the phylogenetic tree, the lengths of the branches on the phylogeny, and the parameters of the substitution model (such as the transition/transversion rate bias). The typical approach is to use the maximum likelihood estimates of these parameters when calculating the posterior probability of a site. Such an analysis is referred to as an empirical Bayes analysis. Schultz and Churchill (1999) have reviewed Bayesian approaches to reconstructing ancestral states for morphological characters.
In this study, we examine how sensitive the empirical Bayesian estimates of ancestral states are to uncertainty in the tree, branch lengths, and substitution parameters. We propose a method that integrates over uncertainty in these parameters; such an 351 analysis is referred to as an hierarchical Bayes analysis. The advantage of a hierarchical Bayes analysis is that inferences about the state of an ancestral character are not conditioned on any single tree or set of parameter values. We approximate the posterior probability of an ancestral state assignment using Markov chain Monte Carlo (MCMC). We nd that it is important to consider uncertainty in model parameters and phylogeny when reconstructing ancestral states.
METHODS
We develop a hierarchical Bayes estimate of ancestral states on phylogenetic trees. In this section, we review several different methods for estimating ancestral states and introduce the notation that will be used throughout the paper. The general goal of this study is to approximate the posterior probability of a nucleotide assignment to a speci c internal node of a phylogenetic tree while accommodating uncertainty in the tree, branch lengths, and the substitution parameters. We do this using MCMC and then compare the hierarchical Bayes estimates of ancestral states with the empirical Bayes estimates.
Data
We assume that aligned DNA sequences are available. However, the method developed in this paper applies equally well to stochastic models for the stems of rRNA genes (Schöniger and von Haeseler, 1994) , codon models (Goldman and Yang, 1994; Muse and Gaut, 1994) , models of amino acid change (Adachi and Hasegawa, 1992) , or simple two-state models, such as the Markov-Bernoulli process, that might be applied to morphological features (see Schluter, 1995; Schluter et al., 1997; Pagel, 1999) . Although the method developed here can be applied to different types of data, our method differs from earlier work, in that Schluter (1995) and Pagel (1999) considered characters that would not offer information on the tree and branch lengths. However, the methods devoped here could usefully be applied in the same situations considered by Schluter (1995) and Pagel (1999) by accommodating uncertainty in the trees. The aligned DNA sequences are contained in the matrix X D fx i j g where i D 0, 1, : : : , s and j D 1, 2, : : : , c (s is the number of species and c is the length of the sequences). The j th site in the sequence is contained in the vector x j D fx 1 j , x 2 j , : : : , x s j g. Each element in the matrix, x i j , can take one of four states (A, C, G, or T). The observation that the i th species and j th site is nucleotide "A" is denoted
We examine ve aligned DNA sequence data sets. These data include (1) IRBP sequences from s D 13 mammals (van den Bussche et al., 1998) ; (2) (Hayasaka et al., 1988) ; (3) ATPase8 sequences from s D 10 vertebrates (Cummings et al., 1995) ; (4) cytochrome oxidase I (COI) sequences from s D 10 vertebrates (Cummings et al., 1995) ; and (5) ND3 sequences from s D 10 vertebrates (Cummings et al., 1995) .
Phylogenetic Trees
We assume that the s sampled species are related through a phylogenetic tree, 
The tips of the tree are labeled n 1 , : : : , n s , and the internal nodes of the tree are labeled n sC1 , : : : , n 2s¡2 for unrooted trees and n sC1 , : : : , n 2s¡1 for rooted trees. The internal nodes are labeled consecutively according to a postorder traversal of the tree (i.e., from the tips of the tree to the root). The trees are rooted either along a branch of the tree (for rooted trees) or at taxon n s (for unrooted trees). The ancestor of node n k is denoted ¾ (n k ). For unrooted trees, ¾ (n 2s¡2 ) D n s . That is, the ancestor of the last internal node on the tree is the tip taxon n s .
We are interested in estimating the (unobserved) nucleotide states at one or more of the internal nodes of the tree. In particular, we are interested in the ancestral states for bats (Tonatia silvicola, Tonatia bidens, and Pteropus; van den Bussche et al., 1998); apes (Homo sapiens, Pan, Gorilla, Pongo, and Hylobates; Hayasaka et al., 1988) ; and Amniota (a clade containing chicken, rat, mouse, human, bovine, seal, and whale; Cummings et al., 1995) . We assume that these clades are monophyletic. Figure 1 shows the maximum likelihood estimates of phylogeny under the constraint that bats, apes, or amniotes are monophyletic. The phylogenies were estimated under the HKY85 model of DNA substitution (Hasegawa et al., 1984 (Hasegawa et al., , 1985 , a model that allows for differing base frequencies and for a bias in the rate of VOL. 50 TABLE 1. The maximum likelihood estimates under the HKY85C0 model of DNA substitution for the ve data sets examined in this study. The maximum likelihood estimates were under the constraints of monophyly, indicated in Figure 1 . The genes are (A) IRBP (van den Bussche et al., 1998) , (B) mtDNA (Hayasaka et al., 1988) , (C) ATPase8 (Cummings et al., 1995) , (D) COI (Cummings et al., 1995) , and (E) ND3 (Cummings et al., 1995) . See text for more information regarding the parameters. transitions and transversions. Among-site rate variation was accommodated by assuming that the rate at a site is a random variable drawn from a mean-one gamma distribution with shape parameter ® (® > 0; Yang, 1993 Yang, , 1994 . The constrained clade is indicated by a dot in Figure 1 . The maximum likelihood estimates of the parameters are shown in Table 1 . The maximum likelihood tree for the ND3 gene did not have amniotes monophyletic. The log likelihood of the best tree was ¡2665:77, whereas the log likelihood of the best tree under the constraint of monophyly was ¡2665:87. The ancestral states are estimated for the nodes indicated by the large dot in Figure 1 . We estimated the ancestral states for only one of the nodes on the tree. However, if additional constraints are placed on the tree topology, the ancestral states for other nodes can also be estimated. The reason we constrain a particular node is because our method considers all trees that are consistent with the constraint; inferences of ancestral characters are a weighted average over all possible trees. If we did not maintain the constraint, the node of interest would not be present in a large number of the possible trees. The effect of constraining the tree is to reduce the number of possible trees. If for a tree of s species there is a single constraint with s 1 species on one side of the constraint and s 2 species on the other side, the total number of possible unrooted trees is:
Hence, a total of 103,378,275 unrooted trees are consistent with the bat constraint, 1,091,475 trees are consistent with the ape constraint, and 31,185 trees are consistent with the amniote constraint. In the hierarchical Bayes analysis, inferences of ancestral state reconstructions will be a sum over all possible trees consistent with the constraint, weighted by the probability that the tree is correct. Because the number of FIGURE 2. Examples of parsimony reconstruction on two trees. The nodes (internal and external) of the tree are labelled n 1 , : : : , n 8 . The observations are the nucleotide states assigned to the tips, (in this case, AACCC or ACACC for Tree a or Tree b, respectively. The parsimony reconstruction of ancestral states is indicated by the character sets at the internal nodes. The character reconstruction is ambiguous for Tree b.
possible trees is so large, we will use a numerical technique to approximate the sum.
Parsimony Reconstruction
The parsimony reconstruction of an ancestral character state is the nucleotide assigned to an interior node of a tree that minimizes the number of changes. Take, for example, the tree shown in Figure 2a . The tree is drawn as an unrooted tree of ve sequences, with one of the sequences drawn at the root. The observations for the j th site are x j D fA, A, C, C, Cg. What are the states at the interior nodes of the tree?
For notation purposes, we contain the hidden (or unobserved) states in a matrix Y D fy i j g, where i D s C 1, s C 2, : : : , 2s ¡ 2 and j D 1, 2, : : : , c. The reconstruction that minimizes the number of changes for the observations at the jth site x j D fA, A, C, C, Cg is y j D fA, C, Cg. That is, there is an "A" at node 6 and "C" at nodes 7 and 8. This reconstruction implies that there was a single change along the branch between nodes 6 and 7. Swofford et al. (1996) and Maddison and Maddison (1992) describe algorithms for reconstructing ancestral states in a parsimony analysis. For our purposes, we simply note the dependence of the reconstruction of the hidden states (Y) on the topology of the tree (¿ ) and on the states observed at the tips of the tree (X). Also, it is possible for the parsimony method to ambiguously reconstruct the ancestral states. For example, Figure 2b shows a different set of observations at the tips of the phylogenetic tree. For this tree, the reconstruction of states at two of the internal nodes of the tree is ambiguous.
Maximum Likelihood
The other two methods for estimating ancestral states-the methods of maximum likelihood and Bayesian inference-assume that the characters evolve according to a stochastic process. For example, the MarkovBernoulli process is a simple two-state model of evolution that has been applied to morphological characters. The MarkovBernoulli model has two parameters, the bias parameter p and a rate parameter ¹. In an instant of time, dt, the probability of a change from state 0 to state 1 is (1 ¡ p)¹dt and the probability of a change from state 1 to state 0 is p¹dt . In this study, we are interested in modeling the evolution of DNA sequences and assume that the DNA sequences evolve according to a time-homogeneous Poisson process with four states. In particular, we assume that substitutions follow the HKY85 model of DNA substitution (Hasegawa et al., 1984 (Hasegawa et al., , 1985 . The instantaneous rate matrix, Q, for the HKY85 model is
where · is the transition/transversion rate bias, and
are the equilibrium base frequencies. When · > 1, transitions occur more frequently than transversions. The rows of the instantaneous rate matrix sum to 0. Moreover, the constraint that ¡ q i i ¼ i D 1 is added, ensuring that the branch lengths of the phylogenetic tree are given in terms of expected number of substitutions per site, À. The probability that nucleotide i changes into j over a branch of length À is contained in the matrix P D f p i j g. P can be obtained from the rate matrix Q through the operation P D e QÀ : We accommodate rate variation across sites by assuming that the rate at a site is a random variable drawn from a mean-one gamma distribution with shape parameter ® (Yang, 1993 (Yang, , 1994 . Substitution models that assume gammadistributed rate variation are denoted C0. We use a total of four rate categories to approximate the continuous gamma distribution. Parameters of the model of DNA substitution are contained in the vector D (·, ®, ). The probability of observing the data at the tips of an unrooted tree for a particular site (x i ) and an assignment of nucleotides to the internal nodes of the tree (y i ) is
The probability of observing the data at the tips is conditional on the states assigned to the interior nodes of the tree (y i ), the topology of the tree (¿ j ), the lengths of the branches on the tree ( j ), and the parameters of the substitution model ( ). Maximum likelihood estimation of phylogeny is not typically conditioned on a particular assignment of nucleotides to the interior nodes of the tree (Felsenstein, 1981) . Instead, the probability of observing the data at the tips of the tree is a sum over all 4 s¡2 possible assignments of nucleotides to the internal nodes of the tree.
Assuming independence of substitutions at different sites, the probability of observing the aligned DNA sequence data is the product of the c site probabilities
This function is maximized to obtain maximum likelihood estimates of the parameterŝ ¿ ,ˆ, andˆ. The ancestral states can be estimated by maximum likelihood (Schluter, 1995; Schluter et al., 1997; Pagel, 1999) . Several different maximum likelihood methods can be used to estimate ancestral states. Suppose one is interested in the ancestral state at only one of the internal nodes of the tree. One method for estimating the ancestral state at that node is to nd the combination of states for all nodes on the tree that maximizes the likelihood; not only is the likelihood maximized with respect to the node of interest but also for other nodes on the tree that are not of direct interest. One potential problem with this method for inferring the ancestral condition at a node, however, is that the number of parameters being estimated is large (in fact, larger than the number of observations at a site if branch lengths are estimated for the each site independently). Another method for estimating the ancestral condition is to nd the maximum likelihood nucleotide assignment for the node of interest while summing over all possible nucleotide assignments to the nodes that are not of direct interest. This method is preferable because it focuses the power of the method only on the node of interest.
Empirical Bayes
Bayesian inference is based on the posterior probability of a parameter. The posterior probability that the character for the jth site at the i th internal node of tree k takes state y i j , conditional on the data at the tips, tree, branch lengths, and substitution parameters, is
The probabilities are a sum over all possible assignments of nucleotides that can be assigned to the nodes in the tree that are not of interest (i.e., all of the internal nodes except n i ). Note that the probability of the ancestral state at node n i is conditioned on the observed data at the tips of the tree, the topology of the tree, the lengths of the branches, and the values of the parameters of the substitution process. What values should these unknown parameters take? An empirical Bayes analysis uses estimates for these parameters. Yang et al. (1995) substituted the maximum likelihood estimates for these unknown parameters. Hence, the posterior probability for the ancestral state at node i is
Hierarchical Bayes
One of the disadvantages of an empirical Bayes analysis is that inferences are conditioned on assigning speci c values to unknown parameters (such as the maximum likelihood estimates for the parameters). An alternative method, called hierarchical Bayes analysis, speci es a prior probability distribution for the unknown parameters. The posterior probability is then integrated over uncertainty in the parameters. The posterior probability that the state for the j th site at the i th internal node of the tree is y i j is
where
The prior probabilities for the parameters are f (¿ k ), f ( k ), and f ( ), and the summation is over all possible trees that are consistent with the constraint. In this study, we assume that all trees are a priori equally probable, with a uniform(0, 10) prior for branch lengths, a uniform(0, 100) prior for ·, a uniform(0, 10) prior for ®, and a Dirichlet distributed prior for (Appendix).
Markov Chain Monte Carlo
The summations and integrations required in equation 8 are impossible to perform analytically for even small phylogenetic problems. We use MCMC to approximate the posterior probability of nucleotide assignments to interior nodes on the tree. Specically, we use the Metropolis-Hastings-Green algorithm (Metropolis et al., 1953; Hastings, 1970; Green, 1995) . The MCMC method takes valid, albeit dependent, samples from the probability distribution of interest by constructing a Markov chain that has as its state space the parameter(s) of interest. Here, we are interested in integrating over uncertainty in the phylogenetic tree, branch lengths, and substitution parameters; for the problem of estimating ancestral states, then, the chain runs over topology (¿ ), branch lengths ( ), the transition/transversion bias (·), the gamma shape parameter for amongsite rate variation (®), and base frequencies ( ).
The Markov chain was constructed as follows: (1) The current state of the chain is designated U (U D f¿, , ·, ®, g); the current state of the chain consists of a speci c tree with branch lengths and speci c values for the substitution parameters. If this is the rst generation of the chain, then an initial state for the chain is chosen. (2) A new state for the chain is proposed and designated U 0 . The probability of proposing the new state given the old state is f (U 0 jU ). The probability of making the reverse move is f (U jU 0 ). Our proposal mechanism modi es only one or a few of the elements in U at a time. The speci c proposal mechanisms and their acceptance probabilities are discussed in the Appendix. (3) The probability that the proposed state is accepted is calculated. The probability of accepting the new state is
The probability of accepting the new (proposed) state is the product of the likelihood, prior, and proposal ratios. The proposal ratio is often referred to as the "Hastings ratio". (4) A uniformly distributed (pseudo)random number on the interval [0, 1] is generated. If this number is less than R, then the proposed state is accepted and U D U 0 . Otherwise, the chain remains at U .
Steps 1 to 4 are repeated a large number of times (in this study, 10 6 times). The sequence of states visited constitutes a Markov chain. In this study, we save the states of the Markov chain every 100 generations (taking a total of 10 4 samples). These sampled points represent valid draws from the posterior probability of interest. Although the 10 4 sampled states are not independent draws from the posterior distribution, the Markov chain law of large numbers guarantees that posterior probabilities can be validly estimated from long-run samples from the chain (Tierney, 1994) . For each sampled state of the chain, we calculate the posterior probabilities of the nucleotide state assignments at the constrained node for all c sites.
RESULTS
Inferences of the posterior probabilities of the parameters should be based on samples drawn from the chain when at stationarity. Figure 3 shows the log likelihood of the current state of the chain through time for the MCMC analysis. For each data set, the chain started at a low likelihood (a poor combination of parameters) and quickly reached a plateau. The rst 1,000 sampled points (or the rst 10 5 generations of the chain) were discarded as the "burn in" of the chain. All posterior probabilities in this paper are based on the 9,000 points that were sampled from the chain when at apparent stationarity. The posterior probability of a phylogeny is the proportion of the time that it was sampled (out of 9,000 samples).
The phylogenetic trees for the ve data sets were not known with certainty. Figure  4 shows the 50% majority rule consensus trees for the ve data sets. These trees represent the Bayesian estimates of phylogeny under the HKY85 C 0 model of DNA substitution (Li, 1996; Mau, 1996; Rannala and Yang, 1996; Mau and Newton, 1997; Yang and Rannala, 1997; Larget and Simon, 1999; Mau et al., 1999; Newton et al., 1999) . The numbers at the interior nodes of the trees represent the posterior probability that the clade is correct; they do not represent nonparametric bootstrap values. The posterior probability for the constrained clade is not shown because it must have been present in 100% of the samples. Note that the chain considered many different trees. For four of the data sets, no single tree could have been safely treated as known without error when estimating the ancestral states at the constrained node. For the COI data set, on the other hand, the posterior probabilities of all clades are high (>0.97); we may thus assume the topology (Fig. 4, Tree d) is known without error, even though the other parameters of the model are uncertain.
Just as the analysis considers uncertainty in the topology of the tree relating the species, uncertainty in the parameters of the substitution model is also accommodated. Figure 5 shows the posterior probabilities for the transition/transversion rate bias (·) and the gamma shape parameter for amongsite rate variation (®). The posterior probability for both parameters is distributed over a range of values, most of the weight being placed near the maximum likelihood estimates. A 95% credible interval for each parameter can be constructed by taking the 2.5% and 97.5% quantiles of the distribution. Table 2 shows the mean and credible interval for the parameters of the substitution model.
We calculated the empirical and hierarchical Bayes estimates of ancestral states for all site patterns at the constrained nodes of Figure 1 . The empirical Bayes estimates used the maximum likelihood estimates for the parameters ¿ , , and . In the hierarchical Bayes analysis, the uncertainty in these parameters was integrated over by using MCMC. Figure 6 shows the relationship between the empirical and hierarchical Bayes estimates of the ancestral states. The graphs show the posterior probabilities across all sites, ranked from sites with lowest to greatest probability under the empirical Bayes approach. As expected, the posterior probabilities of ancestral state assignments for the empirical and hierarchical Bayes analyses show a close relationship. The relationship between the hierarchical and empirical Bayes estimates is closest for probabilities near 0 or 1. These are site patterns for which there is little uncertainty about the state at the constrained node; both methods place most of the probability on a single reconstruction. However, for some site patterns, the nucleotide assignment at the ancestral node is less certain and there is more disagreement between the empirical and hierarchical Bayes analyses. For these sites, the topology and branch lengths of the tree and the uncertainty in the substitution parameters make the ancestral condition at the constrained node less certain. Importantly, a site can have either a lower or a higher posterior probability under the hierarchical Bayes approach because of the uncertainty in the trees and branch lengths. Figure 7 more explicitly demonstrates the uncertainty in the ancestral state assignments introduced by the uncertainty in the phylogeny and substitution model. The error bars represent the 95% credible region for the probability of a particular nucleotide assignment to the constrained node on the tree. For the nuclear gene (IRBP), the uncertainty in the ancestral states is relatively small. However, for the other genes, the uncertainty in the ancestral state assignment can be quite large. For one of the sites in the ATPase8 gene, for example, the probability that an A was assigned to the constrained node varied by as much as 0.83 (a credible interval from 0.09 to 0.93). The nucleotide state assignments for other sites for ATPase8 gene were nearly as uncertain.
DISCUSSION
Phylogenetic uncertainty is usually ignored when reconstructing ancestral states. The phylogeny of some groups is so well established that it is perhaps safe to treat the phylogeny as known. However, even for cases where the phylogeny is well supported, the uncertainty in other parameters of the phylogenetic model, such as the branch lengths on the tree and the substitution parameters, can be large. Uncertainty in the phylogenetic model (tree, branch lengths, and substitution model) can all contribute to make ancestral state reconstruction ambiguous.
Figures 8 and 9 demonstrate how uncertainty in the phylogeny and the lengths of the branches on the phylogeny can lead to different interpretations of the ancestral state at a node. The observations at the tips of the trees are A, A, C, C, and C for species 1, 2, S YSTEMATIC BIOLOGY VOL. 50 FIGURE 8. The posterior probabilities of A, C, G, or T at the node indicated by the dot. The three trees represent all of the trees of ve species that contain the taxon bipartition fn 1 , n 2 , n 3 g, fn 4 , n 5 g. Posterior probabilities were calculated under the Jukes-Cantor (1969) model of DNA substitution, assuming that all of the branches were 0.1 expected substitutions per site. Numbers in parentheses below each tree indicate (from left to right) the probability of having A, C, G, or T, respectively, at the constrained node. Figure 8 represent all of the trees that contain the taxon bipartition fn 1 , n 2 , n 3 g, fn 4 , n 5 g. What is the probability of having an A, C, G, or T at the node indicated by the dot? If the Jukes-Cantor (1969) model of DNA substitution is assumed, then the probability of having an A, C, G, or T at the constrained node is indicated by the numbers in parentheses in Figure 8 . For Tree a of Figure 8 , the posterior probability of having a C at the interior node is greatest (0.9644), making C the most probable state at the node. However, for Trees b and c of Figure 8 , the reconstruction of the ancestral state is more ambiguous; the probability of having an A or C are about the same. These empirical Bayes reconstructions make intuitive sense and are in accord with the parsimony reconstruction. The parsimony method reconstructs the state at the constrained node as C for Tree a of Figure 8 and either A or C for Trees b and c. If the tree is certain, then the reconstruction of the ancestral state is not problematic. For example, if Tree a is correct, then the best reconstruction has nucleotide C at the constrained node. Similarly, if Tree b unambiguously represents the relationships of the ve species, then the best reconstruction has either an A or C at the constrained node (with a slight preference for the reconstruction that has A at the constrained node). However, rarely is the phylogeny known with certainty.
For example, what if the posterior probabilities of Trees a , b, and c were 0.5, 0.3, and 0.2, respectively? If one were to simply assume that the tree with the greatest posterior probability is correct (the MAP estimate of phylogeny), then the best reconstruction would have C at the constrained node (with probability 0.96). Ideally, however, the uncertainty in the topology should be accommodated, as we do by using MCMC in this study. If the uncertainty of the trees is accounted for, the probabilities are 0.2702, 0.7269, 0.0015, and 0.0015 for nucleotides A, C, G, and T, respectively. This calculation assumes that the lengths of all branches on the trees are equal (0.1 substitutions per site). The hierarchical Bayes estimate differs substantially from the empirical Bayes estimate (e.g., the probability of C is 0.9644 and 0.7269 for the empirical and hierarchical Bayes analyses, respectively).
Uncertainty in the lengths of the branches on the phylogeny is another source of ambiguity in ancestral state reconstructions. Figure 9 shows how posterior probabilities of ancestral state reconstructions can be affected by uncertainty in branch lengths. Here, the topology of the phylogeny is the same for all three examples. The branches for Tree a are all equal in length (0.1 expected substitutions per site). The lengths of the branches for Trees b and c are also 0.1 expected substitutions per site except for the branch forming the taxon bipartition fn 1 , n 2 g, fn 3 , n 4 , n 5 g on Tree b, which is 0.01 expected substitutions per site long, and the branch leading to tip n 3 on Tree c, which is also 0.01 expected substitutions per site long. The posterior probabilities of having an A, C, G, or T are shown for each tree. For all trees, the best reconstruction has C at the constrained node. However, the posterior probability changes depending on the lengths of the branches. For Tree b the probability of having C is much less than for Trees a and c. The empirical Bayes analysis picks one set of branch lengths to use when reconstructing ancestral states, whereas the hierarchical Bayes analysis attempts to accommodate any uncertainty in the branch lengths when reconstructing ancestral states.
Although inferences for our hierarchical Bayes method are not conditioned on any particular tree or set of model parameters being correct, the ancestral state reconstructions are conditioned on the model of DNA substitution being correct and the constrained node being real. Therefore, using as realistic a model of DNA substitution as possible is important when reconstructing ancestral states. For DNA sequences, models that accommodate more rate parameters or allow limited dependence among sites might provide better estimates of ancestral states. At least one of the clades on the tree must be assumed to be known. Because many of the possible phylogenetic trees will not contain the ancestral node of interest, we must assume that the constraint, at least, is correct. For the problems considered in this paper, the constraint is not problematic; virtually every study has supported the monophyly of bats (see van den Bussche et al., 1998 , for a review of the bat monophyly debate), apes, and amniotes.
Many studies in evolutionary biology assume that the phylogeny and branch lengths of a species group are known without error (e.g., Harvey and Pagel, 1991) . However, phylogenetic estimates are potentially subject to large errors. In fact, methods for evaluating uncertainty in phylogenies, such as the nonparametric bootstrap and Bayesian inference, suggest that many trees have a large amount of uncertainty. Ideally, this uncertainty should be accommodated in evolutionary studies. MCMC has been applied with success to accommodate uncertainty in trees. For example, Kuhner et al. (1994) and Beerli and Felsenstein (1999) have used MCMC to estimate parameters of the coalescence process while integrating over uncertainty in the gene tree. The hierarchical Bayes method developed in this paper allows estimation of ancestral states, conditioned only on the observations of the states at the tip of the tree. The method might usefully be extended to other problems in evolutionary biology that depend on a phylogeny but for which the phylogeny is not of prime interest.
VOL. 50 distribution has probability density
where ®i is the Dirichlet parameter for the i th nucleotide, ® 0 D ® A C ® C C ® G C ® T , and ¼i is the frequency of the ith nucleotide. New base frequencies are drawn from the Dirichlet distribution with parameter ®i D ¼i ® 0 . We set ® 0 D 100 in this study.
