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We have performed a series of experiments developing the techniques of volumetric,
isochoric heating of matter to high energy density states, and the subsequent probing
of the release isentrope. Using ultrafast, ultra intense laser systems with pulse
lengths from 100fs - 1ps and pulse energies between 2 J and 100 J, we generated
strong secondary radiation, in the form of Kα x-rays and directed proton beams,
which we used to rapidly heat a foil sample to temperatures from ∼ 1 eV to ∼ 25 eV
at solid density, thus entering the strongly coupled, partially ionized regime of warm
dense matter, in which the equation of state is poorly understood. The first set of
experiments examines the possibility of using laser generated Kα x-rays in isochoric
heating experiments and concludes that this technique will require the use of higher
vi
energies and higher Z materials than were used in this thesis to achieve warm dense
matter conditions. In the second set of experiments, we used an ultrafast, laser-
generated proton beam with a temperature of ∼ 2 MeV and cutoff energy of ∼ 40
MeV to volumetrically and isochorically heat a sample foil to > 20 eV. With single-
shot diagnostics, we measured the evolution of the temperature with 3.3 ps resolution
over the first 35 ps of expansion by streaked optical pyrometry, and measured the
evolution of the target expansion over the same timescale with sub-ps resolution
by chirped pulse interferometry. In this way we were able to verify the equation of
state and ion-balance in the SESAME equation of state tables with a Saha ionization
model and distinguish this as more accurate than other, simpler models. This thesis
establishes an experimental framework for acquiring equation of state data in the
regime of warm dense matter that is distinct and complimentary to that acquired
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Over the history of mankind, our sun has been the source of virtually all of the energy
that has allowed us to survive and thrive on this earth. All life depends on it. Fossil
fuels, the energy source upon which modern society thrives, represent millions of
years of stored energy originating from that one giant fusion reactor in our sky.
Although we will continue to rely primarily on the sun for energy for the foreseeable
future, it is natural to strive towards generating our own energy through the same
high-yield proccesses of nuclear fusion occurring there. Fusion is potentially a very
bountiful source of energy, but only if it can be harnessed efficiently. In our sun and
the billions of stars in the universe, gravity does the work of confining the star’s
fuel and generating the conditions needed for fusion, and they burn perpetually and
automatically thanks to their incredible mass, which we can’t hope to match.
Our advantage lies in the ability to set things up in a deliberate and calculated
way, substituting precision for brute force. Along the promising avenue of inertial
confinement fusion [LMC92], we find the need to understand and be able to model
in great detail the collective behaviour of hot and compressed states of matter like
those found deep within the stars [CB97]. This is the domain of the emerging field
of high energy density physics [CoHEDPP03].
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Within the field of high energy density physics lies a particularly difficult and
relevant regime of density and temperature that is the target of this thesis. This
regime, known as warm dense matter [LMHK+03], lies at the frontiers of plasma
and condensed matter physics, where neither perfectly applies and our model for
the way matter behaves must transition between these two very different descrip-
tions. Warm dense matter is likewise out of reach from the theory of extremely
dense matter, as well as the theory of partially ionized, sparse gases. Hence the
problem is that warm dense matter lies in the middle of things: these four classes
of theories, which are built on the extremes of density and temperature, converge
awkwardly there. As a result, the equation of state - which represents the most
basic and fundamental information about the material and how it interacts with its
surroundings - is uncertain under WDM conditions, even for elemental materials.
Warm dense matter is generally associated with temperatures between ∼1
and 100 eV and densities from ∼.1 to 10 × solid density. The compression of a
fuel pellet to the point of nuclear ignition follows a (ρ, T ) path that passes straight
through the warm dense matter region. Likewise, the formation of stars [CB97] and
giant planets [HUB81] will also involve matter at these densities and temperature.
One cannot confidently model these phenomenon without first having confidence in
the equation of state models.
With its characteristic complexity, theoretical advances into warm dense mat-
ter will require the verification and guideance of experimental data. Major advances
in the technology of delivering massive amounts of energy to a small volume in a
small amount of time, specifically pulsed electrical power technology [SYN+06] and
the technology of high-power pulsed lasers [SM85, SMV+96], are making the cre-
ation and diagnostic of warm dense matter states a reality.
2
1.1 Plan for this thesis
This thesis describes an experimental campaign to produce warm dense matter
through isochoric (constant density) heating of solid matter by secondary radiation
sources generated by ultrashort pulsed lasers. The next chapter gives an overview of
warm dense matter, including the various methods of producing and characterizing
WDM experimentally. In the next chapter I will discuss our experimental tool,
the sub-ps, multi-Joule CPA laser and the various laser facilities at which we’ve





The term “warm dense matter” (WDM) was introduced about a decade ago [Ng:02]
to draw attention to the importance of this regime in the context of our ever-
increasing desire to produce highly accurate and complete models of complex sys-
tems.
2.1 WDM in classical plasma physics
Plasma physics is the physics of interacting, unbound, charged particles. There are
three fundamental quantities of plasma physics describing where the basic rules of







1Note cgs units; for SI, we would have e2 → 4πe2/ε
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where kT is the plasma thermal energy, ne is the electron density2, and e is the
fundamental charge. The Debye length describes the length over which the indi-
vidual coulomb potential of a single particle is screened by the other components
in a plasma. It is above this length scale that we see the collective behavior that
plasma physics is designed to handle; conventional plasmas deal with systems with
dimensions much longer than this length scale.






which defines the timescale over which the plasma can respond to external changes
to the electric field; conventional plasma physics deals with effects on timescales
longer than 1/ωp.
Finally, there is the coupling parameter, defined as the ratio of the inter-
atomic potential energy to the thermal energy, which for a one component classical














We see that Γ is related to the number of particles within a Debye length of
2The Debye length and plasma frequency have equivalent definitions for the ions, but the fast
motion of the electrons makes them more significant in screening effects, and so we’re usually







= (4πneλ3D) ≡ Λ. (2.5)
This commonly used fundamental plasma quantity Λ, the so-called plasma
parameter, is the number of particles in a “Debye sphere”. The fundamental rules
of plasma physics are based on the assumption that
Γ 1; Λ 1. (2.6)
When this assumption begins to break down, we are forced to consider more
and more complex interactions of the constituent atoms. The approach for cold gases
in statistical mechanics[Hua87]3 is to form a cluster expansion, in which the kth term
groups together the effects of every combination of k interacting particles, from 1
to ∞. This can then be used to form the virial expansion, in which the pressure
divided by the temperature, P/kT , is expanded in powers of the density n, with the
zeroth order term recovering the ideal gas law, P/kT = n. In ionized plasmas, this
approach doesn’t work exactly as formulated for cold statistical mechanics, because
of complications brought on by the long range of the coulomb force and, in the case
of strongly coupled plasmas, electron degeneracy. However, the framework described
below does form a starting point for theories [Abe59] that address the complexities
of interactions in a dense plasma.
2.1.1 Classical cluster expansion
The ideal gas equation of state does not take into account interactions between
particles, except inasmuch as they bring about thermal equilibrium. The approach
of the classical cluster expansion is to take the Hamiltonian for free particles and
3Much of the following description of the cluster and virial expansions in the next section come
from this reference.
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From the Hamiltonian is derived the gand partition function:









ZN (V, T ) ≡
∫





and T is the temperature, β = 1/kT , ri is the position of the ith particle, λ =√
2π~2/mkT , z = eβµ is the fugacity (µ being the chemical potential), V is the
volume of the system, N is the total number of particles in the system, and vij
is the potential between the ith and jth particles. Graph theory is applied to this
problem to eventually lead us to the expression [Hua87, May77]:
1
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where the dimensionless bl term represents a sum of integrals representing all possible




















dr1r2dr3(f31f21 + f32f31 + f32f21 + f32f31f21)
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where
fij ≡ e−βvij − 1. (2.13)
In this way we have an expansion where each term represents higher and
higher degrees of coupling between the constituents. State variables are obtained

















This is known as the cluster expansion for the EOS. Notice that we recover the ideal
gas relation PkT = n by taking only the first term in these expansions, since then
(2.14) and (2.15) are equal. If we take the term-wise4 limit V → ∞ (with n held
constant),
Bl(T ) ≡ lim
V→∞
bl(V, T ), (2.16)
then, with the assumption of a sufficiently dilute gas, we can put these equations











where al is the lth virial coefficient. They are obtained by substituting (2.17) into
(2.14) and (2.15), with (b → B), under the condition that it be true for all z. The
4It turns out that this destroys information about phase transitions.
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first few virial coefficients are then:
a1 = B1 = 1
a2 = −B2
a3 = 4B22 − 2B3
a4 = −20B32 + 18B2B3 − 3B4 · · ·
Here we see more explicitly that by taking only the first term we recover the
ideal gas EOS. For unionized cold gas, it’s common to use the hard sphere potential:
vHSij (r) =
 +∞, r < a;0, r ≥ a, (2.18)





























The the correction term is thus proportional to the ratio of the volume taken
up by the atom to the Winger-Seitz volume, 1/n, and it adds to the pressure.
For fully ionized plasma, the picture is somewhat complicated by the long-
range coulomb field. Attractive forces between the electrons and ions tend to reduce
the pressure relative to that of the ideal gas. One way to deal with this is to use
9
the screened coulomb potential5 with a finite, repulsive core radius [May77]:
vab =
 ZaZbe2 exp(−r/λD)/r (r > r0)∞ (r ≤ r0) (2.20)
where Z is the atomic number, e is the fundamental charge, Za and Zb are the
magnitudes of charge of the two species, and λD is the Debye length (2.1) with
ne → ne+Zni = 2ne. Here the Debye length expresses itself explicitly as a screening
term for long range interactions, and the ion radius r0 prevents the electron-ion
contribution from diverging6 at r = 0. With the lowest-order correction [May77],
the pressure expression is:
P
nikT










The methods of the cluster expansion are used in many treatments of dense,
cooler plasmas [RD73, Ich82]. As Γ approaches and exceeds 1, various renormaliza-
tions become important [Tra83], and calculation of the equation of state becomes
more and more complex. In particular, higher order terms, ionization balance and
electron degeneracy play a prominent role [IIT87, May77, Abe59, RD73].
2.2 WDM in condensed matter physics
In condensed matter physics, strong coupling is the cornerstone rather than the
complication. Atomic energy levels are pushed together to form energy bands, which
electrons fill subject to Pauli exclusion much like they fill the energy levels in a single
atom, except that the energy levels no longer appear as discrete [Mar00]. Even at
5Also known as the Debye-Hückel or Yukawa potential.




















Figure 2.1: The Fermi-Dirac distribution function at various temperatures. For
kT  EF , µ ≈ EF .








For a crystal, this is far above the thermal energy of the electrons, and so the





looks very similar to the zero temperature case (where µ = EF ) at moderate
temperatures, meaning that only a small range of additional bands need to be con-
sidered. Furthermore, electrons at energies well below EF − kT have nowhere to
go, much like inner-shell electrons in an atom. Hence their presence contributes to
the screened potential experienced by the outer electrons and have a very simple
relationship to the overall equation of state. The zero temperature isotherms in a
crystal are calculated to high accuracy [MR79]. As temperatures increase, more and
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Figure 2.2: Placement of the warm dense matter in (ρ, T ) space in relation to various
values of the plasma Γ (2.3), the melting point, and the Fermi temperature (2.22).
energy. Reasonably accurate equations of state up to 10×Tmelt can be produced by
techniques that involve keeping track of the entropy ∆S relative to the zero tem-
perature state [Gro71], but these approximations break down at around this point,
which is still substantially below the Fermi energy.
Figure 2.2 puts warm dense matter in context with contours of constant
plasma gamma, and with the Fermi and melt temperatures, for Al.
2.3 Sesame EOS tables
The rigorous construction of the SESAME EOS [Tra83, Hol84, Mon84] represented
a monumental effort in connecting disparate EOS models, with the greatest amount
of uncertainty occurring in the area which we now refer to as warm dense matter.
Figure 2.3 lays out these models on a (ρ, T ) plot to show the limits of their applica-
bility. This rigorous construction requires great effort and thus is not used for the
12
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F gure 2.3: Diagram of the construction of SESAME tables for Al [Hol84, Mon84]
(left) and Cu [Tra83] (right), showing ranges of applicability for constituent EOS
models in the (ρ, T ) plane. The coverage shows the models at their absolute limits
of applicability, and the crosshatched region indicates where no model applies at all.
Plots are from the references.
construction of every material EOS in the SESAME database, but it is the technique
applied to the more important materials. The models used in the Al expansion are
as follows [Mon84]:
• ACTEX [RY97] The many body activity expansion method starts with a
cluster expansion of the grand partition function as described above (but in-
cluding spin by z → (2s + 1)z). In the most complete case, where needed,
ACTEX takes into account quantum mechanical degeneracy effects. Because
of the complexity of quantum effects, ACTEX approaches degeneracy by first
determining the classical equations of a strongly coupled plasma and then in-
serting quantum mechanical terms to prevent the expansions from diverging
where degeneracy becomes important [Rog00]. The theory is exact in the
limit of high temperature, low density plasmas. The general case requires
renormalizations to account for atoms that aren’t fully ionized, coupling of
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these species to the plasma, and the strong coupling of high Z ions. The po-
tentials are a combination of a long range term and a exponentially screened
Coulomb potentials [Tra83]. The perturbation breaks down for high densities
and low temperatures, as depicted in figure 2.3.
The ACTEX method has ambitions of reaching further into the dense, cool
regime of EOS. However, it may have overreached slightly in attempting to
mesh with a famous laser-driven shock experiment in deuterium [CDSC+98],
which predicted vastly greater shock compressibility in warm dense deuterium
than was predicted by standard Sesame equation of state near 1 Mbar. Ex-
tending beyond its normal reach down to about 2 Mbar and 1g/cm3, ACTEX
seemed to show agreement with this trend, bending to the higher shock com-
pression densities as it approached the lower pressures [Rog00]. However, the
implications of this experimental result on the form of the EOS have been
questioned, as some evidence has shown that a much smaller modification of
the EOS tables than suggested by ACTEX and the laser experimental results
(section 2.5).
• OCCIPITAL/Saha [Rou62] As a plasma cools to the point that electrons
begin recombining with atoms, modifications to the equation of state are dom-
inated by the ionization balance. The Saha equations come from a statistical
accounting of the energy levels within an atom and finding the most favorable
conditions for a given temperature. Density comes into play as atoms are
brought close together and free electrons begin affecting the energy levels of
the individual atoms, in a proccess called continuum lowering. The potentials
of the atoms are screened by the free electrons, and thus Debye-Hückel correc-
tions to the potential are used. A Planck-Larkin partition function is used to
treat the free electrons. The Saha model is complete in principle, but its pre-
cise calculation requires good knowledge and accounting of all of the available
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energy levels, a technique which breaks down as we approach the conditions of
condensed matter, under which the Saha treatment becomes intractable and
a density-of-states formalism is needed.
• Soft sphere [HRJ+70] A soft sphere model fills out the low density, low tem-
perature, non-ionized corner of the SESAME construction. Thus it covers the
range from ideal gases up to the freezing point, and must handle the difficult
task of modelling the liquid metal stage. Much of the region is accessible to
experiments, and the equations for the thermodynamic quantities involve free
parameters that are adjusted to fit experimental data. Where no experimental
data are available, the model must rely on Monte-Carlo simulations of several
atoms (e.g. hundreds or more), using the soft sphere potential. This potential
replaces the “hard sphere” described above with a potential that rises sharply,







with 4 ≤ n ≤ 12, where a and b are constants, and r the interatomic distance.
The soft sphere potential is repulsive, but the equation of state must also be
modified to take into account van der Waals attractive forces [HSGD75].
• GRAY The Gray model is an amalgam of different models and empirical
fits to deal with the solid-liquid region of the equation of state, around solid
density, up to about 10 times the melt temperature (which is approximately
the lower bound of WDM). In particular, GRAY is designed for modelling
of shocks in metals, including those which cause phase transitions. From
the liquid metal side, the GRAY models are closely related to the corrected
soft sphere/ van der Waals model described above [Gro71]. For solids, lattice
vibrations contribute strongly to the equation of state, in particular the change
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in the number of vibrational modes with density, described by the Grüneisen
parameter.
• Thomas-Fermi theory with nuclear corrections At very high densities,
an EOS based on the Thomas-Fermi model, in which electrons are treated as
a fluid with Fermi-Dirac statistics
n(ε) ∝ 1
e(ε−eV (r)−µ)/kT + 1
, (2.25)
where n(ε) is the population of electrons of energy ε, µ is the chemical poten-
tial, and kT is the thermal energy. A V (r) is the potential within a sphere of
radius R0 = (3/4πni)1/3 defined around each ion and satisfying the Poisson
equation. This ion sphere is taken to contain exactly one ion and has also
the condition of overall charge neutrality. The ion contribution to the equa-
tion of state takes different forms, depending on the temperature, mimicking
that of the GRAY model at low temperatures and that of ACTEX for higher
temperatures.
• Liquid metal perturbation theory A generalization by Ross [Ros80] of
liquid metal perturbation theory is used to handle the transition from con-
densed matter to fully ionized dense plasmas in the SESAME construction of
Al. Therefore this theory does extend into the higher density part of what we
associate with WDM. Agreement with ACTEX at their respective tempera-
ture limits is reported as ∼ 10%. As with any EOS in the WDM range, this
approximate theory is in need of experimental verification, but it has done
relatively well with shock hugoniot data, which lands on its higher density
side.
These various EOS models are assembled to form SESAME by interpolation
to make isotherms transition smoothly between them. We see warm dense matter as
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the region of vast interpolation between the applicable ranges of these most rigorous
approximations. This interpolation technique can lead to numerical instabilities
and a lack of thermodynamic consistency [LBC+01] (see the next section). This
is problematic because hydrodynamic codes [LL94]often rely on the assumption of
thermodynamic consistency to change between state variables. The other problem
with this approach is that it is an extremely time consuming way to fashion an
EOS. The quotidian equation of state (QEOS), described in the next section, was
designed with thermodynamic consistency and speed of calculation in mind, with
the goal of giving good enough EOS values for “everyday” applications.
2.4 QEOS




= p− T ∂p
∂T
, (2.26)
where E is the internal energy. This follow from the formulas of the Helmholtz free
energy:
p = ρ2 ∂F∂ρ , S = −
∂F
∂T , E = F + TS, (2.27)
and holds exactly for an equilibrium system [Mor91]. It is usually a good idea to
check for thermodynamic consistency in the regions of interest before running a
hydrodynamic code, because the code will often use thermodynamic consistency as
an assumption [LL94].
QEOS [MWYZ88] ensures thermodynamic consistency by defining its EOS
in terms of the Helmholtz Free energy, through (2.27) and related thermodynamic
equations. It makes the usually acceptable assumption of the additivity of the
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Helmholtz free energy for the various contributions:
F (ρ, Te, Ti) = Fi(ρ, Ti) + Fe(ρ, Te) + Fb(ρ, Te), (2.28)
where the subscript i refers to ions and the subscript e refers to electrons. Thus the
pressures and internal energies are also additive. Fb is a semi-empirical correction
to force the pressure to zero for the solid density zero temperature state. Ionization
































1 + exp(x+ y)
, (2.29)
where V (r) is the self-consistent, spherically averaged potential, including the elec-
trostatic interaction between the electrons, and everything is contained within a
spherical cavity of radius R0 = (3/4πni)1/3.
The ions in QEOS are treated based on the theory of Cowan [CM78], which
gathers together a wide variety of models depending on the region of (ρ, T ) space.
It uses an ideal gas law for high temperatures and low densities, fluid scaling laws
related to those used in the GRAY EOS incorporated in SESAME [Gro71], and
several laws to deal with melting and various laws for dealing with cooler, highly
condensed states. The difference between this approach and that of the SESAME
construction is that the collection of EOS models collected here are designed to be
scaled to fit with the various materials, rather than being reconstructed from scratch
each time.
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QEOS takes as input the bulk modulus and density of the solid material.
The merits of QEOS are thermodynamic consistency and speed, and it has matched
shock data reasonably well [MWYZ88]. It can also be tweaked to fit with experi-
mental results that come up in the warm dense matter regime, e.g., from additional
shock experiments or isochoric heating. Still some of its results are considered ques-
tionable, and the glossing over of the warm dense matter regime has been likened
to “pulling a tarp over the abyss” [LBC+01].
2.5 Quantum Molecular Dynamics
Quantum molecular dynamics (QMD) is a heavily computational first principles
theory, treating quantum effects for both electrons and the dynamics of atoms and
molecules through time-dependent approaches to the Schrödinger equation [GG02].
Current limitations are largely set by the available computing power, with temper-
atures up to 10 eV being the current limit of applicability in temperature [CM06].
One apparent success of the method was a possible explanation for discrep-
ancies between deuterium shock experiments accessing similar pressure regimes, the
first being a famous result on the Nova petawatt laser [CDSC+98], and the other a re-
sult from the Sandia Z-machine [KHB+04]. The former experiment appeared to con-
tradict greatly the accepted SESAME EOS of deuterium for compressibility in the
warm dense matter regime, as mentioned above. QMD simulations which followed
failed to reproduce these experimental results [LBKC00, Des03], instead agreeing
closely with the original SESAME predictions. The later experiment showed com-
pressibility more closely matching that of the QMD calculations and the original
SESAME EOS, and upon further consideration and calculation it was proposed
[GG02] that the discrepancy between the two experiments could be explained by
non-adiabatic processes, meaning that the laser shock experiment may not have been
driving an equilibrium EOS, and thus the data did not reflect a need to alter the
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equilibrium EOS. In fact, QMD simulations were apparently able to reproduce the
Nova experiment more closely by better reproducing the initial conditions [GG02].
Deuterium shock compressibility remains a controversy in need of more experimental
data.
2.6 Laboratory preparations of WDM
Interest in measuring WDM states is growing as experimental capabilities improve.
A few techniques have been used to achieve and measure warm dense matter con-
ditions, albeit in limited ranges.
2.6.1 Shock heating
The most well-developed method of measuring the equation of state material is
through shock heating [ZR66]. A shock is a traveling discontinuity in the state
variables, such as would be produced by a piston driving a gas above the sound
speed: material before the shock wave is at the ambient pressure and density p0
and ρ0, and a rapid change occurs as the shock front passes over, taking the system
to the final pressure and density p1, ρ1. The harder the shock, the higher the final
pressure, and the equation of state determines the locus of points in (p, ρ) space that
are accessible from a given starting point (p0, ρ0) a curve known as the principal
Hugoniot. The state variables are subject to conservation laws7:
ρ1u1 = ρ0u0
















7Here and in the rest of the chapter we are using ρ as the particle density, rather than the mass
density.
20
where e is internal energy density, expressing conservation of mass, momentum, and
energy across the shock. Putting these together, the Hugoniot is described by the
Rankine-Hugoniot equation:
e1 − e0 +
1
2
(V1 − V0)(p1 + p0) = 0. (2.31)
One shock experiment gives one point on a Hugoniot. The most direct
method of measuring the hugoniot is to drive a shock the material with a plate
of the same material, measuring the shock velocity us by the travel time across
the shocked material, and the driver velocity up as 12 the final fluid velocity of the
shocked material [Dra06]. Then:







Very high pressures (> 1Mbar) can be obtained in flyer plate shock experiments
with magnetically launched flier plates from Sandia’s Z-machine [KHB+04]. Alter-
natively, shocks can be driven with a flier plate of a different material, or by laser
ablation, in which case a reference material with a well-known EOS (e.g. Al) is
needed to compare the propagation of shockwaves between the known material and
the material to be measured, through a technique known as impedance matching
[Dra06]. Velocities are typically measured with an optical streak camera diagnostic
known as a VISAR [Hem79]. Off-Hugoniot data can be achieved with some experi-
mental difficulty using double or triple shocks (reaching higher densities), or using
a less-dense version of the starting material, such as a foam.
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2.6.2 Static compression
Shockless, (quasi-) isentropic compression [RM06] of materials gives a different set
of EOS data from shock experiments, towards higher densities than the Hugoniot
[RM06]. Isentropic and quasi-isentropic compression is achieved in various ways,
including the use of a density gradient in a flyer-plate type experiment, pulsed power
magnetic compression [DDK+05], and diamond anvil cells with auxiliary heating.
2.6.3 Ultrafast isochoric heating
Isochoric heating (heating at constant volume/density) is the technique of this thesis.
Because of the extreme pressures involved, warm dense matter cannot be contained
forcibly at a constant density by any means available to us. Thus isochoric heating
entails delivering the energy of heating (without shocks) on a timescale faster than




where δt is the time over which energy is deposited, d is the thickness of the material
sample, and cs is the sound speed in the heated material. For the >Mbar pressures
of WDM, this entails an extremely fast δt ∼ 1 ps for d ∼ 5 µm . Leaving for the
following chapters the mechanism by which we achieve this heating, let us observe
the relationship between the response of an isochorically heated sample and its
equation of state.
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Probing the release isentrope
Consider a uniformly heated flat slab of warm dense matter that is allowed to expand













































Because the material is expanding into vacuum, and at temperatures <
1000eV the energy lost to photon emission is not significant [Mor91], we consider
the release of our isochorically heated slab to be isentropic. On the timescale de-
fined by (2.34), the expansion is self-similar [FRS04]. Therefore we can express the
expansion interms of ξ ≡ x/t: setting ρ = f(ξ) and u = g(ξ), substitution into
(2.35) and (2.38) then gives :
f ′(g − ξ) + fg′ = 0; (2.39)




where a prime (’) indicates derivative with respect to ξ.
The self-similar flow of the expanding material thus gives direct insight into


































































Figure 2.4: Time slices at 14 ps and 45 ps of isochorically heated warm dense Al, for
the ideal gas flow given by (2.41) and for a hydrodynamics simulation using SESAME
EOS tables, each having the same initial ion temperature and sound speed. The
non-ideal EOS shows a similar expansion rate but for exhibits different temperature
profiles (because of ionization energy loss).















) 3cs0t ≥ x ≥ −cs0t, (2.42)
where ρ and u are constant outside of their bounds. We also have the relations
T/T0 = (ρ/ρ0)2/3, and cs =
√
γp/mρ, where γ is the adiabatic index. A non-ideal
equation of state, particularly one in which ionization and recombination during
expansion become important, will give a different result. In figure 2.4, we see that
for a given initial temperature, the ideal gas flow is very close to that of the non-ideal
Sesame equation of state in terms of expansion rate, but differs vastly in temperature
profile.
A simultaneous time resolved measurement of the progression in time of the
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temperature and position at a given density would thus directly probe the equation




Our primary experimental tool is the ultra-fast, ultra-intense pulsed laser. The
technology of this field has grown rapidly over the past several decades, and opened
up a number of previously inaccessible experimental possibilities. Both the short
pulse length (< 1 ps) and the extreme light intensities achievable ( 1018 W/cm2)
have been a boon to experimentalists. Since the amplification of laser energy requires
passing the laser pulse through an amplification medium, a key challenge in building
more and more powerful lasers is keeping the intensity low enough so that the laser
does not damage the amplifiers, and that the laser does not encounter excessive
nonlinear phase modulation along its amplification path. One way to keep down laser
intensity during amplification is to increase the size of the beam and the amplifiers
themselves. However cost rapidly increases with the size of amplifiers and optics,
and thus a revolution in the peak attainable power of laser systems followed the
perfection of a technique known as chirped pulse amplification (CPA), by which the
pulse is kept stretched out in time during the amplification process and compressed
in the final stage.
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3.1 CPA lasers
The uncertainty relation of waves requires a short laser pulse to contain a certain
amount of bandwidth. To see this, consider a laser pulse envelope whose amplitude
takes the shape of a Gaussian with time:
A(t) = A0 exp
{





Here, ∆t is the FWHM of the intensity I = |A|2. A Fourier transform shows the
bandwidth content of this pulse shape:












The value of the time bandwidth product (TBWP) ∆t∆ν ≈ 0.44 is specific to this
envelope function, and it describes the minimum possible pulsewidth ∆t for a given
bandwidth content ∆ν. Laser pulses are sometimes considered to have more of a
sech2 shape, which gives a TBWP of ≈ 0.315. A pulse exhibiting the TBWP of its
envelope function is said to be “transform limited” and has no frequency dependence
in its phase.
Thus it is possible through dispersion to lengthen arbitrarily an initially
transform-limited pulse. Dispersion is equivalent to imparting a frequency depen-
dent phase to the envelope function:









Figure 3.1: Conceptual diagram of a two-grating stretcher, involving two optical
gratings, focusing optics, and a vertical retro mirror (which offsets the incoming
and outgoing beam vertically). Notice that the red path is shorter.
The idea that this can be done in a controlled and reversible manner is the
concept behind CPA [SM85]. Modern CPA lasers use an optical grating configu-
ration, known as a stretcher (figure 3.1), to extend a pulse in time by a factor of
∼ 103−104 before amplification, and an inverse configuration, known as a compres-
sor (figure 3.2), to return the pulse to nearly its original pulsewidth.
I say “nearly” because the process of amplification destroys the potential
symmetry through nonlinear dispersion of the pulse frequencies, and also lengthens
the output pulse through gain-narrowing of the bandwidth caused by nonuniform
amplification of the laser frequencies.
3.1.1 Phase dispersion compensation
The index of refraction n of any material will be nonlinear with respect to wave-
length, as can be seen in the commonly used empirical fit known as the Sellmeier
equation [Sie86]:








Figure 3.2: False-colored ray-trace of a two-grating compressor, involving two optical
gratings and a vertical retro mirror. Each grating is hit twice. Notice that the blue
path is shorter.
where i continues for as many terms as needed (usually 2). Relative to a central fre-
quency ν0, we have an optical path length difference OPL(ν) = ∆(n·d), where n and
d are the frequency-dependent index of refraction and distance, respectively. Passage
through material will incur a difference primarily through ∆n, and an optical grat-
ing compressor through ∆d. The shift in phase is then just ∆φ(ν) = ∆(OPL · ν/c).
The overall phase can be Taylor expanded into the polynomial phase orders:
φ(ν) = φ(ν0) + ϕ(1)(ν − ν0) +
1
2!
ϕ(2)(ν − ν0)2 +
1
3!
ϕ(3)(ν − ν0)3 + · · · , (3.6)





. The delay accumulated by a given frequency is then τ(ν) =
∂φ(ν)
∂ν , or:
τ(ν) = ϕ(1) + ϕ(2)(ν − ν0) +
1
2!
ϕ(3)(ν − ν0)2 + · · · , (3.7)
where ϕ(2) is known as the linear frequency chirp, or quadratic phase term; ϕ(3) is the
cubic phase, and so on. In a grating compressor, the grating spacing and angle both
affect all orders of the phase to some degree, but the grating angle affects ϕ(3) more
strongly relative to ϕ(2) than does the grating spacing. Thus the grating spacing
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and angle can be perturbed from their stretcher-symmetric positions to eliminate
the accumulated quadratic and cubic phases. Fittinghoff, et al.[FWS+98] discuss the
problems of phase compensation in CPA systems and find that for laser systems of
pulse length 100 fs or higher, this is sufficient, but for shorter pulses a more detailed
optimization must be performed to minimize higher orders of phase. In some cases
this can involve adding material with the appropriate dispersion function to the
laser chain.
These calculations of the the stretching and compression of a CPA system can
be made easier with the help of a ray-tracing program, such as Mathematica/Optica[WR],
which can keep track of the wavelength-dependent OPL. Figure 3.2 and figure 3.8
were generated in this process.
3.1.2 Self phase modulation
Intensity dependence in a material’s index of refraction causes acute problems only
at very high intensities, which CPA systems are designed to avoid throughout ampli-
fication. However, the gradual accumulation of nonlinear phase the laser chain can
still be detrimental to the output pulse, causing an overall broadening, and a long
pedestal in the recompressed pulse [PDS94]. Nonlinear phase accumulation tends
to be more difficult than dispersion to eliminate [BKN97], and spatial variation in
the amount of phase modulation further complicates the task [KM98].
Below, I present a simple mathematical model for predicting the effects of










where n2 is the nonlinear term in the index of refraction n = n0 + n2|E(r, t)|2,
r is the transverse coordinate of the laser, t is the local time, and the integral
is taken along the path of the light pulse. For a laser pulse with electric field
E(r, z, t) = E0(r, z, t) exp{−i[kz−ω0t]}, the effect of self phase modulation is found
by multiplying by the phase term: E(r, z, t)→ E(r, z, t) exp{iB(r, t)} [CZM93]. The
contribution of B to the instantaneous frequency of the pulse is δω = −dB/dt. Since
most [KM98] materials have a positive n2, the leading edge of a pulse will be red
shifted, and the trailing edge blue shifted due to the B integral [Boy92].
The stretcher in a CPA laser effectively maps the ultrashort input pulse to
its fourier transform. To lowest order, the stretched pulse has an instantaneous
frequency which varies linearly with time. Its form can be obtained through fourier
transforms between time (t) and frequency (ω) space:
Es = F−1{F{Ei}e−iφs(ω)}, (3.9)
where Ei is the initial pulse, Es is the final pulse, and F , F−1 are the Fourier
transform (t → ω) operator and it’s inverse (ω → t), respectively. φ(ω) describes
the phase function of the stretcher, and for a purely linear chirp (quadratic phase
shift), φs(ω) = βω2/2 [MSB+88].
In the ideal case, the amplification would be uniform without phase modu-
lation, and the compressed pulse would then look like:
Ec = F−1{F{AEs}eiφs(ω)}, (3.10)
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where A2 is a uniform amplification. Thus the ideal result is Ec = AEi. Of course,
this ideal is never fully achieved, due to gain narrowing, gain saturation, dispersion,
clipping, self-phase modulation, and so on [CZM93]. In practice, amplification is
never perfectly uniform and it is always accompanied by phase terms. In the simple
model that follows, only self-phase modulation is treated: We assume that the
dispersion has minimized to the point that it can be neglected. Thus, for our
purposes (3.10) becomes [MSB+88]:
Ec = AF−1{F{EseiB}eiφs(ω)}. (3.11)
We can exploit the assumption that the pulse is stretched to > 1000 times
its initial duration by the phase function φs(ω) = βω2/2. For large enough β, we
can use the approximation:
Ec = AF−1{F{Ei}eiBmaxS̃(ω)}, (3.12)
where Bmax is the value of B at peak intensity (t = 0, r = 0), and S̃(ω) is the
spectrum of Ei, normalized so that S̃(ω0) = 1. Fig. 3.3 shows that (3.11) converges
to (3.12) as the stretched pulse length increases towards the typical 500 ps.
In fig. 3.4, the temporal distortion calculated for various values of Bmax
are compared. The relative pulse broadening and shaping caused by the various
values of Bmax do not depend strongly on the initial pulse length, as can be seen by
comparing this figure for 30fs pulses to a similar figure that assumed 100fs initial
pulses in [PDS94].
It should also be noted that self phase modulation can affect the quality of
the focal spot, as the intensity of the beam will have spatial variation. To achieve
maximal intensities, we want to focus the output of a CPA laser system to the























!t = 30 fs
Figure 3.3: A 30 fs pulse recompressed after having been stretched to various lengths
and accumulating Bmax = 3. Profiles calculated with the more exact formula (3.11)
converge to a limit (3.12) as the amount of stretching increases. Typical CPA pulses
are stretched to 500ps or longer.
is most desirable. Spatially filtering the pulse at various stages of amplification
maintains an approximately Gaussian profile, discarding pulse energy which would
not be focused down to a spot [MSB+88]. Unfortunately, the distortions caused
by accumulated nonlinear phase manifest upon re-compression, at which point no
further spatial filtering or amplification is possible (because this requires passing
through material). Radial dependence of the phase accumulation threatens the
spatial coherence of the pulse, and thus the quality of the focused spot [BKN97].
However, this effect is generally not as significant as the effect on the pulse length.
A few methods have been suggested for overcoming B-integral accumulation
in certain laser systems. Calculations [BKN97] have shown that linear pulse shaping
prior to amplification could radically improve the temporal shape of a pulse along the
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Figure 3.4: Compressed pulse shape of an initially 30fs FWHM pulse for various
values of Bmax. For reference, a sech2 pulse with FWHM = 30fs is also shown.
the use of a semiconductor wafer with negative n2 can be cut to the right width
so as to reverse, almost entirely, the accumulation of the B-integral for pulses of
appropriate central wavelength. Also, electrical feedback mechanisms [PHA+01]
designed to completely control the phase of ultrashort pulses may also help. In
general, B integral is a difficult problem, and laser systems must be designed to
keep its effects to a minimum.
As a general rule of thumb, we will usually try to keep the B integral of the
system less than 1. Even air has a nonlinear index of refraction, so high power CPA
systems will always have their main compressor in vacuum.
3.1.3 Gain narrowing
Since the laser gain of an amplifying medium is nonuniform in wavelength, the
process of amplification will narrow the spectrum of the laser pulse. Thus to get
ultrashort pulses, we need as broadband an amplification medium as possible. For
its broad gain bandwidth around 800nm, the crystal Ti:sapp is the common choice
for tabletop, sub-100fs laser systems [ZHMK95]. However, it has a short fluorescence
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lifetime, meaning that it must itself be pumped by larger and larger pulsed (∼ 5ns)
lasers. Also, Ti:sapp has to be grown, which is a relatively slow process. Both of
these factors drive up the price of Ti:sapp, generally limiting the pulse energy to
the vicinity of 1 J.
Glass amplifiers can be made larger, have longer fluorescence lifetimes at
high gain, and can be flashlamp-pumped, and thus can achieve higher energy levels,
but with a narrower bandwidth than Ti:sapp. Glass CPA lasers, typically Nd:glass
amplifying near λ = 1 µm , are characterized by much higher energies for a given
cost, but will also have longer pulsewidths. The nonlinear wave-mixing technique
of optical parametric amplification (OPA) [CHGR+99] allows for very broadband
pre-amplification up to a few mJ reducing the amount of amplification to be done in
glass, and leads to CPA laser systems which can achieve hundreds of Joules in a sub-
ps (∼ 500fs) pulse. Such systems are called OPCPA lasers. The emerging technique
of using mixed-glasses [HGMD07] in the amplification process to support a higher
bandwidth spectrum is leading to a new class of > 100J lasers at pulsewidths closer
to 100 fs.
3.1.4 Autocorrelation
CPA lasers allow unprecedented measurements of extremely short timescales. The
question arises how we measure the duration of a laser pulse that occurs much faster
than the temporal resolution of our measuring devices. The answer is that we use
the pulses themselves to measure their pulselengths, through a process called auto-
correlation. The polarization P inside a material is, in general, driven nonlinearly
by the electric field of the laser. For example, it is possible for two frequencies of
laser passing through a medium to form a third wave at the sum of their frequencies,
in a process known as sum frequency generation [Boy92]:
P (ω1 + ω2) = 2χ(2)E1(ω1)E∗2(ω2) + c.c. (3.13)
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Here, χ(2) is the second-order susceptibility tensor. We define
∆Ω = n1ω1 + n2ω2 − n2ω3, (3.14)
where ω3 = ω1 + ω3, and n1,n2, and n3 are the respective indices of refraction.
Normal dispersion (where there is no absorption) dictates that n is a monotonic in-
creasing function of frequency. Thus the phase matching condition for constructive
interference, ∆Ω = 0, appears impossible, except that crystals can exhibit polar-
ization dependent indices of refraction, a property known as birefringence. In the
simple case of a uniaxial birefringent crystal, one crystal axis, ĉ, has an “extraor-
dinary” index of refraction, n̄e, which is different1 from the “ordinary” index of
refraction no for polarization along the other two axes. Light propagating in the k̂
direction that is polarized in the plane of ĉ and k̂ will experience an extraordinary










An appropriate birefringent crystal is cut at the right angle to set the desired value
of ne for the phase matching condition. In this case there are two types of phase
matching:
• Type-I phase matching, in which E1 and E2 are polarized along the higher
index axis (typically ordinary waves), and P is polarized along the orthogonal
axis, or,
• Type-II phase matching, in which E1 and P are polarized along the same axis
(typically extraordinary waves) and perpendicular to E2.






Figure 3.5: Schematic of two pulses interacting in a SHG crystal to output the
autocorrelation function as a function of horizontal position ξ, by τ(ξ) ≈ c/(ξθ),
where θ is the small angle between the two beams.
Two special kinds of SFG are used to measure the laser pulse. Second harmonic
generation (SHG), where ω1 = ω2, and third harmonic generation (THG), where
ω1 = 2ω2 and the wave of frequency ω1 was generated by SHG. With SHG we are








Where I2ω is the output 2nd harmonic intensity measured on a detector, and τ is the
delay between two copies of the laser pulse entering the SHG crystal. By varying
τ we can trace out the autocorrelation function, which has a width that is
√
2 as
long (FWHM) as the original pulse, in the case of a Gaussian pulse shape, and 1.54
times as long in the case of a sech2. The delay τ can be varied manually by splitting
and recombining a beam colinearly with a delay stage in one arm, or in a single
shot, by crossing two beams in the crystal at a small angle, as depicted in figure














Figure 3.6: Schematic of a scanning third order autocorrelator. A SHG KDP crystal
doubles the laser light by Type-I SFG and the 2ω and remaining 1ω are split and
then recombined with a variable delay and then combined to form 3ω by Type-II
SFG in BBO. The signal is read on a PMT.
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Pickoff option 2Pickoff option 1
Figure 3.7: Schematic of two options for picking off a probe beam from the main
laser. Option 1: Leak-through of partially amplified probe light is further amplified
and independently compressed. Option 2: A small fraction at the edge of the beam
profile of the fully compressed, large diameter beam is picked off. In either case,
frequency up-conversion with decent efficiency can be achieved after compression,
and an actuator stage with µm precision is used for pump-probe synchronization.
distinguish between undesired light arriving before the pulse (prepulse), which can
be disastrous to an experiment, and light arriving after the main pulse (post pulse),
which is generally less detrimental. For that reason a third order autocorrelator is
often used to diagnose prepulses and postpulses. The pulse is doubled so that the
laser beam contains similar intensities of 2ω and leftover, unconverted 1ω. They are






This function is asymmetric and can be used to distinguish between prepulse
and postpulse. A scanning third order is depicted in figure 3.6. It is also possible
to construct a single-shot third order autocorrelator [CHGA+01].
3.1.5 Probe beams
A great advantage of laser-driven experiments is that the laser pulse which generates
the radiation to heat our sample can also be used to probe it. By picking off a small
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amount of laser light upstream for a probe, the relative timing of pump and probe is
determined by path lengths, independent of any timing electronics, and so ∼ 100µm
stability in path length gives < 1ps temporal precision.
As illustrated in figure 3.7, we have used two different techniques for obtain-
ing a probe beam in the various experiments. Many laser facilities (THOR, Calisto,
Titan, Sandia) the beam will often be picked off at an early stage and independently
compressed (option 1). If the laser facility does not have an independent probe beam
(as was the case in the JanUSP experiments), a probe beam can be picked off from
the edge of the large beam profile after compression and before focusing (option 2).
Option 1 has several advantages, including the possibility of leaving the probe beam
partially compressed (as used in the Titan and Sandia experiments in chapter 7),
more stable probe beam profile and energy (since in option 2 shot-to-shot variations
in main beam profile greatly affect the probe brightness), and saved setup time.
3.2 Laser systems in this thesis
3.2.1 THOR
The Texas High Intensity Optical Research (THOR) laser is a workhorse research
laser at the University of Texas, delivering 600 mJ 800nm pulses of 35 fs duration
at a maximum rep rate of 10 Hz. With a tightly focusing parabolic mirror, the laser
intensity can exceed 1019 W/cm2. Ultrashort pulses are originated in a commercial
Femtosource2 Kerr mode-locked oscillator, which generates a 75Mhz pulse train that
triggers a photodiode, the signal of which is divided down to 10 Hz for the timing
of the system. A 10 Hz pulse train is isolated by an electrooptic pockels cell pulse
slicer and faraday rotator combination [Sie86]. The pulse is stretched in a folded,
single grating stretcher (figure 3.8) and passed through 4 m of optical fiber for
2http://www.femtolasers.com/Pages/Oscill_FS.html
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Figure 3.8: Ray trace images of the THOR single-grating stretcher (left) and com-
pressor (right). The stretcher utilizes a large grating with a mirror stripe at its
center. Light enters, and reflects in the following order: grating (top), spherical
mirror, mirror stripe, flat mirror, mirror stripe, spherical mirror, grating (top), ver-
tical rooftop, grating (bottom), spherical mirror, mirror stripe, flat mirror, mirror
stripe, spherical mirror, grating. In the folded single grating compressor, which is
operated under vacuum, the stretched laser hits the grating on the right side just
below the equator and is turned around by a horizontal retro mirror where the wide
beam hits the grating to the left of the first hit. The wide beam is offset vertically
by a vertical retro mirror, hits the grating and returns through the horizontal retro
mirror to the final spot, on the other side of the equator from the original spot. This
last hit on the grating is the most intense hit on an optic in the laser chain. Unlike
the representation here, the actual incoming and outgoing beam diameter is 3”.
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Figure 3.4: Schematic structure of the THOR laser: The oscillator pulse is stretched,
amplified an then compressed again to guarantee ultra high output intensities (modified
drawing by courtesy of Dr. Todd Ditmire).
3.2 Autocorrelation and Frequency Doubling
The physics of laser-target interaction strongly depends on the pulse properties of
the laser. 2nd and 3rd order correlation measurements can be used to determine the
pulse duration and the contrast ratio of main pulse to prepulse intensity. Ultrafast
photodiodes or optical streak cameras can not be used to characterize fs pulses since
their time resolution is too low. Instead, 2nd or 3rd order correlation measurements
are used to achieve fs time resolution and the desired dynamic range.
3.2.1 Nonlinear Wave Mixing and Phase Matching
These correlation techniques are based on nonlinear mixing of short optical pulses
in optical uniaxial birefringent crystals.
Sum Frequency Generation (SFG) is an e!ect caused by the nonlinear contri-
bution of the index of refraction. Every medium has a nonlinear index of refraction,
which has to be taken into account if the light intensity becomes high enough. SFG
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Figure 3.9: Ov rview of THOR laser system, courtesy Dr. Ditmire, modified by S.
Kneip.
Figure 3.10: Compressor vacuum chamber, manufactured from Al by the UT Physics
machi e shop. LEFT: From CAD drawings. RIGHT: Photograph
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dispersive phase compensation purposes. The pulse is then injected into a Ti:sapp
laser cavity, the regenerative amplifier (regen), which is pumped by approximately
60mJ from a Nd:YAG laser. After about 20 passes through the cavity, the pulse
is switched out by a pockels cell and thin film polarizer and isolated from the long
timescale continuous emission of the cavity (amplified spontaneous emission; ASE)
by a second pulse slicer. The first amplification stage takes the pulse from several
nJ to several mJ.
The beam is expanded for the next amplifier stage, which consists of 4 passes
through a brewster-cut Ti:sapp crystal pumped with the remaining ∼160mJ from
the Nd:YAG laser that pumps the regen. This amplifier stage brings the pulse
energy up to ∼20mJ. In its initial setup, the amplified beam emerged from the four
pass with a slightly elliptical shape, with 1/e2 radius of 1.7 mm in the horizontal
direction and 1.23mm in the vertical direction. Because of thermal lensing, this
beam size was smaller than the unamplified beam leaving the 4-pass, which had
horizontal radius of 2.77mm and vertical radius of 2mm. The pump beam was more
circular with a 1/e2 radius of 1.42 mm. The gain for passes 1 through 4 were 2.13,
1.87, 1.56, and 1.4 in order, for a total overall gain of 8.75.
A second expansion of the beam is done with a vacuum telescope with a
pinhole at focus, which acts as a spatial filter, removing the higher frequency modes
in the beam profile to reduce the risk of damage to laser optics from hot spots. The
1cm beam then takes 5 passes through an AR coated Ti:sapp crystal pumped on
either side by two 1.4 J Nd:Yag lasers (impressive lasers in their own right), to reach
a pulse energy of up to 1.1 J.
Up to 200 mJ of the laser energy can be diverted into an air compressor
(which is preceded by a non-expanding spatial filter) for use as a probe beam. The
main laser energy is expanded to 3” in a vacuum spatial filter telescope and passed













Figure 3.11: LEFT: Top view drawing of the THOR solid target chamber, in one of
many possible configurations. The dimensions are in inches. This was the config-
uration used for the experiment described later. RIGHT: Photograph of the same
layout.
compressed to 35fs. The laser pulse is delivered under 10−4 − 10−5 vacuum to the
experimental target chamber.
A vacuum switchyard containing a turning mirror allows selection between
various target chambers. A layout of the solid target chamber used for the experi-
ments in this thesis is shown in figure 3.11
3.2.2 JanUSP/Calisto
The JanUSP laser at Lawrence Livermore National Laboratory (LLNL) was named
for the Janus laser, which pumps its final amplifier stage, and the Ultra Short
Pulses it produces as a high energy Ti:sapp laser. Now renamed Calisto, this laser
was designed to deliver 10 J pulses of 800nm light in a 100 fs pulse. When it was
built, JanUSP broke the laser intensity record with a tightly focusing f/2 parabolic
optic producing a focal spot of < 4 µm , 15J and 80 fs, for ≈ 2× 1021 W/cm2.
JanUSP / Calisto is a Ti:sapp laser system which can operate at 10 Hz with




















































Figure 3.12: Top view of main target chamber of JanUSP/Calisto. Produced at
LLNL and provided courtesy J. Bonlie
Its 6” final Ti:sapp amplifier crystal was originally pumped by 100 J from the Janus
laser system. Recently, JanUSP was renamed Calisto when the Janus laser was
upgraded to 1kJ and independent rod amplifiers were installed to pump Calisto’s
final Ti:sapp crystal separately. An independent air compressed probe beam, and a
separate, 2-parabola target chamber were also installed in recent years.
As discussed later in the thesis, JanUSP/Calisto has gone through various
states of disrepair in recent years, with energies not always reaching 10 J, and signs
of a destructive prepulse.
3.2.3 COMET
The Compact Multipulse Terawatt (COMET) laser at LLNL was designed to drive
Ni-like collisionally-driven x-ray laser [DLO+00] at wavelengths in the range of 139Å-
203Å. Its main CPA beam can deliver between 5 and 7 J at 1.054µm in a 500fs pulse
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Figure 3.13: Top view of the COMET target chamber for standard target shooting.
CAD courtesy Robert Berry, LLNL. Units in inches
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titan_1.jpg (JPEG Image, 370x269 pixels) http://www.llnl.gov/str/JanFeb07/gifs/titan_1.jpg
1 of 1 7/9/07 2:21 PM
Figure 3.14: The target chamber of the Titan laser facility. The interior bread-
board is supported directly from the ground and thus is unaffected by the stresses
in the target chamber going from air to vacuum. Thus, alignment done at air
will match with high precision the final alignment at vacuum, which is not the
case for a target chamber in which the breadboard is supported by the vac-
uum vessel itself. Detailed drawings of the target chamber can be found at the
Jupiter Laser Facility website (http://jlf.llnl.gov/titan.html). The cham-
ber was manufactured from aluminum by precision metal works of Canada (http:
//www.precisionmetalworks.com/press/lawrence.2005.08.23.html). Units in
inches.
once every 5 minutes. In 2004, a separate target chamber was installed allowing the
COMET laser to run also as an ordinary parabola focused target shooter (figure
3.13).
3.2.4 Titan
The recently completed Titan laser [Ng07] of the Jupiter laser facility (JLF) at LLNL
is a two beam laser system combining an ultrashort pulse OPCPA laser with a longer
pulse kJ laser. The shorter pulse laser is designed to approach, eventually, 1 PW in
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power at 400 J in 400 fs. It is currently operated at up to 150 J and 600 fs. The
combination of long and short pulse beams allows for shock/probe experiments to
measure EOS and dynamic material properties. The shot rate in Titan is currently
limited to at most 5 shots per day. An independently air-compressed probe beam
of ∼ 5mJ is available and can be frequency doubled.
As the laser power exceeds 100 TW at several 10s of J, some additional experimental
difficulties arise:
Nuclear activation within the target chamber
One of the issues of laser systems approaching PW powers with 100 J or more
of laser energy is undesired nuclear activation of materials around the target. On
such systems, the large number of gamma rays emitted from a target can lead to
nuclear activation of the surrounding materials and even the target chamber walls.
Because the level of activation is lower for Al and lower- Z materials than for higher-Z
materials [PCC+99], the target holder mount and any diagnostics close to the target
should be made from Al or plastic if at all possible. This is also the reason that
the target chamber itself is made of Al. Because radiation safety is a concern, upon
venting after a system shot, a radiation sweep is performed and access to the target
chamber by experimenters is prohibited until dose rates fall to acceptable levels.
Changing out a steel optics post near the target for one made of Al has meant the
difference between a 2-3 hour wait and a 30 minute wait for clearance.
Electromagnetic pulse (EMP)
Terawatt and sub-TW electromagnetic pulses (EMP) [SGJ+06, MNG+04] from
shots on > 100 TW laser facilities can cause severe problems in electronic diagnos-
tics, such as CCDs. On interaction with the large number of high energy electrons
emitted from a target, various components of the target chamber act as antennae
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to drive an EMP, and electrical components connected to the devices, including the
ground loop, can act as an antenna to deliver the pulse into the electronic mea-
suring device, often causing it to malfunction. Low-tech solutions to this problem
involve fashioning a Faraday cage for the instrument and disconnecting it from the
ground loop by powering the diagnostics by battery during a shot. On Titan shots
at 100J/600fs, Computers were kept at a distance of several meters from the target
chamber, surrounded in wire mesh3, and plugged into battery packs. Oscilloscopes
must be kept in a completely electromagnetically shielded copper box to operate
properly. Interestingly, we found that one CCD which was reliably failing on system
shots was able to function properly upon direct line-of-site placement of a thick lead
barricade between target chamber center and the CCD. This allowed it to function
properly, thus indicating a directionality to the problematic radiation, which was
causing problems despite nearly a foot of other materials along the path (e.g. the
glass of the parabola, the target chamber wall and the walls of the CPI box). This
suggested that bremsstrahlung gamma rays in the backwards laser direction may
have been directly responsible for the camera’s failure.
3.2.5 Sandia Petawatt
The Sandia Z-beamlet laser facility exists in support of the Z-machine there [HVC+02].
It is also equipped to operate several laser-based experiments between Z shots. The
100TW target chamber is an example of this, where a 60 J, 600fs 1.053µmOPCPA
laser is provided. A typical shot rate is 3 or 4 per day, working around the laser
schedule of the other lasers and Z. The independently compressed probe beam op-
erates at 10 Hz with pulse energy of ∼ 5mJ, or at 1 shot per 10 minutes (rod shots
or system shots) amplified to ∼ 50 mJ.
3It’s not clear how much the mesh helped, but you over-engineer to avoid problems because
shots come so infrequently.
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Figure 3.15: The Sandia 100TW target chamber will have the option of splitting the
beam energy into two focused beam paths for high energy pump-probe. The front
and back panels of the target chamber sit on rails to allow full access to the target
chamber insides. The drawing were produced at Sandia and provided courtesy Dr.
Edens Units are inches.
3.3 Limitations of direct laser heating
We are interested in isochoric heating of solid density matter to warm dense matter
temperatures, and modern high intensity, ultrafast lasers are an obvious candidate
for their ability to deliver an extreme high energy density to a precise location in a
very short period of time. We run into a limitation with direct laser heating in that
the laser frequencies available to us (near optical) are significantly below the critical
frequency of heated material. As such, the laser intensity dies off exponentially from
the surface of the solid material we’re trying to heat with a characteristic length







where µ is the permeability, σ is the conductivity, and ω is the angular frequency of
the laser. Typically this depth will be only a few or a few tens of nm; as materials are
heated and partially ionized, their conductivity tends to increase (the interaction of
lasers with solid materials is further discussed in the next section). The result is that
to create warm dense matter under controlled and well-characterized conditions by
direct laser irradiation requires using extremely thin materials, on the order of the
laser skin depth. Leaving aside the difficulty of working with foils so thin that wind
currents could break them, surface contamination and uncertainty in the exact thick-
ness of the foil will affect predictions of the energy deposition [WAF+04, WGF+01].
Good results have been achieved from direct laser heating [YMUM06, APW+06],
but deeper, volumetric heating of solid density matter [AFA+06, PMK+03] leads to
a more persistent WDM state giving better flexibility in measurements. Also, as
discussed in section 5.5, a target must be thick enough to be totally opaque to the
observed wavelengths in a streaked optical pyrometer in order for that diagnostic to
serve as a viable temperature diagnostic.
3.3.1 Free electron lasers
Direct, deep, isochoric heating of solid samples will be made possible by the Linac
Coherent Light Source (LCLS) x-ray free electron laser (FEL) [MGA+01] being
built on the Stanford linear accelerator [LBC+01]. The facility will deliver tunable
to photon energies between 800eV and 8keV, with transverse coherence and far, far
higher brightness than current x-ray sources in a 200 fs pulse. Isochoric heating
and subsequent probing of solid density plasma and warm dense matter states is
one of the principle research thrusts of the facility. It is quite likely that LCLS
will contribute enormously to the study of warm dense matter, but the pursuit
of ordinary laser-driven WDM isochoric heating experiments will continue to be
valuable for two reasons:
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• The LCLS is only one, very large facility that will open up a huge range of
experimental possibilities, of which isochoric heating and EOS studies is only
one. By contrast, numerous laser facilities capable of using proton heating for
isochoric heating of matter are available.
• Construction of LCLS is not complete. Although it is likely to succeed, this
laser system is unprecedented, and as such will have some bugs to work out
as it comes online. In particular, fabrication and use steering optics at these
x-ray photon energies will be a challenge.
Of course, there is plenty of room for a variety of methods to study WDM, and
narrowing down the EOSes will require a large body of data to which experiments
from many different facilities can contribute.
In the next section, I discuss the laser generation of secondary sources which
can be used to volumetrically heat solid density materials to WDM temperatures,




A large part of high intensity laser science concerns the conversion of laser energy
into another useful form, which is achieved through the interaction of the intense
laser light with matter. Some examples are high harmonics of the laser extending
into the uv and xuv from gas jets, MeV neutrons from fusion events in irradiated
deuterium clusters, and GeV electrons accelerated in plasma filaments. This thesis
concerns solid target sources, from which one can generate high energy electrons,
bremsstrahlung x-rays, hard x-rays from inner-shell emission, or directed ion beams.
A major advantage of sources generated with ultra-short pulsed lasers is that they
are themselves pulsed on a similar time scale to the laser, which greatly expands
the scope of ultra-fast science.
In this chapter I will discuss the sources that I have investigated for isochoric,
volumetric heating of solids to warm dense matter temperatures, namely Kα x-rays
and proton beams. After establishing the benchmarks that must be met by a source
to achieve isochoric heating to WDM temperatures, I will describe the mechanisms
by which a huge number of super-thermal electrons are accelerated by an intense
laser pulse incident on a solid target, and how the energy distribution and number
of these electrons are thought to depend on the laser parameters. Treating the
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electrons statistically, I will describe their path through the material of the foil as
they lose energy, radiate bremsstrahlung and create K-shell holes. These analyses
will lead to theoretical estimates for the amount of Kα radiation we can expect to see
for given laser conditions, and thus what laser conditions will be needed to meet the
benchmarks for WDM heating. Next I consider the hot electrons leaving the back
surface of a foil, which are so great in number that they actually produce enormous
electric fields that pull back the electrons and accelerate ions from the back surface.
The most readily liberated ions are single protons from the light hydrogen atoms
in water and hydrocarbon contaminants on the back surface of the foils. These
protons are accelerated to MeV speeds over just a few microns and exhibit high
directionality and energy content. In the final section, I show that proton beams
easily reach our requirements for heating to WDM temperatures, but that velocity
dispersion can cause the overall timescale of heating to be longer than we’d like,
unless sufficient steps are taken to eliminate the slower protons and ions from the
picture.
4.1 Source requirements
Although the boundaries defining warm dense matter aren’t firm, a temperature of
∼1 eV (or ∼10,000 K1) is usually quoted for the lower boundary of temperature
in metals such as aluminum. From statistical mechanics [Rei98] we know that a
temperature of 1 eV implies an energy content of 12 eV per degree of freedom, which
in a 3-dimensional ideal gas would be 32 eV per atom. In the non-ideal case the
number of degrees of freedom is a complicated problem depending on the model
used for the equation of state and the level of ionization. For simplicity, I will set
the bar that a viable heating source should deposit at least 1 eV/atom in the sample.
Let E be the deposited energy per atom into a volume element our heated
11 eV = k·11,604.5 K, where k is Boltzmann’s constant
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sample. This energy is due to an absorbed flux:
Fabs = En∆x,
where ∆x is the thickness of material over which the absorption takes place, and
n is the atomic density. Let’s assume that we’re only dealing with one type of
heating particle (e.g., protons or x-rays), and that they are all coming from the
same direction. Then the absorbed flux depends on the number per unit area N
of heating particles and their average energy deposition ∆E over the length ∆x of
our volume element, and we have Fabs = N∆E . Taking the volume element to be
infinitesimally small, we can frame the problem in terms of differentials. For a given
material composition, the quantity 1n
dE
dx will usually be a function of the heating
particle’s energy ε, so that for a monoenergetic source:





More generally, there will be a distribution of energies, so let Nε be the number per










Example: Si Kα heating Al
Consider the case of silicon Kα - the production of which I describe later in the
chapter - heating solid density aluminum sample, where the source is taken to be
a uniformly emitting disk of radius R that is a distance D away from the sample
(figure 4.1). This approximately models our two-foil experiments in which a thin
laser-irradiated silicon foil is separated by a vacuum gap from a foil of aluminum.








Figure 4.1: Geometry of the uniformly radiating disk source. Source is taken to be
flat with radius R, each point of the source radiating equally in all directions. The
sample is a distance R away and we focus on a point centered over the middle of
the disk.
equation for a disk that uniformly emits N photons2:







A silicon Kα photon has an energy of 1740 eV [Vau86], which is strongly absorbed
due to photo-ionization of the K-shell in aluminum (figure 4.9) [HGD01]. The 1/e2
attenuation length µL of Si Kα in solid density Al is 1.154 µm, e.g. I[SiKα] =






















2.5× 10−8 eV · µm2
)
e−x/1.154µm (4.4)
2When I speak of the “total” Kα emission, I am actually referring to the emission per 4π
steradians measured in the normal direction behind the foil. The actual total emission will be less
because photon reemission at off-normal angles is greater. This is common practice in the literature,
I suppose because it gives higher numbers than “per steradian.”
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2.5× 10−8 eV · µm2
)
e−x/1.154µm, (4.5)
where x is the distance into the Al foil, N is the “total” number of Si Kα
photons (extrapolated into 4π str.), D is the distance between the two foils, and R
is th radius of our disk source. The equation is approximate because we ignored the
2-D nature of the photon absorption from various angles, but this approximation
will lead us to the same general conclusions as the more rigorous result while giving
a clear picture of the parameter space.
Now equation 4.5 leads us to an expression for the number of Kα photons








ex/1.154 · Ereq, (4.6)
where distances are given in units of µm and Ereq is in eV/atom.
In figure 4.2, I have used equation 4.6 to plot the required Si Kα to heat
an Al foil to a minimum internal energy of 1 eV/atom for various two-layer target
configurations. In the figure I have replaced N with the Kα conversion efficiency








. The heating is
evaluated at the back side of the sample foil. For reference, I have included three
published values for conversion efficiency into Kα photons that give a representative
range. We see that heating to lower WDM temperatures using a foil laser generated
Kα source is at least feasible.
In the next section I will discuss intense laser-solid interactions, which give
rise to the fast electrons that are responsible for generating x-rays and proton beams






























Figure 4.2: Required conversion efficiency into Si Kα to heat an Al sample by 1
eV/atom as a function of source radius R for various target configurations. Foil
separations of 20, 40, and 100 µm are considered for Al sample foils of thickness 1
µm and 100 nm. For reference, conversion efficiencies from Reich, et al.[RGUF00],
Riley, et al.[RKPdS+06], and Feurer, et al. [FMU+01] are plotted.
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4.2 Intense laser-solid interactions
The physics of ultra-intense laser interaction with solids is almost always framed in
terms of interaction of the laser with a pre-formed plasma. Indeed, the electric field
of a focused terawatt laser pulse is much higher than the field binding electrons to
the atoms in the material, and ionization will occur well in advance of the main
pulse. This is evident in the semi-classical expression for the threshold intensity
needed to ionize an atom to a charge state Z̃ and ionization potential Ip [Mal04]3:




So that, e.g., we’d expect hydrogen (Ip = 13.6 eV ) to be fully ionized at just over
1014 W/cm2, which is several orders of magnitude less than the intensities shot
on terawatt and petawatt facilities. Equation 4.7 represents an extreme case, in
which the classical potential well binding the electron in is completely suppressed,
which is referred to as above threshold ionization. In fact, quantum tunneling allows
ionization to begin at even lower intensities[ADK86]. Once an electron is free, the
laser field can accelerate it so that it collides with an atom and frees another electron,
which can also be used in this way to free other electrons, and so on, in a proccess
known as “avalanche” ionization. The threshhold intensity to produce a critical
density of free electrons in this way is ∼ 1012 W/cm2 [AAB+06, SFH+96].
Thus for the arrival of an ultrashort, ultraintense laser pulse we expect a
plasma to already be in place, and we also expect it to have a density gradient in
which the electron density goes smoothly from zero, to the so-called critical density
surface, and beyond to solid density (solid density being more than an order of
magnitude higher than the critical density). The laser will reflect at or before
the critical density surface, with only an exponentially decaying evanescent wave
3The reference has a typo in leaving out the fourth power of Ip[eV ] in his equation (1.6) but is
otherwise correct.
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continuing beyond the reflection plane. The electrons under the influence of the











Where vosc can exceed c and is hence not a true velocity in the relativistic case;
vosc/γ gives the true peak velocity expected in oscillation. Without any absorp-
tion mechanisms whatsoever, the electron’s energy would travel into and out of the
plasma with no heating. In fact, collision cross sections are quite low at the extreme
quiver velocities implied by the laser’s peak power, and energy absorption by the
most straightforward method we can think of, collisions between ions an electrons
(e.g., inverse bremsstrahlung), is indeed rather low. And yet ultra-intense laser
pulses can be absorbed very strongly, under the right conditions by well over 50%.
I will start with the basic fluid treatment of plasmas to introduce plasma
waves, which play a key role in transporting energy away from the oscillations of
the laser field under the mechanism of resonance absorption. I will then describe
the propagation of the laser wave in a 1-dimensional plasma gradient (i.e. a slab),
which leads into that resonance. I will then discuss two other important absorption
mechanisms, vacuum heating and J×B heating. I will then discuss how a real labo-
ratory CPA system affects the plasma scale length which, along with laser intensity,
is a key parameter in determining which absorption mechanism dominates.
4.2.1 The fluid treatment of plasmas
A great deal of intuitive and computational simplicity can be obtained by model-
ing a plasma in terms of a fluid with charged constituents[HW98]. Then instead
of imagining a collection of quintillions of charged particles, each with their own
position and momentum, we can think in terms of macroscopic quantities such as
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charge density, temperature, and current. We start, in much the same fashion as is
done in hydrodynamics, by representing our system of charged particles with single-
particle distribution functions Fs(x,v, t). Here s represents the various species, i.e.,
the electrons and various charge states of ions involved. In the two-fluid description,
which is used in the initial derivations of laser-plasma interactions, we assume that
we are dealing with a fully ionized and overall neutral plasma of one element, and
hence we’d have only s = e, for the electrons and s = i for the fully stripped ions,
with ne = Zni, Z being the atomic number.
Fs integrates to the particle density:∫
d3vFs(x,v, t) = ns(x, t).












(E + v ×B), (4.10)
and ms is the mass and es is the charge. At this point we haven’t done much:
ns(x, t) looks like a collection of delta functions at the individual particle positions,
so this is still a lot like treating each individual particle separately. The key to
having a fluid treatment is to consider a statistical ensemble of equivalent systems
and average over them, preserving only density fluctuations of interest and paying
less close attention to the exact positions and velocities of each particle. Thus we
4when particles can be created or destroyed, as in processes such as ionization or recombination,
we can replace the 0 on the right hand side with a source term Is(x,v, t).
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want to use the ensemble-averaged distribution function:
fs = 〈F〉ensemble. (4.11)
We’d like to plug fs into (4.9), but the last term on the left hand side brings








where Cs(f) is the so-called collision operator, a complicated and challenging term
designed to collect the relevant effects of correlations between particles. For a prob-
lem in which collisions are negligible, Cs(f) = 0, and we get back to the same form
as (4.9) in what is known as the Vlasov equation:
∂f
∂t




As much of a simplification as it implies, the Vlasov equation can be useful as a
starting point in many problems, especially the electrostatic oscillations of plane
waves within the plasma.
The distribution function is used by taking its moments, or velocity integrals















We already know the zeroth-order moment, ns, as the particle density. With the
first-order moment, Vs, is the plasma flow velocity. The second-order moment Ps,





Tr(ps); ps = Ps −msnsVsVs. (4.15)
The moments continue on and the next few also have conceptually meaningful in-
terpretations. However, for simplicity I will leave them out of my discussion, since
I won’t need to refer to the higher moment equations. The next step is to take the





















With integration by parts, and using the values I just defined, we obtain the following
for the first two moments:
∂ns
∂t




+∇ ·Ps − esns(E + Vs ×B) = 0 (4.17)
A trend that continues through all moments becomes evident here: the first expres-
sion involves both the zero- and first- order moments of the distribution function,
ns and Vs, while the next equation also needs the second-order moment Ps. Clo-
sure then requires some statement about how the moments might either drop off or
truncate as we go further. Without some form of closure, all we have are an infinite
chain of coupled equations that don’t solve anything. Truncation is the simplest
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form of closure, and that is what is used in the description of electrostatic plasma
waves.
The Debye Length
The Vlasov equation (4.13) ignores collisions and focuses on collective motion in
order to simplify the equations for wave propagation in a plasma. Whether or not a
process in a plasma is relevant is a question of relative rates. In [Kru88] a convenient






where ν90 is the rate of significant (90◦) collisions, ωpe is the plasma frequency, and
ND = ne4πλ3D is the number of electrons in a Debye sphere. Clearly, as ND → inf,
plasma collisions become unimportant relative to collective motion. The quantity
λD, known as the Debye length, is an important plasma quantity describing the
length scale over which an electron’s individual coulomb field is shielded by the












The Debye length sets the length scale above which we can ignore the individual
electrons and treat the plasma as a fluid. Perhaps counter-intuitively, more electrons
are present in a Debye sphere as the density decreases: ND → inf as ne → 0.
This simply means that in a very hot and/or very sparse plasma, collisions become
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unimportant.
As is normally done, I will introduce plasma waves in the context of the
Vlasov equation, and bring collisions into the picture only when necessary.
4.2.2 Plasma waves
In a non-magnetized plasma, there are two types of waves: high frequency electron
waves and low frequency ion-acoustic waves. Both rely on truncation of the moment
equations through a simple equation of state approximation.
Electron plasma waves
These waves are modeled as high-frequency/cold-plasma waves, where the phase
velocity ω/k  ve, the electron thermal velocity. Because they are electrostatic,
the waves are longitudinal, and we can operate in one dimension. The high phase
velocity relative to thermal velocity means that we can ignore heat flow and still
have a pretty good approximation. This truncates the moment equations by way of




Again, we are treating the ions as a stable neutral background, and focusing on
the electrons (s → e). Writing equations (4.17) with (4.15) in one dimension and






















Taking ∂∂t of the first and
∂
















To first order in small perturbations of the electron density ne = n0 + ñ, velocity
ue = ũ, pressure pe = p0 +p̃, and electric field E = E0 +Ẽ, equations (4.21), (4.24),



















Substituting (4.27) and (4.25) into (4.26) and recognizing that p0men0 = ve, the elec-













4πe2n0/me is the electron plasma frequency. Solving this with,
ñ ∼ eikx−iωt, we find the dispersion relation:
ω2 = ω2pe + 3k
2v2e . (4.29)
We started with the assumption ω  ve, we see that all such waves are very close




The low frequency ion acoustic wave is derived in a similar fashion. With the
assumption ve  ω/k  vi, the electrons are taken to stay close with the oscillating
ions and follow an isothermal equation of state, pe = neθe, while the ions follow
the adiabatic EOS seen earlier pini = constant. The resulting dispersion relation for
ion-acoustic waves is:
ω = ±kvs, (4.30)
where vs =
√
(Zθe + 3θi)/M , θs being the species temperature, Z the atomic num-
ber, and M the ion mass.
4.2.3 Laser propagation in a slab plasma
An incident laser field will drive the electrons in a plasma to oscillate at the laser
frequency ω0, where ω0 & ωpe. At these frequencies we continue to consider the ions
as a stationary neutralizing background. We start by working with the assumption
that electron motion is non-relativistic, so that products of quantities involving Ve
and B can be neglected, and motion of the electrons is driven by the electric field.
We consider a single-frequency laser oscillation:
E = E(x)e−iωt , B = B(x)e−iωt. (4.31)







Rewriting this in terms of the current density J = −ne(x)eVe and the plasma








⇒ J = σE,
where σ = iω2pe/4πω is the high-frequency conductivity. Thus, the electric field is
driving current, which will drive a magnetic field, which will in turn affect the electric
field. Applying Maxwell’s equations, specifically Faraday’s law and Ampere’s law
(linearized), one will arrive at wave equations for the electric and magnetic fields
[Jac98, Kru88]:
∇2E − ∇(∇ ·E) + ω
2
c2







× (∇×B) = 0, (4.34)
where ε = 1−ω2pe/ω2 is the plasma dielectric function. In a uniform density plasma,
∇ε = 0 and ∇ · E = 0, and with exp(ik · x) spatial dependence of the waves, we
arrive at the dispersion relation for both B and E of:
ω2 = ω2pe + |k|
2 c2. (4.35)
The fact that |k| must be negative for frequencies ω < ωpe means that k is entirely
imaginary and any light wave would decay exponentially. Hence the density at which
ωpe = ω is referred to as the critical density ncr = ω2me/4πe2.
4.2.4 Collisional absorption
Electrons oscillating under the influence of an electromagnetic wave can dissipate
the wave’s energy into the plasma by undergoing collisions. The most important
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form of collisional absorption is known as inverse bremsstrahlung, because it is a
process by which an electron absorbs a photon in the vicinity of an ion. Based on a
simple theoretical model fractional intensity absorption of this process is given by
[WK97]:









where νei ∝ ncrZ(kTe)3/2 is the electron-ion collision frequency and Ln ≡ ne(∇ne)
−1 is
the plasma scale length (linear profile). Thus Ln/c is a characteristic time for a
photon traversing the plasma, and we are basically comparing that time to the time
between electron-ion collisions.
At very high intensities, the above expression becomes far too large due to
incorrect assumptions about the electron motion. For very fast moving electrons,
collision cross sections are reduced greatly, and collisional absorption fails to explain
the high absorption that occurs for intensities exceed 1015W/cm2 [GF96]. To explain
this, collisionless models are needed.
4.2.5 Resonance absorption
Let an incident electromagnetic wave be incident with an angle θ relative to the
z direction on a slab plasma that is uniform in the x and y directions and has
a density gradient in the z direction. Let the density increase continuously from
ne = 0 at z = 0 to ncr at z = L, and continue to grow above ncr for z > L (fig.
4.3). The electric field of the wave can either be in the x direction (s-polarization)
in which case it oscillates along a constant density, or it can have a component in
the z direction (p-polarization), along the density gradient, which leads to charge
density fluctuations. I’ll start with the former case.
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k
Figure 4.3: Geometry of the resonance absorption problem. A plane light wave
incident at an angle θ to a uniform plasma gradient in the z direction. The wave
reflects at ne = ncr cos2 θ but persists past that plane with an exponential falloff.
S-polarization
When the electric field E is entirely in the x direction, E = Exx̂. With ε a function









E(z) = 0 . (4.37)
The light wave can propagate no further in the z-direction when ε(z) = 1−ω2pe(z)/ω2 =
sin2 θ, and so ne = ncr cos2 θ defines a plane of reflection, beyond which E decays
exponentially.
P-polarizaton
When the electric field E is P-polarized, we have E = Eyŷ+Ez ẑ. Poisson’s equation
for the neutral plasma, ∇(εE) = 0 gives:






This implies an electrostatic oscillation that has a resonance at ε = 0, e.g., at the
critical density surface. A plasma wave is excited there by whatever portion of the
z component of the electric field reaches that point. A key assumption here is that
the density not change appreciably over the path of the oscillating electrons in the
plasma wave. Thus this model is most accurate when Ln ≡ ne(∇n)−1  λ0.
The electric field decays exponentially past ncr cos2 θ, as in the s-polarized
case, and so there is a balance: when θ = 0 there is no z component of the electric
field to start with. However, the larger the value of θ the further the reflection plane
at ncr cos2 θ gets from the critical density surface, meaning that the wave suffers
more exponential decay in getting to the resonance plane. It is clear that the details
of ∇n are important in determining this balance.
Now B = Bxx̂ is the s-polarized wave and we can use ky = (ω/c) sin θ for it.

















Where Ln ≡ ne(∇ne)−1 is the plasma scale length, τ = (ωLn/c)1/3, and φ(τ) ≈
2.3τ exp(−2τ3/3). We aren’t actually dividing by zero at the critical density layer
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In this equation, ν usually refers to a collisional damping term, but other phe-
nomenological damping can also be included in eqn (4.33) to account for collisionless
effects, such as particle trapping or wave breaking [FKL+75, Kru88]. The fraction




; φ(τ) ≈ 2.3τ exp(−2τ3/3) (4.43)
This expression for φ(τ) is very close to the exact result [Gin64] and has the same
shape, with a peak at τ ≈ 0.8 reaching ≈ 50% absorption. Resonance absorption
was studied by many authors through the 80s and 90s, by numerical or particle-
in-cell simulation and many experiments. Summarizing a large number of papers,
Wilks, et al. [WK97] summarize the parameters for which resonance absorption is
expected to be a dominant mechanism of laser light absorption:
Iλ2 < 1017 W · µm/cm2;
Ln ≥ 0.1λ. (4.44)
In this range it is estimated [FKL+75] that the temperature of electrons heated by
way of resonance absorption should scale as :
Thot ∝ (Iλ2µ)1/3, (4.45)
With temperatures in the 10s of keV in the range given in (4.44) [WK97]. In
ultra-short pulsed lasers resonance absorption continues to contribute at even higher
intensities, although other mechanisms begin to take over. Next I will describe a
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short scale length process, which was originally called “‘not so resonant’ resonant
absorption” [Bru87]:
4.2.6 Vacuum heating
In the opposite extreme of plasma scale length, we may imagine a plasma with a
density gradient that is very sharp relative to the electron excursion distance. Then,
rather than exciting a plasma wave, the laser pulls electrons out into vacuum, with
the stationary ions staying behind. This leads to a charge separation, and hence a
field given by Poisson’s equation. This field is balanced by the combined field in the
z direction of the incoming and outgoing laser wave, which in the case of perfect
reflection would be Ed = 2EL sin θ, where EL is the vacuum laser field. In fact, this
driving field is better approximated by taking absorption into account, in which we
would have Ed = EL[1 + (1 − f)1/2] sin θ, where f is the fraction of laser intensity
absorbed (by whatever mechanism). When the field reverses direction, the electrons
are thrown back into the over-dense plasma, where the electric field of the laser on
the next cycle can no longer grab them and turn them around. Thus on the next
laser cycle, new electrons are being dragged out into vacuum. The absorbed laser








/ (ṽL2 cos θ), (4.46)
where ṽL = eEL/meω and ṽd = eEd/meω are just shorthand symbols for γvd in
eqn. 4.8 for the respective laser fields. Here η ≈ 1.75 is derived from simulations
[WK97]. Note that this expression still implicitly contains the absorption, through
vd. Since vacuum heating isn’t necessarily the only absorption mechanism, Ed is
only calculated when all absorption mechanisms are taken into account.
Simulations [Bru87, GB92] have shown demonstrated that the hot electron
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temperature due to electrons receiving these vacuum heating “kicks” scales as:
Thot ∝ (Iλ2µ)1/3−1/2. (4.47)
This seems to indicate a smooth transition between the scaling of resonance ab-
sorption and ideal vacuum heating as described above. The range of intensities and
scale lengths for which vacuum heating is considered a major contributor to laser
absorption is:
1015 W · µm/cm2 < Iλ2µ < 1018 W · µm/cm2;
Ln ≤ 0.1λ. (4.48)
In this range, vacuum heating can lead to electron temperatures from 10s to 100s of
keV [WK97]. It’s important to note that in vacum heating hot electrons are expected
to be launched in the target normal direction. I’ll now consider an absorption
mechanism which tends to accelerate very hot electrons in the laser direction, for
very high intensities.
4.2.7 J×B heating
When the laser intensity is high enough, it is not sufficient to consider laser accel-
eration only in terms of the electric field: we need also to consider the forces due to
the laser’s magnetic field B = ω−1k × E, as well as relativistic effects. For this we




= q (E + v ×B) . (4.49)






to emphasize that relativistic ef-
fects may come into play. Notice that if an electron is accelerated to a significant
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velocity by the E field, the v × B component of the force will push it in the for-
ward (k) direction, with peak forces occurring twice per laser cycle. This aspect of
the Lorentz force is distilled by perturbation analysis to give an equation for the












is the relativistic term for the average velocity of the
oscillating electrons, and pL is the electron’s longitudinal momentum. Considering
the relativistic expression for vosc, we can solve for γL = (1− 〈v2〉/c2)−1/2 in terms
of the l.h.s. of equation 4.8 to obtain5 γL =
√
1 + γLv2osc/2c . If we equate Up to
our expected “temperature” of hot electrons created by this method, we arrive at a






Computer simulations show that the distribution, while not Maxwellian, looks sim-
ilar to a Maxwellian with an energy cutoff [MM96]. Electrons oscillate in the laser
direction under the J × B forces and can escape the influence of the laser if they
are kicked far enough into the over-dense region of the plasma (away from laser
influence). This scaling gives us a range of intensities for which this heating method
would give us “temperatures” that start to be interesting for x-ray production (e.g.
5This is for linearly polarized light - in the circularly polarized case the factor of 2 in the
denominator is left out.





17 W · µm/cm2 (4.52)






















First, we see that the frequency of the ponderomotive force is twice the frequency of
the laser, and hence electrons are launched twice per cycle. Second, the magnitude
of the force depends on ncr/n, meaning that at higher densities absorption is less
efficient. Thus the range of effectiveness for J ×B heating also depends on density.
The criteria for J × B heating to not be overshadowed by vacuum heating can be





> sin θ. (4.56)
Obviously, at θ = 0, this effect is stronger than the previous two discussed until
intensities and pulse-lengths are high enough to cause ion motion and distort the
surface. Typically, when a ultra intense laser pulse is focused at an angle on a
solid target, electrons are seen to be accelerated in two directions. Hot electrons
accelerated in the target normal direction are attributed to a vacuum-heating like
effect, while the hottest electrons are found to be accelerated predominantly along
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the laser axis, which is attributed to J × B acceleration. We will see experimental
evidence of the hottest electrons escaping a solid target in the laser axis direction
in section 7.2.
4.2.8 Precursors and scale length
As we have seen, the density scale length Ln = ne(∇ne)−1 plays an important role
in the absorption of laser energy. The short scale length requirement (eqn. 4.48) for
vacuum heating, for example, is often used as a criterion for desirable scale length.
If a large cloud of sub-critical plasma exists in front of the target, it can even cause
defocusing laser through the nonlinear (intensity dependent) index of refraction, or
deplete the laser energy through collisional absorption.
Once a plasma is formed by the laser, it will tend to expand outward, in-
creasing in scale length. The hotter the plasma, the faster it will expand. Thus we
are concerned with the low-power precursor of the laser pulse. As I discussed in
section 3.2.1, in a CPI laser system precursor laser energy must be carefully mon-
itored. Recall that this extraneous laser energy consists of two parts: pre- (and
post-) pulses, which are low-intensity echos of the main pulse occurring from zero
to several tens of ps before (and after) the main pulse, and the ASE pedestal, which
is the uncompressed energy spontaneously emitted from the amplifier stages7. A
contrast ratio of prepulses to main of less than 10−5 is often considered good, even
though at a peak intensity exceeding 1018W/cm2 such a precursor would still ionize.
It is sometimes frustrating that, as Wharton, et al. [WBK+01] have demonstrated,
even if the pedestal and prepulses are suppressed to below ionization intensities, the
ns-timescale pedestal can heat a foil target to the point of vaporization at well below
ionization intensities, leading to a cloud of atoms which is instantly ionized by the
rising edge of the laser pulse to create a much longer scale length plasma than would
7Usually, both of these are referred to as a “prepulse” (or postpulse), but I prefer to refer to the
former as “prepulse”, and the latter as “ASE pedestal” to distinguish between them.
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be expected from early ionization alone. They report that non-ionizing prepulses
can have an effect at ASE intensities as low as 108 W/cm2, which would require
a contrast ratio of 1010 on even a modest 1018 W/cm2 shot to avoid! Achieving
contrast ratios in the 10−6 range is a challenge [OCR+05]; getting to 10−10 requires
extreme measures.
4.3 X-ray generation
As we’ve seen, the ultrafast laser does not penetrate very far into a solid material,
but it can accelerate very fast electrons which do escape the laser plasma interaction
region and travel into the cold bulk material behind it. Thus, we have a hot electron
source and the generation of x-rays is a somewhat decoupled problem from the
laser interaction. The science of fast electrons interacting with matter was well-
established by the time ultra-intense lasers entered the picture, and so the same
physics that is used in other fields to deal with electron beam interaction with matter
can be applied to our predictions about x-ray generation in laser-solid interactions.
We will be dealing with an extremely large number of electrons ∼ 1012, and so in
this treatment electrons will be treated statistically. If we followed a single electron
through the material, it would suffer a large number of very small collisions which
would slow it down gradually as it passed, and with a certain probability a large
collision such as one causing K-shell ionization or full-energy bremsstrahlung would
take place. Rather than tracking an electron up to a large collision and then starting
over with a new electron, it is acceptable, because of the large number of electrons,
to use the average stopping power of the material as a continuous drain on the
electron’s energy, turning cross sections for the large, x-ray producing collisions into
a fractional rate of emission. Thus an electron of a given energy passing through 1µm
of material would generate a certain fractional number of “photons”. When added
up over the enormous number of electrons, the difference from a whole number of
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photons will be negligible. I will start with a description of electron stopping power
in a material, to establish how an electron’s energy will change as it passes. In the
process we will encounter equations for bremsstrahlung, a source of continuous band
x-rays which can become significant at high electron energies (requiring very high
laser intensities). Next I’ll present the cross sections for K-shell ionization, leading
to the so-called Kα source of keV x-rays. Putting them all together we can make
an optimization routine for a Kα source and see how this source can measure up, in
theory, to the requirements presented at the beginning this chapter.
4.3.1 Electron energy attenuation by cold material
A high energy electron passing through matter will lose energy through interaction
with that matter. The rate of energy loss, which depends on the incident electron
velocity (energy) and the material properties, is referred to as the stopping power
of that material at a given electron energy. Stopping power scales linearly with
density for a given material, and so it is often given in a density-normalized form
(e.g. [MeV cm2/g]) which can be multiplied by the density ρ to give energy loss per
unit distance (e.g. [MeV/g]):
dE
dz
= −Smat(E, ρ) (4.57)
= −ρSmat(E). (4.58)
At many keV and MeV energies, an electron will experience a large number of
very small angle collisions and virtually no large angle collisions. For this reason
the electron trajectory through a material can often be considered one-dimensional,
with a continuous slowing down by the material. Thus a very close approximation
of how far an electron will penetrate into a material is given by the “continuous slow
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down approximation” (CSDA) range:




Here, Emin is the minimum energy at which an electron could be considered absorbed
by the target. The theory of electron stopping power in materials is semi-empirical,
with two theoretical foundations: inelastic collisions with bound (ionizing) and free
(plasmon generating) electrons, and bremsstrahlung emission. Inelastic collisions
dominate stopping power up to 1MeV , at which point bremsstrahlung contributes.
Bremsstrahlung dominates electron stopping above 100MeV (1− vc ∼ 10
−5). An ex-
cellent database [BCZC05], provided online by NIST provides stopping powers sep-
arated into collisional (inelastic scattering) and radiative (bremsstrahlung), CSDA
ranges, radiation yield, and density effect parameter for elements 1-98, as well as
a wide range of compound materials, such as polypropylene and water. The mean
excitation energies, which are empirical cannot be derived from first principles, for
each material in the database are kept up-to-date, based on the best available ex-
perimental data. The database, known as “estar” is extremely useful resource in
modeling electrons passing through cold material. Data is provided in tables or
plots; an example plot is shown in figure 4.4.
Collisional electron stopping
The scattering of an electron from an ion does not impart much energy to the ion
because of the huge difference in mass. Therefore the theory of collisional stopping
of hot electrons deals with electron-electron collisions. The electrons in the material
are treated as a set of oscillators which interact with the incident electron through
the coulomb force through ionization or promotion to an open energy level. The
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Figure 4.4: A plot of electron stopping powers in Al provided by the NIST estar
database, and generated using the online tools [BCZC05]. Collisional, radiative, and
total stopping powers of SAl(E) are shown on a log-log plot.
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where Ī is the mean ionization potential, and C ≈ 1.166. This equation is modified
by a density effect correction [SSB82], which slightly lowers the stopping power
at higher energies. The mean ionization potential can’t be determined from first
principles and is empirically determined.
Bremsstrahlung
An electron’s collision with an atomic nucleus cannot actually be inelastic, because
the acceleration of the electron causes a change in the electromagnetic field that
necessitates emission of a photon. The spectrum of bremsstrahlung from electrons






∣∣∣∣∫ ψ∗f (p∗ · a)e−ik·rψidτ ∣∣∣∣2 × kdkdΩkdΩp, (4.61)
where p0, p, E0, and E are the electron’s initial and final momentum, and initial
and final total energy, k and p are the wave vector and unit polarization vector of
the outgoing photon, a is the Dirac matrix, ψi and ψf are the Dirac wave functions
of the initial and final electrons, r0 is the classical electron radius, and dτ is the
unit volume element. Solving this equation requires knowledge of the Dirac wave
function in a screened, nuclear coulomb field, which does not have a closed-form
solution. Therefore a wide variety of approximations for the wave functions are
used, depending on what assumptions can be made [KM59]. Below 2 MeV, accurate
numerical results for bremsstrahlung are tabulated [PTL+81], whereas above ∼ 50
MeV, analytical formulas work well. Numerical interpolation is used to bridge this
gap [SB85]. One can get a good qualitative feel for the behavior of bremsstrahlung
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Figure 4.5: Characteristic features of bremsstrahlung radiation from eqn. 4.63 for
Z = 22 (Ti), with dashed curves for T0 = 100 MeV and solid curves for T0 = 10
MeV. Left: shape of spectral intensity vs. k/T0 for various values of E0θ0, compared
to the simple estimate in eqn. (4.63). Right: plot of kdσk,θ0dkd(E0θ0) vs E0θ0 for various
ratios of k to T0
radiation using, e.g., equation 2BS from Koch, et al. [KM59]8, which gives the







































In their notation, T0 = E0 − mec2 is the initial kinetic energy of the incoming
electron9, k is the energy of the emitted bremstrahlung photon, with all energies
expressed in units of mec2, and θ0 is the angle of emission relative to the incoming
8This equation was obtained by Koch, et al. from L.I. Schiff, Phys. Rev. 83, 252. Koch
summarizes many other equations and discusses their respective ranges of applicability.
9I use Ee for this in other sections, but overuse of the letter E here would be confusing.
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electron trajectory. E0θ0 is referred to as the “reduced angle”. From this equation,
which is most accurate for very high energy electrons and high Z values, one can
produce plots of the spectral and angular characteristics of bremsstrahlung emission.
I have done this in figure 4.5 for incoming electrons of 10 and 100 MeV. The first plot
gives the spectral shape of bremsstrahlung emission for various reduced angles (color
coded by reduced angle). For comparison, the black curves show the approximation








In the second plot of figure 4.5, we see that the cross section for photon production as
a function of reduced angle follows a pattern that is nearly independent of electron
angle when plotted in terms of k/T0. The salient point of this plot is that emission is
directed more towards the axis of the incident electron’s motion as energy increases.
Coupled with radiative stopping power from NIST (see figure 4.4) these plots let us
make reasonable approximations for the bremsstrahlung yield.
4.3.2 K-shell ionization and relaxation
Ionization of the innermost electron shell, or the K-shell, of an atom can be achieved
by an incoming electron with energy greater than the binding energy of the K-shell,
typically several keV. An excellent bibliography of work on this problem is given in
the introduction of Hombourger, et al. [Hom98]. For high incident electron ener-
gies, where the ratio of electron energy to K-shell ionization energy, or overvoltage11
U = Ee/IK  1, the incoming and outgoing scattered electron can be treated in
a relatively simple way as a plane wave interacting with the bound electron. How-
10He attributes this to Jakshik (probably Jakschik) but I cannot find his cited reference.
11Ee is now the kinetic energy of the incoming electron, for which I used T0 in the previous
section
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ever, as U approaches 1 various corrections need to be made to account for the more
complex interactions between the incoming electron and the bound electrons of the
atom, as well as the nucleus. As Hombourger, et al. note, reasonably accurate theo-
retical models are available, but they do not lead to simple and convenient analytical
expressions. This motivates an empirically fit cross-section formula [Hom98]:









Here, nK is the number of K-shell electrons in the atom (e.g. 2), a0 is the Bohr
radius, and I0 ≈ 13.6 eV is the Rydberg constant. The term lnUU is the signature
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A practically identical form of the above expressions was used by Casnati, et
al.[CTB82], with slightly different values for the fitting parameters. The updated
values reflect new experimental and computational data at lower electron impact















Figure 4.6: Competing processes for filling the K-shell vacancy. Left: photoemission
transitions are given subscript letters to differentiate between L-shell (α) and M-
or N- shell (β) transitions, and each subscript is numbered in order of relative
intensity. Right: auger transition, by which the energy of the K-hole filling transition
is delivered into the ionization of another bound electron (specific case of KL1L3
process shown).
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Figure 4.7: Kα yields vs. the “over-voltage” U ≡ Ee/IK , obtained from empirical
K-shell ionization cross sections (dashed = [CTB82], solid = [Hom98], see eqn. 4.64)
and photoemission probabilities [Kra01]. Dotted lines = Bremsstrahlung yields of
photons from 0.9EKα ≤ k ≤ 10EKα , calculated using NIST tables [BCZC05] and
eqn. 4.63... Left: eV/ µm of photons generated; Right: “efficiency,” obtained by
dividing the left plots by Ee.
Photoemission vs Auger
Once the K-shell is ionized, the vacancy is filled by an electron from one of the
other shells. The energy of that transition can be released either in the form of
a photon (Kα or Kβ) or ionization of an electron from the donor shell (Auger).
These possibilities are illustrated in figure 4.6. For low Z materials such as Si,
Auger is much more likely than photoemission, but the photoemission probability
ωK approaches 1 as Z increases [Kra01]. This is balanced to some extent by the
cross section for Kα photo-ionization, which decreases as Z (and hence IK) increases.
To obtain the statistical Kα photon yield dNK of an electron of kinetic energy E





= σK(E/IK , IK)ωKn. (4.67)
We can multiply this value by the average Kα photon energy12 to get the
rate of energy radiation, and divide that by the electron energy to give a sort of
radiative energy efficiency. Both of these are plotted for various materials in figure
4.7, which includes for reference the same values estimated for the production of
bremsstrahlung photons in the energy range 0.9EKα ≤ k ≤ 10EKα . It’s worth
noting that in a silver target, bremsstrahlung in this range by far outweighs Kα
production, even for near-threshold electrons. The narrow Kα peaks would still
show up above the continuous bremsstrahlung background, but only if the measuring
device has good spectral resolution.
Photon reabsorption
The material can reabsorb theKα photons that it produces, although this absorption
is somewhat weak since the material can’t re-ionize its K− shell with its own Kα
emission. Data for x-ray attenuation lengths, as well as a wealth of other x-ray
data tables, are available from Berkeley’s Center for X-ray Optics website [HGD01].
X-ray propagation through matter is given in terms of an attenuation length, as
discussed in section 4.1. The trend of Kα self-absorption vs. Z for a source material
is plotted in figure 4.8
We now have the basic data needed to estimate optimal conditions for a Kα
heating source.
12Of course if we want to be more precise, we consider the relative rates of Kα and Kβ and add





Figure 4.8: Reabsorption lengths of Kα in a source for some solid-density elements,
by Z.
4.3.3 Kα source optimization
We can put together stopping power, x-ray attenuation, K-shell ionization cross sec-
tions and photoemission probabilities, and laser to electron scalings to predict Kα
output from a laser irradiated solid. After choosing an appropriate source/sample
combination, we can model Kα generation in the source starting with the monoen-
ergetic case, giving Kα output as a function of target thickness and electron energy,
and then move on to finding optimal combinations of electron temperature distri-
bution and target thickness. Finally, we want to to tie hot electron temperature
distributions and conversion efficiencies to laser parameters to see where we land on
plots such as figure 4.2.
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Figure 4.9: Plot of µL, the 1/e2 falloff distance of x-rays in aluminum as a function
of x-ray energy. Si Kα lands just past the threshold of photo-ionization of the Al K-
shell, causing it to be more strongly absorbed [HGD01]. The energy of an individual
x-ray photon is not depleted: it is either absorbed or not, and so µL is a statistical
quantity.
Energy matching
At the beginning of this chapter (section 4.1) I gave the example of Si Kα heating
Al. This was motivated by the desire to study Al, since it is the most studied of the
metals in terms of material properties, and is thus a good material to start with in
establishing a new technique of EOS measurement. Although Si was never studied
extensively as a Kα source, energetically it is the best choice among convenient
target materials for heating Al, because it is absorbed quite strongly, being just
above the K-shell ionization energy of Al (fig. 4.9). In general, we want to use
a material combination in which the Kα of the source has an attenuation length
∼ 2µm, so that we can achieve high enough temperatures in a thick enough foil.
A few examples with feasible (e.g. available as foils) source and sample material











Table 4.1: Example source/sample combinations with µL ∼ 2µm for source Kα in
the sample material. The “*” indicates that the combination takes advantage of
strong K-shell absorption in the sample.
Electrons of a given start energy
I will start with electrons of a constant start energy. As I mentioned at the beginning
of this section, the large number of hot electrons involved in laser-solid interactions
allows us to model all electrons of a given start energy with a single particle which
moves through the material, continuously slowing down and radiating fractional
numbers of Kα photons based on the cross sections. For a given electron start
energy, material composition, and target thickness, advance the electron through
the material in small steps (d  CSDA(E)), decreasing the energy of the elec-
tron at each step based on the material stopping power [BCZC05] and adding up
the Kα emission from the K-shell cross sections [Hom98] and radiative transition
probabilities [Kra01] (eqn 4.67). Since we’re interested in emission from the back
side of the target, the Kα photon number must then be reduced due to the x-ray
attenuation [HGD01] of the remaining target material. For small enough step size,
this is equivalent to the integral:















































































































Figure 4.10: Per-electron x-ray output in Ti as a function of electron energy and
target thickness. Left: Case where photon reabsorption is left out (color scale 0 to
.05 γ/e−); Right: Output at the back side of a target when self attenuation of Kα
is used (color scale 0 to .02 γ/e−). The dashed line shows the CSDA range of the
electron in the material.






for a given starting electron energy E0 and depth x into the
target.
Figure 4.10 shows the Kα output per electron in a false-colored image plot
of electron energy vs. target thickness. When photon reabsorption is ignored, the
output increases until the target thickness reaches the range of the electron in the
target (CSDA range), and then becomes constant. When photon reabsorption is
included, the output at the back side of the target increases with target thickness
until the CSDA range, and then drops off for thicker targets. Although higher energy
electrons with thicker targets give more Kα photons, we are more interested in
conversion efficiency. Figure 4.11 shows the energy conversion efficiency, calculated
from the number NK and energy EK of the Kα photons produced and the initial
energy E0 of the electron as: eff = NKEK/E0. Then we see the optimal target


















































































































































































Figure 4.11: Conversion efficiencies for single electrons passing through targets of
various materials and various thicknesses. Color scale indicates conversion efficiency
Eγ/Ee; black is used to highlight the peak values. Note that the axis scaling for Ag




Since the electrons produced in laser-solid interactions aren’t monoenergetic, we
must now consider the optimization problem in terms of electron energy distribu-
tions. Most authors will assume that the electron energy distribution follows a
Maxwell-boltzmann shape, since measured energy spectra tend to have an expo-
nentially decaying tail at high energies [McC82]. Recall that a Maxwellian of d
dimensions takes the form [Kit58]:
fd(E,Θ) = Γ(d/2)Θ−d/2Ed/2−1 exp(−E/Θ), (4.69)
where Θ = kT and Γ is the gamma function Γ(n) = (n− 1)!, n ∈ Z. The choice of
dimensionality will affect slightly the results of our optimization, since the higher
dimension maxwellians are weighted more towards higher energies, but the difference
isn’t substantial. The average number of photons per electron from a Maxwellian











In figure 4.12, I show color scaled image plots of the conversion efficiency
from electrons into Kα photons for Cu foils, for 1, 2, and 3 dimensional Maxwellian
distributions. In figure 4.13, I plot the optimization for Si, Ti, Cu, and Ag. Note
that although Cu has the best conversion efficiency of the group, it is by less than
a factor of 3. With an attenuation length of over 75 µm, Cu Kα would be a poor
choice for heating of Al. However, it could be suitable for heating high Z materials




































































Figure 4.12: Conversion efficiency from hot electron energy into Cu Kα for 1-, 2-,
and 3-D (L to R) Maxwellian distributions. Peak values are indicated in each.
We must now consider the conversion of laser energy into these hot electrons
in order to predict the efficacy of a given Kα heating source.
Electron temperature and conversion efficiency from laser parameters
We saw in section 4.2 how the temperature and conversion efficiency from the laser
into hot electrons is expected to scale for various models (see eqns.4.45, 4.47, 4.51).
However, as I mentioned, no single model perfectly describes the laser-solid interac-
tion: theory must be supplemented by empirical data are needed to make predictions
for what temperature and conversion efficiency will be given at a given laser irra-
diance. Information about the hot electron temperature and absorption can come
from measurements of, e.g., the high energy bremsstrahlung tail [McC82, YJKK99],
the spectrum of emitted hot electrons [Fil04], total laser absorptivity measure-
ments, or the output of various Kα sources (various Z) buried in a compound target
[WHW+98], or from simulations such as PIC codes [RGUF00].
In table 4.2, I’ve listed the functions Th.e.(Iλ2µ) and Nh.e.(Iλ
2
µ) used by var-
ious authors for scaling hot electron generation. As can be seen by considering
a laser irradiance of 1018 W · µm/cm2, the predicted electron temperatures varies






































































































Figure 4.13: Conversion efficiency from hot electron energy into Kα for Si, Ti, Cu,
and Ag using 2D Maxwellian distributions. Peak values are indicated in each.
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kT scaling hot e eff Iλ2µ range
reference (MeV) (Ehot/ELas) d (Wµm2/cm2)




eqn. 4.46 ? . 1.8× 1018
Salzmann, et al. N/A 0.1 2 N/A
Guo, et al. eqn. 4.51 0.3 ? . 5× 1018




0.5 1 1015 − 1019












3 1016 − 1019
Table 4.2: Semi-empirical estimates of hot electron and Kα generation by various
authors (respectively): [RKPdS+06], [SRU+02], [GSWB01], [RGUF00], [YJKK99]
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Figure 4.14: Hot electron temperature as a function of spot size for various tem-
perature scalings from Reich, et al.[RGUF00], Guo, et al.[GSWB01], and Yu, et
al.[YJKK99], and laser systems (Calisto = 10 J, 800 nm; Titan = 150 J, 1 µm ).
Optimal temperature ranges (above half maximum) for Si and Cu Kα are shown for
reference.
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tron conversion efficiencies are taken by the authors to be in the range of .1 to .5,
some assuming constant conversion efficiencies, and others giving scalings based on
experimental data, or the model of vacuum heating (section 4.2.6). Salzmann, et
al.[SRU+02] declined (perhaps wisely) to speculate about how the hot electron spec-
trum might depend on the laser irradiance and focused only on electron temperature
and target thickness.
Consequences of scaling
The scalings of laser conversion efficiency into electrons and electron temperature
as functions of Iλ2 in 4.2 have a major effect on predictions about proton heating,
because as we increase the energy to get a higher Kα output, we must also increase
the spot size to maintain the intensity that gives an optimal temperature. Differ-
ent scalings of Te(Iλ2) give very different predictions for just how large the spot
size should be (figure 4.14). Revisiting the falloff in intensity with source radius
illustrated in figure 4.2, we can use the Te(Iλ2) and effL,e(Iλ2) scalings of table 4.2
to translate the efficiency plots of 4.13 into the space of effL,Kα vs. Rsrc, since the
source size roughly scales with the laser spot size for larger focal spots. The results
are shown in figures 4.15 and 4.16. We see that scalings for which Te ∝ (Iλ2)1/3
(e.g. Reich, et al.[RGUF00]), electron temperature falls slowly with increasing spot
size, negatively impacting our ability to heat with Kα . However, until we reach the
limit of Rsrc  (separation distance), increasing the laser energy- and the spot size,
accordingly - does improve our heating capability.
The effect of target thickness is taken into account in those plots by assuming
that thicker targets also increas source size, by Rsrc = Rlas + tan(θ), where θ is a
spreading angle, in this case taken to be 20◦.
I have left out a discussion of Bremsstrahlung heating largely because it takes





















Figure 4.15: COLORED REGIONS: Shows where the various laser intensity to elec-
tron temperature models in table 4.2 and figure 4.14 predict optimal Kα production.
Here, target thickness d is taken to affect the source size by Rsrc = Rlas +d tan(20◦).
LINES: Contours of minimum efficiency needed to heat a sample of given distance
and thickness to a given temperature (labeled on right side of the contour) are shown
for reference. TOP: Si heating Al on a 10 J (800 nm) laser; BOTTOM: Si heating









Figure 4.16: The same considerations as in figure 4.15, except for Cu heating Ag.
tion of the deposited energy in the sample. However bremsstrahlung is a viable
heating source when enough laser energy an intensity are available, and it is used
for example in the hohlraum geometry for compressing and heating fusion ignition
capsules [LIN95].
4.3.4 Return current
In the above considerations I have tacitly assumed that the background cold material
has perfect conductivity and an effectively infinite electron density, so that the
current due to hot electrons passing in one direction through the material can be
exactly cancelled by a slow return current. A return current is not only necessary
to balance the charge being left behind, but also to cancel the strong azimuthal
magnetic field of the hot electron beam in the source material [BDGR97]. Although
the hot electrons have a long mean free path, the cold return current electrons are
quite collisional, and they are subject to the resistivity of the underlying material.
This is where the one-electron model we’ve been using breaks down: the return
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current jret = jfast encounters a resistivity η, leading to an electric field [DBHG97]:
E = −ηjfast. (4.71)
If the current of our fast electrons or the resistivity of our background material is
too large, this electric field will significantly slow the hot electrons. The current I,
in amperes, of our hot electron distribution (dimension d), where T0 is the electron
temperature in electron Volts, εe = (eff)× εL is the total energy in the hot electrons





So that, in a 100J , 1 ps laser pulse with conversion efficiency of 30% and hot electron
temperature of 100 keV, the current would be about 200 MA. If, for example,
as suggested in one of the more “effective” models in figure 4.15 (e.g., Guo), the
electrons are traveling in a cylinder of radius 40 µm , we have j = 4 × 1016A/m2.
The resistivity will vary greatly depending on the source material and how much
it has been heated by the electrons. Optimistically, we might expect the resistivity
to be somewhere in the vicinity of 10−7Ωm [BDGR97] for a well heated, slightly
ionized source material, leading to an electric field E ≈ 4× 109 V/m = 4 kV/ µm .
Such a field will add substantially to the effective stopping power relative to that of
the single electron approximation, making the optimal source thicknesses and final
conversion efficiency of the source lower.
Even more important than the electric field experienced by the electrons
inside the material is the electric field experienced in the vacuum at the back side
of the target.
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4.3.5 Electrons entering vacuum
There can be no more immediately acting return current when the electrons escape
into vacuum. Because the electrons move in such great numbers, the static electric
fields get very large, very quickly, and a large number of the electrons will be forced
to return to the target. This electric field is also responsible for accelerating high
energy protons from the back side of a foil target, as described in the next section.
Ernst Fill has described analytically two limiting cases of electrons leaving a
foil into vacuum [Fil01, Fil05], that of a monoenergetic source with finite temporal
length, and that of an energy distribution with negligible temporal length. The
scenario of finite energy spread and temporal extent is a complicated problem that
isn’t solved analytically. However, some insight can be gained by observing these
two limiting cases.
Monoenergetic source with finite temporal duration
Let the monoenergetic source [Fil01] have width d immediately before leaving the
back side of a foil, with infinitely fast rise and fall (hence, a block of electrons
moving together). At this moment, t = 0, the Lagrangian coordinate x0 is equal to
the cartesian coordinate x, which is taken to be 0 at the back side of the foil and
−d at the tail end of the pulse. The Poisson equation takes the form
E = −4πeNbx0, (4.73)
where Nb is the initial hot electron density. The Lagrangian treatment breaks down










Figure 4.17: Values of xr from equation 4.74. A typical value of the hot electron
density for intense laser matter interaction is 1× 1021cm−3 [DBHG97] (blue line).
where β0 = v0c and γ0 = (1 − β
2)−1/2 are functions of the initial electron velocity,
and ωp = (4πNbe2/me) is a “plasma frequency” for the initial electron pulse. The
values of xr are plotted in figure 4.17.
Ultrashort pulsed electron source with electron energy distribution
In the case that all of the hot electrons are produced in a time ∆t d/β̄, where d is
the foil thickness β̄ is the average normalized velocity of the electrons, we can apply
Fill’s approximation of the instantaneous release of an electron energy distribution
into vacuum [Fil05]. The equations allow for a finite source size, giving a more
realistic geometry. With a finite source size, the hottest electrons can leave the
target to an arbitrary distance. The Poisson equation is now written in terms of the
areal density Na:



















Na = 1.25e16 cm
-2


















Na = 5e16 cm
-2
r = 40 m 
Figure 4.18: Exponential electron energy distributions at various distances for an
initial electron temperature of 240 keV. Left: Na = 5 × 1016 cm−2, r = 40 µm
Right: Na = 1.25×1016 cm−2, r = 80µm (in both cases contain ∼ 0.1 J of electron
energy).
where ξ(U) is the new Lagrangian coordinate, giving the fraction of hot electrons
with energy ≥ U . If U is the electron energy at a distance x from the source back
side, where the electrons left the target from a source spot of radius r0 with initial
energy U0, then:







− 4πe2Naxr0/(r0 + x). (4.77)
If the electron distribution is given as a 2D maxwellian (eqn. 4.69), then
ξ(U) = exp(−U/kTe). (4.78)
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The distribution for source radius r0 at a given x is obtained by plotting −(∂U∂ξ )
−1
vs U(ξ), parameterized by ξ. The results for various distances for two electron
densities and spot sizes, both containing 100 mJ of hot electrons, are shown in
figure 4.18. These equations are best suited to ultrashort pulses (< 100 fs) and thin
foils ∼ 10 µm .
Second-chance electrons
The fact that a large fraction of the hot electrons are constrained to the target by
electric field suggests that hot electrons may be able to pass several times back and
forth through a target, potentially receiving a new kick from the laser if they return
to the front in time. This effect has been hypothesized as a potential way to enhance
proton production with very thin foils and very high contrast laser pulses [MSP+02].
The lengthening of Kα pulses observed in time resolved measurements as also been
attributed to this phenomenon [RKPdS+06]. I will touch on this second point in
chapter 6.
The extreme electric fields which pull back the hot electrons also propel
forward ions from the target, as I discuss in the next section.
4.4 Proton acceleration
A very hot topic in high intensity laser matter interactions is the acceleration of
high energy, directed proton beams from foil targets [SKH+00]. Protons of many
10s of MeV have been observed on high energy laser systems with a laser to proton
energy conversion efficiency of up to several percent. The low emittance that can
be exhibited by these proton beams [CFR+05] has led to a large number of exper-
iments in which the proton beam is used for time-resolved radiography [MPT+04],
or electromagnetic field mapping [BCS+02]. It is also a quite potent rapid heating
source [PMK+03, AFA+06].
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The protons originate from hydrogen atoms contaminating the laser target
foil and are emitted in the target normal direction. In this section I will discuss the
mechanism by which they are accelerated, the characteristics of the proton beams
generated in 100 TW and PW class laser systems, their interactions with a sample
foil to be heated, and the problems associated with velocity dispersion which can
lead to a lengthened heat deposition times.
4.4.1 Protons accelerated from the back surface
The mechanism by which protons were accelerated from solid later targets was an
issue of some debate until recently [APM+04], when the model of electron sheath
acceleration from the back side of the target won out over front side ponderomotive
acceleration as the dominant mechanism. Over 99% of the high energy protons are
accelerated by the electric field of electrons leaving the back surface of a target.




where λD is the Debye length (eqn. 4.20)13. Typical values of this electric field can
easily exceed 1012 V/m = 1 MeV/ µm , which is sufficient to accelerate a proton to
MeV kinetic energies in less than 100 fs.
Protons were demonstrated to originate from the back surface of a foil by
Allen, et al.[APM+04] when they used an argon-ion sputter gun to clean the back
side of a target in vacuum before a shot without substantially heating it and mea-
sured an almost complete drop off in proton production. As they note, ohmic heating
can also be used to remove contaminants if a proton beam is not desired, but their
method showed very clearly that the vast majority of the protons accelerated from
a foil target originate from the back surface and hence must have been accelerated
13The factor of ε0 in the reference comes from using SI rather than cgs/Gaussian units.
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by the electron sheath. This mechanism of acceleration is now commonly referred
to as target normal sheath acceleration (TNSA).
4.4.2 Beam characteristics
Accelerated proton beams take on an energy distribution that is roughly exponential
with an energy cutoff. In petawatt laser experiments [SKH+00], up to 2 × 1013
protons with energy > 10 MeV were produced in a 4 MeV distribution with a cutoff
energy of 58 MeV from [CH] targets. This staggering proton output of 48 J of
protons represented a conversion efficiency of 12% into very high energy protons.
With a high-contrast, 10 J 100fs pulse from the JanUSP laser system, cutoff energies
of > 20 MeV and conversion efficiencies of a few percent were achieved [MBH+01].
A two dimensional image of the proton beam, as well as a measurement of
the energy distribution, can be achieved with a stack of radiochromic film (RCF)
[BBG+04]. To the extent that RCF film can be calibrated by dosage, a reasonable
estimate of the number of protons in the beam can be made with this method,
assuming an exponential distribution. As might be expected from a source of finite
size, there is a correlation between emission angle and proton energy, with the
highest energy protons being emitted in a cone of narrowest angle. Typical values
are 2◦ − 4◦ for the highest energy protons and ∼ 20◦ for the lowest energy protons.
4.4.3 Absorption by matter
As with electrons (section 4.3.1), proton stopping power can be obtained from the
NIST databases [BCZC05] , and a similar plot to figure 4.4 can be generated, as
shown in figure 4.19, which shows both nuclear (proton-ion collisions) and electronic
(electron excitation and ionization) contributions to the stopping power. Like elec-
trons, cross sections for collisions with atomic electrons are based on the Bethe
theory (c.f. eqn. 4.60). Being much heavier than electrons, the protons don’t lose
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Figure 4.19: Proton stopping power as plotted by the NIST pStar databases
[BCZC05]. Protons of energy > 1 keV are plotted here and it is clear that elec-
tronic stopping power dominates in this range.
energy to bremsstrahlung, and the vast majority of absorbed proton energy goes
into the electrons of the material. Near 1 keV, nuclear collisions account for only
10% of the energy loss.
Bragg peaks
The concept of the Bragg peak [BA53], which is vital in medical applications of high
energy monoenergetic proton beams is less important when the protons start with
a wide energy spread, as is the case with laser generated protons14. .
The Bragg peak describes the fact that a proton being slowed down will
deposit most of its energy near the end of its trajectory in the material. With a
tunable monoenergetic proton beam, this allows deposition of energy to be peaked
14Indeed, even the so-called ”monoenergetic” laser proton sources reported recently [HAC+06]
actually have a rather large energy spread of ∆E/E ∼ 0.25
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Figure 4.20: Proton energy deposition as a function of distance into the material of
various energies, and their summation over a Maxwellian distribution of energies.
For each individual proton energy, the bragg peak is the point of maximum depo-
sition. In a continuous distribution of proton energies, the summation curve would
be perfectly smooth.
110
a certain depth into a target, perhaps meeting a threshold dosage for damage at the
bragg peak, while leaving the intervening material undamaged with a sub-threshold
dose (e.g., to destroy a tumor). As can be seen in figure 4.20, Bragg peaks smooth
out when summed together in an energy distribution. In the figure I added together
a discreet set of energies, and a degree of smoothing can already be seen.
Energy straggling comes from the fact that scattering is a statistical process
and the stopping power is just an average. The number and energy loss of collisions
experienced by a given proton both vary significantly. Again, this effect is smoothed
out when we are only concerned with the total energy deposition of a large number of
protons of continuously varying energy, most of which are expected to pass through
the material.
4.4.4 Timescale of heat deposition
The weakness of proton heating as a means to isochorically preparing a warm dense
matter state is that velocity dispersion causes the proton pulse, which starts with
a pulsewidth approximately the same as that of the laser, to spread out in time
because of its wide range of energies, and hence velocities. For example, crossing
a 50 µm gap, a 500 keV and a 3 MeV proton which start at the same time will
arrive separated in time by 3 ps (= 5.1 ps - 2.1 ps). In a two-foil proton heating
setup, this can be mitigated partially in two ways: 1) reducing the gap between
the foils, and 2) block slower protons with intermediate material. In reducing the
gap between the foils, one must be sure that enough space is left for the electron
sheath to build up and accelerate the electrons; generally several 10s of µm are
left to be safe. In adding material, the barrier layer can’t be far separated from the
sample, because the barrier slows down all proton energies, causing a new velocity
dispersion problem across the barrier-sample gap. Therefore, the barrier might as
well be right up against the sample, or simply consist of a thickening of the sample
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Figure 4.21: Energy deposition timescales for various sample thicknesses and gap
distances for a proton energy distribution of 1.5 MeV with a 50 MeV cutoff. Labels
on the curves are the time for heating to go from 10% to 90% of total.
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itself. The integrated energy deposition as a function of time for 2 µm and 2 µm
sample thicknesses and various gap distances for 1.5 MeV proton distributions are
shown in figure 4.21. The choice to use a 50 MeV cutoff energy has negligible effect.
We can see that a large gap and a thin sample foil can lead to deposition timescales
of several 10s of ps. This wouldn’t be long enough for a 2 µm foil to completely
dissipate, but a significant amount of hydrodynamic expansion of the surface of the
sample foil will have taken place by the time the deposition is finished.
It’s easy to see from figure 4.21 why proton heating is still an attractive
option. We see here a deposition of 25 keV/proton/µm. With a modest laser to
proton conversion efficiency of only 1% on a 10 J laser, we expect to see 4.2× 1011
protons in our 1.5 MeV distribution, amounting to 1016 eV of deposited energy per
µm of material. Typical proton source radius of 150 µm , crossing a 100 µm
gap with a typical angle of 20◦ implies a heating region of 185 µm diameter, or
2.7× 104 µm 2 area, implying ≈ 3.6× 1011 eV/ µm 3. The atom density of Al being
6.02×1010µm−3, we easily obtain 6.1 eV/atom with these assumptions. Indeed, on
the 10 J JanUSP laser, Patel, et al.achieved heating to 4 MeV with a gap separation
of 250 µm , confirming the conversion efficiency of ∼ 1%. By ballistically focusing
the protons using a spherically shaped source target, he was able to increase this




In this chapter I describe the diagnostics used in our experiments. Although exper-
iments on many different laser systems are presented in this thesis, the diagnostics
described here could have been used on any of them, and there was in fact a great
deal of overlap. This chapter will present the detailed operating procedures for the
diagnostics, as well as representative images of raw data and techniques for analyz-
ing the data. Quantitative numerical results are reserved for the later chapters. For
diagnostics fielded by other experimenters, I go into less detail, and the reader is
encouraged to follow the references.
I start with the diagnostics for laser focusing and alignment. Later sections
describe diagnosis of x-rays, protons, heated material expansion, and thermal emis-
sion.
5.1 Focusing on a solid target
In solid target experiments, a single shot typically destroys the target requiring a
new target to be brought into position. On most laser systems, the laser focus
established at a fixed point and the target is moved into position using motorized
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stages. Some laser systems (e.g. Sanidia, Titan) allow for sub-mm corrections in
the position of the laser focus by motorizing the focusing mirror and the mirror
before it. In this section I will briefly describe the experimental techniques needed
to reliably achieve good focus on our solid targets.
5.1.1 Diagnosing the focal spot
Unless a target chamber is specially designed to avoid it, the strain of having the
target chamber under vacuum will shift the relative positions of various optics caus-
ing significant changes relative to air, and so the process of diagnosing the beam
and locating the position of best focus should be done under vacuum, necessitating
vacuum positioning of the target and the beam diagnostic optics. However, initial
rough alignment is easier to do at air.
The focal spot is measured using a low f/# optic imaging the laser in the
focal plane onto a CCD1. The optic is moved along the focal axis, the z direction,
until the sharpest image of the beam is found. Often in a new setup the beam will be
nowhere near perfect. Two principal causes for a bad focal spot are astigmatism from
a misaligned off-axis parabolic mirror, and non-parallelism of compressor gratings2
Parabola astigmatism
The focusing optic of choice in high energy USP lasers is the off-axis parabola (fig.
5.1). This setup allows the target to be placed such that it doesn’t interfere with
the incoming beam. A parabola can give a very good focus, but the incoming beam
must be incident at a precise angle. The back surface of the parabola will be flat
and that can be roughly aligned normal to the incoming beam. To get close, an
1Of course, the laser is sent in highly attenuated so as not to damage the CCD or optics.
2Some laser systems (e.g. Titan, Sandia) also have a vacuum window in the beam path, allowing
the compressor to stay at vacuum while the target chamber is aligned with the laser at air. The
quality of focal spot through such windows is usually horrible, and so it’s important to confirm that
the status of the window is known before adjusting the parabola.
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Figure 5.1: The off-axis parabola. The off-axis angle θ is measured between the
incoming beam and the line from the center of the mirror face to the focal point.
adjustment in air can be made to maximize white light generation at low pulse
energy. Even then, the parabola may be several 10ths of a degree off, and the focal
spot diagnostic should be used.
Figure 5.2 shows real and ray-traced images of a focal spot for which the
reflection angle off the parabola is too narrow. The spot looks wide before focus and
narrow after focus. If the reflection angle is too wide, the beam will be narrow before
focus and wide after. A vertical misaligment leads to diagnonal beams immediately
before and after focus.
In certain situations it may be hard to determine whether the angle is being
narrowed or widened by a given adjustment of the optics, and so I sometimes use a
trick for grossly misaligned parabolas. A geometric effect causes a bright point to
move across the screen as the focus diagnostic scans from before to after focus (see
fig. 5.2). To fix horizontal misalignment when the beam starts wide (too-small angle
case), the optics should be adjusted so that the focal spot moves in the opposite
direction of the point’s motion. In the narrow start (wide angle) case, adjust the
beam in the same direction as point motion. In vertical misalignment, the spot may
be seen twice in a progression through the focal plane; in this case the spot travelling
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Before focus mid focus After focus
Figure 5.2: A horizontally misaligned parabola. Top: real beam images. A bright
point is seen to move from left to right on the screen. Bottom: geometric ray tracing
shows this spot to be a geometric effect.
down and then up indicates that the spot should be adjusted up; opposite for the
other case.
If the parabola is properly adjusted and the beam still looks distorted, there
may be a problem with grating parallelism in the compressor.
Grating parallelism
We had this difficulty on the COMET laser, which had previously been used as
an x-ray laser system and thus used a line focus for which perfect parallelism of
the gratings was less crucial and never tested for. Figure 5.3 shows how the non-
parallelism of compressor gratings can cause a widening of the focal spot. This can
occur in a two grating compressor, or even a 1-grating compressor if the horizontal
retro mirror is misaligned (see section 3.2.1).
5.1.2 Target alignment
If we want to position a flat target at best focus, our precision is set by the properties
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25µm=40pixels=> 1 pixel=.625µmor .39 µm^2
(same when wire angle considered)Wire lineout
Old beam
Figure 5.3: Left: after best adjustment of the parabola, the focal spot was still wide.
Right: Slight adjustment in the angle of one of the compressor chamber gratings
made the beam circular and small. Contour plots show that the peak intensity is
increased by an order of magnitude.
know that if a gaussian laser beam travelling in the z direction is perfectly colum-
nated at z = 0 then its beam waist, defined as its 1/e2 intensity radius as a function














(z  0). (5.2)
This is illustrated in figure 5.4, where the x axis is λz
w20
and the y axis is w(z)w0 . Going
from right to left, we see z = 0 as the geometric focal plane of a beam focused





Figure 5.4: Geometry of a gaussian beam focus.
minimal beam waist w0 is then the diffraction limited focal radius for a given cone
angle and wavelength λ. We define the Raleigh range z = zR as the distance for
which w(zR) =
√
2w0. As we see in the figure, this is also the range at which the
geometric focus reaches w0. The intensity at this point will be about half maximal
at this point, and so we’d like to set zR as our maximum uncertainty in positioning
our target:




The focusing optic and incoming beam have an associated “f-number” (f/#), de-





















On JanUSP/Calisto, we had f/# ≈ 3.1 and λ = .8 µm , so therefore w0 ≈ 1.58 µm
and zR ≈ 9.8 µm . So, we needed to be more precise than 10 µm with our target
alignment to ensure the best focus.
Scattered or reflected light alignment
Our preferred technique of flat solid target alignment is to image the focal spot
from an off angle, either through the reflection or scattering of a coaxial alignment
beam off of our solid target. The coaxial beam can be any type of CW laser that’s
convenient, but a wavelength different from the laser wavelength won’t survive too
many reflections from dielectric mirrors. On the focal spot diagnostic, when the
main beam and alignment beam hit the same focal spot, the beams are colinear;
they will then be sufficiently coaxial if the alignment beam is visibly hitting the
center of the parabola. The Titan and Sandia systems both provide coaxial CW
alignment beams from the laser bay; other systems required them to be set up by
the user.
Once best focus of the main beam is found and imaged in the beam diagnos-
tic, an alignment target can be moved into place. Usually this is a < 10 µm wire
or a very thin sheet of plastic. In either case, the alignment target is moved so that
it is in focus in the beam diagnostic, which is still imaging the focal plane. The
alignment target is then back-lit at the laser wavelength. If the alignment target
is plastic, small specs of dust are brought into focus. With the alignment target in
focus on the beam diagnostic, which is imaging the focal plane, let the alignment
laser land on the target and scatter or reflect light into the alignment optics. The


















Figure 5.5: CAD drawing showing the layout of alignment diagnostics within the
Calisto/JanUSP chamber. The microscope objective was on a long travel stage
allowing it to clear out of the way in vacuum. The scatter diagnostic lens was
placed on a translation stage for focusing.
a CCD, and the position of the spot (left to right) on the screen is marked. An
example chamber layout (JanUSP/Calisto) for an incoming and outgoing alignment
beam is shown in figure 5.5.
This alignment procedure was found to be repeatable to better than 5µm on
the JanUSP laser. Any scattering surface placed at the focal point without obscuring
the line of sight of the alignment lens can be brought into focus with this technique.
On high energy lasers, a blast shield should be used to protect the alignment lens.
It is always neccessary to block the alignment CCD before a shot, since scattered








Figure 5.6: The Von Hamos geometry. The size of the crystal is exaggerated relative
to most systems.
5.2 Measuring Kα
In this section I will briefly describe the diagnostics that we have used used to
measure laser generated x-rays (section 4.3) in our experiments.
5.2.1 Von Hamos crystal spectrometer
Von Hamos refers to a cylindrically bent crystal defraction geometry in which a
point source of x-rays is focused to a line, with spectral resolution along the line.
Reflection of order n occurs at the Bragg angle (see figure 5.6):
2d sinα = nλ. (5.6)
The focusing quality of the von Hamos crystal will generally depend on the
bragg angle α, the spread in angle δα (e.g., the width of the “rocking curve”), and





Under the right conditions and with the right crystal, one can achieve sub-
100 µm spatial resolution in the von Hamos geometry [YB83]. However, such pre-
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Al K  time (ps)
Ti He  time (ps)
Figure 5.7: Example output of the x-ray streak camera. The target was 2 µm Ti
with a 1000 Å overcoat of Al, observed from the Al/laser side. One von Hamos
crystal focused the Al Heα while the other (less reflective) crystal focused Ti Kα .
The effects of the COMET prepulse can be seen in the streak image. Hydrodynamic
motion of the heated plasma towards the streak camera causes the position of the
Al Heα line to apparently shift in the spectral direction, although no change in
wavelength is occuring.
cisely focusing crystals are more expensive to make and harder to find. For the
von Hamos crystals in our experiments, the focusing was solely for the purpose of
inproving signal-to-noise, and the spatial resolution was generally larger than the
source size. Spatial resolution was achieved in experiments at UT and Livermore
using a spherically bent crystal spectrometer (see section 5.2.3). Details about the
film-based, time integrated Von Hamos x-ray spectrometer used in experiments at
THOR can be found in the thesis of S. Kneip [Kne05].
5.2.2 X-ray streak camera
The von Hamos geometry was employed [SAB+04] on the Jupiter facility’s in-house
x-ray streak camera [SBP+95], which was fielded by Ronnie Shepherd in the experi-
ment on COMET. As I will discuss in additional detail later in this chapter, a streak
camera is a device employing a photocathode, an accerlation mesh, sweep plates,
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electron imaging optics, and a detection screen screen to produce a 1-D spatial, 1-D
temporal image of the incident light. The Livermore (T-REX) streak camera, which
sits entirely under vacuum inside the target chamber, uitilizes a potassium iodide
photocathode and a very high, pulsed extraction voltage to achieve sub-ps temporal
resolution.
Two von Hamos crystals are used to focus the x-ray radiation from the source
onto the streak camera slit for two distinct spectral ranges. Readout was achieved
with an MCP/vacuum CCD combination. The high voltages of the streak camera
mandated that the chamber be operated below 10−6 Torr, which in the case of
COMET run was expediated by a cold finger (i.e., a liquid nitrogen cooled surface
that collects atoms and quickly brings the pressure down from the 10−4−10−5 Torr
range to ∼ 10−6 Torr).
5.2.3 Spherically bent crystal spectrometer
Focusing Spectrometers with Spatial Resolution in one dimension (FSSR1D) [MAD+02]
were fielded on the COMET experiment by Anatoli Faenov and Tanya Pikuz, and
on the THOR experiments by Sergei Pikuz. By bending the crystal along two axes
to form a spherical optic, high spectral and spatial resolution can be achieved si-
multaneously when the source size is small. In both of our experiments, the crystals
were high quality spherically bent mica configured to resolve the Kα1 and Kα2 of
the target material (Ti or Al) with spatial resolution equal to or better than 30µm .
The FSSR1D is aligned such that the detector is on the so-called “Rowland
circle” (a circle in the plane of reflection that touches the crystal at its center and







Figure 5.8: Left: Diagram of the spherical crystal spectrometer, in the FSSR1D
configuration. Right: example image of Kα1 and Kα2 on film. The on-film resolution
was better than 10µm ; resolution with a CCD (as on the COMET experiment) was
limited by the pixel size .
for specular reflection from source to detector off the crystal, so that [GAR+96]:
a = R sin θ/(2 sin2 θ − 1)
b = R sin θ, (5.8)
where R is the crystal radius, a is the source to crystal distance, b is the detector
to crystal distance, and θ, which satisfies the Bragg condition for our wavelength of
interest, is the angle of incidence and reflection with respect to the crystal normal
at its center (fig. 5.8). Note that the form of a requires that θ < 45◦, and that the
magnification M = −b/a = − cos 2θ will be less than 1.
In an alternate scheme, reffered to as FSSR2D [GAR+96], the crystal is
aligned with the intent of producing a 2D image of a monoenergetic source (e.g.,
Kα1 only). Thus we want θ to be as small as possible, for both axes to focus in
nearly the same plane, but the detector is allowed to be at any distance from the
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crystal. In this case, for example, the distances a and b in (5.8) could be swapped,
giving a (slight, since θ should be small) magnification of −1/ cos 2θ.
The above restrictions on the FSSR 1D and 2D alignments make it difficult
to match the Bragg condition for an arbitrary x-ray wavelength. Mica is a popular
material for this because several Bragg orders (n in eqn. 5.6) give good reflection,
meaning that one well-chosen crystal radius can be chosen cover several wavelength
ranges. In figure 5.8, I show an example of an FSSR 1D image of Al Kα from the
THOR experiments in which R = 160mm and n = 7.
5.2.4 Pinhole camera
An x-ray pinhole camera has the potential to measure the spatial extent and intensity
of x-rays radiated from a target. To balance diffraction and geometric blurring in




where d is the pinhole diameter, λ is the wavelength of light being measured, and f is
the pinhole to film distance. While this calls for ∼ 100µm in a visible light pinhole
camera, shorter wavelenth x-rays allow for better spatial resolution in a pinhole
camera and hence have a smaller optimal pinhole size, on the order of several to
several tens of µm depending on the x-rays being viewed. The resolution is ∼ 2×d,
and the magnification is f/o, where o is the object distance. The pinhole camera
relies on us having a very bright source, since the light intensity on the film will be







The intensity on film will also be reduced by the filter placed in front of the pinhole
to block out the bright visible light from the target and only admit the high energy
x-rays we’re interested in. Often the filter is Be or thin Al, since we are most
concerned with blocking visible light and want to let in as many of our x-rays as
possible.
Secondary radiation by the pinhole camera itself is a concern, since electrons
and hard x-rays hitting the outer casing of the pinhole camera could cause emission
within the tube, leading to noise on the film. The pinhole camera used in the
first JanUSP experiment (see section 6.1.3) was conically shaped to allow for a low
surface of the camera close to the target.
An x-ray pinhole camera can be difficult to align, and so it’s usually helpful
to fix the pinhole camera alignment while switching out the film. One option is
light-tight film packs which can be replaced at the back of the pinhole camera. The
other option is placing the pinhole camera on a kinematic base plate and taking the
whole camera down to the dark room for film removal.
5.2.5 Photon counting CCD
The single photon counting CCD is a well-established diagnostic for measuring the
hard x-ray spectrum from laser targets in the 1 - 100 keV range [ESS02, STS+04,
PIK+04]. A back-illuminated3 CCD is kept light-tight and operated at vacuum, with
a thin filter between the CCD and the target. When an x-ray photon hits a CCD
pixel, it excites a number of electrons proportional to the energy of the photon,
which register as brightness counts in the CCD readout (see figure 5.9). Usually
the CCD material is silicon, which has a bandgap of ∼ 1.09 eV, and only a few
electrons are needed to register a count on the CCD. Thus, a single Kα photon gives
rise to thousands of counts on a single pixel. When the number of significant-energy
3Back illuminated CCDs have much higher quantum efficiencies into the x-ray, making them
favorable for this purpose.
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A cooled, low noise CCD was used as a photon detector






~ 1 count per Si bandgap
Requirements
• Light tight assembly
• Very low dark current CCD
• Enough filtering to minimize multi-counts
• Good distance and aperturing
High BG
Moderate BG
Figure 5.9: Photon counting CCD spectrometer concept. Left: A single x-ray photon
hitting a pixel creates a number of counts on the pixel proportional to the photon
energy; Right: Small section of a typical photon counting image (this example comes
from COMET) in which Kα photons have been highlighted. It is important that
the distribution be sparse.













Figure 5.11: CCD in relation to x-ray source. Filters keep the CCD enclosure
light-tight while allowing through the x-rays of interest.
photon hits is much less than the number of pixels on the CCD, a histogram of
the CCD image can become a spectrum with well-defined Kα and Kβ peaks (figure
5.10). The spectral resolution of photon counting is somewhat poor in practice, for
reasons to be described below, but the main strength of this diagnostic is that it
allows, under the right conditions, an absolute count of the Kα x-ray output of our
target, in photons/str in the direction of the CCD. The histogram gives f(h)dh,
which is the number of pixels with brightness between h and h + dh counts. To
“zeroth order”, backing out this absolute number from the histogram requires: the
number of pixels N , the CCD area A (or, equivalently, the pixel area a = A/N),
the source-to-CCD distance D, the thicknesses di and attenuation lengths λi(E) of
the filter foils, the CCD quantum efficiency4 Q(E), and the analog-to-digital (ADC)
scaling factor (number of electrons per count) C of electrons to pixel counts5, giving
h(E) = E/C. The inferred number Nstr−1(E)dE of photons per steradian per unit
4Q.E. is essentially the odds of absorption of a single photon incident on a pixel, and is usually
available from the manufacturer.
5 ADC factors are usually available from the manufacturer, but can also be inferred from a low
count calibration using a known x-ray spectral line (e.g. a low energy shot on a Kα source)
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f {h(E)} dE. (5.11)
Various factors can distort the histogram and cause the above interpretation to fail.
It is important to minimize and account for all of them.
Dark current
The CCD will have a natural background signal, caused by dark current counts and
flaws in the CCD. Imperfections are minimized by using a very high grade CCD,
and accounted for in a dark reference image. Dark current is minimized bycooling to
very low temperatures, usually below −30◦C. At such a low temperature the number
of dark current counts for a given exposure time will be very stable, giving a spread
of a few counts (typically < 10 or < 50 eV FWHM) after background subtraction.
The histogram of two dark images subtracted from one another gives the natural
spread due to dark current.
Light leaks
The photon counting spectrum can be ruined by a failure to properly block out
visible light. The CCD is extremely sensitive to any light that sneaks in, and so
the enclosure of the CCD should be completely light sealed. X-ray CCDs are often
made with a permanent Be filter that is strong enough to hold a vacuum in the light-
tight enclosure of the CCD. The advantage of this approach is that the CCD can
be kept perpetually at independent vacuum, alleviating the danger of venting while
the CCD chip is still being cooled (which leads to condensation and even damage
to the CCD). If this option isn’t available (e.g., if your filters are too thin to hold
vacuum), it’s neccesary to provide a pressure relief channel between the chamber
and the enclosure of the CCD. This can be achieved with a long spiraling tube or a
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Figure 5.12: Red: measured histogram, in counts/eV; blue: implied spectrum if all
counts are interpreted as photons passing through the filters; dashed: line for all
laser energy being in a single histogram bin worth of x-rays. Where the blue curve
approaches and crosses the dashed line, the photons must have come from ambient
flourescence inside the CCD enclosure (including any pixel “leaking” effects).
cleverly machined channel on the face of the filter holder.
To test for light leaks, take successive dark images with the camera with a
bright light source held next to various suspected points of light entry. The image
histogram should never change if the CCD enclosure is appropriately light sealed.
Certain materials, such as very thin filters with pinhole defects, or white ceramic
electrical insulating tube, may appear opaque to the naked eye but fail this test.
Ambient flourescence
The trickiest problem of the single-photon-counting CCD diagnostic in a high in-
tensity laser environment is the fact that materials throughout the target chamber,
including the x-ray filters, will be driven to flouresce soft and hard x-rays through
excitation by bremsstrahlung and hot electrons.
Ambient flourescence shows up on the count histogram as a thermal back-
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ground which can’t be explained in terms of radiation coming directly from the
source and passing through the filters, as in eqn. 5.11, since the filter term would
imply more energy in soft x-rays than were available in the laser. As shown by figure
5.12, the softer x-rays must be originating from within the CCD enclosure.
Harder x-rays and hot electrons can penetrate the filters and even the thick
walls of the vacuum chamber and CCD enclosure leading to lower energy flourescence
from the filters, inner enclosure walls, or even the copper heat sink behind the CCD
chip. Various techniques are used to minimize these effects:
• Distance is the best remedy, and photon counting CCDs are often kept several
meters from the target; the further the better. The uniform 1/r2 falloff of all
photon energies is generally superior to filtering, which adds a slope to the
histogram.
• Reducing high-Z materials Any surface area of a high-Z material such as lead
or even steel can lead to re-radiation of high energy photons that penetrate
the CCD enclosure and contribute to the background. Thus it is important to
minimize the amount of surface area of high Z material that is within line of
sight of both the target and the CCD enclosure.
• Enclosing the target in thick, low-Z material was suggested by Stoeckl, et
al.[STS+04], as a way to cut down on available high-Z surface area, but it was
not implemented in their experiments.
• Successive apertures are often used to prevent radiation from objects near
the source from re-radiating to the CCD. This is tricky because any material
placed in the line of sight of the CCD can potentially re-radiate, including
apertures6. Any material close to the CCD should be low-Z, leading to a
6In fact, CCDs have been permanently affected by experimenters putting a non-knife-edged lead
aperture within 10 cm of a CCD chip for high energy shots, as evidenced by a faint ghost image
visible in dark images.
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common suggestion of using progressively lower Z apertures, or increasing
from low to high and then back to low Z. To avoid surface area in the aperture
in direct line with both the source and the CCD, the apertures should be
knife-edged. The improvement I’ve seen using apertures has been visible but
not dramatic.
• Outer lead shielding was found to significantly improve Kα contrast over back-
ground by Stoeckl, et al.[STS+04]. Their technique consisted of lining the
outer walls of the vacuum chamber near the photon counting CCD with sev-
eral cm of lead, blocking hard x-ray paths originating from some point inside
the target chamber and away from the source and travelling through the cham-
ber walls to affect the CCD.
• Magnets are often used [ESS02], particularly when the photon-counting-CCD
is in the so-called “cone of death” - a 10 to 20◦ cone along the laser axis in either
direction - in an attempt to divert the very hottest electrons from hitting the
filters or CCD. The “cone of death” is so named because electrical diagnostics
such as photon counting CCDs have been known to be completely ruined
by radiation in the forward laser direction behind a solid target, presumably
because of extremely hot electrons ponderomotively accelerated in the forward
direction by the laser.
The importance of blocking out ambient flourescence goes beyond just a
signal-to-noise concern at the photon energy of interest: a very high count of soft
x-rays reaching the CCD can lead to pileup which can distort and bury Kα peaks.
Count pileup
Multiple photon hits on a single pixel must be considered in the photon counting
measurement to properly interpret the count histograms. The rigorous treatment
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Figure 5.13: Example of the effects of pixel count pileup on a Ti Kα spectrum. The
black curve shows the histogram input into the CCD photon counting simulation,
taking into account the CCD quantum efficiency; the yellow curve shows the results
of the simulation, which mimics pile up and dark current broadening; the red curve
shows the measured spectrum of the shot being simulated.
of this problem can be very complicated [Dav01]7, but we can achieve sufficient
accuracy using a number of simplifications. First, since the photon energies of
interest are well below 100 keV, I use the approximation that a single photon only
affects the single pixel that it hits, without bleeding over into neighboring pixels8.
Thus I take the function R(h,E), which representing the distribution of incident
photon energy E into the number of photon counts on a pixel to have the shape of a
delta function, and neglect the question charge cloud grading, instead treating the
problem pixel-by-pixel. Each sample pixel is treated as equivalent, and I take the
source to be far enough away such that angle of incidence can be taken as normal.
With these assumptions, the problem lends itself to a simple Monte Carlo
approach, modelling the CCD as an array of bins that each have an equal chance of
receiving a given photon. Photons are chosen randomly from a guess of the actual
7Since the CCD cameras I used on experiments were borrowed, there was no chance to do the
calibrations called for in the cited article, which was written for a x-ray observatory for which
photon counting is of central importance.
8pixel bleeding generates low-count pixels which are treated as part of the ambient flourescence
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photon energy distribution, and the appropriate number of photons are distributed
randomly on the array and allowed to add up. Gaussian noise is then added to
simulate dark current. Dealing with ∼ 1 × 106 pixels and ∼ 1 count per pixel, a
reasonable faxcimile of the actual CCD chip can be simulated in this way with a
calculation time of less than 1 minute on a desktop computer, although finding a
good enough start distribution can take several iterations.
An example of such an analysis is shown in figure 5.13. The red curve is
a measured distribution with significant but managable pileup. The black curve
shows a guess for the actual distribution of photons absorbed by the CCD, and
the yellow curve shows the resulting distribution after dark current spreading is
taken into account. Note that pileup causes the slope of the background, by which
we would infer the bremsstrahlung temperature, to flatten out , mimicing a higher
background temperature than was actually present.
5.3 Diagnosing expansion and reflectivity with interfer-
ometery
In the experiments covered in this thesis, expansion and reflectivity were measured
using a probe beam whose light was derived from the main laser pulse (see section
3.1.5). This section describes the considerations involved in operating a reflecting
interferometric probe for observing an expanding solid target, as well as the specific
designs of interferometers fielded in the experiments.
Reflecting the probe beam
In our experiments we were interested in measuring the immediate response of our
sample material to being isochorically heated to WDM temperatures, during the
first few ps of expansion. This calls for the measurement of ∼ 1 µm motion of
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the sample surface. Such fine expansion is essentially impossible to see looking
at a profile of the sample target surface (side-on probe beam) due to resolution
limitations and diffraction from the target edges. Rather than attempt side-on
imaging, we reflected our probe from the back surface of the sample. In reflection,
∼ 1 µm of motion is similar to the probe wavelength, and shows up as a shift in
the phase front which can be measured by interferometry. At these early times,
the expanding plasma9 (see section 4.2) has a short scale length, and we can safely
apply the WKB approximation to find the phase shift from the expanding plasma,








[k(x)− kx]dx+ 2k0 cos θ(xtp− xi), (5.13)
where xtp is the position of the critical density reflection point, xv is a point in
vacuum, and xi is the initial position of the surface. According to our hydrocode
simulations (see chapter 7), the WKB approximation is very similar to the approx-
imation of treating the critical surface as a moving reflective surface and ignoring
the plasma out front, for our timescales and plasma scale lengths. At later and later
times of expansion, the WKB treatment becomes more important.
The reflectivity of the heated region is also interesting, as it is related to the
electronic properties of the material. This will depend more strongly on the prop-
erties of the plasma out front and should be treated by the formalism of Milchberg,
et al.[MF89].
Our heated region will be ∼ 100µm across, and so we require a surface that
is uniform and smooth on that scale. Thus it was important for the target material
to have a mirror-like finish. In addition, it is useful for the surface to be very flat,
9warm dense matter, with lower density plasma out front
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so that interference fringes on undisturbed material will show up as straight lines.
For many of our targets, this was achieved by vapor depositing our sample material
onto a layer of silicon or silicon nitride that is either negligibly thin or etched away.
Short coherence length
Interferometry relies on the interference of two coherent laser fields, one of which
encodes the phase from interacting with our target, while the other contains an
undisturbed reference phase. The beam paths of the reference and interacting beams
must be equal to within less than the coherence length of the laser for interference
to occur. Since the coherence length of CPA lasers is very short (typically . 50µm),
a convenient strategy is used to achieve this overlap: rather than having one beam
interact with the target while another follows a separate path of equal length, a
single beam interacts with the target, and then two regions of that single beam are
interfered with each other, one part of the beam interacting with a dynamic region
of the target (e.g. heated material) and the other with a static region (unheated
material). This is achieved by splitting the beam after interaction with the target
and either shifting the two beams relative to each other (as with the Wollaston and
Mach Zehnder) or inverting one of the two beams (as with the Michelson).
Non-probe light polution
The laser pulse itself will generate a lot of light which scatters around the chamber
and towards the interferometer CCD. Usually, a bright enough probe beam is avail-
able so that interference and ND filters can be placed at the CCD to eliminate the
scattered light.
Since the probe and pump are initially of the same wavelength, doubling the
probe could help prevent scattered laser light from affecting our image, since then

















Figure 5.14: Schematic of the Wollaston prism interferometer. A Wollaston prism
inserted in an imaging beam path splits the 45◦ polarized beam into 90◦ and 0◦
polarized beams diverging at an angle ε. A polarizer converts both to 45◦, allowing
them to interfere. Note that theparation of the two beams relative to the beam
diameter is exaggerated here.
scattering around the chamber. However, if doubling comes at the cost of having a
much weaker probe beam, it can make the problem of light polution greater (as was
seen in the second run of JanUSP x-ray heating experiments): self-emission from
heated material at warm dense matter temperatures and beyond will be brighter at
the 2ω wavelengths than at 1ω (see eqn. 5.25). Thus as the probe gets dimmer the
emitted light from the source gets brighter. Some stray light can be eliminated by
placing an iris behind the lens at the focal length. Then the probe light, which is
columnated before entering the lens will pass through the iris while other light is
blocked. The iris can only be closed as much as precision in alignment and flatness
of the target allow, but this can be as much as 90%.
The best solution to light polution is to have a sufficiently bright probe pulse
to allow heavy filtering. The several mJ available in the independently compressed
probe pulses of major laser systems is generally sufficient to beat out stray light.
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5.3.1 Wollaston prism interferometer
In our x-ray heating experiments, we utilized a shearing interferometer in which a
Wollaston prism is placed along an imaging beam path between crossed polarizers
[BPS]. A Wollaston prism is a variety of cube polarizer which separates the two
polarization by a small angle ε at the interface between its two wedges 10. Placing
the Wollaston in an imaging path, typically just behind the focal point of the first
imaging lens (figure 5.14), causes the probe beam to split into its 90◦ and 0◦ compo-
nents with a slight shear. Using a 45◦ polarizer then allows the two components to
interfere. With a waveplate or polarizer placed before the Wollaston, we can adjust
initial polarization and hence the two components to make them equal in brightness.
In terms of distances in the object plane, we are interested in the fringe
spacing η as well as the separation e between equivalent points in the two images.











where f is the focal length of the first lens, w is the separation between the center
of the Wollaston and the focal point behind the lens, λ is the beam wavelength, and
ε is the splitting angle of the Wollaston.
Thus we see that our choice of collecting lens and Wollaston prism fix our
image separation in the object plane for a given probe wavelength, but the fringe
spacing can be adjusted by moving the Wollaston back and forth along the beam
axis. Another nice feature of the Wollaston interferometer is that the fringe angle is
adjusted very easily relative to other interferometers, requiring only rotation of the
10The related Nomarski prism has one optic axis tilted towards the input face, moving the point
from which the distance d to the focal point is measured to a point outside of the prism, compared
to the center of the prism in the Woolaston case. Either type of prism could be used for our
purposes, but Wollaston prisms are more commonly available.
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Wollaston (and associated adjustment of the polarizers/waveplate).
In practice, the diameter of the beam should be much larger than (& 4×) the
separation e given in eqn. 5.15, which in turn should be larger than the expected
interaction region. An example image in which these conditions have been met is
shown in figure 5.15. A 2 mm target window is overfilled with the probe beam, and
e ∼ 1 mm, while the expanding region is . 100 µm .
5.3.2 Timing of 2D-imaging interferometers
Unlike the chirped pulse interferometer discussed in section 5.3.7, a 2D imaging
interferometer takes only a single time snapshot of the heated target as it expands.
While a precise delay stage can adjust the relative timing of pump and probe with
∼ 10 fs precision, it is important to find an accurate timing which gives a delay of
zero, where the pump and probe are known to arrive simultaneously. This alleviates
the uncertainty inherent in trying to track back the zero time at which heating starts
from a large number of data shots at different delay, and also helps us distinguish
between heating by instantaneous (x-rays) and delayed (protons and other ions)
sources.
Timing by air breakdown
As discussed in chapter 4, atoms can be instantaneously field-ionized by the laser
pulse in focus. In the JanUSP x-ray heating experiments, I exploited this fact to find
the relative timing of pump and probe arrival by back-filling the vacuum chamber
slightly with nitrogen and using the interferometer to observe the change in index
of refraction caused by the ionized gas at the laser focus.
The index of refraction in neutral nitrogen is Nneut. ≈ (1.000297)(P/1atm),
so we should check that the addition of the nitrogen backfill doesn’t significantly
change the position of the focus. We find that (N60 Torr − 1) ≈ 2.4 × 10−5, and so
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Figure 5.15: An example image from a wollaston prism interferometer used on
a JanUSP shot. Two images of the heated expanding region are seen, one with
interference fringes, and the other without. In this case the overlap of the two
beams covers the entire CCD; the non-interfering region consists of areas in which
one of the two beams is on a non-reflecting part of the target and also areas in which
one reflecting surface is raised by more than a coherence length relative to the other.
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for our half-meter focal length parabola, the position of the focus would move about
8 µm , which is negligible for timing considerations.
The atom density of nitrogen at a background pressure P is ≈ 2.5×1019cm−3
×(P/1atm). We calculate the index of refraction of partially ionized nitrogen in
terms of a plasma with electron density ne equal to the atom density times the













where nc = ω2me/4πe2 is the critical density of the laser wavelength (see section
4.2.3). Since (ne/nc) is small, the phase shift due to the probe beam passing a











Because of the definition of nc, the expression on the r.h.s. scales linearly with λ, as
well as with distance across the ionized region, average ionization level, and atomic
density. A 10 µm thickness of once-ionized nitrogen in a 60 Torr background leads
to a fringe shift of only -0.04 radians, which would not be seen by our interferometer;
we need about 20 times as much phase shift to see something significant. Thus we
can’t simply bring in the laser with a peak intensity at the bottom threshhold of 1×
ionization: we need a peak intensity more like 1016W/cm2, which of course is easily
attainable with a few mJ of laser energy. Timing in this way is much simpler in a
transmitting probe beam geometry, but our interferometer was set up for reflection,
so our options were to either build a second interferometer along the transmission
direction just for timing, or to precisely position a target to allow viewing of the
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Figure 5.16: Schematic of the translations used to view the breakdown of air at the
focus of the laser in the reflecting probe geometry. The distances were represented
in a CAD drawing so that the extra distance travelled by the probe beam before
reaching the beam focal point could be easily accounted for.
diagramed in figure 5.16. This approach relies on the fact that the target was on an
encoded positioning stage, and so could be moved a precise known distance along
the laser axis direction and the horizontal direction along the target surface. By
focusing on the edge of a hole in the target and then moving the target 1 mm in
both of these directions, we were able to pass the laser through the hole and reflect
the probe beam so that it passed over the focus of the laser.
Empirically, we found a good balance on JanUSP with a back pressure of
∼ 60 Torr and an energy somewhere below the maximum 10 Hz rep rate energy
from that laser (few mJ). At higher pressures, the focus shifted noticably and laser
energy was lost to the air before reaching the focal point. In figure 5.17, I show the
progression of fringe shifts at the main beam focus, which is seen in real time with
a video camera as the probe delay is shifted. Viewing the fringes on a video camera
rather than the interferometer’s capture CCD allows us to more easily pinpoint the
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Figure 5.17: A sequence of images identifying the instant of air breakdown by the
probe. T0 indicates the onset of visible fringe shifts. Within 100 fs the fringe shifting
is very clear, and by 300 fs the shape of a beam focus can be made out and the
ionization.
Timing by streak camera
If a streak camera is available, the relative probe and pulse timing can be measured
by scattering them both off of a very thin, heavily scattering piece of material such
as a small piece of lens tissue paper. Place a scatter at the focal point of the main
beam (keeping the main beam energy low so that it doesn’t a hole) and orient it so
that the probe and main are illuminating the same narrow region of scatter target.
Next, take a series of images with different relative probe timings (precisely set on
an actuator stage), until the probe and main pulse switch positions. Finally, fit a
line to a plot of relative pixel position of the two beams in the streak image, versus
stage position. The intersection of this line gives the zero time delay position of
the stage. Error is set by the uncertainty in finding the middle points of the streak



















Figure 5.18: Timing of probe and pulse relative arrival time at the focal point using
the SOP optics and streak camera. Left: streak images, centered on the main pulse
for visual clarity; Right: plot of separation in pixels vs. stage position, with a linear
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Figure 5.19: Steps in the process of extracting phase from one lineout of an inter-
ference image. a) Lineout across a phase image; b) zoom-in of lineout; c) fast fourier
transform of lineout; d) gaussian window applied to FFT of lineout, and markers
identifying the position of the primary frequency peak; e) rotated primary frequency
peak in FFT; f) Phase obtained from inverse fast fourier transform of (e)
Figure 5.20: Simulated interference images. Left: background phase image with no
disturbance; center: fringes with phase imposed; right: phase from central minus
phase from left.
5.3.3 Extracting phase
The fringes in an interferometer represent the interference between the two beams
arriving at the detector. Straight fringes indicate two identical phase fronts tilted
at a slight angle, and tracing from one peak to the next takes us through 2π radians
of phase. The straight fringes in the undisturbed region of our interference region
help us quickly interpret the bent fringes in our region of interest.
See figures 5.19 and 5.20 for the steps in the phase aquisition process. The
simulated interference image used for the figures was given artificial noise, as well as
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low frequency variations in both the phase and brightness. For simplicity, we orient
the fringes run primarily the y direction (the image can be rotated). Then a lineout
in the x− direction will appear as a sinusoidal function over a DC background and
some noise (both imperfections in the interference). The base frequency of this oscil-
lation, the fringe spacing, is set by the angular separation of the two interferometer
beams. A fast fourier transform of the lineout will show peaks at the dominant
frequencies: a strong peak around zero frequency for the DC background, peaks
at ±ν, where ν is the base frequency of the fringe spacing, and various additional
noise. With a super-gaussian windowing function, we isolate the peak representing
the base frequency, letting in a wide band of other frequencies, but blocking out
the zero frequency peak and very high frequency oscillations (how much of the high
frequency region to keep depends on the nature of your signal). Next, rotate one
of the base frequency peaks into the zero frequency position (this is equivalent to
subtracting out the linear phase), and remove the other peak (which contains no
additional information because the orignal function was real-valued). An inverse
fast fourier transform of the rotated array yields a complex array. Expressing the
complex values in the array as A(x) = r(x)eiφ(x), φ(x) is our phase, and r is the
brightness [TIK82]. We can do better than this if there is a reference interference
map of the same field with the disturbance we want to measure being absent (as in
figure 5.20). We then take A(x)/Aref(x) to isolate the disturbance. Doing this line
by line (or with thicker lineouts representing an average over our resolution in the
y direction, if that is larger than 1 pixel), we obtain the phase of our disturbance,
modulo 2π.
Removing the “modulo 2π” is generally more complicated than tracing through
the image looking for 2π jumps, due to noise and other errors in the measurement
and finite resolution. Fortunately, the algorithms of phase unwrapping are now well
developed, as discussed in the next section.
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5.3.4 Phase unwrapping
The theory of two-dimensional phase unwrapping is the subject of an excellent book
by Ghiglia and Pritt [GP98]. I will give an overview of the theory and some brief
examples and encourage the interested reader to find this book and the associated
source code.
Let φ(x) be the true phase at point x (e.g. the total path length difference
between two interfering light fields at that point). Then the wrapped phase ϕ =
W{φ(x)}, is defined by W{φ(x)} = φ(x) + k(φ(x)) ∗ 2 ∗ pi, where k is an integer
function that ensures −π < W{φ(x)} ≤ π. This is the “modulo 2π” effect that we
want to undo with phase unwrapping.
One-dimensional phase unwrapping
In one dimension, phase unwrapping is a matter of tracing through the phase data
and adding or subtracting 2π point-by-point where needed. There are two obstacles
to successful 1-D phase unwrapping:
• Sample rate must be sufficient such that the real phase never jumps more
than π between sampling points. The rate at which the maximum phase jump
between sample points is less than π is the so-called “Nyquist rate,” and we
would strive to stay well above that sample rate with higher measurement
resolution.
• When signal to noise ratio drops too low, (e.g., . 2), it becomes hard to
distinguish noise from wrapping effects. At this point a simple unwrapping







Figure 5.21: Examples of various unwrapping algorithms applied to simulated data.
Noise in the phase data makes the unwrapping non-trivial and leads to residues in
the phase data. An attempt to linearly unwrap the phase line-by line leads to very
unsatisfactory results. Other algorithms, discussed by Ghiglia and Pritt [GP98],
show better success: Qual = quality guided algorithm; Flyn = Flyn’s minimum
discontinuity algorithm; PCG = Preconditioned conjugate gradient algorithm
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Two-dimensional phase unwrapping
The essence of phase unwrapping is the integration a long a path of the phase




∇ϕ · dr + ϕ(r0), (5.18)
where ∇ϕ is a phase gradient. For a 2D matrix of data points, the gradient is
obtained by wrapping the difference between two adjacent points. So a discretized
definition the phase gradient could be written as∇ϕ(p, q) ≡ W{(ϕ(p+1)−ϕ(p))}p̂+
W{(ϕ(q + 1)− ϕ(q))}q̂, where p and q are the indecies of the point.
The crucial fact in this equation is that the integral is, in general, path
dependent. The problem is framed in terms of non-zero residues (simply called
“residues”), in close analogy with the residues of complex analysis. A simple example
of a point of residue 1 is the phase function




with the residue existing at the origin. Mathematically, the origin in this function
has non-zero curl. Path-independent phase unwrapping will only occur for com-
pletely irrotational (zero curl) phase. Residues can occur in noisy or undersampled
data, especially where the true phase changes sharply. Algorithms to unwrap phase
in real data can be separated into two classes: path following methods, where the op-
timal integration path is determined by mapping out residues and other features of
the wrapped phase map, and minimum-norm methods, which produce unwrapped
phase maps with derivatives that match those of the measured, wrapped phase “as
closely as possible.” Some examples of unwrapping algorithms as applied to the
wrapped phase map originally seen in figure 5.20 are shown in figure 5.21. Different
algorithms will be appropriate depending on the nature and quality of the data, and
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Figure 5.22: Diagram of a Mach Zehnder interferometer. In our setup, the beam is
split at the intermediate image plane to simplify alignment.
it is usually worthwhile to try several of them.
5.3.5 Mach Zehnder
A Mach Zehnder interferometer formed the front end of the chirped pulse interfer-
ometer used on in the Titan proton heating experiment. Two 50/50 beamsplitters
(in our case cubes) which split and recombine the incoming laser beam. Our target
is imaged to an intermediate image plane on the first beam splitter. Tilting either
of the two beam splitters adjusts the fringe spacing and tilting the second beam
splitter affects the relative positions of the two images. Attention must also be paid
to the relative path lengths in the two arms of the interferometer. Our strategy of
alignment involved starting with very wide fringes and the two images overlapped,
and itteratively adjusting the tilt (yaw and pitch) of the two beamsplitters to achieve
the desired fringe spacing and contrast with the pulsed probe beam, as well as the
desired separation between the images.
Figure 5.23 shows an example image from the Mach Zehnder interferometer
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Figure 5.23: Example image from a Mach Zehnder interferometer, in which the
probe beam reflects off of a smooth surfaced target with a single etched circle.
Careful tilting of the beamsplitter displaces the two images of the circle from each
other while producing horizontal fringes while maintaining good fringe contrast.
used on Titan, taken during the initial alignment phase. The fringes were later
projected on the slit of a high resolution spectrometer to complete the CPI described
in section 5.3.7.
5.3.6 Inverting Michelson interferometer
We used an inverting Michelson interferometer in the proton heating experiment at
Sandia, as the front end to our chirped pulse interferometer. Rather than splitting
the two beams of an interferometer by a small angle, the inverting Michelson inter-
ferometer design inverts one of the beams in a rooftop mirror or prism, interfering
each half of original beam profile with the other (figure 5.24). The disadvantage
of this approach is that the space between the two mirrors in the rooftop - or the
chamfering of the edge of the 180◦ reflecting prism - produces a line in the middle
of the image, with the useful regions being on either side of this line. However, it
may be easier to align than the Mach Zehnder
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At target





Figure 5.24: Schematic of the inverting Michelson interferometer. As in a standard
Michelson, the target is imaged to a point inside the interferometer (e.g. the second
pass of the beamsplitter), and that image plane is relay imaged onto a CCD. In the
inverting Michelson, the left and right sides of the beam are swapped in one of the
arms, allowing interference between opposite halves of the beam.
5.3.7 Chirped pulse fourier domain interferometer
As discussed in chapter 3, the laser pulse in a CPI system is given a linear chirp
during amplification in order to reduce the size of optics needed to reach a given
intensity level. Recall that the linear chirp is a group velocity dispersion applied to
our high bandwidth pulse. The chirped pulse will be much longer than the transform
limited pulse, and the instantaneous phase can be written as:
ωi(t) ≈ ω0 + bt,
where b is the inverse of the quadratic phase φ(2)(ω0). This linearly changing instan-
taneous frequency suggests a way to encode the time history of a dynamic target: a
stretched pulse reflecting from a changing surface will encounter a time-dependent








Figure 5.25: Conceptual layout of the CPI. Fourier analysis on the output image
gives a 1D spatial + temporal map of the phase shift.
In earlier works [BMKB+99] this phase shift was measured by sending in two
chirped pulses that were time-delayed such that one arrived early and reflected from
the unperturbed target and the second interacted with the expanding target. These
two chirped pulses were then sent into a high-resolution spectrometer, producing
interference fringes perpendicular to the spectral/temporal direction. In this setup,
fringe spaceing was set by the relative delay between the pulses, and good fringe
resolution relied on a high resolution spectrometer. We refer to this as a temporally
shifted, chirped pulse fourier domain interferometer (FDI)
We use an alternative to the temporally shifted configuration, in which two
pulses are spatially, rather than temporally separated, was discussed by Geindre,
et al.. This is accomplished with an interferometer such as the ones described
above imaged onto the slit of a high resolution spectrometer (figure 5.25). Then
the fringes are formed in the spectral/temporal direction, and the fringe spacing is
set by the external interferometer. This relaxes somewhat the spectral resolution
requirements compared to the time-delayed variety. This space-shifted chirped pulse
fourier domain interferometer is thus more flexible than the time-shifted variety . I
refer to this design simply as the chirped pulse interferometer (CPI).
Example raw images from the CPI we built at Sandia national laboratory
are shown in figure 5.26. Even in the raw form the image gives a good impression
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Figure 5.26: Example CPI images. Left: A reference image showing the static
target. Right: The same target, showing the time history immediately before and
after the onset of expansion (time goes right to left).
of the rate of change in the target and the spatial extent of the expanding region.
Fringes are harder to make out at late times in the center of the heated region,
mostly because of the strong drop in reflectivity. At these late times (several 10s of
ps), a 2D imaging interferometer would also have issues with fringe contrast.
CPI reconstruction procedure [GAR+01]
Since the frequency, phase shift, and time are intrinsically coupled, we can’t make
a direct translation of ω → t when the rate of phase shift is changing with time.
Indeed, any perturbation of duration δt should be represented by a bandwidth11
δω & (4 ln 2)/δt, but will only sample a range of frequencies dω = bδt. For this
















11the specific numbers used here come from the assumption of Gaussian pulses
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where ∆T0 and ∆T are the pulse durations of the compressed and stretched pulse,
respectively.
We should be able to do better than this if our spectrometer and probe pulse
are calibrated so that we know the precise dispersion of the spectrometer (pixel
→ ω) and spectrum and degree of chirp in the probe pulse. Suppose we have this
information, and we have mapped the fringed image into a (still wrapped) phasemap
by the technique of section 5.3.3, preferably having subtracted out a reference phase
from a pre-shot image. Then along a lineout in the spectral direction we have





and using the field of the unperturbed chirped pulse:
E0(ω) = E0(ω)ei(ω−ω0)
2/b, (5.22)
we calculate the signal by multiplying the two quantities together:
E(ω) = E0(ω)× P (ω), (5.23)
which yields the perturbation in time through an inverse fourier transform:
P (t) = F−1[E(ω)]/F−1[E0(ω)]. (5.24)
12The measurement of reflectivity from a fringed image won’t be very good, but I’ve found that
this procedure is not very sensitive to the reflectivity function used. In an inverting Michelson, one
might try blocking one of the two halves of the beam in the flat mirror arm to obtain two images of
the disturbance, one with fringes and one without (we had insufficient CCD area to fit both images





Figure 5.27: Left: Spectrum in CPI spectrometer compared to calibrated spectrum;
center: Fourier of transform of spectrum using chirp parameter b = 5.07× 1021, to
obtain the emperical chirped pulse width of 173 ps; right: shots with known relative
delay demonstrate that our timing is correct, because the onset of expansion is offset
by the expected amounts (blue: -10 ps, green +20 ps).
This procedure is to be done line-by-line with lineouts along the spectral
direction in the phase and reflectivity images. In the Titan experiments, we obtained
a calibrated spectrum of the probe beam which we used to calibrate the spectrum of
the CPI spectrometer (figure 5.27, left). The length of the chirped pulse reported by
the laser crew was 173 ps, based on the grating spacing. We match this pulswidth
in F−1[E0(ω)], thus setting the value of b (figure 5.27, center). We verify the timing
by using the above prescription to proccess three shots, with three different and
known probe delays, and checking that the onsets of expansion are separated by the
expected amount (figure 5.27, right).
We can cut down on noise in the phase map by using thicker lineouts in the
conversion of fringes to phase. Determine the approximate number of pixels that
corresponds to the length of the compressed pulse (in the case of Titan ∼ 700 ps)
and average over that many lines when producing each lineout for phase extraction
(in the case of Titan, this was 8 pixels). This will help cut down on errors in
the phase caused by random noise in the image. If a clean unwrapping can be
performed before the reconstruction procedure of this section, lineouts along the
spectral direction can also be averaged out to the spatial resolution of the optical
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system (assuming it is worse than 1 pixel). If the unwrapping procedure doesn’t
work well on the raw phase map, however, the reconstruction procedure should be
applied line-by-line, to avoid smoothing out −π to π jumps.
5.4 Measuring proton beams
To diagnose the proton beams generated in laser-foil interaction (section 4.4), we
can exploit either their energy-dependent penetration depths (section 4.4.3) or their
charge. In this section I describe the various types of detection methods we’ve used
to characterize the protons we’ve produced.
5.4.1 Radiochromic Film
Radiochromic film (RCF) is direct exposure film (DEF) used for densitometry
[MYS+91] of any form of ionizing radiation, available commercially in various forms
(e.g., from ISP [Gaf]). A single film will generally consist of three regions, with two
regions of thin, clear plastic sandwiching an active layer that changes color following
exposure to ionizing radiation. The film is weakly sensitive to ordinary light, and
so should be stored in the dark. However, it doesn’t neccessitate the use of a dark-
room, as brief exposures to light will have negligible impact on the optical density
[Gaf]. RCF is ordinarily cut into a series of squares and stacked, with marked orien-
tation and ordering, and wrapped in thin foil. The thin foil serves to protect from
the bright visible and UV light from the laser shot, as well as debris and heavy ions.
The thicknesses and compositions of the layers in the film are carefully controlled
and reported from the manufacturer [Gaf], allowing judgement of the maximum
energy of protons present based on the number of films in the stack that are ex-
posed. For an example, the composition of GafchromicTMMD55 film [CP00], which
is a very common choice of RCF film, is given in table 5.1. The active layer has a
well-calibrated and linear response to ionizing radiation, measured in grays (1 Gy
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Material Thickness ρ COMPOSITION (ATOM%)
( µm ) (g/cm3) C H O N
polyester film base*** 67 ±2.5 1.35 45.50 36.40 18.20 0.00
active layer* 16** 1.08 29.10 56.80 7.10 6.90
adhesive 20 ±2.5 1.2 33.30 57.10 9.50 0.00
film base 25 ±2.5 1.35 45.50 36.40 18.20 0.00
adhesive 20 ±2.5 1.2 33.30 57.10 9.50 0.00
active layer* 16** 1.08 29.10 56.80 7.10 6.90
polyester film base 67 ±2.5 1.35 45.50 36.40 18.20 0.00
Table 5.1: Composition of GafchromicTMMD55 film, available on request from the
manufacturer, in order from front to back. Note that this film is symmetric. Notes: *
The active layer contains gelatin, which may vary slightly in elemental composition;
** Thickness ±2 µm batch-to-batch, and ±0.5 µm within a batch
= 1 J/kg). The optical density13 as a linear function of dose for a given film will be
available from the manufacturer [Gaf].
With this detailed calibration of the RCF film, the stack can be modeled such
that, for a given spectrum and angular distribution of protons, we can predict the
dosage in each layer of the stack [BCZC05], which translates into optical density in
the active layer. This can be done in reverse, to a certain extent, by accounting for
absorbed energy starting from the deepest film (which ideally would be sufficiently
far back to have zero exposure) and working towards the front. An algorithm to
accomplish this is outlined by Breschi, et al.[BBG+04]. Even if a proton beam has
too low a cutoff energy to penetrate several RCF films in a stack (e.g. Ecutoff <
4 MeV), RCF film is still a quick and useful way to diagnose the shape and strength
of the proton beam. Examples of RCF images taken during the Calisto experiment,
for which proton energy was low, are shown in figure 5.28. The films showed evidence
of a prepulse, in the distorted shape of the proton beams, which indicated that the
rear surface of the foil may have been distorted by premature heating. Deeper
films in the stack showed evidence of large amounts of electron dosage, which is
13for best precision, this is measured at a specific wavelength
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Figure 5.28: RCF scans from system shots on Calisto. Left: from 4 µm Al; right:
from 20 µm Si.
also indicitive of prepulse. Electron dosage on the film stack is characterized by
weak dosage that changes very little from film to film in the stack. The electrons
responsible for this dosage have energies & 1MeV .
Figure 5.29: Example scan of an etched CR39 plate. Pits are well spaced; this plate
could be accurately read by CR39 scanner.
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5.4.2 CR39 plastic
CR39 is clear and colorless plastic that has been used for decades to detect various
ions with energies greater than 100 keV. An energetic ion damages the CR39 along
its tragectory until it is stopped. The damaged tracks can then be etched out
with an appropriate solution and etching time of NaOH. The resulting pits scatter
transmitted light in the plastic and affect the optical density. The pit will be conical
as etching proceeds along the damaged track, and round out after the end of a track
is reached. Gaillard, et al.have shown that there is a maximum fluence of ions for
which CR39 can be useful in determining the proton count. This maximum is set by
the need to avoid excessive overlap between adjacent pits, since overlap affects the
scattering in a nonlinear fashion. Shorter etching times for smaller pits can only be
used up to the point at which the pits would be too small, and the etching time too
short to reliably control. This occurs at a fluence of about 108/cm2. An example of
etched CR39 in a tractible fluence regime is shown in figure 5.29.
One of the manufacturers of CR39, Track Analysis Systems, Ltd.14, provides
systems for automatic track counting of etched CR39. Laser facilities such as Jupiter
and Sandia’s Z-Petawatt own such systems. In using these systems, the fluence limits
discussed above should still be considered.
The major advantage of CR39 is that it is unaffected by radiation other than
ions and protons. Thus it is unneccessary to block UV and white light with a foil, or
to account for a low level electron or x-ray background as with RCF or other types
of film.
5.4.3 Magnetic proton spectrometer
We used a magnetic spectrometer to measure the proton spectrum on the Titan
experiment, as well as on THOR. The principal of operation of a magnetic proton
14http://www.tasl.co.uk/
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spectrometer is simple. A magnetic field in the ŷ direction is established between two
strong magnets. The proton, travelling in the ẑ direction, pass through a slit which
narrows the beam in the x̂ direction. The magnetic field dispurses the protons by
velocity in the x̂ direction via the Lorenz force, F = ev×B, with the fastest protons
being deflected the least even though the force is greatest, because they spend the
least time in the magnetic field. If B were constant and completely transverse, the
trajectory of the ion would be given simply by the gyroradius rg = mv⊥/ |q|B,
where m, q, and v⊥ are the mass, charge, and velocity of the ion, respectively.
Heavy ions follow an almost straight path in the spectrometer, because of their
lower charge-to-mass ratios.
The two magnets of the spectrometer are usually placed in an iron yolk, in
order to reduce the fringe fields in the path of the protons. Unfortunately, the ideal
case of straight uniform magnetic field lines confined only to the region between the
two magnets cannot be exactly realized, and it’s important to map out the magnetic
field as a function of position inside of a magnetic spectrometer, e.g. with a Hall
probe, unless a comprehensive calibration with proton beams of known energies can
be performed.
5.4.4 Thomson Parabola
Although it was never fielded in our experiments, the Thomson parabola [MNP+00]
remained an intriguing diagnostic for its ability to distinguish protons from other ion
species. The Thomson parabola is essentially a magnetic proton spectrometer with
a pinhole instead of a slit and an additional strong pulsed electric in the magnetic
field direction (usually between electrodes placed just after the magnets). The name
comes from the parabolic shape of the tracks from the various ion species which are
dispersed by energy in the x̂ direction, as in a plain magnetic spectrometer, and also
in the ŷ direction by species. A basic Thompson parabola is currently available at
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the Sandia 100TW laser chamber.
5.5 Streaked optical pyrometry
Determining the temperature of the high energy density states created in high in-
tensity laser experiments is very difficult, due to their transient nature. Often
in plasma physics the temperature is inferred through the rate of expansion of a
heated material, using some assumed equation of state. However, since we’re in-
terested in measuring the equation of state, we need a method that is decoupled
from the pressure. In plasmas created by a high energy pulsed free electron laser,
Thompson scattering might be a viable temperature diagnostic [LBC+01], measur-
ing electron temperature through doppler broadening. However, this isn’t an option
in our experiments, as it requires a very low divergence < 12 Åx-ray source. Tem-
perature determination through analysis of Kα satellites is possible for temperatures
> 20−30 eV [HFP+05], but this technique won’t work for colder temperatures with
no resolvable sattelites. Furthermore, this technique is still in a very preliminary
phase, particularly for streaked measurements15. Various groups have also made
rough estimates of the temperature of warm and hot plasmas by measuring the
maximum energy of XUV light emitted by a sample [GZK+06], which indicates the
maximum temperature reached.
In our proton heating experiments on Calisto and Titan, we used a tempera-
ture diagnostic known as a streaked optical pyrometer (SOP). The SOP is designed
to infer the (surface) temperature of a heated sample by imaging a single wave-
length of self-emitted light from the sample onto an ultrafast streak camera, thus
measuring the instantaneous spectral intensity emitted from the sample.
15this part is the thrust of the research of Ronnie Shepherd, whose laser time on Titan concerning
preliminary measurements testing this technique also accommodated our temperature / expansion













































Figure 5.30: Left: The invariant Planck function, showing a peak at E ≈ 3Θ; Right:
Spectral emissive power vs. photon energy for 10, 11, and 12 eV
5.5.1 Thermal self-emission
The relationship between temperature and spectral intensity starts with Planck’s
blackbody function for the directional spectral emissive power [Mah02]:










s · µm2 · eV · str
]
; (5.25)
≡ ibE(E, T ) cos θ
Here, θ is the angle from the surface normal direction, E = hν is the photon energy
and Θ ≡ kT . Plots of ebE are shown in figure 5.30. The left plot is invariant,
obtained by plotting ebE/Θ3 vs. E/Θ, and shows that the peak blackbody radiation
occurs at a photon energy about 3 times the thermal energy Θ = kT . This invariant
plot is known as the Plank function. The right plot demonstrates how quickly the
blackbody emission function changes with temperature by showing ebE at three close
temperatures. The total radiation from all frequencies into the hemisphere from a





ebν(E, T, θ)dΩdE = σT 4, (5.26)
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where σ = 5.6696×10−8W/m2 ·K4 is the Stefan-Boltzman constant. However, note
that when Θ  E, the emissive power at the photon energy E varies only linearly
with temperature:
ebE(E, T, θ) ≈
2E2Θ
h3c2
cos θ, (Θ E). (5.27)
Therefore for WDM temperatures (several eV), the ideal case would see us measur-
ing the emitted light in the XUV range. Unfortunately, standard ultrafast streak
cameras tend to be sensitive only in the visible and, more importantly, an absolute
calibration (see below), necessary for reliably determining the temperature, would
be much more difficult in the XUV. The additional challenge of using XUV optics
prevented us from taking that route, and our measurements were done at visible
wavelengths.
Real surfaces
A blackbody is the ideal case of an object in thermal equilibrium that is a perfect
absorber, neither transmitting nor reflecting incident light. In this limit, matter of
temperature T emits light as given by equation 5.25. This equation represents the
maximum directional, spectral emissive power that can be emmitted from a given
surface of temperature T . A real surface has an emissivity εE(E, T, θ, φ) less than
1, and the directional spectral emissive power becomes:
erE(E, T, θ, φ) = εE(E, T, θ, φ)eb,E(E, T, θ). (5.28)
By Kirchoff’s Law, we know that the directional, spectral emissivity is equal
to the the directional, spectral absorptivity :
εE(E, T, θ, φ) = αE(E, T, θ, φ) (5.29)
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Now, the absorptivity is just the fraction of incident light intensity that is neither
transmitted nor reflected. Thus for an opaque target, a measurement of the reflectiv-
ity R (this should include scattered light) at a given incident angle and wavelength
is a measurement of the absorptivity and hence the emissivity: 1−R = α = ε.
I use the term brightness temperature to describe the temperature that would
be inferred if we simply assumed that a light emitter were a blackbody source, with
no concern for emissivity.
Calculating emissivity
For the results of the data presented in this thesis, the reflectivity at the SOP
wavelength was calculated from simulations. The alternative would be to measure
reflectivity at the wavelength and angle of the SOP. However, we prefer to set the
SOP to a wavelength away from any of the main beam harmonics to avoid light
contamination from scattering of the main beam. Therefore, the reflectivity mea-
surement would either have to be extrapolated to the SOP wavelength, or somehow
performed with an off-harmonic wavelength ultrashort probe (by white light gener-
ation, for example). In the analysis of the Titan proton heating experiments (see
chapter 7), we calculated the SOP signal from a hydrodynamic code. The code pre-
dicted a temperature and density profile at each time step, both of which decrease
monatonically from the bulk foil to vacuum. The proper blackbody surface to use
in this geometry is the critical density for the wavelength in question [NAP+05].
Emissivity of the SOP wavelength was calculated by way of equation 5.29 and the
prescripton for determining reflectivity described by Milchberg, et al.[MF89], which
is based on Maxwell’s equations in a short scale-length plasma and a Drude con-
ductivity model. Figure 5.31 shows a plot of the actual electron temperature at the
critical surface (for 470nm light) and the calculated brightness temperature from
a simulation of a proton heated foil. The model predicts substantial reflectivity at
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Figure 5.31: Plot of brightness temperature and critical surface electron tempera-
ture Te at 470nm vs. time, as calculated using a 1-D hydrodyamics code and the
equations of Milchberg, et al.[MF89]
intermediate times, causing the brightness temperature to be much lower than the
actual temperature. At late times, the plasma becomes more absorptive and the
brightness temperature approaches the actual temperature.
5.5.2 Streak cameras
A streak camera operates by converting incident light on a photocathode into elec-
trons which are accelerated across a vaccuum tube to a converter plate - a phosphor
screen and/or microchannel plate (MCP) - which converts the signal back to light
to be recorded. Electronics image the electron beam such that an image on the
photocathode is transferred to the converter. In sweep mode, a transverse voltage
deflects the electrons away from the phosphor screen until a sweep signal is received
at which point the transverse voltage rapidly and linearly changes sign so that the
deflection of the electrons is swept in time over the phosphor screen (figure 5.32).
Hence on the phosphor screen is produced an image with temporal resolution in
one direction and spatial resolution in the other. In ultrafast streak cameras the
167
Figure 5.32: Schematic of the C7700 streak camera. Adjustable input optics im-
age an adjustable slit to a photocathode. Photoelectrons from the photocathode
are accelerated towards a phosphor screen upon which the photocathode surface is
electronically imaged. During sweep operation a fast linear voltage sweeps electrons
across the phosphor screen. An image intensifier consisting of a photocathode, MCP,
and phosphor screen boosts the light intensity considerably, and the sweep image is
relayed to a CCD by the output optics.
Figure 5.33: Example streak image of a 3GHz comb generator laser (image cropped
in vertical direction). In this case, a 2 ns nominal sweep window was used. Temporal
resolution is highly uniform in this streak camera (C7700).
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sweep time across the converter can be 1 ns or even shorter, leading to a temporal
resolution on the order of a few ps or less. An example streak image, from a comb
generator, is shown in figure 5.33.
Most commercially available streak cameras also feature electronic gating
of the photocathode, acceleration mesh, and/or the MCP, creating a short time
window during which light incident on the photocathode can lead to signal. Even
with electrons being deflected away from the converter plate, scattering of electrons
within the tube can lead to unwanted light signal, and gating helps minimize this
noise.
Space charge effect
When excessive electrons are produced by the photocathode in a given unit of time,
from excessive light intensity, space charge effects can cause an apparent temporal
stretching of the signal, causing the streak camera to overestimate greatly the tem-
poral extent of the feature being measured. The problem occurs when the number
of electrons in a pulse is large enough so that the collective charge pushes elec-
trons apart along their trajectory as they traverse the streak tube, causing leading
electrons to be accelerated more than trailing electrons [QEA02]. The threshhold
brightness for the onset of space charge effects can be tested by observing streak
images of an ultrashort laser pulse (of a wavelength within the photocathode’s sen-
sity range) as the pulse energy is slowly increased. Eventually the streak image will
spread out in time, indicating the brightness limit. The upper limit of the dynamic
range reported by the manufacturer is usually set by this effect, and marked by the










C1587 Calisto 10 ns 300 ps 1 ps S-20 103 : 1 0.92
+ M1952 @ 633 nm
C7700 Titan 1 ms 1 ns 3 ps S-20 104 : 1 170
@ 470 nm
C6138 Sandia 1.2 ns 60 ps . 200 fs S-1 103 : 1 ∼ 6
(FESCA) 100 TW @ 470 nm
Table 5.2: Comparison of the Hamamatsu streak cameras used on various experi-
ments. The C1587 and C7700 were calibrated on site, while the response value for
the FESCA is estimated based on expected relative response between the FESCA
and the C7700 as reported by Hamamatsu. The lower response is due to the S-1
photocathode, which is more than an order of magnitude less sensitive in the visible
but, unlike the S-20, is sensitive to 1 µm light.
5.5.3 Models of streak camera used
We used three different models of streak cameras in our experiments. All of these
streak cameras were manufactured by Hamamatsu Photonics K.K. and manuals for
all of them are available from the company. Key properties of the streak cameras
are listed in table 5.2.
Hamamatsu C1587 with M1952 high speed streak unit
This streak camera, which was used on the Calisto proton heating experiments,
functioned despite having a damage spot on its S-20 photocathode16 (figure 5.34).
After many years in service, the phosphor screen also had a faded band along the
center, where the photoelectrons hit in unstreaked (“focus”) mode. Of course, this
fading had to be taken into account in calibration. The converter plate consisted
of an MCP followed by a phosphor screen, and both the MCP and photocathode
16A second C1587 unit was available for the Calisto experiments but it was in more serious
disrepair (with an even worse damage spot on its photocathode), and used an S-1 photocathode,
which is more than an order of magnitude less sensitive across the visible, and was not sensitive
























































Figure 5.34: Spatially and temporally uniform light from a Xe flashlamp as regis-
tered by the C1587 streak camera in 5ns sweep mode. Damage to the photocathode
restricted our active range to the right region of the image, corresponding to about
6 mm spatially along the slit. Fading in the phosphor screen had to be accounted
for in data analysis.
could be electronically gated. The MCP gain had 5 settings (1-5), as did the sweep
speed (10 ns - 300 ps). Some other notes on this streak unit:
• Triggering of the streak unit required a 40 V, fast rising trigger, which we
supplied using an ultrafast avalanche photodiode positioned at the stretcher.
The signal was carried with low dispersion over special BNC cable known as
“foam flex.”
• The effective f/# was 4.1
• The gate could be set to switch off immediately after sweep, or stay open for
a specified amount of time, variable from .1 µs to 100 µs and monitored with
an oscilloscope.
• The front slit width was adjustable, but the reading did not correspond to the
actual opening size of the slit. I performed a separate calibration of slit width
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to determine that the reading scale was correct, but offset by 180 µm .
• The sensitivity of this streak camera was insufficient to view self-emitted light
through a narrow band interference filter. However, as seen in figure 5.40,
using the full visible spectrum of emitted light, dispersed onto the slit with a
prism did provide enough light (but not at the fastest sweep speed).
C7700 High Dynamic Range Streak Camera
This streak unit was used in the Titan proton heating experiments. Although the
shortest temporal resolution achievable on this streak camera was relatively long
(3 ps), this unit worked very well because of its very high sensitivity (> 30× more
sensitive than the other streak cameras I’ve used) and dynamic range (10× better
dynamic range than the other two streak cameras described here). The conversion
plate consisted of a phosphor screen followed by an image intensifier consisting of
a photocathode, MCP and phosphor screen stack. The gain could be set between
1 and 55. The input optics were coated for 400 nm - 900 nm light, and had an
effective F/# of 1.2 with 1:1 magnification onto the photocathode.
The C7700 required only a 5 V fast rise-time, which was provided by a fast
photodiode in the laser bay of titan with signal relayed into the target room on low-
dispersion BNC cable. At Titan, the streak camera triggers were set up in advance
by the laser facility and worked well without modification.
C6138 (Fesca-200)
This streak camera, which we attempted to use at Sandia’s 100 TW laser, features
extremely fast temporal resolution of . 200 fs at the fastest speed, a resolution
which is considered superior for measuring transient states of warm dense matter
such as those produced in our experiments [NAP+05]. The specific unit, newly































Figure 5.35: Left: streak image of main Sandia pulse filling the slit of a Fesca-
200, run at maximum sweep speed. The size of the slit is much narrower than the
band shown, so the extent in the temporal direction comes from the duration of the
ultrashort pulse. Right: A lineout shows that the pulse is close to where they want
it to be (500fs FWHM).
allow it to measure the fundamental wavelength of the laser.
While sensitivity to 1 µm laser light made this streak camera extremely
helpful in reducing the Sandia laser’s pulse width from several picoseconds down to
a range accessible by an autocorrelator (see figure 5.35), it made the response to
the blackbody emission of our source so low that no self-emission signal was seen
from proton heated targets17. Note that although the signal in terms of pixel counts
per unit energy incident is estimated to be higher than the unit used on Calisto,
the faster sweep time leads to lower brightness on the CCD, as did the use of an
interference filter instead of the low-dispersion prism used on Calisto (see below).
5.5.4 Setup of the monochromatic SOPs
The streak unit should be bolted in place to an optical table, if possible. Initial
alignment is done in focus mode in which the sweep plates are turned off. It is cru-




















Figure 5.36: Layout of SOP collecting lens in Titan target chamber. Left: Top view,
showing achromat and two mirrors to direct the light out of the target chamber;
Right: side view (front view inset) showing positioning of achromat to avoid other
diagnostics.
cial to ensure that the light entering the streak unit is sufficiently filtered, because
excessive light can damage the intensifier or even the photocathode (as evidenced by
the older C1587 at Calisto). The output optics can usually be focused on random
MCP noise when gain is at its highest setting an input optics are shuttered. Ad-
justing the focus of the input optics is done by closing down the slit to a narrow line
and illuminating with the wavelength of interest. These procedures for the initial
setup of the streak unit itself will be provided in the manuals for the unit.
We wish to observe the thermal emission at as shallow an angle as possible in
order to collect the brightest emission (small θ in eqn. 5.25) and to be able to clearly
pinpoint and image the central part of the heated region of the target. One should
also use as low an f/# optic as allowable by our setup (e.g., the streak camera),
again to collect as much light as possible. Unfortunately, the desire to measure the
protons (or x-rays) on each shot precludes placing the SOP lens directly behind the
target normal, and shallow angles in the horizontal plane will be taken up by the
probe beam. This neccessitates orienting the lens out of plane, as shown in figure
5.36. In our setup, the first lens collected and columnated light of the measured
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wavelength and a second lens near the streak camera (outside the chamber) focused
and re-imaged the light from the back surface of the target onto the streak camera.
For precise alignment, a good fiducial target is needed. We have a strategy
to align precisely a target to the laser focus (section 5.1.2), but the position of
laser focus is not exactly the position of the heated material. Therefore the fiducial
should either be on an encoded stage which allows precise translation from the
position of laser focus to the center of the heated region (normal from the source
target’s surface), or have the appropriate thickness and be precisely marked on both
sides, e.g. by a pinhole drilled straight through. The latter option is much more
convenient, as it eliminates the time consuming task of translating the fiducial, and
since more light can be scattered from a surface with a small hole than from a small
pin, the thick target will be easier to see on the streak camera. Most modern streak
cameras will have a fast capture rate and can be operated in focus mode with the
slit wide open (at low gain) to find the image of the fiducial quickly after rough
alignment.
5.5.5 Calibration of monochromatic SOPs
Recall that the output of equation 5.25 is in the form of energy per unit time, per unit
area, per unit photon energy (e.g. frequency) per unit solid angle. Ideally, calibra-
tion could be obtained using a uniformly emitting calibrated light standard, which
could be placed at the target position. However, such sources are very faint com-
pared to the heated sample that we will be measuring. For example, the Optronics
Laboratories, Inc.18 Model 455-12-1 12-inch diameter inetgrating sphere standard
delivers a known, uniform spectral irradiance that, when calibrated, is considered
accurate to within .5% of the NIST standard. On a C7700 streak camera operated
at 10 ns sweep speed, a ∼ 100nm band interference filter centered at around 633 nm,
18online at http://www.olinet.com/
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and and about a 500 µm slit opening, enough brightness could be achieved to make
a calibration measurement on the streak camera19. An in-situ calibration of this
type would be very satisfying because a known spectral emissive power at the target
position could be measured as a reference. However, the low light intensity actually
reaching the streak camera could potentially lead to uncertainty in the calibration.
We did not have a calibrated light standard available during our runs, and so
we had to use a series of other calibrations. The calibrations consisted of obtaining
the sensitivity of the streak unit by producing a streaked image of a source with
known power, the timescale by measuring light sources with known relative delays,
the mangification by imaging features of known size at the target plane through the
SOP optics, and the throughput of the optics by measurement and documentation
(in the case of precision filters). Uniform illumination was also tested to check the
uniformity or response. This was significant in the calibration of the C1587, as noted
in figure 5.34.
Streak camera light sensitivity
To calibrate light sensitivity of the streak cameras, I required bright, directed light
sources, and a calibrated and accurate power meter. The primary source of cali-
bration light was a collection of three CW lasers of different wavelengths, one of
which was an intensity-stabilized HeNe20 at 633 nm, which varied in power output
by far less than 1% during calibration measurements. Sensitivity at different wave-
lengths can be extrapolated using the wavelength response curve, available from the
manufacturer.
We measured the power of the light sources with a calibrated Silicon power
19With these assumptions I calculate that the light source should give about 10 counts per pixel
in a band across the streak camera, allowing for good statistics. An alternative to the broadband
























































 242 µW; 10 ns
 245 µW; 5 ns
 245 µW; 2 ns
 189 µW; 5 ns
 75.9 µW; 5 ns
 77.1 µW; 10 ns
 21.2 µW; 10 ns
Figure 5.37: SOP calibration; Left: Transverse lineouts from various incident light
powers and sweep speeds, showing a range of count rates; Right: Integrated lineouts
divided by time scale and incident light power. The measurements were consistent
within 6%, except for a very low light shot, which was likely affected by being near
the threshhold of light detection on the camera (this was the C1587, which was not
sensitive enough to detect single photo-electrons).
meter (Newport 840C meter with 818UV head), which was considered accurate to
within 1 - 2%. The power incident on the streak camera was less than 1 mW and
was focused to a small spot and shuttered to less than 1 ms to cut down on noise.
Sweeps were taken at various light source intensities and sweep speeds, with many
shots integerated. With a good calibration of the temporal scale, transverse lineouts
could be integrated to give counts/ps/µW → counts/J. Figure 5.37 gives an example
of this, showing consistency for various sweep speeds and incident laser powers.
Time scale
For sweep windows & 500ps, a comb generator provides pulses with very stable
spacing. We had access to comb generators up to 3 GHz (see figure 5.33). On
longer sweep windows, a single image of a comb generator pulse train allowed us to
















Figure 5.38: Two SOP images of proton heated targets from the Titan experiments.
The high dynamic range C7700 streak camera handled both shots well, despite very
different light levels (color scales were adjusted). Optical transition radiation (OTR)
can be seen at 0 ps, with thermal emission following.
on the newer streak units but varying somewhat on the C1587). Calibrations of the
temporal scale were also provided in a test report from Hamamatsu along with the
specific streak unit, in the case of the newer streak units.
Optics throughput
We measured optics throughput at various wavelengths using CW lasers of various
wavelengths and the calibrated silicon power meter. The transmission curve of our
interference filter (∼ 50% throughput over 10nm bandwidth) was verified using a
white light source and an ocean optics spectrometer.
Spatial scale
Our targets contained apertures of well-controlled size which were imaged by the
streak cameras in focus mode to give a spatial scale. Determining an accurate spa-
tial scale is crucial, since intensity goes as the square of distance. I recommend
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Figure 5.39: Layout of the spectrally resolving SOP. Two lenses, a prism, and
a slit were added to the SOP configuration to view the visible spectrum. Ray
tracing allowed us to model the spatial and temporal dispersion, which fit well with
measured results.
using resolution targets with precise periodic patterns, in addition to single objects
of known size.
Two example images of the spatial SOP output viewing proton heated samples are
shown in figure 7.20.
5.5.6 Setup of the prism spectrometer SOP
For the first Calisto proton heating run, we added spectrometer consisting of addi-
tional imaging optics, a slit, and a large prism. This allowed us to cover the active
region of the C1587 with light in the range 450 nm to 750 nm, with 800 nm light
(the fundamental frequency of Calisto) visible on the other side of the damage spot
on the photocathode. We used a large SF7 [Inc02] 50◦ prism to disperse the light.
The standard optics of the spatially imaging SOP image the target back surface
to an intermediate vertical slit (perpendicular to the streak camera slit), and two
lenses after this slit relay the image at the slit onto the streak camera, with the
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Figure 5.40: An example streak image from the spectrally resolving SOP, in which
protons from a Silicon source target heat a Silicon sample target. The different ar-
rival times of different wavelengths are a result of dispersion, which can be modelled
for. An 800nm prepulse is seen to scatter through the target.
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prism between them (fig. 5.39).
Raytracing with the Mathematica Optica package, knowing the material
composition of all lenses (including those in the streak camera input optics) and
windows and the prism, allowed us to not only predict the spatial dispersion, but
also the temporal dispersion of the system. The spatial dispersion found by the ray
trace model allowed us to map horizontal position along the slit to wavelength, com-
paring to reference wavelengths measured at 468 nm, 570 nm, 633 nm, 656 nm, and
800 nm (which landed on the other side of the damage spot). Temporal dispersion
led to a bent line of simulteneity which could be seen in faster sweeps. By passing
a point source through the ray-tracing simulation, we also got a an idea for how
well the various wavelengths would focus, setting the spectral resolution. A sample




In this chapter I discuss the results of experiments concerning x-ray generation in
laser solid interactions and experiments attempting to heat a sample foil to WDM
temperatures with the x-rays from a Kα source while monitoring the expansion of the
sample target. As discussed earlier, heating with Kα photons was appealing because
a narrow band source is much more tractable than a continuous one, allowing in
principle for more precise determination of the deposited energy. An x-ray heating
source also has the advantages of not being subject to velocity dispersion, as with
protons and other ions, and not being radically affected by the electromagnetic fields
near the target, like electrons are, allowing an unambiguous straight line path to
our detectors.
The Kα heating experiments were all conducted on the JanUSP laser (now
called Calisto), and additional studies of Kα production were conducted on the
COMET and THOR lasers. Based on the modeling of section 4.3, temperatures
at the lower boundary of warm dense matter were expected from JanUSP. Results
from JanUSP could then be scaled up to higher energy lasers.
The sections are divided by the laser on which experiments were performed,





























































Figure 6.1: An x-ray CCD is mounted on the chamber on a long vacuum arm,
which had its own gate valve and roughing pump to isolate it from the vacuum
chamber. The Wollaston prism imaged the back side of the chamber to a CCD
outside the chamber, using a probe beam which was picked off from the main laser
and optionally doubled and spatially filtered. A motorized delay stage controlled
the timing of the probe.
experiments. Recall that more detailed descriptions of the apparatus can be found
in chapter 5.
6.1 JanUSP experiments
Our two Kα heating experiments on the JanUSP laser at LLNL were performed in
summer of 2002 and spring of 2003. From the outset the experiments were designed
to measure the internal energy deposition, by way of absolute Kα counting (section
5.2.5), as well as the target expansion, by a 2-D imaging Wollaston interferometer
(section 5.3.1).
The experimental layout is shown in figure 6.1. The pinhole camera was used
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Figure 6.2: Structure of targets for Kα heating experiments on JanUSP. Etching the
target foils out of a thicker wafer allowed us to use the wafer itself as a frame. On
the source side, the Si was etched down to ∼15 µm . The 20 µm spacers were also
etched from silicon from the other side. On the sample side, the silicon was etched
all the way down to a 50 nmSi3N4base, upon which the Al was vapor deposited.
Windows were sufficiently spaced so that shock waves from the 10 J laser would not
affect adjacent windows.
to measure the x-rays in the first experiment in the absence of a photon counting
CCD. Doubling and spatial filtering of the probe beam was used only in the second
experiment. In both experiments, timing of the probe was achieved by the technique
of air breakdown (section 5.3.2).
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6.1.1 Target parameters
As discussed in section 4.3.3, our desire to study the x-ray heating of aluminum
lead us to heat using the Kα x-rays of silicon. Besides being optimal for heating
aluminum, silicon is also convenient as a target because the thin, laser irradiated
part can be etched out of a larger wafer, which can act as a supporting frame, and
will stand rigid and flat at the thicknesses we use & 10µm . Our Kα heating targets
at JanUSP were designed in collaboration with the target fabrication team there,
and made entirely from the etching of Si and Si3N4, with the Al sample formed by
vapor deposition on a negligibly thin (with respect to photon absorption) layer of
Si3N4. In the first experimental run we used an Al sample layer of 100 nm; in the
second1, the sample was 100 nm Ti. Both materials absorb Si Kα at a similar rate.
Our target design is shown in figure 6.2.
6.1.2 Laser parameters
In the summer 2002 experiments, the average laser energy in a system shot was
∼ 10J. The pulse contrast appeared to be poor, based on experimental results
(see section 6.1.5), until a pulse cleaner was brought online. The exact level of the
prepulse was unknown, but it was sufficient to deposit enough energy into the source
foil to allow it to heat the sample foil before the main pulse arrived, indicating that
the contrast was probably worse than 10−4 relative to the main. In the spring 2003
experiments, damage to the optics in the laser chain kept the laser energy below 6
J, with most shots occurring near 3 J. The laser pulse duration was stretched to .3
- 1 ps in order to keep the intensity down. Since it was picked off within the target
chamber, the probe had the same pulse length as the main pulse. In addition to
stretching the pulse, we also decreased the intensity by shooting the target out of
focus. Beam profile images are shown in figure 6.3. Because the JanUSP target
1the target designers attempted also to make 1µmAl for that run, but the surfaces became very
































Figure 6.3: Beam profile of the slightly defocused JanUSP laser. Left: By taking
the beam ∼100 µm out of focus, a ∼50 µm diameter beam was achieved. Based on
the image, the intensity was estimated at 8× 1017W/cm2 peak and 3× 1017W/cm2
average inside the 50 µm diameter circle. By comparison, a Gaussian wave would
have approximately 5.1× 1017W/cm2 peak and 3.1× 1017W/cm2 average intensity,
indicating that our defocused beam had hot spots relative to the smooth Gaussian
case. The hotspot problem gets worse as we try to go to larger beam sizes (right):
a beam with a geometric focus of 90 µm only appears to be so large by saturating






Figure 6.4: Densitometer scan of pinhole film from a 10 J shot in the Summer 2002
JanUSP experiment.
chamber used a short focal length, low f/# optic to obtain the highest possible
intensity, decreasing the focal spot size to ∼ 100µm took the laser far outside of its
Raleigh range and, as a consequence, the beam intensity profile was not smooth. In
all cases, we moved the target towards the parabola to defocus.
In general a tightly focusing optic is less well suited for producing a large laser
spot, and a soft focusing, high f/# parabola would be preferable for these purposes.
High yield Kα generation is not the only application for which the intensity of a
tightly focused &100 TW would be excessive. For example, in the generation of
fusion neutrons from deuterium clusters, any intensity beyond what is needed to
fully strip the clusters is excessive, and it is then preferable to increase the focal
volume to increase the overall yield. Aside from softer focusing, adaptive optics (i.e.
a deformable mirror) could help produce a smoother spot away from best focus.
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Figure 6.5: Efficiency and spot size of Si Kα from a 10 J shot on JanUSP. RECALL:
The contours are as in figure 4.2, labeled by the energy to which the sample foil
can be heated with efficiencies along each contour, as well as the sample thickness
and source-sample separation. The colored shaded regions are as in figure 4.15,
indicating the optimization ranges of various laser-to-electron scaling theories.
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6.1.3 Pinhole x-ray measurement
We measured the x-ray flux in the 2002 experiments using a pinhole camera (section
5.2.4). The pinhole itself was 200µm in diameter, meaning that it could not resolve
a spot as small as our Kα source. In fact, the pinhole acted more like a knife
edge, and it was only by the rising edge of the pinhole image that we were able to
determine the source size as about 90± 20 µm (see figure 6.4). We used absolutely
calibrated, double sided Kodak DEF film, and a densitometer scan together with
our estimate of the spot size, an estimate of the high-energy bremsstrahlung levels,
and consideration of our filters (3µmTi), we estimated a flux of 3.3±1J/cm2 silicon
Kα . From a shot energy of 10.31 J, this indicates an efficiency of ≈ 2.0× 10−5. In
figure 6.5 I put this number into the perspective of the analysis in section 4.3.3. We
see that this flux was very nearly enough to heat our 100 nm Al target to 1 eV/atom
by Kα alone.
6.1.4 Photon counting measurements
A photon counting CCD was fielded in the spring 2003 experiment. The shot ener-
gies were low, between 1 and 5 J, and the Kα efficiency was also lower, so that even
scaled up to 10 J the Kα output would be by far insufficient to heat a sample foil
of .1 µm Al. Our available sample foils were .1 µmTi and 1 µmAl, so the expected
heating by Kα was even less. The Kα photon counting measurements are shown in
the context of our earlier plots in figure 6.6.
Silicon Kα photons have a low enough energy so that the background caused
by the 3-5 J shots on JanUSP nearly swamped the CCD, and the Kα peaks were
difficult to discern for all shots above about 3 J, regardless of laser spot size. Time
constraints didn’t permit an optimization of the procedures described in section
5.2.5 for minimizing the background on the CCDs2, but in general Si Kα is very
2In particular, lining the sides of the tube and chamber with lead bricks would have been a huge
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Figure 6.6: Photon counting measurements on Calisto from spring 2003 were low
in terms of efficiency, and laser energy was also low. The size of the data points
indicates the laser energy, with the pinhole shot at 10J, and the photon counting
shots between 1 and 5 J. RECALL: The contours are as in figure 4.2, labeled by the
energy to which the sample foil can be heated with efficiencies along each contour,
as well as the sample thickness and source-sample separation. The colored shaded
regions are as in figure 4.15, indicating the optimization ranges of various laser-
to-electron scaling theories. The efficiencies of the shaded regions and contours
reference 10 J, whereas the data points are from lower energies (except for the
pinhole shot).
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difficult to see by photon counting as the laser energy approaches 10 J, even when
the focal spot size is greatly increased.
The reasons for the Si Kα efficiency being higher in the summer 2002 mea-
surement by pinhole camera, relative to the spring 2003 measurements by photon
counting are uncertain, however:
• We noted that in the latter experiments, the targets provided had a visibly
grainy surface, left from the etching process, which may have effectively thick-
ened the target by an unacceptable amount.
• It is also possible that we underestimated the integrated bremsstrahlung flux
in calculating the Kα in the pinhole measurement, implying an overestimation
of the Kα .
• Finally, the issues with the laser which drove down the energy for the shot
run may have affected other aspects of laser performance, including pulse
cleanliness. If a large preplasma was in place on the front of the source target,
this could have negatively affected the Kα output.
6.1.5 Expansion measurements
Expansion on the JanUSP Kα heating shots was measured using a probe beam
picked off from the edge of the main beam in the target chamber (fig. 6.1). As
such, we did not have reference images of the target window from before each shot,
as that would have also delivered energy on target. A motorized beam block would
have worked to stop the main beam, but the excellent flatness of our targets made
it possible to measure expansion without a reference phase3.
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Figure 6.7: Full image from the interferometer on JanUSP, showing the dual images
of the target window.
Figure 6.8: Example interference images from the JanUSP shots, showing increasing






Figure 6.9: Phase map images of the expansion region at a probe delay of -1 ps
(e.g. before laser arrival). Left: without a pulse cleaner in place, very clear heating
of the sample has occurred well before the main pulse. Right: with a pulse cleaner
installed, no visible heating occurs before the laser arrival, as would be expected.
Pulse cleanliness
At the beginning of the first run, we found that heating of our sample layer was
occurring before the arrival of the main laser pulse. Even to the maximum negative
delay of the problem, 82 ps before main pulse arrival, damage was still seen. As seen
in figure 6.9, installation of a pulse cleaner [NIT+98] reduced the pre-pulses of the
laser sufficiently to give the expected result that no heating of the sample should
occur before the arrival of the main pulse.
Faster than expected expansion
Even after the pulse cleaner was brought online, the expansion of the sample was
much more dramatic than expected based on Kα heating alone. Clearly, a heating
mechanism other than x-rays was dominating in our full energy shots. Figure 6.10
shows the rate of expansion of 0.1 µm Al, measured by a series of time-delayed
interferometry shots in the summer 2002 experiments, compared to the measurement
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Figure 6.10: Measured and simulated expansion of the heated Al sample foils.
“Hyades simulation A” shows the phase shift in the probe, caused by target expan-
sion, in a simulated 100nm Al foil heated such that its ion temperature reaches 10
eV. In “Hyades simulation B,” the ion temperature only reaches 2.5 eV, much hotter
than could be attributed to Kα heating, but still shows much slower expansion than
indicated by the interferometry measurement. Hyades simulation curve A rounds
off when rarefaction waves from either side of the simulated sample foil (.1µmthick)
meet, destroying self-similar flow.
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simulated in the 1-D Lagrangian code Hyades [LL94]. The simulated expansion
which best matches the data required heating of the sample, through the electrons,
to the point that the ion temperature reached 10 eV. A second simulation, for
which the ion temperature only reaches 2.5 eV (which is still more than predicted
from Kα heating) is shown to expand much more slowly than what we measured.
A cursory measurement of the protons with RCF film confirmed that a small but
significant number of > 1 MeV protons were generated by our source, despite efforts
to decrease the intensity to ∼ 2×1017W/cm2. A 1 MeV proton can cross a 20µmgap
in approximately 1.4 ps.
For the spring 2003 run, in which the laser energy was lower and we further
reduced intensity by increasing focal spot size, we again observed heating far above
what would be expected from the Kα x-rays alone but there was also strong evidence
of a delay between the laser shot and the onset of expansion, which suggests heating
by slow protons (see figure 6.11). We used a larger focal spot than was used to
heat the Al sample, in an effort to reduce any proton generation. It appears that
we succeeded in reducing the temperature of the proton distribution, but that very
strong heating did occur nonetheless.
Besides protons, it is also possible that the hot electrons in the source foil were
not sufficiently stopped by the vacuum gap, as initially believed. The calculations
of Fill, et al.(section 4.3.5) do predict that electron heating should be less than Kα
heating for an optimized shot. However, recall that his analytic models suppose
either a mono-energetic beam of electrons or a delta function in time. Neither of
these conditions fully hold in reality, and removing them could lead to a larger
number of escaping electrons. This was demonstrated experimentally by Stein and
Fill , et al.[SFH+04], who used a Cerenkov medium spaced from a laser irradiated





Figure 6.11: Expansion measurements of a Ti sample spaced 20 µm from the Si
source (same as in Al sample shots). The Hyades simulation indicates the phase
shift from sample expansion calculated for a Ti foil heated to the point that the peak
ion temperature reaches 12 eV, but with the heating source offset 2.5 ps. Although
little more than a curiosity, since it was only observed once, I show inset the phase
map of a “strange” shot in which the expanding region is surrounded spatially by
a depressed region in the target (a negative phase shift region), of about twice the
diameter of the expanding spot. For only Kα photons to heat to this degree would
require a conversion efficiency of & 5 × 10−4. Returning to figure 4.11 (with Ti
absorbing Si Kα at a similar rate to Al), we see that this would basically require
∼100% conversion efficiency into electrons of energies between 30keV and 40keV,












Figure 6.12: Layout of the LAEPRI 2004 experiment. The photon counting CCD
was in the laser plane and further away from the target than depicted here. The
FSSR1D and streak camera observed the target front, while the photon counting
and electron spectrometer diagnostics viewed the back side.
6.2 LAEPRI 2004
The Laser Absorption and Energy Partitioning at Relativistic Intensities (LAEPRI2004)
experiment aimed to study the partitioning of laser energy at > 1018 W/cm2 into
front side plasma and fast electrons by measuring the characteristic x-rays of both
simultaneously. The primary diagnostic was the ultrafast T-Rex streak camera, set
up to observe the Heα of an Al ablater layer simultaneously with the Kα of a Ti layer
underneath. In addition, a spherical crystal spectrometer (FSSR1D) was employed
to give both high-resolution spectral and spatial information about the Ti Kα1 and
Kα2, and a photon counting CCD gave the absolute flux of Ti Kα from the target
back side.
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6.2.1 Converting COMET to a target shooter
For this experiment, the COMET laser (sec. 3.2.3) was converted into a target
shooter to substitute for the ailing JanUSP laser. This involved the installation of a
new target chamber with a parabola focusing optic and correction of grating astig-
matism, as described in section 5.1.1. The grating astigmatism had gone unnoticed
because the COMET short pulse beam was intended to deliver a line focus anyway.
Pulse cleanliness had also not been a concern when COMET was operated as an
x-ray laser since a long scale length plasma is desired. We found strong evidence of
a very significant prepulse throughout this experiment, but had no means to correct
it within the schedule of the experiment4.
6.2.2 Photon counting measurements
Efficiency of laser energy conversion into titanium Kα and Kβ was measured with
a photon counting CCD for a variety of focal spot sizes ahd shot energies. Figure
6.13 shows examples of the photon counting histograms taken, and figure 6.14 shows
the reduced data of Kα /Kβ efficiency vs. laser spot size. The majority of shots
were taken before the compressor grating parallelism problem was fixed and thus
had a focal spot which was much wider than it was tall (figure 5.3). With the focal
spot fixed, full energy shots produced too much background on the counting CCD
to be seen, so only those tightly focused shots taken at lower energy or with an
intentionally defocused spot show up on the plot. Finally a number of shots were
taken with an intentional high energy, long timescale (5 J, 400 ps) prepulse, and
these showed the signal of a multiply ionized plasma, in the form of satellites in the
Heα range.
4It was later discovered that the prepulse was caused by a thin film polarizing mirror in the laser




Figure 6.13: Examples of Kα histograms from the LAEPRI shots. TOP LEFT: a
good histogram coming from a moderate (∼ 4J) energy shot not at tightest focus
(∼1.25×1017W/cm2), on 12µmTi; TOP RIGHT: A > 7J shot, not at tightest focus,
exhibiting very high Kα /Kβ and background. The peaks blend together because of
multiple counts (see section 5.2.5); BOTTOM LEFT: A shot in which an intentional
long-pulse prepulse (arriving 400 ps ahead) was used. Ionized states of Ti (at least
up to Heα ) are seen in the spectrum; BOTTOM RIGHT: a tightly focused, high
energy shot swamps the Kα signal with background.
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Figure 6.14: Kα and Kβ photon counting results from LAEPRI04. The size of
the data points indicate their energies, between 1.5 J and 7 J. The shots labeled
“wide” were taken before the grating parallelism was fixed, and had a 4:1 width to
height ratio. The “radius” was calculated from r =
√
A/π, where A is the 1/e2
area. The shot labeled “hot shot” was an inexplicably high energy shot (> 7 J)
which damaged a rod in the laser. In addition to high Kα and Kβ that particular
shot showed abnormally high bremsstrahlung, integrating to 2x the Kα /Kβ flux,
and stronger than normal electrons. The spatial resolution limit of the FSSR2D
imaging x-ray spectrometer was set by the pixel size on its CCD.
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Figure 6.15: Lineout of Ti Kα on a typical shot. The signal is fit very easily to
a Gaussian of FWHM 5.6 ps. Jagged edges of the lineout indicate pixel widths.
Al Heα from the same shot is superimposed on the same timescale, and exhibits a
similar initial pulsewidth to the Kα but persists at the low level at the right of the
graph for several 10s of ps.
6.2.3 X-ray streak camera results
The T-Rex x-ray streak camera (section 5.2.2) successfully resolved the Heα of
aluminum and Kα from the front side of the titanium target with temporal resolution
to < 1 ps. Figure 6.15 shows a line-out of the Kα generated in a typical shot on
12.5 µm Ti with a 1000ÅAl overlayer. The plot indicates a FWHM duration of 5.6
ps. This is considerably longer than the nominal FWHM (∼ 500 ps) of the laser
pulse, but it is possible that the laser profile had wings out to ±3ps of sufficient
intensity to drive Kα photons. The hot electrons originate from within the Al front
layer, and the Heα emission from that has a peak on a similar timescale to the Kα ,
before reaching a steady emission that persists for several tens of picoseconds. The
long Kα pulsewidth could also be a sign of recirculating hot electrons (sec. 4.3.5).
On the other hand, the significant prepulse on COMET may have contributed to a


















































Figure 6.16: Lineouts in the spatial direction of Kα2 from titanium foils shot on
COMET. Red curve: best focus, giving a spot source size with 1/e2 radius . 58µm .
Because the camera was approaching saturation, we know that pixel bleeding arti-
ficially increased the apparent size of this source, the above example being the least
bled source; Green curve: target shot with ∼ 100 µm diameter focal spot; blue
line: shot with ∼ 200 µm diameter focal spot. The 1/e2 radii were determined by
Gaussian fit.
camera should not have been responsible for an illusion of pulse broadening. Riley,
et al.[RKPdS+06] observed a similar long pulsewidth to Kα using a fast x-ray streak
camera (2 ps resolution).
6.2.4 Imaging x-ray spectrometer results
The imaging x-ray spectrometer was run with a vacuum compatible compact x-ray
CCD, built at LLNL. The layout of the target chamber precluded using the crystal
in the FSSR-2D configuration for spatial magnification, and hence the FSSR-1D
configuration was used, with the image of the source de-magnified to 52%. As such,
a single pixel width represented 48 µm , setting the best-case of spatial resolution.
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Spatial extent of the source
Because the spatial resolution was somewhat poor, precise spatial information about
our sources was not obtained. We were able to confirm a difference in spot size
between tightly focused and defocused laser shots (figure 6.16), but even this pushes
the resolution limit of the camera. Shots taken with a tight focal spot mostly
saturated the camera, which led to pixel bleeding in the spatial direction. Hence,
the measurement of 58µm for the source in the tightly focused case is an upper limit,
and the actual source size is probably smaller. The spatial extent of the Kα1 and
Kα2 must be the same, and hence the Kα2 spatial extent is used to judge the Kα1
extent as well. However, satellites of Kα1 exist only where the titanium is hot enough
to be multiply ionized, and through a combination of not being bright enough to
saturate and actually being smaller in spatial extent because of radially decreasing
temperature, the satellites were typically a single pixel in width, or . 48 µm .
Spectral information
The CCD was deliberately oriented such that pixel bleeding would occur along the
spatial direction and not the spectral direction, so that saturated images would still
allow resolution of sattelites of Kα1 . The spectral resolution was λ/∆λ ≈ 3800.
The spectral data became the subject of a very interesting analysis, led by
S. Hansen [HFP+05], in which the average temperature over the foil thickness was
determined to within ±5 eV using a self-consistent-field model. The temperatures
of the bulk foil material were in the range of 25 - 40 eV, which is of course indicative
of warm dense matter.
203
Figure 6.17: FSSR1D spatial lineouts of Kα from the COMET and THOR experi-
ments. The THOR shot clearly exhibits side wings of outer diameter 200 µm . The
COMET shot lineout is displayed with bars to emphasize the scale of its resolution.
6.3 THOR experiments
We performed a series of x-ray characterization experiments on the THOR laser in
2005. Details of these experiments can be found in the masters thesis of S. Kneip
[Kne05]. I will briefly outline some of the more notable results here.
6.3.1 Resolving spatial features in Kα
A very similar FSSR-1D to the one fielded on COMET was operated on THOR
by Dr. S. Pikuz of Lomonosov Moscow State University. By using film5 instead
of a CCD, and using less magnification than in the COMET experiments, we were
able to obtain superior spatial resolution and observe an interesting feature in laser
generated titanium Kα which might have been harder to see using a CCD. Figure
6.17 shows the lineout along the spatial dimension of Kα1 from a shot at 0◦ onto a
flat foil of Ti, compared to the lineout from a shot on COMET. The foil thicknesses
(∼ 12 µm ) and laser intensities (1019 W/cm2) were approximately the same, but
the energies were different by an order of magnitude (5 J on COMET, 500mJ on
5Kodak RAR 2492
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THOR), and the COMET shot was taken at an incidence angle of 45◦. We see
the interesting result that the THOR lineout has “wings” with an outer diameter of
about 500µm , surrounding the inner peak of diameter ∼ 150µm . The Kα measured
on COMET has a much sharper spatial fall-off. What is interesting in the THOR
shot is that the Kα spatial profile exhibits a definite dip, indicating two distinct
regions of Kα emission (if we assume axial symmetry).
A similar effect was observed by Burgess, et al.[BLN85] under vastly different
laser conditions and at a 45◦ laser incidence. In their case, a 200 µm diameter gold
disk was irradiated at 45◦ by a 2J, 20ps laser pulse, and x-ray emission was measured
by penumbral imaging to have strong emission at the center of the target and also
on the edges of the disk, with a low emission region in between. This effect was
attributed to strong laser-generated magnetic fields on the front side of the target
bending backwards traveling hot electrons in an arching path back to the target.
This implied magnetic fields on the order of 106 Gauss. This explanation would not
explain why the COMET shot saw no sign of these wings.
Koch, et al.[KKF+02] observed a columnar shape to Kα output when a plastic
target with buried metal tracer layers was irradiated by a petawatt laser pulse. They
explained this phenomenon in terms of a Weibel-like instability for hot electrons
propagating through the insulating plastic. Furthermore, their model relied on the
laser driver being on for & 500 fs. These conditions don’t apply to our measurement.
An electron fountain effect at the back side of a target is seen by A. Pukhov
[Puk01] in 3D PIC simulations designed to study back surface proton acceleration.
Electrons leaving the back surface generate a strong azimuthal magnetic field which
tends to keep them columnated, but as they’re pulled back by the electric fields,
they fountain out, rather than returning straight back, and further contribute to
the magnetic field.
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Flat Titanium Foil Wedge P-polarizedWedge S-polarizedPyramid
Figure 3.9: Comparison of possible titanium target geometries. f.l.t.r.: stand alone ti-
tanium foil (11 µm or 25 µm), pyramid with titanium foil (11 µm or 25 µm), wedge in
s-polarization with 11 µm titanium foil and wedge in p-polarization with 11 µm titanium
foil.
silicon pyramids have been developed and produced for this work by a collaborator,
Byoung-Ick Cho, University of Texas at Austin.
Production 500 µm thick silicon wafers serve as the substrate into which pyra-
mid and wedge-shaped dips are etched by means of anisotropic chemical etching.
Since this process is based on MEMS4 technologies that are intensively used in the
semiconductor industry, these targets can be produced cheap and with extremely
high accuracy.
Figure 3.8 shows a 4” wafer holding about 100 pyramid- / wedge-shaped dips and
several closeup pictures taken with an SEM microscope. Since the KOH etching rate
strongly depends on the lattice direction, etching alway occurs along !111" lattice
planes. The surface of the used silicon wafer is parallel to the !100" lattice planes.
Hence, depending on whether a square or rectangular mask is used, pyramid or
wedge-shaped tips can be obtained (see figure 3.8). Accurate control of the etching
parameters allows for pyramid tips of size less then 1µm2 with a silicon layer of only
several µm left underneath. Finally, a layer of either 11 µm or 25 µm thick titanium
foil is attached to the silicon substrate from the back side. Adhesion is accomplished
by a # 1µm thick layer of super glue. Because of the diamond lattice structure of
silicon, the open angle of both pyramid and wedge targets is a fixed to 70.5! (see
figure 3.8).
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Figure 6.18: The various target geometries employed in our experiments. Left to
right, a flat foil of titanium, a pyrami etched into Si with the Ti foil at its tip, the
s-wedge and the p- wedge. The latter two have the same shape but are named after
their orientation relative to the laser polarization.
6.3.2 Shaped targets
We also studied the effects of re-entrant conical targets, inspired by the fast ignitor
concept [KNM+01] and simulations by Y. Sentoku [SMR+04]. Given the prohibitive
cost of the free-standing gold targets used in fast ignitor targets, we elected to
produce ou own varie y of cones by isotropic etching of silicon. This produces
a square-base cone pit in a silicon wafer with a sharp tip which can be etched
down to within microns of the wafer’s back surface. It is also possible to make
“1-dimensional” cone targets by extending the tip of the cone to a line, which can
th n be oriented for s- or p- polarization (figure 6.18). The 70.5◦ cone angle w s too
wide to expect any significant surface electron guiding [NKNM04], but reflection of
laser light towards the tip can lead to an enhancement in laser intensity there.
For our experiments we affixed a Kα fluorescing layer of titanium (11 µm or
25µmthick) to the back surface of the target to give a signature of the fast electrons
emitted from the cone tip. Compliment ry 1-D PIC si ulations were performed
by Dr. Y. Sentoku of the University of Nevada at Reno. The hard (>100 keV)
x-ray temperature was measured by an array of scintillator/photomultiplier detec-
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Figure 6.19: FSSR1D image of Kα in titanium, displaying side peaks (see section
5.2.3).
spectrometer. Somewhat surprisingly, we found the trends in these two measure-
ments to be opposite between cones, s-wedges, and p-wedges: p-wedges exhibited
the strongest hard x-ray spectrum and the weakest Kα , while s-wedges exhibited the
opposite extremes, with cones falling in the middle. The PIC simulations predicted
that the p-wedges indeed absorbed more laser energy, but this laser energy came
in the form of very hot electrons which emit large amounts of bremsstrahlung but
have a low cross section for K-shell ionization. The simulated s-wedges on the other
hand, showed pressure heating near the wedge tip to temperatures of several keV,
a temperature high enough to send K-shell ionizing hot electrons into the titanium
layer.
The FSSR1D imaging the back side of a titanium-backed cone target showed
that the presence of the cone removed the wings from the spatial profile of Kα
(figure 6.20). This would seem to support the idea that the wings are generated
from electron motion at the front side of the target, which the cone geometry would
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Figure 6.20: Left: Kα imaging of the emission from a Si cone target shows no sign
of the wings seen from a flat Ti foil. Right: if the wing effect is generated on the
front side, blocking of electrons by bulk silicon could explain their absence in cone
shots.
prevent, but this is not conclusive. What is certain is that the cone suppresses the
wings to form a more point-like source, which is often desirable.
6.4 Prospects for Kα heating
In the next chapter I will describe the approach of proton heating, which we ul-
timately used to achieve the goal of producing and diagnosing well-characterized
warm dense matter states. We have found that, although Kα x-rays should in prin-
ciple be able to heat material to the lower warm dense matter temperatures, there
are a number of serious obstacles to this experiment:
• First and foremost, heating mechanisms other than Kα x-rays have dominated
in these experiments. If this is in fact heating by MeV protons, this effect could
be significantly reduced by cleaning hydrocarbons and water contamination
from the source either by ion sputtering gun [APM+04] (which would require
a mechanism to move the sample in and out of position) or by ohmic heating.
One might suggest increasing the vacuum gap to allow more time for x-ray
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heating before protons arrive. However, as we’ve seen the Kα flux falls off
quickly as we increase the gap, and even a 100 µm gap wouldn’t buy much
time, but would reduce the Kα excessively.
• A barrier layer would stop lower energy Kα x-rays more readily than fast
protons. This would preclude using this technique for photons heating low Z
materials such as Al, but might work with higher Z source and sample.
• We’ve seen evidence that any Kα source will be extended in time as we increase
our laser energy and Kα output. This takes away one of the key advantages
to Kα heating.
• Relativistic hot electrons are not favorable for generating Kα , particularly
in the low-Z sources which would be needed to heat low-Z materials, such as
Al, by Kα . But it is these electrons that are favorably guided in the cone
geometry [SMR+04]. Higher Z sources and samples might be aided by cone
guiding.
• As seen in section 4.3, for very high Z materials such as Ag, the fraction of
bremsstrahlung energy at higher photon energy than the Kα begins to over-
take the energy emitted from Kα even in the optimized case. Bremsstrahlung
heating would take away the advantage of the narrow band Kα source.
• Refocusing of Kα with grazing incidence optics (e.g. an ellipsoid) would elim-
inate the problem of protons (especially if a barrier were used), but this tech-
nique is likely to reduce Kα flux by at least an order of magnitude, because of
imperfect re-imaging, and a small collection solid angle.
If well-characterized heating to WDM states by Kα photons is to be achieved,
it will likely involve a cleaned source foil or cone of medium-high Z (e.g. Cu) heating
a sample foil of still higher Z, using a high-energy petawatt class laser with a very
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large and smooth focal spot. Electrons and protons leaving the source target will
have to be carefully characterized, and the laser-to-Kα efficiency will have to be fully
optimized.
We now shift our attention to deliberately heating via MeV protons through




As discussed in the last chapter, our early experiments showed strong evidence of
heating by MeV protons far above the level of any heating by Kα photons. Shortly
after those experiments, Patel, et al.[PMK+03] published results of an experiment
on JanUSP in which they demonstrated proton heating to warm dense matter tem-
peratures using streaked optical pyrometry (section 5.5). Based on our previous
experiments, we decided that the apparent merits of Kα heating were outweighed
by the superior heating capability of protons. Indeed, it would be a bigger challenge
to avoid proton heating than it is to implement it. The featured results of this
chapter, and of this thesis, are the first simultaneous measurements of a pressure-
related quantity (the rate of expansion) together with the temperature (through the
thermal self-emission), of isochorically heated warm dense matter.
7.1 Calisto shots
Initial proton heating shots were performed on Calisto (formerly JanUSP). During
the experiment we had access to an independently air-compressed and frequency-






Figure 7.1: Basic schematic of the proton heating experiment.
the shots, the SOP was spectrally resolved using a prism spectrometer, and set up
as described in section 5.5.6. For others, the prism and slit were removed to produce
a simple imaging SOP. The probe beam was also timed using the streak camera, as
described in section 5.3.2.
7.1.1 Target design
For the Calisto experiments, we1 fabricated our targets from Si wafers at the UT
Microelectronics Research Center2. A schematic of the targets is shown in figure
7.3. The source side of the target was coated with 150 nm Au to prevent scattering
of the laser precurser through the target, since Si is transparent to 800nm light until
ionized.
7.1.2 Effects of a prepulse
The Calisto/JanUSP laser was used for many successful proton experiments in years
past [PMK+03, BMC+04, APM+04]. However, its capacity to produce high quality



















































Figure 7.2: Layout of the Calisto proton heating experiment. We used an indepen-
dently air-compressed and doubled probe beam and a Wollaston prism interferome-
ter with two CCDs to seperately observe the phase and reflectivity of the sample at
400nm. A prism spectrometer front end to a streak camera observing the back side
of the target acted as a spectrally-resolved SOP. For some shots, the prism and slit
were removed, returning us to an imaging SOP.
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Figure 7.3: Target design for the Calisto proton heating experiments. Windows were
3 mm on a side and etched down to 20 µm for the source and 10 µm for the sample.
A single target consisted of two pieces of wafer adhered together with their etched
sides facing outward. The spacing of ≈ 85µm was maintained by using single strips
of scotch double-sided tape, cat. 665, which we found to be exceptionally stable
in thickness compared to other options. High magnification cross-section images of
the targets were used to determine thicknesses and variations. In some shots, the Si
source window was broken out and replaced with a 4µmAu foil, which gave slightly
higher proton yeild.
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energetic proton beams has diminished over the years. Our suite of diagnostis
provided clear evidence that the ability of Calisto to produce quality proton beams
from laser foil interaction is now severly diminished by the presence of a significant
prepulse3. As demonstrated by Wilks and Mackinnon, et al.[MBH+01, WLC+01], a
preformed plasma on the back surface of a proton source target destroys its ability to
produce multi-MeV proton beams, drastically reducing not only its maximum (cut-
off) energy, but also the conversion efficiency. Our interferometer clearly measured
a significant plasma on the back side of the source foil in advance of the main laser
pulse, and our SOP directly measured the laser prepulse in mJ shots as well as its
effects on a target in full energy shots, and RCF film stack diagnostics showed the
greatly diminished and distorted proton/ion beam and further evidence that this was
caused by a prepulse. Evidence of a prepulse from the interferometery/reflectivity
probe is shown in figure 7.4. With the probe arriving 30ps before the main pulse,
substantial plasma effects are already occuring on the back surface of the source foil.
On the earlier JanUSP experiments, we performed similar tests of the bare source
foil and found no such signs of disturbance before the arrival of the main pulse4.
This suggests that the prepulse is a new phenomenon which did not hinder proton
generation during the Kα heating experiments. Evidence of a strong prepulse from
the spectral streak camera is shown in figure 7.5. Direct measurement of the laser
from scattering at the target plane indicated that the prepulse existed 100 ps before
the main pulse, and also had a symmetric post pulse of slightly higher brightness,
and as well as another post pulse twice as far out. The same timing was seen in a
system shot on a bare source target, where at -100 ps a small amount of prepulse
light scatters through the 20 µm Si target, which is overlayed with a 600 ÅAu but
still slightly transmissive of 800 nm light. In the prepulse, signs of thermal emission
3The reader may recall that a prepulse problem in an earlier experiment was fixed by use of
a pulse cleaner. In these experiments, that same pulse cleaner no longer worked in that capacity,
being needed instead as an ordinary amplifier.
4This was with the pulse cleaner.
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Figure 7.4: The back surface of a silicon source target irradiated by a system shot,
with probe delayed -30ps relative to main. Left: Interference fringes on shot show
clear deviation; Center: reflectivity, after dividing out the pre-shot reference image,
shows strong a strong darkening region; Right: expansion calculated from the phase
of interferometry minus the phase of a pre-shot reference image. In the darkest
region, the phase cannot be interpreted. A “depressed” region in the phase map
shows up as a dark halo on the phase map, of about 250 µm diameter. The cause
of this is currently unknown, although it could be a plasma effect, with sub-critical
density plasma eminating from the central expanding region causing a negative

























Figure 7.5: Evidence of substantial preulse from the spectral SOP. Two streak
images are shown. On the left side is an actual system shot on a bare source target
showing a precursor, with strong emission at 800nm and some emission at other
wavelengths, followed by the expected termal emission. On the right side is the
streak of the main pulse scattered off of a tissue, showing pre-, main, and post-
pulses. The main pulse appears broad because its signal is saturated and therefore
space charge effects took place within the streak camera.
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Figure 7.6: Scans of an example RCF stack. Left to right = top to bottom: First
two films are Gafchromic HD film oriented with active layer towards target. Last
four films are Gafchromic HS, which is similar to MD55. The first film shows protons
and ions in a pattern that suggests a broken surface on the source. No protons or
ions penetrate to the second layer. Consecutive HS films have approximately the
same degree of exposure, which is attributed to electrons
Figure 7.7: Scans of additional front layer films from a variety of system shots, this
time on Au. Each film display a unique pattern apparently representing a disturbed
surface at the time of proton generation.
are seen in the source target, indicating that it’s been heated to eV temperatures.
At the time of main pulse arrival, the source foil is heated to very high temperatures
very rapidly, as expected.
As mentioned in section 5.4.1, evidence of a prepulse was also present in
RCF measurements of the proton output from source foils. Figure 7.6 shows a full
stack of six films deep. The films were wrapped in 10µmAl. The first two films are
Gafchromic high density (HD) film with the active layer facing the target, and the
last four films are Gafchromic high sensitivity (HS) film. HD films are asymmetric
and have < 1 µm of gel before their 6.5 µm active layer, and 100 µm of plastic
behind. HS films have 100 µm of plastic on either side of a 40 µm active layer. The
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fact that no protons expose the second RCF film indicates that the cutoff energy is
less than 4 MeV. Clouding of the HS layers is consistent with hot electrons, which
have long range in the film material and thus deposit uniformly throughout the stack
(invisible in the HD films because they have far less active material). The presence
of significant electrons indicates that we would have expected a large amount of
high energy protons, had the back surface of the source not been disturbed by the
prepulse. Thus, significant electron exposure of the film stack without protons is
considered another telltale sign of a prepulse5.
7.1.3 Energy deposition from RCF films
The RCF scans shown previously in figure 5.28 were the best proton signals measured
during the calisto run, and we use them to determine what type of heating we could
expect in our sample foil, at most. The 10µmAl wrapped around the RCF stack is
similar to the 10µmof Si material in our sample, and since we are interested mostly
in the heating near the back surface, the dosage in the RCF stack should be closely
related to the dosage at the back of a sample layer. From the OD of the film we
obtain a dose in Gy (J/kg), which was shown in figure 5.28. That stopping power is
given in MeV cm2/g means that the dosage can essentially be scaled down based on
relative areas being exposed. If we suppose that at a 100 µm distance the protons
are concentrated in a 100µmspot on the sample and came from a similar size source
so that they haven’t had a chance to spread out angularly yet, we can approximate
that the visible dosage on the film would have been uniformly distributed within a
∼100µmspot on the sample. With these assumptions, the films in figure 5.28 suggest
that the Si source would dose a Si sample to ≈ .12eV/atom, while the Au source
would dose to ≈ .36eV/atom. This is assuming that the forward-projected protons
are responsible for the majority of the heating. However, it is possible that slower












































Figure 7.8: Raw spectral SOP images from Si samples heated by Au source targets.
LEFT: 5ns sweep; RIGHT: 1ns sweep. The lower left quadrant of each circle contains
the SOP data. The vertical dividing line is a result of the damaged photocathode.
Both images are shown on the same scale. In the faster sweep speed, there is
additional noise on top of the reduced signal. The noise level is confirmed by the
presence of signal within the photocathode dead region, which would be completely
empty in the absence of noise. The blanking (noise preventing) circuitry of the streak
camera is different for the higher sweep rates, and may not have been functioning
properly in this older streak unit.
protons released at wider angles than 20◦ could have contriubted to heating. These
energy deposition levels are also so small that other sources such as bremsstrahlung
and hot electrons might have significantly contributed to the total heating level.
Indeed, the SOP seemed to indicate slightly higher temperatures than estimated
here.
7.1.4 Spectral SOP results and interpretation
The spectral SOP (see section 5.5.6) successfully detected the thermal emission from
proton heated samples for sweep speeds of 1 ns or slower. Two example images are
shown in figure 7.8, which represent the highest measured temperatures, obtained













































Figure 7.9: LEFT: Plot of photon counts to brightness temperature for the two
images. Horizontal width of the bands indicate the standard deviation in noise level
in regions where no signal should be present. This noise leads to a blindness to
temperatures less than ∼ 1eV for the 1 ns sweep time and ∼ .5 eV for the 5 ns
sweep time. RIGHT: The normalization map, used to account for photocathode
damage and MCP dimming, was produced using uniform white light exposure at a
slow sweep speed.
dispersed light from about 450nm to 700nm, cut off at the photocathode damage
region. We attempted to time the streak camera so that it would capture the
emission at the midpoint of the sweep, in order to see the initial rise in teperature
across as much bandwidth as possible.
On our streak unit the signal to noise ratio decreased as the sweep speed
increased not only because of weaker signal but also because of increasing noise6.
As a result, shots at the fastest (300ps) sweep speed did not produce meaningful
data. Figure 7.9 shows two aspects of the calibration proccess. First, the conversion
of pixel counts on the streak camera CCD to brightness temperature (shown for
633 nm), based on a full calibration of the system, gives a picture of the minimum
measureable temperature. The relatively low sensitivity and high noise levels of the
6According to Hamamatsu, the “blanking circuitry”, which controls against stray electrons,
changes modes below 2 ns.
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streak camera we were using limited us to about .5 eV and 1 eV for the minimum
discernable temperature in 5 ns and 1 ns sweeps, respectively. This is based only
on the standard deviation in the noise in a region of the sweep that should be blank
(upper left quadrant in figure 7.8 images). The damaged photocathode and faded
MCP are handled by a flatfield normalization map, obtained from uniform white
light illumination in a slow speed sweep.
We find that the heated samples did reach temperatures near 1 eV. Scaled
sweep images and lineouts of the example shots are shown in figure 7.10. The noise
level and uncertainty in calibration prevented us from resolving the details of the
temporal evolution. However we can place the temperature at 1 ±.5 eV, which is
slightly higher than predicted from the proton RCF, but considerably lower than
seen in the x-ray heating experiments.
7.1.5 Expansion measurements
Expansion was very slow compared to what was seen in the x-ray heating experi-
ments (6.1.5), but still measureable for long delay times, and consistent with Si at
. 1eV. Apparently the heating was quite variable because the degree of expansion
does not fit nicely on a single line, and most expansion measurements showed much
slower growth than would be expected from a 1eV temperature (figure 7.11). In the
experiment described in the next section, we employed a chirped pulse interferometer
to get a full time history of expansion in a single shot.
7.2 Titan experiment
The Titan experiment was very successful in that it clearly produced and charac-
terized in a clean and consitent manner states of volumetrically heated warm dense
matter. Unlike the previous experiments, a single shot gave a complete time history
































































































































































































Figure 7.10: Scaled data from the two example spectral SOP measurements. IM-
AGES: Axes scaled to wavelength in µm and time along the x and y axes, and
brightness scaled to the brightness temperature calculated from pixel values. The
images are not perfectly uniform along single-time lineouts in part because the emis-
sivity of the target is not taken into account. PLOTS: Vertical lineouts of the data
for 3 different wavelengths (Blue = 470 nm, Green = 532 nm, Red = 633 nm). In
the 5 ns scan, an initial peak followed by a slow dropoff and a gradual rise can be




















































Figure 7.11: LEFT: Phase vs. time measured with a 400nm probe, with a Hyades
hydro simulation of the same assuming a delay corresponding to the 200 keV proton
arrival time. Right: The brightness temperature for this simulation.
get. With a measure of the proton spectrum, we were able to tie together all three
measurements with a single free parameter.
7.2.1 Experimental layout
The Titan experimental layout is shown in figure 7.12 An independently compressed,
partially chirped probe beam is delivered to the back surface of the target and timed
by path length to be synchronized with the main laser pulse. The probe reflects from
our target and is relay-imaged out of the chamber to the interferometer front end of
the CPI, in which that image is relayed onto the slit of a spectrometer, giving the
1-D temporal, 1-D spatial image of the target back surface (sec. 5.3.7). A 90/10
beamsplitter takes a small fraction of the beam to monitor the image plane that is
projected on the slit, and thus gives the 2D image. This diagnostic is only used to
verify alignment however, since the fringes from the chirped pulse will be blurred
on a simple 2D image. We discovered that a wall of lead bricks were neccessary to
protect the CCD from malfunction on system shots, as discussed in section 3.2.4.













Figure 7.12: Top overview of the Titan experimental layout, described in the text.
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as described in section 5.5.4. We used a 1:1 magnification onto the C7700 high
dynamic range streak camera. The sensitivity of this camera was such that filters of
1.5 ND, in addition to the 10nm bandwidth 468nm interference filter, were needed
to keep signal below saturation on system shots.
A proton spectrometer, fielded by Dr. H. Chen also gave data that was
used in our analysis. It was aligned directly behind target normal and several
feet behind the target. Other diagnostics on this experiment incude an array of
electron spectrometers encircling the target at the same distance as the proton
spectrometer, a Von Hamos spectrometer7, behind the target and below the target
plane, tuned to Al Kα , and a streak-camera based ion time of flight spectrometer
still in development.
Although not depicted here, a series of alignment beams aided in finding best
focus. The stable-breadboard design of the Titan target chamber (sec. 3.2.4) made
alignment reliable and consistent.
7.2.2 Laser conditions
At the time of our experiment, Titan was capable of delivering 150 J in a ∼600 ps
pulse at 1 µm . An f/3 parabola achieved < 10 µm focal spot diameter. We ran
the laser at 100 J to reduce the turnaround time from nuclear activation within the
chamber and to reduce the odds of electromagnetic pulses disabling our electronic
diagnostics. The probe beam was left partially stretched to approximately8 158 ps.
7.2.3 Target design
Our targets were designed and fabricated at LLNL. As shown in figure 7.13, the
target window is etched out of a 400µmthick wafer of Si. The 400µmthickness serves
7These diagnostics are part of a separate and ongoing experimental campaign to measure proton
stopping power in warm dense matter.
8A 60 ps pulse was desired but a miscalculation involving a previous experiment that used a







Figure 7.13: The target windo w and source foil for the Titan experiments. The
window was 1 mm across and 400 µm deep. The back surface was layered with
.5µmAu below 2µm -4µmAl, except in the aperture region, where the Au was first
etched away. The Au source foil was thin enough so that, with pump laser incident
at an angle, the aperture could be brought to the focal position of the laser, allowing









































































Figure 7.14: LEFT: Two proton spectra measurements from system shots on Titan.
The red trace is from a shot in which a sample layer was present; the blue curve
is from a bare sample shot. They are consistent with the absorption of the sample
layer. A blocked region and associated spike are labeled. RIGHT: The implied time
history of heat deposition from the smoothed and traced spectra, and an artificial
proton spectrum that best fit the SOP.
as the source-sample spacing, as the source foil was a thin strip of 17 µm thick Au.
The sample started with a backing of 500nm thick Au into which a 100µmdiameter
alignment aperture was etched. Between 2µmand 4µmof Al was then deposited over
the back surface. The foil inside the aperture wrinkled, and so the 100 µm outline
was visible on both sides, aiding greatly in alignment of both the SOP and the FDI.
7.2.4 Proton spectra
We did not use proton RCF on this experiment, but it was well-established that
excellent proton beams could be produced on Titan, darkly exposing several layers in
a film stack with a circular proton beam, using ∼15µmAu targets[Ng07]. We instead
used a magnetic proton spectrometer with an image plate detector to produce a
spectrum from 10 keV to 100 MeV.
Two example proton spectra are shown in figure 7.14. We found these spectra
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Figure 7.15: Some example images from the setup and alignment of the Titan
CPI. LEFT: The target alignment aperture lined up with a partially opened slit,
illuminated with CW light to form an image on the CPI camera. CENTER: Closed
slit, illuminated with CW light. RIGHT: On-shot output of the 2D imaging camera,
showing the extent of the plasma.
to have a common “spike” feature at about 2 MeV, adjacent to a gap in the spectrum
at about 4 MeV caused by the film holder. We believe that the spike is associated
with the film holder gap and not an actual peak in the proton spectrum. For this
reason we use a 3-Maxwellian fit to the proton spectrum in our simulations. This
assumption about the spectrum is supported by our simulations, where the proton
temporal profile of the smoothed fit gives much better agreement with our other
diagnostics. It is also reasonable because a peak in the spectrum is not expected,
and if it were real, we would hardly expect it to appear at the exact same energy
every time.
7.2.5 CPI results and interpretation
In figure 7.15 are shown some setup images from the Titan CPI, showing the aperture
and a closed slit illuminated with CW probe light, as well as an image from the 2D
CCD camera, which allowed us to verify after a shot that we were aligned to the
central region of proton heating.
The CPI was successfully timed and aligned to show the expansion of our


















Figure 7.16: Examples of raw CPI data. Time goes from top to bottom on these
images, and one can see vertical fringes bending to the right, indicating expansion

















Figure 7.17: Unwrapped phase images for the CPI. Some mottling is evident from
imperfect phase unwrapping caused by regions of poor fringe contrast, but these
show up only at late times and are clear 2π phase jumps that are easily accounted
for.
ferograms are shown in figure 7.16. In S14 we see the disadvantage of having the
alignment aperture on the target itself: Inadvertently leaving it within the range of
target that was heated, we not only created an unreadable region in the interference
image, but also produced a region where the target is hotter, leading to a strong
disagreement between the SOP and CPI.
In figure 7.17 are shown direct unwrapped phase maps of the interference
images, using also the pre-shot reference images. A nice picture of a target that























Figure 7.18: Vertical lineouts reconstructed [GAR+01] to give phase shift as a
function of time. The curves are vertically offset. Labels on each curve are the shot
numbers for the Titan run.
images.
In figure 7.18 are the phase shift as a function of time from vertical lineouts
of the CPI phase, following reconstruction [GAR+01]. Except for a few blips of
noise, the expansion is rather smooth, with different rates on different shots.
When properly aligned and calibrated as in our Titan shot run, the CPI
gives in a single shot what it would have taken a series of shots to achieve with
the 2-D interferometer used in previous experiments. Setup is considerably more
complicated, but the advantage is clear: from the 4 shots seen above, the expansion
rates were different, and were not proportional to laser energy. Indeed, S13 showed
the slowest expansion from the second highest laser energy at 103 J, while shot 15
had the fastest expansion (tied with S26) with the lowest laser energy at 86 J. S26
had 93 J while S14 had 108 J. If these shots had been used to produce single delay
2-D expansion images, there would have been a great deal of scatter, as was seen in





Figure 7.19: Images from the setup of the SOP on Titan. LEFT: An example streak
of CW light from calibration sweeps, exhibiting excellent signal-to-noise ratio and
dynamic range. CENTER: An image of the 100 µm aperture at target chamber
center, illuminated by diffuse white light, in focus mode with slit wide. RIGHT: Slit
closed around aperture, a part of the alignment procedure.
Since our vacuum gap is large and velocity dispersion causes the protons to
deposit energy over a rather long time period compared to what we would prefer,
it is convenient that our temperature measurement, the SOP also gives a full time
history on a single shot.
7.2.6 SOP results and interpretation
As mentioned in section 5.5 the C7700 streak camera on Titan had 103× better
sensitivity and 10× better dynamic range than the previous model of streak camera
used, as well as a completely uniform detection plate and photocathode. Figure 7.19
shows some images from the setup of the streak camera, showing calibration and
alignment.
In figure 7.20 are shown some SOP streaks from various system shots. The
height of each image corresponds about .96 mm in the target plane. The spatial
extent of the heated regions were similar to 330µm across (FWHM), comparable to
the 400 µm spacing between source and sample, and in agreement with the spatial










Figure 7.20: Example streak images on a system shot. SOURCE ONLY: 17µmsource
foil with no sample foil. A very large amount of ND is used and we see that the
emission lasts only a short time but is much brighter than the other streaks shown
here, accounting for the ND. SATURATED: If insufficient filtering is used (in this
case 0.5 ND compared to 1 and 1.5 ND used on the other shots), the SOP signal
will become saturated an unuseable. MISTIMED: We must time within a window
of 500ps, which is easy to miss with electronic timing if the path length from the
fast photodiode is off by even a cm, or something affects the rise time of the signal
pulse. POSSIBLY MISALIGNED: This image appears good but may have been
misaligned: the spatial extent of the sweep is narrower than other shots. GOOD:
A well aligned and timed shot. However the OTR is strong and blurs in somewhat
with the main shot. OTR PARTIALLY CLIPPED: The full thermal emission is
seen, but the OTR is partially clipped at the edge of the image. IDEAL: A shot in






























































Figure 7.21: Interpretation of the SOP as brightness temperature. LEFT: The
equivalent figure to 7.9, showing much less effect from background noise, and at a
faster sweep speed. The C7700 blanking circuitry functioned properly, keeping the
signal to noise ratio low at the fastest sweep speed. RIGHT: Example lineouts from
various streak images, showing an OTR pulse at time 0 followed by quickly rising
thermal emission. Note that in the grey curve the OTR is very strong and begins
to blur with the second peak.
shown in its entirety in each of the images in the figure.
Figure 7.21 shows the interpretation of the SOP images as brightness tem-
perature. Electron noise does not significantly affect our measurements as it did
in the Calisto SOP, and we are subject only to the uncertainty in our calibration.
Taking all factors into account, that uncertainty was ∼ 15%. This higher sensitivity
would allow for higher magnification in future experiments of this type.
7.2.7 HYADES simulation comparison
We test our data against the predictions of some of the leading equations of state by
way of the 1-dimensional radiative Lagrangian hydrodynamic code Hyades [LL94].
The code is designed to deal with dense, cooler plasmas, and can operate within
the WDM regime so long as a defined EOS is available. Available in our copy were
the QEOS [MWYZ88] and the Sesame EOS tables for various materials [Mon84],
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as well as several ionization models. In simulating our experimental results, we had
three parameters:
1. Equation of state model. Our available EOS models were ideal gas, QEOS,
and LANL Sesame table # 3718 for Al.
2. Ionization model. The default model of Saha ionization [ZBD00], but a
Thomas-Fermi model is also available. The QEOS uses its own version of
the Thomas-Fermi model, precluding selection of an alternate model.
3. The total number of protons in the measured spectrum (figure 7.14) to use as
an energy source.
Determining the proton number
This last item was achieved for each combination of EOS and ionization model by
entering the protons as a timed energy source into the simulation. Protons can be
modeled as a source of energy to the electrons of the sample material. Based on
proton stopping power [BCZC05], we calculated the energy deposition with time and
depth into the foil producing a plot such as the one shown in figure 7.14, multiplied
by a constant, and converted it into the Hyades format. For each EOS and ionization
model, we changed this constant until the calculated brightness temperature (see
section 5.5.1) best matched the data from our SOP. As seen in figure 7.22, the
temporal profile of brightness temperature emission can be matched, by iterating
the scalar multiple of proton number in each of the models, but only if a smooth
three-Maxwellian fit to the proton data is used: if a direct trace of the proton data,











































































Figure 7.22: Matching the measured brightness temperature to Hyades simulation
for various models. LEFT: Energy deposition profiles used for the various models
(see figure 7.14 for “full trace”). The difference is significant, as the SOP data would
not be matched if a different energy deposition profile were used (e.g., Sesame/Saha
using the QEOS dose rate profile). RIGHT: Various models and data for the bright-
ness temperature. OTR is removed from the data by a Gaussian fit. Error bars on
the data represent the range of the noise plus the error in our brightness temperature
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Figure 7.23: Time slices from the Hyades simulation of S15, in 7ps intervals. TOP:
Electron density vs. position in the target normal direction. Left of the 0 position is
the 0.5µmAu, which can be seen as an electron density that is initially higher than
the Al. BOTTOM: Electron temperature vs. position. The Au is more strongly
heated because it absorbs the protons more strongly. However the heat wave from
















































































Once the simulation is run to produce the match shown in figure 7.22, the simula-
tion is already completely determined and no tweaks can be made to fit the CPI
data. Thus the physics must be correct, specifically the EOS model must predict
the correct pressures and ionization state to give the right prediction of the CPI
measurement, given a foil that emits consistently with the SOP data. This is a
strong constraint, but if it doesn’t work then there is something wrong either with
our data or the simulation.
We find that the simulation can in fact fit both the CPI and SOP data with
energy input from the measured protons, and that the degree of agreement depends
on the specific model used. The expansion simulation and data are shown in figure
7.24. We see that when Hyades is run with the Sesame Al EOS and its default
ionization model (based on Saha), we find the best match to our expansion data.
The fit is also good when the optional Thomas Fermi ionization model is used,
although this fit seems to break down at later times. QEOS seems to diverge the
most, although it is also within error for the first 20 ps of expansion.
To give a quantitative description of how well the model fits our measured
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data, we consider the statistical correlation between the data, and the simulation
curves, which are treated as the ideal function. We can calculate the χ2 figure across
the data points shown, and compare this to the χ2 of hypothetical data that matches
perfectly the shape of the simulated curve, but is scaled by some percent. The value
of this percentage which gives the same χ2 figure as the actual data becomes our
figure of merit. In this way, we find that we were able to match the SOP data within
10% for all models in the first step, and that the expansion velocity was accurate to
within 7% for the Sesame model, and 20% for the QEOS model. If we restrict our
view to the first 20 ps of expansion, these later two numbers reduce to 2.5% and
20%, respectively.
7.3 Sandia Petawatt experiment
We have taken the first steps towards establishing this experiment at the 100 TW
target chamber at Sandia national laboratories. We built a new CPI similar to
the one at Titan, but using an inverting Michelson interferometer instead of a Mach
Zehnder on the front end. The facility has two Hamamatsu streak cameras, a C7700
identical to the one used on Titan, and a FESCA 200 sub-picosecond unit.
7.3.1 Targets
Our targets were 3 µm Al sputtered on a thin polished Si backing which was sub-
sequently etched away. The windows looked quite similar to the targets used on
Calisto, but with Al as the sample instead of Si. The windows were 2 mm across,
and at this size the sputtering and etching proccess did cause them to warp to some
extent. With the ability to take reference probe images this wasn’t too much of a
problem, but flatter targets would have been preferable. This could be obtained
with a slower etching proccess or smaller windows. The source foil was 20 µm Al




Figure 7.25: Images from the Sandia SOP. LEFT: Replacing the narrow band inter-
ference filter with a 650nm SWP filter on a system shot led to a saturated signal,
whereas the interference filter apparently let in insufficient light. RIGHT: By shoot-
ing the main pulse through an aperture and reflecting the probe pulse into the streak
camera, we were able to show the relative timing, aiding with the setup of the CPI.
7.3.2 SOP
As discussed in section 5.5.3, we were unable to obtain SOP data using the FESCA
200 streak camera. The lower photocathode sensitivity to visible light combined
with the higher f/# (5 vs. 3 for the C7700 SOP) combined such that obtaining the
same signals as on Titan would require a 1.9dB increase in the light signal. However,
since we were using 1.5 ND on Titan and seeing ample signal, we still expected to see
some sign of a streak signal on the FESCA, albeit not at the fastest sweep speed. By
monitoring the gate signals of the streak camera on shot, using an oscilloscope in an
electromagnetically isolated box, we determined to a fair level of certainty that the
triggering on system shots was functioning properly, and hence it was most likely
insufficient light signal that caused the SOP diagnostic to fail. Figure 7.25 shows
that we actually get too much light if we don’t filter, using only an SWP to out
the fundamental, rather than an interference filter. Also in the figure is an image
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Figure 7.26: Example raw CPI images. The light level was only slightly lower for
the system shot here, as the pointing stability problem was nearly resolved and we
also minimized the time between taking the reference shot and the system shot.
depicting the streak camera’s utility in finding the relative probe/main timing.
There is a C7700 available at Sandia. It would also be possible to utilize the
FESCA 200 as an SOP streak camera at its fastest speed using lower wavelengths,
as they will be brighter in thermal emission, and the FESCA has a sensitivity peaks
at 320 nm.
7.3.3 CPI data
The CPI probe beam was chirped to 35 ps and reflected at an angle of 15◦ from
normal. Example reference and shot images are shown in figure 7.26. An alignment
stability problem which caused the beam to drift and greatly reduce the illumination
on a system shot is being addressed, and was mostly solved by the end of the shot
run. The shots showed expansion rates comparable and slightly higher than what
was seen on Titan (figure 7.27). Reference phase subtraction was less successful in
producing a flat background than in the Titan shot runs, probably because of the
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Figure 7.27: LEFT: Timescales of the probe and main pulse as measured by the
FESCA 200 streak camera. RIGHT: Expansion vs. time for several system shots
(points), and a Hyades simulation with similar conditions to those used in the Titan
analysis, exhibiting a peak electron temperature >20 eV (smooth line).
we were reaching temperatures that exceeded 20 eV.
7.3.4 Prospects for the Sandia experiment
The CPI diagnostic remains intact, stored at Sandia. There are many ways in which
this experiment could be improved in future runs.
• A functioning SOP can be made with the C7700 streak camera. With a good
body of data from the C7700 it could be possible to determine a regime in
which the faster FESCA could operate.
• With the replacement of a few optics, the probe beam can obtain sufficient
energy for the CPI to be run at 2ω, allowing for probing of a higher density
critical surface, and the possibility of using Si as a sample material. The probe
pointing stability will have to be improved before this step is taken.
• A good measure of the proton spectrum turned out to be an integral part of
the analysis of the Titan data. Time did not permit us to use it, but a simple
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Thompson parabola was available at Sandia, and such a diagnostic would be
very useful in understanding what’s going on in the shots.
• With a slight change in the imaging, both images from the inverted Michelson
could fit on the CCD at once, giving either redundant expansion data or
reflectivity.
• The expansion data show some signs of the influence of slow ions. A thick
barrier layer could help to prevent that. Technically that barrier could simply
be the Si substrate that the Al is deposited onto; we could simply leave some
of it instead of etching it all away.
With refinements on the Sandia experiment, we are sure to improve on the
results seen at Titan. The foundation is certainly there to build up a good body of




The goal of this work has been to experimentally probe isochorically heated warm
dense matter to test the equation of state. Specifically, we looked at two techniques
for heating a sample foil with ultrafast laser generated secondary radiation from a
nearby source foil, Kα x-rays and MeV protons. Characterizing the internal energy
or temperature, together with the hydrodynamic expansion, we produce data that
tests the well-established equations of state in the difficult pressure and density
range of warm dense matter.
8.1 X-ray heating
The prospect of heating with laser generated x-rays was attractive for two reasons.
First, because the Kα and Kβ lines are very sharp, the photons travel in a straight
line path to a detector, and their absorption in matter is well-understood, it is in
principle a simple task to back out the internal energy deposition from a measure-
ment of the x-rays. Second, because Kα and Kβ are driven by the ultrafast laser
pulse and travel at the speed of light without velocity dispersion, the x-rays would
in theory provide a sub-ps pulse, making the heating highly isochoric. I showed in
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chapter 4 that modeling based on the literature of laser coupling into hot electrons
traveling through a foil indicated that sufficient Kα flux to heat into the 1eV range
was possible on a 10 J laser, but only if our source and sample foils were within about
30µmof each other, and the focal spot of the laser could be smoothly defocused to a
spot with 10s of µm diameter, much larger than the typical few µm diameter spots
of typical ultraintense laser systems. I also highlighted the importance of using the
right combination of source and sample materials.
Some potential issues were highlighted in chapter 4, namely that, as laser
energy increases, our ability to heat low-Z materials such as Al using Kα does
not improve substantially above about 10 J because the laser spot must increase
proportionally, decreasing the intensity for a given Kα output. For higher energies,
higher-Z materials would be more suitable for Kα heating experiments of this kind.
However, it was noted that the relative flux of bremsstrahlung would increase in the
higher-Z regime, making the experiment less clean, even when considering x-rays
only and ignoring other factors.
In chapter 6, we saw that proton heating dominated even though we de-
focused to nominal intensities outside of the optimal proton generation range (al-
though we could not produce a very clean focal spot at these sizes). We further saw
that the Kα output was weaker and more spread out in time than expected.
I suggested that, to go forward with the x-ray heating experiment would call
for higher energies, cleaner and larger focal spots, and higher-Z materials than were
attempted in this experiment. Furthermore, contaminant layers must be cleaned
from a source foil to prevent proton production. The rapid falloff of Kα intensity
with distance limits our options for getting creative. Because Kα sources are useful
for many other applications I suggest that they should still be studied on higher
energy laser systems, but not with isochoric heating as a primary goal.
246
8.2 Proton heating
In switching to proton heating we lose the two advantages which were ostensibly held
by Kα heating. The proton energies are distributed over a smooth energy distribu-
tion and vary along their spatial profile, and diagnostics of the proton beam would
not determine the energy deposition to sufficient precision. Thus it was necessary
for us to acquire a high quality ultrafast streak camera for an optical pyrometry
diagnostic, a difficult task. Velocity dispersion meant also that our heating source
was less perfectly instantaneous. However, protons allowed us to reach much higher
temperatures than Kα heating could have, and this lends a great deal of flexibility
to the experiment.
In the final proton heating experiments, we employed single-shot time re-
solved measurements of the heated sample. Together with a measure of the proton
spectrum, we were able to correlate these measurements beautifully through com-
parison with a 1-D hydrodynamics code running on various equation of state models.
We found that the most carefully formulated and well-regarded EOS, the SESAME
EOS, together with the most detailed ionization balance model, based on Saha ion-
ization, best fit our measurements.
There are many ways in which one could expand upon the proton heating
experiment. First, by varying the thickness of our sample layer, or equivalently by
placing various thicknesses of foil at the front side of the sample, we can both vary
the degree of heating by protons and reduce the influence of late-arriving slower
protons. Using a gap closer to 100 µm rather than the 400 µm used on Titan would
also help in producing shorter heating times.
Further refinement of our diagnostics can occur as this experiment continues.
In particular, more and various calibrations of the SOP diagnostic would help reduce
the error in the temperature measurement. Further cleaning up and stabilizing of the
probe beam would improve the quality of interference fringes in the CPI, improving
247
precision in the expansion measurement.
Aside from improving on the experiment in its current form, there are several
other diagnostics which could be usefully added. For example, we will be interested
in probing parts of the plasma profile than the critical density surfaces we were
limited to in our experiment. This can be done by looking at different wavelengths,
e.g., with harmonics of the probe beam (maybe even simultaneously), and UV wave-
lengths in the streak camera. We can also observe the hydrodynamic expansion of
the isentrope at later times (∼ 100ps) by profilometery, as suggested by Foord, et
al.[FRS04], either through proton or x-ray radiography. Also, by using a spherically
shaped source target [PMK+03] would allow us to reach still higher temperatures,
at which the Kα spectroscopy temperature determination technique of Hansen, et
al.[HEF+07] could be employed.
Finally, the optical properties of WDM [PHK+06] are also very interesting,
and we could study these at the wavelength of our SOP, to improve our temperature
measurement, and also at high harmonics, using HHG from gas jets .
8.3 Conclusion
In conclusion, we have taken steps towards further improving our knowledge of the
equation of state in the important and difficult regime of warm dense matter. As
the body of data across the warm dense matter regime expands, we will come closer
to our goal of filling that void, improving both our understandings of the inner
workings of warm dense matter, and our ability to understand and the behavior of
systems that pass through this regime, which, among other things, will be a step in
the direction of fusion power.
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