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“I was, am and will be enlightened instantaneously with the Universe.”
- Keizan Zenji
“People can come up with statistics to prove anything, Kent.
40% of people know that!”
- Homer Simpson
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Abstract
The large-scale structure of the Universe is a ‘cosmic web’ of interconnected clusters,
filaments, and sheets of matter. This work comprises two complementary projects
investigating the cosmic web using correlations between three different tracers: the
cosmic microwave background (CMB), supernovae (SNe), and large quasar groups
(LQGs). In the first project we re-analyse the apparent correlation between CMB
temperature and SNe redshift reported by Yershov, Orlov and Raikov. In the second
we investigate for the first time whether LQGs exhibit coherent alignment.
Project 1: The cosmic web leaves a detectable imprint on CMB temperature.
Evidence presented by Yershov, Orlov and Raikov showed that the WMAP/Planck
CMB pixel-temperatures at supernovae (SNe) locations tend to increase with in-
creasing redshift. They suggest this could be caused by the Integrated Sachs-Wolfe
effect and/or by residual foreground contamination.
We assess the correlation independently using Planck 2015 SMICA R2.01 data
and, following Yershov et al., a sample of 2,783 SNe from the Sternberg Astronomical
Institute. Our analysis supports the prima facie existence of the correlation but
attributes it to a composite selection bias caused by the chance alignment of seven
deep survey fields with CMB hotspots. These seven fields contain 9.2% of the
SNe sample (256 SNe). Spearman’s rank-order correlation coefficient indicates the
correlation present in the whole sample (p-value = 6.7 × 10−9) is insignificant for
a sub-sample of the seven fields together (p-value = 0.2) and entirely absent for
the remainder of the SNe (p-value = 0.6). We demonstrate the temperature and
iv
redshift biases of these deep fields, and estimate the likelihood of their falling on
CMB hotspots by chance is ∼ 6.8%− 8.9% (approximately 1 in 11− 15). We show
that a sample of 7,880 SNe from the Open Supernova Catalogue exhibits the same
effect, and conclude that it is an accidental but not unlikely selection bias.
Project 2: The cosmic web influences structure formation and evolution; galaxy
and quasar spins correlate with their host large-scale structures. We investigate
for the first time whether the LQGs hosting the quasars themselves exhibit coher-
ent alignment. We use the position angle (PA) of 71 LQGs in the redshift range
1.0 ≤ z ≤ 1.8 as the tracer here. We find that their PAs do not follow a random
distribution (p-values 0.008 . p . 0.07). Their distribution is bimodal with modes
at the centre of the A1 region of θ¯ ∼ 52± 2◦, 137± 3◦. The median location of the
modes at all 71 LQG locations is θ¯ ∼ 45± 2◦, 136± 2◦. We find that the LQG PAs
are correlated, specifically aligned and orthogonal, with a maximum significance of
' 0.8% (2.4σ) at typical angular (comoving) separations of ∼ 30◦ (∼ 1.6 Gpc).
This finding suggests an explanation for the Gpc-scale coherent orientation of
quasar polarization, first reported by Hutseme´kers in 1998, and since widely studied.
Our results are remarkably close to the radio polarization angles of θ¯ ' 42◦, 131◦
reported by Pelgrims and Hutseme´kers. The origin of these correlations is still an
open question, but is often attributed to quasars’ intrinsic alignment. More recently,
evidence has emerged that quasar polarization vectors are preferentially parallel and
orthogonal to LQG axes. Our results integrate these two findings.
The statistical significance of our results is marginal, and we cannot exclude the
LQG correlation being a chance anomaly. However, spatial coincidence between
our LQG sample and regions of quasar polarization alignment, and the similarity
between LQG PAs and radio polarization angles, suggest an interesting result. The
tendency of LQGs to be either aligned or orthogonal warrants further investigation,
and we suggest future work to evaluate this intriguing correlation further.
v
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Chapter 1
Introduction
The widely accepted lambda cold dark matter (ΛCDM) cosmological model of a
Universe comprising ∼ 69% dark energy (denoted by Λ), ∼ 26% cold dark matter
(CDM), and ∼ 5% ordinary baryonic matter is the fundamental foundation of most
modern cosmology. Precision measurements of the cosmic microwave background
(CMB) temperature, polarization, and lensing anisotropies from the South Pole
Telescope, Planck satellite, and Atacama Cosmology Telescope (e.g., Story et al.
2013; Planck Collaboration et al. 2016e; Louis et al. 2017, and references therein)
have strongly reinforced the preference for ΛCDM as the concordance model of
cosmology. ΛCDM describes the evolution of the Universe from the big bang through
13.8 billion years to today. During this time the Universe has expanded from a hot,
dense, almost entirely smooth primordial state to the cool, rich, hierarchical large-
scale structure (LSS) of galaxy clusters, superclusters, walls, sheets, filaments and
voids of the ‘cosmic web’ we see today.
This work investigates correlations between multiple tracers of the cosmic web,
up to redshifts z ∼ 1.8. At high redshifts, direct tracers need to be highly luminous,
such as supernovae and quasars as used in this work. In this chapter, we introduce
the cosmic web and report on evidence that galaxies and, in the case of active
galaxies their quasars, trace and align with the cosmic web. We give an overview of
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the CMB, and the imprints large-scale structure leaves on the CMB, which can be
used as a probe of matter distribution along the line-of-sight.
1.1 The large-scale structure of the Universe:
the ‘cosmic web’
The large-scale spatial distribution of galaxies in the Universe is far from uniform,
as demonstrated by wide-area surveys such as the Sloan Digital Sky Survey (SDSS,
York et al. 2000), the Two-Degree Field Galaxy Redshift Survey (2dFGRS, Fig. 1.1,
Colless et al. 2001), the Galaxy And Mass Assembly survey (GAMA, Driver et al.
2009), the Dark Energy Survey (DES, DES Collaboration et al. 2016), and the
VIMOS Public Extragalactic Redshift Survey (VIPERS, Scodeggio et al. 2018).
Rather, the large-scale structure (LSS) of the Universe forms a ‘cosmic web’
(Bond et al. 1996) of filaments, sheets, and voids, which evolved via gravitational
instability from small density perturbations in the near-homogeneous early Universe.
Using numerical simulations Bond et al. (1996) showed the final web of filaments
is present in the initial density fluctuations. More recent cosmological simulations
(e.g. Fig. 1.2, Springel et al. 2005; Dubois et al. 2014) now model the Universe with
impressive detail and accuracy.
Filaments and walls of galaxies have been observed on ∼ 100 h−1 Mpc scales for
some time (e.g. de Lapparent et al. 1986; Geller & Huchra 1989; Gott et al. 2005).
More recently, the mass distribution of filaments has been detected by weak lensing
of background galaxies (Jauzac et al. 2012; Clampitt et al. 2016; Epps & Hudson
2017; Yang et al. 2020) and of the CMB (He et al. 2018). Filaments have also been
detected in ionized gas (de Graaff et al. 2019) by the Sunyaev-Zel'dovich (SZ) effect
(Sunyaev & Zel'dovich 1970).
Analysis of galaxy filaments in Las Campanas Redshift Survey (LCRS, Shectman
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Figure 1.1: The spatial distribution of galaxies from the Two-Degree Field
Galaxy Redshift Survey (Colless et al. 2001), as a function of redshift and
right ascension, for a 3◦ slice in declination. Image credit: the 2dFGRS team.
Figure 1.2: The cosmic web of dark matter modelled by the Millennium
Simulation (Springel et al. 2005). Visualisation is of a 15 h−1 Mpc thick slice
through the density field at z = 1.4. Image credit: Springel et al. (Virgo
Consortium), Max-Planck-Institut fu¨r Astrophysik.
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et al. 1996) by Bharadwaj et al. (2004) indicates the length at which filaments are
statistically significant is . 70− 80 h−1 Mpc (comoving). On larger scales they find
that filaments connect by statistical chance and are not real structures. However,
using CMB lensing, He et al. (2018) observe that filament length increases as a
function of redshift, up to ∼ 260 Mpc (comoving, h = 0.673) by z = 0.7.
Bond et al. (2010) identify filaments in the SDSS galaxy distribution and in
cosmological simulations, and find the backbone of the filamentary structure is in
place by z ∼ 3. Indeed, Møller & Fynbo (2001) detect a filament at z = 3.04. Fur-
ther, Choi et al. (2010) show that the distribution of filament lengths has remained
roughly constant between redshifts 0.1 . z . 0.8, although filaments become nar-
rower at lower redshift. The statistical properties of filaments (e.g. length), and the
characteristics of their constituent galaxies (including alignment), strongly depend
on which algorithm is used to identify them (Rost et al. 2020).
A key assumption of ΛCDM is that the Universe is homogeneous and isotropic
on scales large enough for the cosmic web to be treated as perturbations, with a
statistical distribution independent of position. The transition from non-uniform to
homogeneous has been measured by various galaxy and quasar surveys on comoving
scales ∼ 70 − 150 h−1 Mpc (e.g. Hogg et al. 2005; Scrimgeour et al. 2012; Pandey
& Sarkar 2015), although other authors claim spatial inhomogeneity of galaxies on
comoving scales up to 300h−1 Mpc (e.g. Sylos Labini 2011; Park et al. 2017). Using
a fractal analysis of ΛCDM N -body simulations Yadav et al. (2010) estimate the
upper limit to the homgeneity scale is ∼ 260 h−1 Mpc (comoving).
1.1.1 Galaxies align with their host large-scale structure
It has long been known that galaxy clusters are elongated (e.g. Carter & Metcalfe
1980), tend to be orientated towards neighbouring clusters on scales ∼ 30 Mpc
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(Binggeli 1982), and that the brightest cluster galaxy (BCG) tends to be preferen-
tially aligned with the major axis of its parent cluster (Sastry 1968; Binggeli 1982;
Plionis et al. 2003, and references therein).
Most studies of BCG alignment focus on relatively low redshifts, e.g. Niederste-
Ostholt et al. (2010), who find that clusters at ‘high’ redshift (z > 0.26) show less
alignment than those at lower redshift. However, West et al. (2017) show that BCG
alignments are found in a sample of the most massive galaxy clusters at redshifts
0.19 < z < 1.8. They suggest the most likely mechanisms for BCG alignments are
(a) anisotropic infall of matter along filaments,
(b) primordial alignment with the surrounding matter density field,
(c) gravitational torques, or
(d) some combination of these.
Considering other galaxy types, alignment of luminous red galaxies (LRGs) is
detected at separations of ∼ 100h−1 Mpc up to redshift z . 0.7 (e.g. Joachimi et al.
2011; Singh et al. 2015), and alignment of nearby (z ≤ 0.02) spirals is reported
at separations of ∼ 2 h−1 Mpc (Lee 2011). Using the Horizon-AGN (Dubois et al.
2014) cosmological simulation, Bate et al. (2020) show that the alignment of elliptical
galaxies begins at z ∼ 3, leading to significant alignment by z ∼ 1.
On smaller scales (hundreds of kpc), coherent planes of satellite galaxies are
observed throughout the local Universe (e.g. Pawlowski et al. 2013; Ibata et al. 2013;
Tully et al. 2015). Pawlowski (2018) suggests these may be caused by accretion along
filaments, infall of satellite groups, or the formation of tidal dwarfs. The filamentary
accretion hypothesis is supported by Libeskind et al. (2015), who find that satellite
planes are preferentially aligned with the local large-scale structure.
The orientation of galaxies is influenced by the gravitational potential and an-
gular momentum of the surrounding large-scale structure. In the absence of other
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dynamical factors (e.g. mergers) the shape of elliptical galaxies will tend to be per-
turbed to align with the LSS gravitational potential (tidal distortion), whilst spiral
galaxies will tend to align their spin with the LSS angular momentum (tidal torque)
(Kiessling et al. 2015).
Cosmological simulations such as Horizon-AGN (Dubois et al. 2014) and Simba
(Dave´ et al. 2019) indicate the spin of haloes (and galaxies) are preferentially aligned
with filaments and sheets at low masses (mainly spirals) and orthogonal at high
masses (mainly ellipticals) (e.g. Dubois et al. 2014; Codis et al. 2018; Kraljic et al.
2020). Using the Planck Millennium simulation (Baugh et al. 2019), Ganeshaiah
Veena et al. (2018) demonstrate this is a result of accretion history, with low-mass
haloes tending to accrete mass from orthogonal to their host filament and thus
orientating their spins along the filaments. In contrast, they find high-mass haloes
tend to accrete along their host filament and have spins orthogonal to them.
These predicted alignments between the orientation of galaxies and their sur-
rounding large-scale structure have been observed. For example, Zhang et al. (2013)
find that the major axes of SDSS DR7 galaxies are preferentially aligned with the
direction of filaments and within the plane of sheets, and Tempel & Tamm (2015)
find that orientation of SDSS DR10 galaxy pairs is aligned with their host filaments.
Recently Welker et al. (2020) detected the mass-dependent transition of galaxy spin
alignments with filaments, from parallel at low-mass to orthogonal at high-mass.
They found that this shift occurred at 1010.4−10.9 M, consistent with Horizon-AGN
predictions (Dubois et al. 2014; Codis et al. 2018).
1.1.2 Quasars align with their host large-scale structure
Quasars are the most luminous active galactic nuclei (AGN), powered by accretion
onto supermassive black holes (SMBHs, e.g. Salpeter 1964). The fraction of the
SMBH lifetime it is actively accreting, or equivalently the fraction of quasars in the
6
CHAPTER 1
Figure 1.3: Artist’s impression of the alignment of quasar polarization with
large-scale structure, reported by Hutseme´kers et al. (2014). The cosmic web
is shown in blue, quasars in white, and the rotation axes of their black holes
are indicated with a line. Image credit: ESO/M. Kornmesser.
population of SMBHs, is known as the quasar ‘duty cycle’. For a typical duty cycle
of 0.1− 1% the mean quasar lifetime is 10− 100 Myr (Marinello et al. 2016).
High-redshift quasars are believed to exist within the most massive host galaxies
of large dark matter haloes (Turner 1991). These are associated with extreme over-
densities in the matter density field, which are predicted to become progressively
more rare with increasing redshift (Efstathiou & Rees 1988). Quasars are biased
tracers of the most over-dense regions in the early Universe, which simulations indi-
cate are the progenitors of galaxy clusters we see in the present epoch (Springel et al.
2005; Di Matteo et al. 2008; Angulo et al. 2012). Indeed, there are observations of
galaxies clustering around some high-redshift (z & 3) quasars (e.g. Husband et al.
2013; McGreer et al. 2014; Husband et al. 2015).
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Large-scale anisotropies, up to Gpc scales, are observed in the spatial distribu-
tion of quasars; see discussion of large quasar groups in section 1.1.3. There are also
anisotropies in quasar polarization, potentially on even larger scales (Fig. 1.3). This
was first reported by Hutseme´kers (1998), who found the polarization of optical light
from quasars was coherently orientated on scales ∼ 1, 000 h−1 Mpc at redshifts of
1 . z . 2. This was then confirmed at higher significance levels by further polariza-
tion observations at optical wavelengths (Hutseme´kers & Lamy 2001; Cabanac et al.
2005; Hutseme´kers et al. 2005), the introduction of coordinate-invariant statistics
by Jain et al. (2004), analysis using a new and completely independent statistical
method proposed by Pelgrims & Cudell (2014), and polarization measurements at
radio wavelengths (Tiwari & Jain 2013; Pelgrims & Hutseme´kers 2015).
Joshi et al. (2007) find no such evidence for large-scale polarization alignment
at radio wavelengths. However, they do not use the same source type restriction as
Pelgrims & Hutseme´kers (2015), who only find alignment with radio quasars, but
not all radio sources. Nor do they examine different redshift intervals, although
from the first detection (Hutseme´kers 1998) the alignment is reported to be redshift
dependent. Tiwari & Jain (2019) also report isotropic radio polarizations with
no evidence of alignment on scales & 800 Mpc, although they are prevented from
examining smaller scales due to the number density of their radio source sample.
The claims of quasar polarization alignment, although widely reported, therefore
remain somewhat controversial.
The alignments in quasar optical and radio polarization are grouped in distinct
regions, two in the north Galactic cap and one in the south Galactic cap, each
with different preferred directions (Tables 1.1 and 1.2). The regions identified at
optical wavelengths differ to those found at radio wavelengths, although there is
significant overlap. In the south & 85% of the objects within the RS1 region are
also within A3, and in the north & 70% of those within RN2 overlap with A1
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Table 1.1: Regions of quasar optical polarization alignment (e.g. Hutseme´kers
1998; Hutseme´kers et al. 2005). RA and Dec (B1950) ranges delineate region
boundaries. A1(low), A3(low), and A3(high) are the low/high-redshift counter-
parts to A1 and A3. No departure from random was detected for A3(low) and
A3(high). A2 was dropped and most objects incorporated in A1(low) when the
authors increased the sample size between 1998 and 2005. Average polariza-
tion directions θ¯ are taken from Hutseme´kers et al. (2005).
Region RA (◦) Dec (◦) Redshift θ¯ (◦)
A1(low) 168 ≤ α ≤ 217 δ ≤ 50 0.0 ≤ z ≤ 1.0 79
A1 168 ≤ α ≤ 217 δ ≤ 50 1.0 ≤ z ≤ 2.3 8
A2 150 ≤ α ≤ 250 δ ≤ 50 0.0 ≤ z ≤ 0.5 -
A3(low) 320 ≤ α ≤ 360 δ ≤ 50 0.0 ≤ z ≤ 0.7 -
A3 320 ≤ α ≤ 360 δ ≤ 50 0.7 ≤ z ≤ 1.5 128
A3(high) 320 ≤ α ≤ 360 δ ≤ 50 1.5 ≤ z ≤ 3.0 -
Table 1.2: Regions of quasar radio polarization alignment (Pelgrims & Hut-
seme´kers 2015). RA and Dec (B1950) cooordinates identify the region centre,
ξ¯ and ξmax are the mean and maximum angular separations of objects from
the region centre, and θ¯ is the average polarization direction for the region.
No redshift limits, although correlation is more significant for z > 1.
Region RA (◦) Dec (◦) ξ¯ (◦) ξmax (◦) θ¯ (◦)
RN1 163 12 12 21 131
RN2 206 38 14 25 42
RS1 340 18 15 25 57
(Pelgrims & Hutseme´kers 2015). Region RN2 also coincides with the main cluster
of aligned polarized radio sources identified independently by Shurtleff (2014) using
an alternative statistical method.
A plausible physical mechanism for the alignment of quasar polarization on such
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large scales is not obvious, unless the polarization is induced along the line-of-sight.
From the first detection, interstellar polarization was a concern but deemed unlikely
(Hutseme´kers 1998). Most recently, Pelgrims (2019) revisits this possibility using
Planck 353 GHz maps to estimate the contamination of quasar polarization data
by Galactic dust (Planck Collaboration et al. 2015a,b). He finds the alignments are
robust against Galactic dust contamination.
Another potential line-of-sight mechanism widely discussed is exotic particles,
such as axion-photon mixing in external magnetic fields (e.g. Cabanac et al. 2005;
Hutseme´kers et al. 2005; Payez et al. 2008; Hutseme´kers et al. 2011), although
this is now disfavoured using constraints from circular polarization measurements
(Hutseme´kers et al. 2010; Payez et al. 2011).
If polarization is not induced along the line-of-sight, we must consider instrinsic
alignment of the quasar spin axes (e.g. Hutseme´kers 1998; Cabanac et al. 2005;
Pelgrims 2016). Hutseme´kers et al. (2014) report that optical quasar polarization
is preferentially either aligned or orthogonal to the host large-scale structure. They
propose that this bimodality is due to the orientation of the accretion disk with
respect to the line-of-sight, and conclude that quasar spin axes are likely parallel to
their host large-scale structures. Pelgrims & Hutseme´kers (2016) report a similar
result using radio wavelengths and large quasar groups (LQGs). They also conclude
that the quasar spin axes are preferentially parallel to the LQG major axis for LQGs
with at least 20 members, although they suggest this becomes orthogonal with fewer
members (10 < m < 20).
Several studies report radio jets are aligned over large scales (Taylor & Jagan-
nathan 2016; Contigiani et al. 2017), supporting the intrinsic alignment explanation
independently of polarization measurements. However, using a different jet scale,
Blinov et al. (2020) find no such alignment, although they do report a weak corre-
lation between jet direction and polarization orientation. The intrinsic alignment
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interpretation of coherent quasar polarization orientations remains open.
1.1.3 Large quasar groups (LQGs)
Large quasar groups (LQGs) are collections of quasars that represent peaks in the
quasar density field. The first LQG observed (Webster 1982) contained 4 quasars at
z ' 0.37 and had a size ∼ 100 Mpc. The largest LQG so far identified is known as
the Huge-LQG (Clowes et al. 2013, Fig. 1.4), contains 73 quasars at z¯ = 1.27, and
has a longest dimension ∼ 1, 240 Mpc.
Figure 1.4: Quasars comprising the Huge-LQG (black circles) and the
Clowes-Campusano LQG (red crosses). Green contours represent a kernel-
smoothed intensity map of MgII absorbers in the joint redshift range of the
LQGs (1.17 ≤ z ≤ 1.42). Image credit: Clowes et al. (2013).
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We are not aware of any work investigating the duty cycle of quasars in LQGs.
If it is similar to other quasars (0.1 − 1%), LQGs will also contain many quiescent
SMBHs, with the potential for their activation to illuminate the LQG with different
quasars at different epochs. However, if LQGs are triggered by some environmental
factor, causing a greater fraction of quasars to activate at a particular epoch, then
LQGs could be phenomena as transient as their constituent quasars (10−100 Myr).
Categorisation of LQGs as huge ‘structures’ that could potentially challenge
the cosmological principle is controversial (Nadathur 2013; Pilipenko & Malinovsky
2013; Park et al. 2015). However, the presence of the Huge-LQG and Clowes-
Campusano LQG (Clowes & Campusano 1991), in particular, are supported by
their association with MgII absorbers (Williger et al. 2002; Clowes et al. 2013),
and correlation with quasar polarization (Hutseme´kers et al. 2014; Pelgrims & Hut-
seme´kers 2016). The Huge-LQG may also be coincident with a CMB temperature
anomaly (Enea Romano et al. 2015).
It has been suggested LQGs are the high-redshift precursors to the galaxy su-
perclusters we see today (Komberg et al. 1996; Pilipenko 2007). Pilipenko (2007)
found that quasars tend to lie two-dimensionally, in sheets. At low redshifts (z ∼ 0.3)
So¨chting et al. (2002, 2004) show that quasars follow the large-scale structure traced
by galaxy clusters, being preferentially located on their peripheries.
It is likely that LQGs trace the regions of enhanced matter density of the cosmic
web, although their origin and significance are still somewhat disputed.
1.2 The cosmic microwave background
The cosmic microwave background (CMB) was first detected by Penzias & Wil-
son (1965) who, while investigating the source of radio ‘interference’, detected an
isotropic signal from the sky. In a companion paper Dicke et al. (1965) attributed
this emission to the remnant radiation from the hot big bang, as earlier postulated
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by Alpher et al. (1948).
In the ΛCDM cosmological model the early Universe was a hot dense plasma
(mostly electrons, protons, neutrons and photons). This tightly coupled photon-
baryon1 fluid (Peebles & Yu 1970), opaque to radiation, subsequently cooled as
it expanded. After ∼ 380,000 years, at a redshift of z ∼ 1, 100 it had cooled
sufficiently (∼ 3,000K) for free electrons to combine with protons and form neutral
hydrogen (‘recombination’, Peebles 1968). The Universe became transparent to
photons, which were then able to free-stream across the Universe to be observed by
us arriving isotropically from all directions on the sky.
Over the intervening 13.8 billion years the Universe continued expanding and
cooling, and the CMB we see today has an effective temperature of T = 2.726 ±
0.001K (Fixsen 2009). The CMB is almost perfect black-body radiation and its
temperature is highly uniform, with only tiny fluctuations (anisotropies) of the order
of one part in 105 first identified by COBE (Smoot et al. 1992).
The CMB has since been surveyed by a multitude of different telescopes, in-
cluding the Wilkinson Microwave Anisotropy Probe (WMAP, Hinshaw et al. 2013),
the Planck satellite (Planck Collaboration et al. 2016a), the Atacama Cosmology
Telescope (ACT, e.g. Das et al. 2014), and the South Pole Telescope (SPT, Schaffer
et al. 2011). See Fig. 1.5 for a map of the CMB temperature anisotropies.
It is estimated that ∼ 90% of the CMB photons we observe have travelled unim-
peded across the Universe to us. This represents the oldest primordial electromag-
netic signal we can observe, and it carries with it information about the properties
and physics of the Universe at the time of recombination. Information about the
density, velocity and temperature of the primordial plasma are all encoded in the
primary anisotropies.
1Here ‘baryon’ includes electrons, which are carried along with the more massive baryons
13
CHAPTER 1
-300 300T [ K]
Figure 1.5: Planck 2015 SMICA component separated CMB temperature
map at full resolution of FWHM 5′ with 1.7′ pixels. Grey areas are the Planck
UT78 confidence mask (Planck Collaboration et al. 2016b). Mollweide projec-
tion in Galactic coordinates centred on the Galactic centre.
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Figure 1.6: Planck 2015 CMB power spectrum with ΛCDM fit (red line).
The upper panel shows the spectrum and the lower panel shows the residuals.
Vertical axis is power shown as D` (Eq. 1.4) and horizontal axis is multipole
moment (`). Image credit: Planck Collaboration et al. (2016h).
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The other ∼ 10% of the CMB photons bear the imprints of the processes and
environments that they have travelled through, e.g. reionization, hot intra-cluster
gas, structure formation, and gravitational lensing. These can all induce secondary
anisotropies in the CMB, which tell us about the Universe during the epochs through
which the photons have travelled.
The CMB angular power spectrum (Fig. 1.6) refers to the angular coherence
of fluctuations in the CMB temperature, and it is this that is generally used for
statistical analysis of the CMB. Observation of the CMB power spectrum and CMB
anisotropies has revolutionised our understanding of cosmology, and the excellent fit
between theory and observations has cemented ΛCDM as our fiducial cosmological
model (Hu & Dodelson 2002).
The CMB temperature signal is a function over a sphere, so analogous to a
Fourier expansion, the contributions from different angular scales can be separated
by expanding it as a spherical harmonic series
T (θ, φ) =
∞∑
`=0
∑`
m=−`
almYlm(θ, φ) , (1.1)
where indices ` = 0, ...,∞ and −` ≤ m ≤ ` are the degree and order of Legendre
polynomials, with ` (the multipole moment) related to angular size and m related
to orientation/shape, alm are the spherical harmonic coefficients (i.e. the amplitude
of the contribution from each spherical harmonic) and Ylm(θ, φ) are the spherical
harmonics themselves. The power spectrum (C`) is defined by the average variance
of the spherical harmonic coefficients as
C` ≡ 〈| alm |2〉 = 1
2`+ 1
∑`
m=−`
| alm |2 . (1.2)
The observed power spectrum is intrinsically limited by the number of m-modes
we can measure, since there are only (2` + 1) of these for each multipole (`). This
leads to an unavoidable error in the estimation of any C` of
∆C` =
√
2/(2`+ 1) , (1.3)
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which is usually termed cosmic variance and gives rise to the larger uncertainties at
the low multipole end of the power spectrum. Note that it has become customary
to plot the observed power spectrum as
D` = `(`+ 1)× C`/(2pi) , (1.4)
because this changes more slowly as a function of `, gives a flat plateau at large
angular scales, and emphasises the structure at smaller scales.
The distinctive peaks in the CMB power spectrum (Fig. 1.6) occur as a result of
cosmological perturbations creating sound (pressure) waves in the tightly coupled
photon-baryon fluid (Peebles & Yu 1970). Matter falling into gravitational poten-
tial wells was compressed and heated, increasing radiation pressure and causing the
plasma to rebound and rarefy before gravity once again dominated and the oscil-
lation repeated. The propagation of these waves effectively ended at the epoch of
recombination and the pattern of oscillations was ‘frozen in’ to the CMB.
The acoustic peaks reveal a harmonic series of oscillations with various modes
corresponding to the number of oscillations completed before recombination. The
longest wavelength mode, corresponding to collapse but ending before rebound, is
the fundamental mode and was measured first (Miller et al. 1999). Since then, the
acoustic peaks have emerged as a powerful cosmological probe (e.g. de Bernardis
et al. 2000; Benoˆıt et al. 2003) measuring the contents and curvature of the Universe
(e.g. Efstathiou et al. 2002; Spergel et al. 2003; Tegmark et al. 2004).
We observe the imprint of these acoustic signatures in the large-scale clustering of
matter, known as baryon acoustic oscillations (BAO), which give more opportunities
to test ΛCDM (e.g. Eisenstein et al. 2005; Percival et al. 2010; Beutler et al. 2011).
BAO analysis has been extended to higher redshifts using quasars (e.g. Delubac
et al. 2015; Ansarinejad & Shanks 2018). The fit with ΛCDM so far is exquisite.
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1.2.1 LSS imprints on CMB temperature
The ΛCDM cosmological model predicts that large-scale structure will leave an
imprint on the cosmic microwave background (CMB). The CMB temperature is
almost uniform, with fluctuations of the order of one part in 105 originating from the
epoch the CMB was emitted (primary anisotropies), and even smaller fluctuations
from the physical processes that have affected it since then (secondary anisotropies).
Measurements of these anisotropies by the Planck satellite are in excellent agreement
with the ΛCDM cosmological model (Planck Collaboration et al. 2016a). Cross-
correlation of CMB anisotropies with the cosmic web can constrain cosmological
parameters (e.g. Giannantonio et al. 2016; DES Collaboration et al. 2018).
Secondary anisotropies in the CMB can generally be grouped into those caused
by gravitational effects and those that result from scattering of CMB photons by free
electrons. In a ΛCDM Universe gravitational effects such as the integrated Sachs-
Wolfe (ISW, Sachs & Wolfe 1967) and Rees-Sciama (RS, Rees & Sciama 1968)
effects are expected to dominate at large angular scales. Scattering effects such as
the thermal and kinetic Sunyaev-Zel'dovich effects (SZ, Sunyaev & Zel'dovich 1970,
1972) are expected to dominate at small angular scales. See Appendices A and B
for summaries of the ISW (and RS) and SZ effects respectively. The amplitude of
the anisotropies caused by both groups of effects are predicted to be tiny, at least
an order of magnitude smaller than the primary anisotropies (one part in 105) of
the CMB.
There is evidence that LSS does indeed imprint on the CMB as hot and cold spots
via the ISW and SZ effects (e.g. Granett et al. 2008; Cai et al. 2014; Kova´cs et al.
2017). These are generally statistical studies of many superclusters and voids across
large areas of the sky. Granett et al. (2008) report a ∼ 4σ detection of the ISW
imprint using stacked supervoids and superclusters at z¯ ∼ 0.5 identified from SDSS
LRGs. They find mean ISW signals of ∆Tv ∼ −11 ± 3µK and ∆Tc ∼ 8 ± 3µK
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respectively, & 3σ above ΛCDM. Using a similar stacking method, Kova´cs et al.
(2017) detect the ISW imprint of Dark Energy Survey (DES) super-structures on
the CMB using 102 superclusters at redshifts 0.2 < z < 0.65. They reported a
cumulative hot imprint of superclusters of ∆T ∼ 5.1±3.2µK, which they find to be
∼ 1.2σ higher than expected in ΛCDM. The SZ effect has also been used to probe
nearby galaxy clusters (e.g. Bourdin et al. 2015).
However, not all apparent imprints on CMB temperature have proved to be
real. Yershov et al. (2012, 2014) reported that the WMAP/Planck CMB pixel-
temperatures at SNe locations tend to increase with increasing redshift. The signal
they find does not exhibit the frequency dependence of the SZ effect. They sug-
gest it could be caused by the ISW effect instead. Friday et al. (2018, chapter 2)
independently assess this apparent correlation and offer a different interpretation.
Our analysis supports the prima facie existence of the correlation but attributes it
instead to a composite selection bias due to the chance alignment of seven deep
survey fields with CMB hotspots. These fields contain just 9.2% of the SNe sample
(256 out of 2783 SNe); the ‘signal’ is entirely absent without them. We estimate the
likelihood of this alignment occurring by chance is 6.8%− 8.9%.
One individual anisotropy that has been a particular source of tension with
ΛCDM is the CMB Cold Spot (Vielva et al. 2004), a ∼ 5◦ radius feature with a
temperature decrement ∆T ∼ −150µK. Various mechanisms to explain the Cold
Spot have been suggested, including rotation of the Universe (Jaffe et al. 2005)
and the imprint of a supervoid via the ISW effect (Inoue & Silk 2006). However,
insufficient voids have been found in the direction of the Cold Spot to explain the
comparatively large drop in temperature (e.g. Bremer et al. 2010). Mackenzie et al.
(2017) reach similar conclusions and suggest a primordial origin.
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1.3 Summary and thesis structure
The large-scale structure (LSS) of the cosmic web leaves a detectable imprint on the
cosmic microwave background (CMB). This induces anisotropies in the temperature
(hot and cold spots) via gravitational and scattering effects such as the Integrated
Sachs-Wolfe (ISW, Appendix A) and Sunyaev-Zel'dovich (SZ, Appendix B) effects.
The gravitational lensing of these anisotropies can be used to reconstruct the lensing
potential (predominantly due to dark matter) along the line-of-sight. Both CMB
temperature and lensing therefore correlate with LSS.
In chapter 2 we investigate the cross-correlation of supernovae (SNe) redshift
and CMB temperature, reported by Yershov et al. (2012, 2014) and attributed by
them to the ISW effect and/or to some unrelated foreground emission. The SNe
we analyse are predominately at redshifts z . 1.5, so it is plausible large-scale
structure hosting their SNe sample could leave an imprint on the CMB via the ISW
effect. However, the signal reported by Yershov et al. (2012, 2014) increases with
redshift in a manner unexpected for the ISW effect and unexplained by them. We
therefore examine their result further in order to explain the correlation and assess
the feasibility of using SNe as tracers of the cosmic web at high redshifts. However,
we conclude that the apparent correlation is a composite selection bias (high CMB
T × high SNe z) caused by the chance alignment of seven deep survey fields with
CMB hotspots. This work was originally presented in Friday et al. (2018).
We include supplementary information to chapter 2 in Appendices C, D, and
E. In Appendix C we illustrate the Planck CMB temperature in the vicinity of the
seven SNe deep survey fields. Appendices D and E show the apparent correlation of
CMB temperature as a function of SNe redshift produced using different estimates
of Planck pixel variance (Appendix D) and different Planck maps (Appendix E);
the results are consistent.
The filaments and walls of the cosmic web are both predicted by cosmological
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simulations and are observed on scales of several 100 Mpc up to redshift z ∼ 3.
Galaxies are expected to align with these structures, and this is observed on compa-
rable scales. The spin axes of quasars exhibit similar physical alignment, and there
is also evidence quasars’ optical and radio polarization is coherently orientated on
Gpc scales, and that they are aligned with their host LSS.
In this work we investigate for the first time whether LQGs exhibit coherent
orientation, and whether this can explain the reported alignments of quasar polar-
ization from Hutseme´kers (1998) to Pelgrims (2019). This examines scales larger
than those so far analysed, and potentially offers corroborating evidence for, and en-
hancement of, the intrinsic alignment interpretation of the results from many quasar
polarization studies (e.g. Hutseme´kers & Lamy 2001; Jain et al. 2004; Cabanac et al.
2005; Tiwari & Jain 2013; Pelgrims & Cudell 2014; Pelgrims & Hutseme´kers 2015).
If true, it would represent LSS alignments over & Gpc scales, larger than those
predicted by cosmological simulations and larger than any so far observed. It could
potentially challenge the cosmological assumptions of isotropy and homogeneity, al-
though the existence of an individual fluctuation (whatever it might be) cannot
necessarily be used to make inferences about the large-scale statistical isotropy and
homogeneity of the Universe.
In chapter 3 we present the large quasar group (LQG) sample we use to trace
the cosmic web at redshifts 1.0 ≤ z ≤ 1.8. We describe the methods for determining
LQG morphology and orientation, discuss the methods for analysis of axial data, and
explain the need for coordinate-invariance and how parallel transport provides this.
For three-dimensional analyses we calculate radial comoving distance as detailed
in Appendix F. We later show that the distribution of LQG position angles (PAs)
is bimodal. This bimodality, together with the axial nature of PAs, and their wide
distribution on the celestial sphere, makes statistical analysis somewhat challenging.
We devote chapter 4 to describing and evaluating several statistical methods to
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analyse the uniformity, bimodality, and correlation of LQG PAs.
We present the results of our analysis of LQG PAs in chapter 5, with all LQG lo-
cations, memberships, and position angles listed in Appendix G, and their positions
in three-dimensional comoving space illustrated in Appendix H. We find marginal
evidence for non-uniformity, although we do find the PA distribution is bimodal with
97% confidence. We identify modes (peaks) at ∼ 52±2◦ and ∼ 137±3◦, remarkably
close to the mean angles of radio quasar polarization, θ¯ ' 42◦ and θ¯ ' 131◦, reported
by Pelgrims & Hutseme´kers (2015)2. We examine the correlation in LQG PAs and
find they are aligned and orthogonal across Gpc scales, with the typical likelihood
of this occurring by chance of ∼ 1.5 − 3.3%. The correlation is most significant
(significance level ∼ 0.8%, 2.4σ) for groups of ∼ 45 LQGs, corresponding to typical
angular (comoving) separations of ∼ 30◦ (1.6 Gpc).
In chapter 6 we discuss our work and speculate about the physical origin of the
LQG orientation correlation (see also Appendix I regarding Voronoi tessellation),
and in chapter 7 we offer our conclusions and suggest future work.
2Mean angles derived by the Hawley & Peebles (1975) method; errors were not reported
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Accidental deep field bias in CMB
T and SNe z correlation
This chapter presents our first project and was published in Friday et al. (2018).
2.1 Abstract
Evidence presented by Yershov, Orlov and Raikov apparently showed that the
WMAP/Planck cosmic microwave background (CMB) pixel-temperatures (T ) at
supernovae (SNe) locations tend to increase with increasing redshift (z). They sug-
gest this correlation could be caused by the Integrated Sachs-Wolfe effect and/or by
some unrelated foreground emission. Here, we assess this correlation independently
using Planck 2015 SMICA R2.01 data and, following Yershov et al., a sample of
2,783 SNe from the Sternberg Astronomical Institute. Our analysis supports the
prima facie existence of the correlation but attributes it to a composite selection
bias (high CMB T × high SNe z) caused by the accidental alignment of seven deep
survey fields with CMB hotspots. These seven fields contain 9.2% of the SNe sample
(256 SNe). Spearman’s rank-order correlation coefficient indicates the correlation
present in the whole sample (ρs = 0.5, p-value = 6.7 × 10−9) is insignificant for a
23
CHAPTER 2
sub-sample of the seven fields together (ρs = 0.2, p-value = 0.2) and entirely absent
for the remainder of the SNe (ρs = 0.1, p-value = 0.6). We demonstrate the tem-
perature and redshift biases of these seven deep fields, and estimate the likelihood
of their falling on CMB hotspots by chance is at least ∼ 6.8% (approximately 1
in 15). We show that a sample of 7,880 SNe from the Open Supernova Catalogue
exhibits the same effect and we conclude that the correlation is an accidental but
not unlikely selection bias.
2.2 Introduction
Observations of the cosmic microwave background (CMB) and Type Ia supernovae
(SNIa) are exceptional probes of cosmological parameters. The measurements of the
CMB by the WMAP satellite (Bennett et al. 2013) and SNIa by the high-z supernova
search team (Riess et al. 1998) and the supernova cosmology project (Perlmutter
et al. 1999) have established the six parameter ΛCDM cosmological model. Precision
measurements of the CMB temperature, polarization, and lensing anisotropies from
the South Pole Telescope, Planck satellite, and Atacama Cosmology Telescope (e.g.,
Story et al. 2013; Planck Collaboration et al. 2016e; Louis et al. 2017, and references
therein) have strongly reinforced the preference for ΛCDM as the concordance model
of cosmology.
Cross-correlation of CMB observations with the large-scale structure (LSS) of
the Universe, revealed by surveys such as the Sloan Digital Sky Survey (SDSS, York
et al. 2000) and the Dark Energy Survey (DES, DES Collaboration et al. 2016),
provide powerful tests of ΛCDM (e.g., Giannantonio et al. 2016; DES Collaboration
et al. 2018). Increased efforts are currently being made for accurate and precise
calibration of the distance-redshift relation using SNIa up to high redshifts (e.g.,
LSST Science Collaboration et al. 2009; Kessler et al. 2015) in order to understand
the expansion history and late-time (z ≤ 1) accelerated expansion of the Universe
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Figure 2.1: Plot of CMB temperature at SNe locations versus SNe redshift
binned with bin sizes ∆z = 0.01. Data are restricted by Galactic latitude (|b| >
40◦), redshift (z > 0.005), and Planck UT78 confidence mask. Error bars are
the standard error on the bin mean. The dashed line indicates ordinary least
squares linear regression, representing the correlation reported by Yershov
et al. (2012, 2014).
attributed to dark energy.
Yershov et al. (2012, 2014) combined CMB and supernovae (SNe) data and de-
tected a correlation between the CMB temperature anisotropies (T ) and the redshift
(z) of the SNe (CMB T × SNe z). High-z SNe appear to be preferentially associated
with hotter CMB temperatures (Fig. 2.1). This effect was particularly strong for
the SNIa sample. They concluded that the correlation is not caused by the Sunyaev-
Zel'dovich (SZ) effect (Sunyaev & Zel'dovich 1970) and suggested it may instead be
caused by the Integrated Sachs-Wolfe (ISW) effect (Sachs & Wolfe 1967) or some
remnant contamination in the CMB data, possibly from low redshift foreground
(Yershov et al. 2014).
In this chapter we re-analyse the SNe samples of Yershov et al. (2012, 2014) and
offer an alternative explanation for the correlation, namely that it is a composite
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selection bias caused by the chance alignment of certain deep survey fields with
CMB hotspots. This bias (high CMB T × high SNe z) is the combined result of
a selection bias (high-z SNe in deep fields) and the chance alignment of those deep
fields with CMB hotspots.
The remainder of this chapter describes our analyses of the reported correla-
tion. In section 2.3 we describe the data and summarise the variety of methods
used to demonstrate the prima facie existence of the correlation in these data. We
present the results from re-analysing the SNe sample of Yershov et al. (2012, 2014)
in section 2.4. Specifically, we identify SNe fields with a high surface density of
SNe (2.4.1) and show that these cause the apparent correlation (2.4.2) due to their
bias to hotter CMB temperature and higher redshift than the remainder of the
SNe sample (2.4.3). We quantify the likelihood of this bias occurring by chance:
at least 6.8%, or approximately 1 in 15 (2.4.4). We present corroborating results
from analysing alternative data in section 2.5. In section 2.6 we conclude that the
correlation reported by Yershov et al. (2012, 2014) is actually an accidental but not
exceptionally unlikely composite selection bias and we briefly speculate on further
potential implications for cosmology.
2.3 Data and methods
2.3.1 SNe and CMB data
We used CMB data from the Planck 2015 (Planck Collaboration et al. 2016a) maps1,
specifically SMICA R2.01 with Nside = 2048. These maps are provided and anal-
ysed using the Hierarchical Equal Area iso-Latitude Pixelisation scheme (HEALPix2,
1http://irsa.ipac.caltech.edu/data/Planck/release_2/all-sky-maps/
2http://healpix.jpl.nasa.gov/
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Go´rski et al. 2005). Our temperature distribution was consistent with that previ-
ously determined by Yershov et al. (2014) using the Planck 2013 (Planck Collabo-
ration et al. 2014a) SMICA R1.20 map.
The Planck component-separated CMB maps were produced using four tech-
niques: Commander (Eriksen et al. 2008), NILC (Delabrouille et al. 2009), SEVEM
(Ferna´ndez-Cobos et al. 2012) and SMICA (Cardoso et al. 2008). Planck Collabo-
ration et al. (2016b) provide a critical analysis of the applicability of the resultant
four 2015 maps, and confirm that, as in 2013 (Planck Collaboration et al. 2014c),
SMICA is preferred for high-resolution temperature analysis.
As recommended by Planck Collaboration et al. (2016b), for analysing component-
separated CMB temperature maps, we used the Planck UT78 common mask. This
is the union of the Commander, SEVEM, and SMICA confidence masks. UT78 ex-
cludes point sources, some of the Galactic plane (note also our subsequent Galactic
latitude restriction), and some other bright regions. It has a fraction of unmasked
pixels of fsky = 77.6%. Note that our results were consistent using an alternative
mask (UTA76), and without masking.
Our initial analysis used SNe data provided by Yershov et al. (2014) as supple-
mentary data3, derived from the Sternberg Astronomical Institute (SAI) Supernova
Catalogue4 (Bartunov et al. 2007) as of October 2013. This provides a sample of
6359 SNe of all types. To avoid contamination from the Galactic plane we restricted
this sample to high Galactic latitude |b| > 40◦, the same conservative restriction
used by Yershov et al. (2014). We could not reproduce the identical sample for the
redshift restriction apparently used by Yershov et al. (2014), so we adopted a restric-
tion of z > 0.005, which yielded a similar sample size to theirs. We excluded SNe
on masked (Planck UT78) HEALPix pixels. The resultant SAI sample contained
2783 SNe.
3https://academic.oup.com/mnras/article-lookup/doi/10.1093/mnras/stu1932
4http://www.sai.msu.su/sn/sncat/
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Above redshift z ∼ 1.2, SNe in the SAI sample become rather sparse and are pre-
dominantly associated with hotter than average CMB temperature. To analyse this
high redshift region further, we obtained z > 0.005 data from the Open Supernova
Catalogue5 (OSC, Guillochon et al. 2017) as of June 2017. We removed SNe without
co-ordinate information, those not yet confirmed as SNe (Type = Candidate) and
gamma ray bursts (Type = LGRB). These selections provide a sample of 12879
SNe of all types. We also restricted this sample to high Galactic latitude |b| > 40◦
and excluded SNe on masked (Planck UT78) HEALPix pixels. The resultant OSC
sample contained 7880 SNe.
Unless specified otherwise, all analysis in this chapter was performed on the SAI
sample after the restrictions on Galactic latitude (|b| > 40◦), redshift (z > 0.005),
and Planck UT78 confidence mask. We repeated our analyses using the OSC sample
(section 2.5.2) with the same restrictions to verify that our results are not specific
to the SAI sample.
2.3.2 Methods
We constructed Fig. 2.1 broadly following Yershov et al. (2014). We determined the
temperature6 of the CMB map pixel at each SN location. The data were grouped
into redshift bins of width ∆z = 0.01 and the weighted mean CMB temperature of
each bin (T ) was calculated as
T =
n∑
i=1
wiTi/
n∑
i=1
wi , (2.1)
where Ti is the individual pixel temperature, wi is the weight of each pixel, and n is
the number of SNe per bin. Error bars are the standard error on the weighted bin
5https://sne.space/
6We follow the practice of referring to temperature anisotropies (∆T ) as temperature (T )
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mean (σT ), calculated from the weighted variances as
σT =
√√√√ n∑
i=1
w2i σ
2
i /
(
n∑
i=1
wi
)2
, (2.2)
where σ2i is our variance estimate for each pixel. Note that for bins with only one
SN, error bars are σT = σi.
Individual pixel variances (σ2i ) were estimated
7 by producing a squared, smoothed
(0.5◦ FWHM8) half-mission half-difference (HMHD9) map from the two Planck 2015
SMICA R2.01 half-mission maps. Weights (wi) are thus
wi = 1/σ
2
i . (2.3)
The choice of smoothing scale and the method of estimating pixel variance affects
the resultant weights. We tested a number of these and our results are consistent.
See Appendix D for versions of Fig. 2.1 produced using different smoothing scales
(none, 5′, 0.5◦, and 5◦ FWHM) and different estimates of individual pixel variance
(Planck 2013 R1.20 SMICA map noise, Planck 2015 R2.01 SMICA HMHD and
HRHD maps, and Planck 2015 R2.02 143GHz and 217GHz frequency maps).
We fitted an ordinary least squares (OLS) linear regression to the binned data
(dashed line) using Python’s10 statsmodels.api.OLS, and calculated its slope plus
the standard error on the gradient. We followed the same method to calculate the
OLS linear regression gradient throughout this chapter. Note that results using
weighted least squares (WLS) linear regression (weighted by σT or n), and results
using OLS and WLS linear regression of unbinned data, were consistent.
Several of our analyses compared various SNe sub-samples using the parametric
independent 2-sample Welch’s t-test (or unequal variance t-test, Welch 1938) and
the non-parametric 1-sided Mann-Whitney U (MWU) test. We used the unequal
7Following private communications with Planck Legacy Archive and NASA/IPAC Archive
8Full-width at half-maximum
9Find the difference between the half-mission maps; halve, square, and smooth the result
10Statistical models library (Seabold & Perktold 2010)
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variance t-test to account for the different angular extent of the deep survey fields,
and hence difference in variance of their CMB temperature. It also accommodates
the wide variation in the number of SNe per redshift bin, and the resultant differing
variance of both their CMB temperature and their redshift. The MWU test does not
assume that the population follows any specific parameterised distribution, unlike
the t-test which assumes a normal distribution, and it is less sensitive to outliers
than the t-test.
The t-test gives the probability (p-value) of obtaining SNe sub-samples with
differences in mean CMB temperature (or SNe redshift) at least as extreme as those
observed, assuming the null hypothesis is true
H0 : µT1 = µT2 (H0 : µz1 = µz2) . (2.4)
In other words, it tests whether the means of their populations differ. The 2-
sample Welch’s t-test was implemented using Python’s11 scipy.stats.ttest ind
with equal var = False.
MWU combines the sub-samples of CMB temperature (or SNe redshift), ranks
the combined sample, and determines the mean of the ranks (R) for each sub-sample.
It gives the probability (p-value) of obtaining SNe samples with differences in mean
ranks at least as extreme as those observed, assuming the null hypothesis is true
H0 : RT1 = RT2 (H0 : Rz1 = Rz2) . (2.5)
In practice, this is generally interpreted as whether the distributions of the sub-
samples differ, since the ranks of the sub-samples will differ if so. We used the
1-sided MWU to test the alternative hypothesis that the CMB temperature (or SNe
redshift) distribution of one sub-sample was greater than that of the other
H1 : RT1 ≥ RT2 (H1 : Rz1 ≥ Rz2) . (2.6)
11SciPy (scientific computing in Python) community project (Virtanen et al. 2019)
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The 1-sided MWU test was implemented using Python’s scipy.stats.mann-
whitneyu with alternative = ‘greater’.
To analyse which modes dominate the apparent correlation (section 2.4.2) we
filtered the map to remove large angular scales. We used Python’s12 healpy.spht-
func.almxfl to apply a high pass filter to the spherical harmonic coefficients (a`m)
of the Planck 2015 SMICA map. We then computed the filtered map from these
filtered a`m values. We repeated the OLS linear regression and Spearman’s rank-
order correlation coefficient analyses for each filtered map.
In our analysis of likelihood (section 2.4.4) we performed randomisations of SNe
locations within fields and of SNe field centres on the sky. We used Python’s ran-
dom.uniform to select random HEALPix pixels, subject to the same Galactic lat-
itude restriction (|b| > 40◦) as the original sample. After each randomisation the
masking (Planck UT78) was re-applied, the CMB temperature and variance were
re-sampled, and the weights were re-calculated before the OLS linear regression was
re-fitted.
We also assessed the likelihood by creating simulations of the CMB. We used
Python’s healpy.sphtfunc.anafast to compute the power spectrum (C`) of the
original (unmasked) Planck 2015 SMICA map. Note that this extracts C` values
from the given map and does not assume a particular power spectrum or underlying
cosmology. We then used healpy.sphtfunc.synfast to generate new synthetic
maps from these C` values, at full resolution 5
′ FWHM, Nside = 2048 (Planck
Collaboration et al. 2016b), to match our fiducial Planck 2015 SMICA map. After
each simulation the CMB temperature was re-sampled. The SNe mask (Planck
UT78), variances, and weights were left unchanged (as the SNe had not moved) and
the OLS linear regression was re-fitted.
We apply these methods to the data and various randomisations in the following
12Python wrapper (Zonca et al. 2019) for HEALPix (Go´rski et al. 2005)
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sections.
2.4 Results: deep field bias
Yershov et al. (2012, 2014) detected a correlation between SNe redshifts and CMB
temperature using OLS linear regression and Pearson’s correlation coefficient. We
verified this correlation using the independent 2-sample Welch’s t-test, the 1-sided
MWU test, and Spearman’s rank-order correlation coefficient, so we do not dispute
that a correlation is found.
However, we do not believe that there is any astrophysical origin of the cor-
relation and conclude that it is a composite selection bias caused by the chance
alignment of certain deep survey fields with CMB hotspots. In this section we de-
scribe our identification of the deep survey fields in question and determine the
significance of their contribution to the correlation. We show how their temperature
and redshift biases cause this composite selection bias and we quantify the likelihood
of it occurring by chance.
2.4.1 Identification of fields
SNe are transient objects, historically detected both by chance and by repeated ob-
servations of specific fields, galaxy clusters etc. Reliably detecting and following the
lightcurves of SNe at high redshift requires particularly targeted approaches (e.g.,
Filippenko & Riess 1998; Dawson et al. 2009). As a result SNe are not evenly de-
tected across the sky and most SNe datasets are not spatially uniform. This situation
is changing with wide and time-domain surveys such as DES (DES Collaboration
et al. 2016).
We analysed the SAI sample to identify regions with a high surface density of
SNe. Visual inspection of a Topcat Sky Plot suggested that defining these as regions
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Table 2.1: SNe fields identified in the SAI sample. ‘No. SNe’ is the number
of SNe in each field after restrictions by Galactic latitude (|b| > 40◦), redshift
(z > 0.005), and Planck UT78 confidence mask. RA (α, J2000) and Dec
(δ, J2000) are of the approximate field centres. Angular size is of a square
(rectangle) in RA-Dec orientation encompassing each field 1-7 (Stripe 82). The
equivalent surface density of SNe per deg2 has been calculated. ‘No. pixels’ is
the number of CMB map pixels (Nside = 2048) whose centres are within the
field and which are not masked by Planck UT78. ‘Deep survey field(s)’ lists
examples coincident with the SNe fields. Values for the ‘remainder’ sample
(after removing fields 1-7 and Stripe 82), where applicable, have been shown
for comparison.
Field
No. α (J2000) δ (J2000) Angular SNe No. Deep survey
SNe h m s ◦ ′ ′′ size deg−2 pixels field(s)
Field 1 50 14:19:28 52:40:28 1.1◦ × 1.1◦ 41.3 1599 SNLS D3, EGS
Field 2 29 12:36:55 62:16:40 0.4◦ × 0.4◦ 181.3 221 HDF-N,
GOODS-N
Field 3 54 02:31:41 -08:24:43 2.0◦ × 2.0◦ 13.5 4944 ESSENCE wdd
Field 4 22 02:25:55 -04:30:58 1.1◦ × 1.1◦ 18.2 1596 SNLS D1
Field 5 64 02:07:53 -04:19:04 2.0◦ × 2.0◦ 16.0 5000 ESSENCE wcc,
NDWFS
Field 6 21 22:15:36 -17:42:17 1.1◦ × 1.1◦ 17.4 1593 SNLS D4
Field 7 16 03:32:26 -27:38:25 0.4◦ × 0.4◦ 100.0 219 CDF-S,
GOODS-S
Stripe 82 665 00:55:00 00:00:00 90◦ × 2.8◦ 2.8 352871 SDSS Stripe 82
Remainder 1862 n/a n/a 14474 deg2 0.2 16971444 n/a
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Figure 2.2: Gnomic projection of the Planck 2015 SMICA CMB map in the
vicinity of field 1. The location of SAI sample SNe are plotted with crosses (×).
The dashed square is the boundary of field 1, centred on the SNLS D3 deep
survey field at the specified coordinates (α and δ, J2000). See Appendix C for
all fields 1-7.
containing > 20 SNe with an average surface density of > 20 SNe per square degree
would be appropriate and productive. We placed no constraint on the overall angular
size of the region. Our algorithm identified 7 SNe fields meeting these criteria, plus
2 additional fields within SDSS Stripe 82.
Table 2.1 lists the 7 SNe fields plus Stripe 82. These fields contain a total of 921
SNe (33.1%), with Stripe 82 containing 665 SNe (23.9%) and fields 1-7 containing
256 SNe (9.2%) of the sample. For each field 1-7 we identified corresponding deep
survey fields coincident with the SNe field. There were 3 fields from the Supernova
Legacy Survey (SNLS, Astier et al. 2006), 2 from the ESSENCE supernova survey
(Miknaitis et al. 2007), the Hubble Deep Field North (HDF-N, Williams et al. 1996),
and the Chandra Deep Field South (CDF-S, Giacconi et al. 2001).
For each field 1-7 we defined a square in RA and Dec orientation consistent with
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the deep survey field footprint and encompassing the bulk of the SNe identified by
our algorithm. For the majority of the fields the best fit was to increase the deep
survey field edge lengths by 10%. For field 2 and field 7, coincident with HDF-N and
CDF-S respectively, the best fit was to rotate (to RA and Dec orientation) a square
enclosing the deep survey field and increase the deep survey field edge lengths by
20%. Note that localising our SNe fields to the corresponding deep survey fields in
this way generally reduced their angular size and the number of SNe they contained,
which in some cases reduced the number of SNe and/or their surface density below
the initial detection thresholds used.
Fig. 2.2 shows the resultant boundary of field 1 (dashed box), with SNe posi-
tions plotted with crosses (×) and CMB temperature shown by the colour-bar (red
indicating hotter than average, blue indicating colder than average). For all fields
1-7 see Appendix C.
2.4.2 Contribution to correlation
To test whether these fields contribute to the correlation we compared the OLS
linear regression both with and without them in the sample. We created ‘remainder’
samples containing SNe from the SAI sample minus those in fields 1-7 combined,
minus those in Stripe 82, and minus those in fields 1-7 and Stripe 82 together. We
calculated the OLS linear regression gradient and Spearman’s rank-order correlation
coefficient of these remainders and compared them with those of the whole sample.
Note that results using WLS linear regression, and values of Pearson’s correlation
coefficient, were consistent.
Table 2.2 shows the gradient of the OLS linear regression slope for each remainder
sample in units of µK per unit redshift, plus the standard error on the gradient. In
these units the gradient of the whole sample is 61±12µK/z, significantly above zero.
Spearman’s rank-order correlation coefficient for the whole sample shows a moderate
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Table 2.2: OLS gradient (with uncertainty of standard error on the gradient)
and Spearman’s rank-order correlation coefficient for the SAI sample after
removing subsets of SNe fields. ‘No. SNe’ is the number of SNe in each
‘remainder’ sample.
Fields removed
No. Gradient Corr. Coeff.
SNe (µK/z) ρs p-value
None 2783 61± 12 0.5 6.7× 10−9
Fields 1-7 2527 -2± 22 0.1 0.6
Stripe 82 2118 54± 14 0.4 4.9× 10−7
Fields 1-7 & Stripe 82 1862 -2± 25 0.0 0.7
correlation (ρs = 0.5) which is statistically significant (p-value = 6.7× 10−9).
SDSS Stripe 82 is the largest field we identified, both in terms of the number of
SNe (665) and angular size. Therefore the SNe in Stripe 82 cover a wider variety of
CMB pixels and any statistical contribution from them should be much less prone
to selection bias. Indeed, removing Stripe 82 from the sample does not significantly
affect the OLS linear regression slope (54 ± 14µK/z) or Spearman’s rank-order
correlation coefficient (ρs = 0.4, p-value = 4.9 × 10−7). However, removing fields
1-7 (256 SNe) reduces the gradient dramatically to −2 ± 22µK/z, consistent with
zero, and there is no correlation evident (ρs = 0.1, p-value = 0.6) in the remainder.
Removing both fields 1-7 and Stripe 82 together has a similar effect.
The result of removing fields 1-7 from the SAI sample is illustrated in Fig. 2.3,
which plots the weighted mean CMB temperature at SNe locations in redshift bins
of ∆z = 0.01. This plot is repeated for the whole sample (2.3(a)), fields 1-7 only
(2.3(b)) and the remainder of the sample after fields 1-7 are removed (2.3(c)). Note
that OLS linear regression gradients of unbinned data were consistent.
The OLS gradient and correlation present in the whole sample (gradient = 61±
12µK/z, ρs = 0.5, p-value = 6.7 × 10−9) are entirely absent in the remainder
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(b) Fields 1-7 sample (256 SNe)
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Figure 2.3: Plot of CMB temperature at SAI sample SNe locations versus
SNe redshift binned with bin sizes ∆z = 0.01. Data are restricted by Galactic
latitude (|b| > 40◦), redshift (z > 0.005), and Planck UT78 confidence mask.
Sub-figures are (a) the whole sample, (b) fields 1-7 sample, and (c) remainder
(fields 1-7 removed) sample. Error bars are the standard error on the bin
mean. The dashed line indicates ordinary least squares linear regression.
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(gradient = −2± 22µK/z, ρs = 0.1, p-value = 0.6). The OLS gradient of the fields
1-7 sample is slightly positive (21±20µK/z) but Spearman’s rank-order correlation
coefficient indicates that there is no significant correlation (ρs = 0.2, p-value = 0.2).
The data clearly indicate that the correlation is caused by fields 1-7 and that
SDSS Stripe 82 does not contribute significantly.
Angular scales
We checked whether large-scale hot/cold spots, or anisotropies on scales of ∼ 1◦
(` ∼ 100), dominate the apparent correlation. We filtered the Planck 2015 SMICA
map to remove large angular scales (` < 10, ` < 50, and ` < 100) and repeated the
OLS linear regression and Spearman’s rank-order correlation coefficient analyses. In
all cases there was no significant correlation evident (e.g., ` < 50, ρs = 0.1, p-value
= 0.1). The large angular scales are dominating, as expected, indicating that the
CMB map pixels at SNe locations contribute no more than any other pixels within
these scales.
This supports our likelihood results (section 2.4.4, Fig. 2.5(a)), which indicate
that the CMB map pixels at SNe locations are no more relevant than any other
pixels within fields 1-7 (angular size from 0.4◦ × 0.4◦ to 2.0◦ × 2.0◦).
2.4.3 Temperature and redshift
We investigated whether the CMB temperature at SNe locations and/or the redshift
of SNe within fields 1-7 and Stripe 82 differ from those in the rest of the sample. We
calculated the mean CMB temperature (T ±σT ) and mean SNe redshift (z±σz) for
each sample compared with the remainder. We also analysed the CMB temperature
and SNe redshift distributions using the independent 2-sample Welch’s t-test and
1-sided MWU test. Note that results using the median CMB temperature at SNe
locations, and median SNe redshift, were consistent.
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Mean CMB T and mean SNe z
The mean CMB temperature (T ± σT ) at SNe locations, and of all CMB map
HEALPix pixels within each sample, and mean SNe redshift (z±σz) are specified in
Table 2.3. The samples are fields 1-7 individually, fields 1-7 combined, Stripe 82, and
the whole sample. Fig. 2.4 illustrates these distributions, namely CMB temperature
at SNe locations (1), CMB temperature of all CMB map HEALPix pixels within
each sample (2), and SNe redshift (3) in these samples. In both Table 2.3 and
Fig. 2.4 SNe are restricted by Galactic latitude (|b| > 40◦), redshift (z > 0.005),
and Planck UT78 confidence mask and CMB map HEALPix pixels are restricted
by Galactic latitude (|b| > 40◦) and Planck UT78 confidence mask.
SNe in all fields 1-7 are biased to CMB temperatures hotter than the mean
of the whole sample (10.3 ± 2.0µK). Fields 3, 6 and 7 are particularly extreme,
with mean CMB temperatures at SNe locations of 130.8± 9.2µK, 199.3± 13.6µK,
and 120.5 ± 12.0µK respectively. SNe in SDSS Stripe 82 are not biased to CMB
temperatures hotter than the mean of the whole sample. For all the fields, fields 1-7
and Stripe 82, the CMB temperature distribution (and mean) at SNe locations is
generally representative of the CMB map HEALPix pixel temperature distribution
(and mean) to within ± ∼ 30µK.
SNe in all fields 1-7 are also biased to higher redshift than the mean of the whole
sample (z = 0.18±0.00). Fields 2, 6 and 7 are particularly extreme, with mean SNe
redshifts of z = 0.94 ± 0.06, z = 0.67 ± 0.04 and z = 0.89 ± 0.11 respectively. SNe
in SDSS Stripe 82 are biased to slightly higher redshift of z = 0.23± 0.01 than the
whole sample. However, although Stripe 82 is deeper it is not hotter, which explains
why it does not significantly contribute to the correlation.
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Figure 2.4: SAI sample CMB T and SNe redshift distributions for fields
1-7, Stripe 82, and the whole sample or sky. Column (1) shows CMB T at
SNe locations, ∆T = 40µK bins. Column (2) shows CMB T of all HEALPix
pixels, ∆T = 40µK bins. Column (3) shows redshift of SNe, ∆z = 0.15 bins.
SNe and pixels are restricted as described in the text. Solid vertical lines are
arithmetic (unweighted) mean values for each distribution. Dashed vertical
lines in columns (1) and (2) are at ∆T = 0.
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Table 2.3: Arithmetic (unweighted) mean CMB temperature, at SNe lo-
cations within each field sample and of all HEALPix pixels within each field
sample area, and mean SNe redshift for each field sample and the whole sample
or sky. SNe are restricted by Galactic latitude (|b| > 40◦), redshift (z > 0.005),
and Planck UT78 confidence mask. Pixels are restricted by Galactic latitude
(|b| > 40◦) and Planck UT78 confidence mask. The uncertainty is the standard
error of the mean.
Field
CMB temperature (µK) Redshift
SNe pixels SNe
Field 1 29.1± 9.1 47.5± 1.7 0.55± 0.03
Field 2 92.9± 3.3 94.3± 1.7 0.94± 0.06
Field 3 130.8± 9.2 137.5± 1.0 0.41± 0.02
Field 4 85.3± 14.3 81.7± 1.7 0.55± 0.05
Field 5 49.7± 8.5 68.2± 1.2 0.45± 0.02
Field 6 199.3± 13.6 168.9± 1.9 0.67± 0.04
Field 7 120.5± 12.0 100.8± 4.0 0.89± 0.11
Fields 1-7 87.4± 5.0 101.5± 0.7 0.57± 0.02
Stripe 82 3.8± 4.0 17.2± 0.2 0.23± 0.01
Whole sample 10.3± 2.0 3.1± 0.02 0.18± 0.00
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MWU and t-test
We analysed whether the CMB temperature distribution at SNe locations and/or
SNe redshift distribution within fields 1-7 and Stripe 82 differ from the rest of the
sample using the independent 2-sample Welch’s t-test and 1-sided MWU test. To
recap from section 2.3.2, Welch’s t-test (or unequal variance t-test) accommodates
both the different angular extent of the deep survey fields, and hence difference in
variance of the CMB temperature, and the variation in the number of SNe per red-
shift bin. The MWU test makes fewer assumptions (in particular, the t-test assumes
a normal distribution) and is less sensitive to outliers than the t-test. Clearly not all
the samples we tested are normally distributed (see Fig. 2.4) but we have included
all the results for completeness.
We performed all the analysis using a constant ‘remainder’ sample created by
removing fields 1-7 and Stripe 82 from the sample. This was tested against samples
containing SNe from fields 1-7 individually, fields 1-7 combined, and Stripe 82. See
Table 2.4 for the results (p-values). Note that comparison between the very small
p-values is unlikely to be meaningful.
For CMB temperature both p-values for SDSS Stripe 82 and the MWU p-value
for field 1 are above the α = 1% significance level. Therefore we cannot reject the null
hypotheses that Stripe 82 has the same mean temperature and same temperature
distribution as the remainder of the sample, nor the null hypothesis that field 1 has
the same temperature distribution as the remainder of the sample.
However, for all other tests the p-values indicate that the individual field samples
do not have the same mean temperature as the remainder, and that the temperature
distribution of the fields is significantly hotter than that of the remainder.
For SNe redshift all the p-values of all the samples indicate that the individual
fields do not have the same mean redshift as the remainder, and that the redshift
distribution of the fields is significantly higher than that of the remainder.
42
CHAPTER 2
Table 2.4: Results (p-values) from independent 2-sample Welch’s t-tests and
1-sided (greater) MWU tests of CMB temperature and SNe redshift for each
field sample. All tests are against a constant remainder sample after removing
fields 1-7 and Stripe 82.
Field
p-values
CMB temperature SN redshift
t-test MWU t-test MWU
Field 1 5.8× 10−3 1.8× 10−2 5.8× 10−17 3.0× 10−26
Field 2 2.9× 10−31 9.9× 10−9 9.0× 10−15 1.7× 10−19
Field 3 9.6× 10−20 1.8× 10−18 2.3× 10−20 3.9× 10−25
Field 4 1.2× 10−5 3.5× 10−5 9.6× 10−9 1.4× 10−12
Field 5 1.0× 10−6 1.7× 10−5 1.5× 10−23 1.9× 10−29
Field 6 3.8× 10−12 1.0× 10−12 2.9× 10−11 1.2× 10−13
Field 7 6.1× 10−8 7.6× 10−7 6.0× 10−6 8.2× 10−11
Fields 1-7 3.8× 10−42 1.6× 10−36 3.7× 10−71 1.2× 10−112
Stripe 82 0.7 0.2 8.3× 10−49 1.8× 10−118
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We have demonstrated that fields 1-7 are biased to hotter CMB temperatures,
specifically at SNe locations but also at all CMB map HEALPix pixels within the
fields. We believe this is the result of the chance alignment of those fields with
CMB hotspots. This would not on its own be sufficient to lead to the correlation
reported by Yershov et al. (2012, 2014). However, fields 1-7 are also biased to higher
redshifts because they are the result of deep survey fields. The remainder of the SNe
are generally lower redshift and are spread more uniformly across the sky, so they
have a mean CMB temperature closer to the mean of the whole CMB map.
The composite effect is to introduce enough high-redshift SNe at locations of
sufficiently high CMB temperature to skew all the analyses we have performed to
demonstrate the presence of the correlation, namely OLS linear regression, Welch’s
t-test, MWU test, and Spearman’s rank-order correlation coefficient. This effect
was caused by 256 SNe, comprising 9.2% of the restricted SAI sample of 2783 SNe.
2.4.4 Likelihood
We quantified the likelihood of this selection bias happening by chance by analysing
the effect on the OLS gradient of moving SNe to random positions within fields 1-7,
and by moving fields 1-7 to random positions on the sky. In both analyses the SNe
were not moved between fields. We also analysed the effect on the OLS gradient of
simulating the CMB sky, without moving the SNe at all.
Within each field 1-7 we moved SNe to 1000 random positions within the field
boundaries defined in section 2.4.1. We also moved each field 1-7 to 10000 random
positions on the sky, compliant with the Galactic latitude restriction (|b| > 40◦),
whilst keeping the field size and shape constant and the SNe in approximately the
same position within each field (within small angle approximation). In both cases
all other SNe outside fields 1-7 were left in their original positions. After each move
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(within each field or of each field on the sky) the masking (Planck UT78) was re-
applied, the CMB temperature and variance were re-sampled, and the weights were
re-calculated.
We created 10000 simulations of the CMB sky from the power spectrum of our
fiducial Planck 2015 SMICA map, as described in section 2.3.2. All SNe were left
in their original positions. After each simulation the CMB temperature was re-
sampled. The masking (Planck UT78) and variances were left unchanged as the
SNe remained on their original CMB map HEALPix pixel.
Following each move or simulation and subsequent derivations/calculations we
binned the data, re-calculated the weighted mean CMB temperature of each bin, fit-
ted an OLS linear regression, and determined the gradient of the slope as previously
described (section 2.3.2).
Fig. 2.5 shows the distribution of OLS gradients after these random moves and
simulations. For comparison, the original gradient (61±12µK/z) is shown as a solid
vertical line. Note that the uncertainty in the original gradient is the standard error
on the gradient as calculated by the OLS linear regression, whereas the uncertainties
in the means of the distributions, described below, are the standard errors of the
means.
After moving SNe within each field 1-7 to 1000 random positions within the
fields, the mean of the OLS gradient distribution (2.5(a)) is 60 ± 0µK/z. The
distribution is narrow and consistent with the original gradient, indicating that the
position of SNe within fields 1-7 does not significantly affect the correlation.
After moving each field 1-7 to 10000 random positions on the sky, the mean of the
OLS gradient distribution (2.5(b)) is −1±0µK/z. The distribution is wide, centred
near zero, and inconsistent with the original gradient, unsurprisingly indicating that
the position of fields 1-7 on the sky is responsible for the correlation.
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Figure 2.5: Histogram of OLS gradient for the SAI sample after (a) moving
SNe to 1000 random positions within each field 1-7, (b) moving fields 1-7 to
10000 random positions on the sky (|b| > 40◦), and (c) 10000 simulations of
the CMB sky. SNe positions are restricted by Galactic latitude (|b| > 40◦)
and Planck UT78 confidence mask. Dashed vertical lines are at zero gradient.
Solid vertical lines are original value of the gradient.
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After 10000 simulations of the CMB sky, the mean of the OLS gradient distri-
bution (2.5(c)) is −0± 1µK/z. The distribution is consistent with the results from
moving each field 1-7 to 10000 random positions on the sky.
Assuming a standard normal distribution we calculated the z-score (standard
score) of the original OLS gradient (X) as
z = (X − µ)/σ , (2.7)
where µ is the mean of the gradient distribution and σ is its standard deviation.
We then used the standard normal distribution table to provide the probability of
observing a gradient at least as extreme as X within our gradient distributions. For
moving fields 1-7 on the sky (2.5(b)) the probability is 6.8% (∼ 1 in 15) and for
simulating the CMB (2.5(c)) it is 8.9% (∼ 1 in 11). Therefore the chance alignment
of fields 1-7 with CMB hotspots is not an exceptionally unlikely event.
2.5 Results: alternative data
2.5.1 SNe types
Yershov et al. (2014) demonstrated that the correlation between SNe redshifts and
CMB temperature was particularly strong for the SNIa sub-sample, whereas for the
rest of the SNe it vanished. Is this consistent with our assertion that the correlation
is the result of a composite selection bias caused by the chance alignment of certain
deep survey fields (fields 1-7) with CMB hotspots?
Table 2.5 shows the number and proportion of Type Ia SNe in our SNe samples.
Supernova surveys such as SNLS and ESSENCE primarily targeted SNIa (Pritchet &
SNLS Collaboration 2005; Miknaitis et al. 2007), so it is unsurprising that fields 1-7
contain predominantly SNIa (91.8%). As expected in the whole sample, a little over
half the SNe are SNIa. Removing fields 1-7 from the sample does not significantly
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Table 2.5: Number and proportion (per cent) of SNIa within the whole SAI
sample, fields 1-7 sample, and remainder (fields 1-7 removed) sample.
Sub-sample
No. No. %
SNe SNIa SNIa
Whole sample 2783 1,749 62.8%
Fields 1-7 256 235 91.8%
Remainder 2527 1,514 59.9%
decrease the proportion of SNIa, which drops from 62.8% in the whole sample to
59.9% in the remainder. However, we have shown that the correlation present in
the whole sample (Fig. 2.3(a)) is entirely absent in this remainder (Fig. 2.3(c))
Fields 1-7 together comprise 9.2% of the whole sample, but when the sample is
restricted to SNIa only this increases to 13.4%. Thus, restricting the sample to SNIa
increases the influence of fields 1-7. We suggest that the correlation is not caused
by SNIa themselves, but that it is inadvertently enhanced by restricting the sample
to SNIa due to the dominance of SNIa in fields 1-7. And further, removing SNIa
from the sample effectively removes fields 1-7, causing the correlation to vanish.
2.5.2 SNe catalogues
We have demonstrated that the correlation reported by Yershov et al. (2012, 2014)
is a composite selection bias caused by the chance alignment of certain deep survey
fields with CMB hotspots. Yershov et al. (2012, 2014) analysed the Sternberg Astro-
nomical Institute (SAI, Bartunov et al. 2007) SNe catalogue, but it seems reasonable
that other SNe catalogues could show a similar effect.
We repeated our analyses from section 2.4 using the Open Supernova Catalogue
(OSC, Guillochon et al. 2017). Data were obtained, restricted and weighted as
described in section 2.3, yielding a sample of 7880 SNe. We found that the OSC
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Table 2.6: SNe fields identified in the SAI and OSC samples and the num-
ber of SNe within each. See Table 2.1 for field positions, sizes and further
information.
Field
No. SNe
SAI OSC
Field 1 50 152
Field 2 29 91
Field 3 54 79
Field 4 22 116
Field 5 64 91
Field 6 21 92
Field 7 16 55
Stripe 82 665 2445
sample does indeed exhibit a similar apparent correlation (with a gradient of 42 ±
7µK/z) to the SAI sample.
We applied the same SNe field detection algorithm with the same detection
thresholds described in section 2.4.1 to the OSC sample.
Our algorithm identified the same 7 SNe fields with the same boundaries, but
with somewhat increased SNe membership, plus 13 fields within Stripe 82. These
fields (Table 2.6) contain a total of 3,121 SNe (39.6%), with Stripe 82 containing
2,445 SNe (31.0%) and fields 1-7 containing 676 SNe (8.6%) of the OSC sample. We
compared the OLS linear regression both with and without these fields in the sample
and calculated Spearman’s rank-order correlation coefficient of these samples, as
described in section 2.4.2.
Table 2.7 shows the gradient of the OLS linear regression slope for each OSC
remainder sample in units of µK per unit redshift, plus the standard error on the
gradient. In these units the gradient of the whole sample is 42± 7µK/z, which as
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Table 2.7: OLS gradient (with uncertainty of standard error on the gradient)
and Spearman’s rank-order correlation coefficient for the OSC sample after
removing subsets of SNe fields. ‘No. SNe’ is the number of SNe in each
‘remainder’ sample.
Fields removed
No. Gradient Corr. Coeff.
SNe (µK/z) ρs p-value
None 7880 42± 7 0.6 2.0× 10−15
Fields 1-7 7204 10± 11 0.1 0.5
Stripe 82 5435 38± 7 0.5 1.1× 10−11
Fields 1-7 & Stripe 82 4759 11± 13 -0.0 0.1
for the SAI sample is significantly above zero. Spearman’s rank-order correlation
coefficient for the whole sample shows a moderate correlation (ρs = 0.6) which is
statistically significant (p-value = 2.0 × 10−15). These results are consistent with
those for the whole SAI sample (gradient = 61 ± 12µK/z, ρs = 0.5 and p-value
= 6.7× 10−9).
SDSS Stripe 82 is again the largest field we identified, both in terms of the number
of SNe (2,445) and angular size. Removing Stripe 82 from the OSC sample does not
significantly affect the OLS linear regression slope (38±7µK/z) or Spearman’s rank-
order correlation coefficient (ρs = 0.5, p-value = 1.1 × 10−11). However, removing
fields 1-7 (676 SNe) reduces the gradient dramatically to 10± 11µK/z, and there is
no correlation evident in the remainder (ρs = 0.1, p-value = 0.5). Removing both
fields 1-7 and Stripe 82 together has a similar effect.
The result of removing fields 1-7 from the OSC sample is illustrated in Fig. 2.6,
which plots the weighted mean CMB temperature at SNe locations in redshift bins
of ∆z = 0.01. This plot is repeated for the whole sample (2.6(a)), fields 1-7 only
(2.6(b)) and the remainder of the sample after fields 1-7 are removed (2.6(c)).
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Figure 2.6: Same as Fig. 2.3 but for the OSC sample.
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The results for the OSC sample indicate that the correlation is caused by fields
1-7 and that SDSS Stripe 82 does not contribute significantly, which is consistent
with those for the SAI sample.
The results of our final two OSC sample analyses, namely determining the tem-
perature and redshift biases of fields 1-7 and quantifying the likelihood of the selec-
tion bias happening by chance, are entirely consistent with those for the SAI sample
(sections 2.4.3 and 2.4.4 respectively).
2.5.3 Planck CMB maps
Both our analysis and that of Yershov et al. (2014) used maps produced by the
Planck SMICA component separation pipeline (Planck 2015 SMICA R2.01 and
Planck 2013 SMICA R1.20 respectively). To check our results are consistent across
all four of the Planck component separation pipelines we repeated selected analyses
from section 2.4 using the Planck 2015 Commander, NILC, and SEVEM CMB maps.
In all cases the pixel variance estimates were calculated from the corresponding
HMHD maps as described in section 2.3.2.
We repeated the OLS linear regression gradient and Spearman’s rank-order cor-
relation coefficient analyses from section 2.4.2. For all four maps (Commander,
NILC, SEVEM, and SMICA) the OLS gradient and correlation present in the whole
sample are entirely absent in the remainder once fields 1-7 are removed. For SMICA
the contribution of fields 1-7 to the correlation was illustrated in Fig. 2.3. For Com-
mander, NILC, and SEVEM see Appendix E Figs. E.1, E.2, and E.3 respectively.
We repeated the mean CMB temperature analysis from section 2.4.3. For all
four maps SNe in fields 1-7, and all HEALPix pixels within each sample, are biased
to CMB temperatures hotter than the mean of the whole sample. In all cases fields
3, 6, and 7 are particularly extreme (Appendix E Table E.1).
Our results are entirely consistent across all four Planck maps.
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2.6 Discussion and conclusions
We have shown that the apparent correlation of CMB temperature and SNe redshift
reported by Yershov et al. (2012, 2014) using OLS linear regression, Pearson’s cor-
relation coefficient, and an SAI SNe sample, is also evident using Spearman’s rank-
order correlation coefficient, Welch’s t-test, and MWU test, and it is discernible in
at least one other SNe sample (OSC).
Whilst our analysis supports the prima facie existence of the apparent correla-
tion, the data indicate that it is actually a composite selection bias (high CMB T
× high SNe z) caused by the accidental alignment of seven deep survey fields (fields
1-7) with CMB hotspots. These fields include 3 from the Supernova Legacy Survey,
2 from the ESSENCE supernova survey, HDF-N and CDF-S. These comprise 9.2%
of the SAI sample and 8.6% of the OSC sample. These deep fields by their very
nature contain SNe at higher redshift than the remainder of the samples. We have
shown that the SNe within fields 1-7 are also biased to hotter CMB temperature
than the remainder of the samples. Our results are consistent across all four of the
Planck maps.
We have quantified the likelihood of fields 1-7 falling on CMB hotspots by chance
and have found this to be at least 6.8%, or approximately 1 in 15. We conclude that
the correlation reported by Yershov et al. (2012, 2014) is a composite selection bias
caused by the chance alignment of certain deep survey fields with CMB hotspots.
This bias (high CMB T × high SNe z) is the combined result of both a selection
bias (high-z SNe in deep fields) and the chance alignment of those deep fields with
CMB hotspots.
This selection bias results in heteroscedastic data, where the variance of CMB
temperature at SNe locations is unequal across the range of redshifts. We have
shown that high-redshift SNe tend to be in deep survey fields which, given the
chance alignments, generally give hot Planck pixel temperatures. Low-redshift SNe
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are more uniformly scattered across the sky and thus have much wider variance
of hot and cold Planck pixel temperatures. This heteroscedasticity was hidden by
binning the data.
This chapter shows that deep survey fields have biased SNe cross-correlation
with CMB temperature, but the implications could extend further. Deep fields
could potentially bias any cross-correlation between astronomical objects (e.g., SNe,
galaxies, GRBs, quasars) and the CMB. It is conceivable that deep fields could, by
chance, also be aligned with distant large-scale structures, voids, cosmic bulk flows,
or even regions of anisotropic cosmic expansion (should they exist).
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Data and methods to detect LQGs
and analyse their morphology
Chapters 3-5 present our second project, investigating for the first time whether large
quasar groups (LQGs) exhibit coherent alignment. In this chapter we introduce our
sample of 71 LQGs, summarise the method used to detect them, explain calculation
of their orientation, including uncertainties and weighting, and describe the parallel
transport method used for coordinate invariance.
3.1 Cosmography and cosmological parameters
Several of the methods in this and subsequent chapters require relative distances or
three-dimensional positions, for which we use comoving coordinates which remain
the same with epoch. In this section we summarise our calculation of comoving
positions, and we specify the cosmological parameters used throughout this work.
It is conventional to express the energy density of the Universe at time t as
dimensionless parameters Ωi(t) (i = r,m, k,Λ for radiation, matter, curvature,
and dark energy respectively). For the concordance cosmological model, at the
present epoch (t = t0), Ωk,0 = 0, Ωr,0 ' 0, and Ωm,0 + ΩΛ,0 = 1. Further, we
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use H0 = 67.8 km s
−1Mpc−1 and Ωm,0 = 0.308 (Planck Collaboration et al. 2016e).
These parameters (H0, Ωm,0, Ωk,0, Ωr,0) are used as the working cosmological model
throughout this work. When reporting other work, we sometimes use the dimension-
less equivalent to H0, ‘little h’ (Croton 2013), where h = H0/(100 km s
−1Mpc−1).
3.1.1 Calculation of comoving positions
The three-dimensional comoving position (x, y, z) of an object is calculated as
x = r cos(δ) cos(α) ,
y = r cos(δ) sin(α) ,
z = r sin(δ) ,
(3.1)
where α and δ are right ascension and declination and r is comoving radial distance.
Here z denotes the third Cartesian coordinate, not redshift.
To calculate comoving radial distance r(z) of an object at redshift z we follow
Hogg (1999), who in turn follows Peebles (1993), and use
r(z) =
c
H0
∫ z
0
dz
E(z)
, (3.2)
where H0 is the Hubble parameter at the present epoch (t = t0) and c is the speed
of light. The function E(z) is derived from the Friedmann expansion equation
(Appendix F), and for the concordance cosmological model is
H
H0
= E(z) =
√
1 + Ωm,0((1 + z)3 − 1) , (3.3)
where Ωm,0 is the matter density parameter of the Universe at t0. Ωi(t) is the
energy density ρi(t) as a fraction of the critical density ρc(t) = 3H
2(t)/8piG, so
Ωm(t) = ρm(t)/ρc(t). See Appendix F for more details.
The Cartesian coordinates (Eq. 3.1) are used to compute relative positions and
distances, both to determine LQG orientation and to define groups of nearest neigh-
bours. In both cases, the Hubble parameter is a scaling factor of the radial distance
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(Eq. 3.2), and LQG orientation and membership of nearest neighbour groups do
not depend on the chosen value of H0. The same is not true of Ωm (Eq. 3.3),
and results may depend on the value chosen. We calculate r(z) using Python’s1
astropy.cosmology, which follows Hogg (1999).
3.2 Detecting large quasar groups
Our LQG sample is from the work of Clowes et al. (2012, 2013). The LQGs were
detected using quasars from the Sloan Digital Sky Survey (SDSS, York et al. 2000),
specifically Quasar Redshift Survey Data Release 7 (DR7QSO, Schneider et al.
2010). The DR7QSO catalogue of 105,783 quasars covers a region of ∼ 9, 380 deg2,
with its main contiguous area of ∼ 7, 600 deg2 in the north Galactic cap (NGC).
Clowes et al. (2012, 2013) restrict their quasar sample to low-redshift (z ≤ 2)
quasars with apparent magnitude i ≤ 19.1 in order to achieve an approximately
spatially uniform sample (Vanden Berk et al. 2005; Richards et al. 2006). They
further restrict their sample to a redshift range of 1.0 ≤ z ≤ 1.8, within which the
comoving number density of quasars as a function of redshift is sufficiently flat for
clustering analysis.
3.2.1 Large quasar group finder
Clowes et al. (2012, 2013) detect LQG candidates using a three-dimensional single-
linkage hierarchical clustering algorithm, also known as friends-of-friends (FoF). This
is equivalent to a three-dimensional minimal spanning tree (MST). These type of
methods are widely used to detect galaxy clusters, superclusters, voids, and filaments
(e.g. Press & Davis 1982; Einasto et al. 1997; Park et al. 2012; Pereyra et al. 2019),
as well as LQGs (e.g. Clowes et al. 2012, 2013; Nadathur 2013; Einasto et al. 2014;
1Astropy community project (Astropy Collaboration et al. 2013, 2018)
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Park et al. 2015). They make no assumptions about cluster morphology.
Using the terminology of Barrow et al. (1985), MST treats the dataset as a
graph made up of vertices (nodes, in this case quasars) which are connected by edges
(straight lines). This is a ‘tree’ when it has no closed paths (sequence of edges) and
a ‘spanning’ tree when it contains all the vertices. For any graph, there are multiple
possible spanning trees; the ‘minimal’ spanning tree is that of minimal length (sum
of edge lengths). To identify clusters within the MST it may be separated, where
edges exceeding a certain length are removed, leaving groups of objects with mutual
separations less than this ‘linkage length’.
The choice of linkage length is crucial - too long and clusters merge to fill the
entire volume, too short they break up into pairs and triplets (Graham et al. 1995).
Pilipenko (2007) categorises the criteria for making this choice as physical or formal.
With a priori knowledge of physical parameters (e.g. size, membership, density) of
the clusters, it is possible to choose the scale that maximises the fraction of clusters
with those parameters. The criterion used by Graham et al. (1995) is an example of
a physical approach; they choose the scale that maximises the number of clusters of
a minimum membership. An example formal approach would be to choose a scale
based on the mean nearest-neighbour separation.
Clowes et al. (2012, 2013) use this latter approach. Their quasar sample has a
mean nearest-neighbour separation of∼ 74 Mpc. They also account for uncertainties
in their edge lengths (i.e. comoving distances) due to redshift errors and peculiar
velocities (for estimates, see Clowes et al. 2012) and choose a linkage length of
100 Mpc.
Clowes et al. (2012, 2013) estimate the overdensity and statistical significance
of their LQGs using a convex hull of member spheres (CHMS) method. This is
described in detail in Clowes et al. (2012), but briefly, for each LQG they calculate
the volume of a convex hull of spheres of radius half the mean edge length at each
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vertex (member quasar location). The CHMS volume of an LQG of m members
is then compared with the distribution of CHMS volumes of clusters of m points
in Monte Carlo simulations of the same size and density as their control area, in
order to estimate overdensity and statistical significance. We note this method
of estimating statistical significance is not universally accepted (Nadathur 2013;
Pilipenko & Malinovsky 2013; Park et al. 2015).
The Huge-LQG and Clowes-Campusano LQG, amongst others, have been inde-
pendently detected using different FoF algorithms (Nadathur 2013; Einasto et al.
2014; Park et al. 2015). Indeed, our LQG sample has many objects in common
with the publicly available catalogue2 of Einasto et al. (2014), also detected from
DR7QSO. Note that their catalogue does not include estimates of overdensity and
statistical significance, which makes quality-assured sample selection non-trivial.
3.2.2 Large quasar group sample
Our LQG sample is taken3 from the work of Clowes et al. (2012, 2013). In order
to confidently determine the geometric properties of the LQGs (e.g. orientation and
morphology) we restrict their original sample of 398 LQGs to those with membership
m ≥ 20, giving a sample of 89 LQGs.
We select the most convincing of these using the significance estimates of Clowes
et al. (2012, 2013). Whilst the absolute values of these may be contentious (Nadathur
2013; Pilipenko & Malinovsky 2013), they provide a legitimate relative order for
ranking based on confidence. As a compromise between sample size and confidence,
we restrict our sample to LQGs with ‘significance’4 ≥ 2.8σ, yielding 72 LQGs.
We finally exclude one LQG in the south Galactic cap, giving our final sample
of 71 LQGs, of varied and generally irregular morphologies, shown in Fig. 3.1.
2https://vizier.u-strasbg.fr/viz-bin/VizieR?-source=J/A+A/568/A46
3Clowes (2016), private communication
4We attribute no significance to the value of 2.8; it is used as a relative threshold only
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Figure 3.1: (a) Tangent plane projection of 1-24 (across then down) of the
71 LQGs in our sample, in Cartesian coordinates. Member quasars shown as
black dots, orthogonal distance regression fit shown as dashed blue line. Solid
black lines indicate x = 0 and y = 0, and grey square illustrates scale (1◦).
LQGs labelled A, C (D, E, F) are discussed later in Fig. 3.6 (Fig. 3.4).
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Figure 3.1: (b) Tangent plane projection of 25-48 (across then down) of the
71 LQGs in our sample, in Cartesian coordinates. Member quasars shown as
black dots, orthogonal distance regression fit shown as dashed blue line. Solid
black lines indicate x = 0 and y = 0, and grey square illustrates scale (1◦).
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Figure 3.1: (c) Tangent plane projection of 49-71 (across then down) of the
71 LQGs in our sample, in Cartesian coordinates. Member quasars shown as
black dots, orthogonal distance regression fit shown as dashed blue line. Solid
black lines indicate x = 0 and y = 0, and grey square illustrates scale (1◦).
LQG labelled B is discussed later (Fig. 3.6).
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For data about each LQG and their individual morphologies see Tables 5.1 (ex-
ample LQGs) and G.1 (full sample). Methods used to determine position angles
and their uncertainties, to calculate two-dimensional orthogonal distance regression
goodness-of-fit weights, and to fit three-dimensional ellipsoids are described later in
this chapter. The three-dimensional morphology of LQGs (e.g. ellipsoid axis ratios)
is discussed in chapter 5.
3.3 Determining large quasar group orientation
The position angle (PA) of a large quasar group can be calculated in either two or
three dimensions. In two dimensions we treat the quasars as points on the celestial
sphere, whereas in three dimensions we take into account their comoving radial
distances. For either approach we measure PAs with respect to celestial north5. This
angle is clearly not coordinate invariant; it depends on the location of the celestial
north pole. See section 3.4 for details of how we ensure our analysis methods are
co-ordinate invariant using parallel transport.
For the 2D approach quasar positions (in right ascension and declination) are
projected onto the tangent plane as Cartesian (x, y) points. This plane meets the
celestial sphere at the centre of gravity of the LQG, calculated assuming quasars
are point-like unit masses. To determine LQG orientation we use linear regression
of these projected points. Ordinary least-squares regression is inappropriate; we
cannot categorise either x or y as ‘independent’ or ‘dependent’ variables, and must
treat them symmetrically. We compute the orthogonal distance regression (ODR)
of the points (see Fig. 3.2 for an example). This minimises the sum of the squares
of the orthogonal residuals between the points and the line (for a discussion of OLS,
ODR, and other regression methods, see Isobe et al. 1990).
50◦, 90◦, and 180◦ correspond axes pointing north, east, and south respectively
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Figure 3.2: Tangent plane projection of an LQG, with coordinates (α, δ)
projected to (x, y). Member quasars are shown as black dots and orthogonal
distance regression fit shown as dashed line. LQG is also shown in Figs. 3.1
and 3.4, labelled D. Using the 2D PA approach, PA = 152.5◦.
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Figure 3.3: Same LQG as Fig. 3.2, but shown in 3D comoving coordinates
orientated with line-of-sight orthogonal to the page. Axes of enclosing ellipsoid
(green = a-axis, yellow = b-axis, red = c-axis) constructed from eigenvectors
and eigenvalues. Using the 3D PA approach, 2D projected PA = 152.3◦.
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For the 3D approach the covariance matrix of the quasar comoving positions
is decomposed into its eigenvectors and eigenvalues. Again, quasars are assumed
to be point-like unit masses. The axes of a confidence ellipsoid (e.g. Fig. 3.3) are
constructed from the eigenvectors and eigenvalues; each axis is in the direction of
its eigenvector and its length ` is a function of its eigenvalue λ, specifically ` ∝ √λ.
The first principal component (ellipsoid major axis) is given by the eigenvector with
the largest eigenvalue. Finally, this is projected onto the plane orthogonal to the
line-of-sight to define the (2D projected) PA.
3.3.1 Axial position angle data
We measure large quasar group orientation as the position angle from celestial north.
It is important to recognise that the PA data are axial [0◦, 180◦), more specifically
2-axial; 0◦ and 180◦ are equivalent. This can be visualised by considering PAs as
axes on the celestial sphere. When analysing alignment, the orientation of the axis
is important, but its direction (i.e. which end is the ‘head’ and which is the ‘tail’) is
arbitrary and has no physical meaning. Axial data are synonymous with undirected
data, unlike vectors which are directed.
Statistical analysis of directed data typically uses vector algebra (known as Fisher
statistics). However, non-directed data cannot be treated as vectors. Fisher (1993)
recommends a statistically valid solution for axial (2-axial) or, generally, p-axial
data. First transform the angles to vector (circular) data as
Θ [0◦, 360◦) =

2× θ for axial data [0◦, 180◦) ,
p× θ for p-axial data [0◦, 360◦/p) ,
(3.4)
then analyse the data as required and back-transform the results. The final step,
back-transformation, is generally only required to find direction (Fisher 1993). In
the case of axial data, back-transformation is simply halving any resultant angles,
e.g. to determine the direction of a mean resultant vector.
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Hutseme´kers et al. (2014) and Pelgrims (2016) test for alignment and, simulta-
neously, for orthogonality (which they describe as ‘anti-alignment’), by converting
from 2-axial θ [0◦, 180◦) to 4-axial θ4ax [0◦, 90◦) data using
θ4ax [0
◦, 90◦) = mod(θ, 90◦) . (3.5)
For vector algebra, this is transformed to circular data Θ using Eq. 3.4, specifically
Θ4ax [0
◦, 360◦) = 4× θ4ax , (3.6)
where back-transformation, if required, would be to quarter any resultant angles.
Conversion to 4-axial data is a statistically legitimate method, and has been used in
the literature (e.g. Hutseme´kers et al. 2014). However, we urge caution interpreting
any results manifest only when analysing 4-axial data, unless this conversion is
physically well motivated (e.g. orthogonality is expected).
Throughout this work we specify which construct of PA data we use, i.e. raw
2-axial (θ), circular 2-axial (Θ2ax = 2θ, Eq. 3.4), 4-axial (θ4ax, Eq. 3.5), or circular
4-axial (Θ4ax = 4θ4ax, Eq. 3.6).
3.3.2 Position angle uncertainties
To estimate the measurement uncertainties in the LQG position angles we use boot-
strap re-sampling with replacement (Efron 1979). For an LQG with m members, the
dataset consists of m observed quasar positions (right ascension, declination, and
redshift). We construct n bootstrap LQGs, each with the same number of m mem-
bers which are drawn at random from the original dataset. Each draw is made from
the entire dataset, and each member is replaced in the dataset before the next draw.
Thus, each bootstrap LQG is likely to miss some members and have duplicates (or
triplicates or more) of others.
These boostraps are used to estimate the uncertainty on parameters (e.g. PAs)
derived from the dataset, without any assumption about the underlying population
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(Feigelson & Babu 2012). The position angle of each bootstrap LQG is calculated
through the same 2D and 3D approaches used for the observed LQGs.
For a sample of n bootstrap LQGs we can determine the mean PA and its
associated uncertainty. Using the linear mean θ¯ = (
∑n
i=1 θi)/n is inappropriate for
axial data [0◦, 180◦), where 0◦ and 180◦ are equivalent. For example, a sample of
PAs centred on 0◦, with around half in the range 0◦ . θ . 10◦ and half in the range
170◦ . θ . 180◦, has a linear mean θ¯ ∼ 90◦ rather than the correct answer θ¯ ∼ 0◦
(or, equivalently, θ¯ ∼ 180◦).
Therefore, instead of linear mean, we calculate the ‘circular’ mean (Fisher 1993)
of axial PAs. First, following Mardia & Jupp (2000), let
C¯ =
1
n
n∑
i=1
cos 2θi , S¯ =
1
n
n∑
i=1
sin 2θi , (3.7)
where θi is the PA of the i
th bootstrap LQG and n is the total number of boostraps
for this LQG. The factor of two accounts for the axial (rather than circular) nature
of the data. The mean direction θ¯ is given by
θ¯ =

1
2
arctan
(
S¯
C¯
)
if C¯ ≥ 0 ,
1
2
arctan
(
S¯
C¯
)
+ pi if C¯ < 0 ,
(3.8)
where the factor 1
2
converts from vector algebra back to axial data (i.e. ‘back-
transformation’).
For each LQG, to estimate the uncertainty in the mean θ¯, we calculate its confi-
dence interval following Pelgrims (2016), who in turn follows Fisher (1993), and for
each individual bootstrap i out of a total of n we define the residual as
γi =
1
2
arctan
(
sin(2(θi − θ¯))
cos(2(θi − θ¯))
)
, (3.9)
where θi is the PA of the i
th bootstrap LQG. For i = 1, ..., n we sort the γi in
ascending order to give an ordered list γ(1) ≤ ... ≤ γ(n). To determine the confidence
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(a) Example 1 - narrow LQG
(b) Example 2 - broad LQG
(c) Example 3 - intermediate LQG
Figure 3.4: LQG position angles from 10,000 bootstraps for three example
LQGs, labelled D, E, F in Fig. 3.1, and visually classified as (a) narrow,
(b) broad, and (c) intermediate morphology. All PA calculations use the 2D
approach with no parallel transport. Dashed orange line shows the circular
mean of the bootstraps θ¯, dotted orange lines show the 68% confidence interval,
solid blue line shows the observed PA.
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Figure 3.5: Half-width confidence interval (HWCI) calculated for the 71
large quasar group position angles (PAs) using bootstrap re-sampling. PAs
calculated by the 2D approach (solid orange) have smaller uncertainties than
those calculated by the 3D approach (dashed blue).
interval at the 100(1−α)% level6 we find the γi list elements at lower index l which
is the integer part of (nα+ 1)/2 and upper index u = n− l. The confidence interval
for θ¯ is then [θ¯ + γ(l+1), θ¯ + γ(u)]. We calculate the confidence interval at the 68%
level (α = 0.32) and define the half-width of the confidence interval (HWCI) as
γh = (γ(u) − γ(l+1))/2.
For each of our sample of 71 LQGs, we create n = 10, 000 bootstraps, calculate
their PAs θi using the 2D or 3D approach, and then determine the mean θ¯ and
confidence interval. Fig. 3.4 shows the distribution of bootstrap PAs θi calculated
using the 2D approach for three example LQGs. The circular mean of the bootstraps
θ¯ (dashed orange line) generally agrees well with the observed PA (solid blue line).
As expected, the 68% confidence interval (Fig. 3.4, dotted orange lines) is smaller
for (a) a ‘narrow’ LQG than (b) a ‘broad’ sheet-like LQG. Example (c) illustrates
why the linear mean is inappropriate, since the distribution of the bootstrap PAs
may ‘wrap’ from 180◦ back to 0◦.
6Confidence level = 1− α, where α is the significance level
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The distribution of the half-width confidence interval (HWCI) for 10,000 boot-
straps of our sample of 71 LQGs, with PAs θi calculated using both the 2D and 3D
approaches, is shown in Fig. 3.5. In general, the confidence intervals are slightly
lower for the 2D approach (solid orange) than the 3D approach (dashed blue). The
mean (median) HWCI for the 2D approach is ∼ 10◦ (∼ 8◦), and for the 3D ap-
proach it is ∼ 11◦ (∼ 9◦). The highest HCWIs (& 20◦) are due to LQG morphology
and/or orientation and also have low goodness-of-fit weighting (section 3.3.4). The
HWCIs for individual LQG PAs, calculated using both the 2D and 3D approaches,
are shown as error bars in Fig. 3.6.
3.3.3 Evaluation of 2D and 3D position angle approaches
PAs determined by the two approaches may differ, for example the 2D approach
may be susceptible to projection effects and the 3D approach may be susceptible to
redshift-space distortions. The orientation of the LQG with respect to the line-of-
sight and its morphology may also induce differences. We expect PAs determined by
the two approaches to agree well when the LQG is linear and orthogonal to the line-
of-sight, but they may differ significantly when the LQG is broad, crooked, curved
or aligned along the line-of-sight.
For our sample of 71 LQGs we find that the two approaches are generally con-
sistent. Fig. 3.6 shows the PAs calculated using both the 2D and 3D approaches.
Note that the PAs have not been parallel transported, but these angles serve as a
useful comparison between the two approaches. The error bars are the half-width
confidence intervals estimated using bootstrap re-sampling. Note that, usually, the
measurement uncertainties are slightly larger for the 3D approach.
The three widest outliers from the 1:1 diagonal line in Fig. 3.6 are due to the
geometry of these particular LQGs (A, B, C; also labelled in Fig. 3.1). Two of these
LQGs (A and B) have their major axes orientated towards the line-of-sight, and not
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Figure 3.6: Position angles of 71 LQGs calculated by 2D and 3D approaches.
The two generally agree well, with the three widest outliers (A, B, C) due to
the geometry of those particular LQGs (see text and Fig. 3.1). Error bars
show half-width confidence intervals estimated using bootstrap re-sampling.
significantly longer than their first minor axes. Indeed, for both of these, the 2D
approach fits a regression comparable to the first minor axes rather than the major
axes. One LQG (C) is very irregular so linear fits are poor, and corresponding PAs
are uncertain, in both the 2D and 3D approaches. The PAs of all three of these
LQGs are given little weight by goodness-of-fit weighting (section 3.3.4).
The PA distributions determined using the two and three-dimensional approaches
are shown in Fig. 3.7, and the apparent bimodality is robust to which approach is
chosen. Note the PAs have not been parallel transported, and neither histogram is
goodness-of-fit weighted. Results incorporating these are reported in chapter 5.
Both the 2D and 3D approaches have been used to determine the PAs of LQGs.
Hutseme´kers et al. (2014) use the 2D approach to demonstrate alignment of quasars’
optical linear polarization with LQG axes, whilst Pelgrims & Hutseme´kers (2016)
use the 3D approach to evidence alignment of quasars’ radio polarization with more
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Figure 3.7: LQG position angles, with no parallel transport, using the (a) 2D
and (b) 3D approaches, both with 15◦ bins. The bimodal distribution is robust
to which approach is taken.
LQG axes. The latter derived eigenvectors and eigenvalues from the inertia tensor
rather than covariance matrix; results are equivalent. Pelgrims & Hutseme´kers
(2016) report that for the 2D approach PAs calculated using ODR are consistent
(within 1◦) with those determined using the inertia tensor.
Pelgrims & Hutseme´kers (2016) show that both approaches usually agree well,
and argue that the 3D approach is more physically motivated. We agree, but note
that any 3D analysis is susceptible to redshift errors. The quasars in our sample
are from SDSS DR7QSO, which typically has quoted redshift errors of ∆z ∼ 0.004
(Schneider et al. 2010). There is also evidence for systematic errors of ∆z ∼ 0.003
(Hewett & Wild 2010). Using Monte Carlo simulations we find that these redshift
errors introduce uncertainty in the PA, generally of a few degrees, but up to ∼ 30◦
for LQGs particularly orientated along the line-of-sight (e.g. LQGs A and B).
Furthermore, in the 3D approach, there is also the potential for errors due to
redshift-space distortions from the quasars’ peculiar velocities, causing their real-
space distribution to be either elongated (Jackson 1972) or squashed (Kaiser 1987)
along the line-of-sight. We find that the measurement uncertainties (section 3.3.2)
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are slightly larger for the 3D approach. We therefore base our analysis on the two-
dimensional approach; tangent plane projection of the LQG and orthogonal distance
regression of the projected quasars.
3.3.4 Position angle confidence weighting
Due to the filamentary nature of LQGs, the orthogonal distance regression (ODR)
of the 2D approach gives a better linear fit for some LQGs than others. Therefore,
we have higher confidence in some PAs than others. We can weight the PA of each
LQG according to its ODR goodness-of-fit (GoF) by
w = `/σ2 , (3.10)
where ` is the length of the ODR line fitted to the LQG, and σ2 is the residual
variance of the m quasars in the LQG, calculated as
σ2 =
1
m− 1
m∑
q=1
e2q , (3.11)
where eq is the orthogonal residual of the q
th quasar from the ODR line. Note that
this definition of weight (Eq. 3.10) is only dimensionless after normalization.
We found weighting by both length ` and inverse residual variance 1/σ2 combined
to be optimal; it gives long, linear LQGs the highest weighted PAs. Inverse variance
weighting is standard. But without also considering length, a ‘short’ LQG with low
residual variance would have the same high weight as an LQG twice as long with the
same variance and membership, despite us having higher confidence in the PA of the
latter. It also makes physical sense; we are weighting by inverse residual variance
per unit length.
In chapter 4 we describe the statistical methods we use to analyse the uniformity,
bimodality and correlation of the PA distribution. Where possible these analyses
are performed using both unweighted and weighted PAs. In addition to unweighted
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analyses, we apply the weighting described here (Eq. 3.10) to the χ2 test, Kuiper’s
test of uniformity, and the bimodality coefficient. It is not used for the Fourier-
type Hermans-Rasson test for uniformity on the circle, Hartigans’ dip statistic of
unimodality, or for the S test for PA correlation.
3.4 Coordinate invariance: parallel transport
The position angles calculated by either the two-dimensional or three-dimensional
method, are dependent on the coordinate system in which they are measured, and
in particular the position of the pole used to define θ = 0◦.
To illustrate this, using Fig. 3.8 consider the two vectors v1 and v2 (solid black
lines), located at two different positions on the celestial equator, and both aligned
with their own meridians. Their PAs measured with respect to the north celestial
pole (NCP, blue dot) are both θncp = 0
◦. However, their PAs measured with respect
to an alternative (bogus) equatorial ‘pole’ (EQP, red dot) are both θeqp = 90
◦. In
both cases v1 and v2 have the same PA, so we might consider them to be aligned.
Consider now a third vector v3, at a different location, also aligned with its own
meridian, which this time passes through EQP. Again, its PA measured with respect
to NCP is θncp = 0
◦, but its PA measured with respect to EQP is now θeqp = 0◦.
Assuming that two vectors are considered ‘aligned’ if they have the same PA θ, is v3
aligned with v1 and v2? In the NCP coordinate system all three vectors are aligned
(θncp = 0
◦), but in the EQP coordinate system v1 and v2 are aligned (θeqp = 90◦)
whilst v3 is orthogonal (θeqp = 0
◦).
Furthermore, suppose the three vectors v1, v2, and v3 are extended along their
meridians to the NCP (solid blue lines). They are not parallel when they intersect
at the NCP (∆θ13 6= 0 and ∆θ32 6= 0). Similarly consider the vectors at EQP; v1
and v2 are moved along the equator to EQP (whilst maintaining 90
◦ between vector
and equator), and v3 is extended along its meridian to EQP (dashed and solid red
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Figure 3.8: Illustration of position angle coordinate system dependence.
Vectors v1, v2, and v3 (solid black lines) appear aligned when measured in the
NCP (blue dot) coordinate system, but v3 is orthogonal when measured in the
EQP (red dot) coordinate system. Conversely, transporting vectors to NCP
(blue lines) indicates they are not aligned, whilst transporting them to EQP
(red lines) indicates they are. See text for explanation.
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lines respectively). The three vectors are parallel when all considered at EQP.
The results from this toy model, both comparing PAs in situ with respect to a
common origin (NCP or EQP), and after being moved to a common point (again,
NCP or EQP), are clearly not invariant under coordinate transformation. This
coordinate system dependence is clearly undesirable.
3.4.1 Parallel transport method
Jain et al. (2004) developed a method to overcome this coordinate dependence,
specifically in relation to particular statistical tests, the S and Z tests (section 4.3),
but transferable to other analyses. Rather than analysing the PAs as measured
with respect to their own meridians, which are coordinate system dependent, they
introduce corrections to the PAs based on their relative locations on the celestial
sphere. These corrections are calculated using parallel transport.
Parallel transport is the concept of moving a vector along a path whilst preserving
its orientation with respect to that path (e.g. transporting v1 and v2 along the
equator in our example above). It had already been used for studies of galaxy spin
alignment (e.g. Pen et al. 2000) and CMB polarization (e.g. Challinor & Chon 2002).
For two objects at locations P1 and P2 on the celestial sphere, Jain et al. (2004)
proposed parallel transporting the vector at the location of one object to the location
of the other before comparing them. The path they use is the geodesic (great circle)
between the objects. Parallel transport preserves the angle between the PA vector
and the vector tangent to this geodesic. The correction to apply between P1 and P2
is the difference between the angles the geodesic makes with one of the basis vectors
at each location. That is, if the tangent plane to the sphere has local basis vectors
(θˆ1, φˆ1) at location P1, and the tangent unit vector to the geodesic at this point is
given by tˆ1, then the angle ξ1 between tˆ1 and φˆ1 is given by (Pelgrims 2016)
ξ1 = tan
−1(−tˆ1 · θˆ1, tˆ1 · φˆ1) , (3.12)
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with angle ξ2 at location P2 being similarly obtained.
The parallel transport correction between locations P1 and P2, i.e. the angle
by which a vector rotates during parallel transport from P1 to P2, is given by the
difference between angles ξ1 and ξ2 (Jain et al. 2004). So, to parallel transport the
position angle θk of object k to the location of object i we compute
θ
(i)
k = θk + ∆k→i ,
= θk + ξk − ξi ,
(3.13)
where θ refers to position angle, not spherical coordinates. Applying these correc-
tions results in coordinate-invariant statistics (Jain et al. 2004; Hutseme´kers et al.
2005). The result of parallel transporting a vector from P1 to P2 depends on the path
taken between them. If a different path was chosen the parallel transport correction
(∆k→i) would differ.
3.4.2 Parallel transport variants
In its simplest form, we can parallel transport all PAs to a single point on the
celestial sphere to compare them. We choose the point indicated by a black cross
in Fig. 5.1 (α = 193.6◦, δ = 24.7◦, J2000). This is the centre of the A1 region
(Hutseme´kers 1998) of large-scale alignment of the optical polarization of quasars,
so if LQGs are also aligned it is plausible any correlation may be centred here. It is
also near the centroid of our LQG sample, so it minimises the distance over which
we parallel transport, and the amount by which PAs are rotated.
This is the method of parallel transport we use for all subsequent analysis of uni-
formity and bimodality, which require either categorical data (χ2 test and bimodality
coefficient) or the empirical cumulative distribution function (Kuiper’s test and Har-
tigans’ dip statistic). It is also used for the Fourier-type Hermans-Rasson test for
uniformity on the circle.
To analyse alignment correlation we use the S test, specifically the coordinate
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invariant version of Jain et al. (2004). This incorporates parallel transport correc-
tions into the measure of dispersion of groups of nearest neighbours as detailed in
section 4.3.1. With this form of parallel transport we minimise the distance over
which we transport, and the size of the correction required.
3.5 Summary and conclusions
In this chapter we present our sample of 71 LQGs, and summarise the minimal
spanning tree method Clowes et al. (2012, 2013) used to detect them. We explain
the two-dimensional and three-dimensional methods of determining their orienta-
tion, and demonstrate they are generally consistent. Due to potential systematics
and larger measurement errors of the 3D approach, we choose the 2D approach for
this work, namely tangent plane projection of the LQG and orthogonal distance
regression (ODR) of the projected quasars.
Position angle data are 2-axial [0◦, 180◦); we explain the implications of this for
statistical analysis and present statistically valid solutions, including conversion to
4-axial [0◦, 90◦) data. The mean measurement uncertainty of 2-axial PAs is ∼ 10◦,
although this varies considerably between different LQGs. We account for this by
goodness-of-fit weighting.
Finally, we demonstrate the need for coordinate-invariant statistics and explain
how parallel transport provides this. For many tests we transport all PAs to a single
point on the celestial sphere, namely the centre of the A1 region of large-scale quasar
optical polarization alignment (Hutseme´kers 1998). Parallel transport corrections
depend on the path taken, and therefore on the destination. We later show our
results are robust to choice of destination (section 5.2.2), but note the potential
ambiguity which choosing a destination could introduce. We use the coordinate-
invariant version of the S test (Jain et al. 2004) to analyse alignment correlation;
this incorporates parallel transport corrections by design and has no ‘arbitrary’
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parallel transport destination.
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Chapter 4
Methods for the statistical
analysis of LQG position angles
Statistical analysis of large quasar group (LQG) position angle (PA) data requires
appropriate methods. LQGs are widely and non-uniformly distributed, both on the
celestial sphere (separation . 120◦) and in redshift (1 ≤ z ≤ 1.8), and their PAs
are axial data. Furthermore, the PA distribution may be bimodal, with PAs both
aligned and orthogonal (Hutseme´kers et al. 2014; Pelgrims 2016). Many statistical
methods lack discriminatory power in multimodal cases.
In this chapter we evaluate several statistical methods which may be appropriate
to analyse the LQG PA data. We draw on literature from astrophysics, applied
statistics, psychology, and biology and apply some of these methods to astrophysical
data for the first time (e.g. the Hermans-Rasson test). Furthermore, we introduce
weighting and/or 4-axial data to other methods (e.g. Kuiper’s test, S test).
We analyse the uniformity, bimodality and correlation of LQG PAs to determine:
• Are they likely to be drawn from a uniform distribution? (section 4.1)
• Is their distribution bimodal, and where are the peaks? (section 4.2)
• Are they more aligned/orthogonal than random simulations? (section 4.3)
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4.1 Uniformity tests
For coordinate invariance, we perform uniformity tests on PAs parallel transported
to the centre (α = 193.6◦, δ = 24.7◦, J2000) of the A1 region (Hutseme´kers 1998) of
large-scale alignment of the polarization of quasars.
Many uniformity tests suffer reduced power with multimodal distributions. In
some cases, where we expect perfect f -fold symmetry, it is legitimate to convert
multimodal f -fold symmetric raw data into unimodal data (Fisher 1993), e.g. for
circular [0◦, 360◦) data
Θ = mod(f × θ, 360◦) . (4.1)
However, situations where this is valid are limited; the alternative hypothesis
must predict that the multiple peaks are the same size, symmetrical, and evenly
distributed around the circle. This is close to what we observe (Fig. 5.3), but we
cannot a priori make this prediction for the PA data, except in the special case
where we are explicitly testing for both alignments and orthogonality, i.e. where
∆θ ∼ 90◦. However, we have independent empirical motivation for suspecting this
type of distribution from Pelgrims & Hutseme´kers (2015), who identify large-scale
alignment and orthogonality of the polarization vectors of radio quasars.
We test the PA distribution for departure from uniformity using Kuiper’s test,
the Hermans-Rasson (HR) test, and the χ2 test. Kuiper’s test and the HR test are
both nonparametric tests that are applied to continuous data. In contrast, the χ2
test is applied to categorical data. We introduce and evaluate each of these tests in
this section.
4.1.1 Kuiper’s test
Circular [0◦, 360◦) and axial [0◦, 180◦) data are relatively common in the fields of
geology and biology, where the most common test of departure from uniformity is
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the Rayleigh test (Rayleigh 1880). However, Upton & Fingleton (1989) note that
this is only appropriate for unimodal distributions.
A popular alternative to the Rayleigh test is Kuiper’s test (Kuiper 1960), which
is a rotationally invariant version of the better-known KolmogorovSmirnov (KS)
test. To compare an empirical cumulative distribution function (EDF) to a theoret-
ical cumulative distribution function (CDF) Kuiper’s test quantifies the maximum
positive and negative differences between the EDF and CDF as
D+ = max
0◦≤x≤180◦
|FEDF (x)− FCDF (x)|
D− = max
0◦≤x≤180◦
|FCDF (x)− FEDF (x)| ,
(4.2)
where FCDF is the theoretical cumulative distribution function being tested against
(e.g. a uniform distribution) and FEDF is the empirical cumulative distribution func-
tion of the observations (in this case LQG PAs). Kuiper’s test statistic is
V = D+ +D− . (4.3)
We apply Kuiper’s test to both unweighted and weighted EDFs. To incorporate
weighting we compute a weighted EDF, where for any measurement x, FwEDF (x) is
equal to the sum of the normalized weights of all measurements less than or equal
to x. Following Monahan (2011), that is
FwEDF (x) =
nx∑
i=1
wi
/ n∑
i=1
wi , (4.4)
where n is the total sample size, nx is the number of measurements up to and
including x, and wi are their goodness-of-fit weights (w = `/σ
2). Kuiper’s test is
then computed normally (Eqs. 4.2 and 4.3) using FwEDF (x) in place of FEDF (x).
Kuiper’s test is implemented using Python’s astropy.stats.kuiper, which for
unweighted data evaluates the test statistic V plus an approximate p-value. To
incorporate weighting we also coded a manual version (Eqs. 4.2, 4.3, 4.4) and checked
the unweighted results are consistent between the two methods. The p-values are
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evaluated by simulation. We generate 10,000 samples of n random PAs, drawn
from a uniform distribution, apply the same weighting, and calculate the fraction of
samples with Kuiper’s test statistic V at least as extreme as the observations. Note
that using alternative weights (e.g. w2i , w = 1/γ, w = 1/γ
2 where γ is the half-width
confidence interval) does not significantly affect the p-value.
The rotational invariance of Kuiper’s test makes it independent of the ‘origin’
PAs are measured against (in this case celestial north). If we choose a different
origin, D+ and D− would change individually, but their sum remains constant.
This symmetry makes Kuiper’s test appropriate for circular and axial data that
‘wrap’ between one end of the distribution and the other, and also gives it equal
sensitivity at all values of x.
Kuiper’s test is evaluated for both 2-axial and 4-axial PAs. For 2-axial we analyse
raw PAs (θ) and PAs of the form Θ2ax = 2θ; results are consistent, as expected for
a method using the EDF. For 4-axial we evaluate Kuiper’s test for PAs of the form
θ4ax and Θ4ax = 4θ4ax; again results are consistent.
4.1.2 Hermans-Rasson test
Landler et al. (2018) test the performance of the Rayleigh and Kuipers tests (amongst
others) with a variety of multimodal distributions. They show that these tests lack
statistical power in most multimodal cases, and find the Hermans-Rasson (HR) test
for uniformity on the circle (Hermans & Rasson 1985) significantly out-competes the
alternatives. The HR method is a family of tests, based on decomposing a circular
distribution using Fourier series (Landler et al. 2019). Variants of the HR test are
controlled by the parameter β, with β = 2.895 being recommended by both Hermans
& Rasson (1985) and Landler et al. (2018)1 as offering power in both unimodal and
multimodal cases. In this case, the HR statistic T of n measurements θ1, ..., θn is
1Recommendation in electronic supplementary material 2
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defined (Landler et al. 2018) as
T =
1
n
n∑
i=1
n∑
j=1
pi − |pi − |θi − θj||+ 2.895|sin(θi − θj)| , (4.5)
where θi is the PA of the i
th LQG and θj is the PA of the j
th LQG, from a sample
of n LQGs. The smaller the T statistic the greater the departure from uniformity
(opposite to KS and Kuiper’s tests).
To the best of our knowledge, the HR test is not yet provided in a Python library,
so we coded our own version (Eq. 4.5). Our implementation of the HR test does
not currently incorporate weighting. The p-values are evaluated by simulation. We
generate 10,000 samples of n random PAs, drawn from a uniform distribution, and
calculate the fraction of samples with the HR statistic T at least as extreme as the
observations. Note smaller T statistics are more significant.
The HR test requires circular data so we apply it to 2-axial and 4-axial PAs of
the form Θ2ax = 2θ and Θ4ax = 4θ4ax respectively.
4.1.3 χ2 test
The final test we review is the very well-known χ2 test which, unlike Kuiper’s test and
the HR test, is applied to categorical data. It tests whether the observed frequency
distribution is consistent with a theoretical distribution (in this case uniform). It is
equally sensitive across the whole distribution, but binning reduces its discriminatory
power compared with tests applied to continuous data, like Kuiper’s test and the
HR test. Unlike those tests it does not account for the ‘wrap-around’ nature of
circular/axial data.
For a histogram comprising m bins, the χ2 statistic is
χ2 =
m∑
i=1
(Oi − Ei)2
Ei
, (4.6)
where Oi is the observed frequency and Ei is the expected frequency per bin i. For
a total of n measurements in m bins Ei = n/m.
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To incorporate weighting into the χ2 test we compute the frequencies of a
weighted histogram. Either Oi and Ei must both be normalized, or, more simply
and equivalently, the weighted frequencies Oi,w must be scaled such that
m∑
i=1
Oi,w = n , (4.7)
where n is the total number of measurements in all m bins.
The χ2 test is implemented using Python’s2 scipy.stats.chisquare, which for
unweighted data evaluates the χ2 statistic plus a p-value. It can also be applied
to weighted histograms after appropriate scaling of the observed frequency Oi,w
(Eq. 4.7). The expected frequency Ei is uniform and unweighted.
The χ2 test is evaluated for both 2-axial and 4-axial PAs. For 2-axial we analyse
raw PAs (θ), and for 4-axial we evaluate the χ2 test for PAs of the form θ4ax. In all
cases the bin width is chosen to ensure Ei > 5.
4.2 Bimodality tests
Freeman & Dale (2013) compare three different measures of bimodality: the bi-
modality coefficient (BC, Yamada et al. 2009), Hartigans’ dip statistic (HDS, Har-
tigan et al. 1985), and Akaike’s information criterion difference (AICdiff , Akaike
1974). They report HDS has the highest sensitivity, followed by BC, and that both
methods are generally convergent. They found that AICdiff behaves quite differently
to the other two methods, and erroneously identifies bimodality in their simulations
and experimental data. We thus focus on BC and HDS only.
As for uniformity tests, we perform bimodality tests on PAs after parallel trans-
port to the centre of the A1 region (Hutseme´kers 1998).
2SciPy (scientific computing in Python) community project (Virtanen et al. 2019)
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4.2.1 Bimodality coefficient
The bimodality coefficient (BC, Yamada et al. 2009) is calculated from categorical
data as
BC =
m23 + 1
m4 + 3
(
(n−1)2
(n−2)(n−3)
) , (4.8)
where n is the sample size (number of LQGs), m3 is the skewness of the distribution,
and m4 is its excess kurtosis. Values for m3 and m4 are calculated using Python’s
scipy.stats.skew and scipy.stats.kurtosis respectively.
A uniform distribution has BCcrit = 5/9 ≈ 0.555. The BC of an empirical
distribution is compared to this critical value; BC > BCcrit indicates bimodality,
BC < BCcrit indicates unimodality.
The BC is evaluated for 2-axial PAs, using both raw PAs (θ) and PAs of the form
Θ2ax = 2θ; results are not consistent, probably due to sensitivity to bin size. The
BC is not calculated for 4-axial PAs, since this conversion yields unimodal data, for
which BC is not meaningful.
The BC is dependent on both skewness and kurtosis. High BCs result from
high skewness (whether left or right; negative or positive) and/or low or negative
kurtosis (light-tailed distributions). Pfister et al. (2013) show that this, particularly
the influence of skewness, can result in undesired behaviour of the BC, including
erroneous identification of bimodality (Fig. 4.1). Furthermore, they explain that the
inability to derive a BC probability density function (Knapp 2007) precludes using
BC for hypothesis significance testing.
We find that the BC is extremely sensitive to the choice of bin size, which is also
undesirable. Therefore we look beyond BC to detect potential multimodality in the
PA data.
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Figure 4.1: Histograms for four example distributions, showing skewness
(m3), kurtosis (m4), and bimodality coefficient (BC), adapted from Pfister
et al. (2013). BC > 0.555 indicates bimodality; (a), (b) and (d) are correctly
classified by the BC, (c) is erroneously classified as bimodal due to its skewness.
4.2.2 Hartigans’ dip statistic
Hartigans’ dip statistic (HDS, Hartigan et al. 1985) is a non-parametric test of
the unimodality of continuous data. A distribution is categorised as unimodal if
its cumulative distribution function (CDF) is convex up to its maximum gradient
(which corresponds to the peak in the distribution) and concave afterwards, i.e.
with a single inflection point. HDS analyses the empirical cumulative distribution
function (EDF) and measures the minimum achievable vertical distance 2d between
the two vertically offset copies of the EDF F and a set of piecewise-linear unimodal
(but otherwise arbitrary) cumulative distribution functions (CDFs) G. The ‘dip’
statistic d is half the difference between the possible copies of F , which permit a
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unimodal G, and where the choice of G minimises that difference.
To illustrate HDS, see Fig. 4.2, loosely following Maurus & Plant (2016).
Fig. 4.2(a) shows a histogram of LQG position angles for illustration only; HDS
uses the EDF, not binned data. Fig. 4.2(b) shows the EDF for the PA data (F (x),
black dashed line), two vertically offset copies of the EDF (F (x) ± d, grey dotted
lines), with a piecewise-linear unimodal CDF between them (G(x), solid line). Note
that the EDF is based on real data, but the choice of offset d and unimodal fit G(x)
are arbitrary and chosen solely for demonstration purposes.
The F (x) gradient is larger where there are peaks in the data (shaded regions).
The unimodal G(x) is convex (red), reaches maximum gradient (black), and is then
concave (blue). The further F (x) is from unimodality, the larger d will need to be in
order to accommodate a unimodal G(x). HDS compares d to a reference unimodal
distribution in order to calculate the p-value, i.e. the probability of a unimodal CDF
having a ‘dip’ greater than the multimodal EDF F (x).
HDS thus gives a measure of how far F (x) departs from unimodality. It also
indicates the location of this departure (i.e. the peak); this is the location of the
maximum gradient of G(x) (i.e. the inflection point between convex and concave).
Identification of one peak can then be exploited to recursively find the remainder of
the peaks in a multimodal distribution (Maurus & Plant 2016).
We evaluate HDS using Benjamin Doran’s Python port of unidip.UniDip3,
which follows Maurus & Plant (2016). The sensitivity of this test is controlled by
the parameter α; we use α = 0.03 to isolate peaks with at least 97% signal-to-noise
confidence. This implementation does not currently accommodate weighted data;
enhancing it, or coding a weighted version, is beyond the scope of this work. The
approach to weighting used for Kuiper’s test, following Monahan (2011), should be
considered in the future to extend the usefulness of this test.
3https://github.com/BenjaminDoran/unidip
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Figure 4.2: Illustration of Hartigans’ Dip Statistic method. Shaded regions
indicate peaks in the data. (a) Distribution of position angle data, with no par-
allel transport, and 15◦ bins. (b) Empirical cumulative distribution function
(EDF, F (x), black dashed line), two vertically offset copies of EDF (F (x)±d,
grey dotted lines), and unimodal distribution (G(x), solid line). The EDF is
based on real data, but choice of offset d and unimodal G(x) are arbitrary and
for illustration only. Note convex (red), concave (blue), and inflection (black)
regions of G(x); see text for explanation.
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4.3 Correlation tests
Uniformity and bimodality tests do not quantify the degree of alignment in the data;
for this we need specific statistical methods appropriate to axial data on the celestial
sphere. We briefly review two tests, the S test and the Z test, that have been widely
used to analyse polarization alignments (e.g. Hutseme´kers (1998), Jain et al. (2004),
Pelgrims & Hutseme´kers (2015)), but are appropriate to analyse the alignment of
any vectors on the celestial sphere (e.g. Contigiani et al. (2017)).
4.3.1 S test
The S test was developed by Hutseme´kers (1998) and analyses the dispersion of
vectors with respect to their nearest nv neighbours. For each vector i a measure of
the dispersion di is calculated as
di(θ) = 90− 1
nv
nv∑
k=1
|90− |θk − θ|| , (4.9)
where θk are the PAs [0
◦, 180◦) of the neighbouring nv vectors, including central
vector i. The value of θ that minimises the function di(θ) is a measure of the average
PA at the location of i. Use of absolute values accounts for the axial nature of the
data (Fisher 1993).
For vector i the mean dispersion Di of its nv nearest neighbours is calculated to
be the minimum value of di(θ), which will be small for coherently aligned vectors.
The measure of alignment within the whole sample of n vectors is given by the S
test statistic
SD =
1
n
n∑
i=1
Di , (4.10)
with one free parameter nv. If the vectors are aligned, the value of SD will be smaller
than if they are uniformly distributed. So, the significance level for this version of
the S test test is evaluated as the probability that a random numerical simulation
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has a lower SD than that observed (Cabanac et al. 2005). We will discuss the SD
distribution in detail in section 4.4.2.
Jain et al. (2004) introduce a coordinate invariant version of the S test, similar
to the original except that, instead of the dispersion measure in Eq. 4.9, they use
di(θ) =
1
nv
nv∑
k=1
cos[2θ − 2(θk + ∆k→i)] , (4.11)
where ∆k→i is the angle by which the PA θk changes during parallel transport from
position k to position i. Here, the factor two accounts for the axial nature of the data.
The measure of dispersion is given by the maximum value of Eq. 4.11 (as opposed to
the minimum value of Eq. 4.9). The S statistic is calculated as previously (Eq. 4.10).
Pelgrims (2016) notes that the same value of θ that maximises Eq. 4.11 at the same
time minimises Eq. 4.9, so the two versions are fully equivalent.
Jain et al. (2004) show the maximisation of di(θ) is calculated analytically as
di
∣∣∣
max
=
1
nv
( nv∑
k=1
cos θ
′
k
)2
+
(
nv∑
k=1
sin θ
′
k
)21/2 , (4.12)
where θ
′
k = 2(θk + ∆k→i) is the circular version of θk after parallel transport to
position i. We can similarly apply this to the 4-axial version of θk by using a factor
of 4. This calculation is straightforward to code and avoids the time-consuming
trials of the original version (Hutseme´kers 1998). A large value of di
∣∣∣
max
indicates
small dispersion, and hence a large value of SD indicates strong alignment.
The significance level for the Jain et al. (2004) version of S test is conventionally
evaluated as the probability that a random numerical simulation has a higher SD
than that observed (i.e. opposite to the Hutseme´kers (1998) version).
The S test is evaluated for both 2-axial and 4-axial PAs. For 2-axial we analyse
PAs of the form Θ2ax = 2θ, and for 4-axial we analyse PAs of the form Θ4ax = 4θ4ax.
In both cases we apply parallel transport corrections before transforming the angles.
92
CHAPTER 4
4.3.2 Z test
The Z test was originally developed by Andrews and Wasserman (Bietenholz 1986)
and subsequently modified by Hutseme´kers (1998). It compares the PA of vectors
to the mean resultant vector of their nearest nv neighbours. For each vector j the
mean resultant vector Y j is calculated as
Y j =
1
nv
(
nv∑
k=1
cos 2θk,
nv∑
k=1
sin 2θk
)
, (4.13)
where θk are the PAs [0
◦, 180◦) of the neighbouring nv vectors, this time excluding
central vector j, and the factor of two takes into account the axial nature of the
PAs (Fisher 1993). The mean direction θ¯j is given by the normalized mean resultant
vector Y¯ j through
Y¯ j = (cos 2θ¯j, sin 2θ¯j) . (4.14)
A measure of the closeness of vector i (θi) to the mean resultant vector of the
nv nearest neighbours of vector j (θ¯j) is given by the inner product Dij = yi · Y¯ j,
where yi = (cos 2θi, sin 2θi). If the PAs are correlated with their positions, then on
average Dij will be larger for i = j than for i 6= j.
Hutseme´kers (1998) introduced a modification to the Z test, computing instead
Dij = yi · Y j. This retains the length of the mean resultant vector Y j, which will
be larger if the dispersion of the angles is smaller (Fisher 1993). This modification is
therefore expected to give more weight to sets of nearest neighbours with coherent
alignments.
To evaluate the Z statistic, for each vector i the inner products (Dij’s) are sorted
in ascending order and the rank ri of Di,j=i is determined. The statistic for the
whole sample of n vectors is then given by
Zc =
1
n
n∑
i=1
ri − (n+ 1)/2√
n/12
, (4.15)
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where again nv is a free parameter. Zc will be larger when PAs are non-uniformly
distributed and position-dependent (Hutseme´kers 1998).
This statistic is not coordinate invariant, because it compares vectors at different
locations without performing parallel transport. Pelgrims (2016) shows that there
are at least two different mechanisms to introduce the parallel transport corrections
of Jain et al. (2004) into the Z test:
1. Calculate Y j using θk’s that have been parallel transported to position j, then
parallel transport Y j to position i to evaluate the coordinate-invariant Dij as
Dij =
1
nv
nv∑
k=1
cos[2(θi − (θk + ∆k→j + ∆j→i))] . (4.16)
2. Calculate Y j using θk’s that have been parallel transported direct to position
i, then evaluate the coordinate-invariant Dij as
Dij =
1
nv
nv∑
k=1
cos[2(θi − (θk + ∆k→i))] . (4.17)
Pelgrims (2016) notes that despite both these calculations ofDij being coordinate
invariant, they are generally different. This is because the result of parallel transport
depends on the path taken, and ∆k→j + ∆j→i is (usually) different to ∆k→i. In this
work Eq. 4.17 is adopted, following the literature (Jain et al. 2004; Hutseme´kers
et al. 2005; Pelgrims & Hutseme´kers 2015). Further, Pelgrims (2016) shows that the
significance levels derived using Eqs. 4.16 and 4.17 agree with each other within less
than a factor of two, which is close enough for hypothesis testing.
The significance level for the Z test is the probability that a random numerical
simulation has a higher Zc than that observed (Cabanac et al. 2005).
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4.4 Applying the S test to LQG orientations
We find that LQG PAs are not correlated with position, therefore the S test is more
appropriate than the Z test to quantify their alignment (section 4.6.1). In this section
we elaborate on the use and interpretation of the S test, particularly when applying
it to 2-axial or 4-axial data, both with and without parallel transport corrections.
We discuss evaluation of the S test significance level when data have both aligned and
orthogonal modes, since this differs from the conventional interpretation discussed
in section 4.3.1.
4.4.1 Nearest neighbours free parameter
The S test quantifies the coherence of PA alignment by measuring the dispersion of
groups of nv nearest neighbours, where nv is a free parameter. We explore a range of
nv values; we do not choose a specific value. For each LQG, its nearest neighbours
can be determined either in two dimensions (angular separation) or three dimensions
(comoving separation).
In 2D, nearest neighbours are identified by calculating the angular separation θ
on the celestial sphere between LQG 1 and LQG 2 as
θ = cos−1[sin δ1 sin δ2 + cos δ1 cos δ2 cos(α1 − α2)] , (4.18)
where α1 and δ1 (α2 and δ2) are the right ascension and declination of the centroids
of LQG 1 (2) respectively. For each LQG, its nearest neighbours are those nv LQGs
separated from it by the smallest angular distances.
In 3D, nearest neighbours are identified by calculating the three-dimensional
comoving positions (x, y, z) of each LQG centroid. For each LQG, its nearest
neighbours are those nv LQGs separated from it by the smallest comoving distances.
The 2D and 3D approaches of identifying nearest neighbours will return different
groups of LQGs. When these groups are used to compute the S statistic SD we find
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that the values calculated using the two approaches are remarkably consistent. This
is probably due to the geometry of the three-dimensional survey volume; our redshift
restriction of 1.0 ≤ z ≤ 1.8 yields a ‘shell’ of LQGs of finite thickness. At low nv the
3D approach may find neighbours in the radial direction, but at high nv it can only
find them tangentially (on the sky), like the 2D approach. Since the two approaches
give very similar results, and the 3D approach is more physically motivated, we use
the 3D approach of identifying nearest neighbours in this work.
The number of nearest neighbours nv is a free parameter which can be adjusted
to quantify departure from uniformity over a range of scales. The LQGs are not
uniformly distributed, either on the celestial sphere (Fig. 5.1), or in three dimensions.
Therefore, we cannot directly interpret nv as corresponding to a particular comoving
(or angular) scale. Rather, we expect the S test to indicate a significance level (SL)
which may be smaller for some values of nv than others. The lowest value of SL does
not indicate the overall significance of any departure from uniformity, but indicates
the value of nv at which the correlation is most significant (Pelgrims 2016).
4.4.2 S statistic distribution
Jain et al. (2004) show that for large sample size n the S test statistic SD follows
a normal distribution while nv  n. They find that for small n, and when nv ap-
proaches n, the SD peak shifts towards smaller values and deviates from normality.
They perform numerical simulations of n = 213 random PAs drawn from a uni-
form distribution. Their results are well fitted by SD ≈ 0.89/√nv with a standard
deviation of σ ≈ 0.33/√n while nv  n.
Following Jain et al. (2004) we perform 10,000 numerical simulations of n = 71
random PAs, drawn from a uniform distribution, and confined to LQG locations.
Due to our small sample size, and our exploration of a range of nearest neighbours
up to n ∼ nv (10 ≤ nv ≤ 70), we find that the SD distribution is skewed from
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Figure 4.3: The S test statistic distribution for 10,000 numerical simulations
of n = 71 PAs drawn from a uniform distribution. SD is calculated using
2-axial PAs with parallel transport corrections, and nearest neighbours nv are
determined in 3D. The SD distribution for nv = 25 (nv = 70) is shown by the
solid (dashed) histogram. As nv increases, the distribution shifts to smaller
values of SD and deviates further from normality.
normality, leaving a longer tail of higher SD values. This is more extreme for higher
nv, when the peak of the distribution also shifts to smaller values of SD (Fig. 4.3).
We therefore cannot estimate the mean and standard deviation using the empirical
approximations of Jain et al. (2004) and need numerical simulations instead.
We apply the S test to both 2-axial and 4-axial LQG PAs. The numerical
simulations for each of these constructs yields a different SD distribution (Fig. 4.4),
with the differences being greater for larger values of nv. To calculate the significance
level of the S test the values of SD for our observed sample of 2-axial (dashed green)
and 4-axial (solid blue) LQG PAs is compared to the SD distributions of 2-axial
(dashed) and 4-axial (solid) numerical simulations respectively, for each nv.
Conventionally, a large value of the S test statistic SD indicates alignment. When
we apply the S test to 4-axial LQG PAs we find that SD is in the right-hand tail
of the simulated SD distribution (solid blue line in Fig. 4.4). This is interpreted as
4-axial PAs being more aligned than random orientations. However, when we apply
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Figure 4.4: As Fig. 4.3 but for nv = 70, with SD calculated using 2-axial
(dashed) and 4-axial (solid) PAs, both with parallel transport corrections. The
SD distributions of 2-axial and 4-axial numerical simulations for this nv differ.
The vertical lines indicate the values of SD for our observed sample of 2-axial
(dashed green; SL ∼ 1.9%) and 4-axial (solid blue; SL ∼ 1.2%) PAs; these
are in the left and right tails of the distributions respectively. See text for
interpretation.
it to 2-axial LQG PAs we find the opposite, that SD is in the left-hand tail (dashed
green line in Fig. 4.4). Interpretation of this is less straightforward; how can we
argue that 2-axial PAs are less aligned than random orientations?
A position angle distribution with two preferred orientations orthogonal to one
another (e.g. Hutseme´kers et al. 2014; Pelgrims 2016) will lead to a small value of
di
∣∣∣
max
indicating large dispersion, and hence a small value of SD. Therefore, we may
interpret values of SD in the left-hand tail of the distribution as 2-axial PAs being
more orthogonal than random orientations.
4.4.3 Effect of parallel transport
The S test is a coordinate-invariant method to test for alignment of LQG PAs, when
it includes parallel transport corrections. In this section we explain the effect of
parallel transport on the SD distribution. Using nv = 25 and 70, Fig. 4.5 shows the
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(a) nv = 25, 2-axial PAs,
SL = 14.6% (29.3%) with (out) PT
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(b) nv = 25, 4-axial PAs,
SL = 2.6% (1.0%) with (out) PT
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(c) nv = 70, 2-axial PAs,
SL = 1.9% (24.0%) with (out) PT
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(d) nv = 70, 4-axial PAs,
SL = 1.2% (0.4%) with (out) PT
Figure 4.5: As Fig. 4.3 but for nv = 25 and 70 (row 1 and 2 respectively)
and 2-axial and 4-axial PAs (column 1 and 2 respectively). The histograms
show the SD distributions of numerical simulations with (solid) and without
(dashed) parallel transport corrections. For nv = 70, particularly for 4-axial
PAs, these distributions differ. The vertical lines indicate the values of SD
for our observed sample of 2-axial (green) and 4-axial (blue) LQG PAs, with
(solid) and without (dashed) parallel transport (PT) corrections; significance
level (SL) of each is given in the caption. The extent to which observed SD
values are in the tails of the distributions is affected by parallel transport.
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SD distributions for 10,000 numerical simulations of n = 71 PAs randomly drawn
from a uniform distribution, calculated using both 2-axial and 4-axial PAs. The
solid and dashed histograms show the SD distributions when the S test includes and
excludes parallel transport corrections, respectively. The vertical lines indicate the
values of SD calculated for our observed sample of 2-axial (green) and 4-axial (blue)
LQG PAs, both with (solid) and without (dashed) parallel transport corrections.
Considering first nv = 25, the SD distribution for numerical simulations is sim-
ilar, whether or not parallel transport corrections are included. For 2-axial PAs
(Fig. 4.5(a)) parallel transport reduces the standard deviation of the distribution
by ∼ 1%, although the mean is consistent (within ∼ 0.1%). For 4-axial PAs
(Fig. 4.5(b)) the effect is similar (∼ 4% and ∼ 0.2% respectively). The effect of
applying parallel transport corrections to our observed sample of LQG PAs is in-
dicated by the difference between the dashed and solid lines. For 2-axial PAs this
increases the significance level of orthogonality from 0.29 to 0.15, and for 4-axial
PAs it reduces the significance level of alignment from 0.01 to 0.03.
For nv = 70, the effect of parallel transport is larger. For 2-axial PAs (Fig. 4.5(c))
it reduces the standard deviation of the distribution by ∼ 5%, although the mean
is consistent (within ∼ 0.3%). For 4-axial PAs (Fig. 4.5(d)) it reduces the standard
deviation by ∼ 20%, although the mean is similarly consistent (within ∼ 0.3%). The
effect of applying parallel transport corrections to our observed sample of LQG PAs
for nv = 70 follows a similar pattern to nv = 25. For 2-axial PAs this increases the
significance level of orthogonality from 0.24 to 0.02, and for 4-axial PAs it reduces
the significance level of alignment from 0.004 to 0.01.
Jain et al. (2004) report that, in most cases, their results are unchanged by
including parallel transport corrections. An exception is if nv is comparable to n,
when the SD distribution of the simulations becomes more sensitive to the precise
location of the objects involved. Our results are more sensitive to parallel transport
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corrections, due to our smaller sample size and our exploration of nearest neighbours
up to n ∼ nv. Note that as nv increases, the physical size of the groups of nearest
neighbours will also generally increase so parallel transport corrections will be larger.
This can be seen in the vertical lines of Fig. 4.5; the difference between the values
of SD calculated with (solid) and without (dashed) parallel transport corrections is
larger for nv = 70 than nv = 25.
4.4.4 Numerical simulations
The S test yields an SD statistic for each number of nearest neighbours nv assessed.
The significance level of these values compared to randomness cannot be evaluated
analytically, due to: overlaps between groups of nearest neighbours, deviation of the
SD distribution from normality (particularly for small n and when nv ∼ n), and the
dependence of parallel transport corrections on the precise location of the objects
involved. Therefore, numerical simulations are required.
These simulations preserve the three-dimensional locations of the observed LQGs
(right ascension, declination, and redshift) and replace observed PAs with ‘random’
PAs at these positions.
Hutseme´kers (1998) and Hutseme´kers & Lamy (2001) generate random samples
by shuffling the observed PAs randomly between objects, whilst keeping their posi-
tions fixed. This has the effect of erasing any correlation between PAs and positions.
Jain et al. (2004) enhance this method to make it coordinate-invariant, by including
parallel transport corrections during each shuffle. However, there is some ambiguity
about which path(s) the parallel transport takes, each of which can lead to differ-
ent SD distributions (Pelgrims 2016). Also, as Jain et al. (2004) note, the shuffling
method is unable to test for global alignment.
We have no reason to expect LQG PAs to be correlated with LQG positions;
alignment could be global. Therefore, we generate random samples from a uniform
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distribution, again keeping LQG positions fixed. We generate n = 71 PAs, randomly
drawn from a uniform distribution. These are generated in the ranges [0◦, 180◦)
for 2-axial PAs and [0◦, 90◦) for 4-axial PAs. Note that for 4-axial PAs, initially
generating PAs in the range [0◦, 180◦), then converting to [0◦, 90◦) after parallel
transport and before the S test calculation is equivalent.
The significance level (SL) of the S test is defined as the percentage of simulations
that have an SD statistic at least as extreme as the one from our observations
(Pelgrims 2016). It is computed by comparing the statistic of our observations
(SD,obs) with the statistic from a large number of numerical simulations (SD,sim).
When we convert 2-axial PAs to 4-axial, we simultaneously test for alignment and
orthogonality by combining the modes, so an ‘alignment plus orthogonality’ signal
will manifest as alignment only. The SL is therefore the proportion of numerical
simulations with statistic SD higher than that observed. Indeed, for 4-axial PAs we
find that SD,obs is in the high SD,sim (right-hand) tail of the distribution (Fig. 4.4),
with the SL being the probability that SD,sim > SD,obs. Note that an ‘alignment
only’ signal would also be in the right-hand tail, but would be differentiated by its
2-axial result.
For 2-axial PAs we find that SD,obs is in the low SD,sim (left-hand) tail of the
distribution. To interpret this, consider the potential bimodality of the LQG PA
distribution, with the peaks separated by ∼ 90◦. This orthogonality leads to a
small value of di
∣∣∣
max
, indicating large dispersion, and yielding a small value of SD.
Therefore, it is legitimate to interpret a result in the left-hand tail as an orthogonal
signal, with the SL being the probability that SD,sim < SD,obs. Note that the two
modes of a combined ‘alignment plus orthogonality’ signal would tend to erase any
signal, reducing the power of this test. However, a residual signal in the left (right)
tail indicates the orthogonality (alignment) mode dominates.
In terms of interpretation, the SL is the likelihood that the statistic from our
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observations is a statistical fluke drawn at random from a uniform distribution. For
4-axial PAs this is the probability of a random sample being more aligned than that
observed, and for 2-axial PAs it is the probability of a random sample being more
orthogonal than that observed.
The SD distributions of 2-axial and 4-axial numerical simulations differ, partic-
ularly as nv approaches n. Therefore, we generate separate numerical simulations
for each, and calculate the significance levels as
SL2ax = P (SD,sim(2ax) < SD,obs(2ax)) , (4.19)
SL4ax = P (SD,sim(4ax) > SD,obs(4ax)) , (4.20)
where P indicates probability, 2ax and 4ax indicate 2-axial and 4-axial PAs, and
sim and obs indicate simulations and observations respectively.
4.5 Mock LQG catalogues
The methods detailed so far give a thorough statistical evaluation of the LQG PA
distribution, but cannot inform about its compatibility with the cosmic web expected
in the concordance ΛCDM cosmological model. We assess this using mock LQG
catalogues constructed by Marinello et al. (2016) from the Horizon Run 2 (HR2)
dark matter only N -body cosmological simulation (Kim et al. 2011). HR2 was the
largest (7200h−1 Mpc box) simulation available with a mass resolution sufficient to
reproduce the spatial statistics of the observed quasar distribution.
Marinello et al. (2016) take a snapshot of HR2 at redshift z = 1.4, divide the
volume into 11 sub-volumes, then create quasar samples by applying a semi-empirical
halo occupation distribution (HOD) model to each. The HOD model is probabilistic,
and can produce separate quasar realizations from the same haloes. They apply the
model 10 times to each of the 11 sub-volumes, producing a total of 110 mock quasar
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catalogues. Then they use the LQG finder (section 3.2.1; Clowes et al. 2012, 2013)
to construct 110 mock LQG catalogues.
We restrict each of these mock catalogues to LQGs with membership m ≥ 20
and significance ≥ 2.8σ, to match our observed LQG sample. The mean number of
LQGs in our mocks is n¯ = 30± 0.4; numbers in individual mocks vary 20 ≤ n ≤ 42.
The total number of LQGs in all 110 mocks is 3,296.
The sample size of each individual mock catalogue is small, so we stack them
to increase the statistical power. The 10 quasar mock catalogues created from each
sub-volume are not truly independent; each HOD model realization samples the
same set of dark matter haloes. Indeed, Marinello (2015) find that ∼ 99% of LQG
regions are detected in at least two realizations, albeit often with different quasars,
although ∼ 18% of those are detected with the same quasars. Therefore, for each
realization we stack the 11 sub-volumes, which are independent. The mean number
of LQGs in each stack is n¯ = 330± 3.
Stacking could average out any LQG correlation, unless it is present throughout
the entire HR2 volume. This would make it difficult to differentiate between the null
hypothesis of uniformity and the existence of a correlation on scales smaller than
HR2. Since we have no a priori reason to expect ‘global’ LQG orientations, this is
a potential drawback.
Another potential deficiency is use of the quasar duty cycle in the HOD model,
since it is unknown whether LQG quasars exhibit a similar duty cycle to other
quasars (0.1 − 1%). Marinello et al. (2016) choose a duty cycle which reproduces
the spatial distribution of quasars in SDSS DR7QSO (Marinello 2015), such that
their quasar mocks are statistically compatible with observations. Further, Marinello
et al. (2016) find their mock LQGs are compatible with their observed LQG sample.
For our purposes, we conclude that their choice of duty cycle is reasonable.
We calculate position angles for mock LQGs as for our observed sample, including
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applying parallel transport corrections, and analyse the distributions of both 2-axial
and 4-axial PAs.
4.6 Discussion and conclusions
Our LQG position angle sample is a challenging dataset: the data are axial, bimodal,
and initially coordinate-dependent. The latter factor is particularly significant when
the objects under consideration are widely distributed on the celestial sphere, such
as our LQGs.
We use parallel transport to ensure our methods are coordinate invariant. For
all analysis of uniformity and bimodality we parallel transport all PAs to a single
point on the celestial sphere before analysis. For analysis of alignment correlation
we directly incorporate parallel transport corrections into the method.
Parallel transport could introduce ambiguity into the tests, since the corrections
depend on the direction and distance of the path taken. Pelgrims (2016) recognised
this is an issue for the Z test, where there are two possible paths, although they
show the difference is small. Another potential parallel transport issue is when
generating random samples. If we had chosen to generate these by shuffling the
observed PAs randomly between objects (Hutseme´kers 1998; Hutseme´kers & Lamy
2001) then again there are a choice of paths and potential ambiguity. Instead, we
generate numerical simulations from a uniform distribution, keeping LQG positions
fixed, which requires no additional parallel transport corrections.
When we parallel transport all PAs to a single point on the celestial sphere,
however well motivated, the choice of destination obviously determines the path
taken. Using different destinations, we show that our results are robust to this
choice (section 5.2.2).
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4.6.1 Test availability and appropriateness
In this chapter we described and evaluated various statistical tests of uniformity,
bimodality, and correlation. In this section we assess their availability and appro-
priateness, specifically for axial and bimodal position angle data.
Uniformity tests
To analyse uniformity we use Kuiper’s test, the Hermans-Rasson (HR) test, and the
χ2 test. Kuiper’s and χ2 tests are widely used in astrophysics, and are provided
in Python libraries. These libraries do not support weighting so we create bespoke
versions of these tests to also analyse goodness-of-fit weighted data. We do not
find the HR test in a Python library, and to the best of our knowledge it has not
previously been used in astrophysics, so in this work we introduce it for the first
time.
Kuiper’s test is appropriate for axial PA data, but will have its discriminatory
power reduced if the distribution is multimodal, as it may be for our data. The
HR test is suitable for PA data converted to circular data, and should have higher
power than Kuiper’s test in case of a potentially multimodal distribution. The χ2
test will have lower discriminatory power compared with tests applied to continuous
data (e.g. Kuiper’s and HR tests) and is less appropriate for axial or circular data,
which may further reduce its power. The χ2 test is included predominantly due to
its familiarity and its ease of computation.
We recommend the HR test as the most appropriate for our LQG PA data.
Bimodality tests
To test for bimodality we use the bimodality coefficient (BC) and Hartigans’ dip
statistic (HDS), both of which are used in astrophysics. The BC is calculated from
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the skewness and kurtosis of histograms of categorical data, both of which are avail-
able in Python libraries. HDS is also available in Python.
BC gives a simple measure of whether or not the PA data are drawn from a
bimodal distribution. However, it does not provide any estimate of significance.
We note further limitations of this test, particularly its undesirable sensitivity to
skewness and bin size. HDS is more robust and can be used for hypothesis testing.
It also quantifies the location of any peaks.
We recommend HDS as the most robust and informative for our LQG PA data.
Correlation tests
To evaluate the correlation of LQG PA alignments we use the S and Z tests. Both
tests have been used to analyse alignments on the celestial sphere, but as far as we
know are not publicly available in any programming language. We therefore create
Python implementations of these.
The S and Z tests are both, by design, appropriate for axial data. However, their
interpretation for bimodal data, particularly when this comprises alignment and or-
thogonality, is not straightforward. For 2-axial data this would tend to erase any
signal, reducing the power of the test, whilst for 4-axial data it could combine the
signals (if the PA distribution is 2-fold symmetric), increasing its power. The con-
ventional interpretation is that an observed statistic in the right-hand (high SD) tail
of the distribution indicates alignment. We further argue that an observed statistic
in the left-hand (low SD) tail indicates orthogonality. This is a new interpretation
introduced in this work.
Hutseme´kers et al. (2014) report the Z test is better suited to small samples
than the S test, because the latter uses a measure of angle dispersion which suffers
reduced power with small samples. However, if PA alignment is ‘global’ (i.e. cor-
relations are present throughout the survey area), then PAs will not be correlated
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to positions and the power of the Z test will reduce dramatically (Pelgrims 2019,
private communication).
We try both the modified Z test (Hutseme´kers 1998), together with the parallel
transport corrections, and the Jain et al. (2004) version of the S test. We do not
find a signal with the former, probably because the alignments are indeed global
rather than local, but we find the S test is appropriate for our data, indicating both
alignment and orthogonality.
In section 4.4 we discuss some subtleties in the application and interpretation
of the S test. We choose to identify the nv nearest neighbours in three-dimensional
comoving space rather than two-dimensional angular separation. We show how the
value of nv, and the use of 2-axial or 4-axial data, affects the distribution of the
S test statistic SD, and similarly the effects of parallel transport. These factors
must all be accounted for when constructing numerical simulations to estimate the
significance level of the S test.
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Evidence for large-scale
correlation of LQG orientations
In this chapter we determine the orientation of large quasar groups, as position an-
gles. We present a sample of 71 LQGs whose PA distribution is apparently bimodal,
with modes at θ¯ ∼ 52± 2◦, 137± 3◦ (with goodness-of-fit weighting) at the centre of
the A1 region (Hutseme´kers 1998). The median location of the peaks at all 71 LQG
locations is θ¯ ∼ 45± 2◦, 136± 2◦. The peaks are separated by ∆θ ∼ 90◦, indicating
that some LQGs have PAs that are preferentially aligned with each other, whilst
others are preferentially orthogonal. To the best of our knowledge nothing in the
LQG finder could introduce such an aligned plus orthogonal effect. Indeed, it makes
no assumptions about LQG morphology or orientation. We apply the statistical
methods detailed in chapter 4 to analyse the uniformity, bimodality, and correlation
of these PAs.
Uniformity. We find very marginal evidence for non-uniformity of 2-axial PAs,
but with 4-axial PAs the evidence is more intriguing (0.8%− 7% significance level,
1.5σ−2.4σ). It is not legitimate to convert PA data to 4-axial based on its a posteri-
ori near 2-fold symmetry. However, we have a priori motivation for suspecting this
type of distribution from Pelgrims & Hutseme´kers (2015), who identify large-scale
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alignment of the polarization vectors of radio quasars. They report mean angles1 of
θ¯ ' 42◦, 131◦, remarkably close to our PA peaks.
Bimodality. Our analyses indicate that the PA data are bimodal. We find
the bimodality coefficient is rather unstable, but for data weighted by goodness-
of-fit it generally indicates bimodality. Hartigans’ dip statistic is more robust and
indicates bimodality with 97% confidence. Furthermore, it identifies modes (peaks)
at θ¯ ∼ 52± 2◦, 137± 3◦ in PAs parallel transported to the centre of the A1 region.
Correlation. We assess PA correlation using the S test, and compare our ob-
servations with numerical simulations to estimate the significance level (SL) of any
alignment/orthogonality. On most scales we find 4-axial PAs are more aligned than
randoms (SL = 1.5%, 2.2σ), and on the largest scales 2-axial PAs are more orthog-
onal than randoms (SL = 3.3%, 1.8σ). We note that the S test, being based on
dispersion, is likely to have limited power with small samples.
5.1 Results: LQG position angles
We identify 71 LQGs of ≥ 20 quasars and detection significance ≥ 2.8σ. The
LQG positions on the celestial sphere, and their orientation as determined by the
two-dimensional method, are illustrated in Fig. 5.1. By eye it appears that the
orientations may be somewhat preferentially aligned, but we caution that the or-
thographic projection may be deceiving. We analyse this potential alignment in
subsequent sections. The LQG positions in three-dimensional comoving space, and
their orientation as determined by the three-dimensional method, are illustrated in
Fig. 5.2 with additional perspectives shown in Fig. H.1 (Appendix H).
1Errors on these means were not reported
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A1
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RN2
Figure 5.1: LQG quasars (blue dots) and ODR axes (red lines) shown on the
celestial sphere (east to the right). Also shown, the centres (black crosses) of
A1, RN1, and RN2 regions (Hutseme´kers 1998; Pelgrims & Hutseme´kers 2015).
A1 is the parallel transport destination for uniformity and bimodality tests.
Projection is centred on α = 180◦, δ = 35◦ (J2000), parallels and meridians
are separated by 20◦. Some alignment is apparent by eye; we analyse this
statistically in subsequent sections.
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Figure 5.2: LQGs in three-dimensional comoving space, showing LQG
quasars (blue circles) and LQG major axes (red lines). Quasar markers are
shaded to give the appearance of depth, with lighter shades representing more
distant quasars. Our location at (x, y, z) coordinates (0, 0, 0) is indicated by
a black dot. See Appendix H for three alternative, orthogonal perspectives.
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The orientation of each LQG is quantified as a position angle. We consider two
potential methods of determining PAs. To recap, the 2D approach involves tangent
plane projection of the LQG quasars, followed by orthogonal distance regression
(ODR) of the projected points. These ODR fits are indicated by the solid red lines
in Fig. 5.1. The 3D approach requires determining the comoving coordinates of the
LQG quasars, performing principal component analysis on the covariance matrix
of these, then tangent plane projection of the resultant major axis. These major
axes are indicated by the solid red lines in Figs. 5.2 and H.1. For both approaches,
bootstrap re-sampling with replacement is used to estimate the uncertainty in the
form of the half-width confidence interval (HWCI) of 10,000 bootstraps.
We analyse PAs determined by the 2D approach in this work, predominantly
due to the potential influence of redshift errors, and the increased measurement
uncertainties of the 3D approach. However, data from the 3D approach are used
for some preliminary analysis of the morphology of LQGs. The results of both
approaches are presented in Tables 5.1 (example LQGs) and G.1 (full LQG sample,
in Appendix G) and generally agree well. The PAs listed in these tables are measured
in situ at the location of each LQG and will have parallel transport corrections
applied before statistical analysis.
For methods where we parallel transport all PAs to a single point on the celestial
sphere to compare them, we choose the point indicated by a black cross in Fig. 5.1
(α = 193.1◦, δ = 24.7◦, J2000). This is the centre of the A1 region (Hutseme´kers
1998) of large-scale alignment of the optical polarization of quasars, which is roughly
at the centroid of the LQG distribution.
Figs. 5.3 (histograms) and 5.4 (rose diagrams) show LQG PAs after this par-
allel transport, both unweighted and weighted by orthogonal distance regression
goodness-of-fit w = `/σ2 (Eq. 3.10). For axial data [0◦, 180◦), where 0◦ and 180◦
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are equivalent, a conventional histogram (Fig. 5.3) can be misleading, since it rep-
resents data that are close together (e.g. 1◦ and 179◦) at opposite extremes of the
distribution.
An alternative representation is the rose diagram (Fig. 5.4), where wedge length
is proportional to the count and spanning angle denotes the bins. Note this is not a
true histogram; the area displayed for a single count increases with increasing length.
For undirected (i.e. non-directional, axial) data it is conventional to duplicate the
[0◦, 180◦) wedges on the opposite side of the rose diagram [180◦, 360◦). For clarity,
we reiterate that the PA data are axial [0◦, 180◦) and not circular [0◦, 360◦); we do
not have PAs in the range [180◦, 360◦) (the lighter shade in Fig. 5.4).
In both Figs. 5.3 and 5.4 the data appear bimodal, with peaks at θ ∼ 45◦ and
θ ∼ 135◦ (in the absence of goodness-of-fit weighting). The peaks are thus separated
by ∆θ ∼ 90◦, indicating that some LQGs may have PAs that are preferentially
parallel (i.e. aligned) whilst others are preferentially orthogonal (this is described
as ‘anti-aligned’ by Hutseme´kers et al. (2014) and Pelgrims (2016)) to one another.
We analyse the PA distribution in detail in section (5.2).
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Figure 5.3: LQG position angles, all parallel transported to and measured at
the centre of the A1 region (Hutseme´kers 1998). (a) is unweighted and (b) is
ODR goodness-of-fit weighted, both with 15◦ bins. The bimodal distribution
is robust to whether or not ODR goodness-of-fit weighting is used.
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Figure 5.4: As Fig. 5.3 but represented as a rose diagram; again (a) is
unweighted and (b) is ODR goodness-of-fit weighted, both with 15◦ bins. As
is conventional for axial data the [0◦, 180◦) data are duplicated on the opposite
side of the rose diagram [180◦, 360◦); duplicates shown in a lighter shade.
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Table 5.1: Example large quasar groups, where m is the number of members,
and α¯, δ¯, and z¯ are the mean right ascension, declination, and redshift of the
member quasars. The normalized goodness-of-fit weight w (Eq. 3.10) is scaled
by w71 = w × 71 for clarity, and to distinguish those LQGs weighted higher
(w71 > 1) or lower (w71 < 1) than the mean w¯. Position angle θ and half-
width confidence interval γh are shown for both the 2D and 3D approaches.
The ratio of 3D eigenvalues (and ellipsoid axes lengths) is given by a : b : c.
See Appendix G for full sample of all 71 LQGs.
J2000 (◦) 2D PA (◦) 3D PA (◦)
m α¯ δ¯ z¯ w71 θ γh θ γh a : b : c
20 121.1 27.9 1.73 1.13 119.7 10.4 115.1 10.7 0.50:0.30:0.21
20 151.5 48.6 1.46 1.21 144.4 9.2 144.3 11.5 0.50:0.33:0.17
20 155.9 12.8 1.50 0.32 120.7 25.2 117.2 37.0 0.44:0.43:0.14
20 163.6 16.9 1.57 1.00 0.9 8.8 5.7 9.2 0.47:0.33:0.20
. . .
23 209.5 34.3 1.65 1.99 152.5 2.8 152.3 2.8 0.68:0.17:0.15
23 214.3 31.8 1.48 0.27 18.6 32.6 87.7 32.5 0.47:0.35:0.18
. . .
26 160.3 53.5 1.18 0.33 110.6 23.2 111.5 25.1 0.38:0.34:0.28
26 171.7 24.2 1.10 0.78 48.5 8.3 47.3 8.1 0.46:0.29:0.24
. . .
55 196.5 27.1 1.59 0.95 107.5 3.4 107.0 3.4 0.58:0.24:0.18
56 167.0 33.8 1.11 0.81 110.2 3.5 110.4 3.8 0.50:0.29:0.21
64 196.4 39.9 1.14 0.83 133.6 3.0 133.9 3.2 0.48:0.36:0.17
73 164.1 14.1 1.27 0.76 156.6 4.2 156.3 4.5 0.55:0.28:0.16
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5.1.1 LQG PAs as a function of redshift
Much of this work concentrates on examining the apparent bimodality of the PA
distribution, and the alignment and orthogonality in large-scale structure that this
may indicate. We serendipitously notice that the redshift distribution also appears
bimodal. In this section we briefly examine the relationship between LQG position
angle and redshift, both of LQGs and their member quasars.
Fig. 5.5 shows a marginal plot of the LQG PA × redshift plane; redshift here is
LQG redshift, defined as the mean redshift of its member quasars. From Fig. 5.3(a),
we expect the PA histogram (top margin) to be bimodal, as seen. The redshift
histogram (right margin) also exhibits some bimodality. To investigate the relation-
ship between these two variables, and whether there is any correlation between their
modes, we add kernel density estimation (KDE) contours to the scatter plot. This
shows hints of three or four modes, although the correlation is weak. We note that
the apparently stronger modes at θ ∼ 45◦ × z ∼ 1.5 and θ ∼ 135◦ × z ∼ 1.2 result
from the points with the greatest uncertainty. Conversely, the weaker modes at
θ ∼ 55◦ × z ∼ 1.2 and θ ∼ 150◦ × z ∼ 1.5 result from the points with the smallest
uncertainty. Statistical analysis is left to future work.
Due to their scale, LQGs extend considerably in the radial direction, and some
features may be lost when we only analyse their mean redshift. Our sample of
71 LQGs collectively comprise 2,076 member quasars. Fig. 5.6 shows the redshift
distribution of these. The distribution appears bimodal with modes (peaks) at
z ∼ 1.15 and z ∼ 1.55, similar to that for LQG redshifts (Fig. 5.5, right margin).
Finally, we present a scatter plot of the LQG PA × redshift plane in Fig. 5.7,
showing both LQG redshift (blue dots) and member quasar redshift (grey dots).
This demonstrates the redshift ‘depth’ of the LQGs, and also the number which
encroach on our redshift boundaries of 1.0 ≤ z ≤ 1.8, particularly at higher values
of position angle, around the second PA mode.
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Figure 5.5: Marginal plot of the LQG PA × redshift plane. Error bars are
PA half-width confidence interval and redshift standard deviation. Marginal
histograms show PA and redshift distributions with ∆θ = 15◦ and ∆z = 0.1
bins. Contours are a Gaussian kernel density estimation of the scatter plot.
Histograms and KDE are unweighted.
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Figure 5.6: Redshift distribution of the 2,076 member quasars comprising
our sample of 71 LQGs, with ∆z = 0.05 bins, unweighted. Top x-axis shows
approximate comoving radial distance. Distribution is bimodal, with modes
(peaks) at z ∼ 1.15 and z ∼ 1.55.
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Figure 5.7: Scatter plot of the LQG PA × redshift plane. Right-hand y-axis
shows approximate comoving radial distance. Redshift (z) of member quasars
are shown as grey dots. LQG redshifts (z¯) are shown as blue dots with error
bars of standard deviation in z. LQGs are ‘deep’ in redshift, with several
encroaching on our redshift boundaries of 1.0 ≤ z ≤ 1.8.
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5.1.2 LQG PA weights
The two-dimensional approach of determining position angles includes orthogonal
distance regression of tangent plane projected quasars. We evaluate the ODR
goodness-of-fit, which may be used to weight the results, e.g. the weighted his-
togram in Fig. 5.3(b) and the weighted rose diagram in Fig. 5.4(b). These weights
are also used for some of the statistical analysis, so are worth briefly exploring here.
Fig. 5.8 (solid black line) shows the goodness-of-fit weights w = `/σ2 of our
sample of n = 71 LQGs, after they are normalized to
∑n
i=1 wi = 1 then scaled by
w71 = wi × 71. This distinguishes those LQGs weighted higher (w71 > 1) or lower
(w71 < 1) than the mean weight w¯ =
∑n
i=1wi/n of our sample of 71 LQGs.
An alternative weighting scheme is based on measurement uncertainties, or half-
width confidence intervals (HWCIs), estimated from 10,000 bootstraps of the PA
calculations. Fig. 5.8 shows weights w = 1/γh from this empirical method, where
γh is the HWCI determined by the two-dimensional (orange dashed line) and three-
dimensional (blue dotted line) PA approaches. Weights are normalized and scaled
as for the goodness-of-fit weights.
The distributions of goodness-of-fit, 2D HWCI, and 3D HWCI weights are sim-
ilar. The means of all three distributions are, by design, w¯ = 1. The medians of
the goodness-of-fit, 2D HWCI, and 3D HWCI distributions are, respectively, 0.83,
0.85, and 0.78. This is consistent with the 2D approach to calculating PAs having
smaller uncertainties than the 3D approach.
We further show that the PA distribution is robust between these alternative
weighting schemes. Fig. 5.9 shows PAs, determined by the 2D approach, with no
parallel transport, and weighted by (a) goodness-of-fit weights w = `/σ2, and (b)
HWCI weights w = 1/γh. The bimodal distribution is robust to which method of
weighting is used; we continue to use the former in this work as it is more physically
motivated and, judging by Fig. 5.9, is also slightly more conservative.
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Figure 5.8: Distribution of goodness-of-fit weights w = `/σ2 (solid black),
normalized and scaled by w71 = wi × 71 for clarity, and to distinguish those
LQGs weighted higher (w71 > 1) or lower (w71 < 1) than mean weight w¯. Also
shown, weights w = 1/γh where γh is the half-width confidence interval from
bootstraps of the 2D (orange dashed) and 3D (blue dotted) PA approaches,
similarly normalized and scaled.
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Figure 5.9: Position angles calculated by 2D approach, with no parallel
transport, and 15◦ bins. (a) is goodness-of-fit weighted and (b) is half-width
confidence interval weighted. The bimodal distribution is robust to which
method of weighting is used.
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5.1.3 LQG morphology
The three-dimensional approach of determining position angles yields eigenvectors
and eigenvalues. These are used to build a confidence ellipsoid, where the length
` of each axis is a function of its eigenvalue λ, specifically ` ∝ √λ. We compute
the ratio of the axis lengths a : b : c, where a is the length of the major axis and
a > b > c. These ratios are shown in Tables 5.1 (example LQGs) and G.1 (full LQG
sample), and in Fig. 5.10.
The ellipsoid axis length ratios can roughly categorise the morphology of LQGs;
if the a axis is much longer than the other axes (and b ∼ c) it is ‘cigar-shaped’,
if the c axis is much shorter than the other axes (and a ∼ b) it is ‘discus-shaped’,
and if all three axes are similar lengths (a ∼ b ∼ c) it is spheroidal. For our
sample of 71 LQGs we find that 29 have a/b ≥ 1.5 and b/c ≤ 1.5, tending towards
‘cigars’, 26 have a/b ≤ 1.5 and b/c ≥ 1.5, tending towards ‘discuses’, and 5 have
a/b ≤ 1.5 and b/c ≤ 1.5, tending towards spheroids. See, respectively, orange, blue,
and grey shaded regions in Fig. 5.11. Generally, LQGs are somewhere between these
simple categories, and our choice of cut-off (a/b = 1.5 and b/c = 1.5) is arbitrary.
For our sample of 71 LQGs, the mean (median) ratios are a/b = 1.75 (a/b =
1.59), b/c = 1.65 (b/c = 1.57), and a/c = 2.77 (a/c = 2.62). For determining PAs,
the a/b ratio is important; if a ∼ b then the orientation of the LQG with respect
to the line-of-sight will greatly affect which axis appears longer in the tangent plane
projection of the 2D approach.
This work focuses on LQG alignment; we leave the study of LQG morphology
to future work. We also suggest investigating any correlation of LQG alignment
or morphology with respect to the line of sight, which may help identify or reject
systematic errors due to redshift-space distortions or other line-of-sight biases (e.g.
larger uncertainties in the position angle of LQGs orientated towards the line-of-
sight) in future LQG analyses.
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Figure 5.10: LQG ellipsoid axis length ratios a : b : c, represented as fractions
a/b (solid black), b/c (dashed orange), and a/c (dotted blue).
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Figure 5.11: LQG ellipsoid axis length ratios a : b : c, represented as fractions
a/b and b/c. LQGs categorised roughly as ‘cigar-shaped’ in the orange region,
‘discus-shaped’ in the blue region, and spheroidal in the grey region. The
boundaries of these regions are arbitrary and for illustration only.
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5.2 Results: statistical analysis
In this section we show how likely it is that the PAs are drawn from a uniform
distribution, how significant their bimodality is and where the peaks are, and how
likely their alignment/orthogonality is compared to randoms/simulations.
All analysis in this section is performed on the PAs of our sample of 71 LQGs,
including parallel transport corrections. The uniformity and bimodality analyses are
performed on PAs parallel transported to the centre of the A1 region (Hutseme´kers
1998). The correlation analysis is performed using the coordinate invariant version
of the S test (Jain et al. 2004), which incorporates parallel transport corrections.
5.2.1 Uniformity: LQG PAs are unlikely to be uniform
The results from applying the uniformity tests are listed in Table 5.2.
Weighting. Kuiper’s and χ2 tests are evaluated for PAs with and without
goodness-of-fit weighting. The Hermans-Rasson (HR) test is only evaluated for
unweighted PAs.
2-axial data. Kuiper’s and χ2 tests are evaluated for raw PAs (θ). Kuiper’s test
is also evaluated for PAs of the form Θ2ax = 2θ; results are consistent, as expected.
For the χ2 test we use 20◦ bins. The HR test requires circular data, so is only
evaluated for PAs of the form Θ2ax = 2θ. The p-values for these are shown in the
‘2-axial’ columns, with unweighted and weighted sub-columns.
4-axial data. Kuiper’s and χ2 tests are both evaluated for PAs of the form θ4ax.
Kuiper’s test is also evaluated for PAs of the form Θ4ax = 4θ4ax; again results are
consistent. For the χ2 test we use 10◦ bins, half that for 2-axial data; 4-axial data
would otherwise have twice the frequency of 2-axial data. The HR test is evaluated
for PAs of the form Θ4ax = 4θ4ax (i.e. circular). The p-values for these are shown in
the ‘4-axial’ columns, with unweighted and weighted sub-columns.
The χ2 test does not show evidence of non-uniformity for 2-axial PAs without
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Table 5.2: Results (p-values) of uniformity tests. For 2-axial (4-axial) PAs
the χ2 test is evaluated using 20◦ (10◦) bins. The χ2 and Kuiper’s tests are
computed both with and without goodness-of-fit weighting. For 2-axial PAs,
only the χ2 test shows evidence for non-uniformity (of weighted PAs). For
4-axial PAs, all tests show evidence for non-uniformity, mostly marginal, with
Kuiper’s being the most significant.
p-value
2-axial 4-axial
test unweighted weighted unweighted weighted
χ2 (20◦ / 10◦ bins) 0.16 0.01 0.07 0.02
Kuiper’s 0.62 0.59 0.009 0.008
Hermans-Rasson 0.07 - 0.04 -
weighting (16% significance level), but does show some evidence of non-uniformity
with weighting (1% significance level). For 4-axial PAs it shows marginal evidence
of non-uniformity both with and without weighting (2% and 7% respectively).
Kuiper’s test does not show evidence of non-uniformity for 2-axial PAs, with or
without weighting. However, the PA distribution is bimodal, which dramatically
reduces the test’s discriminatory power, so the absence of a signal is unsurprising.
For 4-axial PAs Kuiper’s test indicates a rejection of the null hypothesis of uniformity
at the 0.8% and 0.9% significance level (weighted and unweighted), i.e. ∼ 2.4σ.
Finally, the HR test shows marginal evidence of non-uniformity for 2-axial and
4-axial PAs (7% and 4% significance levels, respectively), both without weighting.
Based on the results from these three uniformity tests we cannot confidently
reject the null hypothesis that the observed PAs are drawn from a uniform distri-
bution. The most appropriate test for the axial and bimodal nature of the PA data
is the HR test, which shows marginal evidence of non-uniformity.
However, if we a priori expect f -fold symmetry (specifically 2-fold, in case of
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a bimodal distribution) then the conversion of PAs to 4-axial becomes physically
well motivated as well as statistically legitimate. In this case, based on the 4-axial
results of Kuiper’s test, we could confidently reject the null hypothesis and conclude
that the PAs are non-uniform.
Uniformity of mock LQG catalogues
The results from applying uniformity tests to the mock LQGs of section 4.5 are
listed in Table 5.3. For tests of multiple samples we calculate the mean p-value. In
these cases we also examine the p-value distribution, and find that ∼ 4% (∼ 5%)
of the 110 individual 2-axial (4-axial) mocks have a χ2 p-value of < 0.05. However,
comparisons across multiple samples, even if those samples are entirely random,
occasionally yields a ‘significant’ result due to the introduction of additional degrees
of freedom. This practice, now known as p-hacking, is highlighted by Simmons et al.
(2011) who note “undisclosed flexibility...allows presenting anything as significant”.
To compensate for this we must correct the alpha-level. Using the Sˇida´k (1967)
correction, to obtain an overall alpha-level of α = 0.05 for all 110 mocks combined
requires an individual alpha-level of α = 0.0005 per mock. None has a χ2 p-value of
< 0.0005, and we conclude the few low p-values of < 0.05 are not significant. None
of the 10 stacks of 11 sub-volumes have a χ2 p-value of < 0.05.
The χ2 and Hermans-Rasson tests show no evidence for non-uniformity of the
mock LQGs. This result is consistent between 2 and 4-axial PAs, individual mocks,
stacks of sub-volumes, and the stack of all 3,296 mock LQGs, notwithstanding our
concerns about the independence of the latter (section 4.5). Kuiper’s test also shows
no evidence for non-uniformity, except for the stack of all mock LQGs evaluated as
4-axial data (and then only marginally). This could be an artefact of the realizations
not being truly independent, but if so it is unclear why this would reveal itself only
in one of the six tests on this sample. Further, it is an anomaly amongst otherwise
126
CHAPTER 5
Table 5.3: Results (p-values) of uniformity tests applied to mock LQGs. For
2-axial (4-axial) PAs the χ2 test is evaluated using 15◦ (7.5◦) bins, except
for individual mocks where it is evaluated using 30◦ (15◦) bins. For multiple
samples the number of LQGs and p-values are means plus the standard error
on the mean. All PAs are unweighted and are parallel transported to, and
measured at, the centre of the Al region (Hutseme´kers 1998). Most samples
and tests show no evidence for non-uniformity.
No. of p-value
sample(s) LQGs test 2-axial 4-axial
110 individual mocks 30± 0.4
χ2 (30◦/15◦ bins) 0.53± 0.03 0.51± 0.03
Kuiper’s 0.53± 0.03 0.50± 0.03
Hermans-Rasson 0.48± 0.03 0.50± 0.03
10 stacks of 11 sub-volumes 330± 3
χ2 (15◦/7.5◦ bins) 0.47± 0.10 0.41± 0.08
Kuiper’s 0.56± 0.10 0.44± 0.09
Hermans-Rasson 0.46± 0.11 0.62± 0.09
1 stack of 110 mocks 3,296
χ2 (15◦/7.5◦ bins) 0.20 0.31
Kuiper’s 0.27 0.03
Hermans-Rasson 0.16 0.15
consistent results, and we urged caution interpreting any results manifest only in 4-
axial data. We therefore conclude that all three tests indicate statistical uniformity
of the mock LQGs.
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5.2.2 Bimodality: LQG PA distribution is bimodal
Bimodality coefficient
The results from calculating the bimodality coefficient (BC) are listed in Table 5.4.
As BC is calculated using categorical data, we calculate it for three different bin
widths (10◦, 20◦, and 30◦). We also calculate BC before and after goodness-of-fit
weighting. Histograms of each combination of bin width and weighting are shown
in Fig. 5.12.
The BC is evaluated for 2-axial PAs, using both raw PAs (θ) and PAs of the form
Θ2ax = 2θ; results are not consistent, probably due to sensitivity to bin size. The
BC is not calculated for 4-axial PAs, since this conversion yields unimodal data, for
which the BC is not meaningful.
The BC generally indicates unimodality with 10◦ bins, and bimodality with 20◦
and 30◦ bins (remember BCcrit ≈ 0.555), with a few exceptions. This trend is true
for both 2-axial and circular PAs, again with a few exceptions, although the value of
the BC varies significantly between the two. This dependence of BC on bin width,
and which form of PA is used, is troubling.
Table 5.5 lists the skewness and kurtosis of the histograms in Fig. 5.12, from
which the BC is derived. All the histograms are, to varying degrees, skewed to
the right (positive m3). High skewness, in whichever direction, can lead to a bogus
identification of bimodality (Pfister et al. 2013). Furthermore, for unweighted data
especially, the excess kurtosis becomes increasingly negative (light tailed) with larger
bins, which will also tend to increase the BC. For these reasons, and the limitations
identified in section 4.2, we do not consider the BC further.
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Table 5.4: Bimodality coefficient calculated using 10◦, 20◦, and 30◦ bins
(histograms in Fig. 5.12). The BC is calculated for 2-axial (θ) and circular
(Θ2ax = 2θ) PAs, both before and after goodness-of-fit weighting. The results
are not always consistent and are not robust to choice of bin width.
bimodality coefficient (BCcrit ≈ 0.555)
2-axial PAs (θ) circular PAs (Θ = 2θ)
bin width unweighted weighted unweighted weighted
10◦ 0.40 0.44 0.42 0.65
20◦ 0.63 0.71 0.49 0.65
30◦ 0.60 0.57 0.67 0.78
Table 5.5: Skewness (m3) and kurtosis (m4) of the categorical PA data
(histograms in Fig. 5.12) used to calculate the BC (Table 5.4), for 2-axial (θ)
and circular (Θ2ax = 2θ) PAs, both before and after goodness-of-fit weighting.
Values of high skewness and negative kurtosis may lead to the instability we
see in the BC.
skewness (m3) and kurtosis (m4)
2-axial PAs (θ) circular PAs (Θ = 2θ)
bin width unweighted weighted unweighted weighted
m3 m4 m3 m4 m3 m4 m3 m4
10◦ 0.04 −0.60 0.87 0.89 0.34 −0.46 2.05 4.80
20◦ 0.66 −0.84 1.16 0.14 0.37 −0.79 1.24 0.81
30◦ 0.27 −1.35 0.23 −1.27 0.17 −1.59 0.76 −1.12
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Figure 5.12: LQG position angles as in Fig. 5.3 but with 10◦, 20◦, and 30◦
bins (respectively, rows 1, 2, and 3). Column 1 is unweighted and column 2
is ODR goodness-of-fit weighted. The BC is calculated (Table 5.4) from the
skewness and kurtosis of these histograms (Table 5.5).
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Hartigans’ dip statistic
We calculate Hartigans’ dip statistic (HDS) for continuous unweighted PA data,
using sensitivity α = 0.03 and merge distance = 5◦. This recovers two peaks between
∼ 36◦ − 83◦ and ∼ 114◦ − 156◦, with 97% confidence. We do not perform HDS on
weighted data.
The unweighted (weighted) means of PAs in these two ranges are ∼ 54 ± 2◦
(∼ 52 ± 2◦) and ∼ 136 ± 3◦ (∼ 137 ± 3◦), consistent with the peaks we see in the
distribution of categorical PA data (e.g. Fig. 5.3). The bimodality observed in the
categorical data is therefore unlikely to be an artefact of binning.
The bimodal peaks are identified by HDS after all PAs are parallel transported
to the centre of the A1 region. Recalling section 3.4 (see also Jain et al. 2004),
the process of parallel transport rotates PAs; the amount of rotation depending on
the path taken (direction and distance). Therefore it is reasonable to check whether
parallel transporting to a different location would affect the position of the PA peaks.
We parallel transport all 71 PAs to the location of each of the 71 LQGs, and at
each one fit a double Gaussian to the unweighted histogram of these PAs. The height,
width, and location of each Gaussian are fitted using Python’s scipy.optimize.
leastsq. The results are shown in Fig. 5.13; at most (& 80%) LQG locations the
PAs still show a similar bimodal distribution.
The location of the centres of the double Gaussian peaks, in each of the 71 LQG
locations, are shown in Fig. 5.14. The median (mean) location of the first peak
is ∼ 45 ± 2◦ (∼ 47 ± 2◦), and the median (mean) location of the second peak is
∼ 136 ± 2◦ (∼ 138 ± 2◦). These are consistent (within the mean PA half-width
confidence interval of ∼ 10◦) with the peaks identified by HDS at the centre of the
A1 region (∼ 54± 2◦ and ∼ 136± 3◦ for unweighted PAs).
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Figure 5.13: LQG position angles after parallel transport to the location of
each LQG; 15◦ bins. Solid blue lines are double Gaussian fit. The bimodal
distribution is generally robust to parallel transport destination.
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Figure 5.14: Location of the centres of the double Gaussian peaks in
Fig. 5.13; 15◦ bins. The locations of the two peaks are consistent, regard-
less of parallel transport destination. The mean locations are ∼ 47 ± 2◦ and
∼ 138± 2◦, consistent (within . 10◦) with the HDS result.
5.2.3 Correlation: LQG PAs are aligned and orthogonal
We compute the S statistic SD using the Jain et al. (2004) coordinate invariant
version of the S test for samples of nv nearest neighbours, where 10 ≤ nv ≤ 70. In
Fig. 5.15 we show the values of SD calculated for observed LQG PAs, represented
as both 2-axial (green circles) and 4-axial (blue triangles) data, as a function of
nearest neighbours nv. Nearest neighbours are determined in 3D by taking into
account radial distance. Results are entirely consistent with neighbours determined
in 2D (i.e. by angular separation).
Larger values of SD indicate stronger alignment. So Fig. 5.15 illustrates that
4-axial LQG PAs are more aligned than expected if they are randomly drawn from
a uniform distribution. Conversely, it also suggests that 2-axial LQG PAs are less
aligned (more orthogonal) than expected if they are randomly drawn from a uniform
distribution. The physical interpretation of the latter is not straightforward, but
likely to be due to the contribution from orthogonal PAs leading to large dispersion,
and hence a small value of SD.
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Figure 5.15: The S test statistic SD calculated for 2-axial (green circles)
and 4-axial (blue triangles) PAs as a function of nearest neighbours nv deter-
mined in 3D. Also shown, empirical values estimated for a uniform distribution
(black) and their approximate ±1σ, 2σ, 3σ confidence intervals (grey). 4-axial
PAs show more alignment than uniforms, whilst 2-axial PAs show less.
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Figure 5.16: The logarithmic significance level (SL) of the S test calculated
for 2-axial (green circles) and 4-axial (blue triangles) PAs as a function of
nearest neighbours nv determined in 3D. The dotted, dash-dotted and dashed
horizontal lines indicate SL = 0.05, 0.01 and 0.005 respectively. 2-axial LQG
PAs show correlation (SL ∼ 3.3%) above nv ≥ 54. 4-axial PAs show correla-
tion (SL ∼ 1.5%) above nv ≥ 30.
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The approximate empirical standard deviation, and hence the ±1σ, 2σ, and 3σ
confidence intervals shown in Fig. 5.15, are only valid for large n while nv  n (Jain
et al. 2004). These are not valid assumptions for much of our range of SD. Therefore,
due to this and the mutual dependence of groups of nearest neighbours, we calculate
the significance level of the S test using numerical simulations. In Fig. 5.16 we show
the significance level of the S test calculated using 10,000 numerical simulations, for
values of SD determined using both 2-axial (green circles) and 4-axial (blue triangles)
PAs. Again, this is shown as a function of nearest neighbours nv.
For 4-axial LQG PAs we are testing for alignment and orthogonality by combin-
ing the modes, resulting in alignment only (right-hand SD tail), so the significance
level (SL) is defined as the proportion of numerical simulations with an S test statis-
tic SD higher than that observed (Eq. 4.20). We find significance levels generally
between 1% and 5% for most numbers of nearest neighbours nv. For most of the
nv range (30 ≤ nv ≤ 70) the significance level is 0.9% ≤ SL ≤ 2.2%, with a mean
(median) of 1.5% (1.5%). It is most significant for nv ∼ 45, with SL ' 0.8%.
For 2-axial LQG PAs the orthogonal mode dominates (left-hand SD tail), so the
SL is defined as the proportion of simulations with an S test statistic SD lower than
that observed (Eq 4.19). We find significance levels generally above 5% until nv ≥ 54.
For the remainder of the range of nv (54 ≤ nv ≤ 70) the SL is 1.9% ≤ SL ≤ 6.2%,
with a mean (median) of 3.3% (3.4%).
Typical angular and comoving separations
The number of LQG nearest neighbours nv is a free parameter explored by the S
test. In this work we identify these neighbours using three-dimensional comoving
positions of each LQG centroid. The parameter nv is related to the scale of the
nearest neighbour groups, but because LQGs are not homogeneously distributed we
cannot directly interpret it as corresponding to a particular scale. In Fig. 5.17 we
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show the relationship between the parameter nv and the typical scale of the nearest
neighbour groups, defined as the median angular (comoving) separation between
each LQG and its nv nearest neighbours. The relationships are nearly linear when
nv & 20, and the distributions naturally become wider with increasing nv.
Using these relationships, in Fig. 5.18 we show the S test significance levels as
a function of typical angular (comoving) separation instead of nearest neighbours
nv. The functions do not differ significantly in shape, because the relationships are
generally linear, but they show that the correlation is most significant for typical
angular (comoving) separations of ∼ 30◦ (1.6 Gpc).
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Figure 5.17: The median (a) angular separation and (b) comoving separation
of LQGs as a function of their number of nearest neighbours nv. Grey bands
illustrate the distribution dispersions as ±1σ, 2σ, 3σ standard deviations.
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Figure 5.18: The logarithmic significance level (SL) of the S test calculated
for 2-axial (green circles) and 4-axial (blue triangles) PAs as in Fig. 5.16 but
as a function of typical (a) angular separation and (b) comoving separation
of LQGs. The dotted, dash-dotted and dashed horizontal lines indicate SL =
0.05, 0.01 and 0.005 respectively.
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5.3 Discussion and conclusions
The orientations of our sample of 71 large quasars groups are expressed as position
angles, which are intrinsically 2-axial [0◦, 180◦). We note that multimodality in the
PA distribution reduces the power of many statistical tests. A statistically legitimate
approach to overcome this in cases of 2-fold symmetry (Fisher 1993) is to convert
PAs to 4-axial [0◦, 90◦) for analysis. We argue this is also physically legitimate;
we have a priori motivation to suspect this type of distribution from Pelgrims &
Hutseme´kers (2015).
We demonstrate that the 4-axial PAs are unlikely to be drawn from a uniform
distribution. Using a variety of tests, with and without goodness-of-fit weighting, the
probability of uniformity is 0.8% - 7%. However, mock LQG catalogues constructed
from cosmological simulations (Marinello et al. 2016) show no evidence for non-
uniformity of either 2-axial or 4-axial PAs. We further conclude that the 2-axial PA
distribution is bimodal, with 97% confidence. Hartigans’ dip statistic for weighted
2-axial data indicates modes (peaks) at θ¯ ∼ 52 ± 2◦ and θ¯ ∼ 137 ± 3◦, remarkably
close to the mean angles of radio quasar polarization, θ¯ ' 42◦ and θ¯ ' 131◦, reported
by Pelgrims & Hutseme´kers (2015)2.
In addition to a bimodal PA distribution, we also observe a potentially bimodal
redshift distribution with modes at z ∼ 1.2 and z ∼ 1.5. However, we cannot
identify a correlation between the modes of the PA and redshift distributions. In
other words, we cannot attribute the θ¯ ∼ 52◦ PA mode to LQGs from the z ∼ 1.2
redshift mode etc. It is possible that both PA modes (θ¯ ∼ 52◦ and θ¯ ∼ 137◦) exist at
both redshift modes (z ∼ 1.2 and z ∼ 1.5), although a plausible physical mechanism
for this is far from obvious.
The uniformity and bimodality tests are applied to PAs parallel transported
to the centre of the A1 region (Hutseme´kers 1998). To check that results are not
2Mean angles derived by the Hawley & Peebles (1975) method; errors were not reported
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dependent on the parallel transport destination, we further parallel transport all
PAs to the location of each of the 71 LQGs. Analysis of the resultant histograms
indicates the median locations of the modes are θ¯ ∼ 45 ± 2◦ and θ¯ ∼ 136 ± 2◦,
consistent with results at the centre of the A1 region. The bimodality is therefore
unlikely to be an artefact of our choice of parallel transport destination.
Finally, we assess PA correlation using the S test. We find 4-axial PAs are
more aligned than numerical simulations, with mean significance level SL ' 1.5%
for number of nearest neighbours nv ≥ 30. This is most significant (SL ' 0.8%)
for nv ∼ 45. Note that based on this test alone we cannot distinguish between
‘alignment only’ and ‘alignment plus orthogonality’ signals. We find 2-axial PAs
are more orthogonal than simulations, with SL ' 3.3% for nv ≥ 54. We conclude
that PAs are both aligned and orthogonal, consistent with two modes separated by
∆θ ∼ 90◦, and that the orthogonal mode somewhat dominates, particularly on the
largest scales.
The two regions of radio quasar polarization alignment identified by Pelgrims
& Hutseme´kers (2015) are coincident to our LQG sample, and the preferred angles
they report (θ¯ ' 42◦ and θ¯ ' 131◦) are remarkably close to our LQG PA modes.
They note that these values are close to 45◦ and 135◦, and these particular values
(multiples of 45◦) lead them to consider systematic bias in the dataset (Battye et al.
2008). They conclude this is unlikely. Furthermore, Hutseme´kers et al. (2014)
and Pelgrims & Hutseme´kers (2016) report that quasar polarization vectors are
preferentially aligned and orthogonal to LQG axes.
LQG axes being preferentially aligned at θ¯ ∼ 45 ± 2◦ and 136 ± 2◦ (this work,
median modes), together with quasar polarization vectors being preferentially paral-
lel and orthogonal to LQG axes (Hutseme´kers et al. 2014; Pelgrims & Hutseme´kers
2016), would result in polarization vectors with preferred angles of ∼ 42◦ and ∼ 131◦
(Pelgrims & Hutseme´kers 2015).
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Discussion
This work comprised two complementary projects which investigated correlations
between three different tracers of the cosmic web, namely the cosmic microwave
background (CMB), supernovae (SNe), and large quasar groups (LQGs).
6.1 General data and methods contributions
Much of this work was devoted to thorough understanding of the data and its careful
analysis using appropriate statistical methods, specifically to examine the apparent
correlations between CMB temperature and SNe redshifts, and LQG orientations.
Before discussing our specific projects in the remainder of this chapter, in this section
we discuss some general contributions which are equally applicable to other projects
and fields.
We talked in detail about the challenges of statistical analysis of axial and/or
bimodal data in chapters 3 and 4. We will not reprise that discussion here, except
to note that these characteristics reduce the discriminatory power many statistical
methods, as discussed previously. This means there is a higher chance we would
incorrectly fail to reject the null hypothesis (such as uniformity), i.e. an increased
chance of a type II error, or a false negative.
141
CHAPTER 6
0.0 0.5 1.0 1.5
SN redshift
200
100
0
100
200
CM
B 
te
m
pe
ra
tu
re
 [
T 
K]
gradient = 61 ± 12 K/z
correlation s = 0.5 (p-value = 6.7 × 10 9)
(a) Binned
0.0 0.5 1.0 1.5
SN redshift
200
100
0
100
200
CM
B 
te
m
pe
ra
tu
re
 [
K]
0 200
Count
(b) Unbinned
Figure 6.1: Plot of CMB temperature at SNe locations versus SNe redshift.
(a) is as Fig. 2.1, showing data binned with bin size ∆z = 0.01 and error bars of
the standard error on the bin mean. (b) is the same data but without binning,
showing SNe from the seven deep survey fields in red and the remainder in blue;
the marginal histogram shows their different CMB temperature distributions
with bin size ∆T = 25µK. Dashed lines indicate ordinary least squares linear
regression of (a) binned and (b) unbinned data.
In the first project, analysing the correlation between CMB temperature and
SNe redshifts, we revisited the data and methods used by Yershov et al. (2012, 2014)
and found them generally appropriate. Indeed, we found similar results. However,
Yershov et al. (2012, 2014) present and analyse the apparent correlation using binned
data, masking its heteroscedasticity. Specifically, the variance of CMB temperature
at SNe locations is unequal across the range of redshifts. This is illustrated in
Fig. 6.1, which shows (a) the binned data with its more compelling correlation and
(b) the raw (unbinned) data with wider variance at low redshifts.
High-redshift SNe tend to be in deep survey fields which, due to chance align-
ments, generally have hot Planck CMB pixel temperatures. Low-redshift SNe are
more uniformly scattered across the sky and thus have far wider variance of hot
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and cold pixels. Identifying this led us to a different interpretation of the data to
Yershov et al. (2012, 2014). We conclude that low-redshift SNe are not necessarily
associated with pixels of average CMB temperature (∆T ∼ 0), in fact many are
on particularly hot or cold pixels (Fig. 6.1(b)). Rather, low-redshift bins average
to a CMB temperature approaching zero (∆T ∼ 0). Further, whilst high-redshift
bins do average to a hotter mean, remember SNe pixels are generally no hotter than
other pixels in their deep field.
We also found that binning was problematic in the second project, examining
the LQG position angle distribution. The χ2 test was somewhat sensitive to bin
size, although not significantly enough to affect our conclusions. The bimodality
coefficient, however, varied so wildly with bin size that its results were wholly un-
trustworthy. This could have led to a higher chance of us incorrectly rejecting the
null hypothesis (in this case unimodality), i.e. an increased chance of a type I error,
or a false positive. We only employed binning after first examining the raw data,
and then we explored a range of bin sizes to confirm our results were robust.
We used parallel transport to ensure our analysis was coordinate-invariant. The
size of parallel transport corrections becomes larger the more widely the data are
distributed across the celestial sphere. We note that without ensuring coordinate
invariance, the choice of coordinate frame could dramatically affect the results of
orientation analyses, potentially leading to type I or type II errors.
6.2 CMB T and SNe z correlation is due to bias
In chapter 2 we investigated the cross-correlation of SNe position and CMB tem-
perature, reported by Yershov et al. (2012, 2014) and attributed by them to the
integrated Sachs-Wolfe effect and/or to some unrelated distant foreground emission.
We were motivated to re-examine their result after noticing the potentially mis-
leading effect of binning (Fig. 6.1) and that despite calculating errors (Fig. 6.1(a)
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error bars) they did not perform weighted regression. In this work, we analysed the
apparent correlation independently, and our results (including weighted regression)
supported the prima facie existence of the correlation. Our interpretation, however,
differs.
We identified seven regions with a high surface density of SNe, all of which are
coincident with deep survey fields. There were 3 fields from the Supernova Legacy
Survey (SNLS, Astier et al. 2006), 2 from the ESSENCE supernova survey (Miknaitis
et al. 2007), the Hubble Deep Field North (HDF-N, Williams et al. 1996), and the
Chandra Deep Field South (CDF-S, Giacconi et al. 2001).
We show that all seven fields are aligned with CMB hotspots. The CMB temper-
atures of the ESSENCE wdd, SNLS D4, and CDF-S fields are particularly extreme,
with means at SNe locations of T = 130.8 ± 9.2µK, T = 199.3 ± 13.6µK, and
T = 120.5 ± 12.0µK respectively. As deep survey fields, unsurprisingly all seven
fields are also associated with high-redshift SNe. The HDF-N, SNLS D4, and CDF-S
fields are particularly extreme, with means of z = 0.94± 0.06, z = 0.67± 0.04 and
z = 0.89± 0.11 respectively.
We also identified a high surface density of SNe in SDSS Stripe 82. However,
although Stripe 82 is slightly deeper it is not hotter, and does not significantly
contribute to the correlation.
We concluded (Friday et al. 2018) that, rather than having an astrophysical
origin, the apparent correlation between CMB temperature and SNe redshifts is a
composite selection bias caused by a combination of
(a) high-redshift SNe being preferentially located in deep survey fields, plus
(b) the chance alignment of seven of those fields with CMB hotspots.
Using Monte Carlo simulations and random CMB realisations we estimated the
likelihood of this alignment occurring by chance is 6.8%−8.9%, so not exceptionally
unlikely.
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Yershov et al. (2020) subsequently claimed the distant foreground explanation
of the apparent correlation between CMB temperature and SNe redshifts could also
resolve the much debated discrepancy between local measurements of the Hubble
parameter H0 and the Planck -derived value (see review by Riess 2019). They ar-
gue that contamination from cold (∼ 5K) extragalactic dust would increase the
dispersion of CMB temperature fluctuations, reducing the Planck -derived value of
H0. This may be plausible, but still does not explain their claim that high-redshift
SNe are preferentially associated with hotter CMB temperatures, nor have they
acknowledged that this could simply be due to chance alignment.
The apparent correlation between CMB temperature and SNe redshifts is one
example of deep survey fields biasing CMB cross-correlation. Deep fields could,
potentially, bias any cross-correlation analyses between astronomical objects (e.g.,
SNe, galaxies, GRBs, quasars) and the CMB (temperature or lensing). It is con-
ceivable that deep fields could, by chance, also be aligned with distant large-scale
structures, voids, cosmic bulk flows, or directions of anisotropic cosmic expansion
(should they exist), which may similarly bias other cross-correlation analyses.
Furthermore, SNe datasets are spatially non-uniform, with a wide swathe of
low-redshift SNe together with narrow pencil beams of high-redshift SNe, such as
our seven deep survey fields. Perhaps this non-uniformity, together with chance
alignments, could help explain some of the tensions that have been reported be-
tween and within SNe datasets (e.g., Choudhury & Padmanabhan 2005; Nesseris &
Perivolaropoulos 2007; Bueno Sanchez et al. 2009; Karpenka et al. 2015).
6.2.1 Potential CMB and LQG correlations
Following the CMB T and SNe z correlation work, we briefly explored potential
cross-correlation between our LQG sample and the CMB temperature and lensing
fields. This was initially motivated by the reported coincidence of the Huge-LQG
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with a CMB temperature anomaly (Enea Romano et al. 2015).
For most LQGs we did not identify any CMB temperature anomaly, although 9 of
the largest 10 LQGs were associated with hotter than average CMB temperatures.
A ‘filament’ of 4 LQGs arranged end-to-end was coincident with a large, linear,
hot feature in the CMB (∆T = 71.0 ± 0.3 µK). It was this that prompted our
investigation into LQG orientations. Very preliminary analysis using random CMB
realisations indicated that the likelihood of the linear hotspot occurring by chance
was . 0.5%. Further, this feature was also associated with a well defined branch of
a minimal spanning tree constructed from peaks in the CMB lensing field.
We conclude that it is possible these 4 LQGs are tracing a linear matter over-
density, which leaves an imprint on both CMB temperature and lensing. But we
leave the investigation of this potential feature, and the statistical analysis of its
potential correlations, to future work.
6.3 Large-scale correlation of LQG orientations
In the remainder of this work (chapters 3, 4, and 5) we investigated for the first time
the intriguing potential correlation of LQG orientations. Such correlations, if real,
would inform the debate about the ‘realness’, origin, and significance of LQGs, and
whether or not they may challenge the cosmological principle (e.g. Nadathur 2013;
Pilipenko & Malinovsky 2013; Park et al. 2015). Additionally, coherent orientation
of their host LQGs could offer a plausible origin for the alignment of quasar polar-
ization, first reported by Hutseme´kers (1998) and most recently by Pelgrims (2019).
It would provide corroborating evidence for, and enhancement of, the intrinsic align-
ment interpretation of the results from these and many other quasar polarization
studies (e.g. Hutseme´kers & Lamy 2001; Jain et al. 2004; Cabanac et al. 2005; Tiwari
& Jain 2013; Pelgrims & Cudell 2014; Pelgrims & Hutseme´kers 2015).
In chapter 3 we presented a sample of 71 LQGs with members 20 ≤ m ≤ 73 at
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redshifts 1.0 ≤ z ≤ 1.8. We described two and three-dimensional methods for deter-
mining LQG orientation, and showed that position angles determined by each are
largely consistent. The two-dimensional approach has slightly smaller uncertainties,
with a mean half-width confidence interval ∼ 10◦ estimated from 10,000 bootstraps.
This, together with concerns about redshift errors and possible line-of-sight biases
in the three-dimensional method, motivated us to primarily use the two-dimensional
approach in this work. To account for the variation in PA uncertainty between dif-
ferent LQGs we analysed PAs both with and without goodness-of-fit weighting, and
found most results robust to whether or not data were weighted.
We introduced the methods necessary to analyse axial [0◦, 180◦) PA data, and to
test for alignment and, simultaneously, orthogonality. The latter motivated, in part,
by reports that quasar polarization is preferentially either aligned or orthogonal to
LQG axes (Hutseme´kers et al. 2014; Pelgrims & Hutseme´kers 2015). We described
the need for coordinate-invariance and explained parallel transport (Jain et al. 2004),
including a variant applying it for the first time to PAs transported to a single
common destination before analysis.
We found that the PA distribution is bimodal, which together with the axial
nature of PAs, and their wide distribution on the celestial sphere, made statistical
analysis challenging. We devoted chapter 4 to describing and evaluating in detail
several statistical methods to analyse the uniformity, bimodality, and correlation of
these data. Then in chapter 5 we presented the results of our statistical analyses,
which indicate that LQG position angles are unlikely to be drawn from a uniform
distribution, their distribution is bimodal, and they are correlated such that the
modes (θ¯ ∼ 52± 2◦, 137± 3◦ for weighted PAs) are roughly aligned and orthogonal
(∆θ ∼ 90◦).
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6.3.1 Summary of methods evaluation and results
In this section we recap our evaluation of certain methods to analyse the uniformity,
bimodality, and correlation of LQG position angles, and we summarise the results
of these tests.
Uniformity tests
Hermans-Rasson test. We found the most generally applicable test of unifor-
mity for our data is the Fourier-type Hermans-Rasson test (HR, Hermans & Rasson
1985), which to the best of our knowledge we bring to astrophysical data for the
first time. The HR test hinted at non-uniformity, with p-values of 0.07 (0.04) for
2-axial (4-axial) data. For mock LQGs constructed from cosmological simulations
(Marinello et al. 2016) the HR test showed no evidence for non-uniformity using
either 2-axial or 4-axial PAs (both unweighted).
Kuiper’s test. Kuiper’s test (Kuiper 1960) of uniformity suffers dramatically
reduced discriminatory power for multimodal distributions. This makes it inappro-
priate (low power) for our 2-axial PAs, which are bimodal, and as expected Kuiper’s
test showed no evidence of non-uniformity for these data. We found Kuiper’s test
powerful for our 4-axial PAs, where combining the two modes results in a unimodal
distribution, and for these data it indicated non-uniformity with p-values of 0.009
(0.008) using unweighted (weighted) PAs. For mock LQGs Kuiper’s test generally
showed no evidence for non-uniformity using either 2-axial or 4-axial PAs (both un-
weighted). The one exception was for the stack of all mock LQGs when evaluated
as 4-axial data, which indicated marginal evidence of non-uniformity with a p-value
of 0.03. Our concerns about the statistical analysis of this particular stack, the oth-
erwise highly consistent results, and our caution about interpreting results manifest
only in 4-axial data, led to this anomalous result being discredited. We concluded
that Kuiper’s test indicated statistical uniformity of the mock LQGs.
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χ2 test. We included the χ2 test due to its simplicity and familiarity, but noted it
has lower discriminatory power than tests applied to continuous data, is somewhat
sensitive to bin size, and is not well suited to axial data. The χ2 test indicated
marginal evidence of non-uniformity, particularly for weighted PAs with p-values of
0.01 (0.02) for 2-axial (4-axial) data. For mock LQGs the χ2 test showed no evidence
for non-uniformity using either 2-axial or 4-axial PAs (both unweighted).
Bimodality tests
Bimodality coefficient. We investigated the bimodality coefficient, but noted
it was unsuitable for hypothesis significance testing, has an undesirable sensitivity to
skew, and found it inconsistent with different bin sizes. We concluded the bimodality
coefficient was too capricious for us to draw any conclusions from its results.
Hartigans’ dip statistic. To examine PA bimodality we found Hartigans’ dip
statistic (HDS, Hartigan et al. 1985) to be robust and informative. HDS indicated
that the PA distribution is bimodal with 97% confidence. It identified modes (peaks)
at θ¯ ∼ 52± 2◦ and θ¯ ∼ 137± 3◦. By choosing alternative parallel transport destina-
tions, we demonstrated that the PA bimodality was robust to choice of destination,
with the median location of the peaks at θ¯ ∼ 45 ± 2◦ and θ¯ ∼ 136 ± 2◦. These
are remarkably close to the mean angles of radio quasar polarization reported by
Pelgrims & Hutseme´kers (2015)1, θ¯ ' 42◦ and θ¯ ' 131◦, in two regions coincident
with our LQG sample. They note that these angles are close to 45◦ and 135◦, and
these particular values lead them to consider systematic bias in the dataset (Battye
et al. 2008), which they concluded is unlikely.
In addition to a bimodal PA distribution, we also observed hints of a bimodal
redshift distribution with modes at at z ∼ 1.2 and z ∼ 1.5. We did not iden-
tify a correlation between the modes of the PA and redshift distributions; further
investigation would comprise a follow-up study of the redshift distribution.
1Errors on these means were not reported
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Correlation tests
Z test. We considered the Z test since Hutseme´kers et al. (2014) report it is
better suited to small samples than the S test. However, Pelgrims (2019, private
communication) noted that the Z test uses a measure of the correlation between
PA and position, so is unable to detect ‘global’ alignments (i.e. correlations present
throughout the survey volume). As expected, we do not find a signal with the Z
test, probably because the PA correlations are global rather than local.
S test. We found the Jain et al. (2004) version of the S test was appropriate for
our data. We dedicated several sections to explaining the application and interpre-
tation of the S test, particularly in relation to simultaneously testing for alignment
and orthogonality by combining the modes, which was not initially intuitive. We
demonstrated the effects on the S test statistic SD distribution of (1) changing the
number of nearest neighbours, (2) converting from 2-axial to 4-axial data (the S test
had not previously been used with 4-axial data), and (3) applying parallel trans-
port corrections. We explained how all these factors are incorporated into numerical
simulations to estimate the significance of the PA correlation.
Using the S test we examined the correlation in LQG PAs as a function of nearest
neighbours nv and found that 4-axial PAs are more aligned (SL ' 1.5%, 2.2σ, for
nv ≥ 30) and 2-axial PAs are more orthogonal (SL ' 3.3%, 1.8σ, for nv ≥ 54)
than numerical simulations, where SL is the mean significance level. This is most
significant (SL ' 0.8%, 2.4σ) for 4-axial PAs with nv ∼ 45, which corresponds to a
typical angular (comoving) separation of ∼ 30◦ (1.6 Gpc). We conclude that PAs are
both aligned and orthogonal, consistent with two modes separated by ∆θ ∼ 90◦, and
that the orthogonal mode somewhat dominates, particularly on the largest scales.
Summary of results
To summarise, LQG PAs are unlikely to be drawn from a uniform distribution
(p-values 0.008 . p . 0.07). However, similar non-uniformity is not found in
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mock LQG catalogues, indicating the LQG correlation is not found in cosmological
simulations. Further, the LQG PA distribution is bimodal, with modes for weighted
PAs at θ¯ ∼ 52± 2◦, 137± 3◦ (97% confidence). This bimodality is robust to parallel
transport destination, with the median location of the peaks at all 71 LQG locations
of θ¯ ∼ 45± 2◦, 136± 2◦. LQGs are aligned and orthogonal across very large scales,
with a maximum significance of ' 0.8%, 2.4σ at separations of ∼ 30◦ (1.6 Gpc).
6.3.2 Origin of LQG orientation correlation
The two LQG position angle modes we report are roughly orthogonal, separated
by ∆θ ∼ 90◦. Comparing the 2D and 3D PA approaches (section 3.3.3), we found
that the 2D approach sometimes fits a regression comparable to the first minor
axis of the 3D approach, if the major axis is orientated towards the line-of-sight.
These axes are orthogonal, so potentially there could be a geometric explanation for
the orthogonal modes in 2D, if the LQG major axes were aligned in 3D. However,
preliminary inspection indicates that two modes are also present in three dimensions
(Fig. 5.2 and Appendix H), disfavouring this explanation. We leave thorough three-
dimensional analysis of LQG orientations to future work.
We discuss next what astrophysical mechanisms could potentially cause large-
scale correlations in LQG orientations. van de Weygaert (1994) argues that Voronoi
tessellation (Voronoi 1908) is a reasonable approximation of the cosmic web. This
cellular structure (described in Appendix I) is caused by gravitational collapse, and
consists of voids surrounded by walls of matter. Voronoi tessellations are non-
regular, yet exhibit well defined preferred angles between adjoining walls: ∼ 129◦
and ∼ 120◦ in two and three-dimensional analysis (Icke & van de Weygaert 1987; van
de Weygaert 1994). These angles are consistent, regardless of the scale, orientation,
or spatial position of individual Voronoi cells.
van de Weygaert (2007) uses Voronoi tessellation to describe the cosmic web on
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& 100 Mpc scales, and demonstrates that the observed clustering of galaxy clusters
can be explained by a cellular structure with a typical cell size ∼ 70 h−1 Mpc.
The scales over which we detect coherent alignment (and orthogonality) of LQG
position angles are at least an order of magnitude larger than this. We do not
suggest Gpc-scale Voronoi cells are a plausible explanation for our results; voids are
generally . 100 Mpc (Carroll & Ostlie 2006). Perhaps, though, a superposition
of non-regular Voronoi cells throughout our survey volume could translate into our
observed position angle distribution. Or maybe a more regular (crystalline) cellular
structure leading to a repeating pattern of cell walls (or edges) could induce coherent
large-scale structure orientations.
Alternatively, perhaps anisotropies in the early Universe could account for the
large-scale correlations in LQG orientations. Poltis & Stojkovic (2010) proposed
primordial cosmic strings as an explanation for the quasar polarization alignments.
They suggest that the decay of these would seed correlated primordial magnetic
fields, which could affect the polarization of electromagnetic radiation during prop-
agation. Further, they suggest the torque from such magnetic fields could align
the spins of protogalaxies, also supporting intrinsic alignment explanation. This
mechanism could potentially explain LQG correlations, if we accept that it can be
extrapolated up to Gpc scales. However, investigation of the potential imprint of
primordial magnetic fields on the CMB constrains their amplitude to less than a few
nanoGauss (Planck Collaboration et al. 2016c), so this explanation seems unlikely.
Hutseme´kers et al. (2005) report the mean optical quasar polarization angle
appears to rotate with redshift at the rate of ∼ 30◦ per Gpc. They suggest this
may be caused by a global rotation of the Universe, such as that invoked by Jaffe
et al. (2005) to explain large-scale anisotropies in the CMB data. It is plausible
that cosmological rotation or torsion, particularly in the early Universe, may lead
to global anisotropy of the Universe, but there currently appear to be no accepted
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observables to empirically test this theory. Further, from CMB temperature and
polarization analysis Saadeh et al. (2016) conclude that Universe is neither rotating
nor anisotropically stretched, disfavouring this explanation.
The correlation in LQG orientation is intriguing, and its origin remains unex-
plained.
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Chapter 7
Conclusions and future work
The large-scale structure of the Universe leaves a detectable imprint on the CMB,
offering a probe of the cosmic web along the line-of-sight. In this work we examined
claims that SNe tracing the cosmic web leave an imprint on the CMB temperature.
This was reported by Yershov et al. (2012, 2014) as an apparent cross-correlation
between SNe redshift and CMB temperature at SNe position.
We concluded (Friday et al. 2018) that, rather than having an astrophysical
origin, the apparent correlation between CMB temperature and SNe redshifts is a
composite selection bias, caused by high-redshift SNe being preferentially located in
deep survey fields which are by chance aligned with CMB hotspots. The likelihood
of this occurring by chance is 6.8% − 8.9%, so it cannot reasonably be rejected as
a hypothesis. It has so far been ignored in those authors’ extended work claiming
a solution to the Hubble tension (Yershov et al. 2020). We suggest that it may be
prudent to again contribute our hypothesis to the literature here.
We briefly discussed another potential correlation between large-scale structure
and the CMB, in this case between our LQG sample and CMB temperature and
lensing. Certain LQGs appear to be associated with CMB hotspots and CMB lensing
peaks. We believe that further investigation of these potential cross-correlations is
likely to be productive, but we leave their analysis to future work.
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In the remainder of this work we examined for the first time the unexpected
large-scale correlation of LQG orientations. Analyses of the LQG morphological
position angles indicate they are unlikely to be drawn from a uniform distribution,
their distribution is bimodal, and they are correlated such that the two modes
(θ¯ ∼ 52 ± 2◦, 137 ± 3◦ for weighted PAs) are aligned and orthogonal (∆θ ∼ 90◦)
across very large scales. The median location of the modes at all 71 LQG locations
is θ¯ ∼ 45± 2◦, 136± 2◦. We found that the correlation is most significant for groups
of ∼ 45 nearest neighbour LQGs, which corresponds to typical angular (comoving)
separations of ∼ 30◦ (1.6 Gpc).
The statistical significance of this correlation is marginal, from ∼ 0.8% (2.4σ)
with Kuiper’s test to ∼ 3.3% (1.8σ) with the S test (maximum significance ∼ 0.8%).
We therefore cannot exclude it being a chance statistical anomaly. However, its
coincidence with regions of quasar polarization alignment (e.g. Hutseme´kers 1998;
Pelgrims & Hutseme´kers 2015), the link between quasar polarization and LQG axes
(Hutseme´kers et al. 2014; Pelgrims & Hutseme´kers 2016), and the similarity between
LQG position angles and the preferred angles of quasar radio polarization alignment
(Pelgrims & Hutseme´kers 2015), suggest an interesting result.
A plausible physical mechanism for the correlation of LQG orientations on such
large scales is not obvious. We considered the geometry of the cosmic web, and
whether a cellular structure such as Voronoi tessellation or a more regular crystalline
structure could cause such an effect. We also contemplated primordial anisotropies
induced by scenarios such as cosmic strings or rotating cosmologies. For both types
of explanation it was unclear how they could translate into our observed position
angle distribution. Unfortunately, the exploration of such mechanisms was outside
the scope of this work.
We found no evidence of ΛCDM cosmological simulations predicting correlations
between objects on Gpc scales, but this had not been specifically examined for LQGs.
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Using mock LQG catalogues (Marinello et al. 2016) we found no evidence of LQG
correlation in the Horizon Run 2 simulation (Kim et al. 2011). This suggests the
cosmic web of the observed Universe differs on the largest scales to this dark matter
only N -body simulation. It hints that there could, given the caveats associated with
the simulations, be aspects of the large-scale structure that are not captured by the
power spectrum. It is clear that running the LQG finder on other cosmological
simulations would be informative. If the correlation in LQG orientation is found
then perhaps it is an unexpected feature of known physics. If it is not seen then
maybe something is missing from the simulations (e.g. primordial anisotropies) or
it is, after all, a statistical fluke which coincidentally gives rise to the aligned quasar
polarizations.
The LQG orientation correlation we found offers a plausible explanation for the
quasar polarization alignments reported by many studies (e.g. Hutseme´kers 1998;
Hutseme´kers & Lamy 2001; Jain et al. 2004; Cabanac et al. 2005; Tiwari & Jain
2013; Pelgrims & Cudell 2014; Pelgrims & Hutseme´kers 2015; Pelgrims 2019). If
LQG axes are preferentially aligned at θ¯ ∼ 45 ± 2◦, 136 ± 2◦ (this work, median
modes), and if quasar polarization vectors are preferentially parallel and orthogonal
to LQG axes (Hutseme´kers et al. 2014; Pelgrims & Hutseme´kers 2016), this could
result in polarization vectors with preferred angles of ∼ 42◦ and ∼ 131◦ (Pelgrims
& Hutseme´kers 2015). Our results therefore offer corroborating evidence for, and
enhancement of, the intrinsic alignment interpretation of these studies.
Quasar polarization alignment is also detected in the south Galactic cap (SGC,
e.g. Hutseme´kers 1998; Pelgrims & Hutseme´kers 2015), which is not coincident with
our LQG sample in the north Galactic cap (NGC). The forthcoming 4-metre Multi-
Object Spectroscopic Telescope (4MOST) Active Galactic Nuclei survey (Merloni
et al. 2019) will survey a million z . 2.5 quasars over ∼ 10, 000 deg2, with first
light expected in 2022. This could deliver an LQG sample in the SGC for similar
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evaluation to our work in the NGC. Of particular interest would be whether LQG
orientation again corresponds to the preferred angle of quasar radio polarization
alignment, which differ between NCG and SCG (e.g. Pelgrims 2016).
Our results are based on a sample of 71 LQGs at redshifts 1.0 ≤ z ≤ 1.8, which
were detected using the SDSS DR7QSO catalogue (Schneider et al. 2010) of ∼ 105k
quasars across ∼ 7, 600 deg2. Forthcoming spectroscopic surveys will deliver a far
larger sample of quasars, e.g. the Dark Energy Spectroscopic Instrument (DESI,
DESI Collaboration et al. 2016) 5-year survey aims to target 1.7 million z < 2.1
quasars covering ∼ 14, 000 deg2, beginning summer 2020. This has the potential to
deliver a larger sample of LQGs for a better assessment of their correlation.
If the LQG orientation correlation is real, it represents large-scale structure align-
ment over & Gpc scales, larger than those predicted by cosmological simulations and
at least an order of magnitude larger than any so far observed, with the exception
of quasar polarization alignment. However, careful statistical analysis is required
before making inferences about whether such a large-scale correlation challenges the
assumption of large-scale statistical isotropy and homogeneity of the Universe.
To conclude, we started this work investigating the apparent cross-correlation of
SNe redshift and CMB temperature, which we found to be a chance selection bias.
We then unexpectedly found the large-scale correlation of LQG orientations, which
we report here for the first time. This helps explain a substantial body of work on
quasar polarization alignment, but at the expense of raising potentially even more
challenging questions about the origin of the LQG correlation. Forthcoming surveys
and the other future work we suggest here, particularly cross-correlations with the
CMB, will illuminate LQGs and their intriguing correlation further.
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Appendix A
Integrated Sachs-Wolfe effect
The Sachs-Wolfe effect (Sachs & Wolfe 1967; Rees & Sciama 1968) occurs when
cosmic microwave background (CMB) photons pass through the time-evolving grav-
itational potentials of large-scale structure in an expanding Universe. In the case of
an over-density, the potential well decays as the photons traverse it, so the blueshift
from ‘falling in’ is greater than the redshift from ‘climbing out’. This leads to a
residual blueshift and a slight increase in temperature of the CMB (‘hotspots’). For
under-densities (voids), the potential hill decays, leaving a residual redshift and a
slight decrease in temperature (‘coldspots’).
The effect is known as the integrated Sachs-Wolfe (ISW) effect, because the over-
all amplitude of the effect is dependent on the evolution of gravitational potential
integrated along the line-of-sight, between the last scattering surface and today.
An extension to the late-time ISW incorporating clustering is the Rees-Sciama (RS)
effect. The ISW effect introduces secondary anisotropies expected to be most promi-
nent in the CMB spectrum at low multipoles (` . 40), or large angular scales & 10◦
(Kofman & Starobinskij 1985). See Nishizawa (2014) for a review of the physics of
the ISW effect, and a summary of observational results and their interpretation.
The first detection of the ISW signal was achieved by cross-correlating NRAO
VLA Sky Survey (NVSS) radio galaxy data with Wilkinson Microwave Anisotropy
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Probe (WMAP) first year CMB temperature data (Crittenden & Turok 1996). Sev-
eral other detections of the ISW signal have since been made in radio data (e.g. Nolta
et al. 2004; Boughn & Crittenden 2004a,b; Raccanelli et al. 2008). The ISW signal
has also been detected by cross-correlating the WMAP CMB temperature data with
Sloan Digital Sky Survey (SDSS) galaxy data (Fosalba et al. 2003; Padmanabhan
et al. 2005; Granett et al. 2009; Pa´pai et al. 2011).
The significance of ISW detections can be increased by combining measurements
from multiple catalogues. Ho et al. (2008) combined the Two Micron All-Sky Survey
(2MASS), SDSS LRGs, NVSS, and SDSS QSOs catalogues and reported a 3.7σ
detection. They do not find significant evidence for an ISW signal at z >1, which
they suggest is in agreement with ΛCDM theoretical predictions. Giannantonio
et al. (2008) combined the 2MASS, SDSS galaxies, SDSS LRGs, NVSS, High Energy
Astrophysical Observatory (HEAO), and SDSS QSO catalogues and reported a ∼
4.5σ detection. The ISW signal is also detected at 4σ in the Planck 2015 data
release, where the CMB temperature was cross-correlated with the NVSS, SDSS,
and Wide-field Infrared Survey Explorer (WISE) catalogues to trace LSS, plus the
Planck 2015 lensing data (Planck Collaboration et al. 2016g).
Detections of the ISW signal typically span LSS redshifts 0.1 . z . 1.5, but
usually z . 1, and most appear fully compatible with ΛCDM theoretical predictions.
However, some measurements do appear slightly above ΛCDM expectations, e.g.
Giannantonio et al. (2008, ∼ 1σ above), Granett et al. (2008, & 3σ above), Goto
et al. (2012, ∼ 2.2σ above), and Kova´cs et al. (2017, ∼ 1.2σ above). At present
there may be a slight tension between ISW measurement and ΛCDM that is not
fully understood, although this is still the subject of some debate (e.g. Nadathur &
Crittenden 2016, ∼ 1.2σ above).
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Appendix B
Sunyaev-Zel'dovich effect
The Sunyaev-Zel'dovich (SZ) effect (Sunyaev & Zel'dovich 1970, 1972) is caused by
inverse Compton scattering of low energy CMB photons by much higher energy free
electrons, such as found in the hot plasma of the intra-cluster medium (ICM). This
results in a distortion of the CMB spectrum in the direction of a cluster, which has
been used to detect and characterize the properties of galaxy clusters (e.g. Halverson
et al. 2009; Planck Collaboration et al. 2014b; Bleem et al. 2015; Bender et al. 2016).
As a scattering effect it is independent of both redshift and the expansion of the
Universe, unlike the ISW effect.
There are two components to the SZ effect. The thermal SZ (tSZ) effect is due
to scattering of CMB photons by thermal electrons and is dependent on the thermal
energy contained in the ICM. The kinetic SZ (kSZ) effect is due to scattering of CMB
photons by a population of electrons moving with a line-of-sight peculiar velocity to
the CMB rest frame. See Birkinshaw (1999) and Carlstrom et al. (2002) for reviews
of the physics of the SZ effect.
The tSZ effect results in a CMB spectral distortion where some lower energy
photons are boosted in energy. This leads to a decrease in the observed CMB
intensity below the ‘cross-over’ frequency of ∼ 218 GHz, and an increase at higher
frequencies. The precise shape of the tSZ effect spectrum is slightly affected by
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electron temperature. Accurate measurements of the tSZ spectrum can thus be used
to measure the average ICM temperature of galaxy clusters (e.g. Pointecouteau et al.
1998; Hurier & Tchernin 2017). Because the amplitude of tSZ signal is proportional
to the integrated line-of-sight ICM pressure, it can also be used as a proxy for mass
in cosmological studies (e.g. Bleem et al. 2015; Planck Collaboration et al. 2016f).
The wide range of frequency channels of the Planck satellite, from 30 to 857 GHz,
either side of the tSZ ‘cross-over’ frequency, make it sensitive to the tSZ effect. At
the angular resolution of Planck (∼ 5′) it can predominantly detect local (z . 1)
galaxy clusters (e.g. Planck Collaboration et al. 2016d). Note that catalogues of
galaxy clusters identified by the tSZ effect have also been identified by the Atacama
Cosmology Telescope (ACT, Hasselfield et al. 2013) and the South Pole Telescope
(SPT, Reichardt et al. 2013).
The kSZ effect is caused by the Doppler shift of CMB photons induced by the
bulk motion of ICM electrons. It is generally at least an order of magnitude smaller
than the tSZ effect for a typical galaxy cluster, and only becomes significant when the
velocity of the electrons approaches 1000 km/s (Birkinshaw 1999). The maximum
kSZ signal is observed at ∼ 217 GHz (if relativistic effects are negligible), very close
to the ‘cross-over’ frequency of the tSZ signal (Adam et al. 2017). The amplitude of
the kSZ signal is dependent on the integrated line-of-sight ICM density and velocity
with respect to the CMB rest frame.
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Appendix C
Planck CMB temperature for SNe
deep fields 1-7
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(a) Field 1, centred on
SNLS D3
(b) Field 2, centred on
HDF-N
(c) Field 3, centred on
ESSENCE wdd
(d) Field 4, centred on
SNLS D1
(e) Field 5, centred on
ESSENCE wcc
(f) Field 6, centred on
SNLS D4
(g) Field 7, centred on
CDF-S
Figure C.1: Gnomic projections of the Planck 2015 SMICA CMB map in
the vicinity of fields 1-7. The location of SAI sample SNe are plotted with
crosses (×). The dashed squares are the boundaries of fields 1-7, centred on
the corresponding deep survey fields at the specified coordinates (α and δ,
J2000). 180
Appendix D
CMB T and SNe z correlation:
variances and smoothing
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Figure D.1: Same as Fig. 2.1
but for variance estimated using
Planck 2015 R2.01 SMICA half-
mission half-difference (HMHD)
maps with specified smoothing.
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Figure D.2: Same as Fig. D.1
but for variance estimated us-
ing Planck 2015 R2.01 SMICA
half-ring half-difference (HRHD)
maps.182
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Figure D.3: Same as Fig. D.1
(b) but for variance estimated us-
ing intensity covariance in Planck
2015 R2.02 143GHz and 217GHz
frequency maps.
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Figure D.4: Same as Fig. D.1
but for variance estimated using
Planck 2013 R1.20 SMICA noise.
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Appendix E
CMB T and SNe z correlation:
alternative Planck maps
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Figure E.1: Same as Fig. 2.3
but for temperature measured,
and variance estimated, using
Planck 2015 Commander instead
of SMICA.
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Figure E.2: Same as Fig. 2.3
but for temperature measured,
and variance estimated, using
Planck 2015 NILC instead of
SMICA.
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Figure E.3: Same as Fig. 2.3 but for temperature measured, and variance
estimated, using Planck 2015 SEVEM instead of SMICA.
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Appendix F
Calculating comoving distance
To calculate the comoving radial distance r(z) of an object at redshift z, we use the
Friedmann equation for the expansion of an isotropic, homogeneous Universe(
a˙
a
)2
=
8piG
3
(ρr + ρm + ρΛ)− kc
2
a2
, (F.1)
where G is the gravitational constant, ρr, ρm, and ρΛ are the radiation, matter, and
dark energy densities of the Universe, k is the curvature parameter, and c is the speed
of light. The cosmological constant Λ has been included in the form ρΛ ≡ Λ/8piG.
The scale factor of the Universe is a(t) = 1/(1 + z), with the scale factor at the
present epoch t = t0 defined as a(t0) ≡ 1. The critical density (ρc = ρr + ρm + ρΛ)
for a flat Universe (k = 0) is
ρc =
3H2
8piG
, (F.2)
where H is the Hubble parameter, H ≡ a˙/a. So for a flat Universe, Eq. F.1 can be
rewritten
H2 =
H20
ρc,0
(ρr + ρm + ρΛ) , (F.3)
where H0 is the Hubble parameter at t0, ρc,0 is the critical density at t0, and all
other terms are a function of time.
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In an expanding Universe, the energy densities scale with the scale factor a according
to their equations of state as follows
ρr =
ρr,0
a4
,
ρm =
ρm,0
a3
,
ρΛ = ρΛ,0 ,
(F.4)
where ρi,0 indicates energy density at the present epoch t = t0, and ρi and a (the
scale factor) are both functions of time. Substituting Eqs. F.4 into Eq. F.3 gives
H2 =
H20
ρc,0
(ρr,0
a4
+
ρm,0
a3
+ ρΛ,0
)
. (F.5)
Energy densities may be expressed as dimensionless fractions of the critical density
Ωr =
ρr
ρc
,
Ωm =
ρm
ρc
,
ΩΛ =
ρΛ
ρc
,
(F.6)
where all terms are functions of time. Substituting these values at the present epoch
t = t0 into Eq. F.5 gives
H2 = H20
(
Ωr,0
a4
+
Ωm,0
a3
+ ΩΛ,0
)
, (F.7)
and further substituting a(t) = 1/(1 + z) into Eq. F.7 gives
H2 = H20 (Ωr,0(1 + z)
4 + Ωm,0(1 + z)
3 + ΩΛ,0) . (F.8)
For the concordance cosmological model, ρr = Ωr = 0, so ρc = ρm + ρΛ and Ωm +
ΩΛ = 1. So, finally rearranging Eq. F.8 gives
H
H0
= E(z) =
√
1 + Ωm((1 + z)3 − 1) , (F.9)
where H0 is the Hubble parameter and Ωm is the matter density, both at t0. Follow-
ing Hogg (1999), who in turn follows Peebles (1993), the comoving radial distance
r(z) of an object at redshift z is therefore
r(z) =
c
H0
∫ z
0
dz
E(z)
. (F.10)
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Appendix G
Large quasar group position angles
Table G.1: The 71 large quasar groups, where m is the number of members,
and α¯, δ¯, and z¯ are the mean right ascension, declination, and redshift of the
member quasars. The normalized goodness-of-fit weight w (Eq. 3.10) is scaled
by w71 = w × 71 for clarity, and to distinguish those LQGs weighted higher
(w71 > 1) or lower (w71 < 1) than the mean w¯. Position angle θ and half-
width confidence interval γh are shown for both the 2D and 3D approaches.
The ratio of 3D eigenvalues (and ellipsoid axes lengths) is given by a : b : c.
This list was summarized in Table 5.1.
J2000 (◦) 2D PA (◦) 3D PA (◦)
m α¯ δ¯ z¯ w71 θ γh θ γh a : b : c
20 121.1 27.9 1.73 1.13 119.7 10.4 115.1 10.7 0.50:0.30:0.21
20 151.5 48.6 1.46 1.21 144.4 9.2 144.3 11.5 0.50:0.33:0.17
20 155.9 12.8 1.50 0.32 120.7 25.2 117.2 37.0 0.44:0.43:0.14
20 163.6 16.9 1.57 1.00 0.9 8.8 5.7 9.2 0.47:0.33:0.20
20 178.0 1.2 1.23 0.37 78.9 20.3 77.0 14.7 0.51:0.31:0.17
20 216.4 1.4 1.11 0.86 21.6 8.1 28.4 11.3 0.49:0.30:0.21
21 133.5 41.2 1.40 0.72 16.9 12.1 18.5 10.6 0.49:0.33:0.18
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Table G.1 continued...
J2000 (◦) 2D PA (◦) 3D PA (◦)
m α¯ δ¯ z¯ w71 θ γh θ γh a : b : c
21 170.6 16.8 1.07 0.90 93.0 10.0 94.1 15.4 0.47:0.37:0.17
21 191.8 11.0 1.06 4.43 40.9 2.8 41.0 2.9 0.66:0.24:0.10
21 209.1 3.2 1.56 0.77 55.9 14.8 12.3 25.9 0.49:0.30:0.21
21 212.9 12.6 1.55 1.72 162.7 3.9 162.8 3.9 0.63:0.22:0.15
21 231.2 25.2 1.51 4.57 177.7 3.9 178.8 2.4 0.57:0.29:0.14
22 136.8 49.5 1.19 1.03 119.4 8.2 126.4 13.2 0.46:0.38:0.17
22 182.0 55.5 1.70 1.88 126.1 4.6 126.3 4.7 0.56:0.23:0.20
22 217.8 -0.8 1.31 0.42 71.0 33.3 69.2 27.0 0.42:0.33:0.25
23 155.9 53.5 1.48 1.79 115.6 4.8 115.8 4.8 0.60:0.22:0.19
23 166.4 37.1 1.31 0.97 134.5 10.2 126.3 15.9 0.44:0.37:0.19
23 171.3 14.0 1.20 1.57 117.5 6.4 101.2 15.7 0.48:0.37:0.15
23 180.5 6.0 1.29 1.26 81.2 13.5 72.8 11.3 0.57:0.25:0.18
23 209.5 34.3 1.65 1.99 152.5 2.8 152.3 2.8 0.68:0.17:0.15
23 214.3 31.8 1.48 0.27 18.6 32.6 87.7 32.5 0.47:0.35:0.18
24 119.1 18.6 1.28 1.06 157.3 9.6 162.8 11.1 0.46:0.32:0.23
24 139.6 2.5 1.20 0.61 48.9 6.7 49.0 6.7 0.58:0.29:0.13
24 171.1 17.6 1.52 0.83 78.7 11.2 77.0 10.3 0.50:0.28:0.22
24 179.6 65.0 1.08 0.71 35.4 3.7 35.2 3.9 0.55:0.23:0.22
24 205.0 12.0 1.36 0.61 129.2 16.1 129.2 16.6 0.46:0.33:0.20
24 217.1 33.8 1.11 0.99 12.8 15.0 34.9 21.8 0.54:0.28:0.18
24 217.1 57.5 1.70 0.75 9.8 14.3 11.6 10.3 0.52:0.28:0.20
25 142.5 31.3 1.33 1.70 42.4 6.1 41.1 7.2 0.50:0.34:0.15
25 149.5 43.7 1.16 0.81 42.3 7.8 38.9 9.9 0.45:0.35:0.20
25 186.0 3.6 1.19 0.61 23.6 12.3 47.3 15.3 0.48:0.32:0.20
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Table G.1 continued...
J2000 (◦) 2D PA (◦) 3D PA (◦)
m α¯ δ¯ z¯ w71 θ γh θ γh a : b : c
25 196.7 36.5 1.48 0.64 103.1 7.7 102.9 8.6 0.47:0.33:0.20
25 231.9 43.6 1.20 0.30 91.9 15.3 75.1 16.9 0.44:0.36:0.21
26 160.3 53.5 1.18 0.33 110.6 23.2 111.5 25.1 0.38:0.34:0.28
26 171.7 24.2 1.10 0.78 48.5 8.3 47.3 8.1 0.46:0.29:0.24
26 206.0 6.5 1.43 0.75 38.1 8.7 46.7 12.0 0.46:0.36:0.18
26 224.2 61.6 1.57 1.52 106.8 3.1 106.8 4.3 0.51:0.33:0.16
26 245.6 40.3 1.55 0.58 4.2 8.0 3.5 4.7 0.49:0.26:0.25
27 184.1 52.7 1.18 0.37 124.4 28.7 125.7 28.7 0.40:0.35:0.25
27 204.0 13.7 1.16 0.98 19.6 5.8 19.9 8.2 0.50:0.36:0.13
27 221.8 52.4 1.55 1.12 52.3 7.2 54.5 6.6 0.54:0.26:0.20
27 225.5 57.3 1.52 0.54 63.3 14.4 45.6 14.6 0.45:0.37:0.18
27 231.2 15.4 1.56 1.01 60.8 14.0 53.2 18.7 0.43:0.35:0.22
28 138.6 14.8 1.54 1.22 135.6 8.1 139.3 7.1 0.63:0.21:0.15
28 177.0 43.1 1.54 1.10 45.7 6.2 45.2 6.1 0.52:0.25:0.23
28 192.3 10.7 1.36 0.51 155.8 15.8 137.9 12.9 0.49:0.32:0.19
28 212.0 61.7 1.15 1.33 131.7 5.5 135.9 7.6 0.61:0.23:0.16
30 138.1 7.9 1.56 0.85 39.7 8.4 41.0 9.5 0.51:0.32:0.17
30 217.2 10.5 1.67 0.99 147.5 6.5 146.9 6.8 0.56:0.23:0.21
30 234.0 21.8 1.60 0.61 91.3 12.6 107.0 16.9 0.46:0.33:0.21
31 176.5 38.3 1.28 0.37 132.6 17.9 134.4 16.6 0.46:0.34:0.19
31 202.7 21.3 1.08 0.74 64.1 6.0 65.3 5.3 0.56:0.24:0.20
32 177.4 32.7 1.18 2.11 46.6 4.5 46.1 4.6 0.59:0.23:0.18
33 126.6 20.3 1.44 1.15 109.6 5.6 112.8 5.7 0.52:0.29:0.20
33 157.8 20.7 1.59 1.07 15.6 13.0 12.7 11.9 0.41:0.33:0.26
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Table G.1 continued...
J2000 (◦) 2D PA (◦) 3D PA (◦)
m α¯ δ¯ z¯ w71 θ γh θ γh a : b : c
33 183.6 11.0 1.08 0.69 111.3 4.1 111.2 3.7 0.54:0.25:0.21
34 162.3 5.3 1.28 0.60 108.6 11.9 153.9 25.5 0.44:0.37:0.19
34 228.5 8.1 1.22 0.71 178.7 8.2 156.5 17.2 0.45:0.34:0.21
34 234.5 10.7 1.24 0.88 55.9 7.4 53.5 8.3 0.48:0.29:0.24
36 189.0 44.1 1.39 1.22 41.3 4.2 38.9 4.1 0.53:0.28:0.19
37 189.5 20.3 1.46 0.66 46.7 10.5 62.4 23.4 0.42:0.39:0.19
38 161.6 3.5 1.11 0.35 137.7 17.5 119.2 19.3 0.46:0.37:0.18
38 227.6 41.4 1.54 0.50 54.7 7.0 51.2 7.7 0.50:0.34:0.16
41 205.3 50.4 1.39 1.36 51.3 2.7 51.0 2.7 0.63:0.22:0.15
43 231.0 47.8 1.57 0.76 30.4 5.5 35.0 6.0 0.47:0.32:0.20
44 208.7 25.8 1.28 0.45 120.0 8.6 131.2 6.8 0.54:0.27:0.19
46 226.7 16.7 1.09 0.63 136.2 7.2 133.9 7.5 0.47:0.30:0.23
55 196.5 27.1 1.59 0.95 107.5 3.4 107.0 3.4 0.58:0.24:0.18
56 167.0 33.8 1.11 0.81 110.2 3.5 110.4 3.8 0.50:0.29:0.21
64 196.4 39.9 1.14 0.83 133.6 3.0 133.9 3.2 0.48:0.36:0.17
73 164.1 14.1 1.27 0.76 156.6 4.2 156.3 4.5 0.55:0.28:0.16
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Appendix H
Large quasar groups in
three-dimensional comoving space
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Figure H.1: (a) LQGs in three-dimensional comoving space, viewed with
the x-axis orthogonal to the page, showing LQG quasars (blue circles) and 3D
LQG major axes (red lines). Quasar markers are shaded to give the appearance
of depth, with lighter shades representing more distant quasars. Our location
at (x, y, z) coordinates (0, 0, 0) is indicated by a black dot.
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Figure H.1: (b) LQGs in three-dimensional comoving space, viewed with
the y-axis orthogonal to the page, showing LQG quasars (blue circles) and 3D
LQG major axes (red lines). Quasar markers are shaded to give the appearance
of depth, with lighter shades representing more distant quasars. Our location
at (x, y, z) coordinates (0, 0, 0) is indicated by a black dot.
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Figure H.1: (c) LQGs in three-dimensional comoving space, viewed with the
z-axis orthogonal to the page, showing LQG quasars (blue circles) and 3D LQG
major axes (red lines). Quasar markers are shaded to give the appearance of
depth, with lighter shades representing more distant quasars. Our location at
(x, y, z) coordinates (0, 0, 0) is indicated by a black dot.
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Appendix I
A Voronoi tessellated Universe
The cosmic web is the result of anisotropic gravitational collapse (e.g. Zel’Dovich
1970; Shen et al. 2006). Cautun et al. (2014) show that matter tends to flow first
from voids into walls, and then via filaments into clusters. Walls are formed when
matter flowing from a void encounters material flowing from an adjacent void, and
then collects on planes between the voids. These planes partition space like non-
regular tessellated Voronoi cells (Voronoi 1908), where each cell is a polyhedron
enclosing the region of space closer to its cell nucleus (void expansion centre) than
any other cell nuclei. Fig. I.1 illustrates a two-dimensional example. van de Wey-
gaert (1994) argues that because under-densities (voids) dominate the cosmic web,
Voronoi tessellation is a reasonable approximation of large-scale matter distribution.
In statistical analysis of two-dimensional Voronoi tessellations Icke & van de
Weygaert (1987) find analytically that the most likely angle between cell walls at
vertices is∼ 129◦ (Fig. I.2). van de Weygaert (1994) extends this to three dimensions
using Monte Carlo simulations, and finds the mean angles between pairs of cell
edges and pairs of cell walls are ∼ 111◦ and ∼ 120◦ respectively. These angles are
consistent regardless of whether the distribution of cell nuclei is Poissonian, clustered
(correlated), or somewhat regular (which they call ‘anti-correlated’).
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Figure I.1: Two-dimensional Voronoi tessellation of 25 cell nuclei (stars)
assuming periodic boundary conditions. Image credit: van de Weygaert &
Schaap (2001).
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Figure I.2: The distribution of angles at vertices in a two-dimensional
Voronoi tessellation with Poissonian distribution of cell nuclei. Image credit:
Icke & van de Weygaert (1987)
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van de Weygaert (2007) uses Voronoi tessellation to describe the spatial dis-
tribution of matter in the Universe on & 100 Mpc scales: (1) the interior of the
cells correspond to voids, (2) cell walls represent sheets of galaxies, (3) wall edges
(where two or more walls meet) correspond to filaments, and (4) vertices represent
the most dense nodes in the cosmic web, namely galaxy clusters and superclusters.
They demonstrate that the observed clustering of galaxy clusters can be explained
by a cellular structure with a basic scale ∼ 70 h−1 Mpc, although the 5% richest
nodes are coherent on scales at least 2− 3 times larger.
Voronoi tessellations are non-regular, yet exhibit well defined preferred angles
between adjoining walls (∼ 129◦ and ∼ 120◦ in two and three-dimensional analysis).
These angles are consistent, regardless of the scale, orientation, or spatial position
of individual Voronoi cells. If Voronoi tessellation is a legitimate approximation of
the cosmic web, these preferred angles will be reflected in its structure. Further,
Neyrinck et al. (2018) note that if the three-dimensional cosmic web is a Voronoi
tessellation, so will be a two-dimensional slice through it. Therefore, depending on
survey depth and LSS scale, it is plausible that either angle may be manifest in the
relative orientations of structures residing within Voronoi cell walls.
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