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CONTROLLED K-FRAMES IN HILBERT SPACES
A. RAHIMI1, SH. NAJAFZADEH2 AND M. NOURI3
Abstract. K-frames were recently introduced by L. Gaˇvruta in Hilbert
spaces to study atomic systems with respect to bounded linear opera-
tor. Also controlled frames have been recently introduced by P. Balazs
in Hilbert spaces to improve the numerical efficiency of interactive algo-
rithms for inverting the frame operator. In this manuscript, we will de-
fine the concept of the controlled K-frames and will show that controlled
K-frames are equivalent to K-frames and so the controlled operator C
can be used as preconditions in applications.
1. Introduction
Frames in Hilbert spaces were first proposed by Duffin and Schaeffer to
deal with nonharmonic Fourier series in 1952 [8] and widely studied from
1986 since the great work by Daubechies at al.[9]. Now frames play an im-
portant role not only in the theoretics but also in many kinds of applications
and have been widely applied in signal processing [12], sampling [10, 11], cod-
ing and communications [16], filter bank theory [3], system modeling [7] and
so on. For special applications many other types of frames were proposed,
such as the fusion frames [4, 5] to deal with hierarchical data processing, g-
frames [17] by Sun to deal with all existing frames as united object, oblique
dual frames [10] by Elder to deal with sampling reconstructions, and so on.
The notion of K-frames were recently introduced by L. Gaˇvruta to study
the atomic systems with respect to a bounded linear operator K in Hilbert
spaces. From [18], we know that K-frames are more general than ordinary
frames in sense that the lower frame bound only holds for the elements in
the range of the K, where K is a bounded linear operator in a separable
Hilbert Space H.
Controlled frames have been introduced recently to improve the numer-
ical efficiency of interactive algorithms for inverting the frame operator on
abstract Hilbert spaces [1], however they are used earlier in [2] for spherical
wavelets. This concept generalized for fusion frames in [14] and g-frames in
[15].
In this manuscript, the concept of controlled K-frame will be defined and
it will be shown that any controlled K-frame is equivalent to a K-frame and
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the role of controller operators are like the role of preconditions matrices or
operators in linear algebra.
This paper is organized as follows. In section 2, we fix the notations of
this paper, summarize known and prove some new results needed for the
rest of the paper. In section 3, we define the concept of controlled K-frames
and we show that a controlled K-frame is equivalent to a K-frame.
Throughout this manuscript, H is a separable Hilbert spaces , K is a
bounded linear operator on H, B(H) the family of all linear bounded op-
erators on H and GL(H) the set of all bounded invertible operators on H
with bounded inverse.
2. Preliminaries and Notations
Now we state some notations and theorems which are used in the present
paper.
A bounded operator T ∈ B(H) is called positive (respectively, non-
negative), if 〈Tf, f〉 > 0 for all f 6= 0 (respectively, 〈Tf, f〉 ≥ 0 for all
f). Every non-negative operator is clearly self-adjoint. If A ∈ B(H) is
non-negative, then there exists a unique non-negative operator B such that
B2 = A. Furthermore B commutes with every operator that commutes
with A. This will be denoted by B = A
1
2 . Let B+(H) be the set of positive
operators on H. For self-adjoint operators T1 and T2, the notation T1 ≤ T2
or T2 − T1 ≥ 0 means
〈T1f, f〉 ≤ 〈T2f, f〉 ∀f ∈ H.
The following result is needed in the sequel, but straightforward to prove:
Proposition 2.1. Let T : H → H be a linear operator. Then the following
condition are equivalent:
(1) There exist m > 0 and M <∞, such that mI ≤ T ≤MI;
(2) T is positive and there exist m > 0 and M <∞, such that m‖f‖2 ≤
‖T
1
2 f‖2 ≤M‖f‖2 for all f ∈ H;
(3) T is positive and T
1
2 ∈ GL(H);
(4) There exists a self-adjoint operator A ∈ GL(H) , such that
A2 = T ;
(5) T ∈ GL+(H);
(6) There exist constants m > 0 and M <∞ and operator
C ∈ GL+(H), such that m′C ≤ T ≤M ′C;
(7) For every C ∈ GL+(H), there exist constants m > 0 and
M <∞, such that m′C ≤ T ≤M ′C.
Definition 2.2. Given T ∈ GL+(H), any two constants mT , MT such that
mT I ≤ T ≤MT I
are called lower and upper bounds of T , respectively. If mT is maximal,
resp. if MT is minimal, we call them the optimal bounds and we denote
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them by m
(opt)
T , M
(opt)
T . The upper and lower bounds are clearly not unique.
The following results are easily proved using Proposition 2.1:
Corollary 2.3. Let T ∈ GL+(H). then
(1) ‖T‖ =M
(opt)
T
(2) σ(T ) ⊆ [mT ,MT ], for any lower, resp. upper bounds.
Corollary 2.4. For T ∈ GL+(H), the numbers mT−1 =M
−1
T and MT−1 =
m−1T are bounds for T
−1. In particular ‖T−1‖ =
1
m
(opt)
T
Clearly if there exists 0 < m ≤M <∞ such that
m ≤ T ≤M
then for T−1 we have
M−1 ≤ T−1 ≤ m−1.
It is well-known that not all bounded operators U on a Hilbert space H
are invertible: an operator U needs to be injective and surjective in order
to be invertible. For doing this, one can use right-inverse operator. The
following lemma shows that if an operator U has closed range, there exists
a right-inverse operator U † in the following sense:
Lemma 2.5. [6] Let H and K be Hilbert spaces and suppose that U : K → H
is a bounded operator with closed range RU . Then there exists a bounded
operator U † : H → K for which
UU †x = x ∀x ∈ RU .
The operator U † in the Lemma 2.5 is called the pseudo-inverse of U . In
the literature, one will often see the pseudo-inverse of an operator U with
closed range defined as the unique operator U † satisfying that
NU† = R
⊥
U , RU† = N
⊥
U , UU
†x = x ∀x ∈ RU .
2.1. K-Frames. Let us first introduce the concepts ofK-frames, the atomic
system of K and the related operators.
Definition 2.6. A sequence {fn}
∞
n=1 ⊂ H is called a K-frame for H, if
there exist constants A,B > 0 such that
(2.1) A‖K∗f‖2 ≤
∞∑
n=1
|〈f, fn〉|
2 ≤ B‖f‖2, ∀f ∈ H.
we call A and B lower and upper frame bound for K-frame {fn}
∞
n=1 ⊂ H,
respectively if only the right inequality of 2.6 holds, {fn}
∞
n=1 ⊂ H is called
a K-Bessel sequence.
Remark 2.7. If K = I, then K-frames are just the ordinary frames.
Remark 2.8. In the following we will assume that R(K) is closed, since this
can assure that the pseudo-inverse K† of K exists.
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Definition 2.9. [13] A sequence {fn}
∞
n=1 ⊂ H is called an atomic system
for K, if the following conditions are satisfied:
(1) {fn}
∞
n=1 is a Bessel sequence.
(2) For any x ∈ H, there exists ax = {an} ∈ l
2 such that
kx =
∞∑
n=1
anfn
where ‖ax‖l2 ≤ C‖x‖, C is positive constant.
Suppose that {fn}
∞
n=1 is a K-frame for H. Obviously it is a Bessel se-
quence, so we can define the following operator
T : l2 → H, Ta =
∞∑
n=1
anfn, a = {an} ∈ l
2,
then we have
T ∗ : H → l2
T ∗f = {〈f, fn〉}
∞
n=1.
Let S = TT ∗, we obtain
Sf =
∞∑
n=1
〈f, fn〉fn ∀f ∈ H
we call T, T ∗ and S the synthesis operator, analysis operator and frame
operator for K-frame {fn}
∞
n=1, respectively.
Theorem 2.10. Let {fn}
∞
n=1 be a Bessel sequence in H. Then {fn}
∞
n=1 is
a K-frame for H, if and only if there exists A > 0 such that
S ≥ AKK∗,
where S is the frame operator for {fn}
∞
n=1.
Proof. The sequence {fn}
∞
n=1 is a K-frame for H with frame bounds A,B
and frame operator S, if and only if
(2.2) A‖K∗f‖2 ≤
∞∑
K=1
|〈f, fn〉|
2 = 〈Sf, f〉 ≤ B‖f‖2 , ∀f ∈ H,
that is ,
〈AKK∗f, f〉 ≤ 〈Sf, f〉 ≤ 〈Bf, f〉 , ∀f ∈ H.
so the conclusion holds. 
Remark 2.11. Frame operator of a K-frames is not invertible on H in gen-
eral, but we can show that it is invertible on the subspace R(K) ⊂ H.
In fact, since R(K) is closed, there exists a pseudo-inverse K† of K, such
that KK†f = f , ∀f ∈ R(K) , namely KK†|R(K) = IR(K), so we have
I∗
R(K) = (K
†|R(K))
∗K∗. Hence for any f ∈ R(K), we obtain
‖f‖ = ‖(K†|R(K))
∗K∗f‖ ≤ ‖K†‖.‖K∗f‖,
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that is, ‖K∗f‖2 ≥ ‖K†‖−2‖f‖2. Combined with (2.2) we have
(2.3) 〈Sf, f〉 ≥ A‖K∗f‖2 ≥ A‖K†‖−2‖f‖2 , ∀f ∈ R(K).
So, from the definition of K-frame we have
(2.4) A‖K†‖−2‖f‖ ≤ ‖Sf‖ ≤ B‖f‖ , ∀f ∈ R(K),
wich implies that S : R(K)→ S(R(K)) is a homeomorphism, furthermore,
we have
B−1‖f‖ ≤ ‖S−1f‖ ≤ A−1‖K†‖2‖f‖ , ∀f ∈ S(R(K)).
Proposition 2.12. Let {fn}
∞
n=1 ⊂ H. Then {fn}
∞
n=1 is a K-frame for H,
if and only if there exist a Bessel sequence {gn}
∞
n=1 ⊂ H such that
(2.5) Kf =
∞∑
n=1
〈f, gn〉fn , ∀f ∈ H.
One may wonder whether the position of the two Bessel sequences {fn}
∞
n=1
and {gn}
∞
n=1 in (2.5) are interchangeable? In fact, the answer us negative.
Example 2.13. Suppose that H = C3, {gn}
3
n=1 = {e1, e2, e3}, where e1 =
10
0

, e2 =

01
0

, e3 =

00
1

. Now define K ∈ B(H) as follows
K : H → H , Ke1 = e1 , ke2 = e1 , Ke3 = e2.
Obviously, {gn}
3
n=1 is an ordinary frame for H. By Proposition 2.14 we
know that
{fn}
3
n=1 = {Kgn}
3
n=1
is a K-frame for H. Since {gn}
3
n=1 = {e1, e2, e3}, so for any f ∈ H, we have
Kf =
∑3
n=1〈f, gn〉gn, it follows that
Kf =
3∑
n=1
〈f, gn〉Kgn =
3∑
n=1
〈f, gn〉fn , ∀f ∈ H.
But Kf 6=
∑3
n=1〈f, fn〉gn , ∀f ∈ H. In fact, if we take f = e3 , then we
have
Ke3 = e2 6=
3∑
n=1
〈e3, fn〉gn = 〈e3, e1〉e1 + 〈e3, e1〉e2 + 〈e3, e2〉e3 = 0.
Through {fn}
∞
n=1 and {gn}
∞
n=1 in (2.5) are not interchangeable in general,
we can show that there exists another type of dual such that {fn}
∞
n=1 and
a sequence derived by {gn}
∞
n=1 are interchangeable in the subspace R(K).
Proposition 2.14. Suppose that {fn}
∞
n=1 and {gn}
∞
n=1 are as in (2.5). then
there exists a sequence {hn}
∞
n=1 = {(K
†|R(K))
∗gn}
∞
n=1 derived by {gn}
∞
n=1
such that
f =
∞∑
n=1
〈f, hn〉fn , ∀f ∈ R(K).
6 A. RAHIMI1, SH. NAJAFZADEH2 AND M. NOURI3
Moreover, {hn}
∞
n=1 and {fn}
∞
n=1 are interchangeable for any f ∈ R(K).
Proposition 2.15. If {fn}
∞
n=1 is an ordinary frame for H, then {Kfn}
∞
n=1
is a K-frame for H.
Proposition 2.16. If {en}
∞
n=1 is an orthogonal basis for H, then {Ken}
∞
n=1
is a K-frame for H.
Proposition 2.17. If T ∈ B(H) and {fn}
∞
n=1 is K-frame for H, then
{Tfn}
∞
n=1 is a TK-frame for H.
Proof. It follows directly by the definition of K-frame. 
3. Controlled K-frames
Controlled frames for spherical wavelets were introduced in [2] to get a
numerically more efficient approximation algorithm and the related theory
for general frames was developed in [1]. For getting a numerical solution of
a linear system of equations Ax = b, we can solve the system of equations
PAx = Pb, where P is a suitable preconditioning matrix to get a better it-
erative algorithm, which was the main motivation for introducing controlled
frames in [2]. Controlled frames extended to g-frames in [15] and for fusion
frames in [14]. In this section, the concept of controlled frames and con-
trolled Bessel sequences will be extended to K-frames and we will show that
controlled K-frames are equivalent K-frames.
Definition 3.1. Let C ∈ GL+(H) (C > 0) and let CK = KC. The family
{fn}
∞
n=1 will called a C-controlled K-frames for H, if {fn}
∞
n=1 is a K-Bessel
sequence and there exist constants A > 0 and B <∞ such that
A‖C
1
2K∗f‖2 ≤
∞∑
n=1
〈f, fn〉〈f,Cfn〉 ≤ B‖f‖
2 , ∀f ∈ H.
A and B will be called C-controlled K-frame bounds. If C = I, we call
{fn}
∞
n=1 a K-frames for H with bounds A and B.
If the second part of the above inequality holds, it will be called C-
controlled K-Bessel sequence with bound B.
the proof of the following lemmas is straightforward.
Lemma 3.2. Let C > 0 and C ∈ GL+(H). The K-Bessel sequence {fn}
∞
n=1
is C-controlled K-Bessel sequence if and only if there exists constant B <∞
such that
∞∑
n=1
〈f, fn〉〈f,Cfn〉 ≤ B‖f‖
2 , ∀f ∈ H.
Lemma 3.3. Let C ∈ GL+(H). A sequence {fn}
∞
n=1 ∈ H is a C-controlled
Bessel sequence for H if and only if the operator
LC : H → H , LCf =
∞∑
n=1
〈f, fn〉Cfn, f ∈ H
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is well defined and there exists constant B <∞ such that
∞∑
n=1
〈f, fn〉〈f,Cfn〉 ≤ B‖f‖
2 , ∀f ∈ H.
Remark 3.4. The operator LC : H → H , LCf =
∑∞
n=1〈f, fn〉Cfn, f ∈ H
is called the C-controlled Bessel sequence operator, also LCf = CSf .
Lemma 3.5. Let {fn}
∞
n=1 be a C-controlled K-frames in H, for C ∈ GL
+(H).
Then
AI‖C
1
2K†‖2 ≤ LC ≤ BI
Proof. Suppose that {fn}
∞
n=1 is a C-controlled K-frame with bounds A and
B. Then
A‖C
1
2K∗f‖2 ≤
∞∑
n=1
〈f, fn〉〈f,Cfn〉 ≤ B‖f‖
2 , ∀f ∈ H.
For f ∈ H
A‖C
1
2K∗f‖2 ≤ 〈f, LCf〉 ≤ B‖f‖
2
that is
A‖C
1
2K∗‖2 ≤ LC ≤ BI.

The following proposition shows that for evaluation a family {fn}
∞
n=1 ⊂ H
to be a controlled K-frame it is suffices to check just a simple operator
inequality.
Proposition 3.6. Let {fn}
∞
n=1 be a Bessel sequence in H and C ∈ GL
+(H).
Then {fn}
∞
n=1 is a C-controlled K-frame for H, if and only if there exists
A > 0 such that CS ≥ CAKK∗.
Proof. The sequence {fn}
∞
n=1 is a controlled K-frames for H with frame
bounds A,B and frame operator S, if and only if
A‖C
1
2K∗f‖2 ≤
∞∑
n=1
〈f, fn〉〈f,Cfn〉 ≤ B‖f‖
2 , ∀f ∈ H.
That is,
〈CAKK∗f, f〉 ≤ 〈CSf, f〉 ≤ 〈Bf, f〉.
So the conclusion holds. 
Proposition 3.7. Let {fn}
∞
n=1 be a C-controlled K-frame and C ∈ GL
+(H).
Then {fn}
∞
n=1 is a K-frames for H.
Proof. Suppose that {fn}
∞
n=1 is a controlled K-frames with bounds A and
B. Then
A‖K∗f‖2 = A‖C−
1
2C
1
2K∗f‖2 ≤ A‖C
1
2 ‖2‖C−
1
2K∗f‖2
≤ ‖C
1
2 ‖2
∞∑
n=1
〈f, fn〉〈f,C
0fn〉 = ‖C
1
2 ‖2
∞∑
n=1
|〈f, fn〉|
2
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Hence
A‖C
1
2‖−2‖K∗f‖2 ≤
∞∑
n=1
|〈f, fn〉|
2
On the other hand for every f ∈ H,
∞∑
n=1
|〈f, fn〉|
2 = 〈f, Sf〉 = 〈< f,C−1CSf〉
= 〈(C−1CS)
1
2 f, (C−1CS)
1
2 f〉
= ‖(C−1CS)
1
2 f‖2
≤ ‖(C−
1
2‖2‖(CS)
1
2 f‖2
= ‖(C−
1
2‖2〈f,CSf〉
≤ ‖(C−
1
2‖2B‖f‖2

These inequalities yields that {fn}
∞
n=1 is aK-frame with boundsA‖C
1
2 ‖−2
and B‖C−
1
2‖2.
Proposition 3.8. Let C ∈ GL+(H) and KC = CK, Let {fn}
∞
n=1 be K-
frames for H, then {fn}
∞
n=1 is a C-controlled frame for H.
Proof. Suppose that {fn}
∞
n=1 be a K-frames with bounds A
′ and B′. Then
for all f ∈ H
A′‖K∗f‖2 ≤
∞∑
n=1
|〈f, fn〉|
2 ≤ B′‖f‖2.
A′‖C
1
2K∗f‖2 = A′‖K∗C
1
2 f‖2 ≤
∞∑
n=1
〈C
1
2 f, fn〉〈C
1
2 f, fn〉
= 〈C
1
2 f,
∞∑
n=1
〈fn, C
1
2 f〉fn〉
= 〈C
1
2 f,C
1
2Sf〉 = 〈f,CSf〉
Hence A′‖C
1
2K∗f‖2 ≤ 〈f,CSf〉 for every f ∈ H. On the other hand for
every f ∈ H,
|〈f,CSf〉|2 = |〈C∗f, Sf〉|2 = |〈Cf, Sf〉|2 ≤ ‖Cf‖2‖Sf‖2 ≤ ‖C‖2‖f‖2B‖f‖2.
Hence
A′‖C
1
2K∗f‖2 ≤ 〈f,CSf〉 ≤ B′‖C‖‖f‖2.
Therefore {fn}
∞
n=1 is a C-controlled K-frame with bounds A
′ and B′‖C‖.

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Lemma 3.9. Let {fn}
∞
n=1 be a C-controlled K-frames in H for C ∈ GL
+(H)
and let C is positive. Then
∞∑
n=1
〈fn, f〉Cfn =
∞∑
n=1
〈Cfn, f〉fn , ∀f ∈ H.
Proof. Suppose {fn}
∞
n=1 be a controlled frame for H with bounds A and B.
Then by Proposition 2.1, we know that LC ∈ GL(H). Let L˜ = C
−1LC .
Clearly L˜ ∈ GL(H) and
L˜f = C−1
∞∑
n=1
〈fn, f〉Cfn =
∞∑
n=1
〈fn, f〉fn = Lf.
Therefore L is everywhere defined and L ∈ GL(H). Thus by definition LC
is positive, therefore self-adjoint. So
LC = CL = L
∗
C = L
∗C∗ = LC∗.

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