Abstract
The "best" configuration for simulating Arctic meteorology and processes most relevant for pollutant transport (ASR + 
Introduction

49
The Arctic atmosphere is often characterized by a stable boundary layer and strong near-surface temperature inversions, 50 which limit turbulent mixing and vertical transport due to the combined effects of efficient cooling by upward long wave 51 radiation and reflection of short wave at the surface as a result of the high sea ice concentration and relatively flat and 52 homogeneous surface in the inner part of the Arctic Ocean. This negative radiation budget at the surface is amplified by 53 the typically low atmospheric moisture and cloud free conditions (Anderson and Neff, 2008 ). This effect is most 54 pronounced during winter when there is little or no sunlight and the surface is frequently covered by snow or ice 55 (Bradley et al., 1992) . Consequently, a 'dome' forms that is characterized by low and constant potential temperatures and 56 isolates the Arctic lower troposphere from the rest of the atmosphere by acting as a barrier (the so-called Arctic front).
57
The Arctic front separates the cold Arctic air from warmer air in the south and can reach as far south as 40°N during the 58 coldest periods of the year (Stohl, 2006) . The pronounced seasonal cycle of these atmospheric features strongly 59 determines transport mechanisms and pathways of pollutants into the Arctic (Schnell, 1984; Sharma et al., 2006) .
61
Sea ice is part of a complex system that acts as an interface between the atmosphere and the ocean: the ice inhibits 62 vertical heat transfer between the atmosphere and the ocean, and contributes to the ice-albedo feedback mechanism. The 63 Arctic summer sea ice extent which has been observed over the last 30 years by satellites (Meier et al, 2006 ) has an 64 effect on the atmospheric temperature gradient in the lower atmosphere (Serreze et al., 2000) . For example, a larger sea 65 ice-free area results in an increase in absorbed heat in the upper ocean, leading in in turn to the increase in the near-66 surface temperature maximum (Jackson et al. 2010 ). This pattern affects atmospheric circulation by modifying weather 67 patterns in the Arctic and beyond, an effect also referred as the Arctic amplification (e.g. Screen and Simmonds, 2010;  68 Cohen, et al., 2014) . These changes in atmospheric circulation connected to the decline of Arctic sea ice and changes in 69 continental snow-cover may also disturb temperature and precipitation patterns and increase the likelihood of extreme 
96
Climate Models (RCMs) have gained popularity as they are computationally less expensive and are capable of 97 capturing mesoscale coupled processes and regional climatic evolution due to the ability to run at very high spatial and 98 temporal resolutions (Dethloff et al., 1996) .
100
Model parameterizations play an important role in representing the vertical stratification and atmosphere-surface 101 energy exchange in model simulations (Dethloff et al., 2001 ). For example, some differences in regional model 102 simulations can be attributed to the boundary layer and surface parameterizations used, which result in surface flux 103 differences, and to the lateral moisture forcing, both of which affect moisture availability in the atmosphere (Rinke et 
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However, the quality of a reanalysis may also vary regionally in some variables, especially in areas where observations Table 1b . 
250
The data set consists of 27 surface and 10 upper air (measurements in the part of the atmosphere above Earth's surface) 251 variables and 3 soil variables. Differences in the reanalyses used to create the forcing data for our WRF simulations 252 might have a significant impact on the modeled meteorological fields. A comparative analysis of both reanalyses is 253 given in the following section whereas the results from the WRF model simulations to assess the differences resulting 254 from the initial and boundary conditions are presented in section 3.
256
Comparison between ERA-interim and ASR reanalysis 257 258
The capability of both reanalysis to represent the Arctic atmosphere has been recently compared and documented (e.g. 
270
In our study, we evaluate the differences in four important variables (2m temperature and 10m wind speed, sea ice 271 fraction and sea level pressure) between both reanalyses over our studied domain. 
308
For the case studies with the WRF-Chem model, we use the same physical parameterizations summarized in Table 1 309 plus the input data and chemistry/aerosols configuration (Table 2) analyses were performed and named according to the configuration chosen, as described later and also shown in Table   354 1b. The sensitivity analyses are aiming at quantifying the impact of the different LSMs and reanalyses used for the 
358
Finally, we analyze a suite of selected cases using WRF-Chem (summarized in Table 2) (Table 3) .
393
We also use observed vertical profiles of temperature, wind speed and relative humidity from the enhanced version of (Fig. 3) . (Fig. 5a ) and for summer months (Fig. 5b) (Fig. 5a ). However,
475
there are significant differences in the PBLH close to 90°N, where the model experiments using the ASR data simulate 476 a deeper PBLH (~250 m) compared to those obtained using the ERA-Interim reanalysis (~150 m). In summer (Fig. 5b) , 477 the PBLH is deeper over the continents due to the large insolation during this period resulting in convective mixing.
478
The PBLH over the Arctic Ocean continues to be lower than in winter due to the increasing solar radiation over high 479 latitudes. In the experiments using the NoahMP scheme, the PBLH is generally deeper over the continent than in those 
514
Given the sparsity of available long-term surface measurements, it is difficult to assess which model experiment 515 performed better compared to observations using only Taylor diagrams. We therefore also calculated biases and RMS 516 (shown in Table 4 ) in which we separate the stations in two groups, those below and those above the 60°N, and also 
