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Quality of service (QoS) in delivery of continuous media over the Internet is 
still relatively poor and inconsistent. Although many streaming applications 
can tolerate some degree of missing information, significant information losses 
will degrade and affect an application's quality. One approach to providing 
QoS for continuous media applications over the Internet is to use the IntServ 
model for signaling (e.g., RSVP) and resources reservation in all routers along 
the streaming path. However, this approach suffers from scalability and de-
ployment problems. 
In contrast, we investigate the potential benefits of mitigating the QoS 
guarantee problem through the exploitation of multiple paths, not necessarily 
independent paths, existing in the network between a set of senders and a 
receiver of continuous media. One advantage of this approach is that the com-
plexity of QoS provision can be pushed to the network edge which improves 
the scalability and deployment characteristics. At the same time, it provides a 
> 
certain level of QoS guarantees. Specifically, we consider pre-recorded contin-
uous media applications such as those using in video-on-demand systems. We 
use the following metrics to evaluate the performance of multi-path streaming 
as compared to single-path streaming: (a) data loss rate, (b) conditional error 
burst length distribution given that there is at least one packet loss, and (c) 
lagl-autocorrelation of losses. 
In our work, we first study the benefits of multi-path streaming over the 
single path approach by considering the conventional Gilbert model, which 
i 
characterizes the bursty error nature of a given path. We then extend the work 
by considering the more detailed functional Gilbert model wherein the loss 
characteristics of a path depend on the application's transmission bandwidth. 
Approaches to obtain the optimal splitting of traffic among the multiple paths 
are given. Our results show significant benefit of multi-path streaming over 
single-path streaming under the optimal traffic splitting. And these benefits 
also exhibit when we use erasure codes for error correction. 
In this thesis, we also discuss how one can realize and implement the op-
timal splitting of traffic among different paths and how these design issues • 
affect the performance metrics of interest. Following the proposed multi-path 
streaming approach, we build a prototype multi-path streaming system. With 
this prototype, we carry out experiments to validate the proposed multi-path 
streaming method. The results of this work can be used in guiding the de-
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Multimedia streaming, especially video streaming, over the current Internet 
still creates an unpleasant and unsatisfactory experiences. In today's Internet, 
which is based on the best-effort service model, there is no QoS guarantees 
for streaming sessions between the servers and the clients. Therefore, packet 
losses are normal phenomena and theses result in degradation on the viewing 
quality. In the worst case, streaming sessions may abort unexpectedly. Sev-
eral approaches such as IntServ model and adaptive media coding have been 
proposed to alleviate the problem. Although these approaches have their cor-
responding advantages and shortcomings, solution that is scalable and easily 
deployable while maintaining quality of service is still not available. 
In order to build a scalable and deployable system with consistent quality, 
we address this problem from a different and unique angle. Our work exploits 
the fact that there are multiple paths (MP) exist between a set of senders 
and a receiver. Comparing with the single path (SP) approach, potential 
benefits on using MP includes a) aggregation of bandwidths so that one can 
support higher bandwidth applications, b) better loss characteristics which can 
improve the output quality and improve the eraser code performance, and c) 
enable adaptation among paths due to network congestion. For example, we 
can assign different loads on different path at different time instant. 
Our approach operates on the application layer, which aims at pushing 
1 
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the design complexity to the network edge. It improves the scalability and 
deployment capability while achieving an acceptable level of QoS guarantees. 
1.1 Multimedia Streaming Background 
We first look at some background on multimedia streaming. Figure 1.1 shows 
the architecture of a typical streaming system. The sender packetizes the 
media data and continuously sends the data packets to the receiver. The 
receiver continuously decodes the media data received and at the same time ‘ 
receives new media data packets. The sending rate of the data packets are 
often "pace" at the same speed as the media object playback rate. The reason 
for this "pacing" is to prevent the receiver from getting into the starvation or 
the overflow problem. Since each packet may experience different amount of 
delay in the network, therefore, the receiver uses a buffer between the packet 
receiving and media playback process. This buffer can smooth out the network 
delay jitter between consecutive receiving packets. 
There are many issues in building a good streaming system, for example, 
data placement in the storage system, media content management, compress-
ing and encoding scheme, etc. In this work, we focus on the network issue 
only such as to minimize the streaming packet losses in network and reduce 
the adverse effect caused by these loss packets. 
1.2 Streaming over the Internet 
A good streaming service requires low loss characteristic and low delay jitter 
throughout the whole streaming session (which may last for hours). While 
delay jitter can be absorbed and smoothed out by the buffer at the receiver, 
packet losses play the main cause on degradation of output quality. Packet 
losses characteristics not only refers to the average packet loss rate along the 
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Figure 1.1: Architecture of a typical streaming system. 
streaming channel, it also depends on how bursty are the packet losses. In 
contrast to most file transfer applications, a streaming system normally allows 
certain degree of missing packets. Many popular media encoding scheme (e.g., 
MPEG [1]) can tolerate certain level of information loss within a short time 
period. However, the output quality depends on how bursty are these losses. 
Section 3.3 presents a more quantitative discussion on how bursty losses affect 
the video viewing quality. 
Insufficient bandwidth definitely worsens the loss characteristic. For ex-
ample streaming a 1.5Mbps MPEG 1 media via a 56kbps modem connection 
should results in a high packet loss rate. Although broadband access becomes 
quite common nowadays, the sharing nature of the best-effort Internet also 
introduces packet losses. 
‘ F i g u r e 1.2 illustrates the abstract idea of an streaming session over the 
Internet. The server sends the data packets along the a streaming path chosen 
by the Internet to the receiver. If either router (router 2 in the figure) on 
the path experiences heavy background cross traffic (indicated by the dotted 
arrow), it's internal packet queue may get full and packets will be dropped 
according to the policy configured in the router. In the current best-effort 
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Figure 1.2: Abstract idea on single path streaming over the Internet. 
Internet, packets dropped in router 2 belong to the background traffic as well 
as the streaming session. As part of the streaming information is loss, it results 
in poorer viewing quality. Also, we say router 2 is the congestion point of the 
streaming path. 
1.3 Traditional Approaches 
, Various techniques have been proposed aiming at enhancing the quality of 
streaming application. Note that these approaches are orthogonal and can be 
applied jointly and independently. Some of these common approaches are: 
• Packet Retransmission: The basic idea to deal with packet losses is to re-
transmit the loss packets. Unlike a file transfer application, each packet 
in a streaming system has it's timing constraint. Therefor, retransmit-
ted packets that arrived later than it's corresponding playback time are 
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meaningless to the streaming playback process. The whole packets re-
transmission process requires at least one round trip time (RTT) delay, 
which means a precise decision on retransmission triggering is needed. If 
it is triggered too early, it may introduce duplicate packets at the receiver, 
which is a waste of network and buffer resources. However, timing con-
straint may be violated if the retransmission time is triggered too long. 
To cope with the round trip time (RTT) in the current Internet (which is 
in the order of milliseconds), the gain and benefit from retransmission is 
much limited. Another point to notice is that in an overloaded channel, 
retransmitting packets may worsen the loss characteristic of the channel, 
which will adversely increase the packet loss rate. The concept of how 
the increasing workload may worsen a channel is discussed in Chapter 5. 
• Adaptive Media Encoding: Newer media encoding schemes support vari-
able bit rate adaption. The streaming application detects the packet loss 
rate at the receiver. If there are too many packet losses, the server is 
signaled to encode the media in a lower bit rate (or sends the pre-stored 
version which was encoded in a lower bit rate). This technique requires 
accurate network measurement during the streaming sessions. Although 
, i t allows a graceful degradation of video output quality, once the stream 
is adapted to a lower bit rate, the quality of service can still be affected 
.�. (the video definition is lowered). 
• Erasure Channel Coding: Redundant packets can be sent using some 
erasure-encoding scheme (e.g., Forward Erasure Code (FEC) [2]). If the 
packet loss rate is not too high, it is then possible that the loss packets 
can be recovered by the redundant packets. This approach has an adverse 
effect that sending redundant packets actually increases the application 
sending rate, which may worsen the channel quality itself. Again, the 
idea on how the increasing workload may worsen a channel is discussed 
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in Chapter 5. The amount of redundant packets needed to be accurately 
adjusted such that it would not overwhelm the network while enable 
a certain level of packet recovery. Another problem is that if packet 
losses are too bursty, the packet recovery capability will be significantly 
reduced. Details on the FEC process is discussed in Chapter 3. 
• IntServ Model: This approach has been proposed in the past few years 
to provide Quality of Service (QoS) guarantee on the Internet. Signaling 
protocols (e.g., RSVP) are proposed to reserve resources along all the 
routers on the streaming path. For example, in Figure 1.2, the congested 
router 2 will not drop the packets belong to the streaming session if it 
has reserved enough resources (e.g., buffer and transmission bandwidth) 
for that streaming session. This approach suffers from the deployment 
and scalability problem. Using Figure 1.2 as an example, if any router 
on the streaming path does not implemented the RSVP protocol or if 
any one of them does not have enough resource to fulfill the streaming 
requirement, the reservation process may fail and the quality may not be 
guaranteed. As every routers require to work in a per session model, it 
is extremely not scalable. Newer approach (e.g, DiffServ Model) works 
., in per class basis, yet, it still suffers from the deployment problem. 
1.4 Document Road-map 
The outline of this thesis is as follow. In Chapter 2, we discuss the related 
jy. 
work. Chapter 3 presents the overall idea of our proposed multi-path stream-
ing approach. In Chapter 4, analysis on the benefits of using multiple paths 
over the single path approach is given by considering the conventional Gilbert 
model. Extension to the functional Gilbert model is given in Chapter 5. Op-
timization issues are also presented in this chapter. In Chapter 6, simulations 
» 
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using Network Simulator(NS) [3] to validate the performance benefits are dis-
cussed. Chapter 7 proposes some approaches in quantizing the traffic splitting 
vector into the sending pattern, which is necessary in real implementation. Our 
prototype implementation and experiments on this prototype are presented in 
Chapter 8. In Chapter 9, several design issues and considerations in using the 




In this chapter we give a brief survey of existing work on this topic, and 
specifically, we focus on those that either consider loss characteristics or can 
be deployed over best-effort networks (as these are considerations in our work 
as well). 
Earlier efforts on dealing with losses through the use of multiple indepen-
dent paths (although at lower layers of the network) include dispersity routing, 
as proposed by Maxemchuk [4, 5, 6]. The focus in this work was on reducing 
delay. An important difference in our work is that we focus on streaming ap-
plications where the data transmission rate is determined by the application's 
needs rather than on delivering the data to its destination as fast as possible. 
The use of multiple paths in routing data has of course been considered at 
the network layer, although not generally done in the current Internet. Hence, 
higher layer mechanisms should be considered. Another set of works on the 
topic considers higher level mechanisms, but requires some assistance from the 
lower layers and/or assumes significant knowledge of network topology and/or 
link capacities and delays (on all links used for data delivery). For instance, in 
7], the authors focus on adaptation of delivery rate along the different paths, 
based on losses observed at the receiver. In contrast, our approach does not rely 
on specific knowledge of topologies, capacities, delays, etc., and only considers 
whether a set of paths do or do not share joint points of congestion, as can 
8 
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be detected at the end-hosts. Moreover, we present optimization schemes for 
optimizing either the average loss rate or the lag-1 autocorrelation, observed 
at the receiver. 
Recent literature on this topic also includes works on voice-over-IP type 
applications. For instance, [8, 9] proposes a scheme for real-time audio trans-
mission using multiple independent paths between a single sender and a single 
receiver, where multiple description coding (MDC) is used in multi-path de-
livery and a FEC approach is used in single-path delivery. In contrast, we 
believe that it is important to understand the effects of multi-path delivery on 
loss characteristics, even without the use of coding techniques. We also note 
that "live" applications (such as voice-over-IP) have different characteristics 
than pre-recorded applications (as we are considering here). For instance, one 
such difference is the need to disperse data in real-time, whereas in our case, 
we can distribute it to the multiple senders ahead of time; this makes our 
application-level implementation simpler and possibly more efficient. 
In [10], the authors propose a path diversity system using MDC. The sys-
tem explicitly transmits different encoded packet streams over different paths. 
Each encoded stream is transmitted through one specific path. In our system, 
we consider to traffic splitting issue independently of the encoding scheme 
used. In a later work [11], the authors apply MDC mechanisms over content 
delivery networks (CDN). In CDN the content is cached and delivered from 
the closest edge server, so it can potentially reduce the request response time, 
the probability of packet loss, and the total network resource usage. However, 
our approach can be deployed over best-effort wide-area networks as well as 
on CDNs. 
Another recent work [12] also considers delivery of pre-recorded video from 
multiple senders distributed across the network. However, this work focuses 
on a transport protocol. It also considers optimization algorithms for rate and 
packet distribution among the paths, but with the objective of only minimizing 
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the loss rate at the receiver. In [13] FEC techniques are added (as compared 
to [12]), where distribution algorithms are considered but with the objective 
of only minimizing the probability of an irrecoverable error. In contrast, due 
to the nature of the application, we believe that it is important to consider 
loss characteristics even when the losses cannot be fully recovered. That is, 
since we are considering delivery of video (which can be displayed even under 
some losses), it is important to consider other metrics. Hence, in this thesis 
we consider other metrics as well, i.e., in addition to loss rate we consider 
burst length distribution as well as lag-1 autocorrelation (all with and without 
the use of erasure codes). Moreover, in this thesis, we have illustrated the 
optimization using other loss characteristics, i.e., other than loss rate. 
' J： 
Chapter 3 
Our Mult i -path Streaming 
Approach 
Sender, Senders Sender� Sender^ 
I Internet \ 
w 
Receiver 
Figure 3.1: Our multiple path streaming model. 
There are many possible ways and issues in designing a multi-path stream-
ing system, our scheme operates and focuses on the following: 
• Delivery of pre-stored media: Media is pre-stored (as in video-on-demand 
applications) in contrast to "live" generated (as in videoconferencing 
applications). 
11 
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• Multiple senders: We accomplish multiple paths by distributing servers 
(senders) across the network and stream data to the receiver simultane-
ously. Each sender delivers a fraction of the streaming data. 
• Application layer end-point scheme: Our scheme operates on the appli-
cation layer, which allows easy deployment. We work at the end-point 
and treat the network as a “ black box". The paths between the senders 
and receiver are determined by the network-level routing algorithm. 
• Network issues only: As mentioned, our work deals with the networking • 
issues. Also, we assume that the media data is fully replicated at all 
senders already. Other issues like server disk load balancing is outside 
the scope of this work. 
Our system can be depicted in Figure 3.1, where any sender can send any 
fraction of the media data to the receiver. More specifically, sender i sends 
fraction a^ of the data to the receiver, where 0 < cti < 1 and ai = 1. 
Sending rate of sender i will be ai fraction of the media full streaming rate. 
For example, if a client receives a 1.5 Mbps MPEGl stream from three senders, 
according to the network conditions, one can choose: sender 1 sends 50% of the 
streaming data at 0.75 Mbps, sender 2 sends 30% of the streaming data at 0.4 
Mbps and sender 3 sends 20% of the streaming data at 0.3 Mbps. In general, we 
assume that the setting and the possible adaptation of these fractions (traffic 
splitting vector) is done by the receiver (based on the perceived quality of data 
and measurement of the network). The client receives the packets from the 
senders, reassembles them and plays in the appropriate order. 
Erasure coding is adopted in our scheme. We considered a variation of 
such codes, which we refer to as FEC [2]. Under such scheme, the media file 
will be divided into groups of data packets such that each group consists of k 
data packets. Given each group of k data packets, we generate n > k packets. 
We refer to these n packets as a FEC group. The encoding scheme is such 
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Figure 3.2: Graphical representation of the FEC scheme. 
that, if the number of loss packets within a FEC group is less than or equal to 
(n — fc), then we can reconstruct the original k data packets within that FEC 
group. Figure 3.2 illustrates the idea of such coding scheme. Current FEC 
technique allows the first k encoded packets remain the same as the original 
data packets. It brings the flexibility that, even when there are less then k 
packets received out of n packets in a FEC group, those packets received with 
number < k still carry meaningful data. 
When applying such FEC scheme on multiple paths, we have to consider 
the value of n and k. The effect of changing n and k will be evaluated in 
la,ter chapter. Instead of apply FEC on individual path, where packets within 
individual path form a FEC group, we form FEC groups across all the paths. 
At a particular time instant, different path carries different loss characteristic. 
Using such scheme can enhance the FEC correcting ability and can exploit 
more benefits from multiple paths. 
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3.1 Potential Benefits 
Our multi-path streaming scheme carries the following potential benefits: 
1. Increased throughput: bandwidth from multiple paths can be aggregated 
, s o that streaming applications with high bandwidth requirement can 
be satisfied. It significantly reduces packet loss rate and allows media 
with higher definition (higher bandwidth requirement) to be serviced. 
2. Better loss characteristic: -
• Reduction in correlation between consecutive packet losses: consec-
utive packets travel along different paths exhibit different loss char-
acteristics. The correlation of consecutive packet losses is reduced in 
multi-paths streaming and result in less bursty packet losses. This 
can improve the viewing quality as well as enhance the correcting 
power of the FEC scheme. 
• Improvement on per-path loss characteristic: loss characteristic for 
each path is improved as we put less loading on each path. Thus, the 
overall output quality is enhanced. Detailed discussion will given in 
Chapter 5. 
3. Allow dynamic adaptation among paths: the duration of a streaming 
� session may last last for hours, the characteristic of each channel may 
vary from time to time during the entire session. Although erasure coding 
can correct .part of the error, using multiple paths enables us to shift 
part (or all) of the workload from one path to another, so as to avoid 
the congested path. Another advantage is that under such scheme, we 
are actually alleviating the network congestion problem. It allows the 
network to be more efficiently used. 
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4. Scalable and easy deployable: Application layer end-point scheme is used. 
Our approach does not require specific support from the network layer so 
it is easily deployable. All the adaptation processes will be carried out at 
the senders and receivers only. It shifts the complexity to the end-point, 
which follows the original design principle of the Internet. 
3.2 Performance Metrics 
We use the following performance measures to quantify the merits of the dif-
ferent streaming approaches (these are defined more formally below): 
1. mean data packets loss rate (with and without FEC), 
2. conditional burst length distribution, conditioned on there being at least 
one error (with and without FEC), 
3. lag-1 auto-correlation (with and without FEC). 
The first performance measure is an obvious approach to comparing single 
and multi-path streaming (when losses, rather than throughput, are of impor-
tance). The other two performance measures are less obvious; however, we 
believe that they can significantly affect the quality of the viewed continuous 
media. To illustrate this point, in the next section we briefly consider a "qual-
� ity of viewed data" type measure. In subsequent chapters we return to the 
analysis of the streaming techniques. 
1' 
3.3 Visual Quality of Data 
We first give a brief motivation for considering above given performance met-
rics, and specifically, for considering burst lengths and correlations between 
losses. We discuss this in the context of video data. Ideally, one would like 
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to have a measure of the quality of the viewed video, as a function of loss 
characteristics. To the best of our knowledge, there is no such widely accepted 
measure, and often the quality of a video is evaluated using human observers. 
However, some metrics have been used in the past, for instance, signal to 
noise ratio of the resulting video [14]. Hence, we illustrate the effects of bursty 
losses on the quality of the resulting video (and specifically on the signal to 
noise ratio) using the following experiment. 
3.3.1 Experiment: Effect of Correlated Bursty Losses 
on Video Quality 
In this experiment, we drop 2% of the frames from video V. These 2% losses 
are introduced in a variety of "patterns", e.g., the dropped frames can be 
evenly spaced throughout video V, or they can be more bursty. The details 
of which frames are dropped, given a particular drop pattern as identified by 
the burst length, are given in the first two columns of Table 3.1. Moreover, 
in evaluating the quality of the resulting video V, we use a common error 
concealment scheme to make up for a dropped frame. Specifically, a dropped 
frame is replaced by the previous frame which is successfully received. For 
example, frame i replaces frames z + + 2, • • • k if frame i is received 
successfully and frames z + 1, • • • , z + A: are loss. 
� Error Burst Lost Frames PSNR (dB) 
Length Numbers 
— 1 — 25+k*50 where ke {0，1,... , 29} ~ ^ 1 0 7 dB 
— 2 • {50,51} + k*-100 where k€ {0 ,1 , . . . ,14} 3 8 . 0 1 5 " ^ 
一 3 一{74,75,76} +k*15Q where ke {0,1’.. .，9} — 31.325 dB— 
一 5 7^23,124，...,127} +k*200 where kG {0,1，.. 30.433"dB~ 
一 15 ~{368,369,...,381,382} +k*750 where ke {0,1} ~ ^ 4 0 7 dB 
30 {736,737,…,764,765} 29.942 dB 
Table 3.1: Peak signal-to-noise ratio (PSNR) for various bursty loss patterns. 
» . 
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For each possible frame loss pattern, we measure the quality of the received 
video by computing the peak signal-to-noise ratio (PSNR) as follows. (Note 
that, a larger value of PSNR implies a higher quality of the video.) In general, 
for a video of I frames where each frame consists of m x n pixels, (each con-
taining an RGB value� with each of the three colors represented by 8-bits), 
the PSNR is calculated using the following expression (in dB): 
2552 
SNRpeak = 10 X logio -7 ；  
I EU EUi El=APiiidAc)-P2{i,j,k,c)r\ 
, 3xmxnxl . 
V / 
where Ps{i,j,k,c) is the pixel value at coordinate (i, j ) of k-th video frame (of 
stream s, s = 1,2) and color channel c where c = 1,2,3, for red, green, and 
blue, respectively. In our experiment, the values of m,n, and I are 352, 240 
and 1500, respectively. The source video in this experiment is using MPEG-1 
NTSC settings [1] where each frame is 352x240 (with 29.97 frames per second), 
hence the values of m and n above. Also, we use approximately the first 50 
seconds of this video for this experiment, hence the value of I above. Values for 
Pi are obtained from the frame sequence resulting after the drop-and-conceal 
process while values for P2 are obtained from the original video frames of V. 
Table 3.1 gives the PSNR values for the different burst patterns. We can 
observe that given the same amount of information loss (e.g., 2% in our exper-
iment), the PSNR metric can be significantly lower for the more bursty loss 
patterns, and hence is the quality of the video. Thus, we believe that burst 
length distribution and correlations between losses are the right metrics for 
evaluating the goodness of a streaming approach as they directly reflect on the 
quality of received video. 
^Information about the three colors, red, green, and blue. 
Chapter 4 
Performance Evaluation using 
Gilbert Model 
4.1 Mathematical analysis 
In this section, we present our analysis of the single-path and the multi-path 
streaming approaches. As mentioned earlier, our main focus is on loss charac-
teristics. We first consider these approaches without the use of erasure codes, so 
as to understand the basic differences between single and multi-path streaming. 
We then also consider the changes in loss characteristics when an erasure code 
is added, as this is another approach to dealing with packet losses. Specifically, 
we consider a variation of such codes, which we refer to as FEC, as defined be-
, low. As in [15], we use a two-state Markov chain, known as the Gilbert model, 
as our model of a path; as in [15] we characterize the path by its bottleneck 
link. This model, which is defined more formally below, allows for dependence 
in consecutive packet losses and should be a more accurate representation of 
the network than an independent loss model. 
18 
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4.1.1 Model 
Let us now state the path model used in this thesis. As in [15], we use a 
stationary continuous time Gilbert model to characterize the potential corre-
lations between consecutive losses on a path. Under a stationary continuous 
time Gilbert model, the packet loss process along path k is described by a two 
state continuous time Markov chain {Xfc(t)} where Xk(t) e {0,1}. If a packet 
is transmitted at time t when the state of path k is Xk(t) = 0, then no packet 
loss occurs. On the other hand, the transmitted packet is considered lost if 
Xk{t) = 1. The infinitesimal generator for this Gilbert model of path k is: 
1 o � Ho(k) 
Qk = • 
例⑷ - " i � 
The stationary distribution of this Gilbert model is 7r(k) = [ttq(左)，7ri(A:)] where 
M k ) = fi i(k)/{fio(k)+fii{k)) and n八k) = " o �/ ( " o � + " i � ) • Let pl 'J ir) 
be the probability that path k is in state j at time t -\-t, given that it was in 
state i at time t, i.e., p\j{r) = P(XiJj： + r ) = j\Xk{t) = i). From [16], we 
have that 
‘广、“左)…fl — e - [ " �� � ]T ) •一 1 • _ Q 
, ,� _ ^ _ — g-MAO+m�]T) _ n 1 - 1 
� � ) M0(fc)+"i �e - ( " �+ . — •— 、马. 
Mo(A;)+MI(A；) 2 = •^，•？ = 1, 
� " � � Z = 
for all r > 0. 
Throughout the thesis we refer to single path streaming as single path 
(SP) streaming and multi-path streaming with N paths as multiple path (MP) 
streaming. Without loss of generality, when paths are homogeneous, we assume 
that SP streaming always transmits data along path 1. In the evaluation of 
MP streaming, we assume that the multiple paths have disjoint bottlenecks 
(or points of congestion) and hence the Gilbert models representing them are 
� independent. Note that, since we represent a path by its bottleneck link, 
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multiple paths with joint points of congestion could just be represented by a 
single Gilbert model. Lastly, note that our focus is on a streaming application 
which generates packets at a constant rate; hence our derivations below are 
done under this assumption. 
4.1.2 Performance Analysis of SP vs. Multi-path Stream-
ing (without FEC) 
Let us first derive the average packet loss rate. Unless stated otherwise, be- • 
low we consider a special case of multi-path streaming, namely dual path, 
round robin (DPRR) streaming. There are a number of different approaches 
to distributing data along the multiple paths; here we consider a simple case, 
i.e., DPRR, wherein each path carries half the application's traffic and the 
packet transmission is carried out in a round robin manner. That is, odd num-
bered packets are transmitted along path 1 while even numbered packets are 
transmitted along path 2. We use this simple scheme for dual path streaming 
to illustrate the basic performance differences between single and multi-path 
streaming, so as to gain some basic understanding. 
If we assume that the streaming rate does not affect the channel loss char-
acteristics (i.e., the parameters of the Gilbert model), then for the SP case, 
the average packet loss rate is simply 
Psp[\oss packet] = 7 r i ( l ) = � � �, i . (4.2) 
For the MP case, assume that we have N > 1 paths and let a ; be the fraction 
“ of the application's workload that is sent along path i where = 1-
Then the average packet loss rate for the MP case is 
N ^ f ii) \ 
P^p[loss packet] = 叫兀i(0 = on . . . . 
. t t t t V"oW + /ii ⑴乂 
If these N paths are homogeneous, then we can simplify the above expression 
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to 
Pmp[loss packet] = /：。� (4.3) 
Remark: the implication of Equations (4.2) and (4.3) is that if the appli-
cation's sending rate does not affect the loss characteristics of the path then 
splitting the data between multiple homogeneous paths does not reduce the 
average packet loss rate, as compared to a single path with the same loss 
characteristics. 
On the other hand, if the application's sending rate can affect the loss . 
characteristics of the path (e.g., sending data with a higher bandwidth may 
increase the losses), then the average loss rate of the MP approach can be 
different from that of the SP approach. To illustrate this effect, let A be the 
application's mean sending rate and 
"0(0 = ^(A) (4.4) 
"1(0 = ^(A) (4.5) 
where T {B) is a continuous non-decreasing (non-increasing) function of A. 
Then, we have the following result. 
Theorem 4.1 If the parameters of the Gilbert model are specified by func-
tions T and B, then the average packet loss rate under the single path stream-
ing approach will be greater than or equal to the average packet loss rate 
.�. under the multi-path streaming approach wherein these paths have the same 
Gilbert's parameters. 
Proof: It is easy, to show that the rate of change of the MP average packet 
loss rate under the homogeneous Gilbert model is: 
dPmp [loss packet] t / � "^(A) “ 
= 刚 + B[X)]T\\) - + B'{X)] 
- [^(A) + 叫 A)]2 
. — 刚 + 则 ] 2 - u . 
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That is, a higher sending rate along a path results in a higher loss rate. Since 
the sending rate along a path in the MP case is less than or equal to the 
sending rate of the SP case, given that these paths are homogeneous, the 
resulting average packet loss rate of MP will be less than or equal to that of 
SP. 
Let us now consider the conditional burst length distribution, of both SP 
and MP cases, conditioned on there being a loss. Let Ai be the mean streaming 
rate (in units of packets per second) along path 1 and 5i = 1/Ai is the time 
between two consecutively transmitted packets. Then, in the SP case (as also 
derived in [15] for a voice-over-IP type application), the probability of having 
a packet error burst of size m > 1 is: 
p ^ , / 冗OWp沙(^i)M:拟1) for m = 1 , � 
Psp error burst = m = < 1 ^ - 1 , 1 � (4.6) 
i p t l iS i ) for m > 2 . 
The probability of having a packet error burst of any size is therefore 
00 
Psp[error burst] = ^ P^p[error burst = m] = 7To{1)p^ q I{5i). 
m = l 
Moreover, the conditional probability of having a packet error burst of size 
m > 1, conditioned on there being a loss, is equal to 
n r 1 ^ r . i n P sp [error burst = m JTsp [error burst 01 size m error burst = ~—   
Psp [error burst 
� , = ⑷ 厂 f o r m > 1. (4.7) 
In the MP case, let us consider the special case of DPRR streaming, i.e., 
N = 2. Let A2 be the streaming rate (in units of packets per second) along 
path 1 or path 2. Note that under DPRR, A2 = Ai/2. Then, the time between 
two consecutively transmitted packets along the same path is 82 = I/X2 = 2Si. 
To understand the basic trade off between SP and MP streaming, we also 
assume that both paths are homogeneous such that they are characterized 
. by a stationary continuous time Gilbert model of the same parameters (i.e., 
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= "0(2) and " i ( l ) = Given this simplification, the stationary 
distributions for both paths are the same (i.e., 7ro(l) = 7ro(2); 7ri(l) = 7ri(2)) 
and we can express all performance measures using the parameters of path 1. 
Under these assumptions, the probability of having a packet error burst of size 
m > 1 is: 
Pdp [error burst = m 
= j f o r m = l , 
- I 冗0⑴兀 1(1) 隅 ) 厂 沙 拟 f o r m > 2 . . 
and the probability of having a packet error burst of any size is therefore: 
CO 
Pdp [error burst] = ^ P^p [error burst = m 
m = l 
=7ro(l)7ri � ; 0 2 ( ^ 1 ) + 
OO 
771 = 2 
= 仰 ( I W 难 胁 i ) + p 驰 J i ) -
= t t o ⑴ 冗 1 ( 1 ) . 
Then, the conditional probability of having a packet error burst of size m > 1, 
conditioned on there being a packet error, is equal to: 
‘ P dp [error burst of size m| error burst 
‘ P(ip[error burst = m 
P办[error burst 
“ . ‘ 7 0 2 J i ) for m = 1, 
= 《 「 饥 - 2 ( 4 9 ) 
� f o r m > 2. 
We can now state the conditions under which the DPRR approach will have 
a small conditional burst error than the SP approach. Before we present this 
result, let us present the definition and a basic lemma of stochastic comparison 
• [17]. 
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Def in i t ion 4.2 We say that the random variable X is stochastically larger 
than the random variable Y, written X >st Y, if P[X > 2：] > P jY > z] for all 
z. 
L e m m a 4.3 We say that X Y iff E[f(X)] > E[f{Y)] for all increasing 
functions f . 
Now, let Bsp and Bdp be the random variables representing the conditional 
packet error burst size, given that there is at least one packet error, under the 
SP and the homogeneous DPRR approaches, respectively. Then, we have the 
following result. 
T h e o r e m 4.4 If po’i(2(^i)pi’o(2(^i) < then Bsp >st Bdp. 
P r o o f : First, note that Pi,i{t) is an non-increasing function of t . 
If Po,i(2(^i)pi,o(2(^i) < Pi’i((^i)Pi’o((^i), then from Equations (4.7) and (4.9), we 
can deduce that for m > 2, 
Peip[error burst of size m\ error burst] < Psp[error burst of size m| error burst]. 
Since 
oo oo 
y ^ Pspl^sp = m] = ^ Pdpl^dp = m] = 1 and 
- m=l m=l 
o o CO 
Psp[j^sp = r7i] > ^ Pdpl^dp = rn] for j > 2, 
m=j m=j , 
we can conclude that Bsp >st 召dp. 
R e m a r k : Note that Bsp >st Bdp implies (based on Lemma 4.3) that E[f{Bsp)] > 
^[f i^dp)] for all increasing functions f . Therefore, we can conclude that for 
all moments of Bsp and Bdp, we have > for A; > 1, where 
and refer to the h^^ moments of Bsp and Bdp, respectively. The implica-
tion of the above theorem is that the homogeneous DPRR approach will have 
a lower mean conditional burst length than the SP approach, given that the 
theorem's condition is satisfied. 
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Let us now consider the lag-1 autocorrelation of packet errors metric. We 
begin with the SP approach. The lag-1 autocorrelation function R[XtXt+Si 
measures the degree of dependency of consecutive packet errors. For example, 
a high positive value of R[XtXt+Si] implies that a lost packet is very likely to 
be followed by another lost packet. On the other hand, a high negative value 
of R[XtXt^5^] implies that a lost packet is likely to be followed by a successful 
packet arrival. Also, if the statistics of the consecutive packet losses are not 
correlated^ , then R[XtXt+5^] = 0. 
The lag-1 autocorrelation for the SP approach is 
r>rv V _ - - X)] E[XtXt+s^ - X^ 
Since X = 7ri(l) = /io(l)/["o(l) + "i(2)], E [ X , X t + 5 r ] = 冗 a n d 
E[Xf] = 7ri(l) = no(l)/[ido(l) +/ii(2)], substituting these expressions into the 
above equation, gives us 
尺[又t义计d = M i ) [ i -冗1 ( 1 ) ] 
= M l ) • _ 
L e m m a 4.5 For a high (low) bandwidth streaming application, the lag-1 au-
tocorrelation of the SP streaming approach is positively correlated (tends to 
zero). 
Proof: Note that when 0, 1, and 
consequently the lag-1 
autocorrelation R[XtXt+5i] approaches 1. In other words, if the streaming ap-
” plication has a high bandwidth requirement such that the inter-packet spacing 
tends to zero, then the consecutive packet losses are “positively，, correlated. 
On the other hand, when Si oo, Pi}{Si) / /o(l)/["o(l) + i^i(l)]’ and con-
sequently the lag-1 autocorrelation R[XtXt+s^] — 0 . This implies that for low 
iNote that if the lag-1 autocorrelation, R[XtXt+Si], is equal to 0’ it does not necessarily 
imply that consecutive packet losses are not correlated. 
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bandwidth streaming applications, wherein the inter-packet spacing is very 
large, the lagl-autocorrelation tends to zero. 
Let us also derive the lag-1 autocorrelation of the homogeneous DPRR 
approach. The lag-1 autocorrelation in this case is: 
舉 广 ) 端 1 ] = 邵 对 . (4.11) 
Because both paths are homogeneous (i.e., their respective Gilbert models have 
the same parameters), we can simplify the above expression as: . 
廢 ⑴ X ( 2 ) = 別 A f ) 鄉 1 - 前 ] = 丑 对 预 
h 亡 _ E p f ) - 预 ) 2 ] 
(Mi(i) A ( m(2) \ _ ( /ii(i) y 
_ V M O ( L ) + M I ( L ) Y V M O ( 2 ) + M L ( 2 ) Y \ M O ( 1 ) + M I ( 1 ) J 
~ M l W l ) / ( " 0 ( l ) + /il(l))2 
(Mi(i) y / y 
= 0 . (4.12) 
In fact, we can see that the consecutive packet losses under the homogeneous 
DPRR application are "uncorrelated” since we have assumed independence of 
the. two paths. 
4.1.3 Performance Analysis of SP vs. Multi-path Stream-
ing (with FEC) 
We have shown that loss characteristics can be improved with multi-path 
streaming as compared to single path streaming, under conditions and met-
rics specified above. However, an interesting question that remains is whether 
there are still benefits to be gained once some form of redundancy is added 
to the stream. Specifically, we consider the use of an erasure code (as defined 
� below), to which we will refer as FEC in the remainder of the thesis. Hence, in 
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P::丨(1/入） 
p ， ) o 3 3 o，） 
Figure 4.1: An Embedded Markov Chain which describes whether a transmit-
ted packet is loss or not. 
this section we focus on the basic understanding of the performance of single 
path vs. multi-path streaming when FEC is added to the stream. • 
Since numerous coding schemes exist, we first give the details of the simple 
FEC scheme considered here. We divide a video file into groups of data packets 
such that each group consists of k data packets. Given each group of k data 
packets, we generate n > k packets. We refer to these n packets as a FEC 
group. The encoding scheme is such that, if the number of lost packets within 
a FEC group is less than or equal to (n — k), then we can reconstruct the 
original k data packets within that FEC group. 
Let us first derive the average packet loss rate under the SP approach. As 
before, assume that we use path 1 which is characterized by a Gilbert model, 
as defined above, with parameters / ^ � � and /•fi(l). The streaming application 
generates packets at a rate of A (in unit of packet/sec)^ . Whenever a packet 
is transmitted along this path, it may be lost (if the state of the path is 
� "1") or it may arrive successfully at the receiver (if the state of the path is 
"0"). Figure 4.1 depicts an embedded Markov chain of this path wherein 
the two consecutive embedded points are 1/A units apart. The derivation of 
transition probabilities of this DTMC is based on Equation (4.1); hence they 
are a function of the Gilbert model's parameters fio(l) and as well as the 
packet transmission rate A. The steady state probabilities of this embedded 
^Note that here, "packets" includes both data packets and packets carrying redundant 
information. 
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Markov chain are = ^ ^ ^ and 兀 i � = 
We are now interested in deriving 尸⑴(j’n), which is the probability of 
losing j packet in an n packet transmission. We define 
P!”(J, n) = Prob(j , n|initial state of the path is t) i G {0’ 1} 
as the probability of j lost packet in an n packet transmission, given that the 
first packet was transmitted when the path was in state i (where i G {0,1}). 
We then have: 
P � = 兀 0 ( 1 ) + 几)冗1(1) i = 0 , l , . . . , n . (4.13) 
We also define for i G {0.1}: 
Lp)(j , n) = Prob(j , n| the initial state of the path is i and the final state is 0) 
H!”(J,n) = Prob(j , n| the initial state of the path is i and the final state is 1) 
where n) (Bji)(J, n)) is the probability that we have j lost packets in an 
n packet transmission, given that the first packet was transmitted when the 
path was in state i (where i G {0,1}) and that the last packet was transmitted 
when the path was in state 0 (state 1). Then we have: 
' l f \ j , n ) = L � n ) + H ! ” ( j , n ) z G {0,1} and j = 0 , 1 , . . . , n. (4.14) 
We can also express and in the following recursive forms: 
for j < n, 
Hj'\j,n-l)p[]l(l/X), (4.15) 
/ f , ( i ) ( j - l ， n - l ) ( l — 仏 / A ) ) . (4.16) 
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where we also have the following boundary conditions: 
m) = 0 iG {0,1}； i = and m < i (4.17) 
4 ” ( 0 ’ m ) = 1 f o r m = l , 2 , . . . , n (4.18) 
L(ii)(0，m) = 0 f o r m = l， 2， . . .’ n (4.19) 
= 0 i e { 0 , l } ; j = l，2 , . . .，n a n d m < j (4.20) 
i/fi)(0，m) = 0 f o r i € { 0 ’ l } a n d m = 0 ’ l , . " ’ n (4.21) 
= 0 f o r m = l ’ 2 ’ . . . , n (4.22) 
丑 i(i)(m，m) = (11(1:拟 /A)广-1 form = l,2，...，n. (4.23) . 
Remark: To compute the value of P �( j , n ) in Equation (4.13), we need 
to compute the values of the four square matrices \ and 
whose entries can be computed using Equations (4.15) through (4.23). Each 
of these matrices is of size (n + 1) x (n + 1). In other words, computing the 
values of /^("(j , n) (for all j) has a computational complexity of 0(4(n + 1)2). 
Let Psp be the probability of an irrecoverable error within a FEC group. It 
is equal to 
p �M = E [p�(i)u • � �+ A � � 
j=n-A:+l jz=n-k+l 
, 〜 J l [ ( 彻 + 暴 + 
： . ( 偏 + 例 G ^ ) ] . 
To derive the average data packet loss rate (with use of FEC) for the SP 
approach, denoted by £叩，we consider the following two cases, based on the 
number of lost packets, j G {0,1,... ,72}, within a FEC group. 
Case 1: j < n — k 
If j, the number of lost packet within a FEC group, is less than or equal to 
n-k, then all k data packets can be reconstructed at the receiver. Hence, this 
. case does not contribute to information loss and Cgp = 0. 
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Case 2: j > n — k 
In this case, the lost data packets cannot be fully reconstructed and some 
information will be lost. However, given that there j lost packets within a 
FEC group, there are a number of different ways to distribute these losses 
among the n packets of the FEC group. To understand this effect, let us 
illustrate it using an example. Assume that n = b and k = 4. If j = 2, then 
there are two possible ways to distribute these two lost packets among the 
packets of the FEC group: (1) the two lost packets are the data packets within 
the FEC group, or (2) one lost packet is a data packet and the other lost packet 
corresponds to redundant information in the FEC code. In the first case, we 
lost 2 data packets out of a 4 data packet transmission. In the second case, 
we lost 1 data packet out of a 4 data packet transmission. Using the same 
argument, if j = 5, then there is only one way to distribute these five lost 
packets among packets of the FEC group. That is, all data packets are lost. 
Therefore, given that there are j lost packets, the number of ways to distribute 
the j lost packets among the packets of a FEC group is W = M-j-\-{n-k)-\-l 
where M = min{j,A;}. Let be the average data packet loss rate given 
that there are j lost packets in a FEC group. Then, we have 
1 M . 
- C ( j ) = L y L 
� ) w 乙 k 
i=j-{n-k) 
/ 1 \ / 1 \ 
� . - \ M - j + { n - k ) - { - l ) [ k j 
f M { M ^ l ) i j - { n - k ) ) ( j - { n - k ) - l ) \ 
V 2 2 J .( ) 
It is now easy to derive Csp, the average data packet loss rate (with the use of 
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FEC) for the SP approach as follows: 
n 
二p = E •，…以力 
jf=n—A:+l 
n 
= E K ) U + � ( 1 ) + )(j,rO动)]C{j) 
—/c+l 
( 輪 + 偏 ) . 
To derive the average data packet loss rate (with use of FEC) for the MP 
approach, let us first consider a simple case of dual-path streaming. Assume 
that there are two servers and S2 that use two different, possibly hetero-
geneous, paths. We use the same FEC scheme as described above to generate 
a stream of data divided into n packet FEC groups. To transmit the packets 
within a FEC group, server Si transmits rii packets while server S2 transmits 
packets such that rii + 112 = n. Based on the similar argument we made 
above in the SP case, we have 
p �U 〜 ） = P ��( J ， … K �+ P i ( i ) ( j ’nO� i ( l ) j 二 0 , l ’ . . . , n i ( 4 . 2 6 ) 
‘P(2)U,n2) = i f ) ( J • , n 2 ) 7 ^ � � + i f ) ( j， r^2)7^ l� j = 0’ 1，...’ "2(4.27) 
The computation of where i € {0,1} and h G {1,2} is similar 
to the approach mentioned above, that is, by evaluating the entries of the 
corresponding four matrices. The computational complexity would then be 
0(4(ni + 1)2 + 4(722 + 1)2). 
Let 尸2p be the probability of an irrecoverable error within a FEC group. It 
is equal to 
n j 
• P 如 ： Y ^ I ]户⑴ ( / ^打 l ) P � ( j - / ^ , n 2 ) , (4.28) 
j=zn—k+l h=0 
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which involves a convolution between the two probability mass functions, 
尸⑴(j,几 1) and 尸(2)(j,722). Let C2p be the average data packet loss rate (with 
use of FEC) for the dual path approach. Then, we have 
n j 
“ = E I > ( ” ( M i ) , - " , 打 2 爾 (4.29) 
j=n—k+l h=0 
In general, if we employ N servers 5^2，…,Sn, then the probability of an 
irrecoverable error within a FEC group is 
n / \ 
Pnp= [ E 户⑴(Zi，…)户(2)(i2，n2)...i^(…(zni) . (4.30) 
The average data packet loss rate with FEC under a MP streaming with N 
paths is 
n ( \ 
E P �( 仏 rzi)/^(2)(i2,n2)..."，i;v,ni) Z:(j).(4.31) 
In the case of the other two performance measures, namely, the conditional 
burst length distribution and the lag-1 autocorrelation, we resort to the use of 
simulation, as described in the following section. 
4.2 Analytical Model Based Evaluation 
，• In this section, we further evaluate the loss characteristics of the SP vs. MP 
methods using simulations of the Gilbert model described in Section 4.1.1. 
The simulations allow us to consider the loss characteristics under more so-
phisticated scenarios than in Section 4.1.1. Specifically, we assume a MPEG-1 
video streaming application which generates packets at a rate of 120 packets 
per second with each packet containing 1400 bytes. We consider at most three 
senders (^i , 52, Sz) and one receiver C. Sender Si uses path i to transmit its 
fraction of the data; unless otherwise stated, these paths are assumed to be in-
, dependent. Moreover, in the figures given below (unless otherwise stated), the 
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curves corresponding to SP streaming use path 1, the curves corresponding to 
MP streaming with 2 senders use paths 1 and 2, and the curves corresponding 
to MP streaming with 3 senders use all three paths. Unless stated otherwise, 
the packet assignment is carried out in a round-robin manner, e.g., if we use 
all three senders, then sender Si transmits data packets at a rate of 40 packets 
per second. The loss process of path i is modeled by a continuous stationary 
Gilbert model (as defined in Section 4.1.1). Unless stated otherwise, we use 
"0(0 = 20 and = 70，for i = 1,2,3. Lastly, we consider all the same 
performance metrics as defined in Section 4.1.1. -
E x p e r i m e n t 1 ( D a t a Loss R a t e ) : In this experiment, we study the data 
packet loss rate of the SP and MP approaches, using only two paths, 1 and 
2. The path parameters are as described above except that we vary the fio{2) 
parameter from 5 to 50. Table 4.1 illustrates the data loss rate for the single 
path(s) and the dual-path approaches (in each case, with and without the use 
of FEC, where the parameters for the FEC scheme are n = 5 and k = 4). We 
can observe that in this experiment: 
• Without the use of FEC, the data packet loss rate of the dual path is 
approximately the mean of the data packet loss rates of paths 1 and 2. 
„ These results are consistent with the derivation of Section 4.1.1. 
• With the use of FEC, (in this case n = 6 and k = 4), the achieved data 
packet loss rate can be less than the average of the data packet loss rates 
of the two corresponding single paths. This may occur due to the fact 
that error burst lengths in dual-path streaming tend to be shorter than 
in single-path streaming (refer Theorem 4.4 in Section 4.1.1), and hence 
a chance of recovery of lost data (using FEC) should also be higher. 
This experiment also illustrates the potential advantages of multi-path stream-
ing over "best path" streaming, even when losses (rather than throughput) 
, are the important consideration. That is, when multiple paths are available 
Chapter 4 Performance Evaluation using Gilbert Model 34 
(but throughput is not the issue), another approach might be to stream the 
data over the "best" available path (and as congestion conditions change keep 
switching the streaming of the data to the best available path at the time). 
Our experiment shows that MP streaming could provide better loss character-
istics (e.g., when FEC is used) than the "best" available path. (Please refer 
to Experiment 6 below on further comparison to a best-path type approach.) 
Loss single path: single path: dual-path 11 single path: single path: dual-path 
rate: path 1 path 2 without path 1 path 2 with 
(//o(2))丨丨 w/o FEC w/o FEC FEC || with FEC with FEC FEC • 
5 II 0.221743 0.066767 0.144351 || 0.189053 0.053048 0.101264 
15 ~0.221743 一0.176153 1.199395 ~0.189053 0.147171 一0.141632 
_ 20 ~^221743 ~~0：221743 ~0：22^ ^ 9 0 5 3 0.189053 " o l m o T 
35 0.221743 0.332848 _ 0.278178 0.189053 _ 0.297647 0.201947 
50 II 0.221743 0.416609 0.319230 || 0.189053 0.385602 0.235681 
Table 4.1: Data loss rate with heterogeneous paths. 
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Figure 4.2: Loss rate as a function of njk and k 
Exper iment 2 (Data Loss Rate as a funct ion of F E C parameters): In 
, this experiment, we study the effects of FEC parameters on the data loss rate. 
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In general, there are two ways to vary the FEC parameters. We can: 
1. Increase the degree of redundancy (e.g., for a given value of k, increase 
the value of n). Note that by increasing the degree of redundancy, we 
also increase the amount of traffic on the network. 
2. Increase the values of n and k but keep the same ratio of n/k. This 
implies that we increase the FEC group size, and hence the application 
needs to maintain a larger receiving buffer (for reconstruction purposes 
in case of loss) as well as experience potentially higher latency (since a 
larger amount of information must be received prior to reconstruction of 
missing information). 
Figure 4.2 illustrates the effects of FEC parameters on the data loss rate, and 
specifically, it depicts data loss rates for SP and MP streaming with n/k = 
1.125,1.25 and 1.5 as well as with different FEC group sizes (where we vary 
the number of data packets in a FEC group (k) from 8 to 512 packets). In this 
case the path parameters are 仰（1) = 20, / i i ( l) = 70, / i� (2) = //o(3) = 10’ and 
"1(2) = = 80. We observe that: 
• Increasing the amount of redundancy (e.g., from n / ^ = 1.125 to 1.5) in 
SP or MP streaming can reduce the data loss rate. However, one can 
achieve a lower data packet loss rate with MP streaming with a smaller 
n/A: ratio (as compared to SP streaming). In other words, without in-
troducing additional network traffic, we can obtain better performance 
, with MP streaming. 
• Increasing the number of data packets in a FEC group (while keeping 
the same ratio of n ik) may not necessary reduce the data loss rate. For 
example, consider SP streaming; as we increase k, the data loss rate 
actually increases in some cases. The maybe explained by a possible 
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“convergence’, of the data loss rate, as a function of n and k, to a non-
zero value (please refer to the Appendix for details). 
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Figure 4.3: Conditional probability mass functions of error burst length. 
E x p e r i m e n t 3 (Cond i t iona l E r r o r Burst Length): In this experiment, 
we compare the conditional burst length distribution, conditioned on there 
being at least one error. Figure 4.3 illustrates the conditional probability mass 
functions of error burst length (as defined in Section 4.1.1). In this experiment, 
we observe that the packet error burst length is indeed stochastically less than 
the error burst length of the single path streaming. We also note, that the 
condition of Theorem 4.4 in Section 4.1.1 holds in this experiment^ . This 
relationship also holds when we employ FEC. 
Experiment 4 (Lag-1 Autocorrelat ion): In this experiment, we study 
the lag-1 autocorrelation of packet losses for both SP and MP streaming (as 
defined in Section 4.1.1). Figure 4.4 illustrates the lag-1 autocorrelation where 
^Note that here we illustrate the probability mass function rather than the probability 
distribution function, as we believe it depicts the results of the experiment better. 
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Figure 4.4: Lag-1 autocorrelation. 
= = )Wi(3) = 70 and fio(i) is varied (identically) for all three paths. 
We make the following observations. 
• When we use MP streaming without FEC, the lag-1 autocorrelation is 
nearly zero while the lag-1 autocorrelation of SP path streaming (with 
or without FEC) can be highly correlated. 
• The use of FEC may increase the lag-1 autocorrelation (for both SP and 
� . MP approaches). This may be explained as follows. The irrecoverable 
losses (after the error correction process) are likely to end up "closer" in 
the resulting data stream than in the original data stream (one without 
.. the use of erasure codes), and hence the lag-1 autocorrelation in this new 
stream behaves similarly to lag-/i autocorrelation of the original stream, 
where h > 1. However, we still observe that the lag-1 autocorrelation of 
MP streaming is significantly closer to zero as compared to SP streaming, 
even with the use of FEC. 
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E x p e r i m e n t 5 (Ef fec t s of Load D i s t r i b u t i o n A m o n g Sender s ) : In previ-
ous experiments, all senders transmitted packets in a round-robin manner and 
hence the load distribution between all the senders was the same. In this exper-
iment, we investigate effects of load distribution among senders. Specifically, 
we distribute the load among two senders only, where parameter a refers to 
the fraction of packets sent by sender 1. For instance, when a = 0.3, sender 1 
sends 30% of the packets while sender 2 sends 70% of packets. In the cases of 
a = 0 and a = 1, this degenerates to single path streaming using path 1 and 
path 2, respectively. Both path 1 and path 2 have the same parameters with 
"0 = 5,20, or 40 and /ii fixed at 70. Figure 4.5 illustrates results of this exper-
iment. We observe that there is a slight improvement in loss rate when FEC 
is used and the load is equally distributed between the two senders. Moreover, 
in this experiment, the lag-1 autocorrelation reaches its minimum value under 
equal load distribution. This implies that simple round-robin packet distribu-
tion among paths should result in a higher quality of received video. That is, 
this simple approach of equal distribution is fairly robust. 
Experiment 6 (Sensit ivity Analysis): In this experiment, we study the rel-
ative performance of MP streaming vs. SP streaming when the SP streaming is 
performed over the best of the available paths. For example, if the performance 
metric is loss rate, then the path with the lowest loss rate is used. We note that 
implementation of this form of best single path streaming would likely require 
a fairly accurate monitoring of the loss characteristics of a path; otherwise, 
the wrong path might be selected. That is, the sensitivity (or robustness) of 
the streaming decisions to the accuracy of the available information about the 
network is an important issue. 
In this sensitivity experiment, we consider a two-path system, where the 
fixed parameters are /^。（1) = 20 and = //i(2) = 70 and 仰(2) is varied 
from 5 to 50. In this scenario, the best-path approach believes (based on 
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collected measurements) that path 2 is the better path (e.g., it may mis-
estimate the po(2) parameter as being less than 20). We vary fio{2) from 5 to 
50, in order to see the effect of mis-estimation; hence, the best path approach 
over-estimates this parameter when the real value of //o(2) is less than 20 and 
under-estimates this parameter when the real value of is greater than 
20. We also consider a very simple MP streaming approach, where the load 
is distributed equally among the two senders in a round-robin manner (i.e., 
odd-numbered packets are sent along path 1 while even-numbered packets are 
sent along path 2). 
Figure 4.6 illustrates the relative loss rate (using several different FEC 
schemes) of the two approaches, which is defined as the data loss rate of dual-
path streaming divided by the data loss rate of best-path streaming. Hence, 
a relative loss of less than 1 implies that the simple dual-path approach is 
doing better than the best path approach. In this figure, we observe that sim-
ple dual-path (round-robin) streaming does quite well compared to best-path 
streaming, even when there is significant differences in loss characteristics be-
tween the two paths. Of course, in cases where the best path has much better 
loss characteristics and with relatively little redundant information, the best-
path approach has a lower data loss rate. However, we note that the best-path 
approach would require relatively accurate estimation of the path characteris-
tics, which may be non-trivial especially as network conditions change. Hence, 
we believe that the MP approach is more robust as compared to best-path 
streaming. 
Experiment 7 ' (Ef fec ts of Shared Points of Congest ion on Various 
Performance Metrics): In this experiment, we study the effects of shared 
points-of-congestion, between the paths used by the different senders, on var-
ious performance measures. Senders Si and S2 share the same point-of-
congestion, which we can characterize by a Gilbert model (as defined in Sec-
tion 4.1.1). Sender S3 uses a path which does not share a point of congestion 
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with Si and S2 (as before, this path is characterized by a Gilbert model). All 
the application settings remain the same, and we consider the following four 
configurations. 
• Conf igu ra t i on 1: Sender 1 is the only one streaming the data. 
• Con f igu ra t i on 2: Senders 1 and 3 stream the data in a round-robin 
manner, i.e., each transmits at a rate of 60 data packets/second. 
• Con f igu ra t i on 3: Senders 1, 2, and 3 stream the data in a round-robin 
manner, i.e., each transmits at a rate of 40 data packets/second. 
• Configuration 4: Senders 1, 2, and 3 stream the data, but senders 
1 and 2 transmit at a rate of 20 data packets/second while sender 3 
transmits at a rate of 80 data packets/second. 
Figure 4.7 illustrates the data loss rate and lagl-autocorrelation for above 
configurations, when FEC is used, with (n = 10,A; = 8). Moreover, we vary 
the /io(l),/Wi(l),)Uo(3), and parameters (as described in the figure). From 
this figure, we observe the following. 
• MP streaming (configuration 2, 3, and 4) has a lower data loss rate as 
“ compared to SP streaming (configuration 1). 
, • Detecting shared points of congestion is important, as including a greater 
‘ n u m b e r of paths in a transmission (under such conditions) may adversely 
affect the data loss rate. For example, equally splitting the workload 
among senders 1 and 3 (configuration 2) achieves a lower data loss rate 
than equally splitting the workload among senders 1, 2, and 3 (config-
uration 3). This occurs because senders 1 and 2 share the same point 
of congestion and with configuration 3 we are actually sending a greater 
•fraction of the workload through this shared point of congestion. This 
agrees with intuition, as in this section we are effectively modeling a 
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shared point of congestion as a single path/bottleneck, i.e., configura-
tion 3 effectively corresponds to a configuration with two senders and an 
unequal split of workload between them. 
• Of course, shared points of congestion adversely affect the lag-1 auto-
correlation metric. For example, configuration 3 has a higher lag-1 au-
tocorrelation than configuration 2. Again, the explanation given in the 
preceding point applies here as well. 
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Figure 4.5: Loss rate and lag-1 autocorrelation for different load distributions 
for the dual-path streaming 
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Chapter 5 
Functional Gilbert Model and 
Optimization 
5.1 Functional Gilbert Model 
In Chapter 4, we illustrated that one can obtain improvements in (a) loss 
rate, (b) lag-1 autocorrelation, and (c) lost packets burst length by employing 
multi-path streaming techniques. However, the above results were shown under 
the conventional Gilbert model One major limitation of using a conventional 
Gilbert model is that the loss process of a path is independent of the bandwidth 
requirements of the streaming continuous media application. In other words, 
the loss rate as viewed by the receiver is fixed, independent of the sending rate 
of the application. 
To test whether the loss rate depends on the application's bandwidth re-
quirements, we carry out the following Internet experiment. We transmit UDP 
packets from Asia to the USA, where each packet has a size of 1400 bytes. 
The application sends packets at various rates, from 120 pkt/sec (around 1.34 
Mbps) to 1200 pkt/sec (around 12.8 Mbps), with a step size of 120 pkt/sec 
interval. For each sending rate, the streaming experiment is carried out for 6 
minutes, and we measure the corresponding achieved loss rate at the receiver. 
Table 5.1 illustrates the achieved loss rate for each experimental setting, which 
45 
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is the fraction of lost packets as measured at the receiver. 
Application's Sending Measured 








960 0.192457 . ‘ 
1080 0.300455 
i m 0.375840 
Table 5.1: Data loss rate vs. different sending rates. 
Table 5.1 supports our hypothesis that the conventional Gilbert model may 
not be sufficient for characterizing the loss process of a path, i.e., when there is 
a strong correlation between the application's bandwidth requirements and the 
loss characteristics. Since the above evidence suggests that the application's 
sending rate can significantly affect the achieved loss rate, we propose to use 
a functional Gilbert model as a general approach to characterizing the bursty 
loss nature of a path as well as its dependency on the application's bandwidth 
requirements. 
Let A denote the application's average sending rate, in units of packets per 
second. For a stationary continuous time functional Gilbert model, the packet 
loss process along path k is described by a two state continuous time Markov 
> chain { X k { t ) } where Xk(t) G {0,1}. Figure 5.1 depicts the state transition 
diagram of this functional Gilbert model. Similarly to the previous definition, 
if a packet is transmitted at time t when the state of path k is Xk{t) = 0, 
then no packet loss occurs. On the other hand, the transmitted packet is 
considered lost if Xk(t) = 1. The transition rate from state 0 to state 1 takes 
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o 
Figure 5.1: Functional Gilbert model: transition rates are functions of A. 
a “functional” form of JF(A), which we assume to be a continuous and non-
decreasing function of A. The transition rate from state 1 to state 0 takes 
a “functional” form of B(A), which we assume to be a continuous and non-
increasing function of A. We note that intuitively it makes sense for ^(A) to 
be a non-decreasing function of A; similarly, it makes intuitive sense for B{X) 
to be a non-increasing function of A. Hence, in practice, these assumptions 
should not be restrictive. 
When one uses a functional Gilbert model to characterize the loss process 
of a path, we have the following result. 
T h e o r e m 5.1 Let there be M > 1 homogeneous paths available for con-
tinuous media streaming. Define a = [ a i , a 2 , . . . ^cxm] as the vector which 
determines how the traffic is split among these M paths, where Qj- > 0 and 
Y^f Oii = I. Then the achieved loss rate via the M-path streaming approach 
{Pm ) is less than or equal to the achieved loss rate via the single path streaming 
approach (Pi), for all possible valid traffic splitting vectors a . 
Proof: Let Pm be the achieved loss rate for the M-path streaming approach, 
with all paths being homogeneous. We can express Pm as 
, p — f ^(QjA) 
Since the paths are homogeneous, the achieved loss rate under the single path 
streaming approach is 
• • P — • 
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Let path k* be the path that has the largest loss rate, that is, 
J^{ak*X) jF(ajA) 
" ^ ^ A ) + all j G {1 , . . . , M}. 
Then we have: 
R , < V a . 叫 二 彻.A) _ n . 
•7 — 1 
Note that Pm - A < 0 implies that Pm - Pi < 0. Since P^j - Pi = 
0 , then P ^ — Pi < 0. Expanding the terms, we have: 
= < 0 . 
R e m a r k : The implication of the above theorem is that under the homoge-
neous path assumption, any valid traffic splitting in a multi-path streaming 
approach will do no worse than single path streaming in terms of the packet 
loss rate metric. Of course, an interesting question to ask is what is the right 
metric to optimize in determining the traffic split among these M servers. We 
consider this question and the resulting effects on the system's performance 
below. 
5.2 Optimal Traffic Splitting 
'In this section, we present a framework for determining the right traffic split-
ting between the multiple paths used for streaming of continuous media, based 
on an optimization of one of the performance metrics defined above (please re-
fer to Section 5.1). Although, we consider a single performance metric (at a 
time) in this optimization process, in Section 5.3 we illustrate the effects of 
this optimization process on the other performance metrics. 
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5.2.1 Optimization Based on Achieved Loss Rate 
We first consider the minimization of the loss rate, Pm, achieved at the receiver. 
For path j, let denote the functional transition rate from state 0 to state 
1 when the streaming traffic on path j is b pkt/sec. Similarly, Bj{b) denotes 
the functional transition rate from state 1 to state 0 when the streaming traffic 
on path j is b pkt/sec. 
Let us first consider a simple case wherein there are two paths available for 
continuous media streaming. We define Fj{ajX) = jr a) , for j = 1,2. 
We can express the achieved loss rate as 
P2 - a iFi (a iA) + (1 - ai)F2((l - ai)A). 
To find the optimal traffic split a* = [aj, 1 - a!J], we set the first derivative of 
P2 to zero: 
爱 = F , { a , X ) + a,XF[{a,X)-
— «i)A) — (1 — ai)AF;(( l - ai)A) = 0. (5.1) 
Solution of the above equation can be carried out by using standard numerical 
methods for finding roots. 
•‘ It is interesting to note that, when the two paths are homogeneous (i.e., 
Fi{) and 厂2() have the same form), then equal splitting of traffic along these 
� two paths (i.e., ai = a2 = 1/2) is a critical point in the above optimization 
problem. This claim can be easily verified as follows: 
j m m + •細-mm — � F• 测 = o . 
In general, when we have M > 1 paths, we can formulate the following 
constrained optimization problem: 
M 下（ XN M 
. minPM = y ^ a j — 二 , ^ s.t. V a , - = 1. (5.2) 
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One can reformulate this constrained optimization problem using the La-
grangian multiplier method as 
M XX / M \ 
The solution to the minimization of the Lagrangian function in Equation (5.3) 
is equivalent to the solution to the constrained optimization in Equation (5.2). 
The necessary conditions for obtaining the minimum value of L(Pjvf, </>) are 
= 0 f o r ” l ’ . . . , M , . (5.4) • 
This is equivalent to solving a system of M + 1 equations, possibly non-linear, 
wherein multiple solutions may exist. In general, one has to rely on numerical 
solution techniques to find the critical points and the optimal solution. 
When all M paths are homogeneous, we have the following result. 
Theorem 5.2 If all M-patlis are homogeneous, then the traffic splitting vec-
tor a = [ 1 / M , … , 1 / M ] satisfies Equations (5.4) and (5.5). 
P r o o f : Define F j { a j X ) = , 办 激 C o n s i d e r the partial derivative with 
respect to a j , for j = 1 , 2 , . . . , M; we then have 
• ^ ^ ^ ^ = i^.(-.A) + a,F;(a,X)X — = 0. 
We can relate these M equations as 
‘ X： 
Since all M paths are homogeneous (i.e., all Fj{) functions are the same), then 
one obvious solution to the equation above is a = [1/M, 1 / M , . . . , 1/M]. In 
other words, equal splitting of traffic among M servers provides a critical point 
for the constrained optimization problem in Equation (5.2). 
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To illustrate the performance gains due to multi-path streaming, we con-
sider a family of functional transition rates. In particular, the functional 
Gilbert model for path j , for j = 1 , … , M , has the form of 
。 ⑷ = • 广 + 知 (5.6) 
糊 = + (5.7) 
where l3j,Kj,Xj > 0 and aj, Oj, Sj, i p j � 0 . In other words, J^j is a non-
decreasing function while Bj is an exponential decreasing function of the traffic 
bandwidth b. • 
It is important to point out that the form of functional transition rates 
listed above can represent a large family of Gilbert models. For example, for 
a conventional Gilbert model, a constant transition rate from state 0 to state 
1 can be represented by setting Sj > 0, jSj = 0, a j > 0, and 9j = 0. A 
constant transition rate from state 1 to state 0 can be represented by setting 
Kj = Xi = 0 and cpj > 0. 
Consider now an application with a bandwidth requirement of 360 pkt/sec 
(or around 3.84 Mbps). We first consider a system with homogeneous paths 
wherein the parameters for T{b) are (3 = 0.3, cr = 10 ,没=0.5’ S = 0.01 and 
the parameters for B(h) are k = 10, x = 1/1500, if = 0.1. Figure 5.2 illustrates 
the loss rates for a system under two homogeneous paths as a function of Qi 
� (the corresponding a? is 1 - a i ) . Figure 5.3, on the other hand, illustrates 
the contour map of loss rates for three homogeneous paths (with the same 
parameters as the two paths system) at various values of a . It is interesting to 
observe that under this homogeneous path example, the loss rate using single 
path streaming is around 18.5%. Under the 2-paths streaming approach, the 
achieved loss rate is reduced to 12.5%, with a* = [0.5,0.5]. A 3-paths system 
can reduce the loss rate further to 10.1%, with a * = [1/3,1/3,1/3]. It is also 
interesting to point out that for this homogeneous paths system, the loss rate 
. is a convex function and we can easily find a global optimal traffic splitting 
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Figure 5.2: Loss rates under 2 homogeneous paths, with a * = [0.5,0.5] and 
corresponding loss rate of 12.5%. 
a*. 
Now let us consider an application with the same bandwidth requirement of 
360 pkt/sec (or around 3.84 Mbps) but under the heterogeneous paths setting. 
We first consider a system with two heterogeneous paths wherein f\(b)= 
0:25(6/10)0.5 + 0.01, J S � = 0 . 3 5 ( 6 / 1 0 ) 0 . 5 + 0.01, Bi(b) = + o.l, 
and 32(b) = + o.l. Figure 5.4 illustrates the loss rate as a func-
tion of ai (with gl2 - 1 - Q i^). Figure 5.5, on the other hand, considers 
a three heterogeneous paths system with the following parameters ^ 1 ( 6 ) = 
.0.25 (6/10)0.5 +x).01, T^ih) = 0.3 (6/10)0.5 + 0 . 0 1 , 糊 = 0 . 3 5 ( 6 / 1 0 f ' + 0.01, 
. 81(b) = 15e-"i5oo + 0.1, 132(b) = 10e-"i5oo +。山 and 氏⑷=5e一…500 + Q.I. 
(i.e., the first and the last paths have the same characteristics as in the previ-
ous example). Figure 5.5 illustrates the contour map of loss rates at various 
values of a . Under the best single path streaming approach (i.e., assum-
• ing we know which is the best path), we can achieve a loss rate of 11.26%. 
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Figure 5.3: Contour map of loss rates under 3 homogeneous paths, with a * = 
1/3,1/3,1/3] and corresponding loss rate of 10.1%. 
However, under the 2-paths streaming, we reduce the loss rate to 10.7%, with 
a * = [0.902,0.098]. We can reduce the loss rate further via the 3-paths stream-
ing approach and achieve a loss rate of 8.89%, with a * = [0.661,0.278,0.061 • 
This example illustrates that the traffic splitting flexibility of the multi-path 
approach provides us the opportunity to reduce the mean loss rate of a stream-
ing application to a point which would not be possible with a single best-path 
�. type approach. (As can be noted in the above example, the third path that 
was added in this example is not the best of the three, yet it allows us to 
reduce the loss, rate further.) It is also important to point out that for this 
• heterogeneous path system, the loss function is also convex and we can easily 
find a global optimal traffic splitting a*. 
The above given examples illustrate the usefulness of the optimization tech-
nique. We explore this in more detail in Section 5.3. 
» 
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Figure 5.4: Loss rates under 2 heterogeneous paths, with a * = [0.902,0.098 
and the corresponding loss rate of 10.7%. 
5.2.2 Optimization Based on Lag-1 Autocorrelation 
As explained in Section 5.1, other metrics (in addition to loss rate) can have a 
significant effect on the viewing quality of continuous media. One such metric 
is the lag-1 autocorrelation. Hence, in this section, we consider the problem 
of finding the right traffic splitting when one wants to optimize the achieved 
lag-1 autocorrelation function, Rm, rather than the loss rate, Pm. AS before, 
let \Fj{b) denote the functional transition rate from state 0 to state 1 and Bj(b) 
denote the functional transition rate from state 1 to state 0 when the streaming 
traffic on path j is b pkt/sec. 
We now consider the case of two-path streaming. As before, F j { a j X ) = 
, for j = 1,2, where we can express the achieved loss rate as 
P2 = «iFi(a iA) + (1 — ai)F2(( l - ai)A). 
Let Gj{ajX^S) denote the probability of having two consecutive packet losses 
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Figure 5.5: Contour map of loss rates under 3 heterogeneous paths, with a * = 
0.661,0.278,0.061] and the corresponding loss rate of 8.89%. 
at the receiver from path j, for j = 1,2, where these two consecutive packets 
are separated by 5 time units, i.e., S = Then, 
We can now express the achieved lag-1 autocorrelation function, •Rm[不不+5], 
which measures the degree of dependency of consecutive packet losses as seen 
by the receiver, where is a random variable indicating whether the packet 
sent at time t is lost or received properly (depending on the state of the Gilbert 
model) and as before 1/6 is the bandwidth requirement (in units of packets/sec) 
Chapter 5 Functional Gilbert Model and Optimization 56 
of the continuous media streaming application. Specifically, 
D R V V 丑[(不 一 不 + 5 —丄 ) ] E[XTA!T+S] - ^ ^ 
"2 .^t^t+S. = = 
— — ^ 一 E[Xt^t+5] — ^ 
ElPdt] - ：^' 
‘(l-2ai)F2((l-ai)A)G2((l-ai)A,5) 
+ 2 ⑴巧(aig)—二 1)A) — 為 , 
= < • 数 ) A ) - 尸 ? 2 , w h e n a i = *, (5.8) 
(2c.i-l)Fi(aiA)Gi(aiA,<S) • 
We now define the optimal traffic split as a split which minimizes the 
absolute value of the lag-1 autocorrelation function^ . Then, to find the optimal 
traffic split, a* = [aj, 1 — qJ], we equate the numerator in Equation (5.8) to 
zero, i.e., 
(1 - 2ai)F2((l - ai)A)G'2((l - a i )A ,…+ 
2aiFi(aiA)F2((l - a^)X) - P^ = 0， when a i < f , 
Fi(aiA)F2((l - ai)A) — P^ = 0, when a i = 
“ ( 2 a i - l ) F i ( a i A ) G i ( a i A , ^ ) + 
, 2(1 — ai)Fi{a,X)F2{(l - a,)X) - P^ = 0, when a i > 
This equation can be solved using standard numerical methods for finding 
^ roots. If more than one solution for a i satisfies this equation, then we can check 
the corresponding loss rate, P2, to determine which of the possible splitting is 
more desirable, i.e., we can choose the one with the lowest loss rate. 
Note that , when the two paths are homogeneous (i.e., Fi() and F2O have 
the same form), then equal splitting of traffic along these two paths (i.e, a ! = 
iThe intuition here is that we are trying to reduce the correlations between packet losses, 
as explained in Section 5.1. 
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Q!2 = 1/2) is a critical point in the above optimization problem. This claim 
can be easily verified as follows: 
会 )々 1 ( 会 ) + 会 = 
As before, we consider a family of functional transition rates, where the 
functional Gilbert model for path j , for j = 1 , . . . , M, has the following form: 
• = (5.9) 
_ = 广 + 灼 (5.10) • 
where ^ 0, and a j , 0 j , S j , i p j > 0, i.e., T j is non-decreasing and Bj is 
exponential and decreasing, both functions of the traffic bandwidth h. We then 
use this family of Gilbert models to illustrate the performance gains of multi-
path streaming. Specifically, we consider an application with a bandwidth 
requirement of 360 pkt/sec (or around 3.84 Mbps). We first consider a system 
with two homogeneous paths wherein the parameters for ^ (6 ) are jS = 0.3, 
o- = 10, ^ = 0.5, S = 0.01 and the parameters for 13{b) are = 10, x = 1/1500, 
^ = 0.1. Figure 5.6 illustrates the corresponding lag-1 autocorrelation as a 
function of a i (the corresponding is 1 — a i ) . In this example, the optimized 
lag-1 autocorrelation equals to zero, with a* = [0.5,0.5], with a corresponding 
loss rate, P2, of 12.5%. 
Now let us consider an application with the same bandwidth require-
ment of 360 pkt/sec (or around 3.84 Mbps) but under a heterogeneous paths 
setting. Specifically, we consider a system with two heterogeneous paths 
‘wherein = 0.25(6/10)°-' + 0 . 0 1 , 糊 = 0 . 3 5 ( 6 / 1 0 f ' + 0.01, 6 1 ( b ) = 
15e-Vi5oo + 0.1 and 132(b) = 5 e 4 / 腳 +。丄 Figure 5.7 illustrates the lag-1 
autocorrelation as a function of a i (with a2 = I — Qi). In this example, we 
can determine two a i ' s (one being smaller than 0.5 and the other being larger 
than 0.5) which both achieve lag-1 autocorrelation of zero. By comparing the 
corresponding loss rates, we choose a* = [0.550,0.450], at which point the loss 
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Figure 5.6: Lag-1 autocorrelation under 2 homogeneous paths, with a * = 
0.5,0.5] and the corresponding loss rate of 12.5%. 
rate is approximately 14.9%. (The second optimal lag-1 autocorrelation point 
corresponds to a* = [0.480,0.520] and a loss rate of approximately 16.6%.) 
The above given examples illustrate the usefulness of the optimization tech-
nique. We explore this in more detail in Section 5.3. 
5.3 Experiments 
In this section, we consider the system's performance using the performance 
metrics defined earlier, i.e., packet loss rate, lag-1 autocorrelation of packet 
losses, and lost packets burst length distribution, all under the two optimiza-
tion approaches presented in Section 5.2. We consider two types of experi-
ments. In a type A experiment, the servers simply send data packets to the 
receiver, whereas in a type B experiment, an error erasure code is used to re-
construct some of the lost packets. For all experiments, each data packet has 
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Figure 5.7: Lag-1 autocorrelation under 2 heterogeneous paths, with a* = 
0.550,0.450] and the corresponding loss rate of 14.9%. 
a size of 1400 bytes and we use sending pattern 3 (refer to Section 7) as our 
packet quantization method, with a packet group size oi k = 100. The results 
presented below are obtained through simulation, using CSIM [18 . 
5.3.1 Type A Experiment: Without an Erasure Code 
In this experiment, we consider two heterogeneous paths with parameters 
= 0.25 (6/10)o-5 + 0.01,JS(6) = 0.35 (6/10)0.5 + 0.01,仏（6) = 15e-"i5oo + 
0.1 and 82(b) = 5e-"i5oo + 0.1. Tables 5.2 and 5.3 illustrate various perfor-
mance metrics, such as the optimal splitting vector a*, the achieved loss rate, 
the achieved lagl-autocorrelation as well as the system's performance when 
we stream the data using the best single path. Figure 5.8 illustrates the 
corresponding conditional lost packets burst length probability mass function, 
• • 
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R a t e O p t . Opt. OpL Best SP Lagl at 
(pkt/sec) Q；；' a^ Loss Rate Loss Rate Opt. a* 
^ 0.941 0.059 0.0399 0.0411 0.58507 
120 0.933 0.067 0.0571 0.0591 0.65543 
360 0.902 0.098 0.1066 0.1126 0.64907 
Table 5.2: 2-paths optimization based on loss rate for various sending rates: 
optimal a*, optimal loss rate, the correspond lagl-autocorrelation, and the 
loss rate for single best path. 
R a t e O p t . Opt. Achieved Optimal Best SP • 
(pkt/sec) a j a'2 Loss Rate Lagl Lag 1 
^ 0.540 0.460 0.0649 0.00377 0.7771 
120 0.540 0.460 0.0895 0.00373 0.8834 
360 0.550 0.450 0.1864 0.01642 0.9632 
Table 5.3: 2-paths optimization based on lag-1 autocorrelation for various 
sending rates: optimal a*, achieved corresponding loss rate and lag-1 autocor-
relation, at optimal a*, and the best single path lag-1 autocorrelation. 
conditioned on there being a loss^ ； this is illustrated for various sending rates 
and under the two different optimization methods. 
We also consider the improvements in various performance measures when 
we consider an additional path with parameters ^3(6) = 0.3(6/10)°'^ + 0.01 
and 氏(6) = lOe-…500 +。丄 Note that this additional path does not possess 
the best packet loss characteristics. Therefore, this additional path simply 
adds more path diversity to the data transmission process. Tables 5.4 and 5.5 
illustrate the same performance metrics as above, and Figure 5.9 illustrates the 
‘corresponding conditional lost packets burst length probability mass function, 
under 3-paths streaming, for various sending rates and under the two different 
optimization methods. 
2We present the probability mass function rather than the probability distribution func-
tion, as we believe it depicts the results of the experiment better. 
ft » 
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Figure 5.8: Probability mass functions for lost packets burst length for the two 
optimization methods under 2-paths streaming. 
In both experiments, we observe that loss rate-based optimization can sig-
nificantly reduce the packet loss rate but it has a higher lag-1 autocorrela-
tion than the lag-1 autocorrelation-based optimization method. Also, the lost 
packet burst length probability mass function under the lag-1 autocorrelation-
based optimization method is more skewed toward a single packet loss 一 this 
should result in better visual quality of continuous media. When we move from 
a 2rpath system to a 3-patlis system, we observe that there is an improvement 
in terms of loss rate, lag-1 autocorrelation, and lost packet burst length prob-
‘abili ty mass function, when one uses the loss rate-based optimization method. 
However, we did not observe an improvement in the lag-1 autocorrelation 
when using the lag-1 autocorrelation-based optimization method. In general, 
additional paths reduce the lost packets burst length for both optimization 
methods. Overall, we observe that both optimization methods result in better 
system performance (under several metrics) than single path streaming (even 
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~ R a t e B e s t SP Lagl at 
(pkt/sec) ^ loss rate loss rate Opt. a * 
^ [0.70,0.04,0.26] 0.0348 0.0411 0.29955 
120 [0.71,0.04,0.25] 0.0492 0.0591 0.38131 
360 [0.61,0.07,0.32] 0.0883 0.1126 0.23731 
Table 5.4: 3-paths optimization based on loss rate for various sending rates: 
optimal a*, optimal loss rate, corresponding lag-1 autocorrelation, and loss 
rate for single best path. 
R a t e A c h i e v e d Optimal Best SP I • 
(pkt/sec) a* loss Rate Lagl Lag 1 
^ [0.5’ 0.0, 0 . 5 ] 0 . 0 4 0 0 O.TTtT" 
120 [0.5, 0.0, 0.5] 0.0562 -0.00409 0.8838 
360 [0.5, 0.0, 0.5] 0.0949 -0.00761 0.9634 
Table 5.5: 3-paths optimization based on lag-1 autocorrelation for various 
sending rates: optimal a*, corresponding achieved loss rate, achieved corre-
sponding lag-1 autocorrelation at optimal a*, and the best single path lag-1 
autocorrelation. 
when best-path streaming is used). 
5.3.2 Type B Experiment: with an Erasure Code 
In this experiment, we consider the effects of an erasure code on the various 
performance measures, such as information loss rate (i.e., packet loss rate after 
the lost packet reconstruction process), corresponding lag-1 autocorrelation 
(i.e., after reconstruction), and information burst loss distribution. 
. Since numerous erasure coding schemes exist [2, 19] we first give a brief 
explanation of the erasure code used here. We divide a video file into groups 
of data packets such that each group consists of fi data packets. Given each 
group of n data packets, we generate T �f l packets. We refer to these T 
packets as an EC (erasure code) group. The encoding scheme is such that , 
if the number of lost packets within an EC group is less than or equal to 
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Figure 5.9: Probability mass functions for lost packets burst length for the two 
optimization methods under 3-patlis streaming. 
(T — n) , then we can reconstruct the original Q data packets within that EC 
group. In the following experiment, we consider an EC with parameters 0 = 32 
and T = 36. In other words, the bandwidth requirements of the streaming 
application are increased by 12.5%. 
Similarly to the type A experiment, we first consider two heterogeneous 
paths with parameters J'i(b) - 0.25(6/10)°-^ + 0.01, = 0.35(6/10)°-^ + 
� . 0.01, 5i(6) = 15e-"i5oo + 0.1 and 6’2(6) = Se—V^o + q.i . Tables 5.6 and 
5.7 illustrate various performance metrics, such as the optimal splitting vector 
‘ a * , the achieved loss rate, the achieved lagl-autocorrelation as well as the 
system's performance when we stream the data under the best single path. 
Figure 5.10 illustrates the corresponding information burst loss probability 
mass function, for various sending rates and under the two different optimiza-
tion methods. Again, we consider the improvements in various performance 
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R a t e O p t . Opt. Opt. Inf. Best SP Lag-1 at 
(pkt/sec) Q'l a'2 loss rate Inf. Opt. a* 
loss rate 
^ ( m 0 l 3 0.0279 T S M ^ 0.6771^ 
120 0.88 0.12 0.0491 0.0573 0.74389 
360 0.89 Q.ll 0.1017 0.1192 0.83736 
Table 5.6: 2-paths optimization with erasure code based on loss rate for various 
sending rates: optimal a*, optimal information loss rate, corresponding lagl-
autocorrelation, and information loss rate for single path. 
~ ~ R a t e O p t . Opt. Achieved Optimal Best SP 
(pkt/sec) a^ a^ Inf. Lagl Lag 1 
loss rate 
^ 0.50 0.50 0.0577 0.11176 0.85300 
120 0.50 0.50 0.0906 0.10033 0.91076 
360 0.50 0.50 0.1643 0.07834 0.96706 
Table 5.7: 2-paths optimization with erasure code based on lag-1 autocorrela-
tion for various sending rates: optimal a*, achieved information loss rate, lag-1 
autocorrelation at optimal a*, and the best single path lag-1 autocorrelation. 
measures when we employ an erasure code and an additional path with pa-
rameters J'sib) = 0.3(6/10)0.5 + 0.01 and ^3(6) = lOe—^isoo + q j . Tables 
5.8 and 5.9 illustrate the same performance metrics as above, and Figure 5.11 
illustrates the corresponding information loss burst probability mass function 
under 3-paths streaming, for various sending rates and under the two different 
optimization methods. 
From above experiments, we observe that when one employs the optimiza-
‘ t i o n method based on loss rate with an erasure code, one can further reduce 
the information loss rate but the lag-1 autocorrelation does not improve. But 
when an additional path is available, one can also reduce the information loss 
rate and the lag-1 autocorrelation at the same time. If one uses the optimiza-
tion based on lag-1 autocorrelation with an erasure code, the information loss 
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Figure 5.10: Probability mass functions for lost packet burst length for 2 paths 
with erasure code for the two optimization methods. 
rate reduces slightly but the lag-1 autocorrelation actually increases^ . Again, 
additional paths can improve the information loss rate and the lag-1 autocor-
relation. In general, additional paths reduce the lost packets burst length for 
both optimization methods. We can also observe that both optimization meth-
ods result in significantly better system performance (under several metrics) 
than single path streaming (even when a best-path approach is used). 
J 
^This increase is likely due to certain a* quantization. However, detailed investigation 
of quantization effects is outside the scope of this thesis. 
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~ R a t e O ] ^ Best SP Lagl at 
(pkt/sec) a* loss rate loss rate Opt. a* 
^ [0.58,0.12,0.30] 0.0179 0.0333 "o!2891^ 
120 丨 0.62,0.11,0.27 丨 0.0365 0.0571 0.33126 
360 i0.68,0.11,0.2lj 0.0799 0.1199 0.51958 
Table 5.8: 3-paths with erasure code and optimization based on loss rate 
for various sending rates: optimal a*, optimal loss rate, corresponding lagl-
autocorrelation, and loss rate for single path. 
“ R a t e O i ^ Achieved Optimal Best SP 
(pkt/sec) ^ loss Rate Lagl Lag 1 
^ [0.34, 0.33, 0.33] 0.0337 0.03735 0.8525 
, 120 [0.34, 0.33, 0.33] 0.0592 0.02368 0.9103 
、. 360 ^0.34,0.33, 0.33] 0.1217 0.00181 0.9672 
Table 5.9: 3-paths with erasure code and optimization based on lag-1 auto-
‘correlat ion for various sending rates: optimal a*, corresponding achieved loss 
rate, corresponding achieved lag-1 autocorrelation at optimal a*, and the best 
single path lag-1 autocorrelation. 
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Figure 5.11: Probability mass functions for lost packets burst length under with 





In this chapter, we evaluate the performance of single path (SP) streaming vs. 
multiple path (MP) streaming using the NS-2 [3] simulator. NS-2 is a packet 
level simulator which allows us to study the performance measures (as defined 
in Section 4.1.1) under more realistic traffic and Internet protocols (such as 
UDP). 
6.1 Simulation Setup 
We consider at most three senders (5i, S2 and S3) and one receiver C. Fig-
ure 6.1 illustrates our simulation topology. Each sender transmits the video 
data, at a constant rate, to the receiver C using the UDP protocol, with packet 
sizes of 1400 bytes. The data traffic goes through two types of links: (1) 
wide/higher capacity links (represented by solid lines) and (2) narrow/lower 
capacity links (represented by dotted lines). Each wide link has a bandwidth 
‘of 10 Mbps while the bandwidth of a narrow link is 3 Mbps. Each link has 
a different propagation delay and the propagation delay is generated using an 
exponential random variable with a mean of 200 ms. The streaming applica-
tion has a sending rate of 1.5 Mbps which consumes 50% of the bandwidth of a 
narrow link. The actual sending rate of each sender is a function of the traffic 
load distribution. Unless stated otherwise, an equal distribution is used, e.g., 
68 
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Figure 6.1: Simulation topology. 
for MP streaming with three senders (sending data in a round-robin manner), 
the sending rate of each sender is 0.5 Mbps. Background traffic (represented 
by grey arrows) is introduced at different narrow links. The background traffic 
is generated using exponential on/off sources. The average "on" time plus the 
average "off" time of these on/off sources is equal to 1 second. During the "on" 
times, the background source generates UDP traffic with a constant rate of 3 
Mbps, which can saturate the capacity of the traversed narrow links. In the 
following experiments we vary the amount of "on" time within an average of 1 
second period. For example, a background traffic rate of 1.8 Mbps represents 
an average "on" time of 0.6 seconds for an average of 1 second on/off period. 
There are three possible sets of background traffic locations. One set of local 
background traffic occurs on the narrow links Li where i = 1,2,3. This back-
, g r o u n d traffic ^competes with the corresponding sender Si (i = 1,2,3) for the 
bandwidth resources of the narrow links Li, L2, and L3, respectively. The sec-
ond set of background traffic occurs on the narrow link L4. This background 
traffic competes with senders and S2 for the bandwidth resource of the 
narrow link L4. The third set of background traffic occurs on the narrow link 
L5. This background traffic competes with all three senders for the bandwidth 
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resource of the narrow link L5. Unless stated otherwise, SP streaming is done 
from sender 1 and dual-path streaming is done from senders 1 and 3. 
6.2 Simulation Result 
Experiment 1 ( D a t a Loss R a t e ) : Figure 6.2 illustrates the data loss rates 
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Figure 6.2: Loss rate with FEC parameters n = 10 and k = S. 
for SP and MP streaming. In this simulation, we vary the average background 
traffic through the narrow links Li,丄2’ and L3 from 0 Mbps to 2.7 Mbps. 
(Note that the senders do not share points of congestion in this case.) From 
this figure, we observe the following. Firstly, MP streaming can achieve a sig-
nificant reduction in the data loss rate as compared to SP streaming. Secondly, 
�e m p l o y m e n t of FEC may actually increase the data packet loss rate; for exam-
ple, the data loss rate of SP streaming with FEC is a bit higher than the data 
loss rate of SP without FEC. Thirdly, the improvements in the data loss rate 
achieved through the use of MP streaming without FEC is higher than that 
achieved through the use of FEC by adding it to SP streaming. This is po-
tentially due to the fact that the use of FEC (with SP streaming) introduces 
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additional traffic into the (already) congested network and hence results in 
higher data losses. On the other hand, the use of MP streaming achieves a sig-
nificant reduction in data loss rate without introduction of additional network 
traffic. 
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Experiment 2 (Data Loss Rate as a function of FEC parameters): In 
this experiment, we study the effects of FEC parameters on the data loss rate. 
Again, we vary the FEC parameters as in Section 4.2. Figure 6.3 illustrates 
the data loss rate when a background traffic of 1.5 Mbps is used on each of 
the narrow links Li, L2, and L3. We observe that: 
• Increasing the degree of redundancy under SP streaming may not nec-
, essarily reduce the data loss rate, one reason being that introducing 
additional traffic (due to higher degree of redundancy) into an already 
congested network may result in higher packet loss rates. Hence, MP 
streaming may have a higher chance of decreasing the data loss rate 
with higher degrees of redundancy, i.e., with less traffic being introduced 
per path. 
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• MP streaming can significantly reduce data loss rate as compared to SP 
streaming. 
In summary, we observe that increasing the amount of redundancy (by increas-
ing the n/k ratio) or increasing the FEC group size (and hence potentially 
suffering higher latency at the receiver with a need for larger buffer sizes) may 
not result in significant reduction in data loss rate, for either SP or MP stream-
ing. On the other hand, taking advantage of multiple independent paths, can 
reduce the data loss rate significantly. 
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Figure 6.4: Conditional probability mass function for error burst length. 
, Exper iment 3 (Conditional Error Burst Length): In this experiment, 
we compare the conditional burst length distribution, conditioned on there 
, b e i n g at least, one loss, of the SP and MP approaches. In this case a back-
ground traffic of 2.4 Mbps is used on each of the narrow links Li, L2 and L3. 
The conditional probability mass function^ of error burst length is given in 
Figure 6.4, where we observe that MP streaming has a stochastically smaller 
data packet burst length than SP streaming. 
lAs in Section 4.2 we illustrate the probability mass function rather than the probability 
distribution function, as we believe it depicts the results of the experiment better. 
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Figure 6.5: Lag-1 autocorrelation. 
Experiment 4 (Lag-1 Autocorrelation): In this experiment, we study lag-
1 autocorrelation of packet losses for both SP and MP streaming. Figure 6.5 
illustrates the lag-1 autocorrelation as we vary the background traffic on the 
narrow links Li, L2 and L3. We observe the following. 
• Without use of FEC, the MP lag-1 autocorrelation is close to zero (as 
derived in Section 4.1.1), i.e., the losses appear nearly uncorrelated when 
^ streaming over multiple independent paths. On the other hand, the 
correlation of losses with SP streaming can be quite high. 
� • With use of FEC, lag-1 autocorrelation may increase. We believe that 
a similar explanation (as given in Experiment 4 of Section 4.2) holds 
,,, here. However, we still observe that the MP lag-1 autocorrelation is 
significantly lower than the SP lag-1 autocorrelation (under the same 
FEC scheme). 
Lastly, the decrease in lag-1 autocorrelation as a function of higher background 
traffic may be counter-intuitive. One explanation may be that the "no losses" 
(i.e., the packets that are received successfully) in the resulting stream tend to 
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be more "random" as congestion on the network increases. 
E x p e r i m e n t 5 (Effec ts of Load D i s t r i b u t i o n a m o n g Sende r s ) : In pre-
vious experiments, all senders transmitted packets in a round-robin manner 
and hence the load on all senders (i.e., the amount of data streamed from each 
sender) was the same. In this experiment, we study the effects of different 
load distributions on the resulting loss characteristics observed at the receiver. 
Specifically, we consider the following configurations. 
Configuration 1 Streaming from sender 1 only. 
Configuration 2 Equal distribution of load between senders 1 and 3 only. 
Configuration 3 Equal distribution of load among all senders. 
Configuration 4 Sender 1 streams 1/6 of the data, sender 2 streams 1/6 of 
the data, and sender 3 streams 2/3 of the data. 
Figure 6.6 depicts the data loss rate and the lag-1 autocorrelation of these 
configurations. In this experiment, equal distribution of load (configuration 3) 
tends to achieve a lower data loss rate and lag-1 autocorrelation. 
E x p e r i m e n t 6 (Sens i t iv i ty Analys is ) : In this experiment, we study the 
relative performance of MP streaming vs. SP streaming when the SP streaming 
is performed over the best of the available paths (please refer to Section 4.2 
for a more detailed explanation of "best path" streaming and the motivation 
for making this comparison). Specifically, we consider a two senders system 
with only senders and S3 transmitting packets. The background traffic 
‘ on Li is fixed at 1.5 Mbps, and the background traffic on L3 is varied from 
0.3 to 2.7 Mbps. In this scenario, the best-path approach believes (based on 
collected measurements) that the path originating at sender S3 experiences 
the least losses. Therefore, the best-path streaming approach always uses the 
path originating from sender S3. We also consider a very simple MP streaming 
approach, which streams the data in a round-robin manner from Si and S3. 
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Figure 6.7 illustrates the relative loss rate (using several different FEC 
schemes), which is defined as the data loss rate of dual-path streaming di-
vided by the data loss rate of best-path streaming. Hence, a relative loss 
rate of less than 1, implies that simple dual-path streaming is more robust 
as compared to best-path streaming. As in Section 4.2, we observe that sim-
ple dual-path (round-robin) streaming does quite well compared to best-path 
streaming, even when there is significant differences in loss characteristics be-
• tween the two paths. Of course, in cases where the best path has much better 
loss characteristics and with relatively little redundant information, the best-
path approach has a lower data loss rate. Hence, we believe that the MP 
approach is more robust as compared to best-path streaming. 
Experiment 7 (Effects of Shared Points of Congest ion on Various 
P e r f o r m a n c e M e t r i c s ) : In this experiment, we study the effects of shared 
points-of-congestion, between the paths used by the different senders, on var-
ious performance measures. Here, the background traffic is sent through the 
narrow links L3 and L4. Note that, having background traffic on L4 implies 
that senders 1 and 2 share the same point-of-congestion. Again, we consider 
the four configurations described in Experiment 5 above. 
Figure 6.8 illustrates the data loss rate and lag-1 autocorrelation for these 
configurations, when FEC is used, with (n = 10, k = 8). Moreover, we vary 
the background traffic on the two narrow links L3 and L4 among the following 
values: 0.6 Mbps, 1.2 Mbps, 1.8 Mbps, and 2.4 Mbps. From this figure, we 
observe the following. 
i-
• MP streaming (configurations 2, 3, 4) has a lower data loss rate as com-
pared to SP streaming (configuration 1). 
• Detecting shared points of congestion is important, as including a greater 
number of paths/senders (under such conditions) in the transmission may 
adversely affect the data loss rate. 
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• Shared points of congestion adversely affect the lag-1 autocorrelation 
metric. For example, configuration 3 has a higher lag-1 autocorrelation 
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Figure 6.7: Relative loss rate when background traffic on link L3 and FEC 
group size are varied. 
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Quantization of Traffic Splitting 
Vector 
In Chapter 5 we presented an approach to determining an optimal traffic split-
ting vector a*, based on optimization of a particular performance metric, such 
as the lag-1 autocorrelation function and the mean loss rate. However, the 
traffic splitting vector a only provides us the relative desired traffic loading 
ratios among the M servers/pat lis. To realize multi-path streaming, we need 
to map a given traffic splitting vector a to a packet sending pattern, where dif-
ferent sending patterns can have a significant effect on the performance metrics 
considered earlier (as described below). We refer to this as the quantization 
process. 
Assume that a streaming application needs to transmit N packets to a 
receiver. Define Vn as a row vector of dimension N whose 产 element equals 
VnU) e {1 ,2 , . . . ,M}. In other words, when VnU) = k, the k*^  server is 
’ respons ib le for sending the 产 packet of the streaming application. Then, 
given a traffic splitting vector a , one simple way to perforin the quantization 
80 
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process is as follows^ : 
1 if 1 < J < Noi“ 
2 i f T V a i + 1 < i < N { a i + a ? ) , 
PNU) = 3 ifiV(ai+a2) + l<i<A^Eli«/, 
When N is large, this quantization procedure can closely approximate the 
optimal splitting vector a*. However, there are some inherent problems with . 
using this approach. These include 
• Higher lag-1 autocorrelation. Since we potentially assign a large number 
of consecutive packets to a path, congestion on that path may result in 
a high lag-1 autocorrelation. As described in Appendix A, high posi-
tive lag-1 autocorrelation can significantly affect the visual quality of a 
continuous media stream; it can also reduce the effectiveness of an error 
correction scheme. 
• Larger burst length. Again, sending more consecutive packets on the 
same path may increase the probability of having longer bursts of lost 
‘• packets. This could also result in poor visual quality of a continuous me-
dia stream. Likewise, it can also have detrimental effects on the number 
of losses that an erasure scheme will be able to correct. 
• Greater difficulty in adapting to network conditions. Whenever there is 
a change in network conditions, one may opt to adapt to this change 
and switch some traffic from one path to another path (i.e., recompute 
a*) . The above quantization process essentially commits all N packets 
to specific paths and hence makes adaptation and its implementation 
more difficult. 
ipor simplicity of presentation, we consider aiN, for all i, to be an integer. During 
implementation, some form of rounding is necessary. 
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To overcome these problems, we propose the following approach. We consider 
a packet group of size k packets, where k « N (e.g., k = 128 or 256). We then 
divide the N application packets into N/k groups. Within a packet group, we 
distribute packets according to the traffic splitting vector a , while trying to 
disperse as much as possible packets belonging to the same path. As long 
as the network conditions do not change, the sending pattern repeats for each 
sending group. On the other hand, if there is any change in network conditions, 
the receiver can react to these changes by computing a new splitting vector a 
and signaling all M servers with the new sending pattern. 
Note that different sending patterns within a packet group can affect vari-
ous performance metrics (as observed by the receiver) such as the lagl autocor-
relation, the burst length of lost packets, and to some degree, the achieved loss 
rate. In other words, the sending pattern can affect not only the visual quality 
of continuous media, but also the effectiveness of error correction schemes. 
We consider three sending patterns. 
• Sending Pattern 1: Assume that the packet group size is k. Assign 
packets from k ^ ^二 otj to k J2]=i to the i认 server/path. For example, 
if fc = 10 and a = [0.1,0.3,0.6], the sending pattern will be: 
.. 1222333333 1222333333 1222333333 ... 
In this case, the average length of consecutive packets from the same 
� server/path is equal to 1 * (1/10) + 3 * (3/10) + 6 * (6/10) = 4 . 6 . Clearly, 
in this case a large number of consecutive packets still comes from the 
same server/path. Hence, using this sending pattern can result in adverse 
effects on both, the lag-1 autocorrelation and the burst length of lost 
packets. 
• Sending Pattern 2: This is a pseudo round robin method wherein consec-
. utive packets are assigned to different servers/paths as much as possible. 
When a server depletes all its packets within a packet group (according 
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to the computed a ) , the other servers continue to fill in the sending 
pattern, again, in a round robin manner. For example, if A; = 10 and 
a = [0.1，0.3,0.6], the sending pattern will be: 
1232323333 1232323333 1232323333 ... 
In this case, the average length of consecutive packets from the same 
server/path is equal to 1 * (6/10) + 4 * (4/10) = 2.2. This method 
tries to reduce the correlation between consecutive packet losses at the 
beginning of the packet sending group. However, if the a‘s are not e q u a l , . 
then towards the end of a packet group there maybe a significant number 
of consecutive packets from the same server/path, which may introduce 
a long burst of lost packets. 
• Sending Pattern 3: In this method, we space out the packets from each 
server as evenly as possible within a packet group. Specifically, to de-
termine the sending pattern, we process the servers/paths, in rounds, 
from the smallest a to the largest a . In each round, the server with 
the current smallest a is responsible for transmitting ka packets. These 
packets are spread out such that the spacing is equal to the number of 
un-assigned packets within the packet sending group divided by ka. A 
more precise description of this algorithm is given in Appendix B. For 
example, if /c = 10 and a = [0.1,0.3,0.6], the sending pattern using this 
Y method will be 
1233233233 1233233233 1233233233 ... 
i 
In this case, the average length of consecutive packets from the same 
server/path is equal to 1 * (4/10) + 2 * (6/10) = 1.6. This method tries 
to reduce the burst length of lost packets. 
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P s e u d o c o d e for producing; Sending： P a t t e r n 3: 
Input: a , M; 
O u t p u t : Sending pattern in pkt group sending_pattern[| 
fo r (i = 1 to M) { /* For each s e r v e r i */ 
/ • Find t h e number of pkt f o r s e r v e r i w i t h i n */ 
/ • a pk t send ing group (group s i z e = k) */ 
pkt�n_group [ ( | = A; * ; 
} 
Sort the M servers according to pktin_group[|, 
from smallest to largest; 
/ • For each s l o t s i n t h e sending group • / 
fo r (s = 1 to k) { 
/ * I n i t i a l i z e a l l s l o t s i n pkt group t o EMPTY • / 
sending_pattern[s] = E M P T Y ； 
} 
/ * I n i t i a l i z e number of empty s l o t • / 
remaining_slot = k; 
f o r (i = 1 to M) { / * P rocess each s e r v e r one by one */ 
/ * P r o c e s s only i f t h i s s e r v e r has pkt t o send • / 
if (pkt�n_groiip[( | > 0) { 
•�. packet .processed = 0; 
required-Spacing = f loor (remaining_slot / pkt�n_group[ i ] ) ; 
skip_space = required .spacing; 
/ * For each s l o t s i n t h e pk t send ing group */ 
for {s = 1 to k){ 
if (packet-processed < pktin_group[i]){ 
/ * I f s e r v e r i s t i l l has pkt t o send • / 
if (sending—pattern[s] = = E M P T Y ) { 
/ * I f s l o t i s no t ye t a s s i g n e d */ 
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if (skip^pace ！= required .spacing) { / • sk ip s l o t • / 
skip_space++； 
} else { /* Assign pkt t o s l o t • / 
/ • Assign path i t o s l o t s • / 
sending_pattern[s] = i; skip_space=l; 
packet_processed + + ; 
} /* e l s e t e rmina t ion • / 
} /* if t e rmina t ion */ 
} / • if t e rmina t ion • / 
} /* f o r loop t e rmina t ion • / 
remaining_slot -— pkt_in_group[z]; 
} /* i f t e rmina t ion */ 
} /* f o r loop t e rmina t ion • / 
i • 
Chapter 8 
Pro to type Implementat ion and 
Experiments 
Following the approach proposed in Chapter 3, we implemented a deployable 
multi-path multimedia streaming system prototype. Using this prototype sys-
tem, we carry out experiments to study the performance of using different 
traffic splitting vector. We consider the three performance metrics as men-
tioned in Chapter 3 as well as the actual visual output. 
8.1 Multi-path Streaming Prototype 
The prototype system is divided in into two layers, they are i) the lower multi-
path streaming module layer and ii) the upper application layer. Given the 
multi-path streaming parameters (i.e., media file, number of servers, sending 
pattern, FEC parameters), the multi-path streaming module performs the ba-
, sic streaming functions such as reading data from media source file, packetizing 
the data, processing FEC, transmitting packets, measuring statistic, and de-
coding video. These processes are performed in an multi-path manner and with 
dynamic adaptation capability (i.e., sending pattern and FEC parameters can 
be changed throughout the streaming process). The upper application layer is 
responsible to carry out the communications between the receiver and senders, 
86 
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as well as to design the streaming parameters. This division of functionalities 
allows other applications to use our multi-path streaming module easily by 
following the API of the module. For instance, our researcher collaborator in 
the USA is integrating the streaming module into a peer-to-peer file sharing 
system. 
In the remaining part of this chapter, experiments with this prototype 
system are discussed. * 
8.2 Experiments 
In this section, experiments on the multi-path streaming system are carried by 
using the functional Gilbert model as described in Chapter 5 as the packet drop 
model. We stream a MPEGl file which requires a playback rate of 174.5 kbps 
(around 170 packet/sec with packet size 1000 byte). FEC with fc = 64, n = 72 
is used. This increases the packet sending rate to around 192 packet /sec. Two 
senders, whose path to the receiver carry different loss characteristics, are used 
in this experiment. For each path, the only source of packet loss is caused by 
the function Gilbert model.The functions for the FGM are: 
‘ FGM functions for Path 1 (with better loss characteristics): 
柳 = ( 8 . 1 ) 
1 
� Bj(b) = 1 9 0 * ^ . (8.2) 
FGM functions for Path 2 (with worse loss characteristics): 
柳 = ( 8 . 3 ) 
1 D^ 
_ = 140 * — , (8.4) 
where b equals to 192 packet/sec in this experiment. 
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Using the approach as proposed in Chapter 5, if we optimize for the the 
loss rate, the optimal traffic splitting is [0.741,0.259]. 
Four cases with different traffic splitting vector are studied: 
1. Single path with better loss characteristics, 
2. Single path with worse loss characteristics, 
3. Dual path using even traffic splitting, 
4. Dual path using optimal traffic splitting. 
Packet losses statistics are measured at the receiver throughout the whole 
streaming process. Video frames are transcoded to JPEG files to allow visual 
quality comparison. 
Test loss rate lag-1 auto-corr avg burst length loss rate 
case before FEC before FEC before FEC after FEC 
T 6.48% v m L ^ ^ 
2. 35.48% 0.360 2.423 35.53% 
3. 6.86% -0.042 1.030 0.89% 
4. 3.42% 0.191 1.290 0.07% 
I 
.Table 8.1: Prototype experiments: Average loss statistics under different traffic 
splitting. 
Table 8.1 shows the average statistic measured for each test cases. For the 
‘ statistics before FEC, we measure the statistic of the resultant packet receiving 
sequence after merging packets from different paths. Figure 8.1 and Figure 8.2 
show the sequences of video frames extracted from the four test cases at the 
same video time with respect to the start of the video. 
From the above results, we observe that: 
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1. Different loss rate (after FEC) affects the visual quality: When we relate 
the after FEC loss rate in Table 8.1 with the video output in Figure 8.1 
and Figure 8.2, we find that higher loss rate (after the FEC operation) 
gives poorer video quality. When the loss rate is extremely high, for 
example 35.53% in Case 2, the video is totally ruined and viewing quality 
is totally unacceptable. When the loss rate is improved to 1.57% as in 
Case 1, some damaged frames can be found in some segment of the video 
sequence. If some important data is lost (e.g., I frame in the MPEGl 
standard), scenes mixing may also occurred, as shown in the captured 
video output. When the loss rate is further improved to 0.89% in Case 3, 
video distortions happen less frequently and most of the distortions are 
some "blocking effects，，as shown in the video frame extracted. When 
the loss rate is very low, e.g. 0.07% in Case 4, distortions are very rare 
and most of them are unnoticeable by human eye. 
2. Introducing FEC may cause adverse effect: Improper adding FEC may 
not improve the resultant information loss rate. In Case 2, we find tha t 
loss rate before the FEC operation is less than the loss rate after the FEC 
operation. It means that the FEC performs poorly in this case. Adding 
.. FEC increases the loading to a congested path which may worsen the 
loss characteristics of the paths. It results in an adverse effect that more 
� packets are loss. 
3. FEC performs better under the multiple paths streaming setting: As 
> suggested in Chapter 4, multiple paths can reduce the average lag-1 
auto-correlation and statistically shorten the error burst length. This 
enhances the error correction capability of FEC. The loss rate before 
FEC for Case 1 and Case 3 are 6.48% and 6.86% respectively, in this 
case, using the best path in Case 1 can gives a lower loss rate before 
the FEC process. However, after processing the FEC, it becomes 1.57% 
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for Case 1 and 0.89% for Case 3. The visual quality, which is strongly 
related the after FEC loss rate, is much better in Case 3. It shows that 
simply using the best single path for video streaming may not be a good 
choice. 
4. A path with a higher loss characteristics may still be worth to use: Al-
though path 2 is a bad path, it can still be used to share a fraction of the 
workload to improve the resultant quality. From the statistic table and 
video output, the two multiple paths test cases give better performance . 
than the two single best path test cases. 
5. Using the optimal traffic splitting vector can achieve better performance: 
When we assign traffic loading according to the optimized traffic splitting 
vector on multiple paths, the loss rate is the lowest in both cases, that 
are, before FEC and after FEC. It shows that simply splitting the traffic 
evenly on each paths may not get the most benefits from using multiple 
paths(although it gives packet loss with least correlation). 
i 
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Case 1: Single best path mm mm 
Case 2: Single worse path 
Figure 8.1: Prototype experiments: Video frames output. 
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Case 4: Dual path with optimal splitting 
Figure 8.2: Prototype experiments: Video frames output. 
Chapter 9 
Other Design Issues and 
Considerations 
In this chapter, some design issues and considerations in using our multi-path 
streaming approach are discussed. Requirements and overheads are mentioned. 
A specific technical issue, detecting Share Point of Congestion, is discussed in 
more details. 
9.1 Requirements and Overheads 
• Data dispersion overhead: The same piece of media data is needed to 
" be fully replicated in multiple senders to allow multi-path streaming. 
This might increase the network loading and slow down the delivery of 
new content. However, our approach can work closely with the rapidly 
growing peer-to-peer file sharing systems, in which media data is already 
widely spread across the entire network. Our collaborator in US is inte-
grating our streaming module into a peer-to-peer file sharing system. 
• Higher playback delay penalty: Different paths exhibit different delay, 
The path with the longest delay latency becomes the bottleneck of the 
video decoding process. The receiver has to wait for the data from the 
"slowest" path before further processing the data. Thus, the receiver 
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needs to implement a larger buffer in order to absorb the delay differences 
between multiple paths. This leads to a longer startup latency as well 
as a larger memory demand. In practical implementation, this delay 
penalty and extra memory requirement are in fact not very significant. 
For a MPEGl file to be decoded smoothly, most decoders require a buffer 
of up to three or more seconds. Comparing with the round trip time 
(RTT) in the current Internet, which is in the order of milliseconds, the 
differences of delay between paths is relatively small. 
Another source of delay comes from the FEC process, the receiver has 
to buffer the entire FEC group before processing it. Consider a MPEGl 
file which has a bandwidth requirement of 1.3 to 1.4 Mbps. If the da ta 
packet size is 1400 byte, the packet sending rate will be around 120 
packet/sec. If we use k = 120 for FEC, the receiver has to inject an 
additional delay of one second in order to collect the whole FEC group. 
As discussed earlier, larger FEC group size can correct more errors with a 
tradeoff of longer delay. On the contrary, due to the less correlated packet 
loss in multi-path streaming, a smaller FEC group size can be used in 
multi-path streaming to achieve a better FEC correcting capability. 
‘ • More complicated protocol design and implementation: In order to al-
low multi-path streaming together with dynamic adaption ability. The 
� underlining protocol should be deigned in a robust and efficient manner. 
Together with the statistic measurement requirement, the program cod-
, ing in real implementation is more complex than most normal streaming 
application. We have already successfully implemented a robust multi-
path streaming prototype. Other applications can easily plug-in our 
streaming module to receive the benefits from multi-path streaming. 
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• Synchronization between the senders and receiver: Communication chan-
nels between the receiver and each senders should be established to ex-
change necessary information. All senders should agree on the same 
streaming setting (e.g., number of senders, sending pattern, FEC value) 
before the startup of a stream and before each adaption. If either sender 
uses a different setting, overlapped sending of data, or missing of data, or 
data with mismatch FEC setting may happen. Overlapped data sending 
wastes system and network resource. It may also lead to worsening of 
the loss characteristics of channels as discussed in Chapter 5. Missing 
of data will definitely result in a poorer viewing quality. Receiving data 
with different FEC settings may waste those FEC redundant packets. 
In the worst case, if the implementation and protocols are not well de-
signed, it may even mislead the FEC decoder to produce some garbage 
data, which may seriously harm the media decoding process and result 
in a poor viewing quality. 
• Network measurement and optimization complexity: Path characteristics 
of each path should be known in order to assign the traffic splitting vector 
accurately. Specifically, the functions for the FGM for each path should 
, be "known" in order to carry out the optimization process. This is still an 
ongoing future work of our research. Moreover, the optimization process 
� increases the computational overhead in the receiver. Another work-
around is to use some heuristic to shift the workload from some "poorer 
paths", which exhibit higher loss rate, to some "better paths". In both 
J.: 
methods, path quality for each path should be measured throughout the 
whole streaming session because the characteristics of each paths may 
vary from time to time. Moreover, detection of share point of congestion 
(will be discussed in the next section) is also required. 
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9.2 Share Point of Congestion (SPOC) 
Special care on SPOC should be taken during adaption and traffic splitting 
vector assignment. If two paths share the same point of congestion, shifting 
load among these paths would not give any benefit. For example in Experiment 
7 of Chapter 6. Shifting load from SI and S3 to S2 (from configuration 2 to 
configuration 3) would adversely increase the lost rate. This is because L4 is a 
SPOC between SI and S2. Thus, it is important to detect whether two paths 
share the same congestion point. . 
Rubenstein [20] suggested a method to detect whether two flows (paths) 
contain a SPOC by end point measurement. The basic idea is measuring 
the correlation of adjacent probe packets between two flows (paths) - cross-
measures Mx as well as measuring the correlation of adjacent probe packets 
from the same flow (path) - auto-measures Ma. If M^ > Ma, then two flows 
(paths) share the same POC. On the other hand, if M^ < Ma, then two 
flows (paths) do not share a POC. Two methods to compute Ma and M^ are 
proposed. One bases on packet losses and the other bases on packets delay. 
The probe packets can be either in-band (piggyback into the streaming packet) 
or out-band. 
• In-band packets are a trivial choice as it can save network bandwidth. How-
ever, as the scheme measures M^ of adjacent packets between two paths, two 
- paths sending probe packets at different rate (which happens when different 
paths stream at different rate in multi-path streaming) lead to an incorrect 
decision. Consider the case that path 1 sends 75% and path 2 sends 25% of 
the data. The packet spacing between consecutive packets within path 2 is 
three time larger than that of path 1. Given packet i from path 1 and packet 
, j from path 2 are adjacent, it is most likely that packet i + 1 from path 1 
and packet j + 1 from path 2 will not be adjacent due to the large difference 
in sending interval. Another weakness of in-band packets is that some paths 
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in the system may carry 0% loading, however, we still want to detect if these 
paths contains SPOC with other paths. Thus, in our scheme, out-band probe 
is necessary to ensure probe packets are sent on all paths at the same rate. 
One way to reduce the traffic of sending out-band packets is to perform 
piggybacking whenever it is possible. That is, for a path with responsible 
fraction greater than zero, we try to use in-band packets if possible. It can 
be implemented as following. When it is time to send a probe packet, it will 
check if a data packet is going to be sent. If there is, tags the data packet as 
probe packet, else sends a out-of-band probe packet explicitly.. 
Chapter 10 
Conclusion 
In this thesis, we address the problem of providing QoS guarantees for stream-
ing pre-stored continuous media using an application-layer multi-path stream-
ing approach. An advantage of this approach, as compared to approaches 
that require support of lower layers and resource reservation schemes, is that 
the complexity of QoS provision and guarantee can be pushed to the network 
edge. It improves the scalability and deployability of a s t reaming applications 
and at the same time, provide a certain level of QoS guarantees. Using the 
conventional Gilbert model, our results indicate that in general, multi-path 
streaming exhibits better loss characteristics than single-path streaming (with 
or without use of an erasure code), which should result in a higher viewing 
quality of the received continuous media. 
We further extend our work by considering the functional Gilbert model, 
which is more versatile in capturing the dependency of an application's sending 
rate and the loss characteristics of a path. We show that under the functional 
Gilbert model representation, any valid traffic splitting will have a lower packet 
loss rate than a single path streaming approach. We then focus on two opti-
mization approaches, one which tries to minimize the received loss rate and 
another which optimizes the lag-1 autocorrelation. In general, we observe that 
optimization based on loss rate can achieve a lower packet loss rate but has a 
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higher lag-1 autocorrelation and lost packets burst length than the optimiza-
tion based on lag-1 autocorrelation. When we increase the path diversity (i.e., 
include more paths in continuous media streaming), we can lower the packet 
loss rate, lag-1 autocorrelation and lost packet burst length, if one uses the 
loss rate optimization approach. For lag-1 autocorrelation-based optimization, 
path diversity will only improve on packet loss rate. 
When we add an erasure code to the application (i.e., it also implies that we 
increase the bandwidth requirements of an application), one can further reduce 
the information loss rate, lag-1 autocorrelation, and lost packets burst length, 
if one uses the loss rate optimization approach. For lag-1 autocorrelation-based 
optimization, employing an erasure code reduces slightly the information loss 
rate. Path diversity with an erasure code can generally improve all three 
performance metrics for both optimization methods. 
We also build a multi-path streaming system prototype by following our 
proposed multi-path streaming approach. Experiments are carried out on the 
prototype system which further validate our multi-path streaming method. 
This prototype system also enables other applications to easily receive the 
benefits of multi-path streaming. 
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