Optimization is frequently employed in biomechanics research to solve system identification problems, predict human movement, or estimate muscle or other internal forces that cannot be measured directly. Unfortunately, biomechanical optimization problems often possess multiple local minima, making it difficult to find the best solution. Furthermore, convergence in gradientbased algorithms can be affected by scaling to account for design variables with different length scales or units. This study evaluates a recently developed version of the particle swarm optimization (PSO) algorithm to address these problems. The algorithm's global search capabilities were investigated using a suite of difficult analytical test problems, while its scaleindependent nature was proven mathematically and verified using a biomechanical test problem.
optimization (PSO) algorithm to address these problems. The algorithm's global search capabilities were investigated using a suite of difficult analytical test problems, while its scaleindependent nature was proven mathematically and verified using a biomechanical test problem.
For comparison, all test problems were also solved with three off-the-shelf optimization algorithms -a global genetic algorithm (GA) and multi-start gradient-based sequential quadratic programming (SQP) and quasi-Newton (BFGS) algorithms. For the analytical test problems, only the PSO algorithm was successful on the majority of the problems. When compared to previously published results for the same problems, PSO was more robust than a global simulated annealing algorithm but less robust than a different, more complex genetic algorithm.
For the biomechanical test problem, only the PSO algorithm was insensitive to design variable scaling, with the GA algorithm being mildly sensitive and the SQP and BFGS algorithms being highly sensitive. The proposed PSO algorithm (freely available with this article) provides a new off-the-shelf global optimization option for difficult biomechanical problems, especially those utilizing design variables with different length scales or units.
Introduction
Optimization methods are used extensively in biomechanics research to predict movementrelated quantities that cannot be measured experimentally. Forward dynamic, inverse dynamic, and inverse static optimizations have been used to predict muscle, ligament, and joint contact forces during experimental or predicted movements [e.g., [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] . System identification optimizations have been employed to tune a variety of musculoskeletal model parameters to experimental movement data [e.g., [13] [14] [15] [16] [17] . Image matching optimizations have been performed to align implant and bone models to in vivo fluoroscopic images collected during loaded functional activities [e.g., [18] [19] [20] .
Since biomechanical optimization problems are typically nonlinear in the design variables, gradient-based nonlinear programming has been the most widely used optimization method. The increasing size and complexity of biomechanical models has also led to parallelization of gradient-based algorithms, since gradient calculations can be easily distributed to multiple processors [1] [2] [3] . However, gradient-based optimizers can suffer from several important limitations. They are local rather than global by nature and so can be sensitive to the initial guess. Experimental or numerical noise can exacerbate this problem by introducing multiple local minima into the problem. For some problems, multiple local minima may exist due to the nature of the problem itself. In most situations, the necessary gradient values cannot be obtained analytically, and finite difference gradient calculations can be sensitive to the selected finite difference step size. Furthermore, the use of design variables with different length scales or units can produce poorly scaled problems that converge slowly or not at all [21] [22] , necessitating design variable scaling to improve performance.
Motivated by these limitations and improvements in computer speed, recent studies have begun investigating the use of non-gradient global optimizers for biomechanical applications.
Neptune [4] compared the performance of a simulated annealing (SA) algorithm with that of downhill simplex (DS) and sequential quadratic programming (SQP) algorithms on a forward dynamic optimization of bicycle pedaling utilizing 27 design variables. Simulated annealing found a better optimum than the other two methods and in a reasonable amount of CPU time.
More recently, Soest and Casius [5] evaluated a parallel implementation of a genetic algorithm (GA) using a suite of analytical tests problems with up to 32 design variables and forward dynamic optimizations of jumping and isokinetic cycling with up to 34 design variables. The genetic algorithm generally outperformed all other algorithms tested, including SA, on both the analytical test suite and the movement optimizations.
This study evaluates a recent addition to the arsenal of global optimization methods -particle swarm optimization (PSO) -for use on biomechanical problems. A recently-developed variant of the PSO algorithm is used for the investigation. The algorithm's global search capabilities are evaluated using a previously published suite of difficult analytical test problems with multiple local minima [5] , while its insensitivity to design variable scaling is proven mathematically and verified using a biomechanical test problem. For both categories of problems, PSO robustness, performance, and scale-independence are compared to that of three off-the-shelf optimization algorithms -a genetic algorithm (GA), a sequential quadratic programming algorithm (SQP), and a Broydon-Fletcher-Goldfarb-Shanno (BFGS) quasi-Newton algorithm. In addition, previously published results [5] for the analytical test problems permit comparison with a more complex GA algorithm (GA*), a simulated annealing algorithm (SA), a different SQP algorithm (SQP*), and a downhill simplex (DS) algorithm.
Theory

Particle swarm algorithm.
Particle swarm optimization is a stochastic global optimization approach introduced by Kennedy and Eberhart [23] . The method's strength lies in its simplicity, being easy to code and requiring few algorithm parameters to define convergence behavior. The following is a brief introduction to the operation of the particle swarm algorithm based on a recent implementation by Fourie and Groenwold [24] incorporating dynamic inertia and velocity reduction.
Report results
Terminate
This algorithm was coded in the C programming language by the lead author [27] and used for all PSO analyses performed in the present study. A standard population size of 20 particles was used for all runs, and other algorithm parameters were also selected based on standard recommendations (Table 1 ) [27] [28] [29] .
Analysis of Scale Sensitivity.
One of the benefits of the PSO algorithm is its insensitivity to design variable scaling. To prove this characteristic, we will use a proof by induction to show that all particles follow an identical path through the design space regardless of how the Design variables are scaled. In actual PSO runs intended to investigate this property, use of the same random seed in scaled and unscaled cases will ensure that an identical sequence of random 1 r and 2 r values are produced by the computer throughout the course of the optimization.
Consider an optimization problem with n design variables. An n-dimensional constant scaling vector can be used to scale any or all dimensions of the problem design space:
We wish to show that for any time step
where k x and k v (dropping superscript i) are the unscaled position and velocity, respectively, of an individual particle and First, we must show that our proposition is true for the base case, which involves initialization ( 0 k ) and the first time step ( 1 k ). Applying the scaling vector to an individual particle position 0 x during initialization produces a scaled particle position 0 x :
This implies that
In the unscaled case, the pseudo-velocity is calculated as
In the scaled case, this becomes (13) in the scaled case. Thus, our proposition is true for the base case.
Next, we must show that our proposition is true for the inductive step. If we assume our proposition holds for any time step j k , we must prove that it also holds for time step 1 j k . We begin by replacing subscript k with subscript j in Eqs. (4) and (5). If we then replace subscript 0 with subscript j and subscript 1 with subscript 1 j in Eqs. (12) and (13), we arrive at Eqs. (4) and (5) where subscript k is replaced by subscript 1 j . Thus, our proposition is true for any time step 1 j .
Consequently, since the base case is true and the inductive step is true, Eqs. (4) and (5) will not produce comparable magnitude cost function changes [21] . Common gradient-based algorithms that employ an approximate Hessian include Newton and quasi-Newton nonlinear programming methods such as BFGS, SQP methods, and nonlinear least-squares methods such as Levenberg-Marquardt [21] . A detailed discussion of the influence of design variable scaling on optimization algorithm performance can be found in Gill et al. [21] .
Methodology
Optimization Algorithms
In addition to our PSO algorithm, three off-the-shelf optimization algorithms were applied to all test problems (analytical and biomechanical -see below) for comparison purposes. One was a global GA algorithm developed by Deb [30] [31] [32] . This basic GA implementation utilizes one mutation operator and one crossover operator along with real encoding to handle continuous variables. The other two algorithms were commercial implementations of gradient-based SQP and BFGS algorithms (VisualDOC, Vanderplaats R & D, Colorado Springs, CO).
All four algorithms (PSO, GA, SQP, and BFGS) were parallelized to accommodate the computational demands of the biomechanical test problem. For the PSO algorithm, parallelization was performed by distributing individual particle function evaluations to different processors as detailed in [33] . For the GA algorithm, individual chromosome function evaluations were parallelized as described in [5] . Finally, for the SQP and BFGS algorithms, finite difference gradient calculations were performed on different processors as outlined in [34] .
A master-slave paradigm using the Message Passing Interface (MPI) [35] [36] While the PSO algorithm used standard algorithm parameters for all optimization runs, minor algorithm tuning was performed on the GA, SQP, and BFGS algorithms for the biomechanical test problem. The goal was to give these algorithms the best possible chance for success against the PSO algorithm. For the GA algorithm, preliminary optimizations were performed using population sizes ranging from 40 to 100. It was found that for the specified maximum number of function evaluations, a population size of 60 produced the best results. Consequently, this population size was used for all subsequent optimization runs (analytical and biomechanical). 
Analytical Test Problems
The global search capabilities of our PSO implementation were evaluated using a suite of difficult analytical test problems previously published by Soest and Casius [5] . In that study, each problem in the suite was evaluated using four different optimizers: SA, GA*, SQP*, and DS, where a star indicates a different version of an algorithm used in our study. One thousand optimization runs were performed with each optimizer starting from random initial guesses and using standard optimization algorithm parameters. Each run was terminated based on a predefined number of function evaluations for the particular problem being solved. We followed an identical procedure with our four algorithms to permit comparison between our results and those published in [5] . Since two of the algorithms used in our study (GA and SQP) were of the same general category as algorithms used [5] (GA* and SQP*), comparisons could be made between different implementations of the same general algorithm. Failed PSO and GA runs were allowed to use up the full number of function evaluations, whereas failed SQP and BFGS runs were restarted from new random initial guesses until the full number of function evaluations was completed. Only 100 rather than 1000 runs were performed with the SQP and BFGS algorithms due to a database size problem in the VisualDOC software.
A detailed description of the six analytical test problems can be found in Soest and Casius [5] . Since the design variables for each problem possessed the same absolute upper and lower bound and appeared in the cost function in a similar form, design variable scaling was not an issue in these problems. The six analytical test problems are described briefly below. Ten thousand function evaluations were used for this problem. 
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This problem was solved using 20,000 function evaluations per optimization run. . 
The use of the floor function in Eq. (18) makes the search space for this problem the most discrete of all problems tested. The number of function evaluations used for this problem was 50,000 (n = 4), 100,000 (n = 8), 200,000 (n = 16), and 400,000 (n = 32).
For all of the analytical test problems, an algorithm was considered to have succeeded if it converged to within 3 10 of the known optimum cost function value within the specified number of function evaluations [5] .
Biomechanical Test Problem
In addition to these analytical test problems, a biomechanical test problem was used to evaluate the scale-independent nature of the PSO algorithm. Though our PSO algorithm is theoretically insensitive to design variable scaling, numerical round-off errors and implementation details could potentially produce a scaling effect. Running the other three algorithms on scaled and unscaled versions of this test problem also permitted investigation of the extent to which other algorithms are influenced by design variable scaling.
The biomechanical test problem involved determination of an ankle joint kinematic model that best matched noisy synthetic (i.e., computer generated) movement data. Similar to [13] , the ankle was modeled as a three-dimensional linkage with two non-intersecting pin joints defined by 12 subject-specific parameters (Fig. 1) . These parameters represent the positions and orientations of the talocrural and subtalar joint axes in the tibia, talus, and calcaneous. Position parameters were in units of centimeters and orientation parameters in units of radians, resulting in parameter values of varying magnitude. This model was part of a larger 27 degree-of-freedom (DOF) full-body kinematic model used to optimize other joints as well [15] .
Given this model structure, noisy synthetic movement data were generated from a nominal model for which the "true" model parameters were known. Joint parameters for the nominal model along with a nominal motion were derived from in vivo experimental movement data using the optimization methodology described below. Next, three markers were attached to the tibia and calcaneous segments in the model at locations consistent with the experiment, and the 27 model DOFs were moved through their nominal motions. This process created synthetic marker trajectories consistent with the nominal model parameters and motion and also representative of the original experimental data. Finally, numerical noise was added to the synthetic marker trajectories to emulate skin and soft tissue movement artifacts. For each marker coordinate, a sinusoidal noise function was used with uniformly distributed random period, phase, and amplitude (limited to a maximum of 1 cm). The values of the sinusoidal parameters were based on previous studies reported in the literature [39, 40] .
An unconstrained optimization problem with bounds on the design variables was formulated to attempt to recover the known joint parameters from the noisy synthetic marker trajectories. 10 was chosen to achieve good accuracy with minimum computational cost. A nested optimization formulation (i.e., minimization occurs in Eqs. (19) and (20)) was used to decrease the dimensionality of the design space in Eq. (19) . Equation ( 
where UB and LB denote the upper and lower bounds, respectively, on the design variable vector [41] .
Two approaches were used to compare PSO scale sensitivity to that of the other three algorithms. For the first approach, a fixed number of scaled and unscaled runs (10) was performed with each optimization algorithm starting from different random initial seeds, and the sensitivity of the final cost function value to algorithm choice and design variable scaling was evaluated. The stopping condition for PSO and GA runs was 10,000 function evaluations, while SQP and BFGS runs were terminated when a relative convergence tolerance of 
Results
For the analytical test problems, our PSO algorithm was more robust than our GA, SQP, and BFGS algorithms ( 3 H with n = 32. In contrast, none of the other algorithms converged more than 32% of the time on any of the analytical test problems.
Though our GA algorithm typically exhibited faster initial convergence than did our PSO algorithm (Fig. 2) , it leveled off and rarely reached the correct final point in design space within the specified number of function evaluations.
When PSO results were compared with previously published results for the same analytical test problems [5] , PSO success rates were better than those of SA but worse than those of GA* (Table A1) . SA was successful 100% of the time only on problem 1 H , while GA* was successful nearly 100% of the time on all six problems. Thus, for the global algorithms, GA* was the most robust overall, followed by PSO and then SA, with GA exhibiting the worst robustness. PSO converged more slowly than did GA* on all problems with available convergence plots (four of the six problems) and also more slowly than did SA on the one problem for which SA was successful (Fig. A1 ).
For the biomechanical test problem, only the PSO algorithm was insensitive to design variable scaling, with the GA algorithm being only mildly sensitive. In ten out of ten trials, unscaled and scaled PSO runs converged to the same point in design space (Fig. 3a) , while unscaled and scaled GA runs converged to nearly the same point (Fig. 3b) . PSO results were the most consistent from trial to trial, converging to a final cost function value between 69 and 70.
( Table 3) . GA results were the next most consistent with final cost function values ranging from 71 to 84. Typical unscaled and scaled PSO and GA runs produced root-mean-square (RMS) marker distance, position parameter, and orientation parameter errors of comparable magnitude, with PSO errors generally being slightly smaller.
In contrast, the SQP and BFGS algorithms were highly sensitive to design variable scaling in the biomechanical test problem. For the ten trials, unscaled and scaled SQP or BFGS runs rarely converged to similar points in design space (note y axis scale in Fig. 3 ) and produced large differences in final cost function value from one trial to the next ( Fig. 3c and d) . Scaling improved the final result in seven out of ten SQP trials and in five of ten BFGS trials. The best unscaled and scaled SQP final cost function values were 255 and 121, respectively, while those of BFGS were 355 and 102 (Table 3) . Thus, scaling yielded the best result found with both algorithms. The best SQP and BFGS trials generally produced larger RMS marker distance errors (up to two times worse), orientation parameter errors (up to five times worse), and position parameter errors (up to six times worse) than those found by PSO or GA.
When detailed convergence histories were plotted over 10,000 function evaluations for the biomechanical test problem (Fig. 4) , unscaled and scaled histories for PSO were indistinguishable, while those of GA were similar and those of SQP or BFGS notably different.
For PSO, only minute differences in the design variables on the order of 
Discussion
This paper evaluated a recent variation of the PSO algorithm with dynamic inertia and velocity updating as a possible addition to the arsenal of methods that can be applied to difficult biomechanical optimization problems. For all problems investigated, our PSO algorithm with standard algorithm parameters performed better than did three off-the-self optimizers -GA, SQP, and BFGS. For the analytical test problems, PSO robustness was found to be better than that of two other global algorithms but worse than that of a third. For the biomechanical test problem with added numerical noise, PSO was found to be insensitive to design variable scaling while GA was only mildly sensitive and SQP and BFGS highly sensitive. Overall, the results suggest that our PSO algorithm is worth consideration for difficult biomechanical optimization problems, especially those for which design variable scaling may be an issue. Making our PSO algorithm freely available provides a new off-the-shelf option for such problems.
Though our biomechanical optimization involved a system identification problem, PSO may be equally applicable to problems involving forward dynamic, inverse dynamic, inverse static, or image matching analyses. Other global methods such as SA and GA have already been applied successfully to such problems [4] [5] 19] , and there is no reason to believe that PSO would not perform equally well. As with any global optimizer, PSO utilization would be limited by the computational cost of function evaluations given the large number required for a global search.
Our particle swarm implementation may also be applicable to some large-scale biomechanical optimization problems. Outside the biomechanics arena [28] [29] [42] [43] [44] [45] [46] [47] [48] [49] [50] [51] , PSO has been used to solve problems on the order of 120 design variables [49] [50] [51] . In the present study, our PSO algorithm was unsuccessful on the largest test problem, 3 H with n = 32 design variables. However, in a recent study, our PSO algorithm successfully solved the Griewank global test problem with 128 design variables using population sizes ranging from 16 to 128 [33] . When the Corana test problem ( 3 H ) was attempted with 128 DVs, the algorithm exhibited worse convergence. Since the Griewank problem possesses a bumpy but continuous search space and the Corana problem a highly discrete search space, our PSO algorithm may work best on global problems with a continuous search space. It is not known how our PSO algorithm would perform on biomechanical problems with several hundred DVs, such as the forward dynamic optimizations of jumping and walking performed with parallel SQP in [1] [2] [3] .
One advantage of global algorithms such as PSO, GA, and SA is that they often do not require significant algorithm parameter tuning to perform well on difficult problems. The GA used in [5] (which is not freely available) required no tuning to perform well on all of these particular analytical test problems. The SA algorithm in [5] required tuning of two parameters to improve algorithm robustness significantly on those problems. Our PSO algorithm (which is freely available with this article) required tuning of one parameter ( d w , which was increased from 1.0 to 1.5) to produce 100% success on the two problems where it had significant failures.
For the biomechanical test problem, our PSO algorithm required no tuning, and only the population size of our GA algorithm required tuning to improve convergence speed. Neither algorithm was sensitive to the two sources of noise present in the problem -noise added to the synthetic marker trajectories, and noise due to a somewhat loose convergence tolerance in the Levenberg-Marquardt sub-optimizations. Thus, for many global algorithm implementations, poor performance on a particular problem can be rectified by minor tuning of a small number of algorithm parameters.
In contrast, gradient-based algorithms such as SQP and BFGS can require a significant amount of tuning even to begin to approach global optimizer results on some problems. For the biomechanical test problem, our SQP and BFGS algorithms were highly tuned by scaling the design variables and determining the optimal FDSS for each design variable separately. For this particular problem, an off-the-shelf global algorithm such as PSO or GA is preferable due to the significant reduction in effort required to obtain repeatable and reliable solutions.
Another advantage of PSO and GA algorithms is the ease with which they can be parallelized [5, 33] and their resulting high parallel efficiency. For our PSO algorithm, Schutte et al. [33] recently reported near ideal parallel efficiency for up to 32 processors. Soest and Casius [5] reported near ideal parallel efficiency for their GA algorithm with up to 40 processors. Though SA has historically been considered more difficult to parallelize [52] , Higginson et al. [53] recently developed a new parallel SA implementation and demonstrated near ideal parallel efficiency for up to 32 processors. In contrast, Koh et al. [34] reported poor SQP parallel efficiency for up to 12 processors due to the sequential nature of the line search portion of the algorithm.
The caveat for these parallel efficiency results is that the time required per function evaluation was approximately constant and the computational nodes were homogeneous. As To put the results of our study into proper perspective, one must remember that optimization algorithm robustness can be influenced heavily by algorithm implementation details, and no single optimization algorithm will work for all problems. For two of the analytical test problems ( 2 H and 3 H with n = 4), other studies have reported PSO results using formulations that did not include dynamic inertia and velocity updating. Comparisons are difficult given differences in the maximum number of function evaluations and number of particles, but in general, algorithm modifications were (not surprisingly) found to influence algorithm convergence characteristics [54] [55] [56] . For our GA and SQP algorithms, results for the analytical test problems were very different from those obtained in [5] using different GA and SQP implementations. With seven mutation and four crossover operators, the GA algorithm used in [5] was obviously much more complex than the one used here. In contrast, both SQP algorithms were highly-developed commercial implementations. In contrast, poor performance by a gradient-based algorithm can be difficult to correct even with design variable scaling and careful tuning of the FDSS. These findings indicate that specific algorithm implementations, rather than general classes of algorithms, must be evaluated to reach any conclusions about algorithm robustness and performance on a particular problem.
Conclusion
In summary, the PSO algorithm with dynamic inertia and velocity updating provides another option for difficult biomechanical optimization problems with the added benefit of being scale independent. There are few algorithm-specific parameters to adjust, and standard recommended settings work well for most problems [60, 85] . The algorithm's main drawback is the high cost in terms of function evaluations because of slow convergence in the final stages of the optimization, a common trait among global search algorithms. In biomechanical optimization problems, noise, multiple local minima, and design variables of different scale can limit the reliability of gradient-based algorithms. The PSO algorithm presented here provides a simple-touse off-the-shelf alternative for consideration in such cases. The C source code for our PSO algorithm is freely available at www.mae.ufl.edu/~fregly/download/pso.zip.
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Figure Captions Fig. 4 for corresponding convergence histories. Table A1 : Fraction of successful SA, GA, SQP, and DS runs for the analytical test problems as reported previously by Soest and Casius [5] . The GA and SQP algorithm used in that study were different from the ones used in our study. Successful runs were identified by a final cost function value within 3 10 of the known optimum value. 
