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We propose a method to all-electrically control a domain-wall position in a ferromagnetic nanowire
with Dzyaloshinskii-Moriya interaction. The strength of this interaction can be controlled by an
external electric field, which in turn allows a fine tuning of the pinning potential of a spin-spiral
domain wall. It allows to create more mobile pinning sites and can also be advantageous for ultra-low
power electronics.
Within the last decade there has been enormous in-
terest in both experiments and theories of the magnetic
domain wall (DW) motion.1–28 Controlling DWs in a
nanowire has been one of the great challenges for suc-
cessful applications of spintronic memory, logic, and sen-
sor nanodevices.29–31 For the manipulation of magnetic
DWs spin currents and local Oersted fields have been
used.16 Meanwhile, there are certain limitations in ap-
plying these schemes: employing a spin polarized charge
current suffers from the Joule heating,32 whereas using
the Oersted field has difficulty in making scalable sys-
tems. Less dissipative and more scalable method of con-
trolling DWs would thus provide meaningful steps for the
further development in DW based devices such as race-
track memories.29
For such technologies based on manipulation of DWs,
controlling the position of a DW is an important task.25
Conventionally, mechanical notches have been used to
fix the DW position,33–36 which provide pinning poten-
tial for DWs by structural means. A potential drawback
of this approach is the lack of mobility of the pinning
site and difficulty in fabrication. Therefore, it is more
desirable to achieve the DW pinning where the position
can be easily adjusted along the nanowire, especially by
all-electric means.
In this Letter, we propose an approach to control the
pinning of a DW in a thin ferromagnetic nanowire by
an external electric field, see Fig. 1. We consider a
nanowire with an easy-axis anisotropy along the wire,
exchange interaction, and Dzyaloshinskii-Moriya inter-
action (DMI),37,38 where transverse DWs can be formed
when the anisotropy is sufficiently strong. Due to DMI,
the domain wall exhibits spin-spiral structure, whose
pitch is determined by the DMI strength. As an exter-
nal electric field is applied, the strength of DMI can be
modified, leading to the change in the pitch of the spiral
DW. Consequently, the total transverse magnetization of
the DW either increases or decreases, and the interaction
between the DW and the pinning ferromagnet (or mag-
netic field) is strengthen or weakened correspondingly,
Fig. 1. Hence, the pinning strength can be controlled
by electrically manipulating the strength of DMI. This
proposal provides the means to control DW positions all-
electrically, which may assist for more precise DW oper-
ation. Furthermore, the threshold current for driving a
DW can be reduced by this method, which could also be
beneficial for low-power spintronics applications.
FIG. 1. The setup for a ferromagnetic nanowire with a domain
wall (blue arrows in the center) in proximity to a strong single-
domain ferromagnet (red region) under electrostatic gating.
The DW profile has the spiral pitch Λ and DW width ∆. The
electrostatic gates provide an external electric field E. The
ferromagnet provides the pinning field hpin, which is repre-
sented by a large red arrow. The inset in the left top corner
shows the magnetization components Sx (blue), Sy (red), and
Sz (blue) vs. the coordinate (z) along the wire.
We consider a thin ferromagnetic nanowire and employ
an effective one-dimensional classical spin model with
isotropic exchange interaction, uniaxial anisotropy, and
DMI. The easy axis of the anisotropy is taken along the
wire (z-axis), and the DMI vectorD points in z-direction.
The Hamiltonian describing such a system is given by
H =
∫
dz
[
J
2
(∂zS)
2
+DS · (ez × ∂zS)−KS2z
]
=
∫
dz
{
J
2
[
(∂zθ)
2 + sin2 θ(∂zφ)
2
]
+(K −D∂zφ) sin2 θ
}
+ const , (1)
where S = M/M = (sin θ cosφ, sin θ sinφ, cos θ) is the
unit vector of the magnetization M, J is the exchange
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2constant, D is the intrinsic DMI constant, and K is the
anisotropy constant. The above material parameters are
appropriately rescaled from the original ones to describe
this effective one-dimensional model.39 The effect of the
transverse anisotropy is neglected for static pinning in
this paper. The B20 structure of ferromagnets, such as
MnSi, which lacks inversion symmetry, can be a good
candidate to model the ferromagnet with DMI.
This model supports two distinct types of solutions de-
pending on the relative strength of J , D, and K. The
static solution for the magnetic texture S(z) can be found
by employing a variational method, i.e. seeking for the
energy minimum. By varying θ and φ, we find the fol-
lowing equations:
J∂2zθ −
[
J
2
(∂zφ)
2 +K −D∂zφ
]
sin 2θ = 0 , (2)
∂z
[
(J∂zφ−D) sin2 θ
]
= 0 . (3)
In the regime of sufficiently strong DMI relative to both
J and K (more precisely 2JK < D2), the energy is low-
ered by making a spiral texture due to DMI, which can
overcome the energy increase from varying texture and
deviation from Sz = 1. The solution in this regime is
S = (cos(z/Λ + φ0), sin(z/Λ + φ0), 0), which is a spiral
structure rotating around z axis, with Λ = J/D being
the pitch of the spiral, and φ0 being an arbitrary phase.
In the other regime 2JK > D2, where the anisotropy
and exchange interaction are sufficiently strong, the en-
tire texture favors to align along z axis. This config-
uration has the lowest energy because it reduces both
the anisotropy and exchange interaction. Since Eqs. (2)
and (3) allow us to determine not only the global min-
imum of the energy landscape but also the local min-
ima, DW solutions can be found by appropriately set-
ting the boundary conditions. Solving Eqs. (2) and (3)
with the boundary conditions for a tail-to-tail DW, i.e.
Sz(±∞) = ±1, we find θ(z) = cos−1 tanh((z − z0)/∆)
and φ = (z − z0)/Λ + φ0, where z0 is the location
of the DW center and φ0 is an arbitrary phase. Here
∆ is the width of the DW, which is given by ∆−2 =
∆−20 − Λ−2, where ∆0 =
√
J/2K corresponds to the
DW width without DMI. The coordinate dependence of
a spin texture is obtained by plugging θ(z) and φ(z) into
S(z) = (Sx, Sy, Sz) = (sin θ cosφ, sin θ sinφ, cos θ). Note
that the DW width ∆ = J/
√
2JK −D2 depends on the
strength of DMI. Within the DW width, the texture de-
viates significantly from Sz = ±1, and the energy can
be lowered by making a spin-spiral structure on top of
the DW structure when DMI is present. Considering the
interplay of the DMI, exchange, and anisotropy, as DMI
becomes stronger, wider DMs are energetically favored.
In the present analysis, we are interested in manipulat-
ing DWs by an electric field, thus hereafter we consider
the regime where DWs can be formed, i.e. 2JK > D2 (or
Λ > ∆0). Because the DW width depends on the DMI
strength, in the following we present a way to control the
DMI strength by an external electric field, and thus in
turn the DW width.
In a lattice model, the DMI between two spin sites i
and j is given by Dij · (Si × Sj), where Dij is the DMI
vector, and Si(j) is the spin at the site i(j).
37,38 The
direction of the DMI vector is governed by the crystalline
symmetry. The DMI in the Hamiltonian of Eq. (1) is
obtained as the continuous limit of the above discrete
form of the DMI. As an example of such a nanowire, we
suppose that a series of layers are stacked to constitute
the nanowire.
In the present model, the crystalline symmetry of the
wire has been appropriately chosen so that the DMI vec-
tor points in z-direction, namely the DMI vector associ-
ated with each layer in the nanowire points in z-direction.
Each of these layers has a number of spins and associated
DMI vectors, and the DMI strength parameter D appear-
ing in Eq. (1) is the total value of the DMI vectors of a
layer with infinitesimal thickness dz. Crystal symmetry
can be manipulated by applying an external electric field
E, and as a result the DMI also changes. For now, let
us consider one of the layers constituting the nanowire.
The magnetoelectric response of DMI has been studied
in the case of two-dimensional system.40 When an ex-
ternal electric field is applied in the plane of this layer
(xy-plane), the DMI vector Dij is modified by
δDij ∝ eˆij ×E , (4)
where δDij is the change of the DMI vector, E is the elec-
tric field applied in xy-plane, and eij is the unit vector
connecting the sites i and j in the layer, which also lies
in xy-plane. As a consequence, the change of the DMI
vector points in z-direction, i.e. δD = δDez where δD
can be regarded as the total change of the DMI vector
in the layer. Since the original DMI vector points in z-
direction, we conclude that the DMI strength under the
electric field is given by D˜ = D + δD. Thus, we find
that the strength of DMI can be modified by a trans-
verse electric field, and as a consequence, the pitch of the
spiral and the DW width are modified as Λ˜ = J/D˜ and
∆˜−2 = ∆−20 − Λ˜−2, respectively. In order to implement
this effect, we propose a setup shown in Fig. 1, where the
nanowire is placed between the planar gates to apply an
external electric field transverse to the wire. This setting
allows us to control the DW width and spiral pitch by
gating.41
Our analysis takes a single-domain nanowire as a start-
ing point, so the thickness and width of the wire are
limited by the single-domain condition. We estimate
the thickness and width of such nanowire to be roughly
∼10 nm and ∼200 nm, respectively, for materials such
as Py.29 DW width in such a nanowire is of the order
of the wire’s width. As for the gate, the lateral dimen-
sions of the plates are expected to be larger than the DW
width (∼500 nm), and the distance between the plates is
of the same order as the wire thickness (∼10 nm). Fur-
thermore, the strength of the electric field provided for
gating should be around 10-100kV/cm to observe changes
in DMI.42–44 Assuming the plates separation is ∼10 nm,
∼0.1 V can provide ∼100 kV/cm.
3In general, the pinning field can be created by either
structural feature of the wire such as a notch or an exter-
nal magnetic field. Below we explain how the changes in
the DMI vector and DW width can be utilized to control
the pinning of DWs, which is distinct from the afore-
mentioned methods. We describe the pinning of a DW
by the interaction between the average magnetization of
the DW and an effective pinning field.
In the current proposal, we consider a system of a
nanowire supporting a DW in proximity to a single do-
main ferromagnet, whose stray field serves as the effec-
tive pinning field for the DW, see Fig. 1. We consider
the pinning field pointing in the transverse direction with
respect to the wire axis. Such pinning by stray magneto-
static fields of a magnet has been recently experimentally
studied,45 and furthermore this experiment shows that
the structure of the DW is relatively unperturbed.
The strength of the DW pinning depends on the inter-
action between this pinning field and the average mag-
netization of the DW, thus the larger the average value
of the DW magnetization in the transverse direction is,
the stronger the pinning is. We model the pinning of
the DW by Zeeman type of interaction between the av-
erage transverse component of the DW magnetization
Save = (Savex , S
ave
y , 0) and the pinning field hpin from the
proximity ferromagnet. The energy associated with the
pinning is Hpin ∝ −Save · hpin. As we show below, Save
depends on the pitch of the spiral Λ˜. Since the strength
of the pinning is directly proportional to Save, and it can
be controlled by changing Λ˜ via electrostatic means.
Suppose the length of the proximity ferromagnet and
gated region is L (extending in −L/2 ≤ z ≤ L/2), which
is much larger than the DW width (L  ∆˜), so that
the entire nanowire system can be treated with the mod-
ified DMI constant D˜. Note that the transverse com-
ponents of the magnetization are given by (Sx, Sy, 0) =
sin θ(cosφ, sinφ, 0), where sin θ(z) = 1/ cosh(z/∆˜) and
φ(z) = z/Λ˜ + φ0, i.e. the DW is centered at z = 0. Un-
der this condition, their average values can be estimated
as
Save =
∫ L/2
−L/2
dz
L
1
cosh
(
z/∆˜
) (cosφ(z), sinφ(z), 0)
= Save(cosφ0, sinφ0, 0) , (5)
where the magnitude of Save is
Save ≈ pi∆˜
L cosh
(
pi∆˜/2Λ˜
) , (6)
which is exact for L → ∞. As the effect of Hpin is con-
sidered, the arbitrary angle φ0 in Eq. (5) is determined
in such a way that Save points in the direction of Hpin.
Since ∆˜ and Λ˜ depend on δD, we can plot
Save/(pi∆0/L) as a function of δD/D, as shown in Fig. 2
for various values of the ratio between the DW width and
the spiral pitch, ∆0/Λ. Note that the regime where a DW
can be formed is Λ > ∆0, thus the ratio is ∆0/Λ < 1.
For all values of ∆0/Λ, S
ave is a monotonically decreas-
ing function as δD is increased. The length of the spiral
pitch is decreased by increasing δD, which means the spi-
ral tends to rotate more within a given DW width. Since
the transverse components of the magnetization spiral
more, the average values of the transverse components
within the DW are reduced.
Furthermore, we can observe the tendency that the
smaller the ratio ∆0/Λ is, the less it is affected by the
change of the DMI, see the red curve in Fig. 2. When
∆0/Λ is small, the texture hardly spirals over the DW
region since the spiral pitch is much longer than the
DW width. Since the transverse magnetization does not
change much over the DW, Save becomes large. In this
regime, a small change of the spiral pitch does not af-
fect the situation where the texture hardly spiral over
the DW, hence Save cannot change substantially. On
the other hand, when ∆0/Λ is near 1, the spiral pitch
is about the same as (but a little longer than) the DW
width. As the spiral pitch shortens to approach the DW
width, Save quickly approaches zero. From Eq. (6), we
can see the transition between these two extreme situa-
tions (∆0/Λ→ 0 and 1). In fact, when ∆0/Λ approaches
1, the average magnetization Save becomes exponentially
sensitive to the change in the DMI strength, which may
be an interesting regime for application purposes.
FIG. 2. The magnitude of the average magnetization of the
domain wall, Save, as a function of the change in the DMI
constant δD due to the external electric field. The maxi-
mum value of the average field depends on the ratio of the
DW width without the DMI, ∆0, and the pitch of the spiral
structure, Λ. The figure shows the average magnetization for
various values of ∆0/Λ. The inset depicts the critical current
jc vs. δD. The color of the dotted lines for jc plot corresponds
to the same color for Save plot with corresponding values of
∆0/Λ.
Although we have so far focused only on the static pin-
ning effect, the dynamics of the magnetic texture can also
play an important role in controlling the DW pinning.
As a spin-polarized current runs through the nanowire, a
spin transfer torque is applied to the magnetization tex-
ture. The dynamics of the magnetic texture under these
4circumstances is described by Landau-Lifshitz-Gilbert
equation with the spin transfer torque.3,4,46 Employing
this equation for a DW in a nanowire with a small trans-
verse anisotropy, one can find the critical current jc,
39
jc =
piαK⊥
|α− β|
∆2/Λ
sinh(pi∆/Λ)
, (7)
above which the magnetization in the DW starts to
freely rotate around the axis of the nanowire, leading
to the dynamic depinning of the DW. Here K⊥ is the
transverse anisotropy constant, α is the Gilbert damp-
ing constant,47 and β is the nonadiabatic spin transfer
torque constant.3,46 When j > jc, the DW texture ro-
tates as it propagates. On the other hand, when j < jc
the DW propagates without rotating. It is thus easier to
depin a DW in the regime j > jc, since the texture ro-
tates around to mask the effect of the pinning potential.
Therefore, as far as depinning is concerned, it is preferred
to operate with lower jc, so that a small amount of cur-
rent j can depin the DW. Remarkably, the current needed
for the domain-wall depining in the proposed scheme can
be much smaller than one used in conventional methods
with notches because of the exponential factor in Eq. (7),
therefore it is advantageous for ultralow-power electron-
ics.
In order to incorporate the effect of the electric gating,
we replace Λ→ Λ˜ and ∆→ ∆˜. The critical current jc is
also a monotonically decreasing function with respect to
δD as seen in the inset of Fig. 2. The inset shows jc/j0 in
terms of δD/D, where j0 = piK⊥α∆0/|α−β|. Therefore,
we can reduce the critical current by increasing δD, which
can also assist the process of the DW depinning.
To summarize, we have proposed a setup to pin and
depin spiral domain walls by all-electric means though
the DMI control via external electric fields. This method
allows to control the DW pinning indirectly, without
electrically affecting the magnetization.48 It may sim-
plify race-track nanowire fabrication and give flexibility
in moving around the pinning sites.
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