Abstract. -The nonresonant interaction of nonlinear waves in one-dimensional photonic band gap materials is investigated analytically and numerically. We derive highly accurate analytical formulae that determine the phase shift experienced by nonlinear waves during nonresonant interaction. The case of nonresonant interaction of Bragg and gap solitons is considered in detail. We show that the phase shift of the interacting solitons should be experimentally observable, and can be used as a probe to determine the existence and the parameters of a gap soliton.
Periodic dielectric structures provide a unique opportunity for controlling and manipulating the flow of light [1] . Such systems exhibit multibranch dispersion relations that, due to Bragg reflection and Mie resonances, may be separated by so-called band gaps, and are hence often termed Photonic Band Gap (PBG) materials [2] . In the linear regime, waves with frequencies within these gaps decay exponentially with distance; waves with frequencies near, but not within, the gaps experience a group velocity dispersion that is much larger than the dispersion of the constituent materials of the structure. A variety of new physical phenomena associated with the existence of PBGs and the rich dispersive behaviour near photonic band edges, such as inhibited spontaneous emission of atoms [3] , strong localization of light [4] , photon-atom bound states [5] and superrefractive effects [6] , respectively, have been theoretically predicted to occur in PBG materials.
The situation is dramatically different in the case of nonlinear periodic structures. In the presence of a Kerr nonlinearity, the local intensity of the electromagnetic field modifies the effective refractive index experienced by light. If the intensity of the field is sufficiently high, it can locally tune the stop band. As a consequence, nonlinear periodic structures can be transparent to electromagnetic radiation with frequencies in the (linear) band gaps [7] . Nonlinear periodic structures were first suggested by Winful et al. [8] . Later it was proposed to use them for optical pulse compression and the propagation of so-called Bragg solitons [9, 10] . Bragg solitons are robust optical nonlinear pulses with a carrier frequency near, but outside, the band gap, and with propagation velocity much less than the speed of light. Bragg solitons have been observed in optical fiber Bragg gratings [11] . Other predicted nonlinear phenomena, including optical switching [12] and bistability [13] , have also been experimentally observed.
Perhaps the most intriguing kind of localized nonlinear excitations in PBG materials are gap solitons. These gap solitons, initially discovered by Chen and Mills [14] , have frequency content within a photonic band gap, and can possess a vanishing propagation velocity. The work of Chen and Mills initiated much theoretical and experimental investigation for both one-and higher-dimensional nonlinear PBG materials (see, for instance, refs. [15] [16] [17] [18] [19] [20] ). To explain the existence of gap solitons, an analytical description of nonlinear wave dynamics in PBG materials was carried out by de Sterke and Sipe [21] [22] [23] [24] . Using Bloch functions as the carrier waves for nonlinear periodic structures, they showed that the slowly varying envelope of an optical pulse is governed by the Nonlinear Schrödinger Equation (NLSE) [25] . The gap solitons found by Chen and Mills [14] can be fully described by stationary solutions of the NLSE obtained in [21] . To date, gap solitons have not been observed experimentally. However, it was recently suggested [26] that they could be excited using the Raman effect; and, once observed, gap solitons show great promise for applications such as optical buffers and delay lines [26] .
In the present letter we study theoretically the nonresonant interaction of nonlinear waves in one-dimensional PBG materials. Using a multi-scale analysis [27, 28] , we derive an analytical expression for the phase shift of a nonlinear optical pulse that occurs after a collision with another pulse. Our results show that Bragg solitons can be used to control the position of stationary gap solitons; or, alternatively, Bragg solitons can be used as a probe to confirm the existence of a stationary gap soliton. For material parameters that are consistent with those used in typical Bragg soliton experiments, we find that the shift in position of the Bragg and gap solitons is of the order of millimeters. Such a spatial shift translates into a shift in time of tens of picoseconds, which is easily obervable in the laboratory.
The starting point of our analysis is the wave equation for the electric field E(x, t) in a one-dimensional PBG system,
where
represents the isotropic Kerr nonlinearity of the constituent materials. Both p (x) and χ (3) (x) are assumed to be periodic functions with the same period. We consider the wave equation (1) in the weakly nonlinear limit, i.e. when the right-hand side of eq. (1) is small compared to the largest linear terms on the left-hand side. In this case, one can apply perturbation theory to solve eq. (1). In particular, we assume that
where µ is a formal parameter defining the smallness of the electric field. Since the nonlinearity is weak, it affects the electromagnetic field, E(x, t), on space-and time-scales that are much larger than the wavelength and the time period of the carrier wave. Formally, this can be described using a multi-scale analysis [25] . Following this approach, we replace x and t with the sets of independent spatial and time variables {x n ≡ µ n x} and {t n ≡ µ n t} (n = 0, 1, 2, · · · ) [21] . For our problem, the only relevant variables are the fast scales, x 0 and t 0 , the first-order slow variables, µx and µt, and the 2nd-order slow variable in time, τ = µ 2 t. However, to simplify the presentation, we introduce the first-order slow variable
, which shifts us into a Galilean frame of reference travelling at v g , the group velocity of the pulse. To express our results in terms of the original physical variables, at the end of the calculations one has to set µ = 1 [21, 25] . We first consider the situation where only one pulse is propagating in the medium. We start with the ansatz
where φ i (x 0 ) is the Bloch function associated with the frequency ω mk and the wave number k for the band m, and obeys the linear wave equation
Using eq. (3), we arrive at the NLSE for the slowly varying envelope function, A(η, τ ) [21] ,
Here, ω m is the group velocity dispersion, which can be calculated using k · p perturbation theory [21] . The coefficient χ
eff represents the effective nonlinearity of the PBG material and is given by
The NLSE is completely integrable by means of the inverse scattering method [29] . When the frequency ω mk is at the band edge, and the Lighthill condition [30] , χ
eff ω m > 0, holds, the stationary solutions of (5) are the gap solitons found numerically by Chen and Mills [14] .
We now consider the nonresonant interaction of nonlinear waves. To do this, we generalize the ansatz (3) for the electric field to read [27, 28] 
where A i (η 1 , η 2 , τ) is the slowly varying envelope of the i-th wave, and Ω i (η 1 , η 2 , τ) is the phase shift experienced by the i-th nonlinear wave due to a nonresonant interaction process with the other wave. We assume that Ω i (η 1 , η 2 , τ) and A i (η 1 , η 2 , τ) depend on the slow spatial variables η 1 and η 2 of the interacting waves, where
The quantities v g1 and v g2 are the group velocities of the interacting waves; the quantities η 1 and η 2 can still be interpreted as Galilean transform variables related to v g1 and v g2 , respectively. However, when the pulses are interacting we expect their local group velocities to change, and hence the appropriate Galilean transform for the pulses will change. Consequently, in eqs. (8) and (9) we have added the quantities µψ 1 (η 1 , η 2 , τ) and µψ 2 (η 1 , η 2 , τ) in our definition of η 1 and η 2 , respectively, to account for the local changes in the group velocity. The values of ψ 1 and ψ 2 will be determined by our multiple-scale analysis.
The condition for the nonresonant interaction is
When the group velocity of one of the interacting waves, say the first wave, is zero, v g1 = 0, eq. (10) has to be replaced by n v g2 /c µ, where n is the average background index. This requirement and/or eq. (10) guarantees that the group velocities of the interacting waves are sufficiently different to cancel out any resonances during the nonlinear interaction [27, 28] .
In the first order of the multi-scale analysis we find that the functions φ i (x 0 ) (i = {1, 2}) are solutions of the linear wave equation (4) and hence, as expected, are the Bloch functions. In the second order we find that ∂A 1 (η 1 , η 2 , τ)/∂η 2 = ∂A 2 (η 1 , η 2 , τ)/∂η 1 = 0, which means that the nonlinear waves are not coupled. Finally, in the third order of the analysis we find that A 1 (η 1 , τ) and A 2 (η 2 , τ) are solutions of eq. (5), with corresponding coefficients and slow spatial variable; and we determine expressions for Ω i (η 1 , η 2 , τ) and ψ i (η 1 , η 2 , τ) . The phase shift of the first wave, Ω 1 , obeys
Then, using eqs. (11) and (12), we find [27, 28] 
The expressions obtained above give a full description of the nonresonant interaction of nonlinear waves in PBG materials. For instance, from eq. (13) we can calculate the wavefront shift, δl 1 , of the wave with envelope A 1 caused by the nonresonant interaction with the wave with envelope A 2 ,
which shows that one can control the position of one nonlinear pulse (pulse one) by controlling the duration and intensity of the colliding nonlinear wave (pulse two). Equation (14) is valid for all pulses that are well described by the NLSE, but in the remainder of this letter we confine our analysis to gap and Bragg solitons, because they present the most interesting nonlinear excitations.
To verify the validity of (14), we numerically simulate the nonlinear coupled-mode equations (CME), which are known [31, 32] to give a more general description of pulse propagation in one-dimensional grating systems than the NLSE. The key parameters in the CME are κ, the grating strength, and v cme , the group velocity for frequencies well away from a photonic band gap of the grating. For a weak grating κ = (δn/n)k 0 and v cme = c/n, where δn is the index contrast of the grating, n is the average background index, and k 0 is the Bragg wave number of the system. It has been shown [33] that the CME are valid for a grating with a very large index contrast, but then κ and v cme must be determined from the Bloch functions of the system [31, 33] . It has also been shown [32] that the linear portion of the CME gives an excellent approximation to the Bloch functions of the system in the vicinity of a Bragg gap. Using these approximate Bloch functions in the overlap integrals (6) and (12), and assuming that the material nonlinear coefficient is constant,
0 , we find simple expressions for the wavefront shifts, δl 1 and δl 2 , of the colliding solitons,
In deriving formula (15), we have assumed that pulse one is a stationary gap soliton (v g1 = 0), and pulse two is a moving soliton with pulse profiles proportional to sech(x/L 1 ) and sech(x/L 2 ), respectively, so that L 1 and L 2 correspond to the widths of the solitons. The quantity ρ 2 = v g2 /v cme is the speed of the moving Bragg soliton, scaled to the speed of a pulse with frequency content well away from the photonic band gap. From (15) it is clear that to get a large shift, the values of L 2 and ρ 2 should be as small as possible. This is understandable, because the smaller the value of L 2 , the larger the intensity of the moving soliton; and the smaller the value of ρ 2 , the more time the two solitons have to interact. The shift is inversely proportional to the grating strength, κ, because for a smaller value of κ, the group velocity dispersion at the band edge is larger, and, consequently, the stationary gap soliton has more energy.
In our numerical simulations we use material parameters n = 1. . All of these parameters are consistent with those used in Bragg grating soliton experiments [11, 34] . In all cases we set the length of the stationary gap soliton to 2 cm (full width at half-maximum intensity). However, we choose three different lengths for the moving soliton: L lo fwhm = 2 cm, L mid fwhm = 1.5 cm and L hi fwhm = 1 cm, where the full width at half-maximum intensity is related to the characteristic soliton width via L 2 ∼ = L fwhm /1.76. These lengths are chosen because for the NLSE to effectively describe pulse propagation, the pulses involved must be sufficiently broad that higher-order dispersion and nonlinearity do not come into play. The weaker grating has a higher band curvature, and hence a broader pulse is required for the NLSE to be accurate.
In the left panel of fig. 1 we plot the shift of the stationary gap soliton, δl 1 , vs. ρ 2 , the scaled group velocity of the moving soliton, for κ lo (solid line, circles), κ mid (dotted line, squares) and κ hi (dashed line, triangles). In all three cases the lines represent the predictions of formula (15) , while the symbols represent the results of the numerical simulation of the nonlinear CME. It is evident that (15) gives an excellent approximation to the expected shift of the stationary gap soliton; furthermore, the shift is on the order of a few millimetres, which is certainly large enough to be observable. As expected, the grating with κ lo produces the largest shift, but it also gives the worst agreement with the analytical theory, because the choice of L lo fhwm = 2 cm is too narrow for the NLSE to provide a completely accurate picture of pulse dynamics. The grating with κ hi gives the best agreement with theory, but also the smallest soliton shift. However, for the strong grating the NLSE is accurate for even shorter pulses than L hi fwhm = 1 cm, and such shorter pulses would produce a larger soliton shift. To fully understand the trade-off between stronger gratings and smaller soliton shifts, a more thorough analysis of the system must be performed. The corresponding shift experienced by the Bragg soliton, δl 2 , is displayed in the right panel of fig. 1 . This shift is of similar magnitude as the stationary soliton. In practice, the shift of the moving soliton would be easier to observe, and would provide a probe that would determine the parameters such as the width L 1 of the stationary gap soliton (see eq. (15)). In this letter we have concentrated on the interaction process of a Bragg soliton with a stationary gap soliton. We note, however, that eq. (14) is just as effective at describing the shift that occurs when two moving solitons collide. The collision of moving solitons would be easier to experimentally observe, since it is well understood how to launch Bragg solitons, but very little is known regarding the launching of gap solitons. We also note that the cross-phase modulation that leads to the soliton shift also plays a role in experiments and engineering applications in ordinary fibers (without gratings). However, in such systems the energy required to form a soliton is considerably lower, because the group velocity dispersion of a bare fiber is orders of magnitude lower than in a fiber grating. Consequently, the size of the soliton shift in ordinary fibers will be several orders of magnitude lower than in fiber Bragg gratings. Finally, we note that during the nonresonant interaction process the immobile (v g1 = 0) gap soliton acquires a nonzero propagation velocity shift δv g1 = −v g2 (∂ψ 1 /∂η 2 ). Thus, against the interacting wave the gap soliton becomes mobile. This observation might be useful for experimentally launching gap solitons, by using Bragg solitons to pull them into the grating.
Furthermore, since the NLSE governs the nonlinear dynamics in a large diversity of physical systems including nonlinear optics, magnetic systems, Bose-Einstein condensates etc., our results are directly applicable to other periodic structures of current interest. In particular, we would like to stress that Bragg and gap solitons have been discussed [35, 36] and very recently observed [37] in Bose-Einstein condensates in optical lattices.
To conclude, we have developed highly accurate analytical formulae that determine the phase shift experienced by nonlinear pulses during non-resonant interaction. We have demonstrated that for reasonable physical parameters, this shift is distinctly experimentally observable. The work in this paper can be used to help control the position of a stationary gap soliton, or to probe for the existence of a stationary gap soliton. Furthermore, the direction of this research suggests that nonresonant interaction might be useful for the launching of stationary gap solitons. The results presented here apply to other periodic structures, such as Bose-Einstein condensates in optical lattices. * * * We acknowledge the support by the Center for Functional Nanostructures (CFN) of the Deutsche Forschungsgemeinschaft (DFG) within project A.1.3. The research of LT and KB is further supported by DFG-project Bu 1107/2-2 and Bu 1107/2-3 (Emmy-Noether program). SP acknowledges financial support from the Natural Sciences and Engineering Research Council of Canada (NSERC).
