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Abstract
In this paper, a nonstandard construction of generalized white noise is established. This provides a
(hyperfinite) flat integral representation of probability measures for generalized random fields derived as
image probability measures of generalized white noise under certain measurable transformations, including
Euclidean random fields obtained as convolution from generalized white noise with Euclidean kernels.
© 2006 Elsevier Inc. All rights reserved.
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1. Introduction
Probability measures for generalized random fields derived as image measures of general-
ized white noise under certain measurable transformation are introduced in [2]. This paper is
intend to establish a functional integral formula for such probability measures. The special case
of Gaussian Euclidean random fields was considered in [3], where a flat integral formula for Nel-
son’s free field has been derived. The study of such a nonstandard representation can be traced
back to the seminal paper [5] where Cutland derived a nonstandard flat integral representation of
Wiener measure on the classical Wiener space C0[0,1], which gives a nonstandard justification
of Donsker’s (heuristic) “flat integral.”
In this paper, we take for granted the familiarity with the preliminaries on nonstandard analysis
and the Loeb measure construction presented e.g. in [1] or [4].
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For readers convenience, let us start with a brief introduction of generalized random fields
considered in this paper (for the more detailed account, the reader is referred to [2]).
Let d ∈ N be arbitrarily fixed. Let A be an open, nonempty set in Rd and letD(A) be the vector
space of all real-valued, C∞-smooth functions on Rd with compact support in A (endowed with
Schwartz topology) and letD′(A) denote its (topological) dual space. In particular when A = Rd ,
we simply denote D := D(Rd) and D′ := D′(Rd). Recall that D is the inductive limit of the
D(K) where K runs over some sequence of compact sets exhausting Rd , and D′ contains all
linear functionals onD which are, when restricted toD(K) for compact K ⊂ Rd , are continuous.
Moreover, let B denote the Kolmogorov σ -algebra on D′ generated by cylindrical sets of D′
(which coincides with the topological σ -algebras generated by the strong or weak topologies
of D′, cf. e.g. [3]).
Let (Ω,F ,P ) be a probability space. By a generalized random field X on (Ω,F ,P ) with
parameter space D, we mean a family {X(f,ω),ω ∈ Ω}f∈D of random variables on (Ω,F ,P )
having the following properties:
(1) for c1, c2 ∈ R, f1, f2 ∈D
P
{
ω ∈ Ω: X(c1f1 + c2f2,ω) = c1X(f1,ω) + c2X(f2,ω)
}= 1;
(2) if limn→∞ fn = f in D, then limn→∞ X(fn, ·) = X(f, ·) in law.
Let ψ :R → C be a given Lévy–Khintchine function, i.e., a continuous function having the
following representation
ψ(t) := iat − σ
2t2
2
+
∫
R\{0}
(
eist − 1 − ist
1 + s2
)
dν(s), t ∈ R,
where a ∈ R, σ  0 are constants and ν is a σ -finite Borel measure on R \ {0} (the so-called
Lévy measure) satisfying∫
R\{0}
min
(
1, s2
)
dν(s) < ∞.
Before proceed further, let us point out some special cases of ψ :
(1) (Gaussian case) If a = 0 and ν = 0, then
ψ(t) = −σ
2t2
2
, t ∈ R;
(2) (Stable case) If a = σ = 0 and dν(s) = ds|s|1+p for p ∈ (0,2), then ψ has the form
ψ(t) = cp|t |p, t ∈ R,
with constant
cp := 2
∞∫
0
cos θ − 1
|θ |1+p dθ < 0.
In particular, if p = 1, the stable case corresponds exactly to a Cauchy distribution.
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f ∈D → e
∫
Rd
ψ(f (x)) dx ∈ C
then defines a characteristic functional on the nuclear space D. Hence, by Bochner–Minlos’
theorem, there exists a unique probability measure μ on (D′,B) such that its Fourier transform
is given by
C(f ) :=
∫
D′
ei〈f,ω〉 dμ(ω) = e
∫
Rd
ψ(f (x)) dx, f ∈D. (1)
Moreover, there is a generalized random field F :D× (D′,B,μ) → R determined by
F(f,ω) = 〈f,ω〉, f ∈D, ω ∈D′.
We call F a generalized white noise. On the other hand, F introduced here is an interesting spe-
cial case of “generalized random fields with independent value at every point” in the terminology
of [6].
Let G :D→ D be a linear, invertible and continuous operator. By Schwartz kernel theorem,
there exists a function K ∈D(R2d) such that
(Gf )(x) =
∫
Rd
K(x, y)f (y) dy, f ∈D. (2)
It is clear that the conjugate operator G˜ :D′ →D′ is a measurable transformation from the mea-
surable space (D,B) into itself. Let μG denote the image measure of μ under G˜:
μG(A) := μ
(G˜−1A), A ∈ B. (3)
Then the Fourier transform of μG is given by
CG(f ) :=
∫
D′
ei〈f,ω〉 dμG(ω) = e
∫
Rd
ψ(
∫
Rd
K(x,y)f (y) dy)dx, f ∈D. (4)
Conversely, given any linear, invertible and continuous operator G :D → D and any Lévy–
Khintchine function ψ :R → C, by Bochner–Minlos’ theorem, there exists a unique probability
measure, denoted by μG , such that equality (4) holds. Furthermore, there is a generalized random
field XG :D× (D′,B,μG) → R determined by
XG(f,ω) = F(Gf,ω) = (G˜F)(f,ω), f ∈D, ω ∈D′.
Recall that the (proper) Euclidean group E over Rd is generated by
(1) all translations Ta :x ∈ Rd → Tax := x + a ∈ Rd , a ∈ Rd ;
(2) all rotations R :x ∈ Rd → Rx :∈ Rd .
Namely, E is a group consisting of all nonsingular, inhomogeneous, orthogonal affine transforms
which preserve the Euclidean inner product of Rd .
Moreover, for any T ∈ E, the corresponding transformations on a test function f ∈D and on
a distribution ω ∈D′ are defined respectively by
(Tf )(x) := f (T −1x), x ∈ Rd, and 〈f,T ω〉 := 〈T −1f,ω〉.
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(T X)(f,ω) := X(T −1f,ω).
It follows then that
(T X)(Tf,ω) = X(f,ω).
By Euclidean invariance of X, we mean that the probability laws of X and TX are the same
for any T ∈ E, i.e., the probability distributions of {X(f, ·): f ∈ D} and {(T X)(f, ·): f ∈ D}
coincide for every T ∈ E. We call such random fields Euclidean random fields. On the other
hand, by Bochner–Minlos’ theorem, the property of Euclidean invariance can be verified by
means of Fourier transform of generalized random fields. From this point, one can see that the
generalized white noise F is a Euclidean random field, due to the fact that C(f ) defined in (1) is
Euclidean invariant, i.e., one can verify directly that ∀T ∈ E,
C(Tf ) = e
∫
Rd
ψ(f (T −1x)) dx = e
∫
Rd
ψ(f (x)) dx = C(f )
since any T ∈ E leaves dx invariant over Rd . Furthermore, in the same manner, one can verify
that XG is a Euclidean random field if G :D → D is Euclidean invariant. In case G :D → D is
Euclidean invariant (in particular, translation invariant), the kernel K(x,y) has the form K(x−y)
so that
(Gf )(x) =
∫
Rd
K(x − y)f (y) dy = K ∗ f (x).
That is, G :D→D is determined by a convolution and the obtained Euclidean random field XG
is just the convoluted generalized white noise XG = K ∗ F .
Finally in the section, let us present an important example of G :D → D from constructive
quantum field theory (cf. [2] and references therein).
Example 2.1. Let m > 0 if d = 1,2 and m  0 if d  3 and let α ∈ (0,1). Let 	 denote the
Laplace operator on Rd and let Kα be the Green’s function of the pseudo-differential operator
(−	 + m2)α , which has the following representation
Kα(x) = (2π)−2d
∫
Rd
cos(kx)
(|k|2 + m2)α dk, x ∈ R
d .
Then Gα := (−	 + m2)−α :D→D is a linear, invertible and continuous operator with
(Gαf )(x) =
∫
Rd
Kα(x − y)f (y) dy = Kα ∗ f (x), x ∈ Rd .
Clearly, Kα is Euclidean invariant as the (proper) Euclidean transforms leave |k| and dk invariant.
The obtained generalized random field Xα := Kα ∗ F satisfies the following stochastic pseudo-
differential equation(−	 + m2)αX = F.
Thus, such a Euclidean invariant operator Gα induces a Euclidean random field Xα :D ×
(D′,B,μGα ) → R via
Xα(f,ω) = F(Gαf,ω), f ∈D, ω ∈D′,
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given by
Cα(f ) :=
∫
D′
ei〈f,ω〉 dμGα (ω) = e
∫
Rd
ψ((	+m2)−αf (x)) dx, f ∈D.
3. Nonstandard construction of μ and μG
Our aim here is to derive integral representation formulae for the probability measures μ and
μG determined by their Fourier transforms given in (1) and (4), respectively. Since there is no
inverse Fourier transform for probability measures on ∞-dimensional spaces, we will realize our
aim by using nonstandard analysis.
Let us first give a hyperfinite representation of D′ by following [7,8]. Fix a polysaturated
nonstandard model. We make the notational convention that to each standard object S, we denote
by ∗S its nonstandard extension. Let N ∈ ∗N\N be arbitrarily fixed and δ := 1
N
, an infinitesimal.
We set a hyperfinite line
T := {−N,−N + δ, . . . ,−δ,0, δ, . . . ,N − δ,N} ⊂ ∗R
and a hyperfinite lattice
L := T d ≡ T × · · · × T︸ ︷︷ ︸
d times
⊂ ∗Rd, d ∈ N.
Let ∗RL stand for the internal space of all internal functions from L into ∗R. We set
〈f,g〉 :=
∑
t∈L
δdf (t)g(t), f, g ∈ ∗RL.
Definition 3.1. (Kessler [7,8])
(1) An internal function g ∈ ∗RL is said to be an infinitesimal in ∗D (:= ∗(D(Rd))), denoted
by g  0, if for all standard sequences {ak}k∈N and {bk}k∈N, the following holds: For any hy-
perfinite (initial) segments {an}nN and {bn}nN of {ak}k∈N and {bk}k∈N respectively (where
N := 1
δ
),
bn sup
{∣∣	αg(t)∣∣: |t | n, |α| an} 0, ∀nN, (5)
where the supremum is understood as the internal supremum,
	αg(t) := 1
δ|α|
∑
βα
(−1)|α|−|β|
d∏
j=1
C
αj
βj
g
(
t +
d∑
j=1
βj δej
)
with α = (α1, . . . , αd) and β = (β1, . . . , βd) being d-dimensional multi-indices, Cαjβj :=
αj !
βj !(αj−βj )! and ej being the unit vector in the direction j for 1 j  d .
Moreover, g ∈ ∗RL is said to be D-finite, if the internal suprema bn sup{|	αg(t)|: |t |  n,
|α| an} are finite for all nN .
(2) We call f ∈ ∗RL D′-continuous if the following holds: For any infinitesimal g in ∗D,
〈f,g〉 is infinitesimal in ∗R. Moreover, f ∈ ∗RL is called D′-finite if the mapping
g ∈ ∗D → 〈f,g〉 ∈ ∗R
defines a D′-continuous linear form on ∗D.
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set K ⊂ Rd .
Remark 3.2. We would like to point out the following:
(1) Condition (5) is nothing but the “discrete analog” of the definition of the nearstandardness,
which characterises the monads of the inductive limit topology on D (cf. e.g. [8,9]).
(2) Since 〈f, ·〉 is linear, D′-continuity is equivalent to the statement that 〈f,g〉 if finite in ∗R
whenever g ∈D is D-finite.
(3) 〈f, ·〉 being linear on ∗RL for f ∈ ∗RL, a necessary and sufficient condition for 〈f, ·〉|∗D(K)
to be D′-continuous for any compact set K ⊂ Rd is that 〈f,g〉 is finite whenever g is finite in
∗D(K). Thus, f ∈ ∗RL is D′-nearstandard if 〈f,g〉 is finite for any compact set K ⊂ Rd and for
any D(K)-finite g ∈ ∗D(K) (while g ∈ ∗D(K) is said to be D(K)-finite if the internal suprema
‖g‖n,K := supx∈∗K |g(n)(x)|, ∀nN , are all finite).
(4) As mentioned in [7], an internal function f ∈ ∗RL might be D′-nearstandard but not D′-
finite due to the fact that there are infinitesimals g ∈ ∗D with carrier at infinite (cf. e.g. [8,9]).
However, since the (inductive limit) topology on D restricted on D(K) for any compact K ⊂ Rd
coincides with the original one on D(K), every D′-finite internal function f ∈ ∗RL is always
D′-nearstandard.
Let us denote by Ns(∗RL) the totality of D′-nearstandard functions. We define the (weak)
standard part mapping st : Ns(∗RL) →D′ via duality:〈
st(f ), g
〉= ◦(〈f, ∗g〉), ∀g ∈D.
Then, 〈st(f ), ·〉 defines a distribution essentially because of the definition of the linear induction
limit topology. The standard part mapping is continuous on D(K) for every compact K ⊂ Rd
and hence on D.
On the other hand, from [7], every standard distribution g ∈D′ has a hyperfinite representation
f ∈ Ns(∗RL): st(f ) = g. Therefore st[Ns(∗RL)] =D′.
We now turn to the construction of μ and μG . We begin to argue heuristically. In the hyperfi-
nite lattice setting, we have f = (ft )t∈L ∈ ∗RL and g = (gt )t∈L ∈ ∗RL as hyperfinite sequences
(or hyperfinite vectors). Since μ is the probability distribution of “a generalized random field
with independent value at every point,” we have μ =∏t∈Lμt , where μt := Projt μ, t ∈ L, the
marginal probability distribution of μ.
For the given Lévy–Khintchine function ψ :R → C in the previous section, let Ψ := ∗ψ .
Since ψ :R → C is continuous, by [4, Theorem 1.6], Ψ : ∗R → ∗C is S-continuous. Taking
a hint from (1), we have for any (ft )t∈L ∈ ∗RL ∩ ∗D (i.e., the hyperfinite segment of ∗f for
f ∈D),∫
∗RL
ei
∑
t∈L δdft qt
∏
t∈L
dμt(qt ) = e
∑
t∈L δdΨ (ft )
namely∏
t∈L
∫
∗
eiδ
dft qt dμt (qt ) =
∏
t∈L
eδ
dΨ (ft )R
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∗R
eiδ
dxy dμt (y) = eδdΨ (x).
Setting μδt (·) := μt(δd ·), then∫
∗R
eixy dμδt (y) = eδ
dΨ (x).
Remarking that the above equality is a one-dimensional Fourier transform, one can then take
inverse Fourier transform to get the following expression for the density of μt (i.e. the Radon–
Nikodym derivative with respect to one-dimensional Lebesgue measure)
dμδt (y)
dy
= 1
2π
∫
∗R
e−ixyeδdΨ (x) dx, t ∈ L.
Clearly this paves a way for us to construct μ.
Let (Ω,A(Ω),P ) be a given internal probability space. Without losing generality, here and in
the sequel, we simply take Ω := ∗RL. The associated Loeb space is denoted by (Ω,AL(Ω),PL).
Let {ηt (ω): ω ∈ Ω}t∈L be an internal family of independent, identically distributed ∗R-valued
random variables on (Ω,A(Ω),P ), each ηt :Ω → ∗R induces a probability on ∗R having (in-
ternal) probability density function h given by
h(y) = 1
2π
∫
∗R
e−ixy+δdΨ (x) dx
so that the Fourier transform of h is∫
∗R
eixyh(y) dy = eδdΨ (x)
and the probability law of ηt is
P
{
ω ∈ Ω: ηt (ω) ∈ B
}= ∫
B
h(y)dy, B ∈A( ∗R),
where A(∗R) denotes the internal algebra of all internal subsets of ∗R. Namely, {ηt (ω): ω ∈
Ω}t∈L is an internal Lévy random field, that is, an internal family of independent ∗R-valued
infinitely divisible random variables on (Ω,A(Ω),P ) indexed by t ∈ L. Moreover, for any t ∈ L,∫
Ω
eiθηt (ω) dP (ω) = eδdΨ (θ), θ ∈ ∗R.
Now let us define
ηA(ω) :=
∑
t∈A
ηt (ω), A ∈A(L). (6)
We call the mapping η :A(L) → ∗R an S-generalized white noise on (L,A(L), δd) with respect
to the given (Ω,A(Ω),P ). Let |A| denote the internal cardinal number of A ∈A(L). We have
the following result:
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(namely R-valued) infinitely divisible random field indexed by the family {A ∈ AL(L),◦(|A|δd) < ∞} with characteristic function∫
Ω
eiλ
◦ηA(ω) dPL(ω) = e◦(|A|δd )Ψ (λ), λ ∈ R, A ∈AL(L), ◦
(|A|δd)< ∞.
We call η generalized white noise on the Loeb space (L,AL(L), (δd)L) with respect to the Loeb
space (Ω,AL(Ω),PL).
Proof. It suffices to compute the internal characteristic function of η. In fact, for λ ∈ R, A ∈
AL(L), by independence of ηt , t ∈ L, we have∫
Ω
eiληA(ω) dP (ω) =
∏
t∈A
∫
Ω
eiληt (ω) dP (ω) =
∏
t∈A
eδ
dΨ (λ) = e|A|δdΨ (λ).
This shows that the standard part ◦ηA(ω) exists PL-a.s. for any A ∈AL(L) with ◦(|A|δd) < ∞,
and the family {◦ηA(ω): A ∈AL(L), ◦(|A|δd) < ∞} fulfils the assertion, which then completes
the proof. 
Now let us define
F(f,ω) :=
∑
t∈L
δdf (t)ηt (ω), f ∈ ∗D ∩ ∗RL, (7)
and
Xt (ω) :=
∑
t ′∈L
δdκ(t, t ′)ηt ′(ω), t ∈ L, (8)
X(f,ω) :=
∑
t∈L
δdf (t)Xt (ω) =
〈
f,X·(ω)
〉
, f ∈ ∗D ∩ ∗RL, (9)
where κ := ∗K with K ∈D(R2d) given in formula (2). Clearly, κ is S-continuous (again by [4,
Theorem 1.6]). In our present hyperfinite lattice setting, κ determines an |L| × |L|-matrix
(κ) := (κ(t, t ′))
t,t ′∈L
such that the nonstandard counterpart of (2) is
(∗Gf )(t) =
∑
t ′∈L
δdκ(t, t ′)f (t ′), f ∈ ∗D ∩ ∗RL.
In terms of hyperfinite vectors, the above equality can be formulated as
(∗Gf ) = δd(f )(κ)
where (f ) := (ft )t∈L and (∗Gf ) := ((∗Gf )t )t∈L are (horizontal) hyperfinite-dimensional vec-
tors. Recall that K is the kernel of the invertible operator G :D→D, the matrix (κ) is invertible.
Let us denote its inverse matrix by (κ−1). Then the determinant det(κ) is not an infinitesimal and
hence the determinant of the inverse det(κ−1) is S-finite. Moreover, we have
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over, set dηt (ω) := ηt (ω)δd and let f˜ and G˜f be hyperfinite liftings of f,Gf ∈D respectively,
then
◦F(f˜ ,ω) = st
( ∫
L
f˜ (t) dηt (ω)
)
, ◦X(f˜ ,ω) = st
( ∫
L
(G˜f )(t) dηt (ω)
)
for PL-a.a. ω ∈ Ω . Hence, {◦F(f˜ ,ω): f ∈ D, ω ∈ Ω} and {◦X(f˜ ,ω): f ∈ D, ω ∈ Ω}
are the generalized white noise F and the generalized random field XG on the Loeb space
(Ω,AL(Ω),PL), respectively.
Proof. Concerning D′-continuity, by linearity, it suffices to verify that F(·,ω) and X(·,ω) are
D′-finite for PL-almost all ω ∈ Ω , that is, for f ∈ D, F(f˜ ,ω) and X(f˜ ,ω) are finite for PL-
almost all ω ∈ Ω , where f˜ ∈ Ns(∗RL) is any hyperfinite segment of f . Namely we need to show
the nearstandardness of F and X. Remarking that in general the (absolute) moments of ηt , t ∈ L,
may not exist (as, for instance, in the stable case that ψ(t) = cp|t |p for p ∈ (0,2), each ηt has p-
stable distribution which has not any moment), one cannot apply the moment estimate techniques
employed in [3] for dealing with the Gaussian case. But we can use Fourier transform to carry
out the internal characteristic functions of F and X. In fact, for any λ ∈ R, by independence of
ηt , t ∈ L,∫
Ω
eiλF(f˜ ,ω) dP (ω) = e
∑
t∈L δdΨ (λf˜ (t))
and ∫
Ω
eiλX(f˜ ,ω) dP (ω) = e
∑
t∈L δdΨ (λ
∑
t ′∈L δdκ(t,t ′)f˜ (t ′)).
Now since f ∈D, we have for any λ ∈ R
◦
(∑
t∈L
δdΨ
(
λf˜ (t)
))
< ∞
and
◦
(∑
t∈L
δdΨ
(
λ(G˜f )(t)))= ◦(∑
t∈L
δdΨ
(
λ
∑
t ′∈L
δdκ(t, t ′)f˜ (t ′)
))
< ∞
which imply that the standard part ◦F(f˜ ,ω) and ◦X(f˜ ,ω) exist (and are finite) PL-a.s. for any
hyperfinite segment f˜ of f ∈ D. The rest statements of the proposition are then straightfor-
ward. 
Now for A ∈A(∗RL), set
Γ (A) := P {ω ∈ Ω: δdη·(ω) ∈ A}, Λ(A) := P {ω ∈ Ω: X·(ω) ∈ A}.
By independence of ηt , t ∈ L, we have
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∏
t∈L
P
{
ω: δdηt (ω) ∈ Projt (A)
}
= (2πδd)−|L| ∫
A
[ ∫
∗RL∩∗D
e−i
∑
t∈L δdft qt+
∑
t∈L δdΨ (ft )
∏
t∈L
dft
]∏
t∈L
dqt (10)
and
Λ(A) = P
{
ω:
∑
t∈L
δdκ(·, t)ηt (ω) ∈ A
}
=
∏
t∈L
P
{
ω: δdηt (ω) ∈ Projt
(
(κ)−1A
)}
= Z
∫
A
[ ∫
∗RL∩∗D
e−i
∑
t,t ′∈L δ2dκ(t,t ′)ft ′qt+
∑
t∈L δdΨ (ft )
∏
t∈L
dft
]∏
t∈L
dqt (11)
where Z := (2πδd)−|L|det(κ−1) which is internally well defined since det(κ−1) is S-finite.
Hence we obtain flat integrals for the internal measures Γ and Λ.
On the other hand, we remark that the space of all paths F(·,ω) and X(·,ω) determined re-
spectively by
F(f,ω) =
∑
t∈L
δdf (t)ηt (ω), X(f,ω) =
∑
t∈L
δdf (t)Xt (ω), ∀f ∈ ∗RL ∩ ∗D,
is the collection of all internal D′-continuous mappings from ∗RL ∩ ∗D to ∗R, i.e., F(·,ω),
X(·,ω) ∈ Ns(∗RL). For A ∈A(Ns(∗RL)), we define
Aˆ :=
{
q ∈ ∗RL:
(
f ∈ ∗RL ∩ ∗D→
∑
t∈L
δdf (t)q(t) ∈ ∗R
)
∈ A
}
.
The proof of the following result is similar to that of Lemma 3.6 of [3].
Proposition 3.5. The mapping ˆ :A → Aˆ is injective. Moreover, Aˆ ∈A(∗RL) if and only if A ∈
A(Ns(∗RL)).
Finally, let us formulate alternatively our Proposition 3.4 in terms of Loeb measures which
gives hyperfinite flat integral formulae of μ and μG , respectively.
Theorem 3.6. We have
μ(A) = ΓL
( ̂(st−1(A))), μG(A) = ΛL( ̂(st−1(A))) (12)
where A ∈ B with st−1(A) := {q ∈ Ns(∗RL): st(q) ∈ A}.
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