In the weakly nonlinear limit, oceanic internal solitary waves for a single linear long 
I. INTRODUCTION
Internal solitary waves commonly occur in the coastal ocean, marginal seas and fjords.
It is now widely accepted that the canonical model for their description is the Kortewegde Vries (KdV) equation, see the reviews by Grimshaw 1 and Helfrich and Melville 2 for instance. When expressed in a reference frame moving with the linear long wave speed c, it is A t + νAA x + λA xxx = 0 .
Here A(x, t) is the amplitude of the linear long wave mode φ(z) corresponding to the linear long wave phase speed c, which is determined from the modal equation
φ = 0 at z = −h , and W 2 φ z = gφ at z = 0 .
Here ρ 0 (z) is the stable background density stratification, ρ 0 N 2 = −gρ 0z , W = c − u 0 where u 0 (z) is the background shear flow, and it is assumed there are no critical levels, that is 
However, oceanic internal waves are often observed to exist for several inertial periods, and hence the effect of the Earth's background rotation needs to be taken into account. Thus, although the effect of background rotation is small for an individual wave, the effect can be significant for the wave evolution. Indeed, recently Helfrich 3 , Grimshaw and Helfrich {A t + νAA x + λA xxx } x = γA .
The background rotation is represented by the coefficient γ, which in the absence of a shear flow is given by
where f is the Coriolis parameter. For oceanic internal waves λγ > 0, see (4) and (51), and then it is known that equation (5) does not support steady solitary wave solutions (see Grimshaw and Helfrich 5 and the references therein). Although the additional term on the right-hand side of (5) is a linear long-wave perturbation to the KdV equation, it has the effect of removing the spectral gap on which solitary waves exist for the KdV equation.
Indeed, the linear dispersion relation of the Ostrovsky equation (5) for the phase velocity c p and the group velocity c g as a function of wavenumber k are given by
For the KdV equation (1) The derivation of the KdV equation (1) and the Ostrovsky equation (5) assume that only a single long wave mode is operative. Eckart 11 first called attention to the phenomena that for internal waves it is possible for the phase speeds of different modes to be nearly coincident, and mentioned that there will then be a resonant transfer of energy between the waves. In this scenario, the KdV equation is replaced by two coupled KdV equations, see 13 . In this paper we extend the derivation of the coupled KdV equations to take account of background rotation, and also a background shear flow. We find that then the single Ostrovsky equation (5) is replaced by two coupled Ostrovsky equations, each equation
having both linear and nonlinear coupling terms.
The structure of this paper is as follows. In section II A, II B we demonstrate how a pair of coupled Ostrovsky equations can be systematically derived from the complete set of equations of motion for an inviscid, incompressible, density stratified fluid with boundary conditions appropriate to an oceanic situation, using the asymptotic multiple-scales expansion method. In sections III, we analyse the linear dispersion relation for this coupled system, and based on that analysis, we present some preliminary numerical simulations in section IV using a pseudo-spectral method, described in Appendix A 2. Using parameters based on a three-layer model of the oceanic stratification, described in section II C, we show that typically initial solitary-like waves in the coupled system are destroyed, and replaced by nonlinear envelope wave packets, a two-component counterpart of the outcome for the single Ostrovsky equation (5). We add some discussions and concluding remarks in the last section. We consider two-dimensional flow of an inviscid, incompressible fluid on a rotating fplane. In the basic state the fluid has a density stratification ρ 0 (z), a corresponding pressure p 0 (z) such that p 0z = −gρ 0 and a horizontal shear flow u 0 (z) in the x-direction, see Figure 1 .
When u 0 = 0, this basic state is maintained by a body force. Then the equations of motion relative to this basic state are,
Here, the terms (u 0 + u, w) are the velocity components in the (x, z) directions, ρ 0 + ρ is the density, p 0 + p is the pressure, t is time, N (z) is the buoyancy frequency, defined by ρ 0 N 2 = −gρ 0z and f is the Coriolis frequency. The boundary conditions to the above problem are given by
The constant h gives the undisturbed depth of the fluid, and η gives the displacement of the free surface from its undisturbed position z = 0. In our subsequent derivation, we use a new variable ζ as the vertical particle displacement which is related to the vertical speed, w. It is defined by the equation
and satisfies the boundary condition
The derivation of coupled Ostrovsky equations follows a similar strategy to the derivation of coupled KdV equations (see Grimshaw 13 and the references therein). Grimshaw 13 used a Lagrangian formulation, but here we use an equivalent Eulerian formulation.
First we note that at the leading linear long wave order, and in the absence of any rotation, the solution for ζ is given by an expression of the form A(x − ct)φ(z) where the modal function is given by (2), (3). In general there is an infinite set of solutions for [φ(z), c].
When all these speeds are distinct, then the asymptotic expansion can proceed for each mode separately, yielding a single Ostrovsky equation for each mode, see Ostrovsky 6 , Grimshaw 7 and Grimshaw et al 8 . Here, instead, we are concerned with the case when there are two modes with nearly coincident speeds c 1 = c and c 2 = c+ 2 ∆, 1, where ∆ is the detuning parameter. Importantly, the modal functions φ 1 (z), φ 2 (z) are distinct, and each satisfy the system (2), (3) , that is
Here W i = c i −u 0 (z) where c i is the long wave speed corresponding to the mode φ i (z), i = 1, 2.
It is readily shown from the two modal systems (18) , (19) that
Since in general W 1 −W 2 = c 1 −c 2 = 0, it follows that the two modes satisfy an orthogonality
Note that here, and in the sequel, W i = W = c − u 0 (z) with an error of order 2 .
Thus we introduce the scaled variables
where α = 2 and seek a solution of the form
Substituting these expansions into the system (8) -(12), and assuming that two waves A 1 and A 2 are present at the leading order, we obtain Thus, collecting terms of the second order for each equation, and calculating the correction terms originating from the leading order, the following set of equations are obtained,
Note that the extra term proportional to A 2 in (32) comes from the afore-mentioned difference between W 2 and W in the leading order pressure term (27) creating in effect a contribution to p 1 . There is no analogous term in (30) as there is a cancellation between the corrections to u 1 and p 1 . The boundary conditions (13) - (15), (17) are treated in analogous manner to yield
Eliminating all variables in favour of ζ 2 yields
where M Two compatibility conditions need to be imposed on the system (40), (41), given by
where φ 1,2 are evaluated at the leading order. The outcome is the coupled Ostrovsky equations
where B 1s = A 1 , B 2s = A 2 , and the coefficients are given by
Here 
B. Coupled Ostrovsky equations
The coupled Ostrovsky equations possess three conservation laws
All three hold in the main case of interest here when there is no shear flow, since then γ 12 = γ 21 = 0. Note that then I 1 I 2 > 0, and so (54) guarantees stability. But if I 1 I 2 < 0, implying there is a critical level, then (54) indicates possible instability.
We scale the dependent and independent variables as in Gear and Grimshaw 12 , that is
assuming that λ 2 > 0, λ 1 = 0, µ 1,2 = 0 without loss of generality. Then equations (43), (44) become
where
Especially note that
The counterparts of the conservation laws are
C. Three-layer example
FIG. 2. Schematic plot for a three layer stratification
In order to illustrate the general theory described above, we consider a simple example, extending that considered by Gear and Grimshaw 12 . This is a three-layer stratification, see figure 2 ,
counted from the bottom to the top, and H(z) is the Heaviside function. We also assume there is no shear flow, that is u 0 (z) = 0. This is not meant to be a realistic model of a typical ocean stratification, but nonetheless representative of a double thermocline. With some effort, it could be developed into a more realistic model, but that would require numerical evaluation of the modal equations. The present example is designed to be amenable to an analytic solution, so that the expressions for all coefficients can be found explicitly. Using the Boussinesq and rigid lid approximations, (18), (19) become
The modal equation (63) holds in each layer, and φ, φ z are continuous at the layer boundaries.
This is the extension of the case studied by Gear and Grimshaw 12 who also put
and N 2 = 0; their Figure 2 shows a near resonance at N 3 = 0.46N 1 . Here we also put N 2 = 0, but leave h 1,2,3 undetermined at this stage. The solution is
where A 1 , A 3 are the amplitudes at z = −h + h 1 , z = −h 3 respectively, and the continuity of φ is already satisfied. Then, continuity of φ z yields
The determinant of this 2 × 2-system (67) yields c. Thus, we get that
In order to obtain a resonance, that is a double solution c with two distinct modes we require that D 1 = D 3 = D 2 = 0 simultaneously in order to ensure that there are two independent solutions for A 1 , A 3 . Formally, this requires that we take the limit h 2 → ∞, and then c = c res , where
Clearly this requires that N 1 h 1 = N 3 h 3 , which is satisfied in the symmetric case h 1 = h 3 , N 1 = N 3 . In this limit there is an exact resonance, with a double solution for c res and we can choose A 1 , A 3 arbitrarily. A sensible choice is A 1 = 1, A 3 = 0 and A 1 = 0, A 3 = 1 so that the two modes with the same speed correspond to a lower interface mode, and an upper interface mode respectively. In practice, we assume that h 2 is finite, but h 1,3 h 2 .
Then the detuning parameter ∆ is small, but non-zero. Letting c = c res + ∆ we find that
At leading order the modes defined by (64), (65), (66) are now given by
Note that formally, as h 2 → ∞, φ 1,2 = 1 in the near field where z + h 2 + h 3 > 0, z + h 3 < 0 respectively when z is fixed as h 2 → ∞. All coefficients in the coupled Ostrovsky system can now be evaluated, here for n = 0. Thus, we get that
Note that here the nonlinear coupling coefficients ν 1,2 are zero, but λ 12 = 0 so the coupling is purely through the linear dispersion terms. There is an apparent serious deficiency here in that λ 1,2,12 all scale with h 2 , and h 2 → ∞. In this limit I 1 λ 1 ∼ I 2 λ 2 ∼ 2λ 12 . However a rescaling of time and space in the coupled Ostrovsky equations can remove this, as seen in the rescaled equations (56), (57).
The simplest case here is the symmetric case when N 1 = N 3 , h 1 = h 3 , when the symmetry indicates that µ 1 = −µ 2 , λ 1 = λ 2 . Then, except for the detuning parameter ∆, the coupled Ostrovsky system is symmetric. This reduces the parameter space considerably, as then 
III. LINEAR DISPERSION RELATION
The linear dispersion relation is obtained by seeking solutions of the linearised equations (56), (57) in the form
where k is the wavenumber and c p is the phase speed and c.c. denotes the complex conjugate.
This leads to
The determinant of this 2 × 2 system yields the dispersion relation
Solving this dispersion relation we obtain the two branches of the dispersion relation,
Here The case when there is no background shear is the main concern in this paper, and in that case γ = ν = 0, and we can assume also that c > 0, I 1 > 0, I 2 > 0 without loss of generality. It follows that then λ 1,2 > 0, so that δ > 0, β = µ > 0 and 0 < αλ < δ. In particular the coupling coefficient D(k) = αλk 4 > 0 for all k > 0. Also we recall that ∆ < 0 without loss of generality. Then (78) reduces to
The group velocities are given by c g = d(kc p )/dk,
It is useful now to examine the limits k → 0, ∞. Thus
Note that since 0 < αλ < δ, E 2 < E 1 < 0. It follows that both branches have no spectral gaps, and we infer that there are no solitary waves. Note that the two branches coalesce as k → 0, implying that in this limit there is a strong coupling between the two modes. This can be compared with the case for no rotation, when β = 0, and there is a spectral gap for both modes when c > 0 where KdV solitary waves for mode 1 exist, and a spectral gap for mode 2 when c > ∆ and then generalised solitary waves exist, in resonance with mode 1.
But when there is rotation β > 0, both gaps are removed, which is the same scenario that arises for the single Ostrovsky equation.
A typical dispersion curve is shown in Figure 3 , which is based on the parameter values obtained from the three-layer example discussed above in section II C. The significant features are that there is no spectral gap, and that both group velocity curves have a turning point with maximum speed. Hence, based on the results for the single Ostrovsky equation obtained by Grimshaw and Helfrich 4 , we expect that an initial solitary-like wave initial conditions will collapse through the radiation of inertia-gravity waves, followed by the emergence of two nonlinear wave packets associated with each of these maximum group velocities. 
IV. NUMERICAL RESULTS
The coupled Ostrovsky equations (56), (57) Table I .
We will discuss three cases based on the three-layer example of section II C. These are Table II . Overall, there is good agreement with the predicted speeds c g1,g2 and ratios r 1,2 and those found in the simulations, C g1,g2 and R 1,2 . In the following subsections, we show some typical plots. Table II is now very good. In some simulations, the results were qualitatively similar to Figure 4 , when two wave packets can be seen in the v-component, but one of them is too small to be seen in the u-component.
V. DISCUSSION
In this paper we have systematically derived coupled Ostrovsky equations for the am- an extremum in both group velocity curves. Importantly, in all the cases we show here these extrema are distinct. Hence, based on the results for the single Ostrovsky equation obtained by Grimshaw and Helfrich 4 , we expect to observe the emergence of two separated nonlinear wave packets associated with the extrema in these group velocity curves. This generic outcome has been confirmed in our numerical simulations, using a pseudo-spectral code, and initiated using solitary-type initial conditions. As for the single Ostrovsky equation, we would expect each of these wave packets to be described by an extended nonlinear Schrödinger equation, although the derivation of that asymptotic reduction is beyond the scope of this article. Of course, at early times, for example around t = 10 to 20 in Figure 4 , there is an interaction between these wave packets, and indeed, there is continuing smallamplitude radiation from the leading wave packet which does then interact with the second wave packet. But this does not seem to greatly affect its coherence as a stable and persistent nonlinear wave packet.
The Ostrovsky equation, and a system of coupled Ostrovsky equations, belong to the class of universal mathematical models of nonlinear wave theory, and a study of the behaviour of their solutions is valuable for a variety of applications. In addition to the oceanographic applications already cited above, we can also mention the two-directional generalisation of the were generated in the case described in terms of solutions of the coupled Ostrovsky equations. Therefore, in general, solutions of the coupled Ostrovsky equations can differ from the scenario described in the present paper, depending on the structure of the linear dispersion relation, thus inviting further studies of the general system of coupled Ostrovsky equations.
Nevertheless, the three-layer model studied here suggests that the emergence of two wave packets is the typical outcome for the oceanic situation.
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A Thus, we formulate the problem over a periodic domain −L < x < L, where L is sufficiently large. Before we proceed with the numerical discretization, we add a linear damping region ("sponge layer") at each end of the domain to prevent the possibility of radiated waves re-entering the region of interest and interfering with the main wave structure.
Equations (56) and (57), in the absence of a background shear flow, and including the sponge layer, are written as follows,
where the sponge layer, r(x) is defined by
for some constants ν, κ. For instance, κL = 12 and the value of ν is chosen so that the damping occurs quickly. . Then equations (A7) and (A8) will be transformed to
The sponge layer terms are treated in the same manner as the nonlinear terms. It is now convenient to use the notation,
The interval [0, 2π] is discretized by N equidistant points with the spacing ∆ξ = 2π/N , generating the values u(ξ j , T ) and v(ξ j , T ) at ξ = ξ j = j∆ξ, j = 0, 1, · · · , N − 1. Then N is chosen to be even and a power of two, so that u(ξ j , T ) and v(ξ j , T ) are transformed by a Discrete Fourier Transform (DFT), so that
Note that κ is an integer, which can be interpreted as a discretized and scaled version of a wavenumber. The inverse formulas for the discrete transform are
These transformations (A11) and (A12) can be performed efficiently using the Fast Fourier Transform algorithm (FFT). The DFT of equations (A9), (A10) with respect to ξ yields
We use the time discretizations
Finally, we obtain the forward scheme for the coupled Ostrovsky equations in the form
This scheme is then implemented with de-aliasing using the truncation 2/3-rule by Orszag in Boyd 21 to remove the aliasing error. This error is due to the pollution of the numerically calculated Fourier transform by higher frequencies because of the truncation of the series, 
Initial conditions
The initial conditions that we use are obtained as approximate solitary wave solutions of the coupled KdV equations, that is (43), (44) with the rotation terms omitted, β = µ = γ = ν = 0. That is,
Solitary wave solutions of these equations are found be seeking solutions which depend only on X − c s T , where c s is the solitary wave speed to be found as part of the solution. Thus (A18), (A19) reduce to
We use two approaches. First, we use the dynamical systems approach for small-amplitude waves, where the solutions bifurcate from the linear long wave speeds, which are 0 and ∆ respectively. Recall that ∆ < 0, so the bifurcation from 0 will yield a KdV solitary wave, and the bifurcation from ∆ a generalised solitary wave.
a. Bifurcation from 0
In the linear long wave limit, v → 0, and u is arbitrary. We then expand as follows, 
where b is a disposable parameter, ideally small. Formally, these are generalised solitary waves, with an exponentially small radiating tail, but that is ignored here, as we only require an initial condition. Note that the nonlinear term (v 2 /2) XX has a maximum absolute value of 2b 2 γ 
d. Pedestal
Solutions of the coupled Ostrovsky equations must satisfy the zero mass constraints,
If u(X, 0) = u 0 (X) and v(X, 0) = v 0 (X) then also,
Thus if the initial condition described above is, sayũ 0 (x), then this must be corrected to have zero mass by adding a negative pedestald as follows,
Note thatd(X) cannot be a constant here due to the presence of the sponge layer in equations (A7) and (A8).
For instance, consider the case of bifurcation from ∆, where the v-mode is given bỹ
Then we choosed v (X) as follows,
For example, let κ 0 L = 12. Then we use the same method , that is we let An analogous procedure was followed for the other initial conditions.
