Data fusion is generally defined as the application of methods that combines data from multiple sources and collect information in order to get conclusions. This paper analyzes the signalling time of different data fusion filter models available in the literature with the new community model. The signalling time is calculated based on the data transmission time and processing delay. These parameters reduce the signalling burden on master fusion filter and improves throughput. A comparison of signalling time of the existing data fusion models along with the new community model has also been presented in this paper. The results show that our community model incurs improvement with respect to the existing models in terms of signalling time.
Introduction
Data fusion is a state-estimation process based on data from multiple systems or data sources. As numerous information sources are available via inexpensive network connections, the amount of data available in repository are increasing day by day. These data are collected and often sorted to get the desired decision for a particular problem. The data fusion methodology is often used to access all these sources through a consistent interface to conclude a particular desired decision. The information integration system is used to obtain a complete yet concise overview of all existing data without accessing all data sources separately. The data fusion methodologies are used in different areas like maintenance engineering, robotics, pattern recognition and radar tracking, mine detection and other military applications, remote sensing, traffic control, aerospace systems, law enforcement, medicine, finance, meteorology and geo-science. The literature available till date, discusses various models and naturally the models are of prime importance as the structure defines the working principle in terms of the practical implication. It was found that all the proposed models try to decide the working principle based on a particular practical scenario. The research work published to date does not provide any systematic approach towards calculating the signaling time between different data fusion filter levels, based on different data fusion methodologies. In this paper, the signaling time of community model [1] [2] has been calculated and compared with the existing models like Waterfall Model, Multisensor Integration Fusion Model, Behavioural Knowledge-based Data Fusion Model, Omnibus Model, Dasarathy Model and JDL Model [10] - [14] and the results show that the community model requires less signaling time due to the verification with reference sensor in each stage. This paper is organized as follows -Section 2 deals with the classical data fusion models and their contributions. Section 3 introduces the Community Model and deduces formula to calculate the signaling time based on the model. The corresponding algorithm for calculation of the signaling time has also been discussed here. Section 4 deals with the performance analysis of the new model along with the other existing models in terms of signaling time. 
Nomenclature

Related Work
The discussions within the GDR-PRCISIS [3] work group on information fusion, formulated the basic architectural specifications for data fusion. European work group FUSION, worked on fusion from various perspectives in 1996 to 1999 [4] . The Multi-Sensor Data Fusion (MSDF) was introduced for military applications [5] [6] and then are applied to civil industries [7] - [9] . The popular filter models available in literature are: Waterfall Model, Multisensor Integration Fusion Model, Behavioural Knowledge-based Data Fusion Model, Omnibus Model, Dasarathy Model and JDL Model [10] - [14] . The Waterfall Model and Multisensor Integration Fusion Model take the data from all navigation sensors [10] - [12] . Behavioural Knowledge-based Data Fusion Model uses outputs of one filter as inputs to a subsequent filter [10] . The Omnibus Model and Dasarathy Model are two-stage filtering models where all parallel local filters combine their own sensor systems with a common reference system [10] - [14] . The JDL Model is a generic model which combines two approaches of data fusion -Measurement Fusion and State Fusion [10] [11] . The signaling time parameter is used to measure the transmission of a signal. They are used in all the areas where data transmission is required to analyze or fuse data [15] [16] . This paper provides a scheme for the calculation of the signaling time of the community model. [10] Harris founded the waterfall model [10] . The figure below represents the model. From the figure it is observed that data flow operates from the data level to the decision making level. The continuous updation of sensor system is carried out on a steady basis with feedback information that arrives from the decision-making module. The feedback element provides advice to the multi-sensor system on re-configuration and data gathering aspects etc. The three levels of representation in the waterfall model are:
Waterfall Model
Level 1: Transformation of raw data is carried out to provide the requisite information about the environment. For this to be achieved, the models of sensors are required. The models could be based on either physical laws or experimental analysis.
Level 2: This level comprises of feature extraction and thereafter the fusion of those features. This is done to obtain a symbolic level of inference about the data. The main objective here is to minimize the data content and maximize the amount of information delivered thereby. The output of this particular level is a list of estimates with the corresponding probabilities.
Level 3: This level maps objects to the corresponding events. On the basis of information that has been gathered, the available databases and libraries, and the human interaction, the possible routes of action are assembled. 
Multi-sensor Integration Fusion Model [11][12]
Luo and Kay brought to light a generic data fusion structure which was based on multi-sensor integration [11] [12] . Here, data from the different sources was collected and combined in a hierarchical manner within the embedded fusion centres. Using this architecture a clear distinction was made between multi-sensor integration and multi-sensor fusion.
Multi-sensor integration is all about the usage of multiple sensor information in order to assist in a particular task, whereas multi-sensor fusion refers to any arbitrary stage of the integration process where the actual combination of data takes place.
From the figure describing the architecture, it is evident that data is collected at the sensor level which is then transferred to the fusion centres. The fusion process is thereafter carried out in the fusion centres which in turn could be done in a hierarchical and sequential manner. An information system is incorporated in the fusion process and is highly useful in the sense that it contains the relevant databases and libraries. When the combination of information takes place at the different fusion centres, the representation level also increases from signal level to symbol level. 
Behavioural Knowledge-based Data Fusion Model
Pau has described a data fusion framework based on behavioural knowledge. From the figure it is clear that this framework comprises of a few basic stages which necessarily needs to be computed before the output is established.
According to this framework, firstly a feature vector is extracted from the raw data. The feature vector is associated to the defined features, thereafter fusion is carried out at the data analysis levels and at the sensor attribute. Finally, a set of behavioural rules are extracted as a final representation of the fused output. This model describes the following three levels of representation:
（i） In the lowest level, corresponding to each sensor, there exist a vector space with measured parameters and coordinate dimensions. （ii） The second level attaches labels to the appropriate or relevant features that are in turn extracted from these vectors. （iii） Lastly, the third level comprises of a set of formalisms which relates or maps the feature vectors to the events. 
Dasarathy Model
According to many researchers, the three main levels of abstraction during the data fusion process are -Data, Feature and Decision. Dasarathy pointed out however that fusion might occur both within these levels and as a means of transformations between them. 
Omnibus Data Fusion Model
This process model, introduced by Bedworth and O'Brien is a hybrid of the three models namely Boyd loop, Dasarathy, and Waterfall models. The figure below describes the four main modules of this framework. These models address the variety of tasks in data fusion and its functional objectives. The Boyd loop is an iterative process with four elements namely observe, orient, decide and act, which operates in a closed loop. 
JDL Model
The most famous of the data fusion model is the Joint Directors of Laboratories (JDL) model. The JDL model was created by the Data Fusion Working Group which was established in 1986 with the objective of unifying research terminology in order to promote technology transfer and cooperation between the groups. As per this model, the information sources which are used for data fusion can very well include both local and distributed sensors(ones that are physically linked to the other platforms), or environmental data, a priori data, and human guidance or inferences. According to Llinas and Hall, the JDL data fusion process contains the six different levels of processing as described below:
Level 0 Processing (Source Pre-processing): This is used for rearrangement of the data which is collected from different sensors within a common time as well as space reference system (data alignment) for the removal of redundant information which is acquired by the different sensors or to filter out the wideband noise as well. This level involves association and characterization of sensed signals. Associating signals means assigning them to the same entity e.g., tracked target) of the environment. Activities like pixel/signal processing are also involved here however no semantic meaning is assigned to the assessed data here.
Level 1 Processing (Object Refinement): In this level (also called data fusion or multisensor integration) combination of data is carried out to assign dynamic features (e.g., velocity) as well as static (e.g., identity) to objects, hence adding semantic labels to data. Techniques used in this level include data association and management of objects. The study of grounding problem in the artificial intelligence community is related to this level.
The three main objectives of this level are:
（i） Performing a correct association between multiple entities and the sensor data. （ii） Estimation of those parameters or attributes which are most significant for the application that is considered. （iii） Identification of an entity based on a set of extracted features.
Level 2 Processing (Situation Refinement): This level involves elaboration of the output results that are obtained from level 1 processing in order to extract useful requisite information about the relationships between multiple entities which are located in the same environment i.e. it involves aggregation of Level 1 entities into high-level, more abstract entities, and relations between entities. Here assessment of input data is done with respect to the environment, relationship among Level 1 entities, and entity patterns in space and time.
Level 3 Processing (Threat Refinement): Level 3 is also called significance estimation or impact assessment. This level enables us to make future predictions on the basis of current situation for the detection of possible threats if any. It estimates and predicts the combined effects of system control plans and the entities of Level 2. This level includes estimation and prediction of effects on situations of planned or estimated/predicted actions by the participants including interactions between action plans of multiple players (e.g. assessing susceptibilities and vulnerabilities to estimated/predicted threat actions given one's own planned actions).
Level 4 Processing (Process Refinement/Resource Management): Level 4 takes up the responsibility of monitoring and controlling the data fusion process on a wholesome basis in order to assess and also to improve its real-time performance based on possible application-specific needs or operational requirements. This level evaluates the performance of the data fusion process and includes everything that refines it. e.g., acquisition of more relevant data, selection of more suitable fusion algorithms, optimization of resource usage with respect to, for instance, electrical power consumption.
Level 5 (Fused Data): Level 5 fuses the refined data derived from the level 4. The fusion of data is based on the content and context so that a formal decision can be taken on the basis of those processed data. 
Signaling Time Estimation of Community Model
Data fusion models are based on either parity vector/space techniques [17] - [19] or comparison method [20] - [22] . Using any of these techniques, the minimum and maximum residual magnitude can be measured [23] . These methods compute and compare each parity equation and deploy a least-squares estimator for the estimation of the measured states. Naturally it is a time-expensive procedure for a large number of redundant sensors. 
Mathematical formulation for Signaling Time
Here the mathematical formulation of the community model is deduced to calculate the signalling cost for the data fusion using the Dynamic Transformation Model.
The general n-level LF transmission time for the single master fusion filter domain [1] is :- The signalling time is a factor based on data transmission time and the processing delay involved in each of the filter level pairs. The processing delay for each pair for n number of levels denoted by P T is -
So the signalling time (P T ) for n levels of filter is -
Algorithm for Signaling Time
The signalling time is estimated based on the data transmission time and processing delay based on the two immediate filter levels. First the data transmission time is calculated. After that the processing delay for n level of filters is calculated. From equation (3) it is evident that signalling time is the product of data transmission time and processing delay. The algorithm has been designed based on the previous work in [1] [2] [25] . C n = ρvl√n /π + ρvl/π(n -√n)α +ρ(l/4) 
Performance Analysis
The data association for signaling time looks for data that belongs to same cluster. It consists of detecting and associating noisy measurements, the origins of which may be unknown. The determination of signaling time is quite difficult in data fusion filtering. In this situations, either deterministic (based on Classical Hypothesis), or probabilistic (based on Bayesian Hypothesis) models are used. In this paper, the deterministic model has been used for the calculation. The values taken here are standard parameters [24] . It is found that the formulation of signaling time based on community model [1] Considering the number of LF levels as 1, the formulation of equation (3) The above graph reveals that, the community model when compared to other existing models shows the least signaling cost irrespective of the filter levels. This happens due to the fact that, this model does not use the verification time as the filtered data are verified at each level of filter processing using the reference sensor. More over the data are fused only once after passing through all the filter levels.
Conclusions
This paper tries to put the new community model scheme to upgrade the signaling time in data fusion methodology. It also attempts to give the importance of the signaling time of the Community Model scheme of the data fusion in decision support system. The signaling time is an important parameter for data fusion as it determines the interrelationship among different signals to derive a proper relation among them. The performance evaluation based on the formulation of Signaling Time shows that the new Community Model is more efficient compared to other existing models. The behaviour of signaling time over different environments like cloud, bioinformatics, and quantum chromodynamics can be studied further to verify the effectiveness of these parameters.
