Introduction
Pebbling on graphs is a two-player game on a connected graph, first mentioned by Lagarias and Saks and made popular in the literature by Chung [5] . The game starts when Player 1 chooses a root vertex r and places pebbles on the vertices. Then Player 2 may make a pebbling move by choosing two pebbles at the same vertex, moving one of them to an adjacent vertex, and removing the other. Player 2 wins if he or she can get a pebble to r after any non-negative number of pebbling moves. The pebbling number of the graph, denoted π(G), is the fewest number of pebbles such that, regardless of the initial configuration and root, Player 2 can win. A good reference for pebbling results, variations, and applications can be found in [10] .
This study focuses on providing upper bounds for the pebbling numbers of various graph products and other graph constructions. For two graphs, G and H, define the "box" (or cartesian) product G H to be the graph with V (G H) = V (G)×V (H) and E(G H) = {{(g, h), (g ′ , h ′ )} : g = g ′ and hh ′ ∈ E(H) or h = h ′ and gg ′ ∈ E(G)}. Graham conjectured that the box product of two connected graphs obeys the following: Conjecture 1.1 (Graham's Conjecture [5] ).
π(G H) ≤ π(G)π(H).
The conjecture would be tight if true [5] . It is still open and has only been solved in a handful of cases, including products of paths [5] , products of cycles [8, 15] , products of trees [13] , products of fan graphs and products of wheel graphs [7] and products between graphs from certain families and graphs with the so-called 2-pebbling property [5, 15, 17] . It has also been verified for graphs of high minimum degree [6] .
We make progress toward this conjecture from a different perspective. Instead of focusing on select families of graphs for which we can verify the conjecture, we aim to find the best constant β for which we can prove that π(G H) ≤ βπ(G)π(H) is universally true. In fact,
in Section 3, we prove that for any connected graphs G and H,
π(G H) ≤ 2π(G)π(H).
Later, we extend this technique to derive similar bounds for other graph products and graph constructions which we will carefully define in the next sections. Our results include bounds for the pebbling number on the strong graph product (Section 4), the cross (or "categorical") product (Section 5), and coronas (Section 6). Beyond the work on Graham's conjecture on the box product for graphs, there are few published results for graph pebbling on other products. A variant of Graham's conjecture using the strong graph product instead of the box product was mentioned as a "problem" in [16] but no further progress on this variation is known to the authors. Note that there are upper bounds provided by Kim and
Kim [12] for the lexicographic product of G and H.
Preliminaries
Throughout, we will assume that all graphs are simple. We use the following notation. For a graph G = (V, E), V = V (G) and E = E(G) are the vertex and edge sets of G, respectively, and |G| = |V (G)|. We write g ∈ G to say g ∈ V (G). We use a ∼ G b to denote that vertices a, b are adjacent in the graph G; when the context for G is clear, we will simply write a ∼ b.
We will call the specific distribution of pebbles distributed on the vertices of G a configuration. The number of pebbles in a configuration C is its size, denoted |C|. At times, we will consider a variant called k-fold pebbling. In this variant, Player 2 wins only if he or she can move k pebbles to the root. The k-fold pebbling number of G, denoted π k (G), is the smallest number of pebbles such that Player 2 can win the k-fold variant regardless of the initial distribution. For a graph G with a given root r, we say a configuration is k-fold r-solvable (or just r-solvable when k = 1) if there is a sequence of pebbling moves such that k pebbles can eventually reach r, and we will let π(G, r) denote the minimum number of pebbles to guarantee that G is r-solvable. Therefore π(G) = max r π(G, r).
Definition 2.1 (Graphs with specific pebbling properties). Let G be a connected graph. We define the following based on the specific properties with regard to pebbling.
For most graphs, it is unknown whether or not they are frugal. However, complete graphs and graphs with diameter 2 are frugal [9] , as are 2-paths [2] , and semi-2-trees [3] . Some of our results can be slightly improved in the case of frugal graphs.
Throughout we will make use of the following pebbling number facts. 
Furthermore, these bounds are sharp.
ing one pebble at each vertex except r. The lower bound (ii) follows from constructing an r-unsolvable configuration by placing 2 diam(G) − 1 pebbles at a vertex of maximum distance from an appropriately chosen r. The upper bound (iii) follows from using Lemma 2.3 (from Fact 3 of [5] ) along with the formula for the pebbling number of a tree (Fact 11 of [5] ). Indeed, for T some breadth-first search spanning tree of G, we have
2 a i − t + 1 for some a 1 ≥ · · · ≥ a t and some t ≥ 0, where
Complete graphs are sharp for (i), and paths are sharp for (ii) and (iii).
Additionally, the following lemma is helpful for comparing the pebbling number of a graph against a subgraph.
For two graphs, G and H, g ∈ V (G), and h ∈ V (H) we will use the simplistic notation 
For example,
′ ) whenever one of the following holds
Corona. G ⊲⊳ H is the graph constructed by taking one copy of G and |G| disjoint copies of H and then, for each vertex in G, adding all possible edges to one distinct copy of H.
Specifically, it has vertex set
and
For example, K 2 ⊲⊳ K 2 = 2K 3 plus an edge (See Figure 1 ).
Pebbling on Box Products
In this section we prove the following.
Theorem 3.1. Let G and H be connected graphs. Then
The main idea behind the proof of this bound on the pebbling number for G H can be seen in Figure 2 . Given a configuration of pebbles, we first move all of those pebbles over to the copy of G that contains the target vertex (that is the top right vertex in Figure 2 ). Now that all pebbles are in the copy of G containing the target vertex, it remains to move all of the pebbles in this copy of G to the target vertex. The goal is to have π(G) pebbles in this copy of G which will guarantee a pebbling solution. The following result is a proof of the idea above and is a stronger result than Theorem 3.1 that follows.
Proposition 3.2. Let G and H both be connected graphs. Then,
Proof. Let C be the initial configuration of (π(G)+|G|)π(H) pebbles. For each vertex g ∈ G let p g denote the total number of pebbles on the vertices in g ×H. Notice that if p g ≥ kπ(H), then k pebbles can be moved to any single vertex in g × H. Hence, if i∈G ⌊
then a total of π(G) pebbles can be moved to G × h for any vertex h ∈ H. From there, pebbles can be moved within G × h to any desired vertex. Therefore, since C is arbitrary, it suffices to show that i∈G
We have:
where {x} denotes the fractional part of x, and the strict inequality follows from the fact that each
which completes the proof.
Proof of Theorem 3.1. The result follows from applying Fact 2.
By the same method, we can improve the previous bound for π(G H) in the case for which one of the graphs is frugal.
Proposition 3.3. Let G and H both be connected graphs. If H is frugal, then
C be the initial configuration with |G|π(H) + 2 d π(G) pebbles. As in Proposition 3.2, for each vertex g ∈ G let p g denote the total number of pebbles on the vertices in g × H. Notice
, then a total of π(G) pebbles can be moved to G × h for any vertex h ∈ H, finally allowing Player 2 to move within G × h to any desired vertex. Therefore, since C is arbitrary, it suffices to show that i∈G
and the result follows.
is at least as strong as the bound in Proposition 3.2 as long as min(
One consequence of Graham's conjecture concerns the pebbling number of the product
As shown in [5] this would be sharp, as the pebbling number of the hypercube
k . In fact, using Proposition 3.2, we show the following. 
Proof. The result is true for k = 1, and for k > 1 we use induction and Proposition 3.2,
Since, for many graphs π(G) ≫ |G| (for example, paths and other high diameter graphs with Fact 2.2(ii)), the exponential bound for the growth of π(G k ) in Corollary 3.4 is close to best possible.
In this section, we use similar techniques to prove the following.
Theorem 4.1. Let G and H be connected graphs. Then,
The key difference in our approach between the box product and the strong product is the fact that, occasionally, a pebble can move in both G and H. Specifically, in the proof of Proposition 3.2, all of the pebbles were first moved through copies of H, then through a copy of G. However, in the strong product case, we will be able to "cut the corner" for one of the moves as illustrated in Figure 3 . To gain the most of this "cut the corner" move, we introduce the following function. Let φ(G) be the pebbling number of a connected graph G with the following additional rule:
before any normal pebbling moves are made, each pebble may make a single pebbling move without any cost of losing a pebble. These moves must be done simultaneously, and a pebble is still considered to reach the root as a result of this move. We first show that this "cut the corner" move, indeed, saves nearly a factor of 2 of the pebbles. 
Proof. Let r be the root. Let C be a configuration of size 
Proof. We will follow a similar proof to that posed in Proposition 3.2. Let (r G , r H ) be the root, C be a configuration of at least 1 2 (π(G) + 2|G| + 1)(π(H) + 1) pebbles, and for each vertex g ∈ G let p g denote the total number of pebbles on the vertices in g × H.
As with the proof of Proposition 3.2, we want to show that sufficiently many pebbles can reach some vertex in G × r H . The key to the proof is that the number of pebbles needed to move onto the subgraph G × r H is sufficiently less than before. Let N(g) denote the open neighborhood {g ′ ∈ G | g ′ ∼ G g}, and define the closed neighborhood
, then a total of k pebbles can be moved to any configuration
Proof of Claim. Partition the p g pebbles into k equitable parts (or as equitable as possible).
We show that each part will allow for at least one pebble to reach any vertex (g ′ , h) ∈ N[g] × H. For each part, observe that using only those pebbles either (a) one pebble can be moved onto (g, h) using only those pebbles or (b) there are two pebbles at (g, h). In case (a), notice that, for the final step of the corresponding h-solution, the pebble may be moved to any (g ′ , h) (instead of (g, h)) In case (b), the two pebbles at (g, h) can be used to make a pebbling move to (g ′ , h) for any g ∼ G g ′ . ♦
As a result of the claim together with Lemma 4.2, it follows that, whenever g∈V (G)
Therefore,
where the first inequality follows from the properties of the ceiling function, and the second inequality follows directly from above. This completes the proof.
Proof of Theorem 4.1. The proof follows from Proposition 4.3 and Fact 2.2(i).
Upon comparing the proof of Proposition 4.3 to the proof of Proposition 3.2, a "shortcut" is taken, saving one move, and up to a factor of 2 of the pebbles. As a result, it may seem reasonable to conjecture that π(G ⊠ H) ≤ 1 2 π(G)π(H). However, π(K 2 ⊠ P 3 ) = 6 whereas π(K 2 ) = 2 and π(P 3 ) = 4. The gains made by the shortcut are lost by the fact that there is now more room to place unused pebbles. As a result, we conjecture the following variation to Graham's conjecture for strong products.
Conjecture 4.4. For any connected graphs G and H,
We note that π(K 2 ⊠ P n ) = 2 n−1 + 2 if n ≥ 2 whereas π(K 2 ) = 2, π(P 4 ) = 8.
Pebbling on Cross Products
Previously, our main technique has been to push pebbles in a canonical manner. However, in the cross product G × H, G (or H) is not necessarily a subgraph. Hence, using the structure of G or H for pebbling within G × H appears to be daunting. As exemplified by
G × H is not connected when both G and H are bipartite and neither G nor H is K 1 .
Our main method to overcome these obstacles is to consider connected spanning bipartite subgraphs of G and H. This can be seen in Figure 4 .
Such subgraphs exist provided the graphs are connected; for instance, consider any spanning tree. We will prove the following: 
To prove this theorem, we will consider the special case K 2 × H where H is nonbipartite. Figure 4 : G × H with pebble movements related to Theorem 5.1
Proof. Since H is nonbipartite, we can choose an edge, {a, b}, that is in H ′ but not H, and a and b are in the same partite set. Since H ′ is a connected spanning bipartite subgraph of H, we can construct a connected bipartite spanning subgraph of K 2 × H, using two copies 
then one pebble can necessarily reach r. Therefore, since y, z ≥ 0 and
, which finishes the proof.
We are now ready to prove the main result of this section.
Proof of Theorem 5.1. Let (r G , r H ) be the root and C be a configuration of 2(π(
Arbitrarily order the vertices of G, and let p g denote the number of pebbles on V (e g × H) \ g ′ >g V (e g ′ × H) , so that each pebble is counted once, and g p g is exactly the total number of pebbles.
Note that, since G ′ is a connected spanning bipartite subgraph of G, we can find G ′ as a subgraph of G × H containing (r G , r H ) among the vertices of G × {r H , x} for any edge {r H , x} in H (such an edge exists because H is connected). Further, for every g ∈ G, the vertices of this subgraph G ′ will contain at least one vertex in e g × H.
By Lemma 5.2, every 2π(H ′ ) 2 pebbles within e g × H can be used to move a single pebble onto any vertex in e g × H. In particular, if p g ≥ 2kπ(H ′ ) 2 , then k pebbles can be moved to any single vertex in e g × H. Since e g × H intersects our chosen copy of G ′ in at least
, a total of π(G ′ ) pebbles can be moved to our chosen subgraph G ′ . From there, pebbles can be moved within G ′ to the root. Therefore, since C is arbitrary, it suffices to show that i∈G
This completes the proof. 
It is worth noting that, for these results, the choice of which graph is G and which graph is H is important. In fact, the condition that H is nonbipartite is applied subtly in Lemma 5.2. Hence, with these methods, a nonbipartite graph must take the role of H.
The concept of using spanning bipartite subgraphs is undoubtedly unaesthetic. Indeed, we believe that a similar type of inequality should hold without the use of bipartite subgraphs.
Conjecture 5.4. Let G and H be connected graphs with G = K 1 and H nonbipartite. Then,
If this conjecture is true, it would be asymptotically tight. It is known that π(C 2k ) = 2 k and π(C 2k+1 ) = 2⌊2 k+1 /3⌋ + 1 [14] . Note that 
Pebbling on Coronas
For an idea of how the pebbles move in these graphs, see Figure 5 . The following two results are straightforward from the structure of G ⊲⊳ H. Proof. Given a configuration C of |H| + 2k − 1 pebbles on H * , at most |H| ("odd") vertices have an odd number of pebbles on them. By removing a pebble from each odd vertex we obtain a configuration C ′ of at least 2k pebbles, for which each vertex is even. By pairing up pebbles on each vertex, at least k pebbling moves can be made. Proof. Let r be the root and suppose that C is an r-unsolvable configuration of maximum size. Write g = |G|, h = |H|, and H 1 , . . . , H g for the copies of H in G ⊲⊳ H, corresponding to the vertices v 1 , . . . , v g in V (G). For a subgraph F ⊆ G ⊲⊳ H let C F be the restriction of
Suppose that r ∈ V (G). In this case we know that |C G | = 0 because, otherwise, any pebble on a vertex v i ∈ V (G) can be moved back to two pebbles in H i , preserving runsolvability but contradicting maximality. Similarly, each |C H i | ≥ h since, otherwise, we could add a pebble to some vertex in H i that doesn't yet have one. Let k i ≥ 0 be such that |C H i | = h + 2k i − 1 + ǫ i , where ǫ i ∈ {0, 1}. Then, by Lemma 6.3, the total number of pebbles that all the copies of H contribute to G is at least
Now suppose, without loss of generality, that r ∈ V (H 1 ). As above, |C G | ≤ 1 (there could be a pebble on v 1 ). Also, |C H i | ≥ h for i > 1, while Lemma 6.2 implies that |C H 1 | ≤ h + 1. Therefore, if |C| ≥ gh + 4π(G), C is r-solvable.
A well-known example of a corona is the sun S n = K m ⊲⊳ K 1 , where n = 2m. Since S n is a split graph, an application of the main result of [1] yields π(S n ) = 3m + 2 for m ≥ 2, while Theorem 6.4 only gives the upper bound 5m. This shows that the bound can be weak. However, the bound can also be fairly sharp. Indeed, one can see that for m ≥ 2, π(K m ⊲⊳ K t ) = mt + 2m + 2, whereas this theorem gives the upper bound mt + 4m, which is asymptotically sharp in t. Also, for any non-complete connected graph H, K 1 ⊲⊳ H has diameter two and so π(K 1 ⊲⊳ H) = |H| + 1 (it is Class 0 by [4] ), while this theorem gives the upper bound |H| + 4.
Notes
In Section 4, we introduced the new function φ that proved useful in deriving Proposition 4.3.
It would therefore be of use to study φ for various graphs and graph classes in order to sharpen this bound and investigate its tightness. For instance, the bound is sharp for C 5 , π(C 5 ) = 5 and φ(C 5 ) = 3, but denser graphs have much looser inequalities, i.e., φ(K n ) = 1. The case when the diameter is 2 also presents an interesting question; for while it may be tempting to say φ(G) = 2 when diam(G) = 2, a quick check has that the Petersen Graph, P has φ(P ) = 3.
On the subject of frugal graphs, and based on the results of [2, 3] , it would be worth exploring whether or not all chordal graphs are frugal.
Finally, the truth of Graham's conjecture would imply that the set of Class 0 graphs is closed under cartesian products. This should be a robust direction to pursue, especially if we also add the frugal property, although it has been suggested in [11] that the square of the Lemke graph might be a counterexample.
