This paper presents an automatic algorithm for the identification of the minimum loops in a multi-source looped water distribution network. This algorithm, obtained as a generalization of that recently proposed by , has the novelty of being able to identify, automatically and in a single run, both the geometric and the fictitious loops of the network. Applications prove that the algorithm has acceptable computation times and can then be profitably adopted in the context of water distribution system analysis.
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Introduction
The reliability of a water distribution network is often represented by making use of compact indices, such as the resilience index (Todini, 2000; Prasad et al., 2003) , and the surplus index (Gessler and Walski, 1985) . These indices are evaluated by means of a single network simulation, even under the demand-driven approach, in order to express the redundancy of the network in terms of pressure heads. Recently, showed that a better representation of reliability can be obtained by the combined use of a compact index of reliability, such as the resilience index, and of an additional index expressing the uniformity of the diameters over the network loops. The work of has then highlighted the importance of knowing the loops in a network, in an attempt to better characterize the network reliability. In particular, since loop definition is not unique (Todini and Rossman, 2013) , knowledge is required of the basis of minimum loops, i.e. the basis of independent loops made up of the lowest number of pipes. In addition to the issue of reliability, the knowledge of the (minimum) loops is also important for the (efficient) use of loops-based network simulation models (Todini and Rossman, 2013) .
Whereas loops can be identified manually in the case of a small network, this operation turns out to be prohibitive for topologically complex networks, such as the real ones. To this end, suitable algorithms then need to be used. In particular, in the scientific literature of water distribution systems, various algorithms have recently been proposed (e.g., Alvarruiz et al., 2015) . In particular, the algorithm of enables automatic identification of the loops in the case of networks fed by a single source node. In fact, in this case, the basis of minimum loops only includes geometric loops, i.e. closed circuits of pipes. On the other hand, as it was highlighted by and will also be recalled in the following sections, in the case of networks fed by more than one source node, fictitious loops (made up of source interconnection paths) have to be added to the geometric loops in order to form the basis of minimum loops. However, the algorithm proposed by does not enable fictitious loops to be automatically identified at the same time as geometric loops.
In this work, a generalized version of the algorithm proposed by is provided, which enables simultaneous identification of both the geometric and fictitious loops that constitute the basis of minimum loops in a looped network. The generalized version also enables identification of banal loops, made up of two or more parallel pipes. In the following sections, first the methodology is described, including an overview of the problem of loop identification, the definition of the fundamental matrices, and finally the algorithm for loop identification. The application to two multi-source networks then follows.
Methodology

Overview
A looped network with n 0 sources, n demanding nodes and p pipes features a total number l of independent loops, which can be obtained through the following relationship:
In the case of networks featuring a single source node, all the l independent loops are made up of geometric loops (i.e. closed circuits) in the network. As an example of this case, the network in Fig. 1 has p=8 pipes, n 0 =1 source node and n=6 demanding nodes. As a result of eq. (1) the network features l=2 independent loops, to be obtained from the whole collection of loops, which in this case comprises 3 loops (M 1 made up of pipes 1, 2, 3, 4, M 2 made up of pipes 3, 5, 6, 7 and M 3 , made up of pipes 1, 2, 4, 5, 6, 7). Among the various bases of independent loops, there is the basis of minimum loops, in which the generic loop features the minimum topologic length, (i.e. it is made up of the lowest number of pipes). For the network in Fig. 1 , the minimum loop basis is made up of loops M 1 and M 2 since the latter loops have topologic length equal to 4 whereas loop M 3 has topologic length equal to 6. At this stage, it has to be noted that the number of minimum loops coincides with the number of pipes which have to be removed from the looped network in order to obtain a branched structure, with only one path connecting each demanding node to a network source. In particular, in order to obtain a branched structure starting from the network in Fig. 1 , two pipes (each of which belonging to one of the network loops, e.g. pipe 2 from loop 1 and pipe 3 from loop 2) have to be removed in order to obtain a branched network.
In the case of networks featuring more than n 0 =1 source node, the basis of minimum loops includes at least n 0 -1 paths of interconnection between source nodes. As an example, let the network in Fig. 2 be considered, which has p=9 pipes, n 0 =2 source node and n=6 demanding nodes since it has been derived from the network in Fig. 1 by simply adding one pipe and one source node. If applied to the network in Fig. 2, eq. (1) yields a total number of l=3 loops. In fact, 3 pipes have to be removed from this network in order to obtain a branched structure where each node has only one connection path to a network source node. In this case, it is not sufficient to remove one pipe from each of the two geometric loops (e.g. pipe 2 from loop 1 and pipe 3 from loop 2) to have a branched structure because all the nodes between the two source nodes would stay connected to two source nodes at the same time. This entails that in the case of Fig. 2 , a further fictitious loop, made up, in this case, of pipes 1, 5, 8, 9 belonging to the interconnection path, has to be considered (incidentally, it is worth noting that a fictitious loop does not imply a geometrically closed loop; indeed it is an open path connecting the source nodes which are two in the case here described). The opening of this loop (e.g. by removing pipe 5) makes it possible to obtain a branched structure, i.e. a system of two branched networks each of which fed by a single source node. The 3 minimum loops of the network in Fig. 2 are then:
loop M 1 , which is the geometric loop made up of pipes 1, 2, 3, 4; loop M 2 , which is the geometric loop made up of pipes 3, 5, 6, 7; loop M 3 , which is the interconnection path between the two source nodes, made up of pipes 1, 5, 8, 9. 
Fundamental matrices
For a generic network, it is possible to define a [p×(n 0 +n)] topological incidence matrix A (Todini and Rossman, 2013) , in which the element A (i, j) can take on the values 0, -1 and 1. In particular, A(i, j) = 0 if the i-th pipe does not have the j-th node at one end; if the i-th pipe has the j-th node at one end, A(i, j) = 1 or A(i, j) = -1 depending on whether the (arbitrarily) assumed flow in the i-th pipe enters or exits the j-th node.
Matrix A can be partitioned into two sub-matrixes, A 10 [p n 0 ] and A 12 [p n], associated, respectively, with the nodes with fixed head and the nodes with unknown head (Todini and Rossman, 2013) . Fig. 2 shows matrices A, A 10 and A 12 for a network with 2 source nodes.
As far as network loops are concerned, matrix M 13 (Todini and Rossman, 2013) , with size [p×l], can be associated to a network. The generic element of this matrix M 13 (i, k) can take on values equal to -1, 0 and 1; in particular, it is equal to -1 or 1 if pipe i is in loop k and the assumed flow direction is in disagreement or agreement, respectively, with the assumed positive rotation direction in the loop; it is equal to 0 if pipe i is not in loop k. Furthermore, let M 31 be the transpose matrix of M 13 . Whereas the definition of A, A 12 and A 10 is unique, the definition of matrixes M 13 and M 31 is not unique, since the definition of the loops themselves is not unique. However, the following property holds for matrices M 13 and M 31 :
where A 21 is the transpose matrix of A 12 . The application of network resolution algorithms based on the knowledge of the loops, and then of matrix M 31 , benefits from the use of the sparsest possible M 31 matrix (Todini and Rosmann, 2013; ). Fig. 2 shows the sparsest possible form of matrix M 31 for the network considered. In this matrix the first two rows correspond to the elementary loops described above (i.e. the geometric loops) whereas the third row refers to the fictitious loop, made up of the shortest path (from the topological viewpoint) which connects the two sources. As a matter of fact, M 31 is made up of rows which correspond to (independent) geometric loops and to fictitious loops associated with source interconnection paths of shortest topological length.
The rows of matrix M 31 can be constructed by resorting to the minimum loop identification algorithm described in the next section, which represents the generalization of that proposed by to networks featuring n 0 ≥ 1 sources.
Algorithm for loop identification
The preliminary step to be performed consists in transforming the generic multi-source network into a fictitious single source network; this is obtained by changing the original layout into a layout where only one source node is present after the others have been removed. The pipes which had the removed source nodes as end nodes in the original layout are then connected to the only source node present in the modified layout. This transformation makes it possible to change the fictitious loops into new geometric loops. As an example of this transformation, the network in Fig. 2 is changed into that in Fig. 3 , where the new geometric loop made up of pipes 1, 5, 8, 9 is present. No fictitious loops are then present in the layout in Fig. 3 . Thus, thanks to this transformation, all the minimum loops are of geometric type and can be automatically detected through the algorithm described hereinafter.
Furthermore, the possible presence of parallel pipes, which constitute loops on their own, has to be detected. These parallel pipes can be simply identified prior to the application of the algorithm by searching for repetitions in the rows of matrix │A│(where │A│ is the absolute value of A). If matrix │A│ features a repetition of two identical rows, then a loop exists made up of the pipes which correspond to the 2 identical rows of │A│. Following this, a row of matrix M 31 corresponding to the loop of parallel pipes can be easily constructed. This row is set equal to a row vector r with sizes [1×p]. Apart from those corresponding to the two parallel pipes of the loop, the other elements of the vector are set to 0. The elements corresponding to the two pipes of the loop are set at 1 or -1 if their arbitrary direction is consistent or not with the positive rotation assumed. If a repetition of n id identical rows exists in matrix │A│, it means that n id -1 loops of parallel pipes have to be considered for that repetition. In particular, the first of the n id -1 loops is constructed by applying the procedure described above for two identical rows, to the first two of the n id identical rows; the second of the n id -1 loops is constructed by considering the second and the third of the n id identical rows, the third of the n id -1 loops is constructed by considering the third and the forth of the n id identical rows and so on, up to the last of the n id -1 loops.
The algorithm proposed for the identification of the minimum geometric loops of a network is based on the De Pina (2005) framework, also adopted by Mehlhorn and Michail (2005) .
In the following sub-sections, first the De Pina (2005) logic framework is described; then, the algorithm of search for the generic geometric loop of the network and an explicative application of the whole algorithm are presented, with reference to the modified network layout where all the fictitious loops have been converted into additional geometric loops (as explained above, concerning the transformation from Fig. 2 to Fig. 3) . Thus, in the following sections only reference to geometric loops is made and the adjective "geometric" is omitted. Furthermore, it is assumed that the possible loops made up of parallel pipes, absent in the case of Fig. 3 , have already been identified prior to the application of the algorithm.
De Pina (2005) logic framework The first step of this logic framework (see Fig. 4 ) consists in searching for a network layout without loops starting from the original looped structure. As said above, the layout can be obtained by removing a number of pipes equal to the number l of loops. These pipes are indicated with the symbol e i (i=1,…, l). Among the network layouts without loops, we can consider, for instance, the minimum spanning tree (Kruskal, 1956) , i.e. the layout of minimum (topological) length. The collection S of reference pipes for the loop search can then be constructed. It is assumed to be made up of the subgroups S i (i=1,…, l), each of which represents the starting seed for the detection of the generic (minimum) loop of the network. Each group is initially composed of a single pipe, which in its turn coincides with one of the pipes removed in the preliminary phase for the determination of the network without closed paths; in other words, at the beginning we have S i ={e i }.
We then start searching the first loop of the network, by applying the algorithm described in the next subsection with reference to the first sub-group S 1 . The first row of matrix M 31 can then be constructed. Once the first loop of the network has been found, we check if any of the following groups S j (j=2,…, l) of reference pipes contains an odd number of pipes in common with the loop found previously. If it does not, i.e. the number of pipes in common is 0 or even, it then remains unchanged. If it does, it is then updated as 1 j j S S S , where symbol indicates that the elements of S 1 and S j are united, with elimination of elements eventually in common. This update enables loops linearly independent of the first loop to be obtained downstream. After updating the groups of reference pipes, following the identification of the first loop, we go to the identification of the second loop, which takes place by applying the algorithm described in the next subsection with reference to the sub-group S 2 . The second row of matrix M 31 is then constructed.
After the detection of the second loop, the groups S i (i=3,…, l) are updated as is described above and we go to the identification of the third loop. The procedure is repeated till all the l loops have been identified. Algorithm for the search for the generic minimum loop Here we assume that we intend to search for the i-th minimum loop after the first i-1 minimum loops have been detected. Therefore, a partial version of matrix M 31 comprising the first i-1 rows is available.
The search for the i-th loop has to be done on the basis of the group S i of reference pipes, that we assume to be composed of n i pipes e 1,i , …, e r,i , …, e ni,i. (with r=1,n i ). In particular, we have to search for the shortest closed path which contains an odd number of pipes of the group S i .
In order to perform this search, we consider a modified layout of the network. This modified layout is a doubled layout, where two copies v+ and v-are present for the generic node v of the original layout. For each original pipe, with end nodes u and w, two pipes are then present in the doubled layout, i.e., the pipe from u+ to w+ and the pipe from u-to w-respectively.
In correspondence to each element of the group S i , the two previous pipes in the doubled layout are deleted and replaced with two new pipes, i.e. pipe from u+ to w-and pipe from u-to w+ respectively. The latter pipes enable the two sides of the doubled layout to be connected. Then, one candidate loop is searched for in correspondence to each element of S i , starting from e 1,i . In particular, for the generic element e r,i of S i , the associate loop is obtained through the following steps: delete the pipe from u+ to w-and the pipe from u-to w+ corresponding to element e r,i ; delete the pipe from u+ to w-and the pipe from u-to w+ corresponding to element e k,i with k<r, if the loop detected in correspondence to e k,i contained e r,i ; apply the Dijkstra (1959) algorithm to detect the shortest path which connects u-and w-, where u-and w-are the end nodes of e r,i in side -of the layout. Due to the doubled structure of the layout, this path will contain an even number of elements of S i ; in fact, should a generic path starting from u-span from side -to side + of the layout through an element of S i , it would be forced to cross another element of S i to go back to side -and reach node w-; change the node indexing in the shortest path obtained above from the doubled layout to the original layout and add node u as last node of the path, in order to obtain a closed path with an odd number of elements in S i ; determine the series of pipes in the closed path from u to u and construct a row r of size with sizes [1×p]. The generic element in this row is equal to 0 if the corresponding pipe does not belong to the path; it is, instead, equal to 1 or -1, if the corresponding pipe is crossed in agreement or disagreement with the initially assumed arbitrary direction respectively. By repeating the steps above for each element of the group S i , a number n i of candidates for the i-th loop are obtained. Among these candidates, the shortest is selected as final loop. The row r with sizes [1×p] associated with this path is the i-th row of matrix M 31.
Explicative application of the algorithm for the identification of matrix M 31 As explicative application of the loop identification algorithm, we consider the network in Figure 3 , made up of n 0 =1 nodes with fixed head and n=6 nodes with unknown head and p=9 pipes. At this stage, it is useful to remind that this network was derived as a transformation of the multi-source network in Fig. 2 , for which minimum loops are being actually searched for. However, since pipe numbering in the network in Fig. 3 is the same as that in the network in Fig. 2, matrix M 31 found for the former is also valid for the latter.
In light of what was said above, matrix M 31 is then made up of l=3 rows, corresponding to the loops, and p=9 columns, corresponding to the pipes.
The rows of matrix M 31 are constructed as follows. The spanning tree is obtained by removing, for instance, pipes 2, 3 and 5 from the network in Fig. 3 . The collection of reference groups for the search for the geometric loops is initially made up of 1 2 S , 2 3 S and 3 5 S . By applying the procedure described above to the group S 1 , loop 1,3, 4, 2 is obtained with topologic length equal to 4. With reference to this loop, the first row of matrix M 31 can be constructed (see Fig. 3 ).
We then check if, for the following groups of reference pipes, the corresponding seed pipes are in common with the first loop. Since S 2 has pipe 3 in common with the first loop, we then have to update 2 2 1 2,3 S S S . S 3 instead stays unchanged. By applying the procedure described above to the group S 2 , we obtain two possible loops, i.e. loop 1,5, 7, 6, 4, 2 featuring a topological length of 6, and loop 5, 7, 6,3 with topological length equal to 4. Both loops are linearly independent from the first minimum loop but the second features a lower topological length and then has to be considered as final/selected second loop. With reference to this latter loop, the second row of matrix M 31 can then be constructed (see Fig. 3 ). We then check that, for the following group of reference pipes, the corresponding seed pipes are in common with the second loop. Since S 3 has an odd number of elements in common with the second loop (specifically, the element/pipe 5), S 3 has to be updated in such a way as to contain, besides its old element, pipe 5, the pipes inside S 2 , i.e. pipes 2 and 3. S 3 will then be 3 3 2 2,3,5 S S S . Finally, the third row of matrix M 31 has to be constructed. Starting from loop S 3 , three possible loops would be obtained. The shortest of them is made up of pipes 9,8,1,5 with topological length of 4, and is then selected as final loop. With reference to the latter loop, the third row of matrix M 31 is then constructed (see Fig. 3 ). Going back to the original multi-source layout in Fig. 2 , the first two loops detected are geometric loops whereas the third loop is a fictitious loop, i.e. a path of interconnection between the source nodes.
Applications
Case studies
After being applied to the simple network of the example in Fig. 2 , the algorithm was tested against two more complex case studies (Fig. 5 and Fig. 6 for case study 1 and Figure 7 for case study 2). The first case study is the skeletonized model of the Modena network (Bragalli et al., 2012) , which features n 0 =4 source nodes, n =268 demanding nodes and p=317 pipes (Fig. 5) . The second case study is the Exeter network (Wang et al., 2014) , which features n 0 =2 source nodes, n =1891 demanding nodes and p=2469 pipes (Fig. 7) .
The algorithm was implemented inside the Matlab® 2014b environment and applications was run using a single processor of a Pentium Dual Core CPU E5400 with frequency of 2.70 GHz. Compared to , the algorithm was implemented more efficiently, thus enabling minimum loop identification to be sped up.
Results
As regards case study 1, the original layout and the modified layout prior to the application of the loop identification algorithm are shown in Figures 5a and 5b respectively. In particular, Figure 5b shows that the 4 source leaving pipes are all connected to the same source node. In this case study, matrix M 31 was obtained in about 0.28 sec. No parallel pipes were detected. As was expected, in light of eq. (1), matrix M 31 has a size of 49 317 and has a rank of 49. The algorithm was then able to produce 49 independent loops. The number of nonzero elements in M 31 is 571. The equalities in Eqs. [2] and [3] were also verified in order to check the consistency of matrix M 31 . In the basis of minimum loops associated with M 31 , 4 source interconnection paths (fictitious loops) were included (see Fig. 6a, b, c, d ). This complies with was stated above, i.e. minimum number of fictitious loops to be included in the basis of minimum loops being equal to or larger than n 0 -1 (=3 in this case). At first sight, it may seem wrong that the geometric loop indicated with the grey filling in Fig. 6a, b, c, d (featuring a topological length of 22) was discarded by the algorithm from the basis of minimum loops. The reason for that is that either of the interconnection paths of Fig. 6a and Fig. 6b has a topological length of 21; the algorithm then preferred to consider one of them instead of the geometric loop mentioned above in order to produce a sparser matrix M 31 .
In case study 2, matrix M 31 was obtained in about 33 sec. Overall, 51 loops made up of parallel pipes were detected, coming from 49 repetitions of 2 rows and 1 repetition of 3 rows in matrix│A│. As was expected, in light of eq. (1), matrix M 31 has a size of 578 2469 and has a rank of 578. The algorithm was then able to produce 578 independent loops. The number of non-zero elements in M 31 is 3245. The equalities in Eqs.
[2] and [3] were also verified in order to check consistency of matrix M 31 . As expected, one source interconnection path (fictitious loop) was included (see Fig. 7 ) in the basis of minimum loops associated with M 31 . In the context of case study 2, a comparison with one of the approximate loop identification algorithms of Alvarruiz et al. (2015) was also carried out. To this end, the step of the methodology presented hereinbefore relative to identification of geometric loops was replaced with algorithm m4 proposed by the Authors, which was then implemented in the Matlab® 2014b environment. In this case, final matrix M 31 was obtained in around 2 sec and differed from the exact M 31 described above in the number of non-zero elements, which is now slightly larger (3289 vs 3245). This is due to the fact that, as already stated by the Authors, algorithm m4 failed to identify properly some minimum loops of the network and approximated them with some larger loops. However, it has to be noted that the shorter computation time (2 sec vs 33 sec) makes the use of algorithm m4 attractive in the case of large networks, in an attempt to have a good first attempt approximation of the basis of minimum loops.
Conclusions
In this work, an algorithm for the identification of the basis of minimum loops in a looped network was proposed. The algorithm has the novelty of dealing with both geometric and fictitious loops at the same time. order of magnitude of the computation times in the Matlab® environment makes the current implementation of the algorithm usable in the context of water distribution network analysis for all kinds of networks. Use of the algorithm in the optimization context may turn out to be a little bit more cumbersome in the case of topologically complex networks. In the latter case, however, implementations in more computationally efficient languages, such as Fortran® or C®, could be conveniently used to reduce the computation times. Another possible strategy could be to use faster approximate algorithms, such as m4 of Alvarruiz et al. (2015) , during the whole optimization process, and then to apply the exact algorithm for the assessment of the final solutions. Fig. 7 . Exeter network. The source interconnection path identified as fictitious loop is plotted with a thick grey line.
