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Popula¨rvetenskaplig presentation
Att hitta heltalslo¨sningar till ekvationer har la¨nge varit av intresse inom matematiken. Redan p˚a
200-talet arbetade den grekiske matematikern Diofantos med just detta. Diofantos skrev en bok,
Arithmetica, som behandlar 130 olika ekvationer och deras heltalslo¨sningar. Ekvationer da¨r endast
heltalslo¨sningar efterfr˚agas har blivit uppkallade efter Diofantos och kallas numera diofantiska
ekvationer. Till exempel kan polynomekvationer betraktas som diofantiska om man begra¨nsar sig
till att so¨ka lo¨sningar bland heltalen.
Ett exempel p˚a en ka¨nd polynomekvation a¨r a2+b2 = c2 fr˚an Pythagoras sats om ra¨tvinkliga triang-
lar. Ekvationen kan ses som en diofantisk ekvation om vi bara intresserar oss fo¨r heltalslo¨sningarna.
S˚adana lo¨sningar kallas fo¨r pythagoreiska tripplar. Ett exempel p˚a en pythagoreisk trippel a¨r 3, 4
och 5, eftersom 32 + 42 = 52.
En annan ka¨nd polynomekvation a¨r xn + yn = zn, som a¨r ekvationen i Fermats sista sats. Satsen
sa¨ger att ekvationen inte har n˚agra positiva heltalslo¨sningar d˚a n a¨r sto¨rre a¨n tv˚a. Om n a¨r lika
med tv˚a f˚ar vi precis ekvationen i Pythagoras sats, vilken har oa¨ndligt m˚anga heltalslo¨sningar.
Fermat skrev sin sista sats i ett exemplar av Diofantos Arithmetica och da¨refter skrev han “Jag
har ett i sanning underbart bevis fo¨r detta p˚ast˚aende, men marginalen a¨r alltfo¨r tr˚ang fo¨r att
rymma detsamma.” (Originalet p˚a latin: “Cuius rei demonstrationem mirabilem sane detexi. Hanc
marginis exiguitas non caperet”).
Att avgo¨ra vilka diofantiska ekvationer som har lo¨sningar a¨r fortfarande ett o¨ppet matematiskt
problem. Matematikern David Hilbert formulerade a˚r 1900 en lista p˚a 23 matematiska problem
da¨r det tionde problemet lo¨d “Existerar det en algoritm som kan avgo¨ra om en diofantisk polyno-
mekvation har en lo¨sning?” Den ryske matematikern Matijasevitj [13] lyckades bevisa att en s˚adan
algoritm inte existerar, och da¨rmed a¨r studerandet av diofantiska ekvationer fortfarande relevant.
P˚a 30-talet formulerade matematikern Emil Artin en fo¨rmodan kring na¨r en viss sorts ekvationer,
na¨mligen homogena polynomekvationer, har lo¨sningar. Att ett polynom a¨r homogent inneba¨r att
varje term i polynomet har samma grad. Exempelvis a¨r ekvationen a2 + b2 = c2 fr˚an Pythagoras
sats en homogen polynomekvation eftersom varje term a¨r av grad tv˚a. En homogen polynomekva-
tion av grad sto¨rre a¨n noll har alltid nollan som lo¨sning, i exemplet ovan ser vi att om a, b och c
a¨r lika med noll a¨r ekvationen uppfylld.
Vi ska underso¨ka no¨dva¨ndiga villkor fo¨r att en diofantisk homogen polynomekvation ska ha noll-
skilda lo¨sningar. Ofta har ekvationer implicita delbarhetsvillkor. Till exempel ga¨ller det i Fermats
ekvation att x, y och z inte alla kan vara udda eftersom va¨nsterledet d˚a skulle bli ja¨mnt medan
ho¨gerledet skulle bli udda, och d˚a ga¨ller inte likheten. Liknande hinder till att lo¨sningar existe-
rar kan finnas a¨ven om vi testar delbarhet med ett annat tal a¨n tv˚a och ibland inneba¨r det att
ekvationen inte har n˚agra lo¨sningar alls. Artin fo¨rmodade att om variabelantalet i en homogen
polynomekvation a¨r tillra¨ckligt stort s˚a finns det inte n˚agra delbarhetsrelaterade ska¨l till varfo¨r en
ekvation saknar nollskilda lo¨sningar.
Artins fo¨rmodan ligger till grund fo¨r det ha¨r arbetet. Fo¨rmodan a¨r i allma¨nhet falsk, men sta¨mmer
a¨nd˚a i m˚anga fall och vi ska i det ha¨r arbetet bygga upp teorin fo¨r att motivera formuleringen av
Artins fo¨rmodan.
Sammanfattning
Artins fo¨rmodan om homogena polynomekvationer ligger till grund fo¨r den ha¨r uppsatsen.
Fo¨rmodan a¨r falsk i allma¨nhet men sta¨mmer i ma˚nga fall. Ett av v˚ara ma˚l a¨r att motivera
varfo¨r fo¨rmodan a¨r formulerad som den a¨r. Uto¨ver det presenterar vi ett motbevis till fo¨rmodan
samt bevisar fo¨rmodan i ett specifikt fall. Vi konstruerar de p-adiska talen d˚a fo¨rmodan a¨r
formulerad i termer av p-adiska tal och vi presenterar teori om a¨ndliga kroppar d˚a teorin
beho¨vs i motiveringen av fo¨rmodan, motbeviset och i beviset av det specifika fallet.
Abstract
This paper is based on Artin’s conjecture concerning homogeneous polynomial equations.
The conjecture is false in general but it is still true in many cases. One of our goals is to
motivate why the conjecture is formulated the way it is. Moreover, we present a counterproof
to the conjecture and we prove the conjecture in one specific case. We construct the p-adic
numbers as the conjecture is expressed in terms of p-adic numbers and we introduce theory
on finite fields, as it is needed in the motivation of the conjecture, the counterproof and in the
proof of the specific case.
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Fo¨rord
Vi vill tacka v˚ar handledare Julia Brandes fo¨r all hja¨lp och fo¨r det sto¨d vi f˚att under arbetets
g˚ang. Som grupp har vi tra¨ffats tillsammans med handledaren en g˚ang i veckan fo¨r att uppdatera
varandra kring vad som har gjorts, sta¨lla de fr˚agor som beho¨vts sta¨llas, planera den kommande
veckan och fo¨r att ta viktiga beslut.
Under arbetets g˚ang har vi fo¨rt en gemensam dagbok da¨r vi antecknat vad som sagts p˚a mo¨ten
och vilka beslut som tagits. Uto¨ver det har varje enskild persons arbete loggats i en tidslogg da¨r vi
skrivit hur m˚anga timmar vi arbetat samt vad vi har gjort. I stora drag har Alexander och Kajsa
varit huvudansvariga fo¨r att motivera Artins fo¨rmodan, samt att ge motbevis och bevis till Artins
fo¨rmodan medan Markus har varit huvudansvarig fo¨r teorin som behandlar de p-adiska talen.
Alexander fick fr˚an bo¨rjan ansvar fo¨r att tillsammans med Markus la¨sa om p-adiska tal och fo¨rst˚a
Hensels lemma. Han har sedan tillsammans med Kajsa funderat o¨ver motiveringen till Artins
fo¨rmodan, Terjanians motbevis och la¨st Lewis bevis. De avsnitt i rapporten som huvudsakligen
a¨r skrivna av Alexander a¨r den popula¨rvetenskapliga presentationen, kapitel 1, 4, 5, 6, avsnitt 2.1
samt avsnitt A och B i Appendix.
Kajsa har haft huvudansvar fo¨r att dagboken ska bli uppdaterad varje vecka. Hon fick fr˚an bo¨rjan
a¨ven ansvar fo¨r att sa¨tta sig in i kroppsutvidgningar och fo¨rst˚a normfunktionen. Vidare har hon
tillsammans med Alexander funderat o¨ver motiveringen till Artins fo¨rmodan, Terjanians motbevis
och la¨st Lewis bevis. De avsnitt i rapporten som huvudsakligen a¨r skrivna av Kajsa a¨r den po-
pula¨rvetenskapliga presentationen, sammanfattningen, fo¨rordet, kapitel 1, 3, 4, 5, 6 och avsnitt A i
Appendix.
Markus har varit huvudansvarig fo¨r kandidatrapportens utformning i LATEX och fo¨r att uppdatera
kontinuerligt mot SVN. Markus fick fr˚an bo¨rjan a¨ven ansvar fo¨r att tillsammans med Alexander
la¨sa om p-adiska tal och fo¨rst˚a Hensels lemma. Vidare har Markus varit ansvarig fo¨r teorin som
behandlat Qp och fo¨r att bevisa de satser som beho¨vts fo¨r att arbetet inte ska ha luckor. De avsnitt
i rapporten som huvudsakligen a¨r skrivna av Markus a¨r kapitel 2 och Appendix.
1 Inledning
P˚a 1930-talet formulerade Emil Artin en fo¨rmodan om villkoren fo¨r existensen av icke-triviala
lo¨sningar till homogena polynomekvationer [1]. Det ha¨r arbetet syftar till att underso¨ka motive-
ringen bakom Artins fo¨rmodan.
Fo¨r att avgo¨ra om en polynomekvation saknar heltalslo¨sningar kan man underso¨ka om den saknar
reella lo¨sningar, d˚a R som bekant a¨r en komplettering av Q och da¨rmed har heltalen som delma¨ngd.
Det finns ibland uppenbara anledningar till att ekvationer saknar icke-triviala lo¨sningar, exempelvis
saknar x2 + y2 = 0 icke-triviala lo¨sningar bland de reella talen eftersom x2 ≥ 0 fo¨r alla x.
P˚a liknande sa¨tt kan delbarhets- och kongruensegenskaper sa¨ga n˚agot om heltalslo¨sningar till en
ekvation. Om en ekvation har en heltalslo¨sning har den a¨ven en lo¨sning modulo pn, fo¨r alla primtal
p och alla positiva heltal n. Fo¨r att utesluta att det existerar en icke-trivial lo¨sning kan vi da¨rfo¨r
betrakta ekvationen modulo pn. Om endast nollan uppfyller ekvationen modulo pn fo¨r alla tal n
a¨r enbart nollan en lo¨sning a¨ven till den ursprungliga ekvationen, eftersom det enda talet som a¨r
oa¨ndligt delbart med p a¨r noll. De s˚a kallade p-adiska talen Qp “sammanfattar” Z/pnZ, fo¨r alla n
och fo¨r varje p, och a¨r precis som R kompletteringar av Q. Ma¨ngden Qp karakteriserar allts˚a alla
delbarhetsvillkor, fo¨r ekvationen i fr˚aga, som har med p att go¨ra. Det existerar inte heller n˚agra
kompletteringar av Q uto¨ver R och Qp enligt Ostrowskis sats, vilken vi presenterar i kapitel 2. D˚a
Qp a¨r kompletteringar av Q a¨r heltalen en delma¨ngd a¨ven till de p-adiska talen, s˚a om det inte
fo¨rekommer en lo¨sning i Qp go¨r det inte heller det i Z. Artins fo¨rmodan a¨r formulerad i termer av
p-adiska tal.
Artins fo¨rmodan: L˚at F (x1, . . . , xn) vara ett homogent polynom av grad d med koefficienter
i Qp. Ekvationen F (x1, . . . , xn) = 0 har en icke-trivial lo¨sning i Qp om n a¨r sto¨rre a¨n d2.
Artins fo¨rmodan a¨r falsk i allma¨nhet. Terjanian [18] motbevisade Artins fo¨rmodan genom att
konstruera ett polynom i 18 variabler av grad fyra o¨ver Q2 som enbart har den triviala lo¨sningen
i Q2. Lewis och Montgomery [12] visade att det fo¨r oa¨ndligt m˚anga grader d finns ett primtal p
och ett homogent polynom o¨ver Z av grad d som enbart har den triviala lo¨sningen i Qp, fasta¨n
variabelantalet a¨r sto¨rre a¨n
exp
(
d
(log d)(log log d)1+ε
)
,
fo¨r n˚agot ε > 0.
Fo¨rmodan sta¨mmer emellertid i vissa fall, och det a¨r ett o¨ppet matematiskt problem under vilka yt-
terligare antaganden fo¨rmodan sta¨mmer. Hasse [8] visade att Artins fo¨rmodan sta¨mmer fo¨r kvadra-
tiska homogena polynom. Lewis [11] samt Demyanov [5] har oberoende bevisat Artins fo¨rmodan
d˚a graden av det homogena polynomet a¨r tre.
Syftet med v˚art arbete a¨r att underso¨ka motivationen bakom Artins fo¨rmodan samt att a˚terge en
version av Terjanians motbevis och huvuddragen av Lewis bevis fo¨r kubiska homogena polynom.
Fo¨r att underso¨ka motivationen bakom Artins fo¨rmodan utreder vi varfo¨r Artin fo¨rmodade att det
kra¨vs ett variabelantal p˚a d2 + 1 fo¨r att en icke-trivial lo¨sning alltid ska existera till ett homogent
polynom av grad d. V˚art m˚al a¨r s˚aledes att konstruera homogena polynomekvationer av grad
d i d2 variabler som enbart har den triviala lo¨sningen, genom att anva¨nda en liknande metod
som Mordell [14]. Genom att systematiskt konstruera s˚adana polynom fo¨r alla grader och fo¨r alla
primtal motiveras fo¨rmodan.
Fo¨r att n˚a v˚ara m˚al presenterar vi fo¨rst den teori som kra¨vs. Vi bo¨rjar med att konstruera de
p-adiska talen och vidare introducera kroppsutvidgningar och teori kring a¨ndliga kroppar. Vi ska
speciellt betrakta en funktion som kallas norm fr˚an en kroppsutvidgning till dess ursprungliga
kropp, vilken a¨r fundamental i den systematiska konstruktionen av de homogena polynomekvatio-
nerna. Efter presentationen av ovanst˚aende teori redogo¨r vi fo¨r den systematiska konstruktionen
av de homogena polynomekvationerna samt bevisar och motbevisar Artins fo¨rmodan i de tv˚a fall
som tidigare na¨mnts.
1
2 De p-adiska talen
Syftet med det ha¨r kapitlet a¨r att uto¨ka Q till de p-adiska talen Qp som a¨r en fullsta¨ndig kropp
som ej sammanfaller med R, fo¨r varje primtal p. I det fo¨rsta avsnittet introducerar vi den p-
adiska valueringen samt det p-adiska absolutva¨rdet. Avsnitt 2.2 la¨gger grunden fo¨r den algebraiska
konstruktionen av de p-adiska talen och i avsnitt 2.3 konstruerar vi dem. Teorin i det ha¨r kapitlet
a˚terfinns bland annat i Gouveˆa [6] och Greenberg [7].
2.1 Valueringar och absolutva¨rden
Ma˚let med det ha¨r avsnittet a¨r att la¨gga grunden fo¨r konstruktionen av de p-adiska talen. Vi bo¨rjar
med att definiera vad en valuering a¨r.
Definition 2.1. L˚at K vara en kropp. Funktionen v a¨r en valuering p˚a K om den fo¨r alla
x, y ∈ K uppfyller
(i) v(xy) = v(x) + v(y),
(ii) v(x+ y) ≥ min{v(x), v(y)},
(iii) v(x) =∞ om och endast om x = 0.
Om Im(v) ⊆ Z ∪ {∞} sa¨ger vi att v a¨r en diskret valuering.
Vidare definierar vi den p-adiska valueringen vilken anva¨nds b˚ade i definitionen av det p-adiska
absolutva¨rdet samt i konstruktionen av de p-adiska talen.
Definition 2.2. Fixera ett primtal p. Den p-adiska valueringen vp(n) fo¨r ett nollskilt heltal n
definieras som en funktion vp : Z \ {0} → Z p˚a fo¨ljande sa¨tt:
L˚at vp(n) vara det unika positiva heltal k som satisfierar n = p
km fo¨r ett heltal m da¨r p och
m a¨r relativt prima. Vi uto¨kar vp(n) till hela Q \ {0} genom
vp(x) = vp(a)− vp(b)
da¨r x = ab a¨r ett rationellt tal, da¨r b 6= 0.
Fo¨r x = 0 l˚ater vi vp(0) :=∞. Vi har da¨rmed uto¨kat vp : Q→ Z ∪ {∞}.
Notera att fo¨r ett heltal n a¨r vp(n) lika med antalet g˚anger n a¨r delbart med p.
Lemma 2.3. Funktionen vp a¨r en valuering p˚a Q.
Bevis. Antag fo¨rst att x och y a¨r heltal. L˚at x = pnx′ och y = pmy′ da¨r p inte delar x′ och y′. D˚a
ga¨ller att
vp(xy) = vp(p
n+mx′y′) = n+m = vp(x) + vp(y).
Antag nu att n ≤ m. D˚a ga¨ller att
vp(x+ y) = vp(p
n(x′ + pm−ny′)) ≥ n = min{vp(x), vp(y)}.
Detta bevisar b˚ade (i) och (ii) na¨r x och y a¨r heltal.
Na¨r x, y ∈ Q inte a¨r heltal kan vi sa¨tta x = a
b
och y =
c
d
. Valueringen kan bera¨knas som
vp(xy) = vp
(ac
bd
)
= vp(ac)− vp(bd) = vp(a)− vp(b) + vp(c)− vp(d) = vp(x) + vp(y).
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Allts˚a ga¨ller (i) fo¨r alla x, y ∈ Q. P˚a liknande sa¨tt visas a¨ven (ii) i det rationella fallet, ha¨r har vi
vp(x+ y) = vp
(
ad+ bc
bd
)
= vp(ad+ bc)− vp(bd)
≥ min{vp(ad), vp(bc)} − vp(bd)
= min{vp(x), vp(y)}.
Slutligen fo¨ljer (iii) fr˚an definitionen av vp.
Lemma 2.4. Den p-adiska valueringen a¨r va¨ldefinierad.
Bevis. Det som ska visas a¨r att den p-adiska valueringen a¨r oberoende av representationen av det
rationella talet ab . Antag da¨rfo¨r att
a
b =
c
d , vilket a¨r ekvivalent med att ad = cb. Vi har att
0 = vp(ad)− vp(cb) = vp(a) + vp(d)− vp(c)− vp(b) = vp
(a
b
)
− vp
( c
d
)
Allts˚a a¨r vp
(a
b
)
= vp
( c
d
)
, s˚a vp a¨r va¨ldefinierad.
Som vi nu visat a¨r den p-adiska valueringen en va¨ldefinierad valuering p˚a Q. Vi anva¨nder value-
ringen fo¨r att definiera det p-adiska absolutva¨rdet men innan vi go¨r det p˚aminner vi om vad ett
absolutva¨rde a¨r, samt introducerar begreppet icke-arkimediskt absolutva¨rde.
Definition 2.5. L˚at K vara en kropp och R≥0 de icke-negativa reella talen. Ett absolutva¨rde
p˚a K a¨r en funktion | · | : K → R≥0 s˚adan att fo¨r alla x, y ∈ K, s˚a a¨r
1. |x| ≥ 0 och |x| = 0 om och endast om x = 0,
2. |x||y| = |xy|,
3. |x+ y| ≤ |x|+ |y|.
Om | · | dessutom uppfyller att
4. |x+ y| ≤ max(|x|, |y|)
sa¨gs absolutva¨rdet vara icke-arkimediskt. Ett absolutva¨rde som inte a¨r icke-arkimediskt sa¨gs
vara arkimediskt.
Anma¨rkning 2.6. Olikheten |x + y| ≤ max(|x|, |y|) a¨r ka¨nd som den ultrametriska olikheten, och
kan ses som en starkare version av triangelolikheten. En tolkning av den ultrametriska olikheten
a¨r att alla trianglar a¨r likbenta.
Speciellt a¨r det vanliga absolutbeloppet ett absolutva¨rde p˚a Q. Absolutva¨rdet
|x| =
{
1 d˚a x 6= 0
0 d˚a x = 0
definierar det triviala absolutva¨rdet. L˚at oss nu definiera det p-adiska absolutva¨rdet.
Definition 2.7. Det p-adiska absolutva¨rdet av rationella tal x 6= 0 definieras fo¨r ett primtal
p som |x|p := p−vp(x) och |0|p := 0.
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Anma¨rkning 2.8. Vi noterar att | · |p fo¨r nollskilda element i Q bara kan anta va¨rden p˚a formen
p−k fo¨r k ∈ Z.
Sats 2.9. Det p-adiska absolutva¨rdet | · |p a¨r ett va¨ldefinierat icke-arkimediskt absolutva¨rde p˚a Q.
Bevis. Absolutva¨rdet a¨r va¨ldefinierat eftersom valueringen a¨r va¨ldefinierad, enligt lemma 2.4. Vi
beho¨ver verifiera de fyra kraven i definitionen av ett icke-arkimediskt absolutva¨rde.
Eftersom p > 0 och |x|p = p−vp(x) har vi att |x|p ≥ 0,∀x ∈ Q och per definition a¨r |x|p = 0 om
och endast om x = 0.
Enligt lemma 2.3 har vi att vp(xy) = vp(x) + vp(y), s˚a
|xy|p = p−vp(xy) = p−vp(x)−vp(y) = p−vp(x)p−vp(y) = |x|p|y|p.
Vidare a¨r |x+ y|p ≤ |x|p + |y|p, ty
|x+ y|p = p−vp(x+y) ≤ p−min{vp(x),vp(y)} ≤ max{|x|p, |y|p} ≤ |x|p + |y|p.
Allts˚a a¨r | · |p ett icke-arkimediskt absolutva¨rde p˚a Q.
Exempel 2.10. Fo¨r att f˚a en uppfattning om hur det p-adiska absolutva¨rdet fungerar ger vi n˚agra
exempel nedan.
|25|5 = 5−2, ty v5(25) = 2.∣∣ 1
18
∣∣
3
= 32, ty v3
(
1
18
)
= v3(1)− v3(18) = 0− 2 = −2.∣∣ 12
13
∣∣
3
= 3−1, ty v3
(
12
13
)
= v3(12)− v3(13) = 1− 0 = 1.
Notera att tal som med det vanliga absolutbeloppet betraktas som “stora” men som inneh˚aller
m˚anga faktorer av p a¨r “sm˚a” med avseende p˚a det p-adiska absolutva¨rdet.
Sats 2.11. (Ostrowskis sats) Varje icke-trivialt absolutva¨rde p˚a Q a¨r ekvivalent med n˚agot av
| · |p eller det vanliga absolutbeloppet.
Bevis. Se Gouveˆa [6, sats 3.1.3].
Ostrowskis sats medfo¨r allts˚a att det inte finns n˚agra fler kompletteringar av Q a¨n R och Qp, fo¨r
varje p. Kom ih˚ag att vi dock f˚ar olika kompletteringar Qp fo¨r olika p. Exempelvis a¨r Q5 och Q11
tv˚a olika kompletteringar av Q.
2.2 Diskreta valueringsringar
Fo¨r att konstruera de p-adiska talen beho¨vs ytterligare teori om diskreta valueringsringar och deras
fullsta¨ndiga uto¨kning, vilket vi presenterar i det ha¨r avsnittet. Hittills har vi enbart betraktat den
p-adiska valueringen p˚a Q. Generellt kan vi dock betrakta ett godtyckligt integritetsomr˚ade R med
en valuering v.
Definition 2.12. Om R a¨r ett integritetsomr˚ade med diskret valuering v sa¨ger vi att R utgo¨r
en diskret valueringsring.
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Exempel 2.13. Betrakta en kropp K och tillho¨rande ring K[[x]] av formella potensserier
∑
k
akx
k
o¨ver K. Definiera nu v(x) := n om
a0 = . . . = an−1 = 0 och an 6= 0.
Vi ser att en s˚adan funktion v : K[[x]] → R≥0 uppfyller kraven fo¨r en valuering i definition 2.1,
och vi ser att K[[x]] a¨r en diskret valueringsring med valuering v.
Med den p-adiska valueringen a¨r vp(p) = 1. Element vars p-adiska valuering a¨r 1, kallas fo¨r unifor-
miseringselement. Begreppet kan generaliseras till godtyckliga valueringsringar.
Definition 2.14. L˚at K vara en diskret valueringsring med valuering v. Ett element pi ∈ K
med v(pi) = 1 bena¨mner vi som ett uniformiseringselement.
Anma¨rkning 2.15. Vi kan se diskreta valueringsringar som principiala integritetsomr˚aden, med ett
unikt maximalt ideal, som inte utgo¨r kroppar. Om R a¨r en diskret valueringsring med ett maximalt
ideal (p) fo¨r n˚agot irreducibelt element p ∈ R, kan vi definiera en funktion v : R→ Z ∪ {∞} med
v(0) =∞ och v(a) som det sto¨rsta heltalet n s˚adant att a ∈ (pn). Det a¨r enkelt att kontrollera att
v utgo¨r en valuering p˚a R.
Vi definierar nu vad som menas med en komplettering av en valueringsring, fo¨r att senare kunna
definiera de p-adiska talen.
Definition 2.16. L˚at R1, R2, R3, . . . vara ringar och K = R0 en kropp med homomorfierna
ϕ1, ϕ2, ϕ3, . . . da¨r
K = R0
ϕ1←− R1 ϕ2←− R2 ϕ3←− · · · ϕk←− Rn ϕk+1←−−− · · · . (1)
Betrakta den direkta produkten R =
∞∏
k=0
Rk av ringarna R0, R1, R2, . . . , Rn, . . . vars element
nu a¨r givna av oa¨ndliga fo¨ljder.
Delringen Rˆ som definieras som alla element x = (x1, x2, x3, . . .) ∈
∞∏
k=0
Rk fo¨r vilka
ϕk(xk) = xk−1 ∀k ≥ 1 (2)
sa¨ger vi vara den fullsta¨ndiga kompletteringen av R. Vidare info¨r vi notationen Rˆ = lim←−Rk
fo¨r den fullsta¨ndiga kompletteringen Rˆ av Rk med avseende p˚a homomorfierna ϕk.
2.3 Algebraisk konstruktion av de p-adiska talen
I det ha¨r avsnittet presenterar vi en algebraisk konstruktion av de p-adiska talen Qp, eftersom
Artins fo¨rmodan a¨r formulerad i termer av Qp. Vi konstruerar fo¨rst de p-adiska heltalen Zp och
definierar sedan Qp som br˚akkroppen av Zp.
Anma¨rkning 2.17. Vi betecknar de p-adiska heltalen med Zp vilket ej a¨r att fo¨rva¨xla med Z/pZ
som a¨r heltalen modulo p.
Betrakta uppsa¨ttningen i ekvation (1) da¨r vi hade
K = R0
ϕ1←− R1 ϕ2←− R2 ϕ3←− · · · ϕn←− Rn ϕn+1←−−− · · · .
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L˚at nu p vara ett primtal och sa¨tt Rk = Z/pk+1Z.
Tag nu projektionsavbildningen
ϕk : Z/pk+1Z→ Z/pkZ
ak+1 7→ ak
fo¨r en fo¨ljd {aj}j ∈
∞∏
n=1
Z/pnZ.
Definition 2.18. Vi definierar de p-adiska heltalen, Zp, som den fullsta¨ndiga kompletteringen
av
∞∏
k=1
Z/pkZ med avseende p˚a ϕk,
Z/pZ ϕ1←− Z/p2Z ϕ2←− Z/p3Z · · · ϕk←− Z/pk+1Z ϕk+1←−−− · · · .
Vi skriver Zp = lim←− Z/p
kZ.
Anma¨rkning 2.19. Om vi betecknar funktionerna som avbildar x ∈ Zp enligt
φk : x 7→ ak mod pk
fo¨r x ∈ Zp kan vi med denna notation se att Zp definieras precis s˚a att vi f˚ar de kommutativa
diagrammen
Z/pk+1Z
Zp Z/pkZ
ϕkφk+1
φk
fo¨r varje heltal n ≥ 1.
Eftersom Zp = lim←− Z/p
nZ utgo¨r ett integritetsomr˚ade1 a¨r fo¨ljande definition av de p-adiska talen
naturlig att go¨ra.
Definition 2.20. (Definition av de p-adiska talen) De p-adiska talen Qp definieras som
Zp[ 1p ], vilket a¨r kroppen av alla br˚ak i Zp.
Anma¨rkning 2.21. Varje p-adiskt tal x ∈ Qp kan skrivas p˚a formen
x =
∞∑
k=−m0
akp
k
fo¨r n˚agot m0 ≥ 0 och koefficienter 0 ≤ ak ≤ p − 1. Representationen av p-adiska tal visas i sats
D.15 i Appendix.
Anma¨rkning 2.22. Fo¨r x ∈ Zp ga¨ller att |x|p ≤ 1. Vi uto¨kar absolutva¨rdet till Zp i sats D.1 i
Appendix.
1Se sats D.8 i Appendix.
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Anma¨rkning 2.23. En alternativ analytisk konstruktion av de p-adiska talen a˚terfinns i Appendix,
avsnitt B. I avsnitt E i Appendix bevisar vi att de tv˚a olika konstruktionerna ger upphov till
isomorfa kroppar.
Att definiera de p-adiska heltalen som ett bak˚atgra¨nsva¨rde kallas ibland fo¨r att betrakta det pro-
jektiva kategoriteoretiska gra¨nsva¨rdet. De p-adiska talen kan uppfattas b˚ade som potensserier och
som ett projektivt gra¨nsva¨rde, vilket vi visar i avsnitt D i Appendix. Fo¨r att betona vikten av
b˚ada synsa¨ttten ger vi nu n˚agra konkretiserande exempel.
Exempel 2.24. Heltalet −1 kan skrivas som −1 = (p− 1) + (p− 1)p+ (p− 1)p2 + (p− 1)p3 + . . .
med konvergens i den p-adiska metriken.2
Exempel 2.25. Antag att p = 2. Talet 75 kan skrivas som
75 = 1 · 1 + 1 · 2 + 1 · 23 + 1 · 26.
Genom att betrakta Zp som ett projektivt gra¨nsva¨rde kan vi ista¨llet skriva
75 = ([1]2, [3]4, [3]8, [11]16, [11]32, [75]64, [75]128, . . .)
som fo¨ljd i lim←− Z/p
iZ da¨r [a]pi betecknar ekvivalensklassen [a]pi ∈ Z/piZ.
Med synsa¨ttet av Zp som projektivt gra¨nsva¨rde blir det la¨tt att skriva ned ett explicit uttryck fo¨r
-75,
−75 = (−[1]2,−[3]4,−[3]8,−[11]16,−[11]32,−[75]64,−[75]128, . . .).
Exempel 2.26. Hittills har vi enbart betraktat p-adiska utvecklingar av heltal. Den 7-adiska
utvecklingen av −56 a¨r −5
6
=
5
1− 7 = 5(1 + 7 + 7
2 + 73 + . . .).
Vi vill nu ge n˚agra insikter om likheterna och skillnaderna mellan de reella talen R och de p-adiska
talen Qp. Kroppen R av reella tal karakteriseras av att varje Dedekindfullsta¨ndig totalt ordnad
kropp a¨r isomorf med R. Isomorfin a¨r unik och bevarar ordningen [17, kap. 30]. Karakteriseringen
av R ger en abstrakt syn av de reella talen. En allma¨n karakterisering av Qp kan go¨ras genom
fo¨ljande representationsatssats:
Sats 2.27. (Karakterisering av Qp)
Fo¨r varje primtal p finns det unik kropp, som vi va¨ljer att kalla Qp, med ett icke-arkimediskt
absolutva¨rde s˚adant att
(i) Qp har en delkropp isomorf med Q,
(ii) absolutva¨rdet inducerat p˚a Q via inklusionen enligt (i) a¨r det p-adiska absolutva¨rdet | · |p,
(iii) Q ligger ta¨tt i Qp med avseende p˚a | · |p,
(iv) Qp a¨r cauchyfullsta¨ndigt med avseende p˚a | · |p.
Kroppen Qp a¨r unik upp till en unik ringisomorfi som bevarar absolutva¨rden.
Bevis. Se exempelvis Gouveˆa [6, sats 3.2.13].
2Se exempel D.12 i Appendix.
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3 Kroppsutvidgningar
Det ha¨r kapitlet behandlar kroppsutvidgningar. Vi fo¨rklarar hur kroppar kan utvidgas, definie-
rar begreppet splittringskropp, presenterar teori om a¨ndliga kroppar och slutligen betraktar vi
en funktion fr˚an en kroppsutvidgning till dess ursprungliga kropp som kallas fo¨r norm. Sa¨rskilt
normfunktionen a¨r central i konstruktionen av homogena polynom. Vi vill i senare kapitel anva¨nda
teorin fo¨r att systematiskt konstruera homogena polynom av valfri grad d i d2 variabler med enbart
det triviala nollsta¨llet. Teorin vi presenterar i det ha¨r kapitlet a˚terfinns bland annat i Cohn [3] och
Lang [10].
3.1 Grundla¨ggande teori om kroppsutvidgningar
Den intuitiva bilden av kroppsutvidgningar a¨r att vi o¨nskar “la¨gga till” element i den kropp vi
betraktar, s˚a att alla kroppsaxiom fortfarande uppfylls. Fo¨r att fo¨rst˚a oss p˚a kroppsutvidgningar
betraktar vi ett ka¨nt exempel, na¨mligen hur vi f˚ar de komplexa talen fr˚an de reella talen. Polynomet
x2 + 1 har inga nollsta¨llen i R. Om vi l˚ater i vara en rot till x2 + 1 erh˚aller vi de komplexa talen
fr˚an R genom att uto¨ka R till en ny kropp som inkluderar i.
Vi bo¨rjar med att p˚aminna om n˚agra relevanta begrepp. Om K a¨r en delkropp till en kropp
E betraktas E som en kroppsutvidgning av K, vanligt skrivet E/K. (Notera att E/K ha¨r inte
betecknar en kvotring och att risken fo¨r att fo¨rva¨xla dessa notationer inte a¨r sa¨rskilt stor eftersom vi
pratar om kroppar, och kroppar har inga kvotringar fo¨rutom de triviala.) Kroppen E betraktas som
ett vektorrum3 o¨ver K och beroende p˚a dimensionen av vektorrummet sa¨ger vi att utvidgningen
a¨r a¨ndlig eller oa¨ndlig. Dimensionen av vektorrummet E o¨ver K bena¨mns graden av E o¨ver K,
och betecknas med [E : K].
Om E/K a¨r en a¨ndlig kroppsutvidgning av grad n finns det en bas u1, . . . , un ∈ E fo¨r E o¨ver K.
Varje element a ∈ E kan d˚a uttryckas som en unik linja¨rkombination av baselementen
a =
n∑
i=1
αiui,
da¨r αi ∈ K.
Na¨r vi utvidgar en kropp genom att “la¨gga till” element s˚a att kroppsaxiomen fortfarande a¨r
uppfyllda sa¨ger vi att vi adjungerar element. L˚at K vara en kropp, E en kroppsutvidgning av K och
α1, α2, . . . , αn element i E \K. Den minsta delkroppen av E inneh˚allande s˚ava¨l K som α1, . . . , αn
betecknas K(α1, . . . , αn). Va¨lj β1, . . . , βm bland α1, . . . , αn s˚adana att 1, β1, . . . , βm a¨r K-linja¨rt
oberoende. D˚a a¨r K(α1, . . . , αn) = K(β1, . . . , βm) och graden [K(β1, . . . , βm) : K] = m + 1.
Elementen i K(β1, . . . , βm) a¨r br˚ak
f(β1,...,βm)
g(β1,...,βm)
, da¨r f, g a¨r polynom i m variabler med koefficienter
i K och da¨r g(β1, . . . , βm) 6= 0. Na¨r vi utvidgar R till C adjungerar vi ett icke-reellt element fo¨r
att f˚a hela C, s˚a [C : R] = 2.
3.2 Splittringskroppar
L˚at f vara ett polynom o¨ver en kropp K. Vi vet att f inte alltid har ro¨tter i K, till exempel saknar
f ro¨tter i R om f(x) = x2 + 1. Da¨remot visar vi i det ha¨r avsnittet att vi alltid kan hitta en rot
till ett polynom o¨ver en kropp i en kroppsutvidgning av den ursprungliga kroppen.
Sats 3.1. L˚at K vara en kropp. Beteckna idealet som genereras av f ∈ K[x] med (f(x)). D˚a ga¨ller
det att K[x]/(f(x)) a¨r en kropp om och endast om f(x) a¨r irreducibelt i K[x].
3Se definition A.1 i Appendix.
8
Bevis. Antag att f(x) a¨r irreducibelt och l˚at I = (f(x)). Antag att g(x) + I 6= I, det vill sa¨ga att
g(x) /∈ I, vilket a¨r ekvivalent med att f(x) inte delar g(x). D˚a a¨r den sto¨rsta gemensamma delaren
av f(x) och g(x) ett och da¨rmed finns polynom h(x), l(x) ∈ K[x] s˚adana att
1 = gcd(f(x), g(x)) = f(x)h(x) + g(x)l(x).
Vidare a¨r 1− g(x)l(x) = f(x)h(x) ∈ I och g(x)l(x) + I = 1 + I, vilket inneba¨r att
(l(x) + I)(g(x) + I) = 1 + I. Elementet g(x) + I a¨r allts˚a inverterbart med inversen l(x) + I.
Antag nu att K[x]/I a¨r en kropp, att f(x) inte a¨r irreducibelt och att graden av f(x) a¨r sto¨rre a¨n
noll. Vi vill nu ha¨rleda en motsa¨gelse. Antagandet inneba¨r att f(x) = a(x)b(x) da¨r a(x), b(x) ∈ K[x]
a¨r av grad sto¨rre eller lika med ett. D˚a a¨r a(x)b(x) + I = I och da¨rmed (a(x) + I)(b(x) + I) = I
vilket medfo¨r att a(x)+I a¨r en nolldelare i K[x]/I. Allts˚a a¨r K[x]/I inte en kropp, vilket motsa¨ger
antagandet. S˚aledes a¨r satsen bevisad.
Sats 3.2. L˚at K vara en kropp och f(x) ∈ K[x] ett irreducibelt polynom. D˚a existerar en kropp
L ⊇ K s˚adan att f har ett nollsta¨lle i L.
Bevis. L˚at (f(x)) = I och L = K[x]/I. Vi vet att L a¨r en kropp och att den inneh˚aller en delkropp
som a¨r isomorf med K. L˚at f(x) = a0 + a1x+ . . .+ anx
n och l˚at α beteckna elementet I + x ∈ L.
D˚a a¨r
f(α) = a0 + a1(I + x) + . . .+ an(I + x)
n
= I + (a0 + a1x+ . . .+ anx
n)
= I + f(x)
= I
vilket a¨r noll i L.
Korollarium 3.3. L˚at f vara ett icke-konstant polynom o¨ver en kropp K. Det finns d˚a en ut-
vidgning E/K da¨r f har en rot.
Bevis. Om f(x) a¨r irreducibelt o¨ver K ger sats 3.2 att f(x) har en rot i K[x]/(f(x)). Om f(x)
inte a¨r irreducibelt s˚a har det n˚agon irreducibel faktor g(x) ∈ K[x] och f(x) = g(x)h(x) fo¨r n˚agot
h(x) ∈ K[x]. Enligt sats 3.2 har g(x) ett nollsta¨lle α i K[x]/(g(x)), vilket a¨ven a¨r ett nollsta¨lle till
f(x) eftersom f(α) = g(α)h(α) = 0 · h(α) = 0.
Polynomet x2 + 1 a¨r irreducibelt i R[x], vilket motiverar den algebraiska konstruktionen av de
komplexa talen eftersom C ∼= R[x]/(x2 + 1). Vi ser i korollarium 3.3 att det alltid finns en kropps-
utvidgning da¨r ett polynom o¨ver en kropp har en rot. Om varje icke-konstant polynom o¨ver en
kropp K har en rot i K sa¨gs K vara algebraiskt sluten. Algebrans fundamentalsats sa¨ger att
varje icke-konstant polynom o¨ver C har en rot i C och da¨rmed a¨r C algebraiskt sluten. Da¨rmed
kan varje icke-konstant polynom o¨ver C skrivas som en produkt av linja¨ra faktorer. Efter den ha¨r
diskussionen go¨r vi fo¨ljande definition.
Definition 3.4. L˚at f vara ett polynom o¨ver en kropp K. Antag att f i n˚agon utvidgning
E/K kan skrivas som en produkt av linja¨ra faktorer
f = a0(x− α1)(x− α2) · · · (x− αn), α1, . . . , αn ∈ E, a0 ∈ K, a0 6= 0.
Vi sa¨ger d˚a att f splittar o¨ver E.
Om f splittar o¨ver E men inte o¨ver n˚agon mindre utvidgning E′ ⊂ E kallas E splittringskrop-
pen fo¨r f o¨ver K.
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Anma¨rkning 3.5. KroppenK(β1, . . . , βm) a¨r splittringskroppen fo¨r f o¨verK om E a¨r en utvidgning
av K och f = a0(x− β1)(x− β2) · · · (x− βm) o¨ver E.
Exempel 3.6. De komplexa talen a¨r splittringskroppen o¨ver R fo¨r alla polynom o¨ver R med
icke-reella ro¨tter eftersom de polynomen kan skrivas som en produkt av linja¨ra faktorer i C.
Notera att ett polynom f(x) ∈ K[x] alltid har en splittringskropp, na¨mligen kroppen som genereras
av polynomets ro¨tter i en algebraiskt sluten utvidgning av K.
3.3 A¨ndliga kroppar
En kropp K som innehar ett a¨ndligt antal element kallas fo¨r en a¨ndlig kropp eller en Galoiskropp.
Det vanligaste exemplet av a¨ndliga kroppar a¨r Z/pZ = Fp, da¨r p a¨r n˚agot primtal, men det finns
fler kroppar av a¨ndlig ordning. Vi ska nu betrakta a¨ndliga kroppar av icke-primtalsordning.
Sats 3.7. Ett k-dimensionellt vektorrum V o¨ver Fp har pk element, da¨r p a¨r ett primtal.
Bevis. L˚at u1, . . . , uk vara en bas fo¨r V . D˚a kan varje element a ∈ V skrivas som en unik
linja¨rkombination p˚a formen a =
∑k
i=1 αiui da¨r αi ∈ Fp. Eftersom varje koefficient kan anta p
olika va¨rden f˚ar vi att antalet element i V a¨r pk.
Definition 3.8. En kropps karakteristik a¨r det minsta positiva heltal n fo¨r vilket
n∑
k=1
1 = 0.
Om summan aldrig blir noll definierar vi karakteristiken till att vara noll.
Exempel 3.9. De reella talen har karakteristik noll, ty
n∑
k=1
1 6= 0 fo¨r alla n > 0.
Sats 3.10. Karakteristiken av en a¨ndlig kropp a¨r p, fo¨r n˚agot primtal p.
Bevis. Det a¨r klart att karakteristiken av en a¨ndlig kropp inte a¨r noll, ty om den vore noll skulle
ettan ha oa¨ndlig ordning. En a¨ndlig grupp, och da¨rmed a¨ndlig kropp, innehar dock inga element
av oa¨ndlig ordning. Antag nu att karakteristiken inte vore p utan n˚agot sammansatt tal n = ab.
Vi har d˚a att n · 1 = 0, s˚a ab · 1 = 0 = (a · 1)(b · 1) = 0 men eftersom vi a¨r i en kropp som inte har
n˚agon nolldelare a¨r antingen a · 1 = 0 eller b · 1 = 0, vilket a¨r en motsa¨gelse. En a¨ndlig kropp har
allts˚a ett primtal som karakteristik.
Definition 3.11. En primkropp a¨r en kropp som inte inneh˚aller n˚agon a¨kta delkropp.
Sats 3.12. Varje kropp inneh˚aller en unik primkropp.
Bevis. Antag att K a¨r en kropp. L˚at E vara snittet av alla delkroppar till K. Vi vill nu visa att
E a¨r en unik primkropp i K. Fo¨r det fo¨rsta ligger 0 och 1 i E, eftersom de finns i varje delkropp,
s˚a E a¨r icketom. Vidare, om a, b ∈ E s˚a ligger a, b ∈ L fo¨r varje delkropp L till K, vilket go¨r att
a¨ven a+ b, a− b, ab och a/b, det sista givet att b 6= 0, ligger i varje L och da¨rmed i E. E a¨r allts˚a
en kropp.
Om L skulle vara en a¨kta delkropp till E skulle L vara en delkropp till K ocks˚a. Detta motsa¨ger
att E a¨r snittet av alla delkroppar till K, eftersom snittet ligger i varje delkropp. Allts˚a a¨r E en
primkropp.
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Slutligen, antag att E′ a¨r en annan primkropp i K. Vi f˚ar d˚a av konstruktionen av E att E ⊆ E′
men eftersom E′ a¨r en primkropp m˚aste E′ = E.
Sats 3.13. L˚at F vara en a¨ndlig kropp av karakteristik p. D˚a a¨r primkroppen E i F isomorf med
Fp.
Bevis. Definiera φ : Z→ F da¨r φ(n) = n · 1F . Eftersom F har karakteristik p a¨r kerφ = pZ. Den
fundamentala homomorfisatsen fo¨r grupper ger d˚a att bilden av φ a¨r isomorf med Fp, vilket a¨r en
primkropp och fr˚an sats 3.12 f˚ar vi d˚a att Fp a¨r den unika primkroppen i F .
L˚at F vara en a¨ndlig kropp. Fr˚an de tre fo¨reg˚aende satserna fo¨ljer det att karakteristiken av F a¨r
p, da¨r p a¨r ett primtal, och primkroppen i F a¨r isomorf med Fp. Eftersom F a¨r en a¨ndlig kropp
a¨r a¨ven graden av utvidgningen av F o¨ver Fp a¨ndlig, vilket go¨r att F a¨r ett a¨ndligtdimensionellt
vektorrum o¨ver Fp, sa¨g av grad k. Enligt sats 3.7 vet vi att antalet element i F a¨r pk. Antalet
element i en a¨ndlig kropp a¨r allts˚a en primpotens, pk, da¨r p a¨r kroppens karakteristik.
Lemma 3.14. I en a¨ndlig kropp F av ordning q = pk uppfyller varje element a ∈ F ekvationen
aq = a.
Bevis. Om a = 0 a¨r aq = a, antag da¨rfo¨r att a 6= 0. Alla nollskilda element i F bildar en
multiplikativ grupp, F×, av ordning q− 1. Fo¨r en a¨ndlig grupp G ga¨ller, enligt Lagranges sats, att
a|G| = 1G fo¨r alla a ∈ G, s˚a vi f˚ar att alla a ∈ F× uppfyller aq−1 = 1, och om vi multiplicerar med
a f˚ar vi precis aq = a.
Lemma 3.14 visar att samtliga element i F a¨r ro¨tter till polynomet xq − x. Vi vet ocks˚a att
polynomet som mest kan ha q ro¨tter i n˚agon kropp, vilket medfo¨r att varje element a¨r en distinkt
rot. Vi kan allts˚a skriva
xq − x = (x− a1)(x− a2) · · · (x− aq), a1, . . . , aq ∈ F.
En a¨ndlig kropp F av ordning q = pk a¨r allts˚a splittringskroppen fo¨r xq − x o¨ver Fp. Vi ser att F
a¨r besta¨md av sin ordning upp till isomorfi. Allts˚a, fo¨r n˚agot heltal q finns det ho¨gst en kropp av
ordning q, da¨r q a¨r en primpotens. Omva¨nt ga¨ller att om q = pk, da¨r p a¨r ett primtal, existerar
det en kropp av ordning q, na¨mligen splittringskroppen fo¨r xq − x o¨ver Fp.
Fo¨r att visa att splittringskroppen av xq − x o¨ver Fp best˚ar av exakt de q elementen som a¨r ro¨tter
till xq − x betraktar vi fo¨ljande bera¨kningar. L˚at a och b beteckna tv˚a ro¨tter, d˚a ga¨ller det att
(a+ b)q − (a+ b) = aq + bq − a− b = 0
eftersom binomialsatsen medfo¨r att varje binomialkoefficient fo¨rutom fo¨rsta och sista a¨r en multipel
av p i en kropp av karakteristik p, s˚a a+ b a¨r ocks˚a en rot. Dessutom a¨r
(ab)q − ab = aqbq − ab = ab− ab = 0
s˚a a¨ven ab a¨r en rot. Om b 6= 0 s˚a ga¨ller det att
(b−1)q − b−1 = (bq)−1 − b−1 = 0
s˚a b−1 a¨r en rot. Vidare har vi att
(−b)q − (−b) = (−1)qbq + b.
Om p a¨r udda s˚a a¨r (−1)q = −1, da¨r q = pk, och −b a¨r en rot. Om p a¨r ja¨mnt a¨r −b ≡ b mod 2
ocks˚a en rot eftersom −1 ≡ 1 mod 2. Slutligen konstaterar vi a¨ven att 0 och 1 alltid a¨r ro¨tter till
polynomet och da¨rmed en del av splittringskroppen.
Fo¨r att explicit konstruera a¨ndliga kroppar av icke-primtalsordning, sa¨g q = pk, utg˚ar vi fr˚an en
kropp F med ordning p, da¨r p a¨r ett primtal. Fo¨rst va¨ljer vi ett irreducibelt polynom, f ∈ F [X]
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av grad k. Da¨refter bildar vi kvotringen F [x]/(f(x)). D˚a f˚ar vi en kropp av ordning q, som brukar
betecknas Fq.
Vi visar med ett exempel:
Exempel 3.15. Polynomet x2 + x+ 1 a¨r irreducibelt i F2[x]. Vi f˚ar da¨rmed kroppen av ordning
4 = 22 genom att bilda kvotringen
F4 = F2[x]/(x2 + x+ 1).
L˚at α beteckna en rot till x2 +x+ 1. Elementen i F4 a¨r d˚a {0, 1, α, α+ 1}. Eftersom det i F4 ga¨ller
att α2+α+1 = 0, vilket a¨r ekvivalent med att α2 = −α−1 = α+1, erh˚aller vi fo¨ljande additions-
och multiplikationstabeller:
⊕ 0 1 α 1 + α
0 0 1 α 1 + α
1 1 0 1 + α α
α α 1 + α 0 1
1 + α 1 + α α 1 0
Tabell 1: Additionstabell fo¨r kroppen F4.
⊗ 0 1 α 1 + α
0 0 0 0 0
1 0 1 α 1 + α
α 0 α 1 + α 1
1 + α 0 1 + α 1 α
Tabell 2: Multiplikationstabell fo¨r kroppen F4.
3.4 Norm
I det ha¨r avsnittet ska vi betrakta en funktion NL/K : L → K, da¨r L/K a¨r en a¨ndlig kropps-
utvidgning, som kallas fo¨r norm. Teorin i det ha¨r avsnittet a˚terfinns bland annat i Conrad [4].
Definition 3.16. L˚at V vara ett n-dimensionellt vektorrum o¨ver kroppenK och l˚at ϕ : V → V
vara en endomorfi. Fo¨r en bas B = {e1, ..., en} till V l˚at ϕ(ej) =
n∑
i=1
aijei, da¨r aij ∈ K. Matrisen
[ϕ] := (aij) sa¨gs vara representationsmatrisen fo¨r ϕ med avseende p˚a basen B.
Anma¨rkning 3.17. Om vi va¨ljer en annan bas fo¨r V a¨ndras i allma¨nhet representationsmatrisen,
men den a¨r simila¨r med den fo¨rsta matrisen och simila¨ra matriser har samma determinant.
L˚at nu L/K vara en a¨ndlig kroppsutvidgning. Det finns d˚a fo¨r varje element β ∈ L en K-linja¨r
avbildning mβ : L→ L da¨r mβ(x) = βx, fo¨r x ∈ L. Genom att va¨lja en bas fo¨r L som vektorrum
o¨ver K kan vi skapa en representationsmatris till mβ , vilken betecknas [mβ ].
Exempel 3.18. L˚at K = R, L = C och l˚at {1, i} vara en bas fo¨r C o¨ver R. L˚at β = a + bi da¨r
a, b ∈ R. Multiplicerar vi nu β med baselementen f˚ar vi
β · 1 = a · 1 + bi · 1
β · i = −b · 1 + a · i.
Representationsmatrisen blir d˚a
[mβ ] =
(
a −b
b a
)
.
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Exempel 3.19. L˚at K = F2 och L = F4 som i exempel 3.15. L˚at vidare {1, α} vara en bas fo¨r F4
o¨ver F2. L˚at γ = a+ bα da¨r a, b ∈ F2. Eftersom α2 = α+ 1 i F4 f˚ar vi, na¨r vi multiplicerar γ med
baselementen,
γ · 1 = a · 1 + bα · 1,
och
γ · α = a · α+ bα · α
= a · α+ b · α2
= a · α+ b · (α+ 1)
= b+ (a+ b) · α.
Representationsmatrisen blir d˚a
[mγ ] =
(
a b
b a+ b
)
.
Definition 3.20. Normen fo¨r β fr˚an L till K a¨r determinanten av en representationsmatris
fo¨r den K-linja¨ra avbildningen mβ :
NL/K(β) = det([mβ ]) ∈ K.
Exempel 3.21. Betraktar vi exempel 3.18 ser vi att normen fo¨r β = a+ bi a¨r
NL/K(β) = det([mβ ]) = a
2 + b2.
Exempel 3.22. Betraktar vi exempel 3.19 ser vi att normen fo¨r γ = a+ bα a¨r
NL/K(γ) = det([mγ ]) = a
2 + ab− b2.
Sats 3.23. Det ga¨ller att NL/K(β) = 0 om och endast om β = 0.
Bevis. Om β = 0 a¨r [mβ ] nollmatrisen och da¨rmed a¨r det([mβ ]) = 0.
Om L a¨r en kroppsutvidgning av K med [L : K] = n s˚a ga¨ller det att L och Kn a¨r isomorfa som
vektorrum. Dessutom a¨r multiplikation med β 6= 0 en isomorfi fr˚an L till L. Vi ska visa att d˚a
β 6= 0 a¨r det([mβ ]) 6= 0. Antag att β 6= 0. Betrakta det kommutativa diagrammet
L L
Kn Kn
mβ
γ2γ1
[mβ ]
da¨r γ1 och γ2 a¨r isomorfier. Eftersom mβ a¨r en isomorfi a¨r sammansa¨ttningen γ2◦mβ◦γ1 en isomorfi
fr˚an Kn till Kn. Sammansa¨ttningen motsvarar den linja¨ra avbildningen [mβ ], vilken endast a¨r en
isomorfi d˚a det([mβ ]) 6= 0. Allts˚a, β 6= 0 medfo¨r att det([mβ ]) 6= 0.
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4 Motivering av Artins fo¨rmodan
Vi ska i det ha¨r kapitlet med hja¨lp av teorin vi nu har presenterat ha¨rleda ett systematiskt sa¨tt
att konstruera homogena polynom av valfri grad d i d2 variabler med enbart det triviala nollsta¨llet
p˚a ett liknande sa¨tt som Mordell [14]. P˚a s˚a vis motiverar vi formuleringen av Artins fo¨rmodan.
Vi bo¨rjar med att definiera vad som menas med ett homogent polynom av grad d och p˚aminner
om Artins fo¨rmodan.
Definition 4.1. L˚at K vara en kropp. Ett homogent polynom i n variabler av grad d o¨ver K
a¨r en linja¨rkombination av monom av grad d, allts˚a
F (x1, x2, . . . , xn) =
m∑
k=1
ck
n∏
j=1
x
rk,j
j , ck ∈ K och rk,j ∈ Z
med homogenitetskravet
n∑
j=1
rk,j = d ∀k.
Exempel 4.2. Polynomet 5x2y3z − 3x5y + 2xyz4 a¨r homogent, eftersom summan av potenserna
i varje term a¨r lika. Polynomet 3x2y4 − 6xyz5 a¨r inte homogent eftersom summan av potenserna
i varje term a¨r olika.
Artins fo¨rmodan: L˚at F (x1, . . . , xn) vara ett homogent polynom av grad d med koefficienter
i Qp. Ekvationen F (x1, . . . , xn) = 0 har en icke-trivial lo¨sning i Qp om n a¨r sto¨rre a¨n d2.
Fo¨r att konstruera homogena polynom med enbart det triviala nollsta¨llet i Zp (och da¨rmed a¨ven
i Qp) ska vi anva¨nda oss av normen i definition 3.20. L˚at oss bo¨rja med att betrakta ett konkret
exempel d˚a p = 2.
Exempel 4.3. Vi betraktar den a¨ndliga kroppen F4 som a¨r en utvidgning av Z/2Z vilket disku-
terades i exempel 3.15. Polynomet a2 + ab − b2 som f˚as av normen i exempel 3.22 har bara det
triviala nollsta¨llet i Z/2Z. L˚at nu f(a, b) = a2 + ab− b2 och l˚at F (a, b, c, d) = f(a, b) + 2f(c, d). D˚a
ga¨ller det att F a¨r ett homogent polynom av grad tv˚a i fyra variabler som vi ska se enbart har den
triviala lo¨sningen i Z2. Vi betraktar polynomet F o¨ver Z/2nZ med successivt va¨xande n.
Antag att F (a, b, c, d) = 0. Det ga¨ller att F (a, b, c, d) ≡ f(a, b) mod 2. Enligt sats 3.23 ga¨ller det
att f(a, b) ≡ 0 mod 2 om och endast om a ≡ 0 mod 2 och b ≡ 0 mod 2. D˚a a¨r allts˚a a = 2a′ och
b = 2b′ fo¨r n˚agra a′, b′. Det fo¨ljer att
f(a, b) = (2a′)2 + (2a′)(2b′)− (2b′)2 = 4a′2 + 4a′b′ − 4b′2.
S˚aledes a¨r f(a, b) = 4f(a′, b′).
Betrakta nu F (a, b, c, d) = 4f(a′, b′) + 2f(c, d) modulo 22. Det ga¨ller att 4f(a′, b′) + 2f(c, d) ≡ 0
mod 4 a¨r ekvivalent med att f(c, d) ≡ 0 mod 2. P˚a samma sa¨tt som tidigare f˚ar vi att c ≡ d ≡ 0
mod 2 och att f(c, d) = 4f(c′, d′), da¨r 2c′ = c och 2d′ = d.
Vi forsa¨tter p˚a samma sa¨tt ad infinitum och erh˚aller d˚a att a ≡ b ≡ c ≡ d ≡ 0 mod 2n, fo¨r alla
n. D˚a den triviala lo¨sningen a¨r den enda lo¨sningen i Z/2nZ fo¨r alla n s˚a a¨r det a¨ven den enda
lo¨sningen i Z2. Vi har allts˚a konstruerat ett homogent polynom av grad tv˚a i fyra variabler som
enbart har den triviala lo¨sningen.
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L˚at oss nu generalisera fo¨reg˚aende exempel. Eftersom det existerar en kroppsutvidgning av Z/pZ
av varje grad d > 1, fo¨r alla p, konstruerar vi polynom o¨ver Z/pZ av varje grad d med d2 variabler
som bara har det triviala nollsta¨llet med samma metod som i exempel 4.3. Mer explicit l˚ater vi
f(x1), da¨r x1 = (x1,1, . . . , x1,d), beteckna det polynom vi f˚ar av att bera¨kna normen av ett element
(x1,1, . . . , x1,d) ∈ Fpd , da¨r Fpd a¨r en kroppsutvidgning av Fp. Polynomet a¨r homogent och har enligt
sats 3.23 enbart det triviala nollsta¨llet i Z/pZ. L˚at nu
F (x1,x2, . . . ,xd) = f(x1) + p · f(x2) + · · ·+ pd−1 · f(xd), (3)
D˚a a¨r F ett homogent polynom av grad d i d2 variabler.
Vi ska ha¨rleda en motsa¨gelse och fo¨r att go¨ra det antar vi att det finns en icke-trivial lo¨sning
till F (x1,x2, . . . ,xd) = 0 i Zp. Om alla xi,j a¨r delbara med p a¨r xi,j = p · yi,j fo¨r n˚agot yi,j och
F (x1,x2, . . . ,xd) = p
dF (y1,y2, . . . ,yd). Om alla yi,j a¨r delbara med p kan vi upprepa fo¨reg˚aende
argument och till slut kommer vi ha en lo¨sning da¨r n˚agon koordinat inte a¨r delbar med p, eftersom
enbart noll a¨r oa¨ndligt delbar med p. Det existerar allts˚a en lo¨sning da¨r n˚agot xi,j inte a¨r delbart
med p.
Vi har s˚aledes enligt v˚art antagande en icke-trivial lo¨sning till F (x1,x2, . . . ,xd) = 0 da¨r n˚agon
koordinat inte a¨r delbar med p. Det ga¨ller att F (x1,x2, . . . ,xd) ≡ f(x1) mod p. Emellertid vet
vi fr˚an sats 3.23 att f(x1) ≡ 0 mod p om och endast om x1,1 ≡ x1,2 ≡ . . . ≡ x1,d ≡ 0 mod p, s˚a
x1,i = p · y1,i fo¨r n˚agra y1,i. S˚aledes a¨r f(x1) = pdf(y1) eftersom f a¨r ett homogent polynom av
grad d.
Betrakta nu ekvationen pdf(y1) + p · f(x2) + · · · + pd−1 · f(xd) ≡ 0 mod p2 vilken a¨r ekvivalent
med pd−1f(y1) + f(x2) + · · ·+ pd−2 · f(xd) ≡ 0 mod p. D˚a a¨r allts˚a f(x2) ≡ 0 mod p och enligt
sats 3.23 ga¨ller det att x2,1 ≡ x2,2 ≡ . . . ≡ x2,d ≡ 0 mod p, s˚a x2,i = p · y2,i fo¨r n˚agra y2,i. S˚aledes
a¨r f(x2) = p
df(y2).
Fortsa¨tter vi s˚a ha¨r f˚ar vi att x1,1 ≡ x1,2 ≡ . . . ≡ x1,d ≡ x2,1 ≡ . . . ≡ x2,d ≡ . . . ≡ xd,d ≡ 0 mod p
och erh˚aller en motsa¨gelse eftersom vi har antagit att n˚agon koordinat ej a¨r delbar med p. Allts˚a
finns det ingen icke-trivial lo¨sning till F (x1,x2, . . . ,xd) = 0.
Precis som i exempel 4.3 a¨r F (x1,x2, . . . ,xd) allts˚a ett homogent polynom i d
2 variabler av grad
d som endast har det triviala nollsta¨llet i Zp.
Det existerar s˚aledes polynom av varje grad d i d2 variabler med enbart det triviala nollsta¨llet,
polynomet i ekvation (3) a¨r ett s˚adant. Det a¨r da¨rmed klart att antagandet i Artins fo¨rmodan om
att variabelantalet ska vara strikt sto¨rre a¨n d2 a¨r no¨dva¨ndigt fo¨r att det garanterat ska existera en
icke-trivial lo¨sning.
15
5 Ett motexempel till Artins fo¨rmodan
Precis som vi na¨mnde i inledningen motbevisade Terjanian [18] Artins fo¨rmodan genom att kon-
struera ett homogent polynom i 18 variabler av grad fyra. Vi ska i det ha¨r kapitlet a˚terge och
fo¨rklara Terjanians motbevis.
Om vi l˚ater
G(x1, x2, x3) = x
4
1 + x
4
2 + x
4
3 − (x21x22 + x21x23 + x22x23)− x1x2x3(x1 + x2 + x3)
och sa¨tter
F (x1, . . . , x18) = G(x1, x2, x3) +G(x4, x5, x6) +G(x7, x8, x9)
+ 4G(x10, x11, x12) + 4G(x13, x14, x15) + 4G(x16, x17, x18),
s˚a a¨r F ett homogent polynom i 18 variabler av grad fyra som vi ska visa enbart har den triviala
lo¨sningen i Q2. Fo¨r att visa det anva¨nder vi en liknande metod som i fo¨reg˚aende kapitel.
Eftersom Z/4Z a¨r a¨ndlig observerar vi efter bera¨kningar att
G(x1, x2, x3) ≡ 1 mod 4 eller s˚a a¨r G(x1, x2, x3) ≡ 0 mod 4.
Dessutom ga¨ller det att
G(x1, x2, x3) ≡ 0 mod 4 om och endast om x1 ≡ x2 ≡ x3 ≡ 0 mod 2.
Eftersom G(x1, x2, x3) antingen a¨r kongruent med 0 eller 1 modulo 4 a¨r summan G(x1, x2, x3) +
G(x4, x5, x6)+G(x7, x8, x9) bara kongruent med noll modulo fyra om varje term fo¨r sig a¨r kongruent
med noll. Det fo¨ljer da¨rfo¨r att G(x1, x2, x3)+G(x4, x5, x6)+G(x7, x8, x9) ≡ 0 mod 4 om och endast
om x1 ≡ . . . ≡ x9 ≡ 0 mod 2.
Allts˚a kan varje xi skrivas som 2yi fo¨r n˚agot yi, da¨r i = 1, . . . , 9. Det ga¨ller d˚a att
G(x1, x2, x3) +G(x4, x5, x6) +G(x7, x8, x9) = 16(G(y1, y2, y3) +G(y4, y5, y6) +G(y7, y8, y9)).
Om vi nu betraktar ekvationen
16(G(y1, y2, y3) +G(y4, y5, y6) +G(y7, y8, y9))
+4(G(x10, x11, x12) +G(x13, x14, x15) +G(x16, x17, x18)) ≡ 0 mod 16
och anva¨nder samma metod som i fo¨reg˚aende kapitel f˚ar vi att x10 ≡ . . . ≡ x18 ≡ 0 mod 2. Vi
fortsa¨tter p˚a samma sa¨tt och f˚ar d˚a att xi a¨r oa¨ndligt delbar med 2 fo¨r alla i. Da¨rmed fo¨ljer det
att F (x1, . . . , x18) = 0 om och endast om x1 = . . . = x18 = 0. S˚aledes a¨r F ett homogent polynom
i 18 variabler av grad fyra med enbart den triviala lo¨sningen, vilket motsa¨ger Artins fo¨rmodan.
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6 Bevis av Artins fo¨rmodan fo¨r kubiska homogena polynom
I det ha¨r kapitlet presenterar vi ett bevis av Artins fo¨rmodan fo¨r kubiska homogena polynom,
vilket a¨r ett av huvudm˚alen med arbetet. Na¨rmare besta¨mt ska vi bevisa fo¨ljande sats:
Sats 6.1. Varje kubisk homogen polynomekvation i n variabler med koefficienter i Qp har en
icke-trivial lo¨sning i Qp d˚a n ≥ 10.
Lewis [11] formulerar satsen mer allma¨nt, men vi a˚terger huvuddragen av Lewis bevis i specialfallet
ovan. Ha¨danefter betecknar F (X) ett kubiskt homogent polynom med koefficienter i Zp.
6.1 Info¨r beviset
I det ha¨r avsnittet presenterar vi teori som vi i na¨sta avsnitt anva¨nder i beviset av satsen.
Vi bo¨rjar med att betrakta Znp =
n∏
k=1
Zp och formulerar tv˚a definitioner.
Definition 6.2. En vektor X ∈ Znp sa¨gs vara primitiv om minst en koordinat i X a¨r inverter-
bar.
Anma¨rkning 6.3. De inverterbara elementen i Zp a¨r alla tal x s˚adana att |x|p = 1, allts˚a alla x
som inte delas av p, se korollarium C.4 i Appendix.
Definition 6.4. Fo¨r X = (x1, . . . , xn) ∈ Znp a¨r ||X||max := max
i
{|xi|p}, da¨r i = 1, . . . , n.
Antag nu att F (X) = 0 endast har den triviala lo¨sningen i Qp. Va¨lj m ∈ Z s˚adant att det a¨r det
minsta positiva heltal fo¨r vilket F (A) 6≡ 0 mod pm fo¨r alla primitiva vektorer A. Ett s˚adant m
existerar, vilket vi nu ska visa.
Antag att det inte existerar ett s˚adant m. D˚a finns det en fo¨ljd av vektorer {Ai}, fo¨r i = 1, 2, . . .,
s˚adana att F (Ai) ≡ 0 mod pi fo¨r alla i. Vi visar i sats D.28 i Appendix att Zp a¨r kompakt och
da¨rmed existerar det en konvergent delfo¨ljd till {Ai}. Sa¨g att delfo¨ljden konvergerar mot vektorn
A. Eftersom n˚agon koordinat i varje Ai inte a¨r delbar med p s˚a a¨r ||Ai||max = 1 fo¨r alla i. Om A
inte a¨r primitiv s˚a a¨r ||Ai−A||max ≥ 1− 1p och da¨rmed konvergerar delfo¨ljden inte mot A. S˚aledes
a¨r A en primitiv vektor. Vi har d˚a att F (A) = 0, vilket a¨r en motsa¨gelse till att F (X) = 0 endast
har den triviala lo¨sningen.
Vi ska nu va¨lja en bas till Znp p˚a ett specifikt sa¨tt. Betrakta en godtycklig bas {E1, . . . , En} till
Znp . L˚at Ni beteckna antalet basvektorer Ek med de tv˚a egenskaperna
F (Ek) ≡ 0 mod pi, F (Ek) 6≡ 0 mod pi+1. (4)
Eftersom basvektorerna a¨r primitiva beho¨ver vi bara ta ha¨nsyn till va¨rden p˚a i som a¨r mindre a¨n
m, p˚a grund av hur vi har valt m.
Utav alla mo¨jliga baser till Znp va¨ljer vi en bas da¨r fo¨ljande regel ga¨ller:
(i) Nm−1 a¨r maximal.
(ii) Efter att vi har valt Nm−1 enligt (i) a¨r Nm−2 maximal.
(iii) Efter att vi har valt Nm−1 och Nm−2 enligt (ii) a¨r Nm−3 maximal.
...
(5)
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Allts˚a, vi va¨ljer fo¨rst ut s˚a m˚anga linja¨rt oberoende basvektorer som mo¨jligt som uppfyller (4) d˚a
i = m− 1. Fo¨r de ha¨r basvektorerna, Ek, ga¨ller det a¨ven att F (Ek) ≡ 0 mod pm−2, men eftersom
de inte uppfyller F (Ek) 6≡ 0 mod pm−1 ra¨knas de inte igen i steg (ii). Da¨remot kan det finnas
andra basvektorer som uppfyller (4) d˚a i = m − 2 vilka ra¨knas i steg (ii). Vi fortsa¨tter sedan p˚a
samma sa¨tt tills n basvektorer a¨r valda.
Fr˚an v˚ar definition av Ni och konstanten m fo¨ljer det allts˚a att
N0 +N1 + · · ·+Nm−1 = n, Nm−1 ≥ 1, Ni ≥ 0, fo¨r alla i. (6)
Fo¨r basen vi nu har valt betecknar vi basvektorerna Ek med egenskaperna i (4) med E
(i)
µ da¨r
µ = 1, 2, . . . , Ni. Vi har allts˚a
F (E(i)µ ) ≡ 0 mod pi, F (E(i)µ ) 6≡ 0 mod pi+1,
i = 0, 1, . . . ,m− 1, µ = 1, 2, . . . , Ni.
Fr˚an linja¨r algebra a¨r det ka¨nt att givet en bas {E1, . . . , En} kan vektorn V skrivas som
V =
n∑
i=1
viEi.
L˚at nu x
(i)
µ beteckna koordinaten som a¨r koefficienten till E
(i)
µ .
Vi formulerar nu tv˚a lemman samt Chevalleys sats som a¨r viktiga fo¨r det kommande beviset.
Lemma 6.5. L˚at F (X) vara ett kubiskt homogent polynom med koefficienter i Zp. Antag att
F (X) = 0 bara har den triviala lo¨sningen i Qp. L˚at q vara antingen 0, 1 eller 2. L˚at s ∈ Z≥0 och
sa¨tt
x(3j+q)µ = p
s−jy(3j+q)µ om 0 ≤ j ≤ s,
x(3j+q)µ = y
(3j+q) om j > s,
xiµ = 0 om i 6≡ q mod 3
(7)
(I) D˚a blir F (X) ett polynom i Y da¨r alla koefficienter a¨r delbara med p3s+q, och kan allts˚a skrivas
F (X) = p3s+qH(Y ).
(II) Om X1 och X2 a¨r tv˚a vektorer vars koordinater kan skrivas p˚a formen (7) da¨r yµ a¨r ett p-adiskt
heltal, och om de b˚ada har samma y
(3j+q)
µ , da¨r 0 ≤ j ≤ s, s˚a a¨r
F (X1) ≡ F (X2) mod p3s+q+1.
Bevis. Fo¨r bevis, se lemma 3 i Lewis [11].
En variabel sa¨gs fo¨rekomma explicit i ett polynom F (X) om den finns i n˚agon av termerna i F (X)
som har en nollskild koefficient. Vidare sa¨ger vi att en lo¨sning X a¨r singula¨r om F (X) = 0 och
∂F (X)
∂xi
= 0 fo¨r alla i.
Lemma 6.6. L˚at F (X) vara ett kubiskt homogent polynom med koefficienter i en a¨ndlig kropp
F s˚adant att F (X) = 0 som mest har singula¨ra lo¨sningar i F. D˚a fo¨rekommer antingen variabeln
xi inte explicit i F (X) eller s˚a har termen x
3
i en nollskild koefficient i F (X).
Bevis. Fo¨r bevis, se lemma 2 i Lewis [11].
Sats 6.7 (Chevalleys sats). L˚at F vara en a¨ndlig kropp med karakteristik p. Om f(x1, . . . , xn)
a¨r ett polynom av grad d o¨ver F och n > d s˚a ga¨ller det att antalet nollsta¨llen till f(x1, . . . , xn) i
F a¨r en multipel av p. Speciellt ga¨ller det att om f(x1, . . . , xn) a¨r ett homogent polynom s˚a har
f(x1, . . . , xn) minst en icke-trivial lo¨sning i F.
Bevis. Se Ireland och Rosen [9, s. 143].
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6.2 Bevis
Efter fo¨reg˚aende avsnitt a¨r vi nu redo att ge beviset.
Sats 6.1. Varje kubisk homogen polynomekvation i n variabler med koefficienter i Qp har en
icke-trivial lo¨sning i Qp d˚a n ≥ 10.
Bevis. Fo¨r att visa satsen go¨r vi ett kontrapositivt bevis. Vi ska allts˚a visa att om F (X) =
F (x1, . . . , xn) = 0 endast har den triviala lo¨sningen i Qp s˚a a¨r n ≤ 9. Antag da¨rfo¨r att F (X) = 0
endast har den triviala lo¨sningen i Qp. Va¨lj nu en bas enligt (5). Vi ska visa att4
N0 = N0 +N3 +N6 + · · · ≤ 3,
N1 = N1 +N4 +N7 + · · · ≤ 3,
N2 = N2 +N5 +N8 + · · · ≤ 3.
(8)
Ty om (8) a¨r sann, s˚a medfo¨r (6) att n ≤ 9 och s˚aledes a¨r satsen bevisad.
Antag att Nq ≥ 4 fo¨r n˚agot q = 0, 1, 2. Eftersom Zp/pZp ∼= Z/pZ (se korollarium D.24) a¨r en
a¨ndlig kropp med karakteristik p kan vi anva¨nda oss av lemma 6.6 och Chevalleys sats. Lemma 6.6
ger att antingen har x3i nollskild koefficient eller s˚a fo¨rekommer xi inte explicit i F (X). Om xi inte
fo¨rekommer explicit s˚a kan vi alltid hitta en primitiv vektor Y s˚adan att H(Y ) ≡ 0 mod p, da¨r
H(Y ) a¨r det homogena polynomet i (I) i lemma 6.5, na¨mligen en av vektorerna da¨r alla koordinater
utom den i:te a¨r noll. I fallet d˚a alla xi fo¨rekommer explicit f˚ar vi fr˚an Chevalleys sats att det finns
en primitiv vektor Y s˚adan att H(Y ) ≡ 0 mod p.
Anva¨nd nu transformationen (7) p˚a den primitiva vektorn Y som lo¨ser ekvationen, med s =
b 13 (m− q− 1)c. Vi f˚ar d˚a en vektor X ∈ Znp som, d˚a k = b 13 (m− q− 1)c, uppfyller fo¨ljande villkor:
(A) Varje x
(3j+q)
µ , da¨r 0 ≤ j ≤ k a¨r delbart med pk−j , men n˚agot x(3j+q)µ a¨r inte delbart med
pk−j+1.
(B) x
(3j+q)
µ = 0 om j > k.
(C) xiµ = 0 om i 6≡ q mod 3.
(D) F (X) ≡ 0 mod p3k+q+1.
Att varje x
(3j+q)
µ a¨r delbart med pk−j i villkor (A) fo¨ljer av transformationen (7). Att n˚agot x
(3j+q)
µ
inte a¨r delbart med pk−j+1 fo¨ljer av att Y a¨r primitiv. Vektorn X uppfyller villkor (B) p˚a grund
av transformationen (7) och (II) i lemma 6.5. Villkor (C) fo¨ljer direkt av transformationen (7) och
villkor (D) fo¨ljer av att H(Y ) ≡ 0 mod p och (I) i lemma 6.5.
Existensen av en s˚adan vektor X a¨r dock en motsa¨gelse till valet av basen, vilket vi nu ska visa.
Fo¨r att visa motsa¨gelsen bo¨rjar vi med att anta att ett s˚adant X existerar. Om n˚agon av x
(3k+q)
µ
inte a¨r delbar med p s˚a kan vi byta E
(3k+q)
µ mot X och fortfarande ha en bas. Villkoret att alla
x
(3k+q)
µ inte a¨r delbara med p kra¨vs, ty annars a¨r X ej primitiv och kan da¨rmed inte vara en
basvektor. Vidare har vi fortfarande en bas, ty sa¨g att vi har en vektor v i n˚agot vektorrum da¨r
{b1, . . . , bn} a¨r en bas. D˚a kan v skrivas som en linja¨rkombination, sa¨g v = v1b1 + . . .+vnbn, da¨r vi
kan anta att v1 6= 0. D˚a ga¨ller a¨ven att {v, b2, . . . , bn} a¨r en bas, ty om de var linja¨rt beroende skulle
v vara en linja¨rkombination av b2, . . . , bn men det medfo¨r att v1 = 0 vilket a¨r en motsa¨gelse. Om
v1 a¨r inverterbar kan vi dessutom skriva b1 som en linja¨rkombination av v, b2, . . . , bn och da¨rmed
spa¨nner de hela rummet. I v˚art fall a¨r n˚agot x
(3k+q)
µ inte delbart med p och da¨rmed inverterbart i
Zp, s˚a na¨r vi byter E(3k+q)µ mot X erh˚aller vi en ny bas.
A˚ ena sidan uppfyller X att F (X) ≡ 0 mod p3k+q+1 enligt villkor (D). A˚ andra sidan, enligt
definitionen av basen i (4), a¨r F (E
(3k+q)
µ ) 6≡ 0 mod p3k+q+1. Allts˚a, na¨r vi ersa¨tter E(3k+q)µ med
X s˚a ersa¨tter vi en vektor som ra¨knas i N3k+q med en som ra¨knas i N3k+q+λ, fo¨r n˚agot λ > 0.
4Notera att det inte a¨r oa¨ndliga summor, Ni a¨r bara definierad upp till i = m− 1.
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Med andra ord, va¨rdet fo¨r N3k+q+λ blir sto¨rre a¨n vad det var tidigare. De andra N3k+q+λ fo¨rblir
ofo¨ra¨ndrade. Att n˚agon N3k+q+λ blir sto¨rre a¨n tidigare a¨r dock en motsa¨gelse mot valet av basen
enligt (5) eftersom vi hela tiden va¨ljer Ni maximal med start vid i = m − 1. Eftersom vi f˚ar en
motsa¨gelse vet vi att alla x
(3k+q)
µ a¨r delbara med p och allts˚a a¨r
1
pX = X1 en vektor i Z
n
p .
Villkoren (A), (C) och (D) uppfylls a¨ven av X1 om vi byter k mot k − 1. Villkoret (B) beho¨ver
inte vara uppfyllt av X1 eftersom x
(3k+q)
µ inte no¨dva¨ndigtvis a¨r 0. L˚at da¨rfo¨r X2 vara vektorn som
erh˚alls fr˚an X1 genom att sa¨tta x
(3k+q)
µ = 0. Eftersom X1 och X2 uppfyller fo¨rutsa¨ttningarna i
p˚ast˚aende (II) i lemma 6.5 med s = k − 1 medfo¨r lemmat att
F (X1) ≡ F (X2) mod p3(k−1)+q+1.
Dessutom a¨r F (X1) ≡ 0 mod p3(k−1)+q+1 enligt villkor (D) s˚a X2 uppfyller villkoren (A)-(D) med
k utbytt mot k − 1. Upprepad anva¨ndning av den ha¨r metoden visar att det finns n˚agon vektor
X ′ i Znp som uppfyller (A)-(D) med k = 0. D˚a k = 0 kra¨ver villkor (A) att n˚agot x
(q)
µ i X ′ inte a¨r
delbart med p och precis som tidigare leder det ha¨r till en motsa¨gelse till valet av basen.
Det fo¨ljer da¨rfo¨r att om F (X) = 0 endast har den triviala lo¨sningen s˚a a¨r Nq ≤ 3 fo¨r q = 0, 1, 2.
Vi f˚ar d˚a av (6) att N0 + · · ·+Nm−1 ≤ 9 och satsen a¨r bevisad.
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Appendix
Vi presenterar ha¨r ytterligare teori om de p-adiska talen samt p˚aminner om n˚agra definitioner och
satser som anva¨nds utan att formellt formuleras i rapporten. Som na¨mndes i kapitel 2 ger vi ha¨r
en analytiskt konstruktion av de p-adiska talen. Vidare presenterar vi Hensels lemma, visar att
p-adiska tal kan skrivas som oa¨ndliga summor och bevisar att den analytiska och den algebraiska
konstruktionen av de p-adiska talen ger upphov till isomorfa ringar. Teorin i det ha¨r kapitlet
a˚terfinns bland annat i Gouveˆa [6], Greenberg [7] och Reid [15].
A Vektorrum och heltalsringar
Vi har tidigare betraktat vektorrum o¨ver kroppar och diskuterat valueringsringar i samband med
den algebraiska konstruktionen av de p-adiska talen, varfo¨r vi nu ger de formella definitionerna. Vi
bo¨rjar med att ge definitionen av ett vektorrum.
Definition A.1. L˚at K vara en kropp. Ett vektorrum V o¨ver K a¨r en icke-tom ma¨ngd med
tv˚a operationer – addition och skala¨rmultiplikation med element i K – som uppfyller att
1. V a¨r en kommutativ grupp under addition
2. a(v + w) = av + aw
3. (a+ b)v = av + bv
4. a(bv) = (ab)v
5. 1v = v
da¨r a, b ∈ K och v, w ∈ V .
Vi definierar vidare heltalsringar, valueringsideal och restklasskroppar.
Definition A.2. L˚at K vara en kropp och | · | ett icke-arkimediskt absolutva¨rde p˚a K. Del-
ringen
O = {x ∈ K : |x| ≤ 1} ⊆ K
kallas heltalsringen till K med avseende p˚a | · |.
Idealet
p = {x ∈ K : |x| < 1} ⊆ O
kallas valueringsidealet till K med avseende p˚a | · |.
Kvotringen k = O/p kallas restklasskroppen med avseende p˚a absolutva¨rdet | · |.
Anma¨rkning A.3. D˚a vi o¨nskar specificera vilken kropp som avses skriver vi OK , pK och kK .
Anma¨rkning A.4. Vissa fo¨rfattare anva¨nder notationen
o = {x ∈ K : |x| ≤ 1},
m = {x ∈ K| : |x| < 1},
u = o \m = {x ∈ K : |x| = 1}.
Det a¨r fo¨rva¨ntat att m˚anga algebraiska egenskaper hos absolutva¨rdet avspeglas i egenskaper hos
heltalsringen. Eftersom vi mestadels a¨r intresserade av det p-adiska absolutva¨rdet, l˚at oss bera¨kna
heltalsringen, valueringsidealet och restklasskroppen till Q och Qp med avseende p˚a | · |p.
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Sats A.5. Vi har att
OQp = Zp OQ = Z(p) :=
{a
b
∈ Q : p - b
}
pQp = pZp pQ = pZ(p)
kQp = Fp kQ = Fp.
Bevis. Satsen fo¨ljer fr˚an definition A.2 genom att sa¨tta in Q och Qp i definitionen.
B Analytisk konstruktion av de p-adiska talen
Vi ska i det ha¨r avsnittet konstruera de p-adiska talen analytiskt. Vi go¨r konstruktionen genom att
anva¨nda cauchyfo¨ljder, analogt med konstruktionen av R. Vi p˚aminner fo¨rst om vad som menas
med ett metriskt rum samt en cauchyfo¨ljd i ett metriskt rum.
Definition B.1. Ett metriskt rum a¨r en tupel (X, d) med en ma¨ngd X och en funktion
d : X ×X → R≥0 s˚adant att fo¨r alla x, y, z ∈ X, s˚a a¨r
1. d(x, y) ≥ 0,
2. d(x, y) = d(y, x) och d(x, y) = 0 om och endast om x = y,
3. d(x, z) ≤ d(x, y) + d(y, z).
Om varje cauchyfo¨ljd i X konvergerar till ett element i X sa¨gs (X, d) utgo¨ra ett fullsta¨ndigt
metriskt rum med avseende p˚a metriken d.
Vi va¨ljer att skriva det metriska rummet som X, utan att glo¨mma den bakomliggande strukturen.
Det g˚ar att se en cauchyfo¨ljd som en fo¨ljd {xn}n ⊂ X s˚adan att d(xn, xm) g˚ar mot 0 d˚a n,m→∞.
Eller mer formellt:
Definition B.2. En cauchyfo¨ljd i ett metriskt rum X a¨r en fo¨ljd {xn} ⊂ X s˚adan att fo¨r alla
ε > 0 existerar ett N > 0 s˚adant att d(xn, xm) < ε fo¨r alla n,m > N .
Sats B.3. L˚at K vara en kropp med ett absolutva¨rde | · |. Den kanoniska definitionen d(x, y) :=
|x− y| inducerar d˚a en metrik p˚a K och K kan d˚a uto¨kas till ett metriskt rum.
Bevis. Vi verifierar axiomen fo¨r en metrik. Observera fo¨rst att d(x, y) = |x−y| ≥ 0 och d(x, y) = 0
om och endast om x − y = 0. Det senare a¨r ekvivalent med att d(x, y) = 0 om och endast om
x = y. Funktionen d a¨r s˚aledes strikt positivt definit.
Vidare a¨r d(x, y) = d(y, x) eftersom d(x, y) = |x−y| = |−(y−x)| = |−1||y−x| = |y−x| = d(y, x).
Det a˚terst˚ar nu att visa att d uppfyller triangelolikheten. Tag godtyckliga element x, y, z ∈ K. Vi
uppskattar sedan
d(x, z) = |x− z| = |(x− y) + (y − z)| ≤ |x− y|+ |y − z| = d(x, y) + d(y, z).
Allts˚a a¨r d en metrik p˚a kroppen K.
Anma¨rkning B.4. Om d(x, y) = |x− y|p erh˚alls den p-adiska metriken p˚a Q.
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Betrakta nu det p-adiska absolutva¨rdet p˚a Q och korresponderande metrik. Definiera ma¨ngden
Cp := {{xn}n : {xn}n a¨r en cauchyfo¨ljd med avseende p˚a | · |p}
och ma¨ngden av alla fo¨ljder i Cp som konvergerar mot noll
Np = {{xn}n ∈ Cp : xn → 0 med avseende p˚a | · |p}.
Sats B.5. Ma¨ngden Cp med operationerna (xn) + (yn) := (xn + yn) och (xn) · (yn) := (xnyn) a¨r
en kommutativ ring med en multiplikativ identitet.
Bevis. Vi beho¨ver verifiera att (xn + yn) och (xnyn) a¨r cauchyfo¨ljder. L˚at (xn) och (yn) vara
cauchyfo¨ljder med |xn − xm| < ε och |yn − ym| < ε fo¨r alla n,m > N da¨r N > 0. D˚a ga¨ller
|xn + yn − (xm + ym)| = |xn − xm + yn − ym| ≤ |xn − xm|+ |yn − ym|.
Eftersom det antogs att (xn) och (yn) b˚ada var cauchyfo¨jder f˚ar vi nu att
|xn − xm|+ |yn − ym| < 2ε
fo¨r alla n,m ≥ N , s˚a (xn + yn) a¨r en cauchyfo¨ljd.
P˚a samma sa¨tt verifieras slutenheten under multiplikation. Betrakta uppskattningen
|xnyn − xmym| = |xn(yn − ym) + ym(xn − xm)| ≤ |xn||yn − ym|+ |ym||xn − xm|
da¨r |xn|, |yn| a¨r begra¨nsade och |xn − xm| < ε, |yn − ym| < ε for n,m ≥ N fo¨r n˚agot heltal N .
Vi ser att ho¨gerledet kan go¨ras godtyckligt litet genom att va¨lja N > 0 tillra¨ckligt stort, varvid
(xn) · (yn) utgo¨r en cauchyfo¨ljd i Cp.
Kommutativiteten a¨rvs fr˚an motsvarande egenskap hos Q och den multiplikativa identiteten a¨r den
konstanta sekvensen av ettor.
Anma¨rkning B.6. Ma¨ngden Np a¨r ett ideal i Cp.
Anma¨rkning B.7. Genom att identifiera q ∈ Q med den konstanta fo¨ljden (q, q, q, . . .) ser vi att Q
a¨r en delma¨ngd i Cp . Vidare kan vi observera att Cp har nolldelare, ty
(0, p, 0, p2, 0, . . .) · (p, 0, p2, 0, p3, . . .) = (0, 0, 0, 0, . . .).
Vi ska uto¨ka Q till en fullsta¨ndig kropp och fo¨ljande lemma anva¨nds fo¨r att bevisa att Np a¨r ett
maximalt ideal i Cp.
Lemma B.8. En fo¨ljd {xn}n a¨r en cauchyfo¨ljd med avseende p˚a ett icke-arkimediskt absolutva¨rde
| · | om och endast om lim
n→∞ |xn+1 − xn| = 0.
Bevis. Antag att {xn}n a¨r en cauchyfo¨ljd. Implikationen a˚t ho¨ger fo¨ljer d˚a omedelbart.
Fo¨r att bevisa implikationen a˚t andra h˚allet, antag att lim
n→∞ |xn+1−xn| = 0 och l˚at m = n+r > n.
D˚a f˚ar vi
|xm − xn| = |xn+r − xn+r−1 + xn+r−1 − xn+r−2 + . . .− xn|
≤ max{|xn+r − xn+r−1|, |xn+r−1 − xn+r−2|, . . . , |xn+1 − xn|}
eftersom | · | a¨r icke-arkimediskt, s˚a |xm − xn| → 0 om |xn+1 − xn| → 0.
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Anma¨rkning B.9. Lemma B.8 ga¨ller inte fo¨r arkimediska absolutva¨rden. L˚at | · | vara det vanliga
absolutbeloppet. Exempelvis uppfyller d˚a partialsummorna av den harmoniska serien xn =
n∑
k=1
1
k
att lim
n→∞ |xn+1 − xn| = 0, men serien
∞∑
k=1
1
k
a¨r divergent.
Anma¨rkning B.10. Lemma B.8 medfo¨r a¨ven att fo¨ljder {xn}n p˚a formen xn =
n∑
k=0
akpk, da¨r
0 ≤ ak ≤ p− 1 a¨r cauchyfo¨ljder i Qp.
De p-adiska talen definieras analytiskt genom att bilda kvotringen Cp/Np. I de kommande satserna
visar vi da¨rfo¨r att om R a¨r en kommutativ ring med multiplikativ identitet och I a¨r ett maximalt
ideal s˚a a¨r R/I en kropp. Dessutom visar vi att Np a¨r ett maximalt ideal.
Sats B.11. Ett ideal M ⊆ A, da¨r A a¨r en kommutativ ring med en multiplikativ identitet, a¨r
maximalt om och endast om A/M a¨r en kropp.
Bevis. Antag fo¨rst att A/M a¨r en kropp och att I a¨r ett ideal som har M som a¨kta delma¨ngd.
Betrakta ett element a ∈ I, a /∈ M . D˚a a¨r a + M 6= M . Eftersom A/M a¨r en kropp s˚a existerar
n˚agot b ∈ A s˚adant att (a+M) · (b+M) = 1 +M .
Da¨rmed a¨r m = ab− 1 ∈M Men det medfo¨r att 1 ∈ I, ty ab−m = 1 och ab ∈ I och m ∈M ⊂ I.
Vi observerar att I = A, och allts˚a a¨r M maximal.
Antag nu omva¨ndningen, allts˚a att M a¨r ett maximalt ideal. L˚at x+M vara ett nollskilt element
i A/M . Vi vill visa att det existerar b+M ∈ A/M s˚adant att (x+M) · (b+M) = 1 +M .
L˚at M ′ = {xa+m : a ∈ A,m ∈M}. Vi ser att M ′ a¨r ett ideal i A och M ′ )M eftersom x ∈M ′,
men x /∈M . Allts˚a m˚aste M ′ = A eftersom M a¨r maximal. Speciellt har vi 1 ∈M ′, vilket betyder
att 1 = xa+m fo¨r n˚agot a ∈ A,m ∈M .
D˚a M a¨r ett ideal a¨r 1− xa ∈M , och s˚aledes a¨r (a+M) · (x+M) = 1 +M .
Sats B.12. Np a¨r ett maximalt ideal i Cp.
Bevis. Va¨lj {xn} ∈ Cp \ Np och l˚at I vara idealet som genereras av (xn) och Np. Eftersom (xn)
inte g˚ar mot 0 s˚a finns det c > 0 och heltal N s˚a att ∀n ≥ N |xn| ≥ c. Nu l˚ater vi {yn} vara en
fo¨ljd s˚adan att yn = 0 om n < N och yn =
1
xn
om n ≥ N .
Fo¨ljden {yn} a¨r en cauchyfo¨ljd eftersom fo¨r n ≥ N a¨r
|yn+1 − yn| =
∣∣∣∣ 1xn+1 − 1xn
∣∣∣∣ = ∣∣∣∣xn − xn+1xn+1xn
∣∣∣∣ ≤ |xn − xn+1|c2
som g˚ar mot 0. Enligt fo¨reg˚aende lemma a¨r {yn} d˚a en cauchyfo¨ljd eftersom | · | a¨r icke-arkimediskt.
Vidare ser vi att xnyn = 0 d˚a n < N och xnyn = 1 d˚a n ≥ N . L˚at (1, 1, . . .) beteckna den
konstanta fo¨ljden av ettor. Med denna notation f˚ar vi att (1, 1, . . .)− (xn) · (yn) g˚ar mot 0. Da¨rmed
a¨r (1, 1, . . .)− (xn) · (yn) ∈ Np.
Men det betyder att (1, 1, . . .) kan skrivas som en multipel av (xn), adderat med ett element
(np) ∈ Np. Allts˚a m˚aste (1, 1, . . .) ∈ I, vilket medfo¨r att I = Cp och Np a¨r maximal i Cp.
Eftersom Np utgo¨r ett maximalt ideal av Cp enligt sats B.12 go¨r vi nu fo¨ljande definition
Definition B.13. De p-adiska talen definieras som Qp := Cp/Np.
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Konstruktionen a˚terfinns bland annat i Gouveˆa [6, s. 43–56]. De p-adiska talen Qp blir allts˚a en
kropp eftersom Cp a¨r en kommutativ ring med en multiplikativ identitet och Np a¨r ett maximalt
ideal.
Vi fr˚agar oss nu om Qp verkligen a¨r en komplettering av de rationella talen. De rationella talen
Q a¨r inte cauchyfullsta¨ndiga med avseende p˚a | · |p, vilket bevisas i sats C.6. Da¨remot a¨r Qp
cauchyfullsta¨ndigt av konstruktion, s˚a Qp a¨r faktiskt en komplettering av Q.
Vidare kan vi identifiera varje rationellt tal r ∈ Q med ekvivalensklassen till den konstanta fo¨ljden
(r, r, . . .) och vi f˚ar inklusionen Q ⊂ Qp.
Definition B.14. Ma¨ngden Zp = {x ∈ Qp : |x|p ≤ 1} kallas fo¨r de p-adiska heltalen.
Anma¨rkning B.15. Notera att definitionen av Zp kra¨ver ett absolutva¨rde p˚a Qp. Den p-adiska
metriken i anma¨rkning B.4 a¨r bara definierad p˚a Q. Den naturliga uto¨kningen av | · |p definieras
senare i definition D.1. I fortsa¨ttningen kommer vi att anta det p-adiska absolutva¨rdet p˚a Qp om
inget annat sa¨gs.
Anma¨rkning B.16. Br˚akkroppen av Zp a¨r precis Qp.
C Hensels lemma
De polynom vi har studerat har varit definierade p˚a den p-adiska kompletteringen av Q eller Z.
Vi ska nu betrakta ett enkelt sa¨tt att avgo¨ra huruvida ett polynom o¨ver Zp har ro¨tter eller inte.
Hensels lemma kan ses som en konstruktiv algoritm fo¨r att hitta en rot genom iterering.
Sats C.1. (Hensels lemma i en variabel)
L˚at F (x) = a0 +a1x+ . . .+anx
n vara ett polynom o¨ver Zp. Antag att det finns ett p-adiskt heltal
α1 s˚adant att
F (α1) ≡ 0 mod p
F ′(α1) 6≡ 0 mod p.
D˚a existerar ett unikt p-adiskt heltal α s˚adant att α ≡ α1 mod p och F (α) = 0.
Anma¨rkning C.2. Hensels lemma kan a¨ven formuleras fo¨r polynom i flera variabler.
Fo¨r beviset beho¨ver vi definiera den formella derivatan av ett polynom o¨ver en kropp K.
Definition C.3. L˚at K vara en kropp och
F (x) =
n∑
k=1
ck(x− a)k
ett polynom o¨ver K. Den formella derivatan av F , betecknad F ′, definieras som
F ′(x) :=
n−1∑
k=1
kck(x− a)k−1
med konventionen x0 := 1.
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Bevis av sats C.1 (Hensels lemma i en variabel). Beviset g˚ar ut p˚a att konstruera en cauchyfo¨ljd
{αn}n → α av p-adiska heltal som konvergerar till roten α. En fo¨ljd som uppfyller
(i) F (αn) ≡ 0 i Z/pnZ
(ii) αn ≡ αn+1 i Z/pnZ
kommer vara en cauchyfo¨ljd, samt uppfylla b˚ade F (α) ≡ 0 och α ≡ α1 mod p av konstruktion. A˚
andra sidan kommer en rot α besta¨mma en s˚adan fo¨ljd {αn}n. Det ga¨ller allts˚a bara att besta¨mma
α fo¨r att bevisa satsen.
Vi kan resonera p˚a fo¨ljande sa¨tt: definiera
α2 := α1 + b1p
fo¨r n˚agot b1 ∈ Zp och betrakta den formella taylorutvecklingen av F till den fo¨rsta ordningen i
punkten α2,
F (α2) = F (α1 + b1p) = F (α1) + F
′(α1)b1p+ ξ(pn) (9)
da¨r ξ(pn) a¨r resttermer i pn. Utvecklingen kan betraktas som utvecklingar av de binom som f˚as
vid insa¨ttning av α2, enligt
F (α1 + b1p) = a0 + a1(α1 + b1p) + . . .+ an(α1 + b1p)
n.
Varje term (α1+b1p)
k = xk+(xk)′b1p+p2ξ(pk) ger upphov till en a¨ndlig restterm ξ(pk). Eftersom
den formella derivatan a¨r linja¨r, ges utvecklingen i (9). Resttermerna fo¨rsvinner om vi va¨ljer att
betrakta uttrycket mod p2,
F (α2) ≡ F (α1) + F ′(α)b1p mod p2.
Eftersom vi vet att F (α1) ≡ 0 mod p, m˚aste F (α1) = px fo¨r n˚agot x. Ekvationen kan da¨rmedelst
skrivas som
px+ F ′(α1)b1p ≡ 0 mod p2
och efter division med p ges
xF ′(α1)b1 ≡ 0 mod p.
Men eftersom p inte delar F ′(α) kan vi skriva
b1 ≡ −x(F ′(α1))−1.
Vi inser dessutom att vi kan konstruera hela fo¨ljden {αn}n p˚a samma sa¨tt genom att sa¨tta α3 =
α2 + b2p, α4 = αα3 + b3p, . . . och detta bevisar satsen.
Korollarium C.4. Alla x ∈ Zp s˚adana att |x|p = 1 a¨r inverterbara i Zp.
Bevis. L˚at f(x) = ax − 1, da¨r a ∈ Zp och |a|p = 1. D˚a ga¨ller det att a 6≡ 0 mod p och da¨rmed
finns det a′ s˚a att aa′ ≡ 1 mod p. Allts˚a a¨r f(a′) ≡ 0 mod p och f ′(a′) = a 6≡ 0 mod p. D˚a finns
det, enligt Hensels lemma, ett p-adiskt heltal α s˚adant att f(α) = 0 vilket betyder att aα = 1.
S˚aledes a¨r alla x ∈ Zp med |x|p = 1 inverterbara.
L˚at oss nu betrakta en enkel tilla¨mpning av Hensels lemma.
Exempel C.5. Vi so¨ker en motsvarighet till 3
√
2 i Z5. Med andra ord l˚ater vi p = 5. Vi observerar
att ett s˚adant tal a¨r ett nollsta¨lle till polynomet f(x) = x3 − 2 ∈ Z5[x]. Vi har att f(3) ≡ 0 mod 5
och f ′(3) 6≡ 0 mod 5. Det finns d˚a, enligt Hensels lemma, en unik kubrot till 2 i Z5 som a¨r kongruent
med 3 mod 5. En explicit ra¨kning ger att kubroten a¨r p˚a formen 3 + 2 · 52 + 2 · 53 + 2 · 54 + · · · .
Hensels lemma beskriver en fundamental egenskap hos de p-adiska talen. Vi ska nu anva¨nda lemmat
fo¨r att bevisa att Q inte a¨r cauchyfullsta¨ndigt med avseende p˚a | · |p.
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Sats C.6. De rationella talen Q a¨r inte cauchyfullsta¨ndiga med avseende p˚a | · |p.
Bevis. Fixera ett primtal p. Tag ett strikt positivt heltal b som inte har p i sin primtalsfaktorisering
och da¨r b ≥ p+ 1
2
. Exempelvis a¨r b = p + 1 ett s˚adant tal, eftersom p inte kan fo¨rekomma i
primtalsfaktoriseringen av b och b = p+ 1 > p > 0.
Sa¨tt nu a = bk + p da¨r k ≥ 2 och inte heller inneh˚aller p i sin primtalsfaktorisering. Polynomet
f(x) = xk − a uppfyller d˚a
f (b) ≡ 0 mod p
eftersom genom ra¨kning ga¨ller
f (b) = bk − (bk + p)
=
(
bk − bk)− p
= −p
≡ 0 mod p.
Vidare uppfyller derivatan f ′ (b) = kbk−1 6≡ 0 av Euklides lemma. Enligt Hensels lemma finns det
d˚a en fo¨ljd heltal {xn}n s˚adant att
f (xn) ≡ 0 mod pn ∀n
xn+1 ≡ xn mod pn ∀n.
Eftersom f (xn) = x
k
n− a ≡ 0 mod pn m˚aste p dela xkn− a. Av definition av det p-adiska absolut-
va¨rdet har vi d˚a
|xkn − a|p ≤
1
pn
och da¨rmed ga¨ller
lim
n→∞ |x
k
n − a|p ≤ lim
n→∞
1
pn
= 0,
s˚a vi har gra¨nsva¨rdet lim
n→∞x
k
n = a.
Men ocks˚a: enligt kongruensen xn+1 ≡ xn mod pn delar talet pn d˚a xn+1−xn+1. Precis p˚a samma
sa¨tt som ha¨r ovan kan vi go¨ra den snarlika ra¨kningen
lim
n→∞ |xn+1 − xn|p ≤ limn→∞
1
pn
= 0.
Av lemma B.8 m˚aste {xn}n d˚a vara en cauchyfo¨ljd i Q.
Ha¨rif˚an vill vi nu so¨ka en motsa¨gelse. Om nu vi antar lim
n→∞xn := c ∈ Z m˚aste c
k = a eftersom
lim
n→∞x
k
n = c
k. Allts˚a m˚aste c antingen vara ett heltal eller icke-rationellt. V˚art m˚al a¨r att visa att
c inte kan vara ett heltal, vilket skulle tvinga fo¨ljden {xn}n att konvergera mot ett icke-rationellt
element i Qp \Q. Fo¨r motsa¨gelse kan vi allts˚a anta att ck = a fo¨r n˚agot heltal c ∈ Z.
Vi f˚ar tv˚a fall: ett da¨r k a¨r udda, och ett da¨r k a¨r ja¨mnt. Om k a¨r udda a¨r a = |c|k. A¨r k = 2m
da¨remot ja¨mnt a¨r a = c2m =
(
c2
)m
=
(|c|2)m = |c|2m = |c|k. I b˚ada fallen a¨r allts˚a |c| ett positivt
heltal med a = |c|k.
Sa¨tt d = |c|. D˚a a¨r dk = bk + p av definition. Allts˚a a¨r
p = dk − bk = (d− b) (dk−1 + dk−2b+ dk−3b2 + · · ·+ cbk−2 + bk−1) = (d− b)y,
da¨r vi definierar y :=
(
dk−1 + dk−2b+ dk−3b2 + · · ·+ cbk−2 + bk−1) . Vidare a¨r
y = dk−1 + dk−2b+ dk−3b2 + · · ·+ dbk−2 + bk−1 ≥ dk−1 + bk−1
≥ d+ b ≥ 2.
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Vi s˚ag att b˚ade d − b och y var faktorer av p, som a¨r ett primtal. Primtal har bara faktorerna 1
och p, s˚a vi m˚aste ha y = p och d − b = 1. Detta eftersom om c = 1 skulle vi haft a = 1, men
a = bk + p > 2. Det senare fallet a¨r allts˚a omo¨jligt. Av att y = p har vi
p = dk−1 + dk−2b+ dk−3b2 + · · ·+ dbk−2 + bk−1
≥ dk−1 + bk−1 ≥ d+ b.
Likheten d− b = 1 ger d = b+ 1, men
d+ b = 2b+ 1 > 2b > p.
Nu har vi b˚ade d+ b = 1 och d+ b > p ≥ 2, och da¨rav en motsa¨gelse.
Da¨rmed m˚aste c vara icke-rationellt och kan inte vara ett heltal. V˚ar fo¨ljd {xn}n m˚aste allts˚a ha
ett icke-rationellt gra¨nsva¨rde och konvergerar s˚aledes inte i Q. De rationella talen a¨r med andra
ord inte cauchyfullsta¨ndiga med avseende p˚a | · |p.
D Representation av p-adiska tal som oa¨ndliga summor
Vi ska i det ha¨r avsnittet motivera att ett p-adiskt tal kan skrivas p˚a den allma¨nna formen∑
k∈Z
akp
k.
Konvergerar summan? I s˚adana fall, i vilken mening ska konvergensen uppfattas? Fo¨r att summan
inte enbart ska betraktas som en symbolisk s˚adan, ska vi nu se hur konvergens av en p-adisk
utveckling kan definieras. Vi va¨ljer att betrakta den analytiska konstruktionen av Qp, eftersom den
faller sig naturlig fo¨r att formellt definiera p-adiska utvecklingar. Enligt konstruktionen i definition
B.13 kan vi identifiera de rationella talen med ekvivalensklasser till konstanta rationella fo¨ljder.
Det vill sa¨ga, funktionen
θ : Q→ Im(θ) ⊂ Qp
q 7→ [(q, q, q, . . .)]
fo¨r q ∈ Q utgo¨r en ringisomorfi. Detta motiverar att beteckna talet [(q, q, q, . . .)] ∈ Qp med q. Vi
vill nu definiera ett konvergensbegrepp p˚a Qp fo¨r att se hur p-adiska tal kan representeras.
Det g˚ar att uto¨ka den p-adiska metriken i anma¨rkning B.4, som a¨r definierad p˚a Q, till Qp.
Uto¨kningen av den p-adiska metriken formulerar vi som en definition.
Definition D.1. Tag ett tal x ∈ Qp och l˚at {xn}n vara en representant fo¨r x. Vi definierar
d˚a
|x|p := lim
n→∞ |xn|p.
Sats D.2. Gra¨nsva¨rdet i definition D.1 a¨r va¨ldefinierat och med andra ord oberoende av represen-
tant av ekvivalensklassen fo¨r x ∈ Qp.
Bevis. Tag en representant {xn}n fo¨r x ∈ Qp. Fo¨ljden {|xn|p}n utgo¨r en cauchyfo¨ljd i R, ty
{xn}n ∈ Cp. Detta medfo¨r att fo¨r tv˚a representanter {xn}n och {yn}n fo¨r x ∈ Qp m˚aste b˚ade
gra¨nsva¨rdena lim
n→∞ |xn|p och limn→∞ |yn|p existera och vara lika med varandra, det vill sa¨ga
lim
n→∞ |xn|p = limn→∞ |yn|p.
Gra¨nsva¨rdet a¨r d˚a oberoende av representant av ekvivalensklassen fo¨r x ∈ Qp.
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Ma˚nga egenskaper hos absolutva¨rdet p˚a Q ga¨ller a¨ven fo¨r absolutva¨rdet p˚a Qp. Fo¨rst och fra¨mst
bevaras egenskapen att uto¨kningen i definition D.1 a¨r ett absolutva¨rde. En viktig egenskap som
bevaras a¨r att det uto¨kade absolutva¨rdet a¨r icke-arkimediskt:
Sats D.3. Absolutva¨rdet p˚a Qp a¨r ett icke-arkimediskt absolutva¨rde.
Bevis. Fo¨r att bevisa satsen ga¨ller det att verifiera axiomen (1)-(4) i definition 2.5. Antag att
x ∈ Qp och va¨lj en representant {xn}n fo¨r x. Vi ser att lim
n→∞ |xn|p = 0 om och endast om {|xn|p}n
ligger i samma ekvivalensklass som den konstanta fo¨ljden (0, 0, 0, . . .) av nollor. Vidare a¨r ett
gra¨nsva¨rde av en icke-negativ fo¨ljd alltid icke-negativt. Absolutva¨rdet p˚aQp a¨r da¨rfo¨r strikt positivt
definit och uppfyller axiom (1).
Tag nu y ∈ Qp och va¨lj p˚a samma sa¨tt en representant {yn}n fo¨r y. D˚a kan vi betrakta gra¨nsva¨rdet
|xy|p = lim
n→∞ |xnyn|p = limn→∞ |xn|p|yn|p = |x|p|y|p.
Detta verifierar axiom (2).
P˚a samma sa¨tt kan vi ocks˚a betrakta gra¨nsva¨rdet
|x+ y|p = lim
n→∞ |xn + yn|p ≤ limn→∞ |xn|p + limn→∞ |yn|p = |x|p + |y|p
som ga¨ller enligt triangelolikheten fo¨r rationella tal. Vi har d˚a visat att absolutva¨rdet p˚a gra¨nsva¨rdet
Qp uppfyller axiom (3).
Vi konkluderar da¨rmed att absolutva¨rdet p˚a Qp verkligen a¨r ett absolutva¨rde. Slutligen vill vi visa
att det a¨r icke-arkimediskt. Men detta fo¨ljer fr˚an att absolutva¨rdet p˚a Q a¨r icke-arkimediskt, ty
|x+ y|p = lim
n→∞ |xn + yn|p ≤ limn→∞max{|xn|p, |yn|p} = max{|x|p, |y|p}
eftersom max a¨r en kontinuerlig funktion.
Absolutva¨rdet p˚a Qp a¨r da¨rfo¨r icke-arkimediskt, och vi har bevisat satsen.
Anma¨rkning D.4. Vi ser att definitionen uto¨kar det p-adiska absolutva¨rdet till Qp och enligt sats
B.3 inducerar detta en metrik d : Qp ×Qp → R≥0 p˚a Qp.
Anma¨rkning D.5. Eftersom absolutva¨rdet p˚a Qp a¨r en uto¨kning av absolutva¨rdet p˚a Q a¨r a¨ven
den p-adiska metriken p˚a Qp en uto¨kning av den p-adiska metriken p˚a Q.
Anma¨rkning D.6. De p-adiska talen a¨r cauchyfullsta¨ndiga med avseende p˚a | · |p.
Anma¨rkning D.7. I anma¨rkning 2.8 noterade vi att det p-adiska absolutva¨rdet p˚a Q enbart kunde
anta diskreta va¨rden. Med definition D.1 ser vi att det uto¨kade absolutva¨rdet | · |p p˚a Qp bara kan
anta va¨rden p˚a formen p−k med k ∈ Z fo¨r nollskilda element i Qp. Observationen l˚ater oss uto¨ka
valueringen p˚a Q till en valuering p˚a Qp genom att definiera
v(x) :=
log
(|x|−1p )
log p
, x ∈ Qp \ {0}
och v(0) :=∞. Notera att valueringen definieras precis s˚a att |x|p = p−vp(x).
Na¨r vi definierade de p-adiska talen Qp som en br˚akkropp beho¨vde vi att Zp var ett integritets-
omr˚ade. L˚at oss nu bevisa p˚ast˚aendet.
Sats D.8. De p-adiska heltalen Zp a¨r ett integritetsomr˚ade.
Bevis. Tag a, b 6= 0 i Zp. D˚a a¨r vp(ab) = vp(a) + vp(b) <∞, s˚a ab 6= 0.
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Fo¨r att kunna visa att alla p-adiska tal kan skrivas som oa¨ndliga summor beho¨ver vi definiera vad
som menas med konvergens i Qp.
Definition D.9. Vi definierar o¨ppna bollar som Br(x) := {y ∈ Qp : d(x, y) < r}.
Vi ger den sja¨lvklara definitionen fo¨r konvergens i Qp:
Definition D.10. En fo¨ljd {xk}∞k=1 av p-adiska tal xk ∈ Qp sa¨gs konvergera med avseende
p˚a det p-adiska absolutva¨rdet na¨r k → ∞ om och endast om |x− xk|p → 0 fo¨r n˚agot x ∈ Qp
och vi skriver xk → x. Fo¨ljden {xk}∞k=1 sa¨gs divergera om den inte konvergerar.
Anma¨rkning D.11. Gra¨nsva¨rden i metriska rum a¨r unika [16, sats 3.2b], och da¨rfo¨r a¨r a¨ven
gra¨nsva¨rden i Qp unika.
Exempel D.12. Serieutvecklingen −1 = (p− 1) + (p− 1)p+ (p− 1)p2 + (p− 1)p3 + . . . i exempel
2.24 konvergerar eftersom |p|p = 1p < 1. Dessutom a¨r | − 1|p = 1.
Exempel D.13. Den geometriska serien ∑
k≥0
rk
konvergerar fo¨r alla element r i valueringsidealet till Qp. Beviset a¨r helt analogt med det reella
fallet. Vi skriver
1 + r + r2 + r3 + · · · := lim
n→∞
(
1 + r + r2 + · · ·+ rn) = lim
n→∞
1− rn+1
1− r .
I det p-adiska absolutva¨rdet ga¨ller
lim
n→∞ |r
n+1|p = lim
n→∞ |r|
n+1
p = 0
om och endast om |r|p < 1. Exempel 2.26 a¨r ett exempel p˚a en geometrisk serie som konvergerar
i Z7.
Formeln ga¨ller dessutom fo¨r alla valueringsringar, och konvergensen beror inte p˚a huruvida abso-
lutva¨rdet a¨r arkimediskt eller icke-arkimediskt.
Exempel D.14. Vi betonar igen att stora tal kan ha ett litet p-adiskt absolutva¨rde och att vi
da¨rfo¨r ska vara fo¨rsiktiga med gra¨nsva¨rden i Qp. Fo¨ljden
{
1
1 + pk
}∞
k=1
konvergerar inte mot 0 i
Qp. Ista¨llet har vi ∣∣∣∣ 11 + pk − 1
∣∣∣∣
p
=
∣∣∣∣ pk1 + pk
∣∣∣∣
p
=
|p|kp
|1 + pk|p = p
−k → 0.
Den sista likheten fo¨ljer av att vp(1 + p
k) = 0, eftersom 1 + pk = 1 mod p. Fo¨ljden konvergerar
da¨rfo¨r ista¨llet mot 1 i Qp.
Vi a¨r nu redo att presentera delkapitlets huvudsats om decimalutvecklingar i Qp:
Sats D.15. (Formen p˚a element i Qp och Zp)
Alla p-adiska tal x ∈ Qp kan skrivas p˚a formen
x =
∞∑
k=−m0
akp
k
fo¨r n˚agot m0 ≥ 0.
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Vidare a¨r m0 = 0 fo¨r de p-adiska heltalen y ∈ Zp, och dessa kan med andra ord skrivas p˚a formen
y =
∞∑
k=0
akp
k.
Fo¨r att bevisa satsen visar vi fo¨rst fo¨ljande lemma:
Lemma D.16. De rationella talen Q ligger ta¨tt i Qp, vilket betyder att varje boll p˚a formen Br(x)
fo¨r x ∈ Q inneh˚aller element i Q.
Anma¨rkning D.17. Heuristiskt kan vi betrakta egenskapen som att element i Qp kan approximeras
“godtyckligt bra” med element i Q. Exempelvis ligger Q a¨ven ta¨tt i R, eftersom varje reellt tal har
en godtycklig bra rationell approximation.
Bevis av lemma D.16. Vi vill visa att Q ligger ta¨tt i Qp med avseende p˚a den p-adiska topologin.
L˚at da¨rfo¨r ε > 0 och betrakta bollen Bε(x) fo¨r n˚agot element x ∈ Qp. Kan vi visa att det finns ett
rationellt q ∈ Q som tillho¨r bollen Bε(x) a¨r vi klara.
Vi va¨ljer nu att betrakta den analytiska definitionen av Qp, da¨r varje element a¨r en ekvivalensklass
av rationella cauchyfo¨ljder. Tag en representant {xn}n fo¨r x ∈ Qp och l˚at 0 < δ < ε. Eftersom
{xn}n a¨r en cauchyfo¨ljd kan vi ta N s˚adant att |xn − xm|p < δ s˚ana¨r n,m ≥ N . Vi p˚ast˚ar d˚a att
den konstanta fo¨ljden (xN , xN , xN , . . .) ∈ Bε(x). Fo¨r att se detta kan vi bera¨kna absolutva¨rdet
|(x1, x2, x3, . . .)− (xN , xN , xN , . . .)|p = limn→∞ |xn − xN |p ≤ δ < ε
enligt definition D.1. S˚aledes ligger fo¨ljden (xN , xN , xN , . . .) i bollen Bε(x), vilket skulle visas.
Anma¨rkning D.18. P˚a samma sa¨tt bevisas att Z ligger ta¨tt i Zp.
Bevis av sats D.15. Vi bo¨rjar med att karakta¨risera elementen i Zp. Tag x ∈ Zp. Av lemma D.16
ligger Q ta¨tt i Qp. Det a¨r allts˚a klart att vi kan va¨lja
a
b
∈ Q s˚adant att∣∣∣x− a
b
∣∣∣
p
≤ p−n < 1
da¨r n ≥ 1. Vi p˚ast˚ar dock n˚agot starkare; att a
b
kan va¨ljas som ett heltal i Z, vilket vi nu ska visa.
Fo¨r
a
b
ga¨ller ∣∣∣a
b
∣∣∣
p
=
∣∣∣x− (x− a
b
)∣∣∣
p
≤ max
{
|x|p,
∣∣∣x− a
b
∣∣∣
p
}
≤ 1.
Allts˚a kan inte p dela b, och vi har d˚a att bb′ ≡ 1 mod pn fo¨r n˚agot b′. Ha¨rav fo¨ljer att∣∣∣x− a
b
∣∣∣
p
= |x− ab′|p ≤ p−n
med ab′ ∈ Z. Br˚aket a
b
kan ersa¨ttas med ab′ ∈ Z eftersom a
b
≡ ab′ mod pn. Vidare kan vi d˚a va¨lja
0 ≤ αn ≤ pn − 1 s˚adant att α ≡ ab′ mod pn. Detta medfo¨r att
|x− α|p ≤ p−n.
Det g˚ar d˚a hitta en unik fo¨ljd heltal {αn}n med
(i) 0 ≤ αn < pn
(ii) αn+1 ≡ αn mod pn
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som konvergerar till x eftersom |x − αn|p ≤ p−n. A˚ andra sidan a¨r en fo¨ljd som uppfyller (i) och
(ii) en cauchyfo¨ljd enligt lemma B.8 och konvergerar i Z eftersom alla αn ligger i Z.
Da¨rfo¨r kan vi skriva
x =
∑
k≥0
akp
k
med 0 ≤ ak ≤ p − 1. Kofficientera ak relaterar till fo¨ljden {αn}n genom att αn =
n−1∑
k=0
akp
k och
αn ∈ Z/pnZ. Vi har da¨rfo¨r visat satsen fo¨r Zp.
Fo¨r ett element y ∈ Qp kan vi bara notera att
y =
x
pm
fo¨r n˚agot x ∈ Zp, eftersom Qp enligt definition 2.20 kunde definieras som kroppen av alla br˚ak
Zp[ 1p ] i Zp. Direkt insa¨ttning ger
y =
1
pm
∑
k≥0
akp
k =
∑
k≥0
ak
pk
pm
=
∑
k≥0
akp
k−m =
∑
k≥−m
ak−mpk.
Genom att sa¨tta m0 = m ≥ 0 och en omnumrering av koefficienter fo¨ljer satsen.
Anma¨rkning D.19. Fo¨r att skriva ut operationerna p˚a Qp explicit, tag tv˚a element x =
∑
k∈Z
akp
k
och y =
∑
k∈Z
bkp
k, b˚ada s˚adana att x, y ∈ Qp. D˚a a¨r summan
x+ y =
∑
k∈Z
(ak + bk)p
k
och produkten
xy =
∑
k∈Z
ckp
k da¨r ck =
∑
n∈Z
bnak−n,
vilket ka¨nns igen fr˚an komplex analys som Cauchys produktformel fo¨r formella Laurentserier.
Korollarium D.20. Fo¨r varje x ∈ Zp finns det ett unikt 0 ≤ αn ≤ pn − 1 s˚adant att x ≡ αn
mod pn.
Bevis. P˚ast˚aendet sa¨ger bara att Z ligger ta¨tt i Zp. Beviset a¨r analogt med beviset till sats D.15.
Anma¨rkning D.21. Fr˚an de p-adiska utvecklingarna i sats D.15 ser vi att kardinaliteten hos Zp och
Qp a¨r |Zp| = |Qp| = c = 2ℵ0 .
Anma¨rkning D.22. Vi ser att p-adiska utvecklingar i Qp a¨r unika. Vi har med andra ord inte en
situation liknande den i de reella talen R da¨r 0.999... = 1.
Lemma D.23. Idealet pZp = {x ∈ Qp : |x|p < 1} a¨r ett maximalt ideal i Zp.
Bevis. Fo¨r att underla¨tta beviset anva¨nder vi valueringen vp ista¨llet fo¨r absolutva¨rdet | · |p. Att
|x|p ≤ 1 a¨r ekvivalent med att vp(x) ≥ 0. Antag att I ⊆ Zp a¨r ett ideal s˚adant att a ∈ I och
vp(a) = 0, allts˚a a ligger inte i pZp. D˚a ga¨ller att
0 = vp(1) = vp(aa
−1) = vp(a) + vp(a−1) = vp(a−1)
Att vp(a
−1) = 0 medfo¨r att a−1 ∈ Zp och da¨rmed a¨r aa−1 = 1 ∈ I. Allts˚a ga¨ller det att varje ideal
I, som inte a¨r en delma¨ngd i pZp, a¨r hela Zp.
32
Korollarium D.24. Ringarna Zp/pmZp och Z/pmZ a¨r isomorfa. Speciellt a¨r Zp/pZp ∼= Fp.
Bevis. Vi bo¨rjar med att visa att de nollskilda idealen i Zp a¨r precis idealen pmZ fo¨r m = 0, 1, 2, . . ..
Speciellt a¨r pZp det enda maximala idealet i Zp. Att idealet pZp a¨r maximalt i Zp visar vi i lemma
D.23.
Tag da¨rfo¨r ett nollskilt ideal I i Zp, och va¨lj α ∈ I s˚adan att |α|p ≤ |a|p fo¨r alla a ∈ I. D˚a a¨r
|α|p = p−m enligt anma¨rkning D.7. Definiera Z∗p := OQp \ pQp = {x ∈ Qp : |x|p = 1}. D˚a kommer
p−mα ∈ Z∗p, och pm ∈ I. Men fo¨r a ∈ I ga¨ller |ap−m|p ≤ 1, s˚a a ∈ pmZ. Idealet I ⊂ pmZ m˚aste d˚a
vara maximalt, och I = pmZ.
Homomorfin
θ : Z/pmZ→ Zp/pmZp
[a]pm ∈ Z/pmZ 7→ [a]pm ∈ Zp/pmZp
a¨r injektiv eftersom pmZ∩Z = pmZ. Den a¨r ocks˚a surjektiv, av korollarium D.20. Det a¨r klart att
den bevarar addition och multiplikation fr˚an definitionen. Detta bevisar att θ a¨r en ringisomorfi,
och allts˚a a¨r Zp/pmZp ∼= Z/pmZ. Eftersom pZp a¨r maximalt kommer Zp/pZp vara en kropp med
p element, s˚a Zp/pZp ∼= Fp. Med andra ord a¨r fo¨ljden
0→ Zp p
m
−→ Zp φm−→ Z/pmZ→ 0
exakt, da¨r avbildningen pm a¨r elementvis multiplikation med pm och φm homomorfierna i anma¨rkning
2.19.
Fo¨r att fullsta¨ndigt abstrahera resultatet i sats D.15 formulerar vi motsvarande sats fo¨r diskreta
valueringsringar.
Sats D.25. L˚at R vara en diskret valueringsring och l˚at K utgo¨ra kroppen av alla br˚ak i R.
Beteckna restklasskroppen k = O/p. Om A nu utgo¨r en ma¨ngd av representanter fo¨r sidoklasserna
i p ⊆ O och om pi a¨r ett uniformiseringelement i K kan varje element a ∈ R skrivas p˚a formen
a =
∞∑
k=0
akpi
k.
Vidare kan alla element x ∈ K skrivas som
x =
∞∑
k=−m0
bkpi
k
da¨r m0 ≥ 0 Vi har att ak, bk ∈ A fo¨r alla k.
Bevis. Beviset fo¨r satsen a¨r helt analogt beviset fo¨r sats D.15, inklusive lemmat.
Vi har redan sett i sats D.23 att pQp = Zp a¨r en lokal ring med maximalt ideal pQp = pZp. Vi
generaliserar detta till allma¨nna kroppar med valueringar.
Sats D.26. L˚at K vara en kropp och | · | ett icke-arkimediskt absolutva¨rde p˚a K. D˚a a¨r O en
maximal delring till K och p ⊂ O a¨r ett maximalt ideal i O. Dessutom a¨r alla element x ∈ O \ p
inverterbara.
Bevis. Det a¨r klart att O a¨r en delring. Vi vill nu argumentera med motsa¨gelse att O a¨r maximal.
Antag att O′ a¨r en delring med O ⊂ O′. D˚a finns det per definition ett element α ∈ O′ med |α| > 1.
Tag slutna bollar B|α|k(0) ⊆ O′. D˚a ser vi att K =
⋃
k≥1
B|α|k(0) = O′. Detta a¨r en motsa¨gelse, s˚a
O m˚aste vara maximal.
33
Vill vi vidare visa att ett godtyckligt element x ∈ O \ p a¨r inverterbart. Notera fo¨rst att alla
icke-nollskilda element i en kropp a¨r inverterbara. Eftersom |x| = 1 kan inte x = 0, och x m˚aste
d˚a vara inverterbart. Vidare a¨r det en trivial observation att |x−1| = 1, eftersom |xx−1| = |1| = 1.
Argumentet visar a¨ven att p a¨r ett maximalt ideal i O, ty ett O-ideal p′ med p ⊂ p′ inneh˚aller ett
identitetselement β−1β, β ∈ p′ \ p. Detta skulle medfo¨ra p′ = O, och p m˚aste vara maximal.
Anma¨rkning D.27. Beviset a˚terfinns i [2, sats 2.4.1].
Vi avslutar avsnittet med att visa att Zp a¨r en kompakt ma¨ngd.
Sats D.28. Ma¨ngden Zp a¨r kompakt.
Bevis. Vi visar att Zp a¨r fo¨ljdkompakt vilket medfo¨r att Zp a¨r kompakt eftersom Zp a¨r ett metriskt
rum [16, sats 3.6]. L˚at {αn}n vara en fo¨ljd i Zp. Enligt sats D.15 kan αn d˚a skrivas som
αn =
∞∑
i=0
a
(n)
i p
i
med 0 ≤ a(n)k ≤ p− 1. Det finns d˚a n˚agot b0 s˚a att 0 ≤ b0 ≤ p− 1 och s˚a att a(n)0 = b0 fo¨r oa¨ndligt
m˚anga n. Samlingen av alla αn med b0 som fo¨rsta koefficient blir en delfo¨ljd till {αn}, kalla den
{α0,n}. Vi upprepar nu konstruktionen av {α0,n} och f˚ar p˚a s˚a sa¨tt en fo¨ljd av delfo¨ljder {αk,n}
och ett p-adiskt heltal
b =
∞∑
i=0
b
(n)
i p
i.
Det ga¨ller d˚a att, fo¨r varje k, a¨r de fo¨rsta k + 1 termerna i fo¨ljden {αk,n} samma som i b. D˚a a¨r
{αk,k} en delfo¨ljd till {αn} som konvergerar mot b.
E Den analytiska och algebraiska definitionen av de p-adiska
talen a¨r isomorfa
Na¨r vi konstruerade de p-adiska talen algebraiskt na¨mnde vi att den algebraiska konstruktionen
och den analytiska konstruktionen ger upphov till isomorfa kroppar. Vi ger nu en explicit isomorfi
mellan de olika strukturera.
Sats E.1. Strukturerna i definition B.13 och definition 2.20 a¨r isomorfa som kroppar.
Bevis. Det ra¨cker med att visa att ringarna av p-adiska heltal, definierade i definition B.14 och
definition 2.18, a¨r isomorfa som ringar.
Info¨r beteckningarna
Zanalytiskp =
{
x ∈ Qanalytiskp := Cp/Np : |x|p ≤ 1
}
och
Zalgebraiskp = lim←− Z/p
kZ =
{
{aj}j ∈
∞∏
k=1
Z/pkZ : ϕk(ak) = ak−1 ∀k ≥ 1
}
da¨r ϕk a¨r homomorfin i ekvation (2).
Av den analytiska definitionen och sats D.15 m˚aste allts˚a de p-adiska heltalen Zanalytiskp utgo¨ras av
alla element i x ∈ Qp p˚a formen
x =
∑
k≥0
akp
k (10)
da¨r 0 ≤ ak ≤ p− 1 fo¨r alla k ≥ 0.
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Eftersom alla p-adiska heltal kan representeras p˚a formen given i ekvation (10) betraktar vi likhet-
erna 
x ≡ a0 mod p
x ≡ a0p+ a1 mod p2
x ≡ a0 + a1p+ a2p2 mod p3
x ≡ a0 + a1p+ a2p2 + a3p3 mod p4
...
och generellt ga¨ller
x ≡
n∑
k=0
akp
k mod pn+1.
En funktion
θ : Zanalytiskp → Zalgebraiskp
x =
∑
k≥0
akp
k 7→ (a0, a0 + a1p, a0 + a1p+ a2p2, . . .)
a¨r da¨rfo¨r en la¨mplig ansats fo¨r en homomorfi. Vi visar att denna funktion a¨r va¨ldefinierad genom
att fo¨rst notera att y = (y1, y2, y3, . . .) = (a0, a0 + a1p, a0 + a1p + a2p
2, . . .) ligger i den direkta
produkten
∞∏
k=1
Z/pkZ. Om vi nu tar homomorfin ϕk(yk) := yk−1 ger en direkt bera¨kning att
ϕk(yk+1) = ϕk
 k∑
j=0
ajp
j
 = k−1∑
j=0
ajp
j = yk,
och vi har d˚a verifierat att θ : Zanalytiskp → Zalgebraiskp verkligen antar va¨rden i m˚alma¨ngden. Fo¨r att
visa att θ a¨r en ringhomomorfi beho¨ver vi a¨ven visa att θ bevarar addition och multiplikation mellan
element. Tag da¨rfo¨r tv˚a element α = (α1, α2, α3, . . .) och β = (β1, β2, β3, . . .) i Zp godtyckligt. D˚a
a¨r
θ(α) + θ(β) = θ((α0 + β0), (α0 + β0) + (α1 + β1)p, . . .)) = θ(α+ β)
och
θ(α) · θ(β) = θ(α0, α1, α2, . . .) · θ(β0, β1, β2, . . .)
= (α0, α0 + α1p, α0 + α1p, . . .) · (β0, β0 + β1p, β0 + β1p, . . .).
Genom att komponentvis skriva(
j∑
i=0
αip
i
)
·
(
j∑
i=0
βip
i
)
≡
j+1∑
k=0
(
k∑
n=0
βnαk−n
)
pk mod pj+1.
ser vi att kongruensen ovan bara a¨r faltningsidentiteten i anma¨rkning D.19, nu av finita summor,
da¨r vi har observerat att cmp
m ≡ 0 mod pj+1 fo¨r alla m ≥ j + 1. Vi kommer med andra ord att
ha
α1β1p
2 ≡ 0 mod p2
(α1β2 + α2β1)p
3 ≡ 0 mod p3
(α2β2)p
4 ≡ 0 mod p3
...
...
...
och alla dessa termer a¨r allts˚a lika med noll.
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Fr˚an hur multiplikation p˚a Zp a¨r definierad (se anma¨rkning D.19) a¨r
θ(α) · θ(β) = (α0, α0 + α1p, α0 + α1p, . . .) · (β0, β0 + β1p, β0 + β1p, . . .)
= (α0β0, α0β0 + (α1β0 + α0β1)p+
XXXα1β1p2 ,
α0β0 + (α1β0 + α0β1)p+ (α0β2 + α1β1 + α1β0)p
2+
hhhhhhhh(α1β2 + α2β1)p
3 +
XXXX(α2β2)p
4 , . . .)
= θ
( ∞∑
k=0
(
k∑
n=0
βnαk−n
)
pk
)
= θ(α · β).
Da¨rfo¨r a¨r θ en ringhomomorfi.
Slutligen vill vi se att θ a¨r en bijektion. Av definition m˚aste θ vara injektiv. Att θ a¨ven a¨r surjektiv
fo¨ljer fr˚an att Zalgebraiskp utgo¨r precis de fo¨ljer i
∞∏
k=1
Z/pkZ som uppfyller ϕk(ak) = ak−1.
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