Abstract This review surveys the recent literature on visuo-haptic convergence in the perception of object form, with particular reference to the lateral occipital complex (LOC) and the intraparietal sulcus (IPS) and discusses how visual imagery or multisensory representations might underlie this convergence. Drawing on a recent distinction between object-and spatially-based visual imagery, we propose a putative model in which LOtv, a subregion of LOC, contains a modality-independent representation of geometric shape that can be accessed either bottom-up from direct sensory inputs or top-down from frontoparietal regions. We suggest that such access is modulated by object familiarity: spatial imagery may be more important for unfamiliar objects and involve IPS foci in facilitating somatosensory inputs to the LOC; by contrast, object imagery may be more critical for familiar objects, being reflected in prefrontal drive to the LOC.
Introduction
Recent research has dispelled the established orthodoxy that the brain is organized around parallel processing of discrete sensory inputs and has provided strong evidence for a 'metamodal' brain with a multisensory task-based organization (Pascual-Leone and Hamilton 2001) . For example, it is now well known that many cortical regions previously considered to be specialized for processing various aspects of visual input are also activated during analogous tactile or haptic tasks (reviewed in Sathian and Lacey 2007) . Here, we outline the current state of knowledge about such visuo-haptic processing in the domain of object form, and the nature of the underlying representation, in order to introduce a putative conceptual model.
Loci of Multisensory Shape Processing
The Lateral Occipital Complex Chief among the several cortical areas implicated in visuohaptic shape processing is the lateral occipital complex (LOC), an object-selective area in the ventral visual pathway (Malach et al. 1995) . As Fig. 1 shows, part of the LOC, designated LOtv, responds selectively to objects in both vision and touch (Amedi et al. 2001 (Amedi et al. , 2002 . The LOC is shape-selective both during haptic 3D perception (Amedi et al. 2001; Stilla and Sathian 2008; Zhang et al. 2004 ) and tactile 2D perception (Stoesz et al. 2003; Prather et al. 2004) . LOtv can be characterized as a processor of geometric shape since it is unresponsive during conventional auditory object recognition triggered by object-specific sounds (Amedi et al. 2002) . However, LOtv does respond to soundscapes created by a visual-auditory sensory substitution device (SSD) that converts visual shape information into an auditory stream via a specific algorithm in which auditory time and stereo panning convey the visual horizontal axis, varying tone frequency represents the visual vertical axis, and varying tone loudness equates to pixel brightness (Amedi et al. 2007) . Using this SSD, both sighted and blind humans (including one congenitally blind individual) learned to recognize objects by extracting shape information from the resulting soundscapes. While LOtv responded to soundscapes constructed according to the trained algorithm, it did not respond when specific soundscapes were arbitrarily associated with specific objects (Amedi et al. 2007 ). This strengthens the notion that LOtv is driven by geometric shape information, irrespective of the sensory modality used to acquire it. Case studies suggest that the LOC is necessary for both haptic and visual shape perception. Feinberg et al. (1986) reported a patient with a lesion to the left occipito-temporal cortex, likely including the LOC, who exhibited both tactile and visual agnosia (inability to recognize objects), although somatosensory cortex and basic somatosensation were spared. Another patient with bilateral lesions to LOC was unable to learn new objects by either vision or touch (James et al. 2006 ).
Parietal Cortical Foci
Multisensory shape selectivity also occurs in parietal cortical regions, in particular the cortex of the intraparietal sulcus (IPS) (Fig. 1) . Studies of common visuo-haptic processing implicate the IPS in perception of both object shape and object location, with the main differences being LOC activation during shape discrimination and frontal eye field activation during location discrimination Gibson et al. 2008) . The specific foci in these studies are located in an anterior region that we refer to as aIPS (Grefkes et al. 2002; Stilla and Sathian 2008; Zhang et al. 2004) , probably corresponding to the areas termed AIP (anterior intraparietal area (Grefkes and Fink 2005; Shikata et al. 2008 )) or MIP (medial intraparietal area (Grefkes et al. 2004) ), depending on the study, and in a posteroventral region (Saito et al. 2003; Stilla and Sathian 2008) spanning zones identified with the areas CIP (caudal intraparietal area, Shikata et al. 2008 ), IPS1 and V7-the latter two together probably corresponding to macaque area LIP (lateral intraparietal area) (Swisher et al. 2007 ). It should be noted that areas AIP, MIP, CIP, and V7 were first described in macaque monkeys, and their homologies in humans remain somewhat uncertain. Whilst the IPS is classical multisensory cortex, visuo-haptic shape selectivity has also been reported in the postcentral sulcus (PCS) , which corresponds to the site of Brodmann's area 2 of primary somatosensory cortex (S1) (Grefkes et al. 2001) . This region has traditionally been assumed to be exclusively somatosensory but in fact, multisensory selectivity for shape in this region is consistent with earlier suggestions of visual responsiveness in parts of S1 in some neurophysiological studies (Iwamura 1998; Zhou and Fuster 1997) .
Evidence for a Shared Visuo-Haptic Representation of Shape
The convergence of visual and haptic shape-selective activity in LOtv suggests the possibility of a shared representation of shape. We designate such a representation as 'multisensory' in Fig. 1 Object-related regions in the visual and haptic modalities shown on an inflated right hemisphere (top: lateral view; bottom: ventral view). Visual object selectivity is relative to scrambled visual images; haptic object selectivity is relative to haptic textures. Visuohaptic object selectivity in the lateral occipital complex (LOC) is found within the lateral occipito-temporal sulcus (delineating LOtv) and several foci in the intraparietal sulcus (IPS). (Modified from Amedi et al. 2001) that it can be encoded and retrieved by multiple sensory systems (Sathian 2004) and distinguish this from a visual representation which is encoded by a single modality, though it might be triggered by different modalities during retrieval. Consistent with a shared representation, behavioral studies have shown that visuo-haptic cross-modal priming is just as effective as within-modal priming for both unfamiliar (Easton et al. 1997a, b) and familiar (Easton et al. 1997a; Reales and Ballesteros 1999) objects. Similarly, LOC activity increased when viewing novel objects that were previously explored haptically (i.e., that had been 'primed'), compared to viewing non-primed objects (James et al. 2002) .
An important question is whether this multisensory convergence on a shared representation reflects multisensory integration at the neuronal level or interdigitation of unisensory neurons receiving information from visual or haptic inputs. To examine this question for visuo-haptic integration of object-selective information, Tal and Amedi (2008) used an fMRI-based adaptation paradigm (fMR-A). fMR-A takes advantage of the repetition suppression effect, i.e., attenuation of the blood-oxygen level dependent signal when the same stimulus is repeated (see Grill-Spector et al. 2006, and Krekelberg et al. 2006 , for reviews) and provides a tool for assessing the functional properties of cortical neurons beyond the spatial resolution of several millimeters imposed by conventional fMRI. This technique has been successfully used to explore many aspects of unisensory processing, in particular visual shape processing (see Kourtzi et al. 2003; Kanwisher 2000, 2001) . As expected, LOtv and a focus in the aIPS did indeed show robust cross-modal adaptation from vision to touch. Interestingly, the precentral sulcus bilaterally (corresponding to ventral premotor cortex) and the right anterior insula also showed clear fMR-A. Multisensory convergence at these sites had previously been reported somewhat inconsistently: many studies did not find activity in these regions (e.g., Amedi et al. 2001 Amedi et al. , 2002 James et al. 2002; Pietrini et al. 2004; Saito et al. 2003; Stilla and Sathian 2008; Zhang et al. 2004 ) while others showed cross-modal activity in the right (Hadjikhani and Roland 1998) and left (Banati et al. 2000) insula-claustrum and precentral sulcus (Amedi et al. 2007) . The fMR-A findings suggest that the precentral sulcus and anterior insula, in addition to LOtv and the aIPS, show multisensory responses at the neuronal level. By contrast, other areas, for example the PCS, posteroventral IPS, and the CIP did not show fMR-A, implying that multisensory convergence in these zones is not at the neuronal level.
Role of Mental Imagery
An obvious explanation for haptically-evoked activation of visual cortex is the possibility of mediation by visual imagery (Sathian et al. 1997 ) rather than direct activation by somatosensory inputs. Consistent with the visual imagery hypothesis, the LOC is active during visual imagery. For example, the left LOC is active during retrieval of geometric and material object properties from memory (Newman et al. 2005) , and during auditorily-cued mental imagery of familiar object shape derived from predominantly haptic experience in the case of blind participants and predominantly visual experience in sighted participants . Also, individual differences in ratings of visual imagery vividness were strongly correlated with individual differences in haptic shape-selective activation magnitudes in the right LOC (Zhang et al. 2004 ). On the other hand, LOC activity during visual imagery has been found to be substantially less than during haptic shape perception, suggesting a relatively minor role for visual imagery (Amedi et al. 2001 ; see also Reed et al. 2004) . Furthermore, studies with both early-and late-blind individuals show shape-related LOC activation via touch (Amedi et al. 2003; Burton et al. 2002; Pietrini et al. 2004; Stilla et al. 2008a Renier et al. 2004 Renier et al. , 2005 . These findings have led to the conclusion by some that visual imagery does not account for cross-modal activation of visual cortex. While this conclusion is clearly true for the early blind, it does not necessarily negate a role for visual imagery in the sighted, given the abundant evidence for cross-modal plasticity resulting from visual deprivation Visual imagery is often treated as a unitary ability. However, recent work has shown that it can be divided into 'object imagery' (images that are pictorial and deal with the literal appearance of objects in terms of shape, color, brightness, etc.) and 'spatial imagery' (more schematic images dealing with the spatial relations of objects and their component parts and with spatial transformations) (Kozhevnikov et al. 2002 (Kozhevnikov et al. , 2005 Blajenkova et al. 2006 ). This is relevant because both vision and touch encode spatial properties of objects-for example, size, shape, and the relative positions of different object features-such properties may well be encoded in a modality-independent spatial format (Lacey and Campbell 2006) . This view is supported by recent work showing that spatial, but not object, imagery scores were correlated with accuracy on cross-modal object identification but not within-modal object identification, for a set of closely similar and previously unfamiliar objects (Lacey et al. 2007b ). Thus, we suggest exploring 'object' and 'spatial' imagery as opposed to an undifferentiated 'visual' imagery approach. It is important to note that the object-spatial dimension of imagery can be viewed as orthogonal to the modality involved-both visual and haptic imagery can potentially be subdivided into object imagery dealing with the appearance or feel of objects, and spatial imagery dealing with spatial relationships between objects, or between parts of objects.
While the object-spatial dimension of haptically-derived representations remains relatively unexplored, similarities in processing of visually-and haptically-derived representations support the idea that vision and touch engage a common spatial representational system. The time taken to scan both visual images (Kosslyn 1973; Kosslyn et al. 1978) and haptically derived representations (Röder and Rösler 1998) increases with the spatial distance to be inspected, suggesting that spatial metric information is preserved in both visually-and haptically-derived images, and that similar, if not identical, imagery processes operate in both modalities (Röder and Rösler 1998) . By the same token, for mental rotation of both visual (Shepard and Metzler 1971) and haptic stimuli (Marmor and Zaback 1976; Carpenter and Eisenberg 1978; Hollins 1986; Dellantonio and Spagnolo 1990) , in judging whether two objects are the same or mirror-images, the time taken increases nearly linearly with increasing angular disparity between the objects. A similar relationship was found for tactile stimuli in relation to the angular disparity between the stimulus and a canonical angle, with associated activity in the left aIPS ) at a site also active during mental rotation of visual stimuli (Alivisatos and Petrides 1997) . Similar processing appears to characterize sighted, early-and late-blind individuals (Carpenter and Eisenberg 1978; Röder and Rösler 1998) .
A Putative Conceptual Model for Visuo-Haptic Shape Representation
The literature just reviewed provides a wealth of information about brain regions showing multisensory responses in object processing and about potential accounts of the underlying representations. What is lacking is a model that makes sense of the roles played by these different processes and cortical regions. To this end, we recently investigated the role of visual object imagery and object familiarity in haptic shape perception by examining inter-task correlations of activation magnitudes and Granger causality analyses of effective connectivity (Stilla et al. 2008b ). In the imagery task, participants listened to pairs of words and decided whether the objects designated by those words had the same or different shapes. Thus, in contrast to earlier studies, participants had to process their images throughout the scan and this could be verified by monitoring their performance. In a separate session, participants performed a haptic shape discrimination task. For this, two sets of objects were used: one familiar and one unfamiliar. The results showed that both inter-task correlations and connectivity were modulated by object familiarity. Although the LOC was activated bilaterally in both visual object imagery and haptic shape perception, there was an inter-task correlation only for familiar shape. Analysis of connectivity showed that visual object imagery and haptic perception of familiar objects engaged similar networks, with top-down connections from prefrontal and parietal regions into the LOC. By contrast, a very different network emerged during haptic perception of unfamiliar shape, with bottom-up inputs from somatosensory cortex (PCS) and the IPS to the LOC (Stilla et al. 2008b ) consistent with earlier analyses of effective connectivity (Peltier et al. 2007; Deshpande et al. 2008) .
Along with the literature reviewed above, these findings allow us to propose a preliminary conceptual model for the representation of object form in vision and touch that reconciles the visual imagery and multisensory approaches. In this model, LOtv contains a representation of object form that can be flexibly addressed either bottom-up or topdown, depending on object familiarity, but independent of the modality of sensory input. Haptic perception of unfamiliar shape relies more on a bottom-up pathway from the PCS (part of S1) to the LOtv with support from spatial imagery processes. Since the global shape of an unfamiliar object can only be computed by exploring it in its entirety, the model predicts heavy somatosensory drive of LOtv, with associated involvement of the IPS in processing the relative spatial locations of object parts in order to compute global shape. Haptic perception of familiar shape depends more on object imagery involving top-down paths from prefrontal and parietal areas into LOtv. For familiar objects, while spatial imagery remains available (perhaps in support of view-independent recognition), the use of object imagery comes on-line (perhaps as a kind of representational shorthand sufficient for much cross-modal processing of familiar objects), served by top-down pathways from prefrontal areas into the LOtv. Here, the model predicts reduced somatosensory drive of LOtv because, for familiar objects, global shape can be inferred more easily, and we suggest that swift haptic object identification triggers an associated visual object image.
The main parameters for this model are object familiarity, object and spatial imagery, and bottom-up/top-down processing. For ease of description, we have treated these factors as dichotomies but we do not imply that objects are exclusively familiar or unfamiliar, or that individuals are either object or spatial imagers: clearly, these are continua along which objects and individuals may vary. By the same token, we do not suggest that a multisensory representation is necessarily characterized only by bottom-up pathways.
Instead, we suggest that these factors can take different weights in different circumstances: for example bottom-up pathways may be most important for haptic exploration of unfamiliar objects but are surely not absent from haptic perception of familiar objects since at least some bottomup processing must be required in order to trigger access to a visual image. These factors may also interact depending on task demands (object complexity, discrimination within or between categories) or subject history (imagery ability and preference, visual experience, training, etc.) and the model lends itself to an individual differences approach (see Lacey et al. 2007a; Motes et al. 2008) .
There are two ways in which the model could profitably be further developed. Firstly, the temporal resolution of the connectivity analyses is too low to give a detailed picture of the temporal aspects of processing. A recent electrophysiological study shows that, during tactile discrimination of simple geometric shapes applied to the fingerpad, activation in S1 propagates very early into LOtv at around 150 ms (Lucan et al. 2008 ) and further studies of this nature are required. Secondly, although activation of the LOC is typically bilateral, there may be some lateralization. For example, although the LOC was bilaterally activated during visual and haptic perception of unfamiliar shape, activation magnitudes were significantly correlated across subjects in the right LOC only . However, for visual presentation of familiar objects, the left LOC was more active during a naming task and the right LOC more active during a matching task (Large et al. 2007 ). The main parameters of the model lend themselves to further investigation of such effects in cross-modal contexts.
