Three different methods are compared to estimate the instantaneous peak flow (IPF) from the corresponding maximum daily flow (MDF), as the daily data are more often available at gauges of interest and often with longer recording periods. In the first approach, simple linear regression is applied to calculate IPF from MDF values using probability weighted moments and quantile values. In the second method, the use of stepwise multiple linear regression analysis allows to identify the most important catchment descriptors of the study basin. The resulting equation can be applied to transfer MDF into IPF. With the third method, the temporal scaling properties of annual maximum flow series are investigated based on the hypothesis of piece wise simple scaling combined with the generalized extreme value distribution. The scaling formulas developed from three 15 min stations in the Aller-Leine river basin of Germany are transferred to all daily stations to estimate the IPF. The method based on stepwise multiple linear regression gives the best results compared with the other two methods. The simple regression method is the easiest to apply given sufficient peak flow data, while the scaling method is the most efficient method with regard to data use.
INTRODUCTION
The severity of floods is often poorly captured using conventional daily flow gauge networks which are not sufficient to fully describe the temporal characteristics of flood events and may increase the risk of failure due to an underestimation of design floods (Pilon ). Poor knowledge of this phenomenon comes from the fact that peak discharges are unknown in the catchments of concern, or the length of the records is too short for a flood frequency analysis. However, the design of hydraulic structures often depends on the instantaneous peak flows (IPFs) as they may vary considerably from mean daily flow values, especially in the case of small basins (Fill & Steiner ) . Thus, investigations into the link between the IPF and maximum daily flow (MDF) can extend our knowledge for flood risk management.
The first known study about estimating the relationship between annual IPF and its corresponding MDF is Fuller's study (Fuller ) . To effectively use the available flow data in IPF-MDF studies, there is a need to develop other potential techniques to relate IPF and MDF. One approach to tackle this problem is by using only the sequence of mean daily flow data to examine the link between IPF and MDF. It was first reported by Langbein () , where he illustrated that the ratio of IPF to MDF is a function of the ratio of the daily discharge of the preceding day to the discharge of the maximum day and the ratio of the daily discharge of the succeeding day to that of the maximum day. Since this method does not permit generalized conclusions, it was further improved by Sangal () The paper is organized as follows: following this introduction, the three selected methodologies for estimating the IPF from the corresponding MDF are explained. In the following section the study area and the flow data are described. A discussion of results is then carried out, followed by conclusions.
METHODS
Simple regression using quantiles and probability
weighted moments
The simple regression model consists of three steps:
1. select the proper frequency distribution function for fitting of annual extreme flow series by the Chi-square test;
2. estimate the flood quantiles (T ¼ 10, 20, 50, 100 years) for annual maximum daily and annual peak flow series, respectively;
3. apply linear regression without intercept to obtain a regional regression model based on the quantile and PWM values derived from (2).
In the first step, eight commonly employed probability In the third step of the simple regression model, the linear regression with no intercept is carried out using the quantiles for the return periods of T ¼ 10, 20, 50, 100 years and alternatively the first four PWMs' data for each flow station within our study area. The details of the final regression equations are presented as follows. Equation (1) describes the quantile regression for a single return period, where for testing c q is determined by the leave-one-out cross validation method. In this procedure, one station is selected randomly while the peak and daily flow quantiles 
where β 0 … β 2 are regression coefficients; A is drainage area (km 2 ); Q day is the maximum mean daily flow (m 3 /s) and Q peak is predicted peak flow (m 3 /s).
Piecewise simple scaling of moments
Since scaling theory has been investigated far less in runoff study in comparison with extreme rainfall, we start introducing the theory with the basic equations applied in rainfall studies. The symbol for rainfall (P) is replaced with that for runoff (Q).
The scaling hypothesis is that equality holds in the probability distribution of the observed runoff depth at two different time scales (see Yu et al. ), as described by Equation (4)
where ¼ d is understood in the sense of equality of the probability distributions of Q λh and Q h ; Q h is the 15 min flow series; α is the scaling exponent and λ denotes a scale factor. More details about this definition can be found in Koutsoyiannis et al. () . If both variables have finite moments of an order k, their relationship regarding moments can be described as Equation (5) which implies that the raw moments M k λh of any order are scale invariant
To acquire the scaling exponent α, Equation (5) can be log-transformed into Equation (6) log
where α k is the scaling exponent. The scaling exponent can be estimated from the linear regression slope between the For the analysis in this method, five steps are carried out as follows:
1. select the peak flow series using the peak over threshold 
Performance assessment of the IPF-MDF models
Leave-one-out cross validation (LOOCV) is the degenerate case of k-fold cross validation by using a single observation from the original sample as the validation set and using remaining samples as the training data. This has the benefit that each observation in the sample will be utilized once as validation data and avoids splitting the sample with their limited size into independent calibration and validation data sets. LOOCV has also been proved to be an almost unbiased estimator of prediction risk by Cawley & Talbot () . Here, it is used to assess the performances of all three models. Root mean square error (RMSE) and bias are the criteria applied for the evaluation of model performance.
The root mean square error normalized with the average observed flow is given by
and the normalized bias criterion is given by
where N is the number of stream flow stations; HQ i Ã and The climate is characterized by high annual precipitation with mean annual precipitation ranging from 500 to approximately 1,600 mm. Frost is present in the winter season.
According to the locations of discharge gauges, there are 45 delineated subbasins. For each basin, 16 catchment descriptors are derived (see Table 1 all flow gauges that the GEV fits the flow data (p-value >0.05)
for both MDF and IPF data series. show the biases from the simple regression model are approximately -10% and the observed errors around -27%. This means that the simple regression model considerably reduces the error in estimating the design peak flow compared to using the observed MDF data, although still with some negative bias.
Multiple regression analysis As an arbitrary decision rule to determine the significance of the predictors related with HQ1, the p value limit of 0.05 is considered to be important, although the absolute values of the simple correlation coefficients for some variables may be less than 0.5. For instance, the Elv_up is selected as one of the importand predictors even though the simple correlation coefficient between Elv_up and HQ1 is 0.36 while the p value is less than 0.05. It can be seen from the top two rows that Area has the strongest positive correlation with HQ1 and HQ2, followed by lst_fp and shape_len. In addition to these three aforementioned variables, Elv_ds is selected for the next step, as it has the strongest negative correlation with HQ2 (p value ¼ 0.057, r ¼ -0.29). Below the second row, it is shown that many of the explanatory variables are highly interrelated with one another (e.g. Area ∼ lst_fp, Area ∼ shape_len).
This fact must be taken into account for further analysis and possible exclusion of variables from the final model.
A stepwise multiple regression analysis is carried out in the next step. According to the number of predictors, six regression models are selected from their specific combination groups (see Table 2 ). The adjusted coefficients of determination of the last five models are almost equal while the first model with HQ2 as the only predictor possesses the least correlation with the target variable (Adj. As shown in Table 3 , there is a significant correlation between the longest flow path (lst_fp) and shape length (shape_len), with a partial correlation coefficient of 0.921.
This can lead to multi-collinearity and thus can have negative impacts on the stability and quality of the regression model. Therefore, the third model in Table 2 is determined to be the final multiple regression model. It further proves that peak flow can be determined with an appreciable degree of accuracy using just three predictors, namely, the MDF, longest flow path and minimum elevation (see Equation (9))
where α 0 … α 3 are regression coefficients; HQ interval to 28% RMSE for the 100 year recurrence interval. In addition, the bias rises from -10 to -16%, which implies that for a higher return period the underestimation is larger. In contrast, for the multiple regression model proposed here, the errors are independent of the recurrence instead. Some physical explanations for the selected regression are as follows:
1. The differences between peak flow and daily flow are due to the catchment retention. Therefore, basins with longer flow paths have greater potential to show differences between MDF and IPF.
2. The significance of other commonly used predictors will become weaker for larger basins. The differences between their mean climate, soil or basin slope characteristics is not obvious, whereas the distinctive minimum elevation in each basin can be more representative.
3. According to the initial investigation in our study area, the available MDF data are the most important resource to relate the IPFs.
Scaling analysis
In the first step of the scaling analysis the annual peak flow series are extracted from three short-term 15 min flow stations. The observed 15 min flow data for each gauge are aggregated into 27 different time scales (see Table 4 ). For each time scale, the POT is adopted to extract approximately Next, the property of simple scaling of runoff of various durations in the three selected sample stations is demonstrated according to Equation (6). Here, the parameter h is defined as the runoff duration of 0.25 h; the scale parameter λ is a multiplier to convert runoff duration h to λh and Q λh denotes the runoff intensity of λh hours. Furthermore, the scaling properties at stations 1 and 2 are more similar than when compared with station 3. The reason for this could be that the first two flow stations are located within close proximity (see Figure 1 ).
Based on the above analysis, the piecewise scaling formulas are developed as follows:
where α It can be seen from Figure 10 (a) that the three simple scaling models also produce good results considering the flood frequencies. Generally, the difference of RMSE between station 1 and 2 is small, with an average RMSE 
Comparative results for the three methods
We compare the three methods in terms of their performance in predicting the IPF from MDF. The final comparative results for the four return periods are illustrated in Table 5 . The observed error in the second column denotes the direct comparison between the observed MDF and its corresponding peak flow. The RMSE of it (around 30% for each return period) suggests for some catchments the average MDF will be much lower than the corresponding peak flows without post correction. It is clear that the multiple regression analysis performs best with the average value of RMSE 15% and bias 0.29%. The simple regression approach 
CONCLUSIONS
It is difficult to perfectly represent IPFs with MDFs regarding flood frequency analysis. For all three proposed methods, the MDFs are considered to be the main decision variable. As discussed, all of them can provide a Flow duration (h) 0.25 0.5 0.75 1 1.25 1.5 1.75 2 2.5 3 3.5 4 4.5 5 5.5 6 7 8 9 10 12 14 16 18 20 22 24 significantly better result compared with approximating
IPFs by MDFs directly and they can be easily applied.
The first two methods are highly dependent on the peak data availability for a sufficiently large set of stations, which may restrain its use in areas with poor peak flow data. The third method can be favorably applied if single catchments are considered and some high resolution flows from a nearby station are available. However, criteria for selecting a proper high resolution donor station are not clear and further investigation is required to establish regional scaling formulas. Although this case study is carried out for the Aller-Leine catchment in northern Germany, the knowledge and the methods can be applied to other areas as well. Our future work on the derivation of IPFs will be related to using hydrological models together with rescaling approaches in order to be able to consider land use or climate changes for the estimation of design flows.
