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Abstract
In this paper, we study the following chemotaxis–haptotaxis system with (general-
ized) logistic source

ut = ∆u− χ∇ · (u∇v)− ξ∇ · (u∇w) + u(a− µur−1 − w),
vt = ∆v − v + u,
wt = −vw,
∂u
∂ν
=
∂v
∂ν
=
∂w
∂ν
= 0, x ∈ ∂Ω, t > 0,
u(x, 0) = u0(x), v(x, 0) = v0(x), w(x, 0) = w0(x), x ∈ Ω,
(0.1)
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in a smooth bounded domain RN (N ≥ 1), with parameter r > 1. the parameters
a ∈ R, µ > 0, χ > 0. It is shown that when r > 2, or
µ > µ∗ = (N−2)+
N
(χ+ Cβ)C
1
N
2 +1
N
2
+1
, if r = 2,
the considered problem possesses a global classical solution which is bounded, where
C
1
N
2 +1
N
2
+1
is a positive constant which is corresponding to the maximal sobolev regular-
ity. Here Cβ is a positive constant which depends on ξ, ‖u0‖C(Ω¯), ‖v0‖W 1,∞(Ω) and
‖w0‖L∞(Ω). This result improves or extends previous results of several authors.
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1 Introduction
Chemotaxis is the oriented cell movement along concentration gradients of a chemical signal
produced by the cells themselves. In 1970s, a well-known chemotaxis model was proposed
by Keller and Segel ([13]), which describes the aggregation processes of the cellular slime
mold Dictyostelium discoideum. Since then, a number of variations of the Keller–Segel
model have attracted the attention of many mathematicians, and the focused issue was the
boundedness or blow-up of the solutions ([5, 7, 9, 10, 40, 20]). The striking feature of Keller–
Segel models is the possibility of blow-up of solutions in a finite (or infinite) time (see, e.g.,
[1, 9, 18, 40]), which strongly depends on the space dimension. We also refer the reader to
Winkler [39, 42, 41] (and the references therein) for some other works on the finite-time blow
up of solutions of the variants of Keller–Segel models. Moreover, some recent studies have
shown that the blow-up of solutions can be inhibited by the nonlinear diffusion (see Ishida
et al. [11] Winkler et al. [1, 27, 36, 43]) and the (generalized) logistic damping (see Li and
Xiang[14], Tello and Winkler [31], Wang et al. [33], Zheng et al. [51]).
In order to describe the cancer invasion mechanism, in 2005, Chaplain and Lolas ([3])
extended the classical Keller–Segel model where, in addition to random diffusion, cancer
cells bias their movement towards a gradient of a diffusible matrix-degrading enzyme (MDE)
secreted by themselves, as well as a gradient of a static tissue, referred to as extracellular
matrix (ECM), by detecting matrix molecules such as vitronectin adhered therein. The latter
type of directed migration of cancer cells is usually referred to as haptotaxis (see Chaplain
and Lolas [4]). According to the model proposed in [3, 4, 8], in this paper, we consider the
chemotaxis–haptotaxis system with (generalized) logistic source

ut = ∆u− χ∇ · (u∇v)− ξ∇ · (u∇w) + u(1− ur−1 − w), x ∈ Ω, t > 0,
vt = ∆v + u− v, x ∈ Ω, t > 0,
wt = −vw, x ∈ Ω, t > 0,
∂u
∂ν
=
∂v
∂ν
=
∂w
∂ν
= 0, x ∈ ∂Ω, t > 0,
u(x, 0) = u0(x), v(x, 0) = v0(x), w(x, 0) = w0(x), x ∈ Ω,
(1.1)
where r > 1,Ω ⊂ RN(N ≥ 1) is a bounded domain with smooth boundary, ∂
∂ν
denotes the
3
outward normal derivative on ∂Ω, the three variables u, v and w represent the cancer cell
density, the MDE concentration and the ECM density, respectively. The parameters χ, ξ and
µ are positive which measure the chemotactic, haptotactic sensitivities and the proliferation
rate of the cells, respectively. As is pointed out by [1] (see also Tao and Winkler [26], Winkler
[39], Zheng [52]), in this modeling context the cancer cells are also usually assumed to follow
a generalized logistic growth u(1 − ur−1 − w) (r > 1), which denotes the proliferation rate
of the cells and competing for space with healthy tissue. And the initial data (u0, v0, w0)
supposed to be satisfied the following conditions


u0 ∈ C(Ω¯) with u0 ≥ 0 in Ω and u0 6≡ 0,
v0 ∈ W 1,∞(Ω) with v0 ≥ 0 in Ω,
w0 ∈ C2+ϑ(Ω¯) with w0 ≥ 0 in Ω¯ and ∂w0
∂ν
= 0 on ∂Ω
(1.2)
with some ϑ ∈ (0, 1).
In order to better understand model (1.1), let us mention the following quasilinear
chemotaxis–haptotaxis system, which is a closely related variant of (1.1)


ut = ∇ · (φ(u)∇u)− χ∇ · (u∇v)− ξ∇ · (u∇w) + µu(1− ur−1 − w), x ∈ Ω, t > 0,
τvt = ∆v + u− v, x ∈ Ω, t > 0,
wt = −vw, x ∈ Ω, t > 0,
∂u
∂ν
=
∂v
∂ν
=
∂w
∂ν
= 0, x ∈ ∂Ω, t > 0,
u(x, 0) = u0(x), v(x, 0) = v0(x), w(x, 0) = w0(x), x ∈ Ω,
(1.3)
where µ ≥ 0, τ ∈ {0, 1}, the function φ(u) fulfills
φ ∈ C2([0,∞)) (1.4)
and there exist constants m ≥ 1 and Cφ such that
φ(u) ≥ Cφ(u+ 1)m−1 for all u ≥ 0. (1.5)
When w ≡ 0, (1.3) is reduced to the chemotaxis-only system with (generalized) logistic
source (see Xiang [44], Zheng et al. [47, 48, 50, 56, 54]). And global existence, boundedness
4
and asymptotic behavior of solution were studied in [15, 17, 32, 49]. Going beyond the
above statements, we should mention the papers [40] and [42] (and references therein),
which deal with the blow-up of solutions to parabolic-elliptic versions of (1.3) (with w ≡ 0).
For example, when D(u) ≡ 1 and N ≥ 3, it is demonstrated in [42] that a superlinear
growth condition on logistic source may be insufficient to prevent finite time blow-ups for
a parabolic-elliptic system of (1.3), which is the first rigorous detection of blow-up in a
superlinearly dampened of Keller-Segel system in three-dimensional case. From a theoretical
point of view, due to the fact that the chemotaxis and haptotaxis terms require different
Lp-estimate techniques, the problem related to the chemotaxis–haptotaxis models of cancer
invasion presents an important mathematical challenging. There are only few results on
the mathematical analysis of this (quasilinear) chemotaxis–haptotaxis system (1.3) (Cao [2],
Zheng et al. [16], Tao et al. [23, 24, 25, 26, 28, 29, 30], Wang et al. [16, 34, 35, 56]).
Indeed, if MDEs diffuses much faster than cells (see [12, 29]), (τ = 0 in the second equation
of (1.3)), (1.3) is reduced to the parabolic–ODE–elliptic chemotaxis–haptotaxis system the
(generalized) logistic source. To the best of our knowledge, there exist some boundedness and
stabilization results on the simplified parabolic–elliptic–ODE chemotaxis–haptotaxis model
[25, 29, 28]. When, r = 2 in the first equation of (1.3), the global boundedness of solutions
to the chemotaxis–haptotaxis system with the standard logistic source has been proved for
any µ > 0 in two dimensions and for large µ (compared to the chemotactic sensitivity
χ) in three dimensions (see Tao and Wang [25]). In [29], Tao and Winkler studied the
global boundedness for model (1.3) under the condition µ > (N−2)
+
N
χ, moreover, in additional
explicit smallness on w0, they gave the exponential decay of w in the large time limit. While
if r > 1 (the (generalized) logistic source), one can see [56].
As for parabolic–ODE–parabolic system (1.3), if r = 2, there has been some progress
made in two or three dimensions (see Cao [2] Tao and Winkler [22, 24, 29]). In fact, when
φ ≡ 1, Cao ([2]) and Tao ([23]) proved that (1.3) admits a unique, smooth and bounded
solution if µ > 0 on N = 2 and µ is large enough on N = 3. Recently, assume that µ is
large enough and 3 ≤ N ≤ 8, the boundedness of the global solution of system (1.3) are
obtained by Wang and Ke in [35]. However, they did not give the lower bound estimation
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for the logistic source. Note that the global existence and boundedness of solutions to (1.3)
is still open in three dimensions for small µ > 0 and in higher dimensions.
The main object of the present paper is to address the boundedness to solutions of (1.1)
without any restriction on the space dimension. Our main result is the following.
Theorem 1.1. Assume that the initial data (u0, v0, w0) fulfills (1.2). For any N ≥ 1, if one
of the following cases holds:
(i) r > 2;
(ii)
µ > µ∗ = (N−2)+
N
(χ+ Cβ)C
1
N
2 +1
N
2
+1
, if r = 2, (1.6)
then there exists a triple (u, v, w) ∈ (C0(Ω¯× [0,∞))∩C2,1(Ω¯×(0,∞)))3 which solves (1.1) in
the classical sense, where C
1
N
2 +1
N
2
+1
is a positive constant which is corresponding to the maximal
sobolev regularity. Here Cβ are positive constants which depends on ξ, ‖u0‖C(Ω¯), ‖v0‖W 1,∞(Ω)
and ‖w0‖L∞(Ω). Moreover, u, v and w are bounded in Ω× (0,∞).
Remark 1.1. (i) From Theorem 1.1, we derive that the global boundedness of the solution
for the complete parabolic–parabolic and parabolic–elliptic models, which need a coefficient
of the logistic source to keep the same (except a constant).
(ii) Obviously, if r = 2 and µ > (N−2)+
N
(χ + Cβ)C
1
N
2 +1
N
2
+1
, thus, Theorem 1.1 extends the
results of Theorem 1.1 of Cao ([2]), who proved the boundedness in the case N = 3, r = 2
and µ is appropriately large.
(iii) Obviously, if r = 2 and µ > (N−2)+
N
(χ + Cβ)C
1
N
2 +1
N
2
+1
, hence Theorem 1.1 extends the
results of Theorem 1.1 of Wang and Ke ([35]), who proved the boundedness of the solutions
in the case 3 ≤ N ≤ 8, r = 2 and µ is appropriately large.
(iv) Obviously, if r > 2, then, 2 < N+2
2
, therefore, Theorem 1.1 (partly) extends the
results of Theorem 1.1 of Zheng ([52]), who showed the boundedness of the solutions in the
cases r > N+2
2
.
(v) If w ≡ 0, (the PDE system (1.1) is reduced to the chemotaxis-only system), it is
not difficult to obtain that the solutions under the conditions of Theorem 1.1 are uniformly
bounded when r = 2 and µ > (N−2)+
N
(χ + Cβ)C
1
N
2 +1
N
2
+1
, which extends and coincides with the
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results of Winkler (see Theorem 0.1 of [37]) and the result of Osaki et al. ([19]), respectively.
(vi) From Theorem 1.1, we derive that solutions of model (1.1) are global and bounded
for any r = 2, µ > 0 and N ≤ 2, which coincides with the result of Tao ([23]).
(vii) With the help of precise estimation, the ideas of our paper can also be used to deal
with the three-dimensional chemotaxis-fluid system with (generalized) logistic source.
If φ is a nonlinear function of u, then (1.3) becomes a quasilinear parabolic–ODE–
parabolic chemotaxis–haptotaxis system. There are only few results on the mathematical
analysis of this quasilinear parabolic–ODE–parabolic chemotaxis–haptotaxis system with
the standard logistic source (r = 2 in the first equation of (1.3)). In fact, if N = 2, Zheng et
al. ([57]) mainly studied the global boundedness for model (1.3) with φ satisfies (1.4)–(1.5)
and m > 1. While, Tao and Winkler ([26]) proved that model (1.3) possesses at least one
nonnegative global classical solution when φ satisfy (1.4)–(1.5) with m > max{1, m¯} and
m¯ :=


2N2+4N−4
N(N+4)
if N ≤ 8,
2N2+3N+2−
√
8N(N+1)
N(N+20)
if N ≥ 9.
(1.7)
Further, by using the boundedness of
∫
Ω
|∇v|l(1 ≤ l < N
N−1
), assuming that m > 2 − 2
N
,
Wang ([34]) obtained the boundedness of the global solutions to (1.3). Recently, with the
help of the boundness of
∫
Ω
|∇v|2, Zheng ([53]) extends the results of [34] when m > 2N
N+2
.
Very recently, it is asserted that if φ satisfies (1.4)–(1.5) and
m


> 2− 2
N
if 1 < r < N+2
N
,
> 1 + (N+2−2r)
+
N+2
if N+2
2
≥ r ≥ N+2
N
,
≥ 1 if r > N+2
2
,
(1.8)
we ([52]) proved that the unique nonnegative classical solution of quasilinear parabolic–
ODE–parabolic chemotaxis–haptotaxis system with generalized logistic source (r > 1 in the
first equation of (1.3)) which is global in time and bounded, however, we have to leave open
here the question of how far the above hypothesis (1.8) is sharp.
It is worth to remark the main idea underlying the proof of our results. The proof of
theorem 1.1 is based on an iterative Lp estimation argument involving the maximal Sobolev
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regularity and the Moser-type limit procedure. Indeed, with the help of
min
y>0
(y +
1
q0 + 1
[
q0 + 1
q0
]−q0 (q0 − 1
q0
)q0+1
y−q0χq0+1Cq0+1) =
(q0 − 1)
q0
C
1
q0+1
q0+1χ
and miny>0(y+
1
q0+1
[
q0+1
q0
]−q0 (
q0−1
q0
)q0+1
y−q0C
q0+1
β Cq0+1) =
(q0−1)
q0
C
1
q0+1
q0+1Cβ (see Lemma 3.3),
we can obtain a subtle combination of entropy like estimates for
∫
Ω
uq0 for some q0 >
N
2
. (1.9)
Then we shall involve the variation-of-constants formula for variable v to gain
∫
Ω
|∇v|q ≤ C for all and q ∈ [1, Nq0
(N − q0)+ ), (1.10)
and thereby establish the a priori estimates of the functional
∫
Ω
up ≤ C for all and p > 1. (1.11)
Finally, in light of the Moser iteration method (see e.g. Lemma A.1 of [27]) and the stan-
dard estimate for Neumann semigroup, we established the L∞ bound of u (see the proof of
Theorem 1.1).
2 Preliminaries and main results
Firstly, we recall some preliminary lemmas, which play essential roles in our subsequent
analysis. To begin with, let us collect some basic solution properties which essentially have
already been used in [10] (see also Winkler [38], Zhang and Li [45]).
Lemma 2.1. ([10]) For p ∈ (1,∞), let A := Ap denote the sectorial operator defined by
Apu := −∆u for all u ∈ D(Ap) := {ϕ ∈ W 2,p(Ω)|∂ϕ
∂ν
|∂Ω = 0}. (2.1)
The operator A+ 1 possesses fractional powers (A+ 1)α(α ≥ 0), the domains of which have
the embedding properties
D((A+ 1)α) →֒W 1,p(Ω) if α > 1
2
. (2.2)
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If m ∈ {0, 1}, p ∈ [1,∞] and q ∈ (1,∞) with m− N
p
< 2α− N
q
, then we have
‖u‖Wm,p(Ω) ≤ C‖(A+ 1)αu‖Lq(Ω) for all u ∈ D((A+ 1)α), (2.3)
where C is a positive constant. The fact that the spectrum of A is a p-independent countable
set of positive real numbers 0 = µ0 < µ1 < µ2 < · · · entails the following consequences: For
all 1 ≤ p < q <∞ and u ∈ Lp(Ω) the general Lp-Lq estimate
‖(A+ 1)αe−tAu‖Lq(Ω) ≤ ct−α−
N
2
( 1
p
− 1
q
)e(1−µ)t‖u‖Lp(Ω), (2.4)
for any t > 0 and α ≥ 0 with some µ > 0.
Lemma 2.2. ([6, 11]) Let s ≥ 1 and q ≥ 1. Assume that p > 0 and a ∈ (0, 1) satisfy
1
2
− p
N
= (1− a)q
s
+ a(
1
2
− 1
N
) and p ≤ a.
Then there exist c0, c
′
0 > 0 such that for all u ∈ W 1,2(Ω) ∩ L
s
q (Ω),
‖u‖W p,2(Ω) ≤ c0‖∇u‖aL2(Ω)‖u‖1−a
L
s
q (Ω)
+ c′0‖u‖L sq (Ω).
Lemma 2.3. ([2, 55]) Suppose γ ∈ (1,+∞). Consider the following evolution equation

vt −∆v = g, (x, t) ∈ Ω× (0, T ),
∂v
∂ν
= 0, (x, t) ∈ ∂Ω × (0, T ),
v(x, 0) = v0(x), (x, t) ∈ Ω.
(2.5)
For each v0 ∈ W 2,γ(Ω) such that ∂v0
∂ν
= 0 and any g ∈ Lγ((0, T );Lγ(Ω)), there exists
a unique solution v ∈ W 1,γ((0, T );Lγ(Ω)) ∩ Lγ((0, T );W 2,γ(Ω)). Moveover, there exists a
positive constant δ0 such that∫ T
0
‖v(·, t)‖γ
Lγ(Ω)dt+
∫ T
0
‖vt(·, t)‖γLγ(Ω)dt +
∫ T
0
‖∆v(·, t)‖γ
Lγ(Ω)dt
≤ δ0
(∫ T
0
‖g(·, t)‖γ
Lγ(Ω)dt+ ‖v0(·, t)‖γLγ(Ω) + ‖∆v0(·, t)‖γLγ(Ω)
)
.
(2.6)
On the other hand, consider the following evolution equation

vt −∆v + v = g, (x, t) ∈ Ω× (0, T ),
∂v
∂ν
= 0, (x, t) ∈ ∂Ω × (0, T ),
v(x, 0) = v0(x), (x, t) ∈ Ω.
(2.7)
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Then there exists a positive constant Cγ := Cγ,|Ω| such that if s0 ∈ [0, T ), v(·, s0) ∈
W 2,γ(Ω)(γ > N) with
∂v(·, s0)
∂ν
= 0, then
∫ T
s0
eγs(‖v(·, t)‖γ
Lγ(Ω) + ‖∆v(·, t)‖γLγ(Ω))ds
≤ Cγ
(∫ T
s0
eγs‖g(·, s)‖γ
Lγ(Ω)ds+ e
γs(‖v0(·, s0)‖γLγ(Ω) + ‖∆v0(·, s0)‖γLγ(Ω))
)
.
(2.8)
The following lemma deals with local-in-time existence and uniqueness of a classical
solution for the problem (1.1) (see [26, 16]).
Lemma 2.4. Assume that the nonnegative functions u0, v0, and w0 satisfies (1.2) for some
ϑ ∈ (0, 1). Then there exists a maximal existence time Tmax ∈ (0,∞] and a triple of nonneg-
ative functions 

u ∈ C0(Ω¯× [0, Tmax)) ∩ C2,1(Ω¯× (0, Tmax)),
v ∈ C0(Ω¯× [0, Tmax)) ∩ C2,1(Ω¯× (0, Tmax)),
w ∈ C2,1(Ω¯× [0, Tmax)),
which solves (1.1) classically and satisfies w ≤ ‖w0‖L∞(Ω) in Ω × (0, Tmax). Moreover, if
Tmax < +∞, then
‖u(·, t)‖L∞(Ω) + ‖v(·, t)‖W 1,∞(Ω) →∞ as tր Tmax. (2.9)
Firstly, by Lemma 2.4, we can pick s0 ∈ (0, Tmax), s0 ≤ 1 and β > 0 such that
‖u(τ)‖L∞(Ω) ≤ β ‖v(τ)‖W 1,∞(Ω) ≤ β and ‖w(τ)‖W 2,∞(Ω) ≤ β for all τ ∈ [0, s0]. (2.10)
3 The proof of theorem 1.1
In this section, we are going to establish an iteration step to develop the main ingredient
of our result. The iteration depends on a series of a priori estimates. Firstly, based on the
ideas of Lemma 3.1 in [35] (see also Lemma 2.1 of [37]), we recall now a well-known property
of systems of type (1.1) with a generalized logistic source exhibiting a decay with respect to
u in the first equation.
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Lemma 3.1. Under the assumptions in theorem 1.1, we derive that there exists a positive
constant C such that the solution of (1.1) satisfies
∫
Ω
u(x, t) +
∫
Ω
v2(x, t) +
∫
Ω
|∇v(x, t)|2 ≤ C for all t ∈ (0, Tmax). (3.1)
Moreover, for each T ∈ (0, Tmax), one can find a constant C > 0 independent of ε such that
∫ T
0
∫
Ω
[|∇v|2 + ur + |∆v|2] ≤ C. (3.2)
Now, applying almost exactly the same arguments as in the proof of Lemma 3.2 of [34]
(the minor necessary changes are left as an easy exercise to the reader), we conclude the
following Lemma:
Lemma 3.2. Let (u, v, w) be a solution to (1.1) on (0, Tmax). Then for any k > 1, there
exists a positive constant Cβ := C(ξ, ‖w0‖L∞(Ω), β) which depends on ξ, ‖w0‖L∞(Ω) and β
such that
−ξ
∫
Ω
uk−1∇ · (u∇w) ≤ Cβ(k − 1
k
∫
Ω
uk(v + 1) + k
∫
Ω
uk−1|∇u|). (3.3)
where β is the same as (2.10).
Proof. Here and throughout the proof of Lemma 3.2, we shall denote by Mi(i ∈ N) several
positive constants independent of k. Firstly, observing that the third equation of (1.1) is an
ODE, we derive that
w(x, t) = w(x, s0)e
−
∫ t
0 v(x,s)ds, (x, t) ∈ Ω× (0, Tmax). (3.4)
Hence, by a basic calculation, we conclude that
∇w(x, t) = ∇w(x, s0)e−
∫ t
0 v(x,s)ds
−w(x, s0)e−
∫ t
0 v(x,s)ds
∫ t
0
∇v(x, s)ds, (x, t) ∈ Ω× (0, Tmax).
(3.5)
and
∆w(x, t)
≥ ∆w(x, s0)e−
∫ t
0 v(x,s)ds − 2∇w(x, s0) ·
∫ t
0
∇v(x, s)dse−
∫ t
0 v(x,s)ds
−w(x, s0)e−
∫ t
0 ∆v(x,s)ds
∫ t
0
∆v(x, s)ds.
(3.6)
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On the other hand, for any k ≥ 1, integrating by parts yields
−ξ
∫
Ω
uk−1∇ · (u∇w)
= −ξ k − 1
k
∫
Ω
uk∆w
≤ ξ k − 1
k
∫
Ω
uk(−∆w(x, s0)e−
∫ t
0 v(x,s)ds + 2∇w(x, s0) ·
∫ t
0
∇v(x, s)dse−
∫ t
0 v(x,s)ds)
+ξ
k − 1
k
∫
Ω
ukw(x, s0)e
−
∫ t
0
∆v(x,s)ds
∫ t
0
∆v(x, s)ds
:= J1.
(3.7)
Now, using v ≥ 0 and the Young inequality, we have
J1 ≤ −ξ k − 1
k
∫
Ω
uk∆w(x, s0)e
−
∫ t
0
v(x,s)ds + ξ
k − 1
k
∫
Ω
ukw(x, s0)e
−
∫ t
0
v(x,s)ds
∫ t
0
∆v(x, s)ds
+ξ
2(k − 1)
k
∫
Ω
uk∇w(x, s0) ·
∫ t
0
∇v(x, s)dse−
∫ t
0
v(x,s)ds
= −ξ k − 1
k
∫
Ω
uk∆w(x, s0)e
−
∫ t
0
v(x,s)ds + ξ
k − 1
k
∫
Ω
ukw(x, s0)e
−
∫ t
0
v(x,s)ds
∫ t
0
∆v(x, s)ds
−ξ 2(k − 1)
k
∫
Ω
uk∇w(x, s0) · ∇e−
∫ t
0 v(x,s)ds
≤ ξβ
∫
Ω
uk + ξ
k − 1
k
∫
Ω
ukw(x, s0)e
−
∫ t
0 v(x,s)ds
∫ t
0
∆v(x, s)ds
+2ξ(k − 1)
∫
Ω
uk−1∇u · ∇w(x, s0)e−
∫ t
0 v(x,s)ds +
2(k − 1)
k
∫
Ω
uk∆w(x, s0)e
−
∫ t
0 v(x,s)ds
≤ M1
∫
Ω
uk + ξ
k − 1
k
∫
Ω
ukw(x, s0)e
−
∫ t
0 v(x,s)ds
∫ t
0
∆v(x, s)ds
+M2(k
∫
Ω
uk−1|∇u|+
∫
Ω
uk),
(3.8)
where M1 = ξβ and M2 = max{2ξ supx∈Ω |∇w(x, s0)|, 2 supx∈Ω |∆w(x, s0)|}. Next, due to
the second equality of (1.1) and u ≥ 0, we conclude that
ξ
k − 1
k
∫
Ω
ukw(x, s0)e
−
∫ t
0 v(x,s)ds
∫ t
0
∆v(x, s)ds
= ξ
k − 1
k
∫
Ω
ukw(x, s0)e
−
∫ t
0 v(x,s)ds
∫ t
0
(vs(x, s) + v(x, s)− u(x, s)))ds
≤ ξ k − 1
k
∫
Ω
ukw(x, s0)e
−
∫ t
0 v(x,s)ds(v(x, t)− v0(x) +
∫ t
0
v(x, s)ds
≤ ξ k − 1
k
‖w0‖L∞(Ω)
∫
Ω
uk(v + 1).
(3.9)
Here we have use the fact that t
et
≤ 1 (for all t ≥ 0). Collecting (3.8) with (3.9), we can get
the result.
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Lemma 3.3. Let
A1 =
1
δ + 1
[
δ + 1
δ
]−δ (
δ − 1
δ
)δ+1
, (3.10)
H(y) = y + A1y
−δχδ+1Cδ+1 and H˜(y) = y + A1y
−δCδ+1β Cδ+1 for y > 0. For any fixed
δ ≥ 1, χ, Cβ, Cδ+1 > 0, Then
min
y>0
H(y) =
(δ − 1)
δ
C
1
δ+1
δ+1χ
and
min
y>0
H˜(y) =
(δ − 1)
δ
C
1
δ+1
δ+1Cβ. (3.11)
Proof. It is easy to verify that
H ′(y) = 1−A1δCδ+1
(
χ
y
)δ+1
.
Let H ′(y) = 0, we have
y = (A1Cδ+1δ)
1
δ+1 χ.
On the other hand, by limy→0+ H(y) = +∞ and limy→+∞H(y) = +∞, we have
miny>0H(y) = H [(A1Cδ+1δ)
1
δ+1 χ] = (A1Cδ+1)
1
δ+1 (δ
1
δ+1 + δ−
δ
δ+1 )χ
=
(δ − 1)
δ
C
1
δ+1
δ+1χ.
(3.12)
Employing the same arguments as in the proof of (3.12), we conclude (3.11).
Lemma 3.4. Let r = 2 and (u, v, w) be a solution to (1.1) on (0, Tmax). If
µ >
(N − 2)+
N
(χ+ Cβ)C
1
N
2 +1
N
2
+1
, (3.13)
then for all p > 1, there exists a positive constant C := C(p, |Ω|, µ, χ, ξ, β) such that
∫
Ω
up(x, t)dx ≤ C for all t ∈ (0, Tmax). (3.14)
Proof. Due to µ > (N−2)+
N
(χ+ Cβ)C
1
N
2 +1
N
2
+1
, one can choose q0 >
N
2
such that
µ >
q0 − 1
q0
(Cβ + χ)C
1
q0+1
q0+1 . (3.15)
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Let l = q0. Multiplying the first equation of (1.1) by u
l−1 and integrating over Ω, we get
1
l
d
dt
‖u‖lLl(Ω) + (l − 1)
∫
Ω
ul−2|∇u|2dx
= −χ
∫
Ω
∇ · (u∇v)ul−1dx− ξ
∫
Ω
∇ · (u∇w)ul−1dx+
∫
Ω
ul−1(au− µu2)dx,
(3.16)
that is,
1
l
d
dt
‖u‖lLl(Ω) + (l − 1)
∫
Ω
ul−2|∇u|2dx
≤ − l + 1
l
∫
Ω
uldx− χ
∫
Ω
∇ · (u∇v)ul−1dx
−ξ
∫
Ω
∇ · (u∇w)ul−1dx+
∫
Ω
(
l + 1
l
ul + ul−1(au− µu2)
)
dx.
(3.17)
Hence, by Young inequality, it reads that
∫
Ω
(
l + 1
l
ul + ul−1(au− µu2)
)
dx
≤ l + 1
l
∫
Ω
uldx+ a
∫
Ω
uldx− µ
∫
Ω
ul+1dx
≤ (ε1 − µ)
∫
Ω
ul+1dx+ C1(ε1, l),
(3.18)
where
ε1 =
1
4
(µ− q0 − 1
q0
(Cβ + χ)C
1
q0+1
q0+1
) > 0
and
C1(ε1, l) =
1
l + 1
(
ε1
l + 1
l
)−l(
l + 1
l
+ a
)l+1
|Ω|.
Next, integrating by parts to the first term on the right hand side of (3.16), we obtain
−χ
∫
Ω
∇ · (u∇v)ul−1dx
= (l − 1)χ
∫
Ω
ul−1∇u · ∇vdx
≤ l − 1
l
χ
∫
Ω
ul|∆v|dx.
(3.19)
Next, due to (3.3) and the Young inequality, we derive that there exist positive constant
14
C2 := (
1
2
1
l−1
C2βl
2 + Cβ) and C3 :=
1
l+1
(ε3
l+1
l
)−lC l+12 such that
−ξ
∫
Ω
∇ · (u∇w)ul−1dx
≤ Cβ( l − 1
l
∫
Ω
ul(v + 1) + l
∫
Ω
ul−1|∇u|)
≤ l − 1
2
∫
Ω
ul−2|∇u|2 + (1
2
1
l − 1C
2
βl
2 +
l − 1
l
Cβ)
∫
Ω
ul + Cβ
l − 1
l
∫
Ω
ulv
≤ l − 1
2
∫
Ω
ul−2|∇u|2 + C2
∫
Ω
ul + Cβ
l − 1
l
∫
Ω
ulv
≤ l − 1
2
∫
Ω
ul−2|∇u|2 + (ε2 + ε3)
∫
Ω
ul+1
+
1
l + 1
(ε2
l + 1
l
)−lC l+1β
(
l − 1
l
)l+1 ∫
Ω
vl+1 + C3,
(3.20)
where ε2 := λ˜0, ε3 =
1
4
(µ− q0−1
q0
(Cβ + χ)C
1
q0+1
q0+1 ) > 0 and
λ˜0 := (A1Cl+1l)
1
l+1 Cβ. (3.21)
Here A1 is given by (3.10).
Now, let
λ0 := (A1Cl+1l)
1
l+1 χ. (3.22)
While from (3.19) and the Young inequality, we have
−χ
∫
Ω
∇ · (u∇v)ul−1dx
≤ λ0
∫
Ω
ul+1dx+
1
l + 1
[
λ0
l + 1
l
]−l(
l − 1
l
χ
)l+1 ∫
Ω
|∆v|l+1dx
= λ0
∫
Ω
ul+1dx+ A1λ
−l
0 χ
l+1
∫
Ω
|∆v|l+1dx,
(3.23)
where A1 is given by (3.10). Thus, inserting (3.18), (3.20) and (3.23) into (3.17), we get
1
l
d
dt
‖u‖lLl(Ω) +
l − 1
2
∫
Ω
ul−2|∇u|2 ≤ (ε1 + λ˜0 + ε3 + λ0 − µ)
∫
Ω
ul+1dx− l + 1
l
∫
Ω
uldx
+A1λ
−l
0 χ
l+1
∫
Ω
|∆v|l+1dx
+A1λ˜
−l
0 C
l+1
β
∫
Ω
vl+1 + C1 + C3.
For any t ∈ (s0, Tmax), employing the variation-of-constants formula to the above inequality,
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we obtain
1
l
‖u(t)‖lLl(Ω)
≤ 1
l
e−(l+1)(t−s0)‖u(s0)‖lLl(Ω) + (ε1 + λ˜0 + ε3 + λ0 − µ)
∫ t
s0
e−(l+1)(t−s)
∫
Ω
ul+1dxds
+A1λ
−l
0 χ
l+1
∫ t
s0
e−(l+1)(t−s)
∫
Ω
|∆v|l+1dxds
+(C1 + C3)
∫ t
s0
e−(l+1)(t−s)ds+ A1λ˜
−l
0 C
l+1
β
∫ t
s0
e−(l+1)(t−s)
∫
Ω
vl+1dxds
≤ (ε1 + λ˜0 + ε3 + λ0 − µ)
∫ t
s0
e−(l+1)(t−s)
∫
Ω
ul+1dxds
+A1λ
−l
0 χ
l+1
∫ t
s0
e−(l+1)(t−s)
∫
Ω
|∆v|l+1dxds
+A1λ˜
−l
0 C
l+1
β
∫ t
s0
e−(l+1)(t−s)
∫
Ω
vl+1dxds+ C4,
(3.24)
where
C4 := C4(ε1, ε3, l) =
1
l
‖u(s0)‖lLl(Ω) + (C1 + C3)
∫ t
s0
e−(l+1)(t−s)ds.
Now, by (3.21), Lemma 2.3 and the second equation of (1.1), we have
A1λ
−l
0 χ
l+1
∫ t
s0
e−(l+1)(t−s)
∫
Ω
|∆v|l+1dxds
= A1λ
−l
0 χ
l+1e−(l+1)t
∫ t
s0
e(l+1)s
∫
Ω
|∆v|l+1dxds
≤ A1λ−l0 χl+1e−(l+1)tCl+1(
∫ t
s0
∫
Ω
e(l+1)sul+1dxds+ e(l+1)s0‖v(s0, t)‖l+1W 2,l+1)
(3.25)
and
A1λ˜
−l
0 C
l+1
β
∫ t
s0
e−(l+1)(t−s)
∫
Ω
vl+1dxds
= A1λ˜
−l
0 C
l+1
β e
−(l+1)t
∫ t
s0
e(l+1)s
∫
Ω
vl+1dxds
≤ A1λ˜−l0 C l+1β e−(l+1)tCl+1(
∫ t
s0
∫
Ω
e(l+1)sul+1dxds+ e(l+1)s0‖v(s0, t)‖l+1W 2,l+1)
(3.26)
for all t ∈ (s0, Tmax). By substituting (3.25)–(3.26) into (3.24), using (3.22) and Lemma 3.3,
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we get
1
l
‖u(t)‖lLl(Ω)
≤ (ε1 + λ˜0 + A1λ˜−l0 C l+1β Cl+1 + λ0 + A1λ−l0 χl+1Cl+1 − µ)
∫ t
s0
e−(l+1)(t−s)
∫
Ω
ul+1dxds
+A1(λ
−l
0 χ
l+1 + λ˜−l0 C
l+1
β )e
−(l+1)(t−s0)Cl+1‖v(s0, t)‖l+1W 2,l+1 + C4
= (ε1 + ε3 +
(l − 1)
l
C
1
l+1
l+1Cβ +
(l − 1)
l
C
1
l+1
l+1χ− µ)
∫ t
s0
e−(l+1)(t−s)
∫
Ω
ul+1dxds
+A1(λ
−l
0 χ
l+1 + λ˜−l0 C
l+1
β )e
−(l+1)(t−s0)Cl+1‖v(s0, t)‖l+1W 2,l+1 + C4.
(3.27)
Since l = q0, therefore,
(l − 1)
l
C
1
l+1
l+1Cβ +
(l − 1)
l
C
1
l+1
l+1χ− µ =
q0 − 1
q0
(Cβ + χ)C
1
q0+1
q0+1
− µ,
so that,
0 < ε1 + ε3 =
1
2
(µ− q0 − 1
q0
(Cβ + χ)C
1
q0+1
q0+1
) < µ− q0 − 1
q0
(Cβ + χ)C
1
q0+1
q0+1
. (3.28)
Collecting (3.28) and (3.27), we derive that there exists a positive constant C5 such that∫
Ω
uq0(x, t)dx ≤ C5 for all t ∈ (s0, Tmax). (3.29)
Next, we fix q < Nq0
(N−q0)+
and choose some α > 1
2
such that
q <
1
1
q0
− 1
N
+ 2
N
(α− 1
2
)
≤ Nq0
(N − q0)+ . (3.30)
Now, involving the variation-of-constants formula for v, we have
v(t) = e−t(A+1)v(s0) +
∫ t
s0
e−(t−s)(A+1)u(s)ds, t ∈ (s0, Tmax). (3.31)
Hence, it follows from (2.10) and (3.31) that
‖(A+ 1)αv(t)‖Lq(Ω)
≤ C6
∫ t
s0
(t− s)−α−N2 ( 1q0− 1q )e−µ(t−s)‖u(s)‖Lq0(Ω)ds+ C6s
−α−N
2
(1− 1
q
)
0 ‖v(s0, t)‖L1(Ω)
≤ C6
∫ +∞
0
σ
−α−N
2
( 1
q0
− 1
q
)
e−µσdσ + C6s
−α−N
2
(1− 1
q
)
0 β.
(3.32)
Hence, due to (3.30) and (3.32), we have
∫
Ω
|∇v(t)|q ≤ C7 for all t ∈ (s0, Tmax) (3.33)
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and q ∈ [1, Nq0
(N−q0)+
). Finally, in view of (2.10) and (3.33), we can get∫
Ω
|∇v(t)|q ≤ C8 for all t ∈ (0, Tmax) and q ∈ [1, Nq0
(N − q0)+ ) (3.34)
with some positive constant C8.
Multiplying both sides of the first equation in (1.1) by up−1, integrating over Ω and
integrating by parts, we arrive at
1
p
d
dt
‖u‖p
Lp(Ω) + (p− 1)
∫
Ω
up−2|∇u|2dx
= −χ
∫
Ω
∇ · (u∇v)up−1dx− ξ
∫
Ω
∇ · (u∇w)up−1dx+
∫
Ω
up−1(au− µu2)dx
= χ(p− 1)
∫
Ω
up−1∇u · ∇vdx+ ξ(p− 1)
∫
Ω
up−1∇u · ∇wdx+
∫
Ω
up−1(au− µu2)dx,
(3.35)
which together with the Young inequality and (3.3) implies that
1
p
d
dt
‖u‖p
Lp(Ω) + (p− 1)
∫
Ω
up−2|∇u|2dx
≤ p− 1
2
∫
Ω
up−2|∇u|2dx+ χ
2(p− 1)
2
∫
Ω
up|∇v|2dx+ C9
∫
Ω
vp+1 − µ
2
∫
Ω
up+1dx+ C10
(3.36)
for some positive constants C9 and C10. Now, in light of q0 >
N
2
, due to (3.34) and the
Sobolev imbedding theorem, we derive that there exists a positive constant C11 such that
C9
∫
Ω
vp+1(x, t) ≤ C11 for all t ∈ (0, Tmax) and p > 1. (3.37)
Since, q0 >
N
2
yields q0 <
Nq0
2(N−q0)+
, in light of the Ho¨lder inequality, (2.10) and (3.34), we
arrive at
χ2(p− 1)
2
∫
Ω
up|∇v|2 ≤ χ
2(p− 1)
2
(∫
Ω
u
q0
q0−1
p
) q0−1
q0
(∫
Ω
|∇v|2q0
) 1
q0
≤ C12‖u
p
2‖2
L
2
q0
q0−1 (Ω)
,
(3.38)
where C10 is a positive constant. Since q0 >
N
2
and p > q0 − 1, we have
q0
p
≤ q0
q0 − 1 ≤
N
N − 2 ,
which together with the Gagliardo–Nirenberg inequality (see e.g. [46]) implies that
C12‖u p2‖2
L
2
q0
q0−1 (Ω)
≤ C13(‖∇u
p
2‖µ1
L2(Ω)‖u
p
2‖1−µ1
L
2q0
p (Ω)
+ ‖u p2‖
L
2q0
p (Ω)
)2
≤ C14(‖∇u
p
2‖2µ1
L2(Ω) + 1)
= C14(‖∇u
p
2‖
2N(p−q0+1)
Np+2q0−Nq0
L2(Ω) + 1)
(3.39)
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with some positive constants C13, C14 and
µ1 =
Np
2q0
− Np
2
q0
q0−1
p
1− N
2
+ Np
2q0
= p
N
2q0
− N
2
q0
q0−1
p
1− N
2
+ Np
2q0
∈ (0, 1).
Now, in view of the Young inequality, we derive that
χ2(p− 1)
2
∫
Ω
up|∇v|2dx ≤ p− 1
4
∫
Ω
up−2|∇u|2dx+ C15. (3.40)
Inserting (3.40) into (3.41), we conclude that
1
p
d
dt
‖u‖p
Lp(Ω) +
p− 1
4
∫
Ω
up−2|∇u|2dx+ µ
2
∫
Ω
up+1dx ≤ C16. (3.41)
Therefore, integrating the above inequality with respect to t yields
‖u(·, t)‖Lp(Ω) ≤ C17 for all p ≥ 1 and t ∈ (0, Tmax) (3.42)
for some positive constant C17. The proof Lemma 3.4 is complete.
Lemma 3.5. Let (u, v, w) be a solution to (1.1) on (0, Tmax). Assume that r > 2. Then for
all p > 1, there exists a positive constant C := C(p, |Ω|, r, µ, ξ, χ, β) such that
∫
Ω
up(x, t)dx ≤ C for all t ∈ (0, Tmax). (3.43)
Proof. Firstly, multiplying the first equation of (1.1) by ul−1 and integrating over Ω, we get
1
l
d
dt
‖u‖lLl(Ω) + (l − 1)
∫
Ω
ul−2|∇u|2dx
= −χ
∫
Ω
∇ · (u∇v)ul−1dx− ξ
∫
Ω
∇ · (u∇w)ul−1dx+
∫
Ω
ul−1(au− µur)dx.
(3.44)
In light of the Young inequality and r > 2, it reads that there exists a positive constant C1
such that ∫
Ω
(
l + 1
l
ul + ul−1(au− µur)
)
dx
≤ l + 1
l
∫
Ω
uldx+ a
∫
Ω
uldx− µ
∫
Ω
ul+r−1dx
≤ −7µ
8
∫
Ω
ul+r−1dx+ C1.
(3.45)
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Next, integrating by parts to the first term on the right hand side of (3.44) and using the
Young inequality, we obtain
−χ
∫
Ω
∇ · (u∇v)ul−1dx
≤ l − 1
l
χ
∫
Ω
ul|∆v|dx
≤ µ
8
∫
Ω
ul+r−1dx+ C2
∫
Ω
|∆v| r+l−1r−1 dx
≤ µ
8
∫
Ω
ul+r−1dx+
∫
Ω
|∆v|l+1dx+ C3.
(3.46)
Next, due to (3.3) and the Young inequality, we derive that there exist positive constants
C4, C5 and C6 such that
−ξ
∫
Ω
∇ · (u∇w)ul−1dx ≤ Cβ( l − 1
l
∫
Ω
ul(v + 1) + l
∫
Ω
ul−1|∇u|)
≤ C4(
∫
Ω
ul(v + 1) + l
∫
Ω
ul−1|∇u|)
≤ l − 1
2
∫
Ω
ul−2|∇u|2 + C5
∫
Ω
ul + C5
∫
Ω
ulv
≤ l − 1
2
∫
Ω
ul−2|∇u|2 + µ
8
∫
Ω
ul+r−1 +
∫
Ω
vl+1 + C6.
(3.47)
Thus, inserting (3.45)–(3.23) into (3.44), we get
1
l
d
dt
‖u‖lLl(Ω) +
l − 1
2
∫
Ω
ul−2|∇u|2 ≤ −5µ
8
∫
Ω
ul+r−1dx− l + 1
l
∫
Ω
uldx
+
∫
Ω
|∆v|l+1dx+
∫
Ω
vl+1 + C7.
(3.48)
For any t ∈ (s0, Tmax), applying the variation-of-constants formula to (3.48), we get
1
l
‖u(t)‖lLl(Ω)
≤ 1
l
e−(l+1)(t−s0)‖u(s0)‖lLl(Ω) −
5µ
8
∫ t
s0
e−(l+1)(t−s)
∫
Ω
ul+r−1dxds
+
∫ t
s0
e−(l+1)(t−s)
∫
Ω
|∆v|l+1dxds+ C7
∫ t
s0
e−(l+1)(t−s)ds+
∫ t
s0
e−(l+1)(t−s)
∫
Ω
vl+1dxds
≤ −5µ
8
∫ t
s0
e−(l+1)(t−s)
∫
Ω
ul+r−1dxds+
∫ t
s0
e−(l+1)(t−s)
∫
Ω
(|∆v|l+1 + vl+1)dxds+ C8,
(3.49)
where
C8 :=
1
l
‖u(s0)‖lLl(Ω) + C7
∫ t
s0
e−(l+1)(t−s)ds.
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Now, by Lemma 2.3, we have
∫ t
s0
e−(l+1)(t−s)
∫
Ω
(|∆v|l+1 + |v|l+1)dxds
= e−(l+1)t
∫ t
s0
e(l+1)s
∫
Ω
(|∆v|l+1 + |v|l+1)dxds
≤ e−(l+1)tCl+1(
∫ t
s0
∫
Ω
e(l+1)sul+1dxds+ e(l+1)s0‖v(s0, t)‖l+1W 2,l+1)
(3.50)
for all t ∈ (s0, Tmax). By substituting (3.50) into (3.49) and using the Young inequality, we
get
1
l
‖u(t)‖lLl(Ω)
≤ −5µ
8
∫ t
s0
e−(l+1)(t−s)
∫
Ω
ul+r−1dxds+ Cl+1
∫ t
s0
e−(l+1)(t−s)
∫
Ω
ul+1dxds
+e−(l+1)(t−s0)Cl+1‖v(s0, t)‖l+1W 2,l+1 + C8
≤ −µ
2
∫ t
s0
e−(l+1)(t−s)
∫
Ω
ul+r−1dxds+ C9
(3.51)
with
C9 = e
−(l+1)(t−s0)Cl+1‖v(s0, t)‖l+1W 2,l+1
+
r − 2
r + l − 1
(
µ
8
r + l − 1
l + 1
)− l+1
r−2
C
r+l−1
r−2
l+1
µ
8
|Ω|
∫ t
s0
e−(l+1)(t−s)ds+ C8.
Therefore, integrating (3.51) respect to t and using (2.10) yields
‖u(·, t)‖Ll(Ω) ≤ C11 for all l ≥ 1 and t ∈ (0, Tmax) (3.52)
for some positive constant C11. The proof Lemma 3.4 is complete.
Our main result on global existence and boundedness thereby becomes a straightforward
consequence of Lemmata 3.4–3.5 and Lemma 2.4. Indeed, collecting the above Lemmata, in
the following, by invoking a Moser-type iteration (see Lemma A.1 in [27]) and the standard
estimate for Neumann semigroup (or the standard parabolic regularity arguments), we will
prove Theorem 1.1.
The proof of Theorem 1.1 Firstly, due to Lemmata 3.4–3.5, we derive that there
exist positive constants q0 > N and C1 such that
‖u(·, t)‖Lq0(Ω) ≤ C1 for all t ∈ (0, Tmax). (3.53)
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Next, employing the standard estimate for Neumann semigroup provides C2 and C3 > 0
such that
‖∇v(t)‖L∞(Ω)
≤ C2
∫ t
s0
(t− s)−α− N2q0 e−µ(t−s)‖u(s)‖Lq0(Ω)ds+ C2s−α0 ‖v(s0, t)‖L∞(Ω)
≤ C2
∫ +∞
0
σ
−α− N
2q0 e−µσdσ + C2s
−α
0 β
≤ C3 for all t ∈ (0, Tmax).
(3.54)
Multiplying both sides of the first equation in (1.1) by up−1, integrating over Ω and
integrating by parts, we conclude that
1
p
d
dt
‖u‖p
Lp(Ω) + (p− 1)
∫
Ω
up−2|∇u|2dx
= −χ
∫
Ω
∇ · (u∇v)up−1dx− ξ
∫
Ω
∇ · (u∇w)up−1dx+
∫
Ω
up−1(au− µur)dx
= χ(p− 1)
∫
Ω
up−1∇u · ∇vdx− ξ
∫
Ω
∇ · (u∇w)up−1dx+
∫
Ω
up−1(au− µur)dx.
(3.55)
Due to (3.3) and (3.54) and the Young inequality, we derive that there exist positive constants
C4, C5, C6 and C7 independent of p such that
χ(p− 1)
∫
Ω
up−1∇u · ∇vdx ≤ χ(p− 1)C4
∫
Ω
up−1|∇u|dx
≤ p− 1
4
∫
Ω
up−2|∇u|2 + C5p
∫
Ω
up
(3.56)
and
−ξ
∫
Ω
up−1∇ · (u∇w) ≤ C6(
∫
Ω
up(v + 1) + p
∫
Ω
up−1|∇u|)
≤ p− 1
4
∫
Ω
up−2|∇u|2 + C7p
∫
Ω
up.
(3.57)
Hence by (3.55)–(3.57), we conclude that there exist positive constants C8 and C9 inde-
pendent of p such that
d
dt
‖u‖p
Lp(Ω) + C8
∫
Ω
|∇u p2 |2dx+
∫
Ω
up ≤ C9p2
∫
Ω
up. (3.58)
Here and throughout the proof of Theorem 1.1, we shall denote by Ci(i ∈ N) several positive
constants independent of p. Next, with the help of the Gagliardo–Nirenberg inequality, we
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derive that
C9p
2
∫
Ω
up = C9p
2‖u p2‖2L2(Ω)
≤ C9p2(‖∇u
p
2‖2ς1
L2(Ω)‖u
p
2‖2(1−ς1)
L1(Ω) + ‖u
p
2‖2L1(Ω))
= C9p
2(‖∇u p2‖
2N
N+2
L2(Ω)‖u
p
2‖
4
N+2
L1(Ω) + ‖u
p
2‖2L1(Ω))
≤ C9p2(‖∇u
p
2‖
2N
N+2
L2(Ω)‖u
p
2‖
4
N+2
L1(Ω) + ‖u
p
2‖2L1(Ω))
≤ C8‖∇u
p
2‖2L2(Ω) + C10pN+2‖u
p
2 ‖2L1(Ω) + C9p2‖u
p
2‖2L1(Ω)
≤ C8‖∇u
p
2‖2L2(Ω) + C11pN+2‖u
p
2 ‖2L1(Ω),
(3.59)
where
0 < ς1 =
N − N
2
1− N
2
+N
=
N
N + 2
< 1,
C10 and C11 are positive constants independent of p. Therefore, inserting (3.59) into (3.58),
we derive that
d
dt
‖u‖p
Lp(Ω) +
∫
Ω
up ≤ C11p2+N‖u
p
2‖2L1(Ω)
≤ C11p2+N
(
max{1, ‖u p2‖2L1(Ω)
)2
.
(3.60)
Now, choosing pi = 2
i and letting Mi = max{1, supt∈(0,T )
∫
Ω
u
pi
2 } for T ∈ (0, Tmax) and
i = 1, 2, · · · . Then (3.60) implies that
d
dt
‖u‖pi
Lpi(Ω) +
∫
Ω
upi ≤ C11p2+Ni M2i−1(T ), (3.61)
which, together with the comparison argument entails that there exists a λ > 1 independent
of i such that
Mi(T ) ≤ max{λiM2i−1(T ), |Ω|‖u0‖piL∞(Ω)}. (3.62)
Now, if λiM2i−1(T ) ≤ |Ω|‖u0‖piL∞(Ω) for infinitely many i ≥ 1, we get
‖u(·, t)‖L∞(Ω) ≤ C12 for all t ∈ (0, T ) (3.63)
with C12 = ‖u0‖L∞(Ω). Otherwise, if λiM2i−1(T ) > |Ω|‖u0‖piL∞(Ω) for all sufficiently large i,
then by (3.62), we derive that
Mi(T ) ≤ λiM2i−1(T ) for all sufficiently large i. (3.64)
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Hence, we may choose λ large enough such that
Mi(T ) ≤ λiM2i−1(T ) for all i ≥ 1. (3.65)
Therefore, in light of a straightforward induction (see e.g. Lemma 3.12 of [30]) we have
Mi(T ) ≤ λi(λi−1M2i−2)2
= λi+2(i−1)M2
2
i−2
≤ λi+Σij=2(j−1)M2i0 .
(3.66)
Taking pi-th roots on both sides of (3.66), with some basic calculation and by taking T ր
Tmax, we can finally conclude that
‖u(·, t)‖L∞(Ω) ≤ C13 for all t ∈ (0, Tmax). (3.67)
Now, with the above estimate in hand, using (3.5), we may establish
‖∇w(·, t)‖L∞(Ω) ≤ C14 for all t ∈ (0, Tmax). (3.68)
Finally, according to Lemma 2.4, this together with (3.54) and (3.67) entails that (u, v, w)
is global in time, and that u is bounded in Ω× (0,∞).
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