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Desde los inicios de la Inteligencia Artiñcial, el lenguaje natural ha sido una de las áreas
de mayor interés, donde se ha volcado considerable esfuerzo científico multidisciplinario.
Este trabajo se ha reflejado en avances teóricos y prácticos de gran relevancia, algunos
de los cuales son referidos y reseñados en el presente artículo. El común denominador
de todas las realizaciones exitosas es una adecuada restricción de dominio que reduz-
ca la ambigüedad y permita manejar el problema de extracción de sentido. En esta
llnea es esencial avanzaÍ más allá del análisis sintáctico hacia una integración con mode-
los de conocimiento que permita establecer una relación lenguaje-realidad que se apro-
xime más a las caracterlsticas y capacidades humanas.
INrnoouccróN
El análisis y la comprensión del lenguaje natural es uno de los mayores anhelos de la
disciplina de la Inteligencia Artificial. La razón es simple: la Inteligencia Artificial
busca, como ciencia, la comprensión profunda de la Inteligencia. La deñnición de esta
capacidad, la precisión de sus características y la comprensión de sus límites y alcances
constituyen un problema de gran magnitud y complejidad (Muñoz y Herrera 1988).
Para comprender Ia inteligencia, la disciplina que llamamos Inteligencia Artiñ-
cial construye modelos computacionales de labores que requieren de dicho atributo.
El objetivo último de la Inteligencia Artificial sería la construcción de un ente casi
humano capaz de comunicarse en la misma lengua y con la misma competencia de
sus interlocutores humanos. Sin duda que ese objetivo está aún muy lejano. Se intentará
reseñar, muy sucintamente, las razones lingüísticas que dificultan su consecución, sin
entrar en el análisis de razones de orden ético, psicológico, moral, entre otras.
On¡eNtrcroNES y ExPERIEN(:IAS EN LENGUAfE NATURAL
EI problena de la comunicación mtre el ser humano y ln náquina
No es diflcil imaginar un futuro en el cual sólo los especialistas en programación
interactuarán con los computadores mediante teclados. Cabe suponer que aquellas
personas que requieren del computador solamente para realizar actividades propias
de su trabajo (los que constituyen la inmensa mayoría de los profesionales, técnicos,
intelectuales y obreros especializados) se dirigirán a los ordenadores hablándoles en
su idioma natural, obteniendo similares respuestas mediante un sintetizador de voz
humana, además de las otras formas estándares ya existentes como pantallas que
contengan tablas, gráficos o imágenes, informes impresos y archivos de resultados. La
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razón de fondo de esta tendencia previsible radica en el hecho de que los seres humanos
nos comunicamos eficientemente por medio del lenguaje oral, en cambio, la escritura
sobre teclados nos resulta lenta y te«liosa. Esto sin mencionar siquiera que la interacción
con el computador actual requiere del aprendizaje de un lenguaje especial que la
máquina pueda comprender, lenguaje que utiliza cierta sintaxis muchas veces compleja,
comandos especiales con varias opciones a especificar, secuencias definidas de instruc-
ciones y ciertos conocimientos acerca del funcionamiento y capacidad del equipo.
Por cierto que el problema no está en lograr que el computador pueda reconocer
e interpretar los sonidos de la voz (traduciéndol«¡s en letras, palabras y oraciones) y
que pueda sintetizar voz similar a la humana para entregarnos una respuesta. Este
problema, si bien difícil, ya ha sido objeto de avances prácticos muy impresionantes.
La parte medular y más relevante del problema es conseguir que un computador logre
extraer el sentido contenid«¡ en una frase construida en alguna lengua natural. Debido
a un gran avance en los aspectos computacionales, estamos hoy en una situación en
que la urgencia está en el análisis sintáctic«¡, con miras a la diseminación masiva de
aplicaci«rnes computacionales. En relación con este problema, se cuenta ya con muchos
añ«¡s de investigación y desarroll«r, en los cuales se han visto avances prometedores
aunque también indicativ«ls de dificultades cuy«r origen n«r se ubica en el terreno
c«rmputacional sino que en el terreno lingüístico.
El problema de la extracción del sentido
La complejidad de la tarea de extracci«in del sentid<> (en el nivel semántico) tiene
muchas raíces, que van desde Ia definici«in misma de lenguaie hasta los métod«rs de
reducci<in de la incertidumbre asr¡ciada al significad«¡ de cada palabra dentro de una
<¡raci<in.
(i¡nsidérese, por ejemplo, que para comunicar cualquier idea <¡ cualquier descrip-
ci«in de accirin, disponemos de una variedad de <¡raci<lnes posibles para transmitir un
mism<¡ mensaje: "|<lrge naci<i un 6 de agost«r"; "forge está de cumpleaños el 6 de
agosto"; "El único hijo de Estefanía (suponiendo que ella es la madre de.forge) nació
el 6 de agosto". ¿C<'rmo conseguir que un programa computacional c<lncluya que las
tres <rraci<rnes son equivalentes aun sin exigir qte entirnda lo que dice la oraci«in
et¡uivalente, que es la tarea más dificil?
C<¡nsidérese, además, que una misma palabra puede tener distintas lecturas a
partir de una misma matriz semántica en el c<¡ntext«¡ de dif'erentes oraci«¡nes: "Llegar«rn
a tlO metrr¡s de la cumbre"; "L,stá en la cumbre de su popularidad"; "La c«rnf'erencia
cumbre tuv<l lugar en Rí<¡ de.f aneiro". ¿(k'lmo c«rnseguir que un programa distinga
estas distintas lecturas de una misma palabra?
Un tercer problema aparece cuand<¡ c<¡nsideram()s que la misma oraci<in podría
tener tlif'erentes significadr¡s en context()s distintr¡s (la ironía es un caso típico). Más
aun, en un mism«¡ c()ntexto, dos personas pueden interpretar la misma t¡racirin de
mt¡d<¡ dif'erente, en funci<in de sus experiencias y creencias individuales.
Además, ¿c<imo incorporar element<¡s que resuelvan l«rs pr<lblemas plantead«ls p«rr
la existencia de sin«'¡nimos, hom<inimos y por palabras con significados ntúltiples, como
p<rr ejempl<¡: "No teng<t tiempo", "El tiempo ha estad<¡ magnífic«r"; "L.a luz me ceg<i",
"Al fin vi la luz (en mi razr¡namienu») y "Luz me saludó c«¡n af'ecto"?
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No mencionaremos fenómenos mayores, derivados del arte literario, donde los
significados buscados no tienen un correlato directo con las palabras utilizadas o c«¡n
realidad conocida alguna, sino que buscan producir una sensación o imagen en el
lector, quien ha de reconstruir individualmente la proposición del autor.
Todos éstos y otros problemas han significado una sorprendente dificultad para
lograr que un computador convers€ congruentemente, en un sentido amplio. Sin
embargo, hay interesantes experiencias que, aunque falibles y limitadas, pueden sor-
prender por su comportamiento pseudointeligente.
La experiencia de Eliza
Uno de los primeros programas de conversación fue Eliza, cuyo objetivo es simular
el comportamiento de un terapeuta no directivo de la escuela rogeriana (Weinzenbaum
r966).
Eliza, programado originalmente sobre grandes computadores y cuyas versi<¡nes
modernas pueden ejecutarse en computadores personales, logra ciertos resultad<¡s. La
Figura I contiene un diálogo típico de este programa.
La lógica implantada en Eliza es simple y no realiza análisis sintáctico. De hecho,
el programa se torna rápidamente predecible para un usuario; funciona con unas
All nren are alike.
IN WHAT WAY?
They're always bugging us about something or
other.
(;AN YoU THINK OF A SPECIFIC E,XAMPLE,?
Well, nr,v txrvfiiend made me conre here.
YoUR BOYFRIEND MADE YOU C:OME HERE
.THAT'S 
I NTE,RE,STI N(;.
He savs I'm depressecl much of'the time.
I AM SoRRY 1'o HT,AR YOU ARE DL,PRESSI,D
It's true. I am unhappv.
Do YoU THINK (JOMIN(; HE,RE, WILL HT,LP
I'oU NoT TO BE, UNHAPPY?
I need some help. that much seems certain.
WHAT WoULD I'f ME,AN TO YOU IF YOU
(;01.SOME, HT,LP?
l'erhaps I coukl learn to get along with my m<¡ther
-TT,LL ME, MORE, AI]OU'T YoUR FAMILY.
My nrother takes care «lf'me.
WHo L,LSE, IN YOUR I'AMILY TAKE,S (;ARE,()¡'Y()U?
My fáther.
LET'S TALK ABOUT YOUR FATHE,R.
You are like my father in sonle ways.
WHAT RESEMBLAN(]E DO YOU SE,E,?
Y«.¡u are not very aggressive.
WHAT MAKE,S YOU THINK I AM NOT VE,RY
AGGRESSIVE?
Yt¡u dl¡nt'argue with me.
WHY DO YOU THINK I DON'T AR(;UE WITH
YOU.,
Y<¡u are afraid of me.
DOES IT PLEASE YOU TO BL,LIT,Vt, I AM
AFRAID OF YOU?
My fáther is af raid of evervlxrdy
RE,ALLY, E,VERYBODY?
My father is very fearful.
WHAT E,LSE COMT,S TO MIND WHT,N YOU
THINK OF YOUR TATHE.R?
llullies.
DO[,S'THAT HAVt, ANYTHIN(;T() Do WITH
THE FA(;T THAT YoUR I}OYFRIE,ND MADE,
YoU (;oML, HE,R[,?
Fipu« l: Diákrgo típico tle ELIZA, pr()granra sin¡ula<l«¡r cle t¡¡ra sesitirr <le tera¡ria.
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pocas claves (madre, padre, hermano/a, novio/a, computador/es y otras) que utiliza
dentro de un ciclo concebido para construir preguntas a partir de palabras que el
usuario (el supuesto paciente del sicólogo rogeriano) ha entregado anteriormente. Por
ejemplo, Eliza puede contestar a la afirmación "I believe that" <X> con un "How
long have you believed that <X>?"
También incorpora heurísticas de dirección de conversaciones, como repetir apro-
ximadamente algo que el paciente ha dicho recién o inquirir mayores detalles sobre
algún tópico identiñcado por una palabra clave ("Tell me more about your family").
El uso de frases que tienden a producir empatía es otro de sus trucos ("I am sorry to
hear you are depressed"). A tal punto que, si el usuario digita "Computers worry me
a lot!", Eliza contestará simplemente algo como "Do computers worry you?". Este tipo
de respuesta se hace rápidamente predecible y es una limitación del sistema.
Porry y elJuego de las Imitaciones
Elizay Parry (Colby 1975) son sistemas de palabras claves. Parry simula el rol de un
paciente paranoide en una entrevista psiquiátrica. Los humanos interactúan con Parry
desempeñando el papel del psiquiatray,al principio, tienen el control de la entrevista.
Sin embargo, cuando el sistema no comprende algo que se le ha dicho, utiliza algunas
heurísticas potentes destinadas a distraer al entrevistador y quitarle la iniciativa: reto-
mar un tópico anterior, introducir uno nuevo o formular preguntas tales como "Why
do y«ru want to know that?" (Foss 1990).
Parry pasó bien una prueba modificada del test de Turing (Turing 1950) que
consiste en el 'Juego de las Imitaciones", donde un interrogador C debe discernir,
comunicándose sólo mediante un teclado, cuál de dos interlocutores, A y B, es una
máquina. Parry logró desconcertar a cinco experimentados psiquiatras que fueron
incapaces de distinguirlo de un paciente real (con un desorden paranoico crónico),
conversando con ambos a través de terminales de computador (Heiser et al. 1979).
Aaances posteriores a Eüzn
Eliza es ampliamente superable con las tecnologías recientes. Un producto construido
a partir de la lógica de Eliza, más la adición de un analizador sintáctico (parser) y
algunos recursos de aprendizaje automático, logra efectos bastante superiores. Nos
referimos a PC-Therapist, de Thinking Software Inc., cuya capacidad, según su autor,
es muy superior a la de Eliza. Toda la conversación con este programa es almacenada
y representada en el computador, de modo que estará disponible en la siguiente sesión
de trabajo. Esto significa que su capacidad de conversación está en continuo creci-
miento. Un diálogo con PC-Therapist se presenta en la Figura 2, pudiéndose observar
la notable diferencia entre ambos programas.
Un punto importante es que esta conversación es más próxima al nivel humano,
ya que PC-Therapist jamás responderá con las mismas frases de nuevo, lo cual cons-
tituye un notable avance sobre Eliza en sus diferentes versiones. Todas estas versiones
se ejecutan en idioma inglés; todavía no se conoce públicamente una versión o producto
de software equivalente capaz de manejar el español con el mismo nivel de habilidad.
Es evidente que el cambio de idioma no es sencillo, ya que, por ejemplo, los sistemas
verbales del español y el inglés se comportarían de diferente modo. Sin duda que
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P(l THERAPIST: H<¡rr can I help vou toclar'..1«re?) I anr trving to shor( hort'sn¡art \'ou are conrpared t<¡ Eliza.
P(l THERAPIST: The PO Therapist is far superior to the original E,liza.) Do x¡u feel it is reallv fair tr¡ criticize p<xrr Eliza?
P(l THL,RAPIST. !Vhr¡ ever t<¡lcl rrrtr that life is fair?
> Life is nrr¡stlv a nratter ol hlck.
P(l THERAPIST. 'fhe harder r<ru rr'r¡rk, tlre luckiet'rrru get.
> Nft lifé is going prettv rtell right norr.
P(; THI,RAPIST. Lile is rvhat vou rnake it. arrd onlr lhat rou rnake it.
> What is the purpose of life?
P(l THERAPIST: I think the purpose is to enjov rr¡trr lile. \'<¡tr sh<¡ukl go lrave a ¡rice, lean, c<¡rned
l;eef'sanclrr'ich arrrl en jor...
> Bve
P(l THERAPIST: Yotrr'outl(x)k on life seenrs to be inrprovirrg. See lrru next sessi<¡n.
Figura 2: PO 
- 
Therapist, una versi<i¡r nrejoratla de ELIZA. irrcorporarrdo aprerrclizaje v análisis sintáctic<¡.
constnrir un equivalente de Eliza en españ()l sería un avance interesante, lo que re-
queriría de la sisternatizaci<in de las dif'erencias entre ambas lenguas. Tal sistematizaci<in
podría trtilizarse para la adaptación de nlt¡ch«¡s otx)s prosramas sinrilares, incluso de
aplicaciones de mavor conlpleiidad.
Otra experiencia exitosa
En el terreno de las aplicaciones prof'esionales útiles se destaca Q&A (Symantec Corp),
cuvo nombre proviene de Questions and Answers. Q&A contiene el Intelligent Assis-
tant de Svmantec, un paquete integrado (para ambiente OS/2) que además incluye
una base cle datos, un procesador de palabl'as v un generador de infbrmes. Este
pr()granra acepta e interpreta preguntas () c()nlandos en idioma inglés para tener acceso
a infbrnraci<in de una base de datos v puede escribir infbrmes o articulos. Un ejemplo
de c«rmand<)s aceptables para Q&A son l<¡s exhibid<¡s en la Figura 3.
Q&A surgió a partir de t¡na investigaci<in v un desarrollo computacional de la
rnarina nol'teanlelicana. L¿r marina disponía de bases de datos con interesante infbr-
mación sobre barcos. Esta infbrmaci<'¡n requería ser c«-rnsultada en lenguaje natural,
como Írnica fi¡rma de hacerla accesible a muchas pers()nas sin el entrenamient() nece-
sario en los ambientes de consulta de los administrad<¡res de bases de datos. Así, tras
la elaboración de millones de líneas de c«idigo computacional que significaron varios
años de esflerzo de much<>s programadores, nació Intelligent Assistant.
El vocabtrlario de Intelligent Assistant era enorme, aunque estaba restringido sola-
nlente al d<l¡ninio de barcos. La contpañía Symantec elimin<l el léxic<¡ específico de la
aplicaci<'rn naval v dej<l un vocabulario general de unas 2.000 palabras, además de
Pl'oveer un sistema de captura v adici<in de nuevas palabras al diccionario que se
incrementa a medida que el usuario va construvendo su aplicación de base de datos.
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CONSULTAS
What's the name of the woman who manages the salespeople?
Show me a list of all the customers from Maine.
What department is.John Smith in?
What is Nina's salary?
What is the average salarv for each department?
OOMANDOS (para cambiar <¡ actualizar inf<¡rmación)
Ohange.lohn Smith's department «r SALES.
D<¡uble Nina's salarv.
Increase everv<¡ne's salarv bv l5%
Figura ); Diákrg«rs ilustratirr¡s de Q & A.
El modo de füncionamiento de Intelligent Assistant es más o menos el que sigue:
primero, analiza sinrácticamente la oración y si en este proceso encuentra palabras
descon«rcidas solicita que se las incorpore al diccionari«¡. Una vez que el analizad«¡r de
sintaxis encuentra todas las palabras, construye una f rase más pr<ixima al lenguaje de
consulta de base de datos, la cual es presentada al usuario, quien debe confirmar si
su requerimient<¡ ha sido bien comprendid<¡. I)e ser así, el sistema realiza la consulta
especificada a la base de datos, «rbtiene la respuesta y la convierte en una «¡raci«in en
lenguaie natural, la que entrega al usuari«1.
Naturalmente, existen otros sistemas lingüísticos que permiten c«¡nsultar sobre
diversas materias, com«r manej<¡ del sistema ()perati\() DOS (ALVIN, de'l'hinking
S<¡ltware Inc.), problemas de la vida sexual (SEXPL,RT, de'I'hinking Software Inc.)
v preparaci(in de infbrmes (AU'I-OWRITER, de'fhinking S«rftware Inc.), a través de
la revisidln de una gran cantidad de artícul«rs científic<¡s «r técnicos. Sin embarg(), es
preciso destacar que todr¡s est«¡s programas f uncionan en inglés y expl«rtan la estructura
sintáctica de éste idioma. Es posible que se encuentren también aplicaciones en.ia¡xlnés.
No se sabe de la existencia de sistemas comerciales de funci«¡nalidad y tamañ<l equi-
valentes en español.
La generación de lengtnje
Un área de lenguaje natural que ha tenid«r éxito especial ha sido la de generad«rres
de lenguaje en d«¡mini«¡s limitad«rs, cuya pretensi<in v grad<l de dificultad de construc-
ci<in es bastante menor que la de un analizad«¡r sintácticr¡. El generador no requiere
manejar t«¡das las variables expresivas ni la complejidad gkrbal del lenguaje, sin«r <¡ue
utiliza fiases simples, sin grandes pretensiones estilísticas o estructurales. Los genera-
d<¡res tienen un resultado final claro c«rm«r «lbjetiv«r: producir lenguaje gramatical
coherente (Hovy 1992), similar al emplead«r en infi¡rmes simples, hech«rs habitualmente
en las «rrganizaciones.
Después de alreded«¡r de quince añ«rs de trabajo, los investigadores de esta área
han desarrollado un cuerpo sustancial de con«¡cimient«>s y técnicas (H«rvy et al.).
'l
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Especulaciones sobrc el desarrolb fuluro de la tlisciplina
A partir de este breve examen de sistemas de lenguaje natural (p«rr ciert«r que existen
muchos otros) puede concluirse que cada unr¡ de ell«ls l«lgra funcionar porque se los
utiliza en dominios restringidos. El sueñ«r de la humanidad de producir una máquina
capaz de reproducir t«¡das nuestras habilidades está aún lejano. La razón básica de
ello es que en el computad<¡r se debiera poder manejar al menos tanta inf«lrmación
c<¡mo la que maneia una pers()na normal. Esto, p«rr ah«rra, constituye una tarea im-
posible de realizar.
De k¡ dich<¡ se desprende que es f undamental c«¡ncentrarse en las características
del lenguaje más que en la firrma en que el computad«rr kr pr«rcesa, I«r que, si bien
simple, requiere de la creacir'rn de pr«rgramas de extra«¡rdinaria complejidad. En primer
lugar, hav que preguntarse qué es el lenguaje. [-n este sentido, las definiciones abundan,
desde las biol<'rgicas, pasand«r p<>r las neur«¡fisiol<igicas y las antropológicas, hasta las
computacionales, entre otras. Así, por e.jemplo, desde la platafbrma de la biología,
I\faturana plantea que "El lenguaje tiene que ver con co«rrdinaciones de acción, pero
n() c()n cualquier c<xrrdinaci«in de acci<in sin<l que c<¡n ct¡«rrdinaci«in de acciones con-
sensuales" ( 199I : l8). (irn esto se quiere decir que se puede utilizar el lenguaje una
vez que se ha establecido algirn consenso o, en términos de la Inteligencia Artificial,
cuando se ha ac<¡tado el d«rminio.
I.engu«ie nutural \ modelos de conoci¡niento
Desde el punto de vista pragmático de la co¡rstrucci<in de pr<lgramas de computación,
se ha dich<¡ que "el lengua.je es una herranrienta cle c«rmunicaci<in acerca del universo.
L,s trna herramienta ef'ectiva. \'a que las c()nstl'rrcciones lingüísticas se relacionan na-
turahnente c«¡n las estnrctu¡'as del universo descritr¡ p«rr el lenguaje" (Barnett 1990).
Es p«rsible definir. en f<¡rma perf'ectanrente dif'erenciada, lt¡s objetos y las acciones
en el trnivers«r. En concorda¡rcia c«rn l<¡ anteri<¡r. el lengu:rje tiene sustantivos (objetos)
v vel'b«¡s (acciones). Dad<> que krs eventos ()curren en una secuencia temp«rral, en el
lenguaje l«ls verbos tie¡re¡r nlarcaci«in m«rrfirk'rgic:r te¡npot'al. f,ste paralel<l puede seguir
extendié¡-rdose. hasta establecer una corresp<¡ndencia más c«rmpleta.
Si el lengrraje hunrano se utiliza pr,,;n.,i*uricar infi¡rmaci«in acerca del universo,
es claro qrre la c<lr¡rtr¡ricaci<itr «nrrrirá en la medida en que se logre c«¡nstruir un modelo
de éste en el cornpr¡tador. Este modek) no es distinto, en principio, de l<¡s modelos
c<lgr"rosciti«)s típic()§ de krs sistenras expert()s. krs cuales se expresan mediante reglas
del tipo SI {antecedentes} ENTONCES {consecuentes}, donde tanto los antecedentes
como los consecuentes representan proposiciones lógicas referidas a objetos y acciones
del universo.
t¡r el cas<¡ cle l<¡s sistemas expert()s. la clave de su éxito reside en acotar el d«¡minio
adecuadamente. Vale decir, se trata de ¡nodelos de c«rn«rcimiento que abarcan una
parte limitada v reducida del universo. De aquí que sea muy distinta la magnitud del
ruxrdekr si el «rbjetir«) propuest() es representar tanta infilrmación como la que maneja
rura pers()rla cualqtriera. De hecho, Ia magnitud de un modelo lingüístic«r completo
hace intposible implementarlo en una máquina ct¡n las tecnol«rgías disponibles en la
actualidad. Además, de poder hacerlo, n«¡ sería necesariamente útil. Hasta ahora, los
llla\'ores éxit«¡s cle la Inteligencia Artificial se han c<>nseguido mediante el aband«¡no
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momentáneo de la meta ideal máiima y restringiéndose a dominios limitados aunque
útiles. La misma noción es aplicable al procesamiento de lenguajes narurales.
T r aduc tor e s automá,tic o s
Si se restringe el dominio, se pueden obtener resultados aceptables dentro de é1. Por
ejemplo, tómense los traductores de una lengua natural a otra. Es una experiencia
común en estos días encontrar instrucciones de uso de productos que vienen en varios
idiomas. En algunos casos, las instrucciones en castellano llegan a ser absolutamente
ininteligibles pero, si se conoce y se examina el teÍto escrito en el idioma original del
producto, se observa que este fenómeno de incomprensibilidad del castellano se debe
a una gran suma de errores de traducción, usualmente por una selección errónea de
términos ambiguos en la traducción pero, también, por una desafortunada elección
de los tiempos ver,bales en español.
La historia de los traductores automáticos viene de los años 50 y 60, cuando en
los m.uu. se financiaron diversos proyectos para traducción automática del ruso al
inglés; la idea era rnuy simple pero la meta, muy ambiciosa, lo que produjo resultados
poco felices. El procedimiento consistía en que, dado un texto en ruso, se debía tomar
cada palabra y publicar su equivalente en inglés. Naturalmente, se esperaba encontrar
ambigüedades y, en tal caso, se imprimirían todas las posibles traducciones separadas
por una barra para, posteriormente, realizar una depuración con alguna persona que
sólo conociera el idioma inglés (ver Figura 4).
Biological experiments, conducted on various / different cosmic aircraft, astrophysical researchers of
the cosmic space and flights of Soviet and American astronauts with the sufñcient / rather persuasiveness
showed / indicated / / pointed, that momentary / transitory / short orbital flights of lower / below than
radiationbelts/regions/flangesofearth/land/soilintheabsenceoftheraised/increased//heightened
sun / sunny'/ solar activity with respect to radiation are / appear / arrive report safe / not-dangerous / /
secure (Pierce 1966).
Figura 4: Salida de uno de los primeros traductores automáticos para una aplicación de biología espacial
(la barra indica ambigüedad del término, i.e. se debe elegir una alternativa).
La crítica más iluminadora a los traductores automáticos provino del lingüista
Bar-Hillel (citado en Pierce 1966) quien declaró que z¿o existe forma alguna de eliminar
ln ambigüedad de las palabras sin una compreruión profunda de qué significa la oración- Es
decir, en los términos de la Inteligencia Artificial, se debe definir correctamente el
dominio y, sólo entonces, las palabras tendrán una ambigüedad manejable.
Los traductores funcionan mejor al restringírseles el dominio y al agregarles un
analizador sintáctico de la lengua original, vale decir, construyendo traductores espe-
cializados para artefactos eléctricos, vehículos, artículos de tocador, herramientas, etc.
El esfuerzo de segmentación vale la pena, pues aumenta la calidad del producto ter-
minado (la traducción) y disminuye el tamaño del programa a ejecutar (así como el
esfuerzo en desarrollarlo). Habrá, en cada caso, una gran área común en cuanto al
analizador sintáctico, al programa que contiene la lógica de traducción y al generador
de frases en el lenguaje de destino ñnal. Aun hoy, la depuración por una persona
nativa del lenguaje de destino es imprescindible.
!
L. Herrera l'D. N{uñ<¡z / Inteligencia artificial v lenguaie natural I ri5
C<lxt;t-t,srt)x
La restricci<'rn de la amplitud del m«¡dek¡ permite mane,ar el hecho de que una misnra
acci(in rr objet<> puede ser especificado mediante una gran variedad de «rraci<¡nes
equivalentes. Dado que la variedad de acci«rnes con igual significado depende del
nr«¡del«r (y n<l del lenguaje pr«rpiamente tal), la utilizaci<in de m«¡delos ac<¡tad«rs permite
incorp<lrar las reglas necesarias para detectar las similitudes «r equivalencias. Pr¡r ciert«r
que estas reglas, válidas en un dominir¡ bien preciso, ¡rodrían llevar a contradicciones
o errores flagrantes en un domini<¡ dif'erente.
Lo que se debe destacar es que la construcci<in de un m<¡delo cognoscitivo implica
un cambio de enf «rque del pr<lblema del procesamiento de lenguaje natural. L,sta nueva
posibilidad puede ser fiuctíf'era ya que se aproxima much<¡ nlás al m<¡d<¡ humant¡ de
hacer las cosas, integrando y potenciando divers<¡s aportes del camp«r de la Inteligencia
Artificial.
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