I. Introduction
The search of better health information has been a very important issue for people to take care of their health well-being today. The latest Pew Internet Project survey estimated that between 75% and 80% of internet users had looked online for health information in 2009 and 75% of e-patients with a chronic condition said their last health search affected a key decision about how to treat an illness or condition 1) . Health information includes information for staying well, preventing and managing disease, and making other decisions related to health and health care 2) . Many users would like to query better information, to be better prepared when meeting the doctor, or to search for support, alternative answers or reassurance 3) . The Internet is changing how people give and receive health information and health care.
The health information on the net appears to be a very valuable but worrisome source. Information on the net is much easy to access but hard to assure its quality. Patients, health care professionals and administrators, researchers, those who create or sell health products or services, and other stakeholders, must join together to create a more safe environment and enhance the value of the Internet for meeting health care needs 4) . Different organizations have proposed various models for quality guiding and to assist the common people to distinguish quality internet information from the bad.
Hi-Ethics proposes self regulation. Some governments also take an active role for regulation . It is believed to be the most widely used evaluation criteria for health related websites. The cores of these models can be categories into three groups: the use (1) codes of conduct, (2) thirdparty certification, and (3) tool-based evaluation 6) .
From the perspective of economy and efficiency, a tool-based, automatic approach appears very attractive.
Some researchers have developed automatic detection tools to evaluate webpage like using HTML document, the components was: text, comment, simple tags, and ending tags, or created the actual location of a candidate line detected by analyzing the Web page DOM tree 7)8) . In this study, we developed a crawler to integrate with artificial intelligence techniques to implement an automatic identification of health related information on the webs and to assess the feasibility of automatics evaluation for a very basic quality issue of web health information, which is the authorship, through information extraction.
II. Materials and Methods
Due to the stability and better maintenance quality of web information contents, we used the governmental websites in Taiwan websites and saved to a local database, (2) a Chinese word segmentation module 13) to parse homepage contents for categorization (3) a SVM light machine-learning engine module 11) to classify and index the health and non-health websites in which the health one was reserved for further quality evaluation, and (4) a quality examination module using the authorship as example, which was parsed into the components of name of authors, credentials, and affiliated organizations for assessment.
The crawler module was design to collect governmental websites in a "www.x.gov.tw" format, in which the x was determined to be any combination of 1-7 a-z alphabet characters in random order after examining the naming of sample governmental websites. The found but non-Chinese websites were excluded because their intended readers were foreign people. Inside the Information Extraction module, the Surname database mainly consisted of the most common family name in Chinese society; the title and credentials database was collected from the list collected by the Taichung Veterans General Hospital 14) and from the sample WebPages; and the affiliation organization list was collected from the National Health Insurance Bureau 15) , which is our national 
III. Results

The systems
The screenshot of the crawler is shown in Figure 3 .
Once the user presses the start button (1), the crawler will start to search through the internet for governmental websites (2) with their first layer of sub-websites (3) and save the web contents of websites into database (4) . The crawler will stop when use pressed the stop button (5).
The snapshot of classifier is shown in Figure 4 . The system retrieved web contents from a website (1) and parsed to keep body contents (2) in order for segmentation (3). The result of classifying into either health or non-health websites was saved and displayed at the bottom (4).
The snapshot of authorship identifier is shown in Figure 5 . The assessment result with statistics were Figure 7 . Table 1 . The outcome of auto-assessing the authorship quality (N=213)
saved and displayed at the bottom of system. Users could examine and browse the web contents by taping the link, which was shown in Figure 6 . The terms of corpus could be maintained and examined in the system too, as shown in Figure 7 .
The performance of health website classifier
There were 520 governmental websites as a total, and among these, 45 were health-related. A total of 468 were used as the training set for developing the classifier, and among these, 40 were health-related. The sensitivity and specificity, to represent the accuracy, of the classifier on the training set of WebPages were both as high as 100%. The corresponding values for the classifier on the testing set were 98% and 100%.
The performance of authorship auto-assessment identifier
Contents of health information and education materials from 2,114 health-related URLs on health education, out of 26 health websites were collected for developing the auto-assessment of authorship quality.
Sources from 1,901 URLs, randomly selected, were used for training the system and others, as the test set. The outcomes of using the final corpus to auto-assess the authorship quality in the test set are shown in Table   1 . It can be seen that only 69, out of 81, URLs containing the author information were identified but only 61 were completely correctly identified in terms of name, title and affiliation. The sensitivity of our authorship identifier is 75.3% with the specificity, 87.9%.
IV. Discussion
This is the first study to develop an automatic
Chinese webpage classification and assessment tool for the web information quality and many interesting lessens can be learned though tools for English contents have been done
. This challenge comes from the difficulty of segmenting the Chinese sentences and paragraphs into smaller units for language processing. Each
Chinese character follows the previous one and is followed by the next one closely without a space which is used in English and many other languages to separate word from word.
The fundamental work for this study is the Chinese Word Segmentation System which has a as high as 95%-96% of accuracy 13) . Though it is not 100% perfect, but the performance of webpage classification based on the results, combined with a SVM engine, was very satisfying. For the training set, both sensitivity and specificity are 100%. For the test set, the sensitivity is 98% due to one health webpage was mistakenly classified into non-health one. This error was mainly caused by the fact that that webpage happened to contain both health education contents and lots of administrative do- Though there are only three components to define the authorship and we had built a corpus to extract key information from the web contents, we didn't achieve a high accuracy rate yet. In this study, the sensitivity was In this study, we used the governmental websites as our samples which might overestimate the performance of auto-assessment techniques. The governmental websites tended to be more structuralized and well maintained compared to those from unmanageable internet, which composed of commercial and noncommercial, well-funded and ill-funded, live and dead websites. Therefore, the model of building a health portal, which can be managed by a creditable web master such as a governmental institute, for the general public might be a more effective way to control the quality of web information. And through the internal publication guidelines and quality assurance mechanism, the outcome might be better than the model of auto-assessment.
However, the auto-assessment approach is still worth of pursuing because the majority of quality indicators are still technical in nature. We could build systems to assure the quality of 70% of total indicators and focus the more precious manpower resources on manually examining the other indicators such like readability, completeness and design.
Therefore, in this study we concluded that the technical feasibility of auto-assessment for the quality of health information on the web is very acceptable.
Though it cannot be used to assure the total quality of web contents, it is good enough to be used to support the entire quality assurance program. Moreover, we recommend that it would be an excellent combination if the auto-assessment techniques could come with the design of metadata tags for each webpage.
