A general procedure is presented for accelerating the convergence of eigenfunction expansions associated with selfadjoint boundary-value problems.
1. Introduction. In this paper we shall be concerned with orthogonal expansions
where the yk are eigenfunctions of a selfadjoint boundary-value problem on an interval [a, b] , and where the ak are corresponding generalized Fourier coefficients of/ It is well known [3] that such expansions always converge at least in the norm of L2 [a, b] . However, depending on smoothness and boundary behavior of/, (1.1) may or may not actually represent f(x) pointwise in [a, b] . Moreover, the rate of convergence of (1.1) may be so slow that the representation is of little use for purposes of approximating / The purpose of this paper is to develop a modified eigenfunction expansion which represents/(x) pointwise in [a, b] , and whose coefficients tend to 0 with arbitrary rapidity. Given a suitably smooth function/and a positive integer p, we introduce a function hp, depending only on /and p, such that (1 -2) f(x) = hp(x) + ¿ âkyk(x), a<x<b, k=\ with uniform convergence in [a, b] , and such that the "modified" coefficients ak have order of magnitude Xkp, where Xfe is the kth eigenvalue of the boundary-value problem.
Since |Xfc| -► °°, as k -► °°, we say that the rate of convergence of (1.1) has been "accelerated" by means of (1.2).
In the context of ordinary Fourier series, the notion of accelerated convergence has been studied in some detail. The most familiar result is the Lanczos representation of functions in terms of Bernoulli polynomials and trigonometric series (Lanczos [5] , Lyness [6] , Jones and Hardy [4] where Bk is the fcth Bernoulli polynomial and where í*+/s' = ë^í»,/,',)('Ke"""-1,'"• *"'2'3.
A similar type of representation, which involves only sine terms, has been used by Jones and Hardy [4] as an approximation method. This expansion may be written
where ak'^kfo2fi2P){t)Sink7,tdt'
and where Ak is the Lidstone polynomial [2] of degree 2k + 1. The derivations of (1.3) and (1.4) require no more than integration by parts and using properties of the polynomials involved.
The representation (1.2), which we now proceed to derive, includes (1.3), (1.4) and various other representations as special cases. However, the overall approach we take still recalls Lanczos' original idea of modification of boundary behavior of the expanded function. The essential point of departure is that we are able to pass from the method of integration by parts to the more general setting of selfadjointness in linear differential operators. To derive the modified version of (2.2), we must consider separately the two cases arising from whether or not 0 is an eigenvalue of (2.1). Mainly, the presentation we give is for the case in which 0 is not an eigenvalue. To avoid undue repetition, we shall simply state the pertinent results for the other case and leave the details of proof to the reader.
Thus suppose first that 0 is not an eigenvalue of (2.1). Then for any fundamental system of solutions ^,^.in0''tne homogeneous equation Ly = 0, the rank of the (n x n) matrix (B^k) is n. Therefore, there exist unique functions p1,p2, . . . ,pn such that We conclude this section with statements of corresponding results for the case in which 0 is a simple eigenvalue of (2.1). For details concerning the theoretical basis of this method we refer the reader to a recent paper of the first author [7, Section 5] .
Thus suppose that 0 is a simple eigenvalue of (2.1) and let y0 be a normalized eigenfunction; i.e., Ly0 = 0, By0 = 0, ||v0||2 = 1.
For each fundamental system of solutions <pl, <¿>2, . . . , yn of L y = 0, the rank of the matrix (5.<¿>fe)?fc=1 is n -1. Since rank is independent of the choice of the yk, we may take <px = y0. Further, we may suppose that, after possibly re-ordering the forms B1, B2, . . . , Bn, the last « -1 rows of the matrix are linearly independent. Then, if n > 1, there exist uniquely determined functions q2, q3, . . . ,qn such that (2-12) ¿<7* = 0, B)qk=bjk, (qk,yo) = 0 for 2 </, k < n. Moreover, one can show (see [7] ) that there exist a function qx and a constant c + 0 such that (2.13) L<71=cv0, Bkq1=5kl, (ql,yo) = 0 for 1 < k < n. Define the auxiliary boundary forms {U,}n by
Uk=Bk, 2<k<n, and note that, by (2.12) and (2.13), uflk = V' fa*' *>) -°> Vlnk+j = 0 for 1 </ < n and 1 < k < °°. Then, in analogy to Theorem 1, one may establish the following representation.
Theorem 2. Suppose that 0 is a simple eigenvalue of (2.1), let p be a positive integer, and let f G D Then fix) = hp(x) + gp(x), a<x<b, will yield a close approximation to fix). Another notable aspect of this procedure is that we are completely free to choose the operator L and the boundary forms BX,B2, . . . ,Bn which most efficiently utilize the structural properties of the given function/ To illustrate our results, some specific examples will now be presented. We will
show that all of the approximation methods in [4] and [6] are special cases of either Lastly, the function gpix) is given by By regrouping terms, one can show that this doubly infinite series reduces to the Fourier series in (1.3). We conclude that Theorem 2 reduces to the Lanczos representation.
(3) The three approximation methods studied by Jones and Hardy [4] are also special cases of our results. The reader may verify that Method I arises from Theorem 2 by considering the interval -1 < x < 1 and choosing Ly = iy' and Bxy = Uxy = .KO _ yi~ 0-Method II is the Lidstone representation (1.4), and Method III is obtained from Theorem 2 by taking Ly = -y", Bxy = jp'(0), Uxy = y'iO) -y'(l), andfi2^ = U2y = /(l).
(4) A representation closely related to the Lanczos representation has been noted by Lyness [5] . Here, one employs Euler, rather than Bernoulli, polynomials. This method results from Theorem 2 by taking Ly = iy' and Bxy = Uxy = yiO) + yil).
(5) Let if(x) denote the error function with normalized variable, Eix) = erf(2x) = -^ f2x e~*2 dt, 0 < x < 1.
y/lt Jo Jones and Hardy [4] have given extensive tabulations of the error arising from approximating E(x) with their Methods II and HI (see example (3) above). These methods yield an approximate representation of erf(2x) in terms of finitely many polynomials and trigonometric functions. In the present example, we introduce an expansion which gives the same sort of result. Our calculation of Fourier coefficients is based on the trapezoidal rule, using 200 nodal points. The amount of calculation required is thus essentially the same as in [4] , except that our use of the reduction formula (2.10) and integration by parts avoids the evaluation of erf(2x) -h (x) in the trapezoidal rule. Since £(x) is an odd function we have £^2k)(0) = 0, k = 0, 1, 2.This suggests the choice Ly = -y" and Bxy = y(0), for then we have the simplification BxLkE = 0 for all k. At the right endpoint x = 1, we select B2y = y'(l), so that in [1] , the column headed (0, 9) contains the results of (2.2) truncated after 9 terms, and the column headed (3, 9) gives the results of (3.2) with p = 3 and m = 9. The error columns give the deviations of (0, 9) and (3, 9) from the erf(x) column.
The Fourier coefficients were determined from (2.10), which reduces, in this 
