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PREFACE 
The present thesis is devoted to the study of variational 
and quasivarlational inequalities. The theory of variational 
inequalities was introduced by G. Fichera and G. Stampacchia, 
independently, in early sixties to study the problems in 
potential theory and mechanics respectively. The theory of 
quasivariatinal inequalities was introduced by A. Bensoussan, M. 
Goursat and J.L. Lions to study the problems arising in decision 
sciences and impulse control, which is a generalization of the 
theory of variational inequalities. 
Variational and quasivarlational inequalities are very 
powerful tools of the current mathematical technology and have 
become a rich source of inspiration for scientists and engineers 
because their diverse forms serve as mathematical models to a 
large number of interesting phenomena occuring in various 
important fields. Though there exists adequate literature on the 
theory of variational and quasivarlational inequalities and their 
applications to different areas, the numerical solutions of 
variational and quasivarlational inequalities in terms of 
nonlinear operators are still unexplored fields. 
The results obtained in the present thesis are 
generalizations of the results contained in the following 
research papers: [9], [15], [24], [47], [49], [54], [59], [67] 
and [69]. To be more precise, Chapter-I is devoted to the basic 
definitions and notations, and to a brief reconnaissance of 
variational and quasivarlational inequalities, which are 
essential for presentation of the subsequent chpaters. Chapter-
II deals with generalized set-valued variational-like 
inequalities where an important existence theorem has been 
IV 
proved. Besides this, this chapter also contains the proofs of 
two important lemmas. In Chapter - III the existence theory of 
general nonlinear variational inequalities has been studied with 
the help of auxiliary principle technique, introduced by 
Glowinski, Lions and Tremolieres. This chapter also consists the 
convergence of approximate solution to the exact solution. 
Chapter - IV deals with GMNQVIP where the projection technique 
introduced by Lions and Stampacchia, has been employed to give 
the existence theory and convergence analysis of the problem, 
besides an iterative scheme for finding the approximate solution 
of the problem. Chapter - V deals with bi-quasivariational 
inequalities with nonlocal frictional term. In this chapter a 
discussion on existence theory and convergence analysis in 
conjection with sensitivity analysis has been undertaken. 
Most of the results of this thesis have been communicated 
for publication into different reputed journals. One paper based 
on Chapter - V has been accepted for publication in the 
Proceedings of International Conference on Vistas in Modern 
Applied Mathematics. 
The thesis comprises five chapters and each chapter is 
subdivided into various sections. The definitions, problems, 
inequalities, iterative algorithms and results in the text have 
been specified with double decimal numbering. The first figure 
denotes chapter, second represents section and third points out 
the number of the definitions, inequality, algorithm, lemma or 
the theorem as the case may be in a particular chapter. For 
example inequality (4.2.1) referes to the first inequality 
appearing in the second section of the fourth chapter. 
In the end a list of references of the consulted literature 
has been given. 
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P R E L I M I N A R I E S 
1.1. INTRODUCTION 
In early sixties, G. Stampacchia [66] and G. Fichera [19] 
initiated and studied the follwing problem. Let H be a real 
Hilbert space with its dual H* whose norm and inner product are 
denoted by ||.|| and <.,.> respectively. The pairing between H 
and H is denoted by (.,.). Let K be a nonempty closed convex 
subset of H. Then the problem of finding u K such that 
(T(u),v-u) > 0 , for all v6K, (1.1.1) 
where T:H >H* is a continuous linear operator, is called 
variational inequality problem and inequality (1.1.1) is called 
variational inequality. A large number of problems arising in 
mechanics, optimization and control, operations research, and 
other branches of mathematical and engineering sciences can be 
written in the form of a model represented by inequality (l.l.l). 
We remark that if T is a linear symmetric positive operator 
then the variational inequality problem is equivalent to find the 
minimum of the convex functional I[v] on K in H, where 
I[v] = 1/2 (T(v),v) (1.1.2) 
It is worthmentioning that a wide class of linear and 
nonlinear problems arising in mathematical and engineering 
sciences can be formulated in terms of functionals of the form 
(1.1.2). In particular, if K=H, the variational inequality 
(1.1.1) is equivalent to the problem of finding u € H such that 
: 2 : 
(T(u),v) = 0, for all v^H, (1.1.3) 
which is the weak formulation of a boundary value problem, where 
T is any differential or integral operator associated with the 
given problem, see Lions [31]. 
Variational inequalities are very powerful tools of the 
current mathematical technology and have become a rich source of 
inspiration for scientist and engineers because their diverse 
form serve as mathematical models to a large number of 
interesting physical phenomena occuring in various important 
fields. 
In a variational inequality problem, the convex set does not 
depend upon its solution. If, it does, then this class of 
variational inequality problem is called guasivariational 
inequality problem, which was initiated and studied by Bensoussan 
Goursat and Lions [5] in 1973, in connection with impulse 
control. 
There are numerous standard text books and monographs 
dealing with the various aspects of variational and 
guasivariational inequalities. See Aubin [3], Bensoussan and 
Lions [6, 7], Baiocchi and Capelo [4], Ciarlet [11], Crank [12], 
Duvaut and Lions [16], Glowinski [21], Glowinski, Lions and 
Tremolieres [20], Kikuchi and Oden [27], Kinderlehrer and 
Stampacchia [28], Mosco [32], Panagiotopoulos [52, 53] etc. and 
the references therein. 
Section 1.2 of this chapter gives a brief survey of 
: 3 : 
variational inequalities while, Section 1.3 is devoted to the 
introduction and survey of quasivariational inequalities. Some 
basic definitions and results are given in Section 1.4. 
1.2. VARIATIONAL INEQUALITIES 
In this section, we give a brief reconnaissance of various 
types of variational inequality problems which are the 
generalizations of variational inequality problem (1.1.1). 
Let H, K, (.,.), <.,.> and ||.|| be the same as in Section 
1.1. Given, nonlinear operators T,A:H >H , f ^ H , a proper 
functional j:H >RU{oO}, a bilinear form a(.,.):HxH >R and an 
appropriate form b(.,.):HxH >R. In 1964, a famous Italian 
mathematician G. Stampacchia introduced and studied the following 
variational inequality problem: 
Problem 1.3.1: Find u £ K such that 
a(u,v-u) > (f,v-u), for all v6K. (1.2.1) 
Many problems in elasticity and fluid mechanics can also be 
expressed in terms of an unknown u representing the displacement 
of a mechanical system satisfying (1.2.1), see [16]. In 1967, 
Lions and Stampacchia [30] proved the following theorem, which is 
one, among the fundamental theorems of this field. 
Theorem 1.2.1: If a(.,.) is a continuous and coercive bilinear 
form on H, then Problem 1.2.1 has a unique solution. 
In many engineering and physical situations, one finds 
problems, when one deformable body may come into contact with 
: t^ : 
another . I t i s well known tha t a mathematical formulation of 
t h e s e problems lead t o t he use of v a r i a t i o n a l i n e q u a l i t i e s . 
Duvaut and Lions [16] o r i g i n a l l y i n t roduced and s t u d i e d the 
following v a r i a t i o n a l inequal i ty problem: 
Problem 1.2.2: Find u£K such t h a t 
a (u ,v-u)+j (v) - j (u) > ( f , v - u ) , for a l l v6.K. (1.2.2) 
The existence of the solution of Problem 1.2.2 has been 
proved by Glowinski, Lions and Tremolieres [20], Noor [38], and 
c 
Necas, Jerusek and Haslinger [34], which charaterizes the 
classical Signorini problem with frictional force. 
The generalization of Problem 1.2.2, which characterizes the 
Signorini problem with nonlocal frictional force, was introduced 
and studied by Oden and Pires [51], and Pires and Oden [54], is 
the following: 
Problem 1.2.3: Find u 6 K such that 
a(u,v-u)+b(u,v)-b{u,u) > (f,v-u), (1.2.3) 
for all v £ K. 
Problem 1.2.3 also characterizes fluid flow through porous 
media. For the existence of the solution of Problem 1.2.3, see 
Demkowicz and Oden [13], Kikuchi and Oden [27], and Noor [37]. 
It is remarkable that if we restrict the dependence of the 
form b(u,v) to its second variable only, i.e., b(u,v)=j(v), tlien 
Problem 1.2.3 is equivalent to the Problem 1.2.2. 
Inspired and motivated by the research work going on in this 
area, Noor [40] generalized the Problem 1.2.3 by considering f to 
be a nonlinear operator A, which is the following: 
Problem 1.2.4: Find u^K such that 
a(u,v-u)+b(u,v)-b(u,u) > (A(u),v-u), (1.2.4) 
for all V e K and A(u) (: H*. 
In 1975, M.A. Noor introduced and studied a new type of 
variational inequality to study a class of mildly nonlinear 
elliptic boundary value problems having constraints, which is the 
following: 
Problem 1.2.5: Find ut K such that 
(T(u),v-u) > (A(u),v-u), (1.2.5) 
for all V €. K. Problem 1.2.5 is the generalization of Problem 
1.2.1. If A(u)=f^H then Problem 1.2.5 reduces to the following 
problem: 
Problem 1.2.6: Find u€K such that 
(T(u),v-u) > (f,v-u), (1.2.6) 
for all v^K, Problem 1.2.6 was introduced and studied by Browder 
[8], and Hartman and Stampacchia [22]. 
It is clear that the variational inequalities (1.2.1)-
(1.2.6) are different generalizatins of the original variational 
inequality (1.1.1). it is natural to consider the unification of 
: 6 : 
these problems and study them in a general framework. Kikuchi and 
Oden [27] has introduced and studied the following such problem: 
Problem 1.2.7: Find u 6 K such that 
(T(u),v-u)+j(v)-j(u) > {f,v-u), (1.2.7) 
for all V 6 K. 
Noor [35] has generalized the Problem 1.2.7 and introduced 
the following problem: 
Problem 1.2.8: Find u^K such that 
(T(u),v-u)+j(v)-j(u) > (A(u),v-u), (1.2.8) 
for all ve K. 
Siddiqi [59] has introduced and studied the following 
problem, which is a generalization of Problem 1.2.8: 
Problem 1.2.9: Find u £ K such that 
(T(u),v-u)+b(u,v)-b(u,u) > (A(u),v-u), (1.2.9) 
for all v^ K. 
In 1992, Kazmi [25] has introduced and studied the following 
problem: 
Problem 1.2.10: Find ugK, x£T(u) and y^ A(u) such that 
<x,v-u>+b(u,V)-b(u,u) > <y,v-u>, (1.2.10) 
for all v£ K, where A, T:H >2^ are set valued operators. 
We remark that the odd order constraint boundary value 
problems can not be studied in the general framework of 
variational inequalities. To, overcome this difficulty Noor [46] 
and Isac [23] separately, introduced and studied the following 
: 7 
problem: 
Problem 1.2.11: Find u£H such that g(u) £K and 
(T(u),g{v)-g(u)) > 0 , (1.2.11) 
.* for all g(v) 6 K, where T:H- — >H and g:H >H are bounded 
operators. Problem 1.2.11 enables us to study the constraint 
boundary value problems of both, odd and even orders. 
In 1990, Noor [43] has generalized the Problem 1.2.11 into 
the following problem: 
Problem 1.2.12: Find u£H such that g(u) i K and 
(T(u),g(v)-g(u))+j(v)-j(u) > 0, (1.2.12) 
for all g(v)^ K, where T and g are same as in Problem 1.2.11. 
Noor [45], and Siddiqi and Ansari [64] introduced and 
studied the following problem: 
Problem 1.2.13: Find u€ H such that g(u)6 K and 
(T(u),g(v)-g(u)) > (A(u),g(v)-g(u)), (1.2.13) 
for all g(v) i K, where g:H >H is a nonlinear operator. 
Noor [47] generalized the Problem 1.2.12 and introduced the 
following problem: 
Problem 1.2.14: Find u€ H such that g(u)e K and 
(T(u),g(v)-g(u))+b(u,v)-b(u,u) > 0, (1.2.14) 
for all g(v)€ K, where T and g are same as in Problem 1.2.11. 
In 1989, Parida, Sahoo and Kumar [56] introduced and studied 
a new type of variational inequality problem in finite 
dimensional spaces, which can be written in the Banach space 
setting as follows. Let <B*,B> be a dual system of finite 
dimensional Banach spaces and K be a nonempty closed convex 
subset of B. Given "*l:KxK >B and T:K >B* as continuous 
mappings. Then they considerd the following problem: 
Problem 1.2.15: Find u£K such that 
(T(u) ,>|,(u,v) ) > 0, for all v^K. (1.2.15) 
This problem is called variational-like inequality problem. 
In 1992, Siddiqi, Kazmi and Ansari [65] introduced and 
studied the following problem: 
Problem 1.2.16: Find ut K such that 
(T(u) ,V|^ (u,v))+j(v)-j(u) > (A(u),\(u,v)), (1.2.16) 
for all v ^  K, where T,A:B >B* are nonlinear maps, >l(.,.) is 
same as defined in Problem 1.2.15 and j:B >R U { oo } is a proper 
functional. 
1.3. QUASIVARIATIONAL INEQUALITIES 
In this section, we give a brief introduction and survey of 
quasivariational inequalities which are the generalizations of 
variational inequalities. 
: 9 : 
Let H, K, (.,.)/ <.,•> and ||.|| be the same as in Section 
1.1. Given a set valued mapping K:u >K(u), which associates a 
nonempty closed convex subset K(u) of H for any element u of H 
and A, a(.,.), b(.,.), f, g, j, and T are the same as in Section 
1.2. Then a typical problem of quasivariational inequality is the 
following: 
Problem 1.3.1: Find utK(u) such that 
a(u,v-u) > (f,v-u), (1.3.1) 
for all V (: K(u) . 
In many important applications, the set K(u) is of the 
following form 
K(u) = m(u)+K, (1.3.2) 
where m:H >H is a single valued mapping, see Bensoussan, 
Goursat and Lions [5], Mosco [32], Bensoussan and Lions [7], and 
Biocchi and Capelo [4]. We remark that if m is zero, then Problem 
1.3.1 is the same as Problem 1.2.1. The solution of Problem 1.3,1 
can be obtained by the iterative methods using the projection 
technique, see Noor [39], Noor and Noor [50],and Glowinski, Lions 
and Tremolieres [20]. 
The corresponding quasivariational inequality problem to 
the Problem 1.2.2 is the following: 
Problem 1.3.2: Find u£K(u) such that 
a(u,v-u)+j(v)-j(u) > (f,v-u), (1.3.3) 
for all V e K(u). 
::I0 : 
In 1990, Siddiqi and Ansari [62] introduced and studied the 
following quasivariational inequality problem: 
Problem 1.3.3: Find u£K(u) such that 
a(u,v-u)+b(u,v)-b(u,u) > (f,v-u), (1.3.4) 
for all V i K(u). Prpblem 1.3.3 is a generalization of Problem 
1.2.3. 
Mosco [32], and Siddiqi and Ansari [63] introduced and 
studied the following problem: 
Problem 1.3.4: Find ue.K(u) such that 
(T(u),v-u) > (A(u),v-u), (1.3.5) 
for all V 6. K(u). Problem 1.3.4 is a generalization of Problem 
1.2.5. 
Noor [42] introduced and studied the following problem: 
Problem 1.3.5: Find u^H such that g(u)€K(u) and 
(T(u),g(v)-g(u)) > 0, (1.3.6) 
for all g(v) € K(u). Problem 1.3.5 is a generalization of Problem 
1.2.11. 
Noor [44], and Siddiqi and Ansari [64] introduced and 
studied the following problem: 
Problem 1.3.6: Find u^H such that g(u)6K(u) and 
(T(u),g(v)-g(u)) > (A(u),g(v)-g(u)), (1.3.7) 
for all g(v) e K(u). Problem 1.3.6 is a generalization of Problem 
11 : 
1.2.13. 
In 1991, Chang and Huang [9] introduced and studied the 
following problem: 
Problem 1.3.7: Find ueK(u) and ytF(u) such that 
<Tu+Ay,v-u> >^  0, (1.3.8) 
for all v€K(u), where T, A:H >H are single valued mappings and 
F:H >2^ is a set valued mapping. If A, F, and T are all 
nonlinear mappings, then Problem 1.3.7 is called the generalized 
strongly nonlinear guasivariational inequality problem. 
In 1992, Kazmi [25] introduced and studied the following 
problem: 
Problem 1.3.8: Find u^H such that g{u)4K(u) and 
(T(u),g(v)-g(u))+j(v)-j(u) > (A(u),g(v)-g(u)), (1.3.9) 
for all g(v)4 K(u). 
In 1993, Ding [15] introduced and studied the following 
problem: 
Problem 1.3.9: Find ueK(u), xeT(u) and yeA(u) such that 
(y-x,u-v) > 0, for all v^K(u), (1.3.10) 
where A, T:H >2^ are set valued mappings. 
1.4.TOOLS OF FUNCTIONAL ANALYSIS 
In this section, we give some definitions and results of 
: 12 : 
functional analysis which will be used in the subsequent 
chapters. Most of the definitions and results are owed from the 
references [4], [20], [58] etcetra. Let H, K, {.,.), <•,•> and 
I I.I I be the same as in Section 1.1. 
Definition 1.4.1: A mapping T:H >H is called: 
(i) <<-strongly monotone, if there exists a constant <>< >0 such 
that 
(Tu-Tv,u-v) >'K||U-V||^, for all u, v€:H; 
(ii) fi>-Lipchitz continuous, if there exists a constant /5 >0 such 
that 
I lTu-Tv| \ < B \ |u-v| I, for all u, v t H. 
Definition 1.4.2: Let C(H) be a family of all nonempty compact 
subsets of H and h(.,.), a Housdorff metric on it. Then, a set 
valued mapping F:H >C(H) is called: 
(i) \-strongly monotone, if there exists a constant 'T. >0 such 
that 
<x-y,u-v> > -^ 1 |u-v| I 2, 
for all x6T(u) and y^T(v); 
(ii) "^-h-Lipschitz continuous, if there exists a constant iJ >0 
such that 
h(F(u),F(v)) < V I |u-v|I, for all u, v^ H; 
(iii) contraction, if (ii) hold with constant 0<"\)<1; 
(iv) nonexpansive, if (ii) hold with constant "^J =1. 
Definition 1.4.3 [67]: A mapping A:H >H* is called ^-stroiigly 
dissipative, if there exists a constant ir<0 such that 
: 13 : 
(Au-Av,u-v) << I |u-v| 1^, for all u,vt H. 
Definition 1.4.4: The bilinear form a(.,.)-'HxH >R is called: 
(i) boundsd or continuous, if there exists a constant ^>0 such 
that 
|a(u,v) I < ? I lu| I I |v| I , for all u, v ^ H; 
(ii) coercive or H-elliptic, if there exists a constant/^ >0 such 
that 
a(u,u) > A | | U | | 2 , for all utH. 
Theorem 1.4.1: Let K be a closed convex subset of a Hilbert space 
H. Then for each z 4 H, there is a unique u^K such that 
I|z-u|I = inf I|z-v||. (1.4.1) 
v6 K 
Definition 1.4.5: The point u satisfying (1.4.1) is called 
projection of z on K, and we write 
u = Pj^Z. (1.4.2) 
Lemma 1.4.1: Let K be a closed convex subset of a Hilbert space 
H. Then u is the projection of z on K, i.e., u=Pj^  z if and only 
if 
<u-z,v-u> > 0, for all v^ K. (1.4.3) 
Lemma 1.4.2: The projection operator Py-, defined by (1.4,2) is 
nonexpansive, i.e. , 
I |Pj^  u-Pj^ v| I < I |u-v| I , for all u, vfeH. (1.4.4) 
Let B be a Banach space with its dual B*. The pairing 
between B* and B is denoted by (.,.). Let K be a nonempty subset 
of B and 2^, a family of all nonempty subsets of B. 
Definition 1.4.6: A mapping A:B >B is called: 
(i) monotonB, if 
(A(u)-A(v),u-v) > 0, for all u, veB; 
(ii) (i-Lipschitz continuous, if there exists a constant (l>0 such 
that 
1 lA(u)-A(v) 1 1 </illu-vll, for all u, v^H. 
Definition 1.4.7: A set valued mapping F:B >B is called upper 
semi-continuous (u.s.c), if {Uj^ } converging to u and {Vj^ } 
converging to v, with {Vj^}^F(u^), implies v6F(u). 
Definition 1.4.8: Let F:B >2^ be a set valued operator. Then a 
point u t B is called a fixed point of F if u^F(u). 
Theorem 1.4.2 [61] (Banach Contraction Principle): Let B be a 
Banach space. Then, a set valued contraction mapping defined on B 
into itself, has a unique fixed point in B. 
Lemma 1.4.3 [17] (Ky. Fan): Let X be an arbitrary set in a 
topological vector space Y and F:X > 2^, a set valued mapping. 
To each x 6 X, let a closed set in Y be given such that the 
following two conditions are satisfied: 
(i) The convex hull of any finite subset {X^,K2, - - • • ,y.^} of X is 
n 
contained in UF(x-)' 
i=l 
(ii) F(x) is compact for atleast one x6K. 
Then f) F(x) + (|). 
x 6 X 
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Theorem 1.4.4 [29] (Kneser's Minimax): Let 
(i) K and L be two convex spaces (e.g. two convex subsets of a 
vector space) over the field of real numbers; 
(ii) f(x,y) be a linear function in x and in y for each x€ K and 
y i L; 
(iii) K be a compact set in a topology in which each function 
f(x,y) for fixed y6 L is upper semi-continuous, then we 
have 
sup inf f ( x , y ) = inf sup f ( x , y ) . 
x e K y t L y ^ L x ^ K 
CHAPTER - II 
GENERALIZED SET-VALUED VARIATIONAL-LIKE 
INEQUALITIES 
2.1. INTRODUCTION 
In recent years variational inequalities have been extended 
and generalized in various directions due to their wide 
applications in the fields of applied sciences. See, [12, 20, 27, 
57]. In 1989, Parida, Sahoo and Kumar [56] developed this theory 
for the existence of a solution of variational-like inequality 
problem and demonstrated the relationship between the 
variational-like inequality problem and some convex mathematical 
programming problems. Various aspects of variational-like 
inequality problems have also been studied by many authors, for 
example, see [1, 25, 43, 65]. 
The aim of this chapter is to introduce and study a new 
generalized variational-like inequality for set-valued operators 
and derive some existence results for it. Section 2.2 deals with 
the introduction of the generalized set-valued variational-like 
inequality problem and a review of some definitions^ while Section 
2.3 consists the proofs of technical lemmas. In Section 2.4, 
Fan's Lemma and Kneser's Minimax theorem are employed to derive 
an existence result for the problem. 
2.2. PRELIMINARIES AND SETTING OF THE PROBLEM 
Let K, B, B , ||.|| and (.,.) be the same as in Section 1.3. 
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Given the operators F:K >2^ and A:B* >B*,and the continuous 
operator "^ :KxK >B. We consider the generalized set-valued 
variational-like inequality problem of finding u (: K, x ^  F(u) such 
that 
(Ax,'>l(u,v)) < 0, for all v^k. (2.2.1) 
Definition 2.2.1: Let K be an arbitrary subset of B, F:K—>2^ 
and A:B—>B . The mapping A is said to be \-monotone with respect 
to F if, for any u, v € K, and x6F(u), y£-F(v) such that 
(Ax-Ay, >l(u,v)) > 0 . 
Condition 2.2.1: Let K be a weakly compact convex subset of B. 
"k "k "k 
Let F:K—>C(B ), where C(B ) denote the family of non empty weak 
* . 
compact subsets of B , be upper semi-continuous and the 
k "k 
continuous operators A:B >B and "*l:KxK—>B are such that 
(i) '^(.,.) is linear in second argument, 
(ii) "^(UjU) = 0 , for all utK, and 
(iii) (Ax,>i(u,u)) = 0, for x£F(u). 
Special Cases : 
(i) If F is a single-valued operator, then inequality (2.2.1.) 
reduces to Problem 1.2.15. 
(ii) If F is single valued operator and •*|(u,v)=u-v, then 
inequality (2.2.1.) reduces to the inequality (1.1.1.). 
(iii) If •V|^ (u,v)=u-v, then inequality (2.2.1.) is equivalent to 
finding u € K, x4F(u) such that 
(Ax,u-v) < 0, for all v^K. (2.2.2.) 
: 18 : 
Variational inequality of the type (2.2.2) was considered 
and studied by Jou and Yao [24]. 
2.3. TECHNICAL RESULTS 
In this section, we prove two lemmas required in the proof 
of the main result of this chapter. Let [a,b] = {ta+(l-t) b: O^t^l} 
"k "k 
for a, b ^  K and C(B ) be the family of weak compact subsets of 
B*. 
Lemma 2.3.1: Let B be a real Banach space, K be a nonempty weakly 
compact convex subset of B, F:K >C(B ), A:B >B and "HrKxK—>B 
Suppose F is upper semi-continuous from line segments in K to 
the weak topology of B and A is Lipschitz continuous. Then for 
fixed v^ K, the set 
D = {u€K: inf (Ax, •*|(u,v)) < 0}f\[a,h] 
x€ F(u) 
is closed, for all a, b£ K. 
Proof : Let {u^} be a sequence in D such that u^ ^ >^o ^  [a/t"]-
For each n, inf (Ax, •*i(u, v) ) <0. Since F(u ) is weak*compact, then 
xeF(Uj^) 
there exists Xj^ 6.F(Uj^ ) such that 
(Ax^, >|(u V)) = inf (Ax, >l(u ,v)) < 0. 
xeF(u„) 
As F is upper semi-continuous in [a,b] and [a,b] is compact, and 
each F(Uj^ ) is weak compact, (J F(u) is also weak compact. 
u€ [a,b] 
Consequently, {Xj^ } has a subnet {x } converging to some x^ CIJ F(u) 
u€[a,b] 
i 19 : 
in weak topology. By the upper semi-continuity of F, we have x^ 
(: F(u ) . Note that since A is lipschitz continuous and {Xe<} is 
bounded, there exists M>0 such that | | Ax^ | | < M for all o^  . 
Using B-Lipschitz continuity of A and continuity of "^^  (• , • ) / we 
observe that 
= 1 (AX^-AXQ, n(Uo'^)) + (Ax^' \(^o^'^)- 1("o'^)) I 
<| |Ax^-Ax„| I I in(Uo.v) I l + l [Ax^l 1 in(u^,v)->l(u^,v) | | 
1 ^^l |Xo,-Xol I I ll(^o'^) I l+M I n(u ,V)-\(UQ,V) I I 
-> 0 . 
Hence, 
(AXO,>|(UQ,V)) = lim (AX ,V|(u V)) < 0. 
Therfore, u^^ D and hence D is closed. 
Lemma 2.3.2: Let B be a real Banach space, K be a non empty 
"k ic "k 
weakly compact convex subset of B, F:K > C(B ), A:B > B , 
""^ .•KxK >B and the Condition 2.2.1 hold. Suppose F is upper 
semi-continuous from line segments in K to the weak topology of 
B and A is Lipschitz continuous. Therefore u £ K, and the 
inequality 
sup (Ay,>]^ (u,v) ) < 0, for all v 6 K 
ye F(v) 
implies that 
inf (Ax,>|(u,v)) < 0, for all v ^  K. 
X 6 F(u) 
Proof: Let v £ K be fixed, and v^= (1-t) u+tv, for t (£ [0,1], then V^ 
(: K for all t ^ [0,1] since K is convex. As v={V^-(1-t) u}/t, we 
: 20 : 
have 
sup (Ay,>|(u,v)) = sup (Ay,>|(u,{Vt-(l-t)u}/t)) 
ytF(v^) yeF(Vt) 
= l/t sup (Ay,>|(u,Vt))-(l-t)/t sup (Ay,>[(u,u)) , 
y^ F(vt) y^ F(v^) 
from which using Condition 2.2.1, we obtain 
t. sup (Ay,Yu,v)) = sup (Ay,>[(u,v^) ) < 0 
Y€ F(vt) y £ F(vt) 
for all t£ [0,1], and, therefore, 
sup (Ay,>\(u,v)) < 0, for all t^ [0,1]. (2.3.1) 
y 6 F(vt) 
Now suppose inf (Ax,''\(u, v) ) £ 0. By lemma 2.3.1., 
X (: F(U) 
E = {u€K:inf (Ax,'>\(u, v) ) >0 }n[v,u] 
x^ F(u) 
is open in [v,u] and contains u. Since v^ >u as t >0, then 
there exists t^ £ (0,1] such that v^ t E for all t ^ (0,tQ). Then 
for any t ^  (0,tQ), we have 
t. inf (Ay,\(u,v)) = inf (Ay,">|(u,v^ ) ) > 0. 
y^F(Vt) yeF(Vt) 
Since t > 0, inf (Ay,>1(u,v)) > 0, for all ti{0,t^), which 
yfeF(v^) 
contradicts (2.3.1) and hence 
inf (Ax,>[(u,v)) < 0, for all v^K. 
X t F(u) 
This proves the result. 
: 21 : 
2.4. EXISTENCE THEORY 
In this section, we state and prove the main result of this 
chapter. 
Theorem 2.4.1: Let B be a real Banach space, K be a nonempty 
weakly compact convex subset of B, F:K >C(B ), A:B — > B and the 
Condition 2.2.1 hold. Suppose F is a upper semi-continuous from 
line segments in K to the weak topology of B , A is \-monotone 
with respect to F and Lipschitz continuous. Then there exists u^ K 
such that 
sup inf (Ax,^(u,v)) < 0. (2.4.1) 
v^ K X ^  F(u) 
If,in addition, F(u) is convex and (Ax,"^ (u,v)) is convex in x for 
fixed vt K, then there exists x£ F(u) such that 
(Ax,^(u,v)) < 0, for all v4 K. (2.4.2). 
Proof: For each v£K, let 
H(v) - { u^K: inf (Ax,>|(u,v)) < 0 } 
X €F(u) 
and 
G(v) = { u6K: sup (Ay,>]^ (u,v) ) < 0 }. 
y d F(v) 
For the sake of clarity, the proof of inequality (2.4.1) is 
divided into the following five short steps. 
Step-1: The convex hull of every finite subset{v,, V2, v } 
n 
in K is contained in the corresponding union U H(v^). 
i=l 
Let u be in the convex hull of {v-., v^i v }. Then 
: 22 : 
n y\ 
u= 21 >iVj^  for some >£>0, l<i<n with ^ >j[=l. Suppose u is not 
i=l i=l 
n 
contained in U H{V^). Then 
i=l 
inf (Ax,>|(u,Vi)) > 0 
X e F(u) 
for all i = 1, 2, ,n. But then 
0 = inf (Ax,'^ (u,u)) 
X £ F(u) 
n 
= inf (Ax,>I(u, Z AiV^)) 
xe.F(u) i=l 
= inf {>i(Ax,\{u,v^))+ +>j^ (Ax,V|(u,Vj^ )) } 
X (: F(u) 
> >i,inf (Ax,>l(u,V3^ ))+ + p^ ^^ inf (Ax,\(u, v^ )^ ) 
xeF(u) xeF(u) 
>0 
n 
which is a contradiction and hence u£ U H(v-). 
i=l 
Step-2: H(v)c G(v) for all v£K. 
L e t u t H ( v ) . By t h e a s s u m p t i o n A i s > | -monotone w i t h r e s p e c t 
t o F . Thus we have 
(Ax-Ay,V|(u,v)) > 0, 
for all u, v^K, x^F(u) and y^F(v), which implies that 
(Ax,l|(u,v)) > (Ay,V|(u,v)). 
Therefore, 
(Ax,>](u,v)) > sup (Ay,>]^ (u,v)) , 
ye F(v) 
for all u, V,^ K, and x e(F(u). Consequently, 
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inf (Ax,>],(u,v)) > sup (Ay,">|(u,v)) , 
x6 F(u) y £-F(v) 
for all u, vtK. As a result, u€:G(v) and hence H(v)cG(v) for 
all v6 K. 
Step-3; n H(v) = fl G(v). 
V6 K V t K 
By S t e p - 2 , n H(v) C n ^ C v ) . The i n c l u s i o n n G { v ) C n H ( v ) 
v t K v ^ K v 6 K vfeK 
follows from Lemma 2.3.2. 
Step-4; H(v)^ is a weakly compact subset of K, for v d K where 
F(v)" denotes the weakly closure of F(v). 
Since K is weakly compact subset of B and H(v) C K for each 
v^K, therefore H(v)" is a weakly compact subset of K. 
Step-5: There exists ut K such that 
sup inf {Ax,'*\(u,v)) < 0. 
V ^  K X tF(u) 
By Step-1, Step-4 and Fan's Lemma 1.4.3, we have nH(v)^4='l' 
v^ K 
Since each G(v) is weakly closed in K, H(v)^CG(v) for all v^K. 
Therefore f) G(v) 4= (|). By Step-3, we then have O H(v) 4= (f) and 
V e K ve K 
hence there exists u ^  K such that 
sup inf (Ax,'>^ (u, v) ) < 0. 
v € K X fe F(u) 
This completes the proof of inequality (2.4.1). 
If, in addition, F(u) is convex and x > (Ax, Vj^ (u, v) ) is 
convex for fixed v e K. Let f be a real valued function on K x 
F(u) , defined by f(v,x) = (Ax,V|(u,v)) for all (v,x)^ K x F(u). 
: 2k : 
Then f is continuous and convex on F(u) and linear on K. By 
Kneser's Minimax Theorem 1.4.4., we have 
inf sup (Ax,'>^ (u, V) ) = sup inf (Ax,>l{u,v)) £ 0. 
x£F(u) veK veK x4F(u) 
•k 
Since F(u) is weak compact, there exists x€F(u) such that 
sup (Ax,>|(u,v)) = inf sup (AXj^ 'jCu,v) ) < 0, 
V 6 K x^ F(u) v t K 
from which the inequality (2.4.2) follows. This proves tne 
result. 
CHAPTER -
GENERAL NONLINEAR VARIATIONAL INEQUALITIES 
3.1 INTRODUCTION 
Variational inequalities have been used to study a wide 
class of linear and nonlinear problems arising in transportation 
and economic equilibrium, fluid flow through porus media, contact 
problems in elasticity, control problems etc. see [12, 20, 27, 
57] and the references therein, for physical and mathematical 
formulations. These have been extended and generalized in 
several directions using new and powerful methods that have led 
to the solutions of basic and fundamental problems thought to be 
inaccessible previously. We note that differential equations of 
odd order can not be studied in the general framework of 
variational inequalities. In 1988, Noor [41] introduced a class 
of variational inequalities which provides a framework for 
studying differential equations of both, odd and even, orders. 
For further research work and application of this class of 
variational inequalities, we refer to Noor [41, 45, 47, 48], 
Siddiqi and Ansari [64], and Kazmi [26]. 
There is already in the literature a substantial number of 
iterative type algorithms including the projection method for 
finding the numerical solutions of variational inequalities, see 
[12, 20, 27, 40, 57] and the references therein. But the side of 
the projection algorithm is quite limited due to the fact that it 
is difficult to find the projection of the space into the convex 
set except in simple cases. Secondly, some classes of 
: 26 : 
variational inequalities, of type (3.2.1.)^ can not be studied by 
means of projection mapping. These facts motivated Glowinski, 
Lions and Tremolieres [20] to develop an alternative technique , 
known as auxiliary principle technique, to study the existence of 
variational inequalities. This technique provides a general 
framework to suggest and analyse an iterative algorithm for 
computing the solutions of variational inequalities. 
In this chapter, we use the technique of Glowinski, 
Lions and Tremolieres [20] to prove an existence result for 
general nonlinear variational inequality problem of which the 
previously known classes are special cases, and also study that 
the approximate solution of this problem strongly converges to 
the exact solution. 
In Section 3.2 of this chapter we review some 
definitions and introduce the general nonlinear variational 
inequality problem (GNVIP), while Section 3.3 is devoted to the 
study of an existence result for it. In Section 3.4 we give a 
general auxiliary problem associated to GNVIP and with the help 
of it, we suggest and analyse an iterative algorithm to compute 
the approximate solution of GNVIP. The approximate solution 
obtained from Section 3.4 strongly converges to the exact 
solution is proved in Section 3.5. 
3.2 PRELIMINARIES AND SETTING OF THE PROBLEM 
Let K, H, (.,.), <.,.> and ||.|| be the same as in Section 
1.1. Given the nonlinear operators A, g, T:H >H and F:H >H a 
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continuous onto operator. We consider the general nonlinear 
variational inequality problem (GNVIP) of finding u ^ H such that 
g(u) d K and 
<Tu,g(v)-g(u)>+b(Fu,v)-b(Fu,u) > <A(u),g(v)-g(u)>, (3.2.1) 
for all g(v) ^  K, where the form b (.,.): HxH >R is non -
differentiable, and satisfies the following properties : 
(i) b(.,.)is linear in the first argument; (3.2.2) 
(ii) b(.,.) is <r - bounded , i.e. there exists a constant^> o 
such that 
|b(u,v)|<^ I|u|I ||v||, for all u, v ^ H; (3.2.3) 
(iii) For all u, v, w^ H 
Ib(u,V)-b(u,w)I < b(u,v-w) and 
b(u,v±w) <j)(u,v)±b(u,w) (3.2.4) 
(iv) b(u,v) is convex in the second argument. (3.2.5) 
We remark that if T and A are linear, g-symmetric and g-
positive operators and b(.,.) satisfy properties (3.2.2)-(3.2.4), 
then GNVIP is equivalent to finding the minimum of the functional 
I[v] on K in H, where 
I[v] = l/2<Tv-A(v),g(v)>+b(Fu,v). (3.2.6) 
We also need the following definition : 
Definition 3.2.1 : An operator A:H >H is called -))-strongly 
dissipative, if there exists a constant V <0 such that 
<Au-Av,tt-w> < "0 ||u-v||2, (3.2.7) 
: 28 : 
for all u, V t H. 
Special Cases : 
(i) If, F:H >H be an identity operator and A(u) = 0, for all 
ufeH, then inequality (3.2.1) is equivalent to the inequality 
(1.2.14). 
(ii) If, g:H >H be an identity operator, then inequality 
(3.2.1) is equivalent to the inequality (1.2.9). 
3.3. EXISTENCE OF SOLUTIONS 
In this section, we use the auxiliary principle technique 
introduced by Glowinski, Lions and Tremoliers [20] to prove the 
existence of a unique solution of GNVIP, which is the main 
motivation of the present section. 
Theorem 3.3.1; Let the operators, T he eK-strongly monotone and 3-
Lipschitz continuous, A be •\>-strongly dissipative and }\-Lipschitz 
continuous, g be >\-strongly monotone and '^-Lipschitz continuous, 
F be A -Lipschitz continuous and let the form b(.,.) satisfy 
properties (3.2.2)-(3.2.4). For f>0, if 
le- VT3/(B2-C^)}| < l/3jr {2O<(^-2C2)/(62-C^)}], fC2<2, 
-(3V/A^) <C< {'^2^^ + 4^^)/^^}, 2C2 <o<<R , C3< 2-C^-PC2, 
Where, C-^= f{l-2g^+^^P,'^) , C2=(/3+>^ ) ^1-2^+%'^) +rM and 
€3= ^l+2eV + ^2j-2) ^  (3.3.1) 
then GNVIP has a solution. 
Proof: For a given u ^  H such that g(u) ^  K, we consider the 
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auxiliary problem of finding w ^  H such that g(w) ^  K satisfying 
the variational inequality 
2<w,v-w>+?b(Fu,V)-Cb(Fu,u) 
> 2<u,v-w>-f<Tu-A(u),g(v)-g(w)>, (3.3.2) 
for all v£ H such that g(v)e K. 
Let ^^,^2 ^® ^^° solutions of problem (3.3.2) related to u-j^ , 
U2 6- H such that g(u-|^ )6 K and g(U2)^ K respectively. In order to 
prove the existence of a unique solution of GNVIP, it is enough 
to show that the mapping u >w has a fixed point in H satisfying 
(3.3.2). In other words, we have to show that for f >0 well 
chosen, 
IIW1-W2II < e||u^-u2lI, 
with 0 <e< 1, where e is independent of u-j^  and U2. Taking v=W2 
(respectively w^) in (3.3.2) related to u, (respectively U2), we 
have 
2<Wj^ ,W2-w-j^ >+ ^b{F\x^,vi2)- f b(Fu-,^ ,w^ ) 
> 2<U3^,W2-w^>- f<TUi-A(U3^) ,g(W2)-g(Wi)>, (3.3.3) 
and 
2<W2,W-,^-W2>+ f b(FU2,W-L)- Pb(FU2,W2) 
> 2<U2,Wj^-W2>- P<TU2-A(U2) ,g(w^)-g(W2)>. (3.3.4) 
Adding inequalities (3.3.3), (3.3.4) and using (3.2.4), we have 
2<W2^-W2 ,w-,-W2> 
< 2<u-j^ -U2,w-L-W2>- f <TUjL-Tu2,g(w^)-g(W2)>+ 
: 30 : 
+ f <A(U3^)-A(U2) ,g(w^)-g(W2)>+Pb(FUj^-Fu2,w-L-W2) 
= <u^-U2- f (TU^-TU2) ,w.j^-W2>+ 
+ f <TUj^-Tu2,w^-W2-(g(W3^)-g(w2)) >+ 
+ <U3^-U2 + ^ (A(U3^)-A(U2) ) ,W-j^-W2>+ 
+ f b(FU-j^-FU2,Wj^-W2) + 
+ f <A(Uj^)-A(u2) ,g(Wj^)-g(W2)-(W3^-W2)>, 
from which using (3.2.2)-(3.2.4), we have 
2||Wi-W2||2 < I|Ui-U2-e(Tu^-TU2)|| IIW1-W2II+ 
+ f(| |Tu^-TU2| 1 + 1 |A(Ui)-A(U2) I I) X 
x| |w^-W2-(g(W;,^)-g(W2)) | | + 
+ ('^ 1 1FU^-FU2|| IIW1-W2II 
+ 1 |Ui-U2 + e(A(U-L)-A(U2)) I I I IW1-W2I I . (3.3.5) 
since, T is c<-strongly monotone and /5-Lipschitz continuous, so 
I |U3^-U2- P(Tu^-TU2) I I 2 
£ I I "1-^2 M ^-2 P <TU3^-TU2 , Ui-Uz^"^ ^^11 TU-L-TU2 I I ^  
< (1-2 e^ +e^(i^) ||Uj^-U2||^; (3.3.6) 
A is -J-strongly dissipative and A-Lipschitz continuous, so 
I |U;L-U2+e(A(u^)-A(U2)) I |2 
1 I 1^1-^2! |^+2e<A(u^)-A(U2) ,U-L-U2>+ 
: 31 : 
2. 
I + e^| |A(U-L)-A(U2) I I 
< (l+2e\)+ f ^ A^) ||U3^-U2||^ ; (3.3.7) 
and g is >|^- strongly monotone and ^ -Lipschitz continuous, so 
I |wi-W2-(g(w^)-g(W2)) I 1^  
< I |w3^ -W2l |^-2<g(W3^)-g(W2) ,W3^ -W2>+ 
+ I|g(Wi)-g(W2)I|2 
<^{l-2\^f) ||Wi-W2||2. (3.3.8) 
Combining (2.3.5)-(2.3.8), and using 6-Lipschitz continuity,/i-
Lipschitz continuity and A-Lipschitz continuity of T, F and A 
respectively, we obtain 
IIW1-W2II 1 Q| hl-^2ll/ (3.3.9) 
where 6=1/2 { •JTl-2 e<K + ^ -^ /i^ ) + f (B+A) 4Tl-2'*[+l^'^) +fv>^ + 
Since e < 1 by condition (3.3.1). Hence, by Banach Contraction 
Principle,the mapping u >w defined by (3.3.2) has a unique 
fixed point, which at the same time, is a unique solution of 
GNVIP. 
3.4 CONVERGENCE ANALYSIS 
In this section, we introduce a general auxiliary problem 
and propose an iterative algorithm for GNVIP. We also prove that 
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the approximate solution obtained from iterative algorithm 
converges to the exact solution of GNVIP. 
Auxiliary Problem 3.4.1 : For some u^ H such that g(u) ^  K, we 
consider the general auxiliary variational inequality problem of 
finding w^ H such that g(w) ^  K and 
2<S(w) ,v-w>+ f b(Fu,V)- f b(Fu,w) 
< 2<S(u),v-w>- f<Tu-A(u),g(v)-g(w)> (3.4.1) 
for all v^ H such that g(v) ^  K, where f is a positive constant 
and S is a nonlinear mapping on H. 
We remark that if w=u, then w£ H such that g(w) 6 K is a 
solution of GNVIP. Based on these observations, we propose and 
analyse the following new iterative algorithm for GNVIP: 
Iterative Algorithm 3.4.1 : 
(i) At n=0, start with some initial data w^. 
(ii) At step n, solve the Auxiliary Problem (3.4.1) with u=Wj^ . 
Let Wj^ -^L denote the solution of (3.4.1) 
(iii) If |i^n+l"^n|l- ^  ^°^ given ^  >0, stop. Otherwise repeat 
(ii) . 
Theorem 3.4.1: Let w^ ^ and w be the solutions of (3.4.1) related 
to Uj^^ H and u e H, such that g(Wj^ ) 6 K and g(w) t K respectively. 
Let the mappings T, A, F and g, and the form b(.,.) be the same 
as in Theorem 3.3.1. If the nonlinear mapping S is k-strongly 
monotone and t- Lipschitz continuous and if 
|e-(=<-C2 C3)/(B2- cl)\ < ./T(°<-C2 C3)2_(B2_C2) (l-C^) } / (B^-C^) , 
: 33 : 
C3>0, fC2<C3, -2-^l>?- < e < ^ ( 0 ^ - 1 ) ^ 2 + 4 , ^ 2 J / ^ 2 ^ 
B ><<> C2 C 3 + / [ ( 5 2 - C ^ ) ( l - c f ) J a n d t 2 ( e ) < C 3 - t 3 ^ ( P ) - e C 2 , 
where 0-^=2 ^ l - 2 k + ^ ^ ) , C2=(/3+^) / / l ' l - 2 ^ + ^ ^ ) +V^, C3=2k-Cj^ , 
ti(f )= Ar("l-2ec<+C^i32) and t2(C)= 'fri+2eV+C2^2 J ^  (3.4.2) 
Then Wj^  strongly converges to w in H. 
Proof: In order to prove the convergence of the approximate 
solution Wj.^  to the exact solution w of (3.4.1), it is enough to 
show that for f >0 well chosen, 
l|Wn-w|| < e|lu^-u||, 
with 0£e<l. Taking v=w (respectively Wj^ ) in (3.4.1) related to u^^ 
(respectively u) , adding the resultant inequalities and using 
(3.2.2)-(3.2.4), we have 
2<S(w^)-S(w) ,Wr,-w> 
< 2<S(Uj^)-S(u) ,Wj^ -w>- C<TUj^-Tu,g(Wj^)-g(w)>+ 
+ Cb(Fu^-Fu,w^-w)+ f <A(Uj^)-A(u) ,g(Wj^ )-g(w)> 
< 2|lS(u^)-S(u)-(u^-u)|| ||Wj^ -w|| + 
+ ||Uj,-u-e(Tu^-Tu)|| Mw„-w|| + 
+ ed |Tu^-Tu| l + l |A(Uj^ )-A(u) 101 |Wj^ -w-
-(g(w^)-g(w)) I l + fv I |FUj^ -Fu| I I lwj^ -w| 1 + 
+ I |u^-U+e(A(Un)-A(u))| I ||Wj^-w||. (3.4.3) 
: 3'f : 
By using the k-strong monotonicity and C-Lipschitz continuity of 
S, and using the same arguments used in the proof of Theorem 
3.3.1 to obtain (3.3.6)-(3.3.9), we have 
I |Wn-w| I 1 e| |Uj,-u| I, 
where e = {2 4T^-2k+i.^) + -fri-2fo<+ f^B^) + ^ iR+^) ^l-2>[+%^) + 
+ Pr/i + /rTl+2 6V'+f^A^) }/ 2k. 
Since e<l under the condition (3.4.2). Hence the approximate 
solution w^ strongly converges to the exact solution w. 
We remark that Theorem 3.4.1 includes as special cases, the 
results of Chang and Huang [10], Noor [45, 48], Siddigi and 
Ansari [64], and Kazmi [26], 
3.5. APPROXIMATION SCHEME AND GENERAL ERROR ESTIMATE 
In this section, we establish a general error estimate for 
finite element approximation of the variational inequalities of 
type (3.2.1). 
In order to derive the error estimate for the approximate 
solutions of variational inequalities of type (3.2.1), we 
consider its approximate form. Thus, let Sj^  be a finite 
dimensional subspace of H and K^, a closed convex subset of Sj^ . 
Then, the approximate problem corresponding to problem (3.2.1) is 
that of finding Uj^  ^  S^ such that g(Uj^ ) ^  Kj^  and 
<TUj^, g (v^)-g (u^ \>+b (Fuj^, Vj^ )-b (Fuj^ , Uj^ ) 
> <A(Uj^) ,g(vj^)-g(uj^)>, for all g(v^)£ K. (3.5.1) 
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Next we assume that there exists a Hilbert space U which is 
•ff 
densely and continuously embedded in the dual space H . It is 
then possible to identify H with a subspace of U , i.e., dense m 
U by a continuous injection. 
With these hypotheses and preliminaries established, we can 
arrive at the following general error estimate. 
Theorem 3.5.1: Let u and u^ be the solutions of (3.2.1) and 
(3.5.1) respectively. Let the mappings A, T, F and g be the same 
as in Theorem 3.3.1. If the form b(.,.) satisfy the properties 
(3.2.2)-(3.2.5) and Tu-A(u)t U, then there exists a constant O O 
such that 
(i) For K^)6K, 
I l^-"hl I 1 C[ I lu-u^l 1 + 1 |v-ui,| l + l |Vh-v| 1 + 
+ (||A(u)-Tul Ju ||u-Vj^||u*)^/^ + 
+ (||A(Uj^ )-Tuj^ ||u Muh-v||u*)^/^ + 
4 - { | | F u | | ( M u ^ - v | | + | | u - V j ^ | | } l / 2 ] . ( 3 . 5 . 2 ) 
( i i ) For Kj^CK, 
l l " - % l l l C { | | u - V j ^ | | + ( | | A ( U j ^ ) | | u \\u-v^\\^*)^/^+ 
+ ( | |Fui M | u - v j ^ | 1 ) 1 / 2 } . ( 3 . 5 . 3 ) 
Here ||•||^ and ||.||y* denotes the norms of Hilbert space U and 
its dual U , respectively. 
Proof: (i) K^^ K. Since u and u^ are solutions of (3.2.1) and 
: 36 : 
(3.5.1) respectively, then adding (3.2.1) and (3.5.1), we have 
for g(v)e K and g(Vj^ ) e K^, 
<Tu,g(u)>+<TUj^,g(u^)> 
< <Tu,g(v)>+<TUj^,g(Vj^)>+<A(u) ,g(u)-g(v)>+ 
+ <A(u^) ,g(u^)-g(Vj^)>+b(Fu,v)-b(Fu,u) + 
+ b(Fu^,v^)-b(FUj^,Uj^) . 
Subtracting <Tu,g(u^)>+<Tu^,g(u)> from both sides, using (3.2.2) 
-(3.2.5) and rearranging terms, we get 
<Tu-TUj^,g(u)-g(Uj^)> 
< <Tu-Tuj^, g (V) -g (u^) >+<Tu-Tuj^, g (v^ )^ -g(u) >+ 
+ <A(u)-A(u^) ,g(Vj^)-g(v)>+<A(u)-Tu,g(u)-g(v^)>+ 
+ <A(uj^)-Tuj^,g(Uj^)-g(v)>+b(Fu-FUj^,u-Uj^) + 
+ b(Fu,u^-v)+b(FUj^,u-Vj^) . (3.5.4) 
Since Tu-A(u) £ U and A, T, g and the form b(.,.) are B-Lipschitz 
continuous, A-Lipschitz continuous, "^-Lipschitz continuous and v-
bounded respectively. Then, we have 
<Tu-TUj^,g(u)-g(Uj^)> 
< ^} l | u - U h l | | | v - U h | | + R^ | | u - U h | | | | v i ^ - u | | + 
+ ^ H | u - U j ^ l M | V h - v | | + f | | A ( u ) - T u | | u | | u - V h M u * + 
H\ |A(Uj^)-TUj^| lu l | u j , - v | lu* + r {| |Fu-FUj^| | | | u-Uj^ | | 
: 37 : 
+ ||Fu||||Uj^-v|| + ||FUh||||u-Vh||}. (3.5.5) 
Also, vi -strong monotonicity and B-Lipschitz continuity of T and 
>^ -strong monotonicity and ^-Lipschitz continuity of g imply 
<Tu-Tu^,g(v)-g(u^)> 
= <Tu-Tuj^,u-Uj^>-<Tu-Tuj^,u-uj^- (g (u) -g (Uj^ )) > 
> oCih-^hl l^ -l |Tu-Tuj^| I I |u-Uj^-(g(u)-g(Uh)) I | 
= M I |u-Uj^| |2, (3.5.6) 
where n={<-(h ^l-2\+\^) } >0, for 0<l< >f{oi^-R^ (l-2\) } / B. 
Combining (3.5.5), (3.5.6) and using/i-Lipschitz continuity of F, 
we obtain 
M l|u-Uhl|2 < B f ||u-uj^||||v-uj^||+ R^ ||u-Uj^||||Vh-u|| + 
+ /^ l^ lu-u^M I |vj^ -v| 1 + -^  I |A(u)-Tu| lu X 
x| lu-v^l lu* +f I |A(Uj^)-TUj,| lul |uj,-v| lu* + 
+ r { /« I | u - u ^ | |2+j | F u | I (I | U h - v | l + l l u - v ^ l I ) + 
+ A | | U - U ^ | 1 | | u - V j ^ | | } . , . - . - • - - ^ ( 3 . 5 . 7 ) 
S i n c e t h e i n e q u a l i t y 
a b < t a 2 + ( l / 4 e ) b 2 
T^550 h o l d s f o r p o s i t i v e a , b a n d t > 0 , we have 
' i M h - ^ h l l l | v - " h l l 1 ^ / 6 I | u -u j^ | |2+ 3 B 2 ^ 2 / 2 M | | V-UJ^ | | 2 , 
' ^ ^ I h - ^ M l | V h - u M < M/6 ( | u - u ^ | | 2 + 3 B 2 ^ 2 / 2 M ( | V ^ - U ( | 2 , 
: 38 
^ A l l u - u ^ l l M v j ^ - v | | < M/6 | |u-Uj^| |-^4- 3^'^A^/2M l l v ^ - v l l 
and T A | | u - U j ^ | | | | u - v ^ ( | < M/6 | | u - U j ^ | r + 3^'^/(^/2M | | u - V j ^ | | 
T h u s , from ( 3 . 5 . 7 ) and t h e above i n e q u a l i t i e s , we h a v e , f o r M>3/^r 
2 , 2 ^ 2,, 2 l l ' J - " h l l - ^if^l,+<^/^ )/2M (M-3>iq-) 
,2r2 + 9B'^^'^/2M (M-3A^) l |v-U|^ 
. 2 i 2 + 9%'^^'^/2M (M-3/ iT) | | V j - v 
+ 3^/iM-3ykT) I |A(U)-TU| lu 
+ 3?/(M-3,^T-) I |A(Uj^)-TUh| 
+ 3T/{M-3y(/7-) I |FU| I (I |Uj^-vl l + l |u-Vj^| I ) . (3 .5 .8 ) 
u - V h l l ' + 
\ ' -
l^ + 
"-^hl lu* + 
u l l ^ h - ^ l l u * + 
H e n c e , t h e e s t i m a t e ( 3 . 5 . 2 ) f o l l o w s f rom t h e f a c t t h a t f o r 
p o s i t i v e a , b , c , d and e , a n d a < b+c+d+e i m p l i e s t h a t 
-^ a < rTE +-fc +-ld +f[e . 
( i i ) Kj^CK. S e t t i n g v=u^ i n ( 3 . 5 . 4 ) , we have 
< T u - T u ^ , g ( u ) - g ( u ^ ) > 
< <Tu-Tu^ ,g (v^) -g (u )>+<A(u) -A(Uj^ ) , g ( v ^ ) - g ( u ^ ) >+ 
+<A(u)-Tu,g(u) -g(Vv-)>+b(Fu-Fu^,u-Uv, )+b(Fuv- ,u-Vy, ) h ' " "h^ * h ' " ^hJ 
< <Tu-Tuj^ ,g(Vj^)-g(u)>+<A(u)-A(u^) , g ( u ) - g (u^) >+ 
+<A(u)-A(uj^) ,g(u^)-g(u)>+<A(u)-Tu,g(u)-g(Vj^)> + 
+ b ( F u - F U f . , u - U f ^ ) + b ( F U f - , u - U h ) h ' ( 3 . 5 . 9 ) 
: 39 : 
Also , V - s t r o n g d i s s i p a t i v e n e s s and A - L i p s c h i t z c o n t i n u i t y of A, 
and ^ - s t r o n g monoton ic i ty and ^ - L i p s c h i t z c o n t i n u i t y of g imply 
<A(u)-A(Uj^) ,g(u)-g(uj^)> 
= <A(u)-A(Uj^) ,u-Uj^>+<A(u)-A(Uj^) ,g(u)-g(Uj^)-(u-Uj^)> 
= M l^ |U-U^| I 2, (3 .5 .10) 
Where M ' = {^ +^ ^1-2^1 + %^) } > 0 . 
Now, applying the same technique as we have applied to obtain 
(3.5.8)^M > M^+/i^ , we have 
l|u-uj^ ll 1 (ft^ +^^+rA)/{^-K-Mr) ||u-Vj^|| + 
+ {2^/(M-M-^n ||A(U)-Tu| lul |u-v^| lu* }l/2 + 
+ {2^/(M-M-/iv-) I |Fu| I I |u-Vj^| |}l/2, 
which is the required estimate (3.5.3). 
We also note that Theorem 3.5.1 includes, as special cases, 
the results of Oden and Pires [50], Pires and Oden [53], and Noor 
[40]. 
CHAPTER - IV 
GENERALIZED MIXED NONLINEAR QUASIVARIATIONAL 
INEQUALITIES 
4.1. INTRODUCTION 
The theory of variational and quasivariational inequalities 
has been found very useful in many fields of mathematical and 
engineering sciences including economics, management sciences, 
transportation equilibrium, etc. The theory as well as the 
applications of the variational and quasivariational inequality 
problems have been well documented in the literature, see [4, 6, 
7, 14, 20, 28, 32]. In recent years, various extensions and 
generalizations of these two problems have been proposed and 
analysed. 
In this chapter, using projection technique, initiated by 
Lions and Stampacchia [30] and developed by Ding [15], we prove 
an existence result and suggest an iterative scheme for finding 
the approximate solution of a new quasivariational inequality 
problem. Section 4.2 of this chapter deals with the setting of 
the problem besides^technical lemma, while the existence theory 
is discussed in Section 4.3. Section 4.4 is devoted to the study 
of convergence analysis of the problem. 
4.2. SETTING OF THE PROBLEM AND TECHNICAL RESULT 
Let K, H, (.,.), <.,.>,and |(.(| be the same as in section 
1.1. given the set valued mappings T, A:H > C(H), where C(H) 
denotes the family of all nonempty compact subsets of H. We 
*l : 
consider the generalized mixed nonlinear quasivariational 
inequality problem (GMNQVIP) of finding u ^ K(u), x^T(u) and y 
^ A(u) such that 
<x,v-u>+b(u,V)-b(u,u) > <y,v-u>, (4.2.1) 
for all V ^ K(u), where K(u) is defined by (1.3.2) and the 
nonlinear form b(.,.) satisfy properties (3 . 2 . 2) -(3 . 2 . 4) . 
Special Cases: 
(i) If , A, T : H >C(H) are single-valued mappings, then 
inequality (4.2.1) is equivalent to the inequality (1.2.9). 
(ii) If , K(u) = K, i.e., m(u)=0 for all u ^  H, then inequality 
(4.2.1) is equivalent to the inequality (1.2.10), 
(iii) If , b(.,.)=0, then inequalilty (4.2.1) is equivalent to 
the inequality(1.3.10). 
We need the following technical lemma to develop the 
existence theory and study the convergence analysis of GMNQVIP. 
Lemma 4.2.1: Let K(u) be defined by (1.3.2). Then ufcK(u),x£T(u) 
and y^ A (u) form a solution of GMNQVIP if and only if for f >0 
well chosen, the set valued mapping 0:H >C(H) has a fixed 
point, where 0 defined by 
0(u) = U U {m(u)+Pj^[F(u)-m(u) ]}, (4.2.2) 
X £ T(u) ye A(u) 
Pj^  is the projection of H onto K and F:H >H is a single valued 
mapping defined by, for every xtT(u) and y6A(u) 
<F(u),v> = <u,v>-f<x-y,v>- fb(u,v), (4.2.3) 
: it2 : 
for all v^ H. 
Proof: Let u^iH, x£T(u) and y ^  A(u) form a solution of GMNQVIP, 
i.e., we have u6K(u), x^T(u) and y^A(u) such that 
<x, v-u>+b(u, V)-b(u,u) >; <y,v-u>, 
for all v£ K and hence for given f >0, 
<x, v-u>-{<u, v-u>-f<x-y, v-u>-f b(u, v-u) >^  0. 
Now by (4.2.3) we obtain 
<u,v-u>-<F(u),v-u> > 0, for all v^ K 
°^ " = PK(U)[F(U)] 
= ni(u)+Pj^ [F(u)-m(u) ] 
^U U {m(u)-Pj^ [F(u)-in(u)]} = 0(u), 
x€ T(u) ye A(u) 
that is, u is a fixed point of 0. 
conversely, we suppose that u is a fixed point of 0. Then there 
exist xeT(u) and y£.A(u) such that 
u = in(u)+Pj^ [F(u)-in(u)] 
= PK[F(U)], 
which implies that u£K(u) and by Lemma 1.4.3, we have 
<u,v-u> > <F(u) , v-u);^, for all v^K(u). 
Using (3.2.4) and (4.2.3), we obtain 
<u,v-u? > <u,v-u>-f<x-y,v-u>-fb(u,v-u) 
: it3 : 
> <u,v-u)-f(x-y,v-u)-Cb(u,v)+6b(u,u), 
for all veK(u). Since f>0, we have 
<x,v-u>+b(u,V)-b(u,u) > <y,v-u> 
for all V ^  K(u) , i.e. , u ^  K(u) , x e T(u) and y e A(u) form a 
solution of GMNQVIP. 
We remark that the fixed point formulation of the GMNQVIP is 
very useful in approximation and numerical analysis of GMNQVIP. 
One of the consequence of this formulation is that we can obtain 
an approximate solution of GMNQVIP by an iterative algorithm. 
4.3. EXISTENCE THEORY 
In this section, we discuss the existence of a solution of 
GMNQVIP with the help of fixed point theory. 
Theorem 4.3.1: Let K(u) be defined by (1.3.2), the set valued 
mappings, T be oi - strongly monotone and B - h- Lipschitz 
continuous, A be v»-h-Lipschitz continuous, the single valued 
mapping m:H >H be >[-Lipschitz continuous and the nonlinear form 
b(.,.) satisfy properties (3.2.2)-(3.2.4). For C >0 well chosen, 
if 
0 <e<{ 2(o<-(V + T))}/{B^ -(-xJ +T)^}, V+r<o^< 6 
and yi< {1- sf(i-2 e<+ e^li^) +f{V+T)}/2 , (4.3.1) 
then GMNQVIP has a solution. 
Proof: In order to prove this theorem, it is enough to show that 
the set valued mapping 0, defined by (4.2.2), has a fixed 
point. For u^,U2^H, let ae.<Z>{u^) and bG0(U2), then 
a = m(u^)+ Pj^ [ F(U3^ )-m(U3^ ) ] , 
: ^* : 
b = ra(U2)+ Pj^ [ F(U2)-in(U2)]. 
Now, using (1.4.4), we obtain 
l|a-b|| < 2] |ni(U3^)-in(U2) I 1+1 |F(U3^)-F(U2) I |. (4.3.2) 
Next, we estimate, for v C H , 
<F{ii^)-F(ii2) ,v> 
^ <'^1""2 ' ^ ) "^*^^1"^2 ' ^ >"^<yi~y2 ' v>-^b (U3^-U2 , V) 
= <Uj^-U2-f(X3^-X2) ,v>+^<yj^-y2,v>-^b(u-i^-U2,v) 
< {| lu-^-u^-^ix-^-x^) I l+ei |yi-y2i 1 + 
+ C T | | u ^ - U 2 | | } i | v i I . 4 . 3 . 3 ) 
s i n c e T i s o t - s t r o n g l y monotone and f i - h - L i p s c h i t z c o n t i n u o u s , so 
I |u3^-U2-C(Xi-X2| 1^ 
- I IU-L-U2I \^-2^<x^-X2,n^-U2>+i^\ |X3^-X2| |^ 
< I | u ^ - U 2 | \^-2e<x^-X2,n^-n2>+<l^h^ {T(Uj^) ,T(U2)) 
< ( l - 2 e ^ + ^ ^ B^)\\n^-U2\\^, ( 4 . 3 . 4 ) 
where h(.,.) is Hausdorff metric on C(H). 
Combining (4.3.3), (4.3.4) and using -^-h-Lipschitz continuity of 
A, we obtain 
<F(U3^)-F(U2) ,v> 
^ { 4X1-2 ^K + <^^ 5^) + e ^ + e ^ } | | u ^ - U 2 | | | | v | | . 
; ^ 5 : 
Since, ||F(u^)-F(U2)|| = sup {<F(u.)-F(Uj),v>}/\\v\\, we have 
veH 
I |F(U3^)-F(U2)|| 
< {4ri-2^'(.+ <l^B^) +e^+C^} ||U3^-U2||. (4.3.5) 
Combining (4.3.2), (4.3.5) and using \-Lipschitz continuity of m, 
we obtain 
I|a-b|I < e||u^-U2|I, (4.3.6) 
where e = 2 v| + ^^ ('l-2 6«>< +?^ i^ )^ + f ( v + T ) • 
Since 0<9<1 by condition (4.3.1), 0 is a contraction mapping, 
and hence by Theorem 1.4.2 0 has a fixed point. Thus by Lemma 
4.2.1, GMNQVIP has a solution. This completes the proof. 
4.4. CONVERGENCE ANALYSIS 
In this section, we suggest a unified and general iterative 
algorithm for computing the approximate solution of the GMNQVIP 
and discuss its convergence criteria. 
Iterative Algorithm 4.4.1 : Given u^ £ H, compute u^^^ by the 
iterative scheme. 
Un+i= (1-Pn^'^n+ Pn {"^ ("n) "^ K^f ^ ("n^  ""^  (%) ^ > ' 
where <F(Uj^) , v> 
= <Uj^,v>- C<Xj^-yj^,v>-e b(u^,v) 
for all v ^ H and for some ^> 0, 
: ^ 6 : 
Now we are in a position to prove the convegence result, 
which is the following : 
Theorem 4.4.1 : Let A, T, m, K(u) and b(.,.) be the same as in 
Theorem 4.3.1. If u^K(u), x^T(u) and y 6 A(u) form a solution of 
GMNQVIP and the series ^ Pj^  generated by Iterative Algorithm 
4.4.1 is divergent. Then for condition (4.3.1), the sequences 
{Uj^ },{Xj^ } and {y^} generated by Iterative Algorithm 4.4.1 
strongly converges to u, x, and y respectively. 
Proof : Since u 9 K(u) , x ^ T(u) and y £A(u) form a solution of 
GMNQVIP, then by Lemma 4.2.1, we have u 6 K(u), x t T(u) and y 
(z A(u) such that 
u = m(u)+ Pj^  [F(u)-m(u)]. (4.4.1) 
By Iterative Algorithm 4.4.1 and the fact that Pj^  is 
nonexpansive, we have 
||u„^l-u|l = I I (l-pj^ )u„+ pj^  {m(u^)+ PK[F(u„)-m(u„)]}-u| I 
= I I (1-Pn) (Uj^ -u)+p^ {m(u^ )+PK[F(Uj^ )-m(Uj^ ) ]}-Pj^ u| | 
= I I (1-Pn) (Uj^ -u)+Pj^ {m(UrJ+Pj^ [F(Uj^ )-m(u^ ) ]-
-m(u)-Pj^[F(u)-m(u)]} 
< (1-Pn)Ilu^-u|1+2 p^l|m(u„)-m(u)11+ 
+ p„| |F(Uj^ )-F(u) 1 |. (4.4.2) 
Combining (4.3.5), (4.4.2) and using ''l^ -Lipschitz continuity of m, 
: 1^7 : 
we have 
l^n+i-^ll 1 (l-Pn)||u^-u||+2p„^||Uj^-u||+p„{ ^l--2ec^+e2B2) + 
where e = 2 >\ + NfTi-Z^ oi+Q^ ft^ ) +^('0 + ' T ) . Since 6 < 1 by condition 
(4.3.1) and hence 
I l"n+l-^l I 1 (1-Pn) M^n-ul |+e p^l |u^-u| | 
= (l-(l-e)p„) I I n^-xx\ I 
n 
< Tf (i-(i-e)p.)| |uj^-u||. 
j=o 
Since "^ Pj^  diverges and 0<l-e<l, we have 
n=0 
1/ (i-(i-e)p.) = 0. 
i=o -^  
Thus {Uj^ } strongly converges to u. 
Now, since x^ ^ ^  T(Uj^ ) ^  C(H) , x^T(u)^C(H) and T is /3-h-Lipschitz 
continuous, then by using the facts given by Nadler [33], we have 
l|Xj^-x|| < h(T(Uj^),T(u)) <fi||u^-u||. 
This implies that {Xj^ } strongly converges to x as n >oO.Using 
similar arguments, we can easily show that {y^} also strongly 
converges to y as n—> cxJ . This completes the proof. 
We remark that the Theorem 4.4.1 includes the results of 
Ding [15], Fang and Peterson [18], Noor [36], Siddiqi and Ansari 
[63] and Siddiqi, Kazmi and Ansari [65]. 
CHAPTER - V 
BI-QUASIVARIATIONAL INEQUALITIES WITH NONLOCAL 
FRICTIONAL TERM 
5.1: INTRODUCTION 
The general problem of equilibrium of elastic bodies in 
contact with rigid foundation, on which frictional forces are 
developed, is one of the most difficult problem in solid 
mechanics. The complete study of the boundary value problem 
arising in the formulation of Signorini problem with friction is 
an interesting problem, both in mechanics and mathematical point 
of view. In 1981, Oden and Pires [51] have shown that the 
Signorini problem with nonlocal frictional term in 
elastostatics can be characterized by a class of variational 
inequality problem. 
In this chapter, using projection technique, initiated by 
Lions and Stampacchia [30] and developed by Chang and Huang [9], 
we prove the existence of solutions for a new class of 
quasivariational inequalities involving set valued mapping with 
nonlocal frictional term, which includes the corresponding 
results of various classes of variational and quasivariational 
inequalities, introduced by Oden and Pires [51], Noor [37, 39] 
and Fang and Peterson [18]. 
In Section 5.2 of this chapter, description about the 
formulation of the problem besides technical result and iterative 
algorithm is given while, the existence result and convergence of 
sequences generated in Section 5.2 are discussed in Section 5.3. 
: it9 
Section 5.4 is devoted to the study of sensitivity analysis of 
the problem. 
5.2: SETTING OF THE PROBLEM, TECHNICAL RESULT AND ITERATIVE 
ALGORITHM 
Let H, K, (.,.), <,.,> and ||.|| be the same as in Section 
1.1. Given the nonlinear mappings, T, A,H >H, m:H —>H, and F: 
H >(CH), where C(H) denotes the family of all nonempty compact 
subsets of H and a nonlinear form b(,.,):HxH >R satisfying 
properties (3.2.2) - 3.2.4), which also represents a nonlocal 
frictional term in many physical situations. We consider the bi-
quasivariational inequality problem with nonlocal frictional term 
(BQVIPF) of finding u£K(u), and x €. F(u) such that 
<Tx,v-u>+b(u,v)-b(u,u) ><A(u),v-u)> (5.2.1) 
for all v6K(u), where K(u) is defined by (1.3.2). 
Special Cases: 
(i) If, T:H >H and F:H >C(H) are identity and signle valued 
operators respectively, and K(u)=K, for all u 6 H. Then 
inequality (5.2.1) is equivalent to the Problem 1.2.9. 
(ii) If, b(.,.) = 0, then inequality (5.2.1) is equivalent to 
Problem 1.3.7. 
We need the following technical lemma to study the 
existence and convergence of BQVIPF. 
: 50 : 
Lenuna 5.2.1: Let K(u) be defined by (1.3.2), then u6K(u) and 
x^F(u) satisfy the relation 
u = ni(u)+Pj^[0(u)-in(u) ] , (5.2.2) 
where 0:H >H is a single valued mapping, defined by, for every 
v6 H, 
<0(u),v) = <u,v>- f <Tx-A(u),v)>-C b(u,v) , (5.2.3) 
for every x^F(u), where ^ > 0 is a constant. 
Proof : Let u6K(u) and x e F(u) form a solution of BQVIPF, i.e., 
we have u6K(u) and x£F(u) such that 
<Tx-A(u) , v-u>-f-b(u, v-u) > 0, for all v6K(u) 
or <u-n\(u)-(u-in(u)- C (Tx-A(u) ) ,v-u>+ ^ b(u,v-u)> > 0 
for all v^K(u) and ^>0, 
or <u-ni(u) - (0(u)-ni(u)) , v-u> > 0, for all v£K(u). 
Thus by Lemma 1.4.3, we have 
u = m(u)+Pj^[0(u)-m(u) ] . 
Conversely, if u£K(u) and x^F(u) satisfy (5.2.2) then by Lemma 
1.4.3, we have 
<u-m(u)-(0(u)-m(u)), v-m(u)-u+m(u)> > 0 , 
for all v6 K(u) , 
or <u,v-u> > <0(u),v-u>, for all v6K(u), 
from which using (3.2.4) and (5.2.3), we obtain 
: 51 : 
<u,v-u> > <u,v-u>- C<Tx-A(u),v-u>- fb(u,v-u) 
> <u, v-u>- ^ <Tx-A(u) , v-u>- ^b(u,v) + Cb(u,u), 
for all v^K(u), which implies that 
<Tx, v-u>+b(u,v)-b(u,u) >^  <A(u),v-u>, for all v 6 K, 
i.e., ueK(u) and x^F(u) form a solution of BQVIPF. 
On the basis of Lemma 5.2.1, we suggest the following new 
unified iterative algorithm for BQVIPF. 
Iterative Algorithm 5.2.1: Let K be a closed convex subset of H, 
For any given u^t K, take x^ fe F(XQ) and 
u^= in(UQ)+Pj^[0(UQ)-m(UQ)]. 
Since X Q ^ F{XQ) ^ C ( H ) , by Nadler [33], there exists an x^d. Fixi-^) 
such that 
I l>^o-^ll I 1 h(F(Uo),F(Ui)). 
Let U2 = in(u^)+Pj^[0(u^)-m(u^)]. 
By iteration, we can obtain two sequences {u^ }^ and {x^ }^ such that 
XneF(u„), I |x^-x„_i| I < h(F(u^),F(Uj^_l)), (5.2.4a) 
"n+1 = "i(Un)+PKt0("n)~^("nn' (5.2.4b) 
n = o, 1, 2, 3, 
: 52 : 
5.3. EXISTENCE AND CONVERGENCE 
In this section, we prove a theorem which consists the 
existence of a solution of BQVIPF and the convergence analysis 
of sequences generated by Iterative Algorithm 5.2.1. 
Theorem 5.3.1: Let K(u) be defined by (1.3.2). The single valued 
mappings, T be o(.-strongly monotone and 3-Lipschitz continuous, A 
be X-Lipschitz continuous and m be "^-Lipschitz continuous, the 
set valued mapping F be 1^ -strongly monotone and M - h-Lipschitz 
continuous, and the nonlinear form b(.,.) satisfy (3.2.2)-(3.2.4) 
. If for C > 0 well chosen, 
0 < ^  < 2(^-C)/(/f2-c2) , e < 1/C, P><-^ <JU , 
\< {l-/"^[Tl-2 e^+ P^yW^) +Cc}/2, P.>^2oi-l)^ 
where C =/W>[7l-2°<+ B^) + A + T . (5.3.1) 
Then there exists u 6 K(u) and x €. F(u) which form a solution of 
BQVIPF and u^ >u and x^ >x as n > oo , where {u^ } and {x^} 
are the sequences, generated by the Iterative Algorithm 5.2.1. 
Proof: From Lemma 1.4.2 and Iterative Algorithm 5.2.1, we have 
IWn+i-^nll = 1 |In(u„)+PK[0(u„)-m(u„)]-m(u„_l)-
-PK[0(^n-l)-"'(%-l)]|l 
< 2| |m(u^)-m(Uj^_3^) I ( + 1 |0(Uj^)-0(u^_l) I I . (5.3.2) 
Next, for v€rH, we compute, by using (5.2.3), 
: 53 : 
<0(Uj^ )-0(Uj^ _-^ ) ,V> 
=<"n~^n-l'^^" ^<TXj^-TXj^_^-(A(Uj^)-A(u^_3^)) ,v>-
=<"n-"n-l-f (^n-^n-l) ' v>-f<TXn-Tx^_l-(Xj^-x„_3^) , v> 
+ e<A(Uj^)-A(Uj^_3^) ,v>- eb(Uj^-u^_3^,v) 
or |<0(UJ^)-0(UJ^_-L) ,v>l 
1{ I l^n-^n-l-^(>^n-^n-l) I l+^ l I TXp-Tx^-i" O^n'^n-l) I I 
+ e| |A(u^)-A(Uj^_^) i l + fT I (Uj,-u^_i( ( } I (v( I . (5.3.3) 
Since F is f-strongly monotone and/f-h-Lipschitz continuous, so 
M^n-"n-l-^(^n-^n-l)ll^ 
< ( i -2e^+e^ /^^ ) 11%-Un-i l l^ ' (5.3.4) 
where we have used (5.2.4a). 
Again, since T is o<-strongly monotone and 6-Lipschitz continuous, 
and F is/<-h-Lipschitz continuous, so 
||TX„-TX„_-L-(X„-X„_-L)||2 
= ||Tx^-Tx„_J|2-2 <Tx„-Tx^_i,x„-Xj,_i>+ 
+ 11 >^n->^n-lM' 
: 5^^ : 
< (l-2o<+ B2J |(X„-X^_J|2. 
By condition (5.3.1), the quantity (l-2<a^ + 13^ ) > 0. Hence 
</^2(i_2^+ ft2j I |u^-Uj^_^| |2^ (5.3.5) 
Combining (5.3.3), (5,3.4) and (5.3.5), and using the A-Lipschitz 
continuity of A, we obtain 
|<0(U^)-0(U^_;^),V>| 
< {t(Tl-2 Z^+i^M'^) + f (/',/ri-2o^  + fi^) +A+'r)}x 
^ M u n - u n - i l l l | v | | . 
S i n c e , 
\\0(u^)-0{u^_^)\\ 
= s u p { | < 0 ( U j ^ ) - 0 ( U j ^ _ l ) , V > | / | | V | | } 
V e n 
< {^[{1-2 2i,+(l^M^) + e(/^/JTi-z«^ + B^) +^ + ^)}x 
^ M ^ n - ^ n - l l l - ( 5 . 3 . 6 ) 
Combining (5.3.2), (5.3.6) and using >|-Lipschitz continuity of m, 
we obtain 
I l^n+1-^ni I 1 Q I l"n-%-ll I' (5.3.7) 
where 9 = 2 >[ + ^ ( 1-2 f ^ +Q2/<.2) +q [MjTl-2o<.+ Si^) + ^ + T ) . 
Since G <1 by condition (5.3.1), inequality (5.3.7) implies 
that {u^} is a Cauchy sequence in H. Suppose Uj^  >u as n >oO . 
: 55 : 
From (5.2.4b), A-h-Lipschitz continuity of F and the fact that 
{Uj^ } is a Cauchy sequence, we have that {x^} is also a Cauchy 
sequence in H. Let Xj^ >x H as n > cxj . By using the continuity 
of A, Pjr, m, and T Iterative Algorithm 5.2.1, we have 
u = m(u)+Pj^[0(u)-m(u) ] e K(u) 
p r o v i d e d x£ F ( u ) . I n d e e d 
d ( x , F ( u ) ) < | | x - x „ | l + d(Xj^ ,F(u)) . 
< I | x - x „ | 1 + h ( F ( u „ ) , F ( u ) ) 
< | | x - x „ | | + > * | | u ^ - U | | 
>0 as n > ff4 , 
where d(x,F(u)) = inf{||u-z||: z^F(u)} which is non-negative. 
Hence d(x,F(u)) = 0. This implies that x F(u). By (5.2.4a), 
(5.2.4b) and Lemma 5.2.1, u 6 K ( u ) and x€:F(u) form a solution of 
BQVIPF and n^ >u, Xj^ >x as n > CTO . 
5.4. SENSITIVITY ANALYSIS 
In this section we discuss the qualitative behavior of 
BQVIPF, based on the ideas and techniques of Dafermos [13]. 
Let S be an open subset of H in which the parameter t takes 
the values and assume that {K^(u),t 6 S} be a family of all 
nonempty closed convex subsets of H. Let [.,.] be a Lipschitz 
continuous mapping defined from K^(u)xS into H. We consider the 
parametric BQVIPF of finding u 6 K^(u), (x,t) ^ F(u,t) such that 
<T(x,t),v-u>+b([u,t],v)-b([u,t],u) 
: 56 : 
> <A(u,t),V-u> , (5.4.1) 
for all v ^ K ^ ( u ) , where 
K^(u)= n\(u)+K^, (5.4.2) 
T(x,t) and A(u,t) are given operators defined on the sets of 
(x,t) and (u,t) with t 6- S and take values in H, F(u,t) is a set 
valued mapping defined on K^(u)xS and b([u,t],v)is a form defined 
on [K^(u),S]xH. 
Now, with the assumption that for some t ^ S , the parametric 
BQVIPF admits a solution u, we want to investigate those 
conditions under which, for each t in a neighbourhood of t, the 
parametric BQVIPF has a unique solution u(t) near u and the 
function u(t) is continuous (Lipschitz continuous). We also 
assume that L be the closure of a ball in H centred at u. 
We need the following concepts: 
Definition 5.4.1: An operator T:LxS >H is called, for all t£ S 
and u, v 6 L, 
(i) oC-Jocaliy strongly monotone, if there exists a constant << >0 
such that 
<T(u,t)-T(v,t) ,u-v> >o^ I |u-v| |2; 
(ii) B -locally Lipschitz continuous, if there exists a constant 
B >0 such that 
I|T(u,t)-T(v,t)II < B||u-v|I. 
Definition 5.4.2: A set valued mapping F:LxS >C(H) is called, 
for all t e s , u, v^L, (x,t) 6 F(u,t) and (y, t) ^  F(v, t) , 
: yi : 
(i) "^-locally strongly monotone, if there exits a constant ^ >0 
such that 
<(x,t)-(y,t),u-v> >l\\n-v\\^; 
(ii) /^-h-locally Lipschitz continuous, if there exists a constant 
/U >0 such that 
h(F(u,t),F(v,t)) <M\ |u-v| I, 
where h(.,.) is the Hausdorff metric on C(H). 
Definition 5.4.3: A mapping [.,.]:LxS >H is called "V-locally 
Lipschitz continuous, if there exists a constant \;>0 such that 
I |[u,t]-[v,t]| I <-g 1 |u-v| 1, 
for all u, v ^ L with t^S. 
Now, from Lemma 5.2.1, we conclude that the parametric 
BQVIPF is equivalent to finding the fixed point of the mapping 
G(u,t) = m(u)+P^ [0(u,t)-m(u)], (5.4.3) 
where <0(u,t),v> 
=<u,v>-e<T(x,t)-A(u,t),v>-Cb([u,t],v), (5.4.4) 
for all t e- S, (x,t) ^  F(u,t), 6 >0 is a constant and Pj, is the 
t^ 
projection of H on the family of all nonempty closed convex 
subsets K^ of H. 
Since we are interested in the case, when the solution of 
parametric BQVIPF lies in the interior of L, so we consider the 
mapping G (u,t) defined by 
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G*{u,t) = m(u)+Pj^ pj L[0(U''t)-"l(u)], (5.4.5) 
for all (u,t) ^  LxS. 
Next we show that the mapping G (u,t) has a fixed point 
which is the motivation of our next result. 
Lemma 5.4.1. : Let K^(u) be defined by (5.4.2), F(u,t) and [u,t] 
be, •^ - locally strongly monotone and -0 -locally Lipschitz 
continuous respectively, F(u,t) be /i -h- locally Lipschitz 
continuous, T(u,t) be oi. -locally strongly monotone and B-
locally Lipschitz continuous, and the single valued mappings 
A(u,t) and m be A - locally Lipschitz continuous, and y\^-Lipschitz 
continuous respectively. If the nonlinear form b([u,t],v) satisfy 
(3.2.2)-(3.2.4), then for all n, v6L and t^S, 
I|G*(u,t)-G*(v,t)|| < e||u-v|I, 
where 0 < 1 for 
0 < ^< 2{^-C)/{A^-C^) , e <1 /C , fi<|l// 
>l< {l-M4Tl-2^^H^ ^^) + e c } / 2, R > 4T2o< -1) , 
when C =Mr[Tl-2o(.+ / i ^ ) + A + « T V > . ( 5 . 4 . 6 ) 
Proof: By using (5.4.5) and Lemma 1.4.2, we obtain 
I |G*(u,t)-G*(v,t) I I < e I |u-v| I 
where e = {2 >|+ /f(l-2 e^+P A^) + e (A '[r^-2oi + B^^ ^^ +^^ ^  ^ ^ 
for condition (5.4.6). 
The following lemma is a direct consequence of Lemma 5.4.1 
and Banach fixed point theorem. 
Lemma 5.4.2: For every t 6 S, the mapping G*(u,t) defined by 
59 
(5.4.5) has a unique fixed point u(t)=G*(u,t). 
By the assumption that the function u, for t=t, is a 
solution of the parametric BQVIPF. Again using Lemma 5.4.1 we 
see that u is a fixed point of G (u,t) and it is also a fixed 
point of G (u,t). Consequently, we conclude that 
u(t)=u=G*(u(t),t). 
Now, we show that the solution u(t) of the parametric BQVIPF 
is continuous (or Lipschitz continuous). 
Lemma 5.4.3: Suppose that the assumptions of Lemma 5.4.1 and 
Lemma 5.4.2 hold and if the operators T(u,t) , A(u,t), m(u), 
F(u,t), [u,t], 0(u) and the mapping 
t — > P j ^ f^^l0{u,t)-m{xi)-\ 
are continuous (or Lipschitz continuous or h-Lipschitz 
continuous) at t=t, then the solution u(t) satisfying 
parametric BQVIPF is continuous (or Lipschitz continuous) at t=t. 
Proof: For t t S, using triangle inequality and Lemma 5.4.2, we 
have 
1lu(t)-u(t)||= ||G*(u(t),t)-G*(u(t),t)|I 
< I I G*(u(t),t)-G*(u(t),t) I I + 
+ 1 |G*(u(t),t)-G*(u(t),t)I I 
< e I |u(t)-u(t) I I + 
+ 1 |G*(u(t),t)-G*(u(t),t) I I . (5.4.7) 
By using (5.4.5), Lemma 1.4.2 and triangle inequality, we obtain 
: 60 
I |G*(u(t),t)-G*(u(t),t) I I 
= I |PKnL[0(^('^),t)-m(II)]-
- ^K-n Lt«^("(t),t)-in(u)]| I 
< I |PKnLt®("(^),t)-in(u)]-
t 
- PK (^i,[<Z>{u(t),t)-miu)]\ 1 + 
< I |0(u(t),t)-0(u(t),t)| l+l \P^f^^[0(u(t),t)-
-in(u)]- PK_nL[®(^(^)'"^)"^('^)3l I • (5.4.8) 
Combining (5.4.7), (5.4.8) and recalling that u(t)=u, we obtain 
||u(t)-u|| < 1/(1-0) I l0(u,t)-0(u,t) I 1 + 
+ 1/(1-9) I |Pj^  ^^[0(u,t)-m{u)]-
-PK-nLC^^^'-^)"'"^^)^! I (5.4.9) 
and hence the required result follows. 
Similarly using the techniques of Dafermos [13], we can show 
that there exists a neighbuorhood M C S of t such that for t £ M, 
u(t) is the unique solution of the parametric BQVIPF in the 
interior of L. 
On the basis of the above results and observations we 
: 61 : 
conclude the following theorem: 
Theorem 5.4.1: Let u be the solution of the parametric BQVIPF and 
the assumptions of Lcwm.t 5.4.3 hold at t=t. Than thoro oxists n 
neighbourhood MCS of t such that for t6:M, the parametric BQVIPF 
has a unique solution u(t) in the interior of L, u(t)=u and u(t) 
is continuous (or Lipschitz continuous) at t=t. 
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