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1. Introduction
The purpose of this paper is to discuss the existence of multiple T-periodic solutions for the autonomous Hamiltonian
systems:
u′(t) = J H ′(u(t)), u ∈ R2n, (1.1)
where H ∈ C1(R2n,R) is strictly convex and J = ( 0 I−I 0), I is standard identity matrix, H ′(x) denotes the gradient of H(x) for
any x ∈ R2n and T > 0 is prescribed. Suppose that H satisﬁes the conditions:
(H1): H ′(u) = A0(u)u + o
(|u|) as |u| → 0,
(H2): H ′(u) = A∞(u)u + o
(|u|) as |u| → ∞,
where A∞(u) and A0(u) are 2n×2n matrix-valued continuous map of u, and are also symmetrically positive-deﬁnite matrix
for any u ∈ R2n , and | · | is a norm over R2n . Our main result is the following theorem.
Theorem 1.1. Assume H ∈ C1(R2n,R) satisﬁes (H1), (H2) and the following three conditions:
(H3): A01  A0(u) A02, iT (A01) = iT (A02),
(H4): A∞1  A∞(u) A∞2, iT (A∞1) = iT (A∞2), νT (A∞2) = 0,
(H5): iT (A∞2) < iT (A02)
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1
2
[
iT (A02) − iT (A∞2)
]
nonzero T-periodic orbits.
Here for any symmetrically positive deﬁnite matrix A, iT (A) and νT (A) express its Ekeland index and nullity. We have
the following formulas:
iT (A) = 2
n∑
k=1
#
{
j ∈ N: 2 jπ
T
< αk
}
, νT (A) = 2
n∑
k=1
#
{
j ∈ N: 2 jπ
T
= αk
}
,
where the spectrum of J A consists of ±iαk , αk > 0, k = 1,2, . . . ,n. Ekeland index was generally deﬁned for any A ∈
C([0, T ];GLs(R2n)) satisfying A(t) is positively deﬁnite for any t ∈ [0, T ] in [3]. A brief description will be given in Section 2.
When A01 = A02, A∞1 = A∞2, Theorem 1.1 reduces to a theorem by Mawhin–Willem as follows.
Theorem 1.2. (See [1, Theorem 7.2].) Assume H ∈ C1(R2n,R) satisﬁes
(
H01
): H ′(u) = A0u + o(|u|) as |u| → 0,(
H02
): H ′(u) = A∞u + o(|u|) as |u| → ∞,
where A0, A∞ are constant positive deﬁnite matrices satisfying
iT (A∞) < iT (A0), νT (A∞) = 0.
Then (1.1) has at least 12 |iT (A0) − iT (A∞)| nonzero T-periodic orbits.
The following example shows that Theorem 1.1 can apply to new cases.
Example 1.3. Let H(u) = 12uT Au + f (
∑2n
i=1 Fi(ui)) + g(
∑2n
i=1 Gi(ui)), where f ∈ C1([0,+∞), [0,+∞)), f (t) = 0 as t ∈ [0,1]
and f (t) = t as t ∈ [2,+∞); and Fi(θ1) =
∫ θ1
0 sf i(s)ds, f i(t) = λ|sin t|2 + (λ + 2)|cos t|2, where λ(∈ R+) is a constant,
θ1 ∈ [0,+∞) and 2(> 0) is small enough; g : [0,+∞) → [0,+∞), g(t) = t as t ∈ [0,1], g(t) = 0 as t ∈ [2,+∞), Gi(θ2) =
1
∫ θ2
0 s|sin(s−1)|ds, where θ2 ∈ [0,+∞) and 1(> 0) is small enough. Assume A∗ is a positive symmetric deﬁnite constant
matrix with νT (A∗) = 0 = νT (A∗ + 1 I2n) = νT (A∗ + λI2n) = νT (A∗ + (λ + 2)I2n), iT (A∗ + 1) = iT (A∗), iT (A∗ + λI2n) =
iT (A∗ + (λ + 2)I2n) < iT (A∗). Then as |u| is small enough we have
H ′(u) = (A∗ + 1 diag{∣∣sin(u−11 )∣∣, ∣∣sin(u−12 )∣∣, . . . , ∣∣sin(u−12n )∣∣})u := A(u)u
and
A∗  A(u) A∗ + 1 I2n.
And as u is large enough we have
H ′(u) = (A∗ + diag{ f1(u1), f2(u2), . . . , f2n(u2n)})u := B(u)u
and
A∗ + λI2n  A(u) A∗ + (λI2n + 2)I2n.
We set A01 := A∗ , A02 := A∗ + 1 I2n , A∞1 := A∗ + λI2n and A∞2 := A∗ + (λ + 2)I2n . By assumption, from Theorem 1.1 the
system (1.1) has at least (1/2)[iT (A02) − iT (A∞2)] nonzero T-orbits.
In Section 3 we will give the proof of Theorem 1.1. This will be done by making use of the method by Mawhin and
Willem in [1]. But in order to verify the (PS) condition we meet new diﬃculty because of assumption (H2). To overcome
it we need to use some properties of Ekeland index, especially the monotonicity. In Section 2, for readers’ convenience we
will introduce Ekeland index theory.
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Let L∞+ ([0, T ];GLs(Rn)) be a subset of L∞([0, T ];GLs(Rn)) such that for any element A of that there exists an  > 0
satisfying A(t)   In for a.e. t ∈ [0, T ]. Ekeland index theory is about a classiﬁcation of L∞+ ([0, T ];GLs(R2n)) associated to
the following system:
J u˙(t) + A(t)u(t) = 0, (2.1)
u(0) = u(T ). (2.2)
Let H˜1T = {x˙ ∈ L2([0, T ];R2n) |
∫ T
0 x(t)dt = 0 and x satisﬁes (2.2)} with inner product (x, y) =
∫ 1
0 (x˙(t), y˙(t))dt and norm
‖x‖ = (∫ 10 |x˙(t)|2 dt) 12 . For any A ∈ L∞+ ([0, T ];GLs(R2n)), we deﬁne B(t) = A−1(t) and
qA(u, v) = 1
2
[ T∫
0
(− J u(t), v˙(t))dt +
T∫
0
(
B(t)u˙(t), v˙(t)
)
dt
]
, ∀u, v ∈ H˜1T . (2.3)
We have the following theorem.
Theorem 2.1. The H˜1T can be split into three parts as follows
H˜1T = E+(A) ⊕ E0(A) ⊕ E−(A)
such that qT is positive deﬁnite, null and negative deﬁnite on E+(A), E0(A) and E−(A) respectively. Moreover, E0(A) and E−(A) are
ﬁnitely dimensional.
Deﬁnition 2.2. For any symmetric positive deﬁnite matrices of A ∈ L∞+ ([0, T ];GLs(R2n)), we deﬁne
νT (A) = dim E0(A), iT (A) = dim E−(A).
We call vT (A) and iT (A) the nullity and index respectively.
Ekeland index was ﬁrst deﬁned in [2] (also see [3]) of 1984 for any A ∈ L∞+ ([0, T ];GLs(R2n)), which is continuous for
t ∈ [0, T ] and then was deﬁned in [5] of 2006 for any A ∈ L∞+ ([0, T ];GLs(R2n)). The more general Maslov type index for
symplectic paths was deﬁned in [4,6–8]. These index theories have important application in the study of nonlinear Hamil-
tonian systems (see [3,4] for references). We see [6,7,9] for multiple periodic solutions of asymptotically linear Hamiltonian
systems. As in [5], for any A1, A2 ∈ GLs(Rn), we write A1  A2 if A2 − A1 is positively semi-deﬁnite, and write A1 < A2 if
A2 − A1 is positively deﬁnite. For any A1, A2 ∈ L∞((0, T ),GLs(R2n)), we write A1  A2 if A1(t)  A2(t) for a.e. t ∈ (0, T ),
and write A1 < A2 if A1  A2 and A1(t) < A2(t) on a subset of (0, T ) with nonzero measure.
From [2,3,5] we have the following properties about Ekeland index.
Proposition 2.3.
(1) iT (A), νT (A) are ﬁnite.
(2) νT (A) is the dimension of the solution subspace of the system (2.1)–(2.2).
(3) iT (A) =∑0<s<T νs(A); iT (A) =∑0<s<1 νT (sA).
(4) If A1  A2 , then iT (A1) iT (A2) and i(A1) + νT (A1) iT (A2) + νT (A2); if A1 < A2 , then iT (A1) + νT (A1) iT (A2).
(5) There exists δ > 0 such that
qA(u,u) δ‖u‖ ∀u ∈ E+(A); qA(u,u)−δ‖u‖ ∀u ∈ E−(A).
Example 2.4. Consider two linear system x˙ = c1 J x and x˙ = c2 J x, with c1(∈ R) and c2(∈ R) are constants. Assume 0 < c1 =
2π
T  c2 = 4πT , then iT (c1 I) = 0, νT (c1 I) = 2n; iT (c2 I) = 2n, νT (c2 I) = 2n. It is obvious that iT (c1 I) < iT (c2 I), iT (c1 I) +
νT (c1 I) iT (c2 I) and iT (c1 I) + νT (c1 I) iT (c2 I) + νT (c2 I). If we consider another linear system
x˙ = c(t) J x,
where c ∈ L∞([0, T ];R) satisfying 2πT < c < 4πT , then we get iT (cI) = 2n, νT (cI) = 0 because of Proposition 2.3(4).
Proposition 2.5. Under assumptions (H2) and (H4) we have
H∗′(v) = B∞(u)v + o
(|v|) as |v| → ∞, (2.4)
where B∞(u) = (A∞(u))−1 , u = H∗′(v).
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Chapter 2]. By duality formula, we have v = H ′(u). From assumption (H2) and (H4) there exist positive numbers c1, c2
such that
c1|u| |v| c2|u| as |u| → +∞.
We also have
∣∣H∗′(v) − B∞(u)v∣∣/|v| = ∣∣u − B∞(u)H ′(u)∣∣/|v| = {∣∣B∞(u)(H ′(u) − A∞(u)u)∣∣/|u|}|u|/|v|
 c
∣∣(H ′(u) − A∞(u)u)∣∣/|u| → 0 as |v| → +∞.
where c>0 is a constant. 
The following lemma is crucial for us to prove the main theorems in this paper.
Lemma 2.6. (Cf. Theorem 6.2 in [1].) Let X be a Banach space and ϕ ∈ C(X, R) be an S1-invariant functional satisfying (PS). Let Y
and Z be closed invariant subspace of X with codim Y and dim Z ﬁnite and codim Y < dim Z . Assume that the following conditions
are satisﬁed:
Fix
(
S1
)⊂ Y , Z ∩ Fix(S1)= 0,
inf
Y
ϕ > −∞
there exist r > 0 and c < 0 such that ϕ(u) c, whenever u ∈ Z and ‖u‖ = r. If u ∈ Fix(S1) and ϕ′(u) = 0, then ϕ(u) 0.
Then there exists at least 12 (dim Z − codim Y ) distinct S1-orbits of critical points of ϕ with critical values less or equal
to c.
Some concepts related are as follows.
Let G be a topological group. A representation of G over a Banach space X is a family {T (g)}g∈G of linear operators
T (g) : X → X such that
T (0) = Id, T (g1 + g2) = T (g1)T (g2),
(g,u) → T (g)u, (g,u) → T (g)u is continuous.
A subset A of X is invariant (under the representation) if T (g)A = A for all g ∈ G . A representation {T (g)}g∈G of G over X
is isometric if ‖T (g)u‖ = ‖u‖ for all g ∈ G and all u ∈ X , where ‖ · ‖ is a stand norm over X . Fix(S1) = {u ∈ R2n | T (θ)u = u
for all θ ∈ S1}, where S1 ∼= R/TZ. A mapping M between two invariant subsets of X (under the representation of G) is
equivariant if M ◦ T (g) = T (g) ◦ M for all g ∈ G . A functional ϕ : X → R is invariant for the representation {T (g)}g∈G of
topological group G if ϕ ◦ T (g) = ϕ , g ∈ G . These concepts above can be found in [1, Chapters 5 and 6].
3. Proof of Theorem 1.1
Recall that H˜1T = {x˙ ∈ L2([0, T ];R2n) |
∫ T
0 x(t)dt = 0, x(0) = x(T )}. Deﬁne
ϕ(v) =
T∫
0
[
1
2
( J v˙, v) + H∗(v˙)
]
dt ∀v ∈ H˜1T , (3.1)
where H∗(x) is the Legendre transform of H(x). It is well known that every T -periodic solution of (1.1) is a critical point
of the functional ϕ(v). And this functional is continuously differentiable on H˜1T and is invariant for the representation of
S1 ∼= R/TZ deﬁned over H˜1T by the translations in time (T (θ)v)(t) = v(t + θ) if t + θ  T and (T (θ)v)(t) = v(t + θ − T ) if
t + θ > T , for any θ ∈ [0, T ]. We are in a position to apply Lemma 2.6. It is obvious that Fix(S1) = {0}. According to the
deﬁnition of Fix(S1),
Fix
(
S1
)= {u ∣∣ T (θ)u = u for all θ ∈ S1 ∼= R/TZ}.
By (T (θ)v)(t) = v(t + θ) = v , we have v is constant function. Since v ∈ H˜1 , we have ∫ T v(t)dt = 0, so that v = 0.T 0
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J u˙ + A01u(t) = 0
has nontrivial T-periodic solution. Indeed by νT (A02) = 0, we know νT (A01) = 0. Since H is strictly convex and H ′(0) = 0
by (H1), 0 is the unique equilibrium point of (1.1). Without loss of generality, we can assume that H(0) = 0. Since H ′(0) = 0,
this implies H∗(0) = 0.
The proof of Theorem 1.1 will depend on the following lemmas. The ﬁrst one will imply that ϕ satisﬁes the (PS)-
condition. 
Lemma 3.1. Every sequence (vm) in H˜1T such that ϕ
′(vm) → 0 contains a convergent subsequence.
Proof. Since
〈
ϕ′(v),w
〉=
T∫
0
(
H∗′(v˙) − J v, w˙)dt, ∀v,w ∈ H˜1T . (3.2)
By the Riesz theorem, we have
(ξ ′,w ′)L2 =
T∫
0
(
H∗′(v˙) − J v, w˙)dt. (3.3)
By assumption ϕ′(vm) → 0 for vm ∈ H˜1T , we have a sequence {ξm} ⊂ H˜1T such that
(
ξ ′m,w ′
)
L2 =
T∫
0
(
H∗′(v˙m) − J vm, w˙
)
dt → 0, for w ∈ H˜1T ,
ξm → 0 in H˜1T as m → ∞ and, furthermore, there is a constant sequence {ηm} ⊂ R2n such that
ξ ′m = H∗′(v˙m) − J vm − ηm. (3.4)
By the Legendre transform, we get
v˙m(t) = H ′
(
J vm(t) + ξ ′m + ηm
)
. (3.5)
We set xm(t) := J vm(t) + ηm . So (3.5) is equivalent to the following equation
x˙m(t) = J H ′
(
xm(t) + ξ ′m(t)
)= J Am(t)xm(t) + hm(t) (3.6)
where Am(t) = A∞(xm(t)), hm(t) = J (H ′(xm(t) + ξ ′m(t)) − Am(t)xm(t)), for a.e. t ∈ [0, T ].
Set ‖x‖0 = maxt∈[0,T ] |x(t)|. We claim that ‖xm‖0 is bounded. In fact, assume ‖xm‖0 → +∞ as m → ∞. We set zm :=
xm‖xm‖0 . Then (3.6) can be changed into the following equation
z˙m(t) = J Am(t)zm + hm(t)‖xm‖−10 . (3.7)
So ‖zm‖0 = 1 and ‖z′m‖L2 is bounded. We have a subsequence, without loss generality, also denoted zm , zm ⇀ z0 in H˜1T and
zm → z0 in C[0, T ]. Now we write Am(t) = (amij (t))2n×2n , for a.e. t ∈ [0, T ], and A∞k = (a∞ki j )2n×2n for k = 1,2. Then, by the
meaning of “” between two symmetric matrices, which has been explained at the middle of Section 2, and the inequality,
we have
a∞1ii  amii (t) a∞2ii ,
2a∞1i j + a∞1ii + a∞1j j  2amij (t) + amii (t) + amjj(t) 2a∞2i j + a∞2ii + a∞2j j
for distinct i and j, for a.e. t ∈ [0, T ]. We may further assume amij ⇀ aij in L2[0, T ] by going to subsequence if necessary.
Writing A(t) = (aij(t))2n×2n , by (3.7) again, we have
zm(t) =
t∫
0
J Am(t)zm dt + ‖xm‖0−1
t∫
0
hm(t)dt + zm(0) →
t∫
0
J A(s)z0(s)ds + z0(0) asm → ∞. (3.8)
So we get
z˙0(t) = J A(t)z0(t), z0(T ) = z0(0).
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a.e. t ∈ [0, T ]. Then, it follows that A∞1  A(t)  A∞2, for a.e. t ∈ [0, T ], and A(t) is also a symmetric positive deﬁnite
matrix. Because iT (A∞1) = iT (A∞2) and νT (A∞2) = 0, we see from Proposition 2.3 that νT (A) = 0. This contradicts the
fact that z0 is a nonzero solution of (2.1) and (2.2). So xn is bounded in C[0, T ]. And we may assume xml → x0 in H˜1T . So
v˙ml = − J x˙ml = H ′(xml + ξ ′ml ) → H ′(x0) in L2. This completes the proof. 
The following two lemmas are similar to [1, Lemmas 7.3 and 7.4].
Lemma 3.2. The functional ϕ is bounded from below on a closed invariant subspace Y of H˜1T of codimension iT (A∞).
Proof. By Theorem 2.1, there exists an orthogonal splitting of H˜1T with respect to the symmetric positive matrix A∞2:
H˜1T = E+(A∞2) ⊕ E0(A∞2) ⊕ E−(A∞2).
Because of νT (A∞2) = 0, we know E0(A∞2) = {0}. So
H˜1T = E+(A∞2) ⊕ E−(A∞2).
Let Y = E+(A∞2). Then its codimension is dim E−(A∞2) = iT (A∞2). By (H4) and Proposition 2.3, we have i(A∞) = i(A∞2).
It follows from Proposition 2.5 that there exists a c > 0 such that
∣∣H∗′(v) − B∞(u)v∣∣ δ
2
|v| + c
for each v ∈ R2n , where H∗′(v) = u. Hence, by the mean value theorem,
∣∣H∗(v) − 1
2
(
B∞(u)v, v
)∣∣=
1∫
0
∣∣(H∗′(sv) − B∞(u)(sv), v)∣∣ds
1∫
0
δs|v|2 + c|v|dt = δ
2
|v|2 + c|v|.
By the (H4), we have B∞1 = A−1∞1  B∞(u) = A−1∞ (u) A−1∞2 = B∞2. Consequently, we have for v ∈ Y that
ϕ(v) =
T∫
0
1
2
[
( J v˙, v) + (B∞(u)v˙, v˙)]dt +
T∫
0
H∗(v˙) − 1
2
(
B∞(u)v˙, v˙
)
dt

T∫
0
1
2
[
( J v˙, v) + (B∞2 v˙, v˙)
]
dt +
T∫
0
H∗(v˙) − 1
2
(
B∞(u)v˙, v˙
)
dt
 δ|v˙|2L2 −
T∫
0
δ
2
|v˙|2 + c|v˙|dt
 δ
2
‖v‖2 − cT 12 ‖v‖.
So ϕ is bounded from below on Y . 
Lemma 3.3. There exists an invariant subspace Z of H˜1T with dimension iT (A01) and some r > 0 such that ϕ(v) < 0 whenever v ∈ Z
and ‖v‖ = r.
Proof. Similar to Proposition 2.5, assumptions (H1) and (H3) imply that
H∗′(v) = B0(u)v + o
(|v|) as |v| → 0, (3.9)
where B0(u) = A−10 (u), H∗′(v) = u. By Theorem 2.1, there exists an orthogonal splitting of H˜1T with respect to the symmetric
positive deﬁnite matrix A01:
H˜1T = E+(A01) ⊕ E0(A01) ⊕ E−(A01).
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qA01(v, v) =
T∫
0
(1/2)
[
( J v˙, v) + (B01 v˙, v˙)
]
dt −(δ/2)|v˙|2L2 ,
for any v ∈ Z . By (3.9), there exists a ρ > 0 such that
∣∣H∗′(v) − B0(u)v∣∣ δ
2
|v|
for v ∈ R2n with |v| ρ . Hence, by the mean value theorem, we have
∣∣H∗(v) − 1
2
(
B0(u)v, v
)∣∣
1∫
0
(
H∗′(sv) − B0(u)sv, v
)
ds
1∫
0
δ
2
s|v|2 = δ
4
|v|2
whenever |v| ρ . Set ‖x‖0 = maxt∈[0,T ] |x(t)|. It is well known that there exists c > 1 such that
‖x‖0  c‖x‖, for any x ∈ H˜1T .
By the (H3), we have B01 = A−101  B0(u) = A−10 (u) A−102 = B02. Consequently, if v ∈ Z and 0< ‖v‖ < ρ we get
ϕ(v) =
T∫
0
1
2
[
( J v˙, v) + (B0(u)v˙, v˙)]dt +
T∫
0
H∗(v˙) − 1
2
(
B0(u)v˙, v˙
)
dt

T∫
0
1
2
[
( J v˙, v) + (B01 v˙, v˙)
]
dt +
T∫
0
H∗(v˙) − 1
2
(
B0(u)v˙, v˙
)
dt
= qA01(v, v) +
T∫
0
H∗(v˙) − 1
2
(
B0(u)v˙, v˙
)
dt
− δ
2
‖v‖2 + δ
4
T∫
0
|v˙|2 dt = − δ
4
‖v‖2
and the proof is complete. 
The following proof comes from [1, Proof of Theorem 7.2].
Proof of Theorem 1.1. We verify assumptions of Lemma 2.6. First Fix(S1) = {0} and ϕ(0) = 0. Second ϕ is S1-invariant and
satisﬁes the (PS)-condition by Lemma 3.1. At last set Y = E+(A∞2), Z = E−(A01); it follows that
iT (A∞2) = codim Y < dim Z = dim E−(A01) = iT (A01) = iT (A02).
Then all the assumptions of Lemma 2.6 are satisﬁed by Lemmas 3.2 and 3.3. Thus Lemma 2.6 implies the existence of at
least
1
2
[
iT (A02) − iT (A∞2)
]
distinct orbits {T (θ)v j: θ ∈ S1} of critical points of ϕ outside of Fix(S1) = {0}. By Theorem 2.3 in [1], u j = H∗′(v˙ j) is a
T -periodic solution of (1.1) and for j = k, the u j and uk describe different orbits by the same argument in [1, Proof of
Theorem 7.2]. This completes the proof. 
Theorem 1.1 has a dual form. Consider the following system:
J u′(t) − H ′(u(t))= 0. (3.10)
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1
2
[
iT (A02) − iT (A∞2)
]
nonzero T-periodic orbits.
Proof. In Theorem 2.1 and Proposition 2.2 replacing J by − J we can still establish an index theory for any A ∈
L∞+ ([0, T ];GLs(R2n)). Note that for any symmetrically positive deﬁnite matrix A, the new index and nullity are still iT (A) and
νT (A) because the spectrum does not change at all: σ(− J A) = σ( J A). Therefore, repeating the argument in Theorem 1.1
will lead to a proof of this theorem. 
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