In this paper we focus our attention on the estimation of dynamic discrete systems in which the observed signal is not always related to all components in the state vector, but on the contrary, it can be considered incomplete, since we do not know if a particular observed signal contains information regarding all components or not. We develop a very simple framework to deal with these situations by introducing Bernoulli random variables in the observation equation. The algorithm derived can be considered as an extension of Nahi [8] algorithm for uncertain observations. Mathematics Subject Classification: 62M20, 60G35
Introduction
Kalman seminal paper in 1960 [3] states a new approach to estimation procedures by introducing a model describing the internal system behaviour known as the state space model. This new procedure is based on a recursive algorithm to get a filter minimizing the mean squared error (MSE) of the state vector. Further research on this topic (Jazwinski [2] , Meditch [7] , Kalman [4] , Kowalski & Szynal [5] ) allowed to extend that method in a more general framework regarding the noise distribution in the model. Computational advantages of recursive estimators made them very useful in almost any other applied research field. Research papers on this topic before 1969 assumed that the estimated signal was always part of the available observation for its estimation. That year, Nahi [8] obtained a recursive least-squares estimation technique for the state variable in systems which observations, sometimes, did not contain the signal and therefore consisted only of noise. This type of systems is often called systems with uncertain observations. As it had previously happened with the initial paper by Kalman, Nahi results have been extended in [1] & [9] by imposing less restrictive hypothesis on the noise structure.
At the moment, the estimation problem of signals in systems with uncertain observations is seen as important research topic in the communications area. More specifically Sánchez González & García Muñoz [9] have shown its relevance in some economic problems related to correct the declared incomes in inquiry. Our empirical work revealed that in many practical situations data used to model real world phenomena through dynamic systems included some observations for which part of the signal to estimate was included but other was not. In those cases the model did not exactly matches a system with uncertain observations. For this reason we decided to improve our knowledge about such kind of systems and we know introduce a new algorithm to estimate the state of a discrete system in which observations can include some elements of the state vector not being ensured the presence of the resting others.
The rest of this article states as follows: section 2 is devoted to problem statement and to introduce the notation used. The third section includes the corresponding expressions for the filter and gain matrix algorithm and the corresponding variance-covariance matrices for filter and prediction errors. Proofs of the corresponding theorems are left to reader in Appendix. Finally, the fourth section includes some empirical evidence by comparison of results provided by this new proposed algorithm to Nahi and Kalman filters.
Problem statement
Let the following linear discrete-time dynamic system, with n × 1 and m × 1 state vectors x 1 (x) and x 2 (x), respectively, and p × 1 observation vector z(k), be given by
H 2 (k) are known matrices of appropriate dimensions; {ω(k), k ≥ 0} and {v(k), k ≥ 0} are white sequences with zero mean and
x 20 is a random vector with zero mean and covariance matrix
is an independent sequence of Bernoulli random variables with
and {v(k), k ≥ 0} are independent each other.
As we can see the vector x 1 (k) is always included in the observation, but on the contrary, the presence of vector x 2 (k) can not be ensured. The probability of x 2 (k) not being included in the observation, 1 − p(k), is sometimes known as false alarm probability.
Let x 1 (k/l) and x 2 (k/l) be the least mean squared error (LMSE) estimates of x 1 (k) and x 2 (k), respectively, given observations z(0),...,z(l). The estimation error is noted by
we mean the corresponding covariance matrices.
The LMSE linear filter and one-step ahead predictor of the state x 1 (k) x 2 (k) are presented in the next section.
3 Prediction and filter algorithm Theorem 1. The predictor and filter of the state are given by
where the filter gain matrix verifies
The prediction and filter error covariance matrices satisfy
As we can observe, it is also possible to use this algorithm even in the case in which all elements of the state vector are present (
, and degenerating in Kalman [3] algorithm, and also it can be used in case some of the elements in the state vector were not included in the observation (
Note. The existence of the inverses of Π(k), for k ≥ 0, is not insured under the hypothesis of the system. If those don't exist, it will be used the corresponding pseudoinverses [6] .
Results
In order to know more about the new algorithm behaviour, this is compared with Kalman and Nahi algorithms. "Mathematica" code has been performed for this task in order to generate signals and observations similar to those reported in this paper, including time-invariant system matrices and false alarm probability. Those observations have been used to get filters and signals through the three alternative algorithms: The one proposed in this paper along with Kalman´s and Nahi´s. Mean-squared errors (MSE) have been obtained to compare original simulated data and predicted values according these three algorithms.
Assuming x 1 (k) and x 2 (k) have scalar dimension (1×1), and different probability values to generate false alarms (p = 0.1, 0.3, 0.5, 0.7, 0.9), five simulations were obtained. System matrices were randomly generated. As we can observe, when false alarm probability is high (for instance, 1−p = 0.9), the estimator supplied in this paper behaves relatively better in terms of lower MSE when compared to other two procedures by Kalman and Nahi.
But, when false alarm probability decreases the three algorithms behave in a similar fashion although in most cases the new one takes advantage. In those cases in which the new procedure does not perform the best according to MSE, ( 
) Predictor
We see that Φ (k + 1, k)
, that is to say,
By the state equation and since {ω(k), k ≥ 0} is centered white noise inde-
and by (1),
Therefore,
In the initial instant, the estimate of
is its mean, so that
(A.2) Filter
As a consequence of the orthogonal projection theorem, the state filter can be written as a function of the one-step ahead predictor as
is the innovation process, and its expression is obtained below. By the OPL, z(k/k − 1) is the only element of the subspace generated by the observations {z(0), ..., z(k − 1)} that verifies
By the observation equation, given that the independent sequence {γ (k) , k ≥ 0} is, in its turn, independent of (x 0 , {ω (k) , k ≥ 0} , {v (k) , k ≥ 0}) and since {v (k) , k ≥ 0} is independent white noise, we have
and, by the OPL,
, therefore, the innovation process is given by
and the filter expression is
(A.3) Gain matrix. By (2), the filter error verifies
the covariance matrices of the innovation process verify
and
(5) By the observation equation, given that {γ (k) , k ≥ 0}, the initial state and ({ω (k) , k ≥ 0} , {v (k) , k ≥ 0}) are independent, and since {v (k) , k ≥ 0} is centered white noise, we have
and, since the estimation errors are orthogonal to the estimates,
In the same fashion it can be shown that
If we denote by
On the other hand, given that {ω (k) , k ≥ 0} is a white noise sequence and independent of x 0 , the recursive expression of S (k) is immediate. (A.5) Prediction and filter error covariance matrices.
The expression of P (k + 1/k) is immediate taking into account that the prediction error verifies:
In the other hand, for i = 1, 2, by the expression
it is clear that
As the error is orthogonal to the estimates x (k/k − 1), i = 1, 2, the two last terms are cancelled out and, taking into account (5),
Substituting this expression in (7)
