In this paper we first prove, under quite general conditions, that the nonlinear filter and the pair: (signal,filter) are Feller-Markov processes.
Introduction
Kunita's pioneering paper [9] showed the way for analyzing asymptotic behavior of the non-linear filter. Kunita showed for the case of compact state space valued Markov signal process that the non-linear filter itself is a Markov process. This proof was based on the fact that the filter is the unique solution to the Kushner-Stratonovich equation (or the Fujisaki-KallianpurKunita equation). Kunita also showed that if the signal is ergodic then so is the filter. These results were extended to the case of locally compact state space (with a bounded observation function h) by Kunita [10] and Stettner [12] . The proofs of these results also crucially used the uniqueness of the solution to the filtering equation.
In this article, we first show that in the signal and noise independent case (which is also the case treated in the above stated papers), when the signal is a Markov process, then so is the filter. This proof does not depend upon uniqueness of filtering equations. It just uses the Bayes formula to explicitly evaluate various conditional expectations and deduce that the filter is Markov. Using recent results in Bhatt et. al. [2] , we deduce that under fairly general conditions on h, the filter is a Feller Markov process. We also show that under the same conditions, the pair process: (signal, filter) is a Feller-Markov process. Once this is done, we can obtain results of Kunita [10] , Stettner [12] and Ocone-Pardoux [11] on ergodicity and asymptotic stability of the filter in our framework, where the state space is a complete separable metric space and the function h is allowed to be unbounded and minimal conditions are imposed on it.
Let us begin with listing some common notation used in this article. For a complete separable metric space S, let C(S) be the class of continuous functions on S, C b (S) be the class of bounded continuous functions on S, B(S) be the Borel σ-field on S, P(S) be the space of probability measures on (S, B(S)) endowed with the weak convergence topology, M + (S) be the class of positive finite measures on (S, B(S)) with the weak convergence topology, D([0, ∞), S) be the class of functions, which are right continuous and have left limits (r.c.l.l.), from [0, ∞) into S with Skorokhod topology and C([0, ∞), S) be the class of continuous functions from [0, ∞) into S with topology of uniform convergence on compact subsets of [0, ∞).
Preliminaries
Consider the non-linear filtering model
where (X t ) is the signal process, taking values in a complete separable metric space E, h : E → IR d is a continuous mapping, (W t ) is a IR d -valued standard Wiener process, assumed to be independent of (X t ). (Y t ) is the observation process. (X t ), (W t ) are defined on a probability space (Ω, F, P ).
The object of interest in filtering theory is the conditional distribution π t of X t given the observations up until time t, i.e. given σ(Y u ; u ≤ t).
We are going to assume that the signal process (X t ) is a Markov process with transition probability function p(s, x, t, B) : for 0 ≤ s < t, x ∈ E, B ∈ B(E), P (X t ∈ B|σ(X u : u ≤ s)) = p(s, X s , t, B) a.s.
(2.
2)
The initial distribution of (X t ) will be denoted by γ, i.e.
Let ξ t (·) be the coordinate process on D=D([0, ∞), E), i.e. ξ t (θ)=θ(t) for θ ∈ D. We assume that for all (s, x) ∈ [0, ∞) × E there exists a probability measure P s,x on D such that for 0 ≤ s < t < ∞, and U ∈ B(E),
Further, we assume that the mapping
As usual, for ν ∈ P(E), and B ∈ B(D), let
Note that
The Markov property implies that (T t ) defined below is a semigroup:
It is well known (and easy to verify) that (2.9) implies that (X t ) is continuous in probability. As a consequence, the filter (π t ) admits a continuous version (see [3] ) .
In order to study the Markov properties of (π t ) we first present the following preliminary result.
Path wise integration formula.
We cite the following result from [8] . As we shall see in the next section, this formulation of stochastic integral is very useful when dealing with a family of measures on a measurable space.
The result is Theorem 3 in [8] . The mapping I is explicitly constructed in that paper.
Theorem 3.1 There exists a measurable mapping
with the property that if (U t ) is a semimartingale (assumed to have r.c.l.l. paths) on a probability space (Ω , F , P ) with respect to a filtration (F t ) and if
is a version of the stochastic integral
Markov properties of the filter:
In this section we will study the Markov properties of the filter. The first main result is Theorem 4.5 in which we show that {π t , σ{Y u : u ≤ t}} is a Markov process on (Ω, F, P ). The second central result of this section is Theorem 4.9 in which we show that if π t is a sub-optimal filter defined via an incorrect initialization of the filtering process (to be made precise later in the section) then {(π t , X t ), F t } is a Markov process on (Ω, F, P ) with state space P(E) × E, where F t= σ{(X s , Y s ) : s ≤ t}. In particular, this result implies that {(π t , X t ), F t } is a Markov process on (Ω, F, P ).
and for 0 ≤ s < ∞, ν ∈ P (E),
Since (β t ), considered as a process on (Ω,F), is a Wiener process under R s,ν , it follows from Theorem 3.1 that
for every 0 ≤ s < t < ∞ and ν ∈ P(E). The main thing to note is that we have been able to construct a common version of the stochastic integral appearing in (4.2) for the family of probability measures {R s,ν }.
It is well known (and easy to verify) that {q st : t ≥ s} is a {R s,ν } martingale for every ν ∈ P(E).
Let us note that for 0 ≤ s < t,
The measure Γ st (ν, ·)(η) will also be denoted by Γ st (ν)(η) and likewise, Λ st (ν, ·)(η) will be denoted by Λ st (ν)(η). Since IE Rs,ν [q st ] = 1, it follows that
Note that for ν ∈ M + (E), ifν is defined bŷ
As a consequence of the Kallianpur-Striebel formula (See [1] , [2] , [6] , [7] ) it follows that
is a version of the filter
Furthermore, a.s. P , π t has continuous paths. (See [3] ). Here is a technical result needed later.
Theorem 4.1 Fix 0 ≤ s < t, ν ∈ P(E). Let F * be the completion ofF under R 0,ν . Let N be the class of R 0,ν null sets in F * . Considering ξ, β as processes defined on (Ω, F * , R 0,ν ), let us define the following sub-σ fields of
Let g be a E 2 -measurable, R 0,ν -integrable random variable. Then
where
Remark 4.1 In (4.11) above, when t = ∞, the right hand side is to be interpreted as σ(σ(ξ u : s ≤ u < ∞) ∪ N ).
Proof : When g is G ∞ s -measurable bounded random variable, the result follows from the Markov property of the family {P s,x } and independence of β and ξ under R 0,ν . When g is of the form
where g j are G ∞ s -measurable bounded functions and f j are E 0 measurable, bounded functions the result follows from the preceding observation. Since the class of functions as in (4.13) forms an algebra that generates the σ-field E 2 , the result follows.
The next result connects {Γ st } with each other and is a key step in the proof of the Markov property.
and
Using Fubini's theorem, definition of Γ st and the relation (4.4), it follows that
Let E 1 , E 2 be as in Theorem 4.1. Note that 1 A (η)q 0s (θ, η) is E 1 -measurable and g is E 2 -measurable. It follows from Theorem 4.1 that
Before proceeding, let us note that for ν ∈ P (E)
Using (4.16), (4.17) and the fact that 1
Now applying the definition of Γ 0s , we have that
and as a consequence we have on using (4.18) that
Since (4.19) holds for all A ∈ B(C), and the sigma field B(E) is countably generated, the relation (4.14) follows. The identity (4.15) is a consequence of (4.14) and (4.8)-(4.9).
We are now in a position to prove that {Γ 0t : t ≥ 0}, {Λ 0t : t ≥ 0} are Markov processes on (C, B(C), Q) with state spaces M + (E) and P(E) respectively. LetF be the Q-completion of B(C) andÑ be the class of Qnull sets inF. For 0 ≤ s ≤ t ≤ ∞, let A t s be the sub σ-fields ofF defined by
Here and in what follows, we will consider β and ξ as processes onΩ. It is easy to see that
These observations lead us to the following theorem.
and real valued Borel measurable functions ψ and ϕ on M + (E) and P(E), respectively, which satisfy:
Proof : We will only prove the result for the case where ϕ and ψ are bounded. The general case follows by the usual approximation arguments (using the observation (4.7)).
We have observed that
. Also, A s 0 and A ∞ s are independent under Q. This implies (4.23) with ψ 1 defined by (4.25).
As a result
where for λ ∈ M + (E)
Then from (4.9) and definition of φ 1 (see (4.26)), we have that,
As a consequence,
This in view of (4.27) proves (4.24).
As noted earlier, on (Ω,F, R s,ν ), ν ∈ P(E),
and hence that
From Girsanov's theorem, it follows that Q 0,γ is the law of the observation process Y , i.e. P oY −1 = Q 0,γ (See [6] ).
We are going to prove that {Γ 0t (ν)}, {Λ 0t (ν)} are Markov processes on (C, B(C), Q 0,ν ) as well.
where f 1 , g 1 are defined as follows. For λ ∈ M + (E), ν ∈ P(E)
Proof : We will first prove (4.30). Fix 0 ≤ s < t < ∞, ν ∈ P(E) and
where ψ(λ)=f (λ)λ(E) and ψ 1 is given by (4.25). Thus defining f 1 (λ) =
and hence (4.30) holds. Further note that
Thus, f 1 is given by (4.32).
Now we prove (4.31). Let g ∈ C b (P (E)) be as in the statement of the theorem. Let f ∈ C b (M + (E)) be defined as
where f 1 is given by (4.32). Note that,
where g 1 is defined by (4.33). Thus we have in particular that
An immediate consequence of the above result is that for bounded measurable function G on P(E),
defines a two parameter semigroup, i.e for 0 ≤ s < t < u : Further, if the signal process (X t ) is a time homogeneous Markov process then so is {π t } with
Proof : The first part follows easily from the preceding theorem. For the second part, let us note that the law of {(ξ s+u , β s+u − β s ) : u ≥ 0} under R s,γ is R 0,γ . As a consequence, law of Γ st (γ) under R s,γ is same as the law of Γ 0,(t−s) (γ) under R 0,γ . This yields the required result.
Let ν ∈ P(E). Define the process:
(4.34)
Then (π t ) considered as a process on (Ω, F, P ) represents a sub-optimal filtering process which has been initiated at the incorrect initial law ν rather than the actual initial law γ. In the final part of this section we study the Markov properties of the process (π t , X t ). The importance of Markov property and ergodicity of the pair process in the study of asymptotic robustness questions in nonlinear filtering has been pointed out in [4, 5] . Define the stochastic process (Ψ ν t ) on (Ω,F) with values in P(E) × E as follows. Ψ ν t (θ, η)=(Λ 0t (ν)(η), ξ t (θ)). Let G t s be as in Theorem 4.1, where N is the class of all R 0,γ null sets. G t s are sub-sigma fields of the completion F * of F under the measure R s,γ . We now define the following sub-sigma fields of
(See Remark 4.1 above for the case t = ∞.) The following theorem is essentially a consequence of Theorem 4.3.
is a Markov process on (Ω,F , R 0,γ ). Furthermore, for 0 ≤ s < t < ∞ and a bounded measurable function f on P(E) × E we have
where f 1 : P(E) × E → IR is defined as follows:
Proof: The Markov property of (Ψ ν
where f 2 : P(E) × E → IR is defined as follows:
Using the usual approximation arguments, the proof of (4.39)-(4.40) can be reduced to the case when f (λ, x) = g(λ)h(x) for bounded measurable functions g, h and Z = U V , with U being bounded G ∞ s measurable and V being bounded H ∞ s measurable.
. These observations imply that
In turn, using Λ 0t (ν) = Λ st (Λ 0s (ν)) and the independence of H s 0 and H ∞ s , it follows that
where the second display above follows on recalling that R s,x = P s,x ⊗ Q. Using the Markov property of (ξ t ) it follows that
The equations (4.41)-(4.45) imply that (4.39) holds with f 2 (λ, x) = g 2 (λ)h 2 (x). Using independence of g(Λ st (λ))V and h(ξ t )U , it follows that (4.40) also holds. As noted at the beginning of the proof, this in turn implies the second part of the theorem, namely (4.37)-(4.38) Now for fixed ν ∈ P(E) and s ≥ 0 defineR s,ν on (Ω,F) as follows:
Recall the definition (4.29) of Q s,ν and that R s,ν= P s,ν ⊗Q. It now follows from (4.5) thatR
The following result is the key step in the proof of the Markov property of ((X t , π t ), F t ) on (Ω, F, P ).
Theorem 4.7 Let ν ∈ P(E). Then (Ψ ν t , K t 0 ) is a Markov process on (Ω,F,R 0,γ ).
Proof:
Fix 0 ≤ s < t < ∞. Let f : P(E) × E → IR be a bounded measurable function and let A ∈ K s 0 . Then using (4.37) it follows that
where f 1 is given by (4.38).
Remark 4.2
The relation defining f 1 can be recast as
Now we come to the Markov property of the filter and signal.
Theorem 4.8 Fix ν ∈ P(E). Let π t be as in (4.34). Then ((π t , X t ), F t ) is a P(E) × E valued Markov process on (Ω, F, P ) with associated two parameter semigroup {S s,t } 0≤s<t<∞ defined as follows. For a real bounded measurable map f on P(E) × E,
for (λ, x) ∈ P(E) × E. Furthermore if (X t ) is time homogeneous then so is (π t , X t ), i.e. S st = S 0,t−s .
Proof:
The Markov property follows on applying Theorem 4.7 and observing that the law of {(X t , π t , Y t ) : t ≥ 0} under P is same as the law of {(ξ t , Λ 0t (ν), β t ) : t ≥ 0} underR 0,γ . The identities (4.49)-(4.50) imply the assertion made about the semigroup S st .
Time homogeneous signal: Feller properties of the filter
We will now examine the case of time homogeneous signal. In this case, we write
We will now show that under a suitable condition, {T t } and {S t } are Feller semigroups. The key step in the proof of the Feller property is a result on robustness of the filter from [2] . It is shown there that under a suitable condition on h, ν n converging to ν implies that
This would immediately give the Feller property of T t . The following is essentially proved in [2] . We include here an outline of the proof as the exact result stated below is not given in [2] . This would enable us to conclude that S t is a Feller Semigroup.
Theorem 5.1 Let h be continuous map from E to IR d . Let {ν n } ⊂ P(E) be a sequence converging to ν weakly. Then the following hold.
(a) For all t ≥ 0, Λ t (ν n ) → Λ t (ν) in Q probability.
Proof: For (a) note that continuity of h and continuity of the mapping
for all ε > 0, T < ∞ and for all compact subsets K ⊂ E. The result now follows from Theorem 3.2 in [2] .
Since ν n → ν weakly as n → ∞, in view of our assumption on {P x } we have that P νn → P ν weakly as n → ∞. Now let {X n t } and {X t } be processes with values in D defined on some probability space (Ω, F, P ) such that L(X n · ) = P νn , L(X · ) = P ν andX n · →X · a.s. P . Define :
and the processes Z n · , Z · on this space as
Then note that
It is shown in [2] that Z n t → Z t in L 1 (R 0 ) and this implies part (b).
As a consequence of the above theorem we have the following results.
Theorem 5.2 Let h be continuous map from
Proof : Let {ν n } be a sequence in P(E). Suppose that ν n converges weakly to ν. Let G be a bounded and continuous real function on P(E). We need to show that
This follows from Theorem 5.1 upon observing that
and similarly,
In the following theorem we prove the Feller property of (π t , X t ).
Theorem 5.3 Let h be continuous map from
Feller semigroup.
Proof: Let F be a real bounded and continuous function on P(E) × E. Let {(ν n , x n )} be a sequence in P(E) × E such that (ν n , x n ) → (ν, x). We need to show that
whereX n · , Z n , R 0 are as in the proof of Theorem 5.1 with ν n replaced by δ xn . Now the result follows once more by an application of Theorem 5.1 and recalling thatX n · →X · a.s. as n → ∞.
In the final result of this section we study the connection between the invariant measures for the semigroups T t and S t . For a real measurable function ϕ on a Polish space S and a measure ν on (S, B(S)) we will write S ϕ(x)dν(x) as ν(ϕ) when the former makes sense.
Proposition 5.4 Let M be a (S t ) invariant probability measure. Define the probability measures µ on (E, B(E)) and M on (P(E), B(P(E))) as follows.
µ(B)=M (P(E) × B); B ∈ B(E), and M (C)=M (C × E); C ∈ B(P(E)).
Then µ is a (T t ) invariant measure. Furthermore, if for all real bounded measurable functions f on E and F on P(E):
then M is a (T t ) invariant measure.
Proof:
Let f be a bounded measurable function on E. Definef :
This proves that µ is (T t ) invariant.
Next let G be a real bounded measurable function on P(E) and suppose that (5.5) holds. Then for all real bounded measurable functions Φ on P(E) × E,
(5.6) DefineG : P(E) × E → IR asG(ν, x)=G(ν). Then, recalling (4.47)
This proves that M is (T t ) invariant.
6 Ergodic properties of the filter.
In this section we will use the notations of Section 5. We will also assume throughout the rest of the paper that h is a continuous function. Thus, {T t } and {S t } are Feller semigroups. We will obtain conditions for uniqueness of invariant measures corresponding to these semigroups. These questions have been studied in great detail for compact ( [9] ) and locally compact ( [12, 10, 11] ) state spaces. The proofs of the results in the above papers rely on the uniqueness of the solution to the FKK or Kushner-Stratonovich equation, in fact even the proof of the Feller-Markov property of the filtering process crucially uses the uniqueness of the solution to the above mentioned equation. Nevertheless, using the methods and results of Sections 4 and 5 many statements and theorems in the above papers carry over to our general setup with almost identical proofs. We will now present the main ergodicity results for the filtering model considered in this paper. In order to avoid tedious repetition, we will provide proofs only when they differ from the proofs of the analogous statements in ( [9, 12, 10, 11] ).
Let C c (E) be the class of all convex functions in C b (E). Following Stettner ( [12] ), denote for ν ∈ P(E) and A ∈ B(P(E)),
where I A is the indicator function of the set A. We will now give alternative representations for m ν t and M ν t as the laws of certain filtering processes.
We begin with the following setup. Let µ be a (T t ) invariant measure. D IR ≡ D((−∞, ∞); E) will denote the space of r.c.l.l. functions from (−∞, ∞) into E with Skorokhod topology and C IR ≡ C((−∞, ∞); IR d ) will denote the space of continuous functions from (−∞, ∞) into IR d with topology of uniform convergence on compact subsets of (−∞, ∞). Let the coordinate processes on D IR and C IR be denoted once more by (ξ t (·)) and (β t (·)) respectively. Let P (1) µ be the unique measure on (D IR , B(D IR )) which satisfies for E 1 , · · · , E n ∈ B(IR) and −∞ < t 1 < t 2 · · · < t n < ∞,
Now let Q (1) be a probability measure on (C IR , B(C IR )), such that for −∞ < t 0 < t 1 · · · < t n < ∞,
µ ⊗ Q (1) . In this section, we will consider the coordinate processes (ξ t ), (β t ) to be defined on the product space (Ω 1 , B(Ω 1 ), R (1) µ ). Define the observation process:
and the observation sigma fields
where −∞ ≤ s < t ≤ ∞. Further, for s, t such that −∞ ≤ s < t ≤ ∞, let G t s , H t s be defined respectively by (4.11) and (4.35). The cases s = −∞ and t = ∞ are treated as in Remark 4.1. Here, these are sub-sigma fields of B(Ω 1 ). Further, let G −∞ −∞ be defined by
Observe that for bounded and continuous function f on E π (0)
and π
.) Also note that for real bounded measurable function F on P(E)
In a similar manner it is seen that
A straightforward application of martingale convergence theorem shows that as s → −∞, almost surely the measure π (0)
Furthermore we have that (cf. Lemma 3.3 of Kunita [9] )
and thus by the reverse martingale convergence theorem we have that as s → −∞, π 
Thus in view of (6.2) and (6.3) we have that M µ s and m µ s converge weakly as s → ∞ to the law of π as t → ∞ and (T t ) is a Feller semigroup, both m µ and M µ have to be (T t ) invariant. We now recall the following definition from [9] . Definition 6.1 A measure ν ∈ P(E) is the barycenter of the measure Φ ∈ P(P(E)) if and only if for every ϕ ∈ C b (E),
From Theorem 3.2 of Kunita [9] we have that both m µ and M µ have barycenters µ and if Φ is another T t invariant measure with barycenter µ then for all F ∈ C c (E),
Next recalling that m µ and M µ are the laws of π
t and π
t respectively, we have that m µ equals M µ if G −∞ −∞ is trivial. From (6.4) we observe that the equality of m µ and M µ implies that T t admits a unique invariant measure with barycenter µ. We thus have the following result. 
As pointed out in [9] , (6.5) is equivalent to the condition that G −∞ −∞ is trivial. This proves the uniqueness of (T t ) invariant measure.
We remark that our proof of the theorem above is different from the proof in ( [9] ). The proof in [9] requires showing that (π (0) t ) and (π (1) t ) are Markov with semigroup T t which is shown in [9] by appealing to the uniqueness of the solution to Kushner-Stratonovich equation. Though we don't need the Markov properties for our proof above, nevertheless using the Feller property of T t , they are seen to hold as argued below.
µ ) with semigroup T t .
Let g ∈ C b (P(E)) and fix −∞ < u < t < ∞. Then from an application of martingale convergence theorem and the observation that a.s., π 6) where all the limits in (6.6) are taken in probability and g 1 is the real valued function on P(E) defined in (4.33) with s there replaced by u, i.e.,
Note that g 1 is independent of s and the last step in the above display follows on observing that the Feller property of T t implies that g 1 is continuous. This proves the Markov property of (π (0) t ) and that the semigroup for this Markov process is (T t ). As is already seen that the law of (π (0) t ) does not depend on t and thus this Markov process is stationary. Finally consider the process (π (1) t ). Let g be as before. Then
where g 1 is as in (6.7). Hence, (π
t ) is a Markov process with semigroup (T t ). The stationarity of this process follows as before.
We now turn our attention to the semigroup (S t ). Let µ, as before, be a (T t ) invariant probability measure. Define the probability measures m µ t and M µ t on (P(E) × E) as follows. For A ∈ B(P(E)) ⊗ B(E),
Observe that for real measurable bounded function F on P(E) × E and −∞ < s < t < ∞,
. In a similar way it is seen that
Now the almost sure convergence, as s → −∞, of (π (0) s,t , ξ t ) and (π (1) s,t , ξ t ) to (π (0) t , ξ t ) and (π (1) t , ξ t ) respectively implies that m µ u and M µ u converge weakly to the law of (π (0) t , ξ t ) and (π (1) t , ξ t ) respectively and also that these laws don't depend on t. Denote the law of (π (0) t , ξ t ) by m µ and the law of (π (1) t , ξ t ) by M µ . Once more the Feller property of the semigroup (S t ) implies that since m µ t and M µ t converge weakly to m µ and M µ respectively, these latter measures are (S t ) invariant. Next note that for C ∈ B(P(E))
Further note that for real bounded measurable functions f and F on E and P(E) respectively:
Similarly,
Thus m µ , M µ are (S t ) invariant measures for which (5.5) holds. Also, in the class of (S t ) invariant probability measures for which (5.5) holds, m µ is the minimal and M µ is the maximal in the sense of Kunita [10] , (cf. Theorem
2.2, [10]). Finally note that if
t , ξ t ) a.s. and thus m µ = M µ . Hence the following theorem holds.
Theorem 6.4 Suppose that there is a unique (T t ) invariant measure µ and suppose that (6.5) holds for all f ∈ C b (E). Then there is a unique (S t ) invariant measure for which (5.5) holds.
Asymptotic Stability
In this section, we will study the asymptotic behavior of the filter when it is initialized at an incorrect initial condition. The results extend the results of Ocone-Pardoux [11] to the case of unbounded h and also we do away with the assumption in [11] that the state space is locally compact.
We will once more use the notations of Section 5 and assume continuity of h. In particular recall that the signal process X is an E valued time homogeneous Markov process with a Feller semigroup T t and initial distribution (law of X 0 ) γ. Further, we assume that T t admits a unique invariant probability measure µ and that (6.5) holds. We have noted in the previous section that in this case, the semigroup T t is Feller and also admits a unique invariant probability measure. Here is the first result on asymptotic stability Theorem 7.1 Suppose that γ satisfies γT t → µ. be the filter. Then the law of π t on (Ω, F, P ) converges to M -the invariant measure for the semigroup T t .
Proof: This result can be proved exactly following the steps in the proof of Theorem 3 in Stettner [12] . Note that we have already proved the Feller property of T t and hence it follows that if ν n converges to ν, then m νn t converges in law to m ν t . This is a crucial step in the proof of Theorem 3 in [12] . The tightness of {m γ t : t ≥ 0} follows from (7.1) exactly as in Stettner. Also, we have already proved that there exists a unique T tinvariant probability measure M .
The previous result gives the asymptotics of the filter π t when the signal process is a purely non-deterministic ergodic Markov process.
Ocone-Pardoux [11] consider the behavior of the filter when the initial distribution of the signal is wrongly taken to be ν instead of γ. So where as the correct filter is given by (7.2), the incorrectly initialized filter is given as:π t (B)(ω) = Λ t (ν, B)(Y . (ω).
(7.3)
In [11] it was shown that under appropriate conditions
as t tends to ∞. The paper [11] assumes that h is bounded and that E is locally compact. We will now show that (7.4) holds in our framework.
We need the following auxiliary result for this purpose.
Theorem 7.2 Let γ n , ν n ∈ P(E) be such that
Let T > 0 be fixed. Then for a bounded continuous function ϕ on E,
Proof: In view of (4.28)-(4.29) The required result follows from these observations. This is the analog of the result in [11] for our setup.
Theorem 7.3 Let ν ∈ P(E) be given. Suppose that ν, γ satisfy γT t → µ νT t → µ. (7.6)
Further, suppose that Q γ is absolutely continuous with respect to Q ν (7.7)
Then the filter π t (defined by (7.2)) and the erroneous filterπ t wrongly computed with initial measure ν (defined by (7.3)) satisfy
Proof: As in [11] , let the finite memory approximations π t−τ,t ,π t−τ,t of π t , π t respectively be defined by π t−τ,t = Λ τ (γT t−τ ) π t−τ,t = Λ τ (νT t−τ ).
Then given ε > 0, there exists τ ε such that for τ > τ ε we have, for ϕ ∈ C(E) IE P [( π t , ϕ − π t−τ,t , ϕ ) 2 ] → 0 (7.9) and IE P [( π t , ϕ − π t−τ,t , ϕ ) 2 ] → 0 (7.10)
as t tends to infinity. These statements are proven in [11] , Lemma 3.4. The proof given there does not use boundedness of h or the underlying assumption in that paper that E is locally compact and hence carries over the present set up. Since ϕ is bounded, say by K, we have This in turn follows from Theorem 7.2 and the assumption (7.6) upon observing that π t−τ,t = Λ τ (γT t−τ ) andπ t−τ,t = Λ τ (νT t−τ ).
