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CHARACTERISTIC CYCLES OF STANDARD MODULES FOR
THE RATIONAL CHEREDNIK ALGEBRA OF TYPE Z/lZ
TOSHIRO KUWABARA
Abstract. We study the representation theory of the rational Cherednik al-
gebra Hκ = Hκ(Zl) for the cyclic group Zl = Z/lZ and its connection with
the geometry of the quiver variety Mθ(δ) of type A
(1)
l−1.
We consider a functor between the categories of Hκ-modules with different
parameters, called the shift functor, and give the condition when it is an
equivalence of categories.
We also consider a functor from the category of Hκ-modules with good
filtration to the category of coherent sheaves on Mθ(δ). We prove that the
image of the regular representation of Hκ by this functor is the tautological
bundle on Mθ(δ). As a corollary, we determine the characteristic cycles of the
standard modules. It gives an affirmative answer to a conjecture given in [Go]
in the case of Zl.
1. Introduction
1.1. Background. The rational Cherednik algebra for the wreath product Zl ≀
Sn of the cyclic group Zl = Z/lZ and the symmetric group Sn is defined by
[EG]. Let D(Cnreg) be the algebra of algebraic differential operators on C
n
reg =
{(x1, . . . , xn) | xi 6= 0, xli 6= xlj}. The rational Cherednik algebra is a subalgebra
of the smash product D(Cnreg)#(Zl ≀Sn) which is generated by the multiplication
of functions, Zl ≀ Sn and the Dunkl operators. The category of modules over the
rational Cherednik algebra contains an interesting subcategory called the category
O. The category O is the subcategory of modules on which the Dunkl operators
act locally nilpotently. The category O is a highest weight category in the sense of
[CPS].
In this paper, we consider the case of n = 1. Our work is motivated by the
papers [GS1] and [GS2], in which the case l = 1 was considered. We first review
this case.
The rational Cherednik algebra Hc(Sn) is the algebra with a parameter c ∈ R.
We denote the category O of Hc(Sn) by Oc(Sn). By results of [Op], [He] and
[BEG], we have a functor called a shift functor (or a Heckman-Opdam shift functor),
(1) Ŝc : Hc(Sn)-Mod −→ Hc+1(Sn)-Mod.
If the shift functor Ŝc is an equivalence of categories, we can construct a functor
from the category of filtered modulesHc(Sn)-filt to the category of coherent sheaves
Coh(Hilbn(C2)) on the Hilbert scheme of n points on C2,
(2) Φ̂c : Hc(Sn)-filt −→ Coh(Hilbn(C2)).
We recall that Hilbn(C2) is a symplectic resolution of the singularity C2n/Sn,
π : Hilbn(C2) −→ C2n/Sn.
These functors Ŝc and Φ̂c are generalized to the other cases by [Mu], [Bo] and [Va].
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In [GS1] and [GS2], Gordon and Stafford also considered the images of certain
modules by Φ̂c. Consider the rational Cherednik algebra Hc(Sn) itself as a left
Hc(Sn)-module. Then the corresponding coherent sheaf Φ̂c(Hc(Sn)) coincides with
the Procesi bundle on Hilbn(C2). The Procesi bundle, which was defined in [Ha1], is
a vector bundle whose fiber is isomorphic to the regular representation of Sn. As a
corollary of the above result, they described the images of the standard modules by
the functor Φ̂c and determined their characteristic cycles. The characteristic cycle
Ch(M) is an invariant of a module M in Oc(Sn), which is the sum of irreducible
components of SuppΦ̂c(M) with multiplicities. The standard modules of Hc(Sn)
are indexed by partitions λ of n. Denote them by ∆c(λ). Let (x1, . . . , xn, y1, . . . , yn)
be a coordinate system of C2n. The irreducible components of π−1({y1 = · · · =
yn = 0}) are indexed by partitions µ of n. Denote them by Zµ. Let [ Zµ ] be the
homology class given by Zµ. One of the main results in [GS2] is
(3) Ch(∆c(λ)) =
∑
µ
Kλµ[ Zµ ]
for each partition λ of n. Here Kλµ ∈ Z≥0 is the Kostka number.
In the general case, the rational Cherednik algebraHh(Zl≀Sn) has an l-dimensional
parameter h ∈ Rl. The l-multipartitions of n parametrize the standard modules
of the category Oh(Zl ≀ Sn). We have the partial ordering Drep,h on the set of l-
multipartitions of n, which arises from the structure of the highest weight category
Oh(Zl ≀Sn). This ordering Drep,h depends on h.
Let Mh(nδ) be the quiver variety of type A
(1)
l−1 with the stability parameter
h ∈ Ql and the dimension vector nδ = (n, . . . , n). Similarly to the case of Sn,
the l-multipartitions of n parametrize the components of a certain subvariety of
Mh(nδ). The action of T = (C
∗)2 on Mh(nδ) induces a partial ordering Dgeom,h
on the set of l-multipartitions of n. The ordering Dgeom,h also depends on h.
Consider an analogue of the functor (2) in the general case. It has been conjec-
tured that the representation theory of Hh(Zl ≀ Sn) is deeply connected with the
geometry of Mh(nδ) ([Go], [Va]). The functor
Φ̂h : Hh(Zl ≀Sn)-filt −→ Coh(Mh(nδ))
is defined for generic h in [Va]. In [Go], Gordon compared the ordering Drep,h and
the ordering Dgeom,h, and proved that Dgeom,h refines Drep,h. He conjectured an
analogue of the identity (3) in the general case (Question 10.2 in [Go]).
1.2. Shift functors and their equivalences. In this paper, we consider the
rational Cherednik algebra Hκ = Hκ(Zl) in the case of n = 1. Here κ is an
(l− 1)-dimensional parameter κ = (κi)i=1,...,l−1 ∈ Rl−1. Let γ be the element of Zl
which acts on C∗ by the multiplication of ζ = exp(2π
√−1/l). The algebra Hκ is
the subalgebra of D(C∗)#Zl generated by the coordinate function x, γ ∈ Zl and the
Dunkl operator y = (d/dx) + (l/x)
∑l−1
i=0 κie¯i where e¯i = (1/l)
∑l−1
j=0 ζ
ijγj ∈ CZl.
As a vector space, we have
Hκ = C[x]⊗C CZl ⊗C C[y].
The algebra Hκ is isomorphic to another algebra called the deformed preprojective
algebra defined by Crawley-Boevey and Holland in [CBH] and [Ho]. Let Q = (I, E)
be the Dynkin quiver of type A
(1)
l−1 such that I = {I0, . . . , Il−1} is the set of vertices
and E = {Fi : Ii−1 → Ii, i = 0, . . . , l − 1} is the set of arrows. We regard indices
for vertices and arrows as integers modulo l. For λ = (λi)i=0,...,l−1 ∈ Rl (or Zl), we
regard the sum λi + λi+1 + · · ·+ λj−1 as cyclic, i.e.,
λi + λi+1 + · · ·+ λj−1 = λi + · · ·+ λl−1 + λ0 + λ1 + · · ·+ λj−1
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if j < i. Let Rep(Q, δ) ≃ Cl be the space of representations with the dimension vec-
tor δ = (1, . . . , 1). Set GL(δ) =
∏l−1
i=0 C
∗ and set gl(δ) =
⊕l−1
i=0Ce
(i) = Lie(GL(δ)).
Let t0, . . . , tl−1 ∈ C[Rep(Q, δ)] be the coordinate functions, and let ∂0, . . . ,
∂l−1 ∈ D(Rep(Q, δ)) be the corresponding differential operators. Let Rl1 be the
set of λ = (λi)i=0,...,l−1 ∈ Rl such that λ0 + · · · + λl−1 = 1. For a parameter
λ = (λi)i=0,...,l−1 ∈ Rl1, an algebra Tλ is
Tλ =Ml(D(Rep(Q, δ)))GL(δ)
/ l−1∑
i=0
Ml(D(Rep(Q, δ)))
GL(δ)(τ(e(i))− λi),
where τ(e(i)) = Eii⊗1+1⊗(ti+1∂i+1−ti∂i) ∈Ml(D(Rep(Q, δ)))GL(δ). By [Ho, Cor
4.6], this algebra is isomorphic to the deformed preprojective algebra Πλ defined
by [CBH]. Moreover, the algebra Tλ is isomorphic to Hκ for λi = κi+1−κi+(1/l).
Set ei = Eii. Denote the spherical subalgebra of Hκ by Uκ = e¯0Hκe¯0. The algebra
Uκ is isomorphic to the following subalgebra of Tλ
Aλ = e0Tλe0 ≃ D(Rep(Q, δ))GL(δ)
/ l−1∑
i=0
D(Rep(Q, δ))GL(δ)(ι(e(i))− λ¯i)
where ι(e(i)) = ti+1∂i+1 − ti∂i and λ¯i = λi − δi0. A Dynkin root is a root β =
(βi)i=0,...,l−1 ∈ Zl such that β0 = 0. Then, the (Aλ, Tλ)-bimodule e0Tλ yields
a Morita equivalence between Tλ and Aλ if λ = (λi)i=0,...,l−1 satisfies 〈λ, β〉 =∑l−1
i=0 λiβi 6= 0 for all Dynkin roots β = (βi)i=0,...,l−1 ∈ Zl.
For i = 0, . . . , l − 1, the standard module ∆λ(i) is the following Tλ-module:
∆λ(i) = (Tλ/TλA∗)ei
where A∗ =
∑l−1
i=0Ei−1,i ⊗ ∂i ∈ Tλ. We have the isomorphism of vector spaces
∆λ(i) = C[A]1i
where A =
∑l−1
i=0Ei,i−1 ⊗ ti ∈ Tλ and 1i is the image of ei.
Let Zl0 be the set of θ = (θi)i=0,...,l−1 ∈ Zl such that θ0 + · · · + θl−1 = 0. For
θ ∈ Zl0, let χθ be the character of GL(δ)
χθ(g) =
l−1∏
i=0
(gi)
θi
for g = (gi)i=0,...,l−1 ∈ GL(δ). We define the shift functor Sθλ for λ = (λi)i=0,...,l−1 ∈
Rl1 and θ = (θi)i=0,...,l−1 ∈ Zl0,
Sθλ : Aλ-mod −→ Aλ+θ-mod
N 7→ Bθλ ⊗Aλ N
where Bθλ is the following (Aλ+θ,Aλ)-bimodule of semi-invariants
Bθλ =
[
D(Rep(Q, δ))
/ l−1∑
i=0
D(Rep(Q, δ))(ι(e(i))− λ¯i)
]GL(δ),χθ
.
We also define the functor,
Ŝθλ : Tλ-mod −→ Tλ+θ-mod,
M 7→ Tλe0 ⊗Aλ+θ Bθλ ⊗Aλ e0M.
Since the algebra Tλ has (l − 1)-dimensional parameter, we have the (l − 1)-
dimensional parameter θ ∈ Zl for shifting the parameter λ. Thus we have many
shift functors for the same Tλ while we have only one shift functor Sc for Hc(Sn).
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We study the case when the shift functors Sθλ and Ŝθλ are equivalences of cate-
gories. The main difficulty of this question is that we must consider complicated
combinatorics which depends on the (l − 1)-dimensional parameters λ and θ.
Define the following sets of parameters
Rlreg = {λ = (λi)i=0,...,l−1 ∈ Rl1 | λ¯i + · · ·+ λ¯j−1 6= 0 for all i 6= j},
Zlreg =
{
θ ∈ Zl0
∣∣ θi + · · ·+ θj−1 6= 0 for all i 6= j} ,
Zlλ = {θ = (θi)i=0,...,l−1 ∈ Zlreg | θi + · · ·+ θj−1 < 0 if λi + · · ·+ λj−1 ∈ Z≤0}.
The set of parameters Zlreg is decomposed into (l − 1)! alcoves. If λ ∈ Rlreg is
generic, we have Zlλ = Z
l
reg. If λ belongs to R
l
reg ∩ Zl, Zlλ is one of (l − 1)! alcoves
in Zlreg.
Then the following theorem is the first main result of this paper.
Theorem 1.1. For λ ∈ Rlreg and θ ∈ Zlλ, the shift functors Sθλ and Ŝθλ are equiva-
lences of categories.
Moreover, we explicitly determine the images of the standard modules by Sθλ.
The parameter θ = (θi)i=0,...,l−1 defines a total ordering Dθ on the set of indices
Λ = {0, 1, . . . , l − 1},
i⊲θ j ⇔ θi + · · ·+ θj−1 < 0.
If θ and θ′ belong to the same alcove in Zlreg , then ⊲θ is equal to ⊲θ′. Let Drep,λ be
the partial ordering on Λ defined as iDrep,λ j if and only if HomTλ(∆λ(j),∆λ(i)) 6=
0. Our total ordering Dθ refines the partial ordering Drep,λ when θ ∈ Zlλ, i.e.,
HomTλ(∆λ(j),∆λ(i)) 6= 0 implies i Dθ j. Let η1, . . . , ηl be the elements of Λ such
that
(4) ηl Dθ ηl−1 Dθ · · ·Dθ η1.
Proposition 1.2. For i = 1, . . . , l, we have an isomorphism of Aλ+θ-modules
e0∆λ+θ(ηi) −→ Sθλ(e0∆λ(ηi)) = Bθλ ⊗Aλ e0∆λ(ηi),
e0t0tl−1 · · · tηi1ηi 7→ f˜i ⊗ e0t0tl−1 · · · tηi1ηi .
where
f˜i =
l−1∏
j=i+1
(tηj+1 · · · tηl)θηj+θηj+1+···+θηj+1−1
i−1∏
j=1
(∂η1 · · · ∂ηj )θηj+θηj+1+···+θηj+1−1 .
1.3. Construction of a tautological bundle. Next, we consider analogues of
the functor (2) and determine the image of the regular representation Hκ by this
functor.
For θ ∈ Zlreg, the quiver variety Mθ(δ) with the stability parameter θ can be
described as follows.
Mθ(δ) = ProjS,
S =
⊕
m∈Z≥0
Sm, Sm = C[µ
−1(0)]GL(δ),χ
m
θ .
where µ : Rep(Q¯, δ) = T ∗Rep(Q, δ) −→ gl(δ)∗ is the moment map. The variety
Mθ(δ) gives a minimal resolution of the Kleinian singularity C
2/Zl,
πθ : Mθ(δ) −→ C2/Zl.
For any θ ∈ Zlreg, Mθ(δ) is isomorphic to the toric variety X(∆) defined in Sec-
tion 3.2.
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For λ ∈ Rlreg and θ ∈ Zlλ, we define the functor
Φ̂θλ : Tλ-filt −→ Coh(Mθ(δ))
M 7→
( ⊕
m∈Z≥0
gr
(Bmθλ ⊗Aλ e0M))∼.(5)
as in [Bo].
We define a locally free sheaf P˜θ on Mθ(δ) as follows
P˜θ =
( ⊕
m∈Z≥0
e0Ml(C[µ
−1(0)])GL(δ),χ
m
θ
)∼
.
Then P˜θ is a tautological bundle of the quiver variety Mθ(δ). It is an analogue of
the Procesi bundle on Hilbn(C2). Although the structure as an algebraic variety of
Mθ(δ) is independent of θ, the tautological bundle P˜θ depends on θ.
We have a construction of the minimal resolution of C2/Zl by the toric variety
X(∆) (Section 3.2). We prove the following proposition using this construction.
This is an analogue of a result of [Ha2] for the Procesi bundle.
Proposition 1.3. For m ∈ Z>0, we have
Hp(Mθ(δ), P˜θ ⊗O(m)) =
{
e0Ml(C[µ
−1(0)])GL(δ),χ
m
θ (p = 0),
0 (p 6= 0).
where O(1) is the twisting sheaf of of Mθ(δ) associated to the homogeneous coordi-
nate ring S (see [Har, p.117]).
We make use of this proposition to calculate the (q, t)-dimension of the module
e0Ml(C[µ
−1(0)])GL(δ),χ
m
θ , i.e., the character with respect to the T-action.
Using this result, we obtain the following second main result. Set
R˜lreg = {(λi)i=0,...,l−1 ∈ Rlreg | λi + · · ·+ λj−1 6= 0 for all i 6= j}.
Theorem 1.4. For λ ∈ R˜lreg and θ ∈ Zlλ, we have an isomorphism of coherent
sheaves on Mθ(δ)
Φ̂θλ(Tλ) ≃ P˜θ.
As a corollary of Theorem 1.4, we have
Corollary 1.5. For λ ∈ R˜lreg, θ ∈ Zlλ, we have the isomorphism
Φ̂θλ(∆λ(i)) ≃
(P˜θ/P˜θA¯∗)ei
where A¯∗ =
∑l−1
i=0Ei−1,i ⊗ ξi ∈ Ml(C[µ−1(0)]) and ξi = ∂i is the image of ∂i in
grD(Rep(Q, δ))GL(δ) ≃ C[µ−1(0)]GL(δ).
1.4. The characteristic cycles of the standard modules. Finally, we deter-
mine the characteristic cycles of the standard modules.
The structure of the subvariety π−1θ ({y = 0}) is well-known: we have
π−1θ ({y = 0}) =
l−1⊔
i=0
U0i
where U0i is one-dimensional affine subvariety depending on θ defined by (11) in
Section 3.1. We denote by Ui the closure of U0i . Then, the irreducible components
of π−1θ ({y = 0}) are U0, . . . , Ul−1.
The following proposition is the third main result.
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Proposition 1.6. For i = 1, . . . , l, we have
Ch(∆λ(ηi)) =
i∑
j=1
[ Uηj ].
where ηi is the index defined on (4).
This proposition answers a conjecture in [Go] in the case of Zl. Consider the
geometric ordering defined in Section 5.4 of [Go],
i⊲geom,θ j if i 6= j and Ui ∩ U0j 6= ∅.
By the general theory of quiver varieties, if θ and θ′ belong to the same alcove in
Zlreg, ⊲geom,θ is equal to ⊲geom,θ′ . Moreover, we show that the geometric ordering
⊲geom,θ is equal to the ordering ⊲θ. Thus, we have
ηl ⊲geom,θ ηl−1 ⊲geom,θ . . .⊲geom,θ η1.
Therefore, Proposition 1.6 is written as
Ch(∆λ(i)) =
∑
jEgeom,θi
[ Uj ].
This is an affirmative answer to Question 10.2 of [Go].
The functor Φ̂θλ of (5) confirms a deep connection between the representation
theory of Tλ and the geometry of Mθ(δ). In fact, to prove Theorem 1.1 and The-
orem 1.4, we make use of this connection. Although Proposition 1.2 is purely
representation theoretical, the elements f˜i are obtained from the information on
the geometry of Mθ(δ).
1.5. Plan of paper. The paper is organized as follows. In Section 3.1, we recall
the definition and basic facts about the quiver variety Mθ(δ). In Section 3.2, we
recall the construction of the minimal resolution of the singularity C2/Zl as a toric
variety, and compare it with Mθ(δ). In Section 3.3, we construct the tautological
bundle P˜θ. In Section 3.4, we prove Proposition 1.3 by using well-known facts about
line bundles on toric varieties. In Section 3.5 and Section 3.6, we calculate the (q, t)-
dimension of C ⊗C[t0···tl−1] e0Ml(C[µ−1(0)])GL(δ),χθ . This result is used when we
prove Theorem 1.4. In Section 4.1 and Section 4.2, we define the rational Cherednik
algebraHκ and the deformed preprojective algebra Tλ, and recall their fundamental
properties. In Section 4.3, we prepare some conditions for the parameters λ and
θ, and define the ordering Dθ. In Section 4.4, we define the shift functor Sθλ and
prove Theorem 1.1. In Section 4.5, we calculate the q-dimension of C ⊗C[t0···tl−1]
Bθλ ⊗Aλ e0Tλ. We use this result to prove Theorem 1.4. In Section 5, we recall the
definition of the functor Φ̂θλ. In Section 6.2, we prove Theorem 1.4. In Section 6.3,
we prove Corollary 1.5 and Proposition 1.6.
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2. Preliminaries
2.1. Basic notations. Fix an integer l ∈ Z>0. We define two sets of parameters.
Let Zl0 be the set of θ = (θi)i=0,...,l−1 ∈ Zl such that θ0+ · · ·+ θl−1 = 0. Let Rl1 be
the set of λ = (λi)i=0,...,l−1 ∈ Rl such that λ0 + · · ·+ λl−1 = 1.
Set γ =
(
ζ 0
0 ζ−1
)
to be the element of SL2(C) where ζ = exp(2π
√−1/l). Let
Zl = Z/lZ be the finite subgroup of SL2(C) generated by the element γ. Denote the
group ring of Zl over the field C by CZl. For i = 0, . . . , l−1, let e¯i be the idempotent
e¯i = (1/l)
∑l−1
j=0 ζ
ijγj ∈ CZl. Then we have e¯ie¯j = δij e¯i, and CZl =
⊕l−1
i=0Ce¯i. For
i = 0, . . . , l − 1, let Li = C1i be the one-dimensional irreducible representation of
Zl on which e¯j acts by e¯j1i = δij1i.
For a group G and a G-module M , we denote by MG the G-invariant subspace
of M . For a character χ of the group G, we denote by MG,χ the semi-invariant
subspace of M belonging to the character χ, i.e.,
MG,χ = {v ∈M | gv = χ(g)v (g ∈ G)}.
For a C-algebra R, let Ml(R) be the l × l matrix algebra whose elements have
coefficients in R, i.e.
Ml(R) ≃Ml(C)⊗C R.
Let Eij be the matrix inMl(R) such that the (i
′, j′)-entry of Eij is given by δii′δjj′ .
For an algebra R, denote by R-Mod the category of R-modules. Let R-mod be
the full subcategory of R-Mod whose objects are finitely generated over R.
Fix an affine variety X . Let C[X ] be the ring of polynomial functions on X . Let
D(X) be the ring of algebraic differential operators on X . For an OX -module F
and a point x ∈ X , we denote the stalk of F at x by Fx. We define its fiber at x
by F(x) = Fx ⊗OX,x C where C = OX,x/mx and mx is a unique maximal ideal of
OX,x. We denote by Qcoh(X) the category of quasi-coherent sheaves on X and by
Coh(X) the category of coherent sheaves on X .
2.2. Quivers. A quiver Q = (I, E) is a pair of a set of vertices I and a set of
arrows E equipped with two maps in, out : E → I. We assume I and E are finite
sets. Let Q∗ = (I, E∗) be the quiver with the same set of vertices I and the set of
arrows E∗ = {α∗ | α ∈ E} where α∗ is an arrow such that in(α∗) = out(α) and
out(α∗) = in(α). Let Q¯ be the quiver (I, E ⊔ E∗).
A representation of a quiver Q = (I, E) is a pair (V, (φα)α∈E) of an I-graded
vector space V =
⊕
i∈I Vi and a set of linear maps φα : Vout(α) → Vin(α). For an
I-graded vector space V =
⊕
i∈I Vi, its dimension vector is dimV = (dimVi)i∈I ∈
(Z≥0)
I . For a dimension vector v = (vi)i∈I , the space of representation Rep(Q, v)
is the following space:
Rep(Q, v) =
⊕
α∈E
Hom(Cvout(α) ,Cvin(α)).
We identify a point (φα)α∈E of Rep(Q, v) and a representation (
⊕
i∈I C
vi , (φα)α∈E).
Fix a dimension vector v = (vi)i∈I . Let GL(v) be the Lie group
∏
i∈I GLvi(C)
and let gl(v) be the Lie algebra of GL(v): gl(v) =
⊕
i∈I glvi(C). The group GL(v)
acts naturally on Rep(Q, v).
Let 〈 , 〉 : RI×RI −→ R be the bilinear form 〈λ, µ〉 =∑i∈I λiµi for λ = (λi)i∈I ,
µ = (µi)i∈I .
2.3. Quiver of type A
(1)
l−1. In this paper, we consider the McKay quiver associated
to a group Zl = Z/lZ with cyclic orientation. In other words, it is a Dynkin
quiver of type A
(1)
l−1 with cyclic orientation. Let Q = (I, E) be a quiver with
I = {I0, . . . , Il−1} as the set of vertices and E = {Fi : Ii−1 → Ii | i = 0, . . . , l − 1}
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as the set of arrows. We regard indices for vertices and arrows as integers modulo
l, i.e., we consider I−1 = Il−1, Fl = F0 and so on.
I0
F1
wwoo
oo
oo
oo
oo
oo
oo
o
I1
F2
// I2 // Il−1
F0
ggNNNNNNNNNNNNN
We identify ZI = Zl and the root lattice of type A
(1)
l−1, and identify R
I = Rl and
the dual of the Cartan subalgebra. For i = 0, . . . , l− 1, let ǫi ∈ Zl be the standard
coordinate vector corresponding to the vertex Ii. Under the above identification,
we regard ǫ0, . . . , ǫl−1 as simple roots. Let δ = (1, . . . , 1) be the minimal positive
imaginary root. A root β ∈ Zl is called a Dynkin root when 〈β, ǫ0〉 = 0. When a
positive root β = (βi)i=0,...,l−1 ∈ Zl satisfies β 6= δ and βi ≤ δi = 1 for all i = 0,
. . . , l− 1, we write β < δ. For λ = (λi)i=0,...,l−1 ∈ RI = Rl (or ZI = Zl), we regard
the sum λi + λi+1 + · · ·+ λj−1 as cyclic, i.e.,
λi + λi+1 + · · ·+ λj−1 = λi + · · ·+ λl−1 + λ0 + λ1 + · · ·+ λj−1
if j < i.
3. Quiver varieties
3.1. Definition of quiver varieties. In this subsection we review the definition
and fundamental properties of quiver varieties which were introduced by Nakajima
in [Na].
Define the quiver Q = (I, E) as in Section 2.2. The space of representations
Rep(Q¯, δ) = {(ai, bi)i=0,...,l−1 | ai, bi ∈ C} ≃ C2l
is a symplectic manifold with the symplectic form
∑l−1
i=0 dbi ∧ dai. We have the
symplectic action of GL(δ) on Rep(Q¯, δ), and the corresponding moment map is
µ : Rep(Q¯, δ) −→ gl(δ)∗ ≃ Cl,
(ai, bi)i=0,...,l−1 7→ (aibi − ai+1bi+1)i=0,...,l−1.
Let t0, . . . , tl−1 and ξ0, . . . , ξl−1 ∈ C[Rep(Q¯, δ)] be the coordinate functions such
that ti((aj , bj)j=0,...,l−1) = ai and ξi((aj , bj)j=0,...,l−1) = bi for (aj , bj)j=0,...,l−1 ∈
Rep(Q¯, δ). Then we have
C[µ−1(0)] = C[t0, . . . , tl−1, ξ0, . . . , ξl−1]
/
(tiξi − ti+1ξi+1)i=0,...,l−1.
The group GL(δ) acts on C[µ−1(0)] as follows.
g · ti = g−1i gi−1ti,
g · ξi = gig−1i−1ξi
for i = 0, . . . , l − 1 and g = (gk)k=0,...,l−1 ∈ GL(δ).
Fix a parameter θ = (θi)i=0,...,l−1 ∈ Zl0 called a stability parameter. For a
representation (V, (ai, bi)i=0,...,l−1) of Q¯ with the dimension vector δ, we call it θ-
semistable if 〈dimW, θ〉 ≤ 0 for any subrepresentation W of V . Define the subset
µ−1(0)θ of µ
−1(0) ⊂ Rep(Q¯, δ):
µ−1(0)θ =
{
(ai, bi)i=0,...,l−1 ∈ µ−1(0)
∣∣
(ai, bi)i=0,...,l−1 is a θ-semistable representation.
}
.
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It is a Zariski open subset of µ−1(0). For p, q ∈ µ−1(0)θ, we denote p ∼ q when the
closures of GL(δ)-orbits intersect in µ−1(0)θ. Then ∼ is an equivalence relation.
Then we define the quiver variety Mθ(δ) as follows:
Mθ(δ) = µ
−1(0)θ/ ∼ .
For a point (ai, bi)i=0,...,l−1 ∈ µ−1(0)θ, we denote by [ai, bi]i=0,...,l−1 the correspond-
ing point of Mθ(δ).
Remark 3.1. Although our definition of the quiver variety is different from one in
[Na], Mθ(δ) coincides with M(ζC,ζR)(v,w) with ζC = 0, ζR = θ, v = δ and w = ǫ0.
This definition is the same as one of [Na2, Section 4].
For θ = 0 = (0, . . . , 0), we have
M0(δ) ≃ C2/Zl
(see [CS]).
Proposition 3.2 ([Kr], [Na2]). If a stability parameter θ = (θi)i=0,...,l−1 ∈ Zl0
satisfies 〈θ, β〉 6= 0 for all positive roots β which satisfy β < δ, Mθ(δ) is nonsingular
and we have a minimal resolution of Kleinian singularities of type Al−1:
πθ : Mθ(δ) −→M0(δ) ≃ C2/Zl.
In this paper, we always consider the case when the stability parameter θ ∈ Zl0
satisfies 〈θ, β〉 6= 0 for all positive roots β which satisfy β < δ. Set
(6) Zlreg =
{
θ ∈ Zl0
∣∣ 〈θ, β〉 6= 0 for all positive roots β which satisfy β < δ} .
For a stability parameter θ = (θi)i=0,...,l−1 ∈ Zlreg, define the following graded
commutative algebra
S =
⊕
m∈Z≥0
Sm,
Sm = C[µ
−1(0)]GL(δ),χ
m
θ ,
where χθ is the character ofGL(δ) given by χθ(g) =
∏l−1
i=0(gi)
θi for g = (gi)i=0,...,l−1 ∈
GL(δ). The injective homomorphism S0 → S induces the morphism of schemes
ProjS −→ SpecS0 ≃ C2/Zl.
We have the following construction of quiver varieties.
Proposition 3.3 ([CS], [Na2]). As schemes over C2/Zl, we have the following
isomorphism:
Mθ(δ) ≃ ProjS.
The above construction induces the twisting sheaf on the schemeMθ(δ) ≃ ProjS
which we denote by O(1) (see [Har, p.117]).
Fix a stability parameter θ = (θi)i=0,...,l−1 ∈ Zlreg. The two-dimensional torus
T = (C∗)2 acts on the quiver variety Mθ(δ) as follows: for [ai, bi]i=0,...,l−1 ∈Mθ(δ)
and (m1,m2) ∈ T,
(m1,m2)[ai, bi]i=0,...,l−1 = [m1ai,m2bi]i=0,...,l−1.
The group T acts on C2 by (m1,m2)(a, b) 7→ (m1a,m2b) and it induces the T-action
on C2/Zl. Moreover πθ is T-equivariant. The variety Mθ(δ) has l T-fixed points
p0, . . . , pl−1 where pi = [aj , bj ]j=0,...,l−1 is given as follows:
ai = 0, bi = 0,
aj = 0, bj 6= 0 if θi + θi+1 + · · ·+ θj−1 < 0,
aj 6= 0, bj = 0 if θi + θi+1 + · · ·+ θj−1 > 0.(7)
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Note that we have θi+ θi+1 · · ·+ θj−1 6= 0 for all i 6= j by the assumption θ ∈ Zlreg.
Define the ordering Dgeom,θ on the set Λ = {0, . . . l − 1} by
(8) i⊲geom,θ j ⇐⇒ θi + · · ·+ θj−1 < 0.
Since we take θ ∈ Zlreg, the ordering Dgeom,θ is a total ordering.
Set η1, . . . , ηl be the indices in Λ such that
(9) ηl ⊲geom,θ ηl−1 ⊲geom,θ . . .⊲geom,θ η1.
By (7) and (8), for pηi = [aj , bj ]j=0,...,l−1, we have
(10) #{j ∈ Λ | bj 6= 0} = i − 1.
Proposition 3.4. For i = 1, . . . , l, the fixed point pηi = [aj , bj]j=0,...,l−1 is given
by
aηi = 0, bηi = 0,
aηj = 0, bηj 6= 0 for j < i,
aηj 6= 0, bηj = 0 for j ≥ i.
Proof. By (8) and (9), we have
θηi + · · ·+ θηj−1 < 0 for j = 1, . . . , i− 1.
Thus we have
aηj = 0, bηj 6= 0 for j < i.
By (10), we have
aηj 6= 0, bηj = 0 for j ≥ i.

For i = 0, . . . , l− 1, we define the following one-dimensional affine subvariety of
Mθ(δ)
(11)
U0i =
[aj , bj]j=0,...,l−1
∣∣∣∣ bi = 0,aj = 0, bj 6= 0 if θi + · · ·+ θj−1 < 0,
aj 6= 0, bj = 0 if θi + · · ·+ θj−1 > 0.
 ⊂Mθ(δ).
Clearly pi ∈ U0i for all i = 0, . . . , l − 1. We denote by Ui the closure of U0i . By
Proposition 3.4, Uηi is given as follows.
(12) U0ηi =
[aj , bj ]j=0,...,l−1
∣∣∣∣ bηi = 0,aηj = 0, bηj 6= 0 for j < i,
aηj 6= 0, bηj = 0 for j ≥ i.
.
The ordering Dgeom,θ is related with the T-action on Mθ(δ) as follows. We
denote pi → pj when there is a point [ak, bk]k=0,...,l−1 ∈ π−1θ (0) such that
lim
m→0
(m−1,m)[ak, bk]k=0,...,l−1 = pi,
and
lim
m→0
(m,m−1)[ak, bk]k=0,...,l−1 = pj .
By Proposition 3.4 and (12), taking [ak, bk]k=0,...,l−1 on Uηi , we have pηi → pηi−1
for each i = 2, . . . , l.
The structure of the subvariety π−1θ ({y = 0}) is well-known (see [Sl, Lecture 1]).
The subvariety π−1θ ({y = 0}) is the disjoint union of U0i :
π−1θ ({y = 0}) =
l−1⊔
i=0
U0i
The irreducible components of π−1θ ({y = 0}) are U0, . . . , Ul−1.
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For i = 1, . . . , l − 1, we have
Uηi+1 ∩ U0ηi = {pηi}
and Uηj does not intersect with Uηi unless j = i+ 1, i, i− 1.
3.2. Quiver varieties vs. toric varieties. In this subsection, we compare two
constructions of the minimal resolution of Kleinian singularity C2/Zl: i.e. as a
quiver variety and as a toric variety.
Let N = Z2, M = Hom(N,Z) ≃ Z2 and let
〈 , 〉 :M ×N −→ Z
be the natural pairing. Set vi = (1, i) ∈ N for 0 ≤ i ≤ l. Let σi = R≥0vi+R≥0vi−1
be a 2-dimensional cone for i = 1, . . . , l. Let ∆ be the fan with the 2-dimensional
cones σi for i = 1, . . . , l and the 1-dimensional cones R≥0vi for i = 0, . . . , l.
Then the toric variety X(∆) associated to the fan ∆ gives the minimal resolution
of C2/Zl:
(13) X(∆) −→ C2/Zl.
For i = 1, . . . , l, let Mi = M ∩ σˇi be the semigroup where σˇi = R≥0(i,−1) +
R≥0(1− i, 1) is the dual cone of σi. Let Ri = CMi be the group ring of Mi and let
Xi = SpecRi. The toric variety X(∆) has the open covering X(∆) =
⋃l
i=1Xi.
Let u = (1, 0), v = (0, 1) be the basis of the latticeM . Then, Ri = C[u
iv−1, u1−iv].
Let xy = u, yl = v. Then we have
Ri = C[x
iyi−l, x1−iyl+1−i].
The natural embedding C[x, y]Zl → Ri induces the morphism Xi → C2/Zl of (13).
Let mi = (x
iyi−l, x1−iyl+1−i) ⊂ Ri be the maximal ideal of Ri. It is the maximal
ideal corresponding to the unique T-fixed point in Xi.
Fix a stability parameter θ = (θi)i=0,...,l−1 ∈ Zlreg. We consider the quiver
variety Mθ(δ) defined in Section 3.1. By Proposition 3.2, we also have the minimal
resolution
Mθ(δ) −→ C2/Zl.
Thus we have an isomorphism of algebraic varieties
Mθ(δ) ≃ X(∆).
We construct this isomorphism explicitly.
For i = 1, . . . , l, let
R′i = C
[
tηl−i+1 · · · tηl
ξη1 · · · ξηl−i
,
ξη1 · · · ξηl−i+1
tηl−i+2 · · · tηl
]
where η1, . . . , ηl are the indices defined on (9). Note that the polynomials in R
′
i
have no poles at the fixed point pηl−i+1 by Proposition 3.4.
Then we have an open covering
Mθ(δ) =
l⋃
i=1
X ′i, X
′
i = SpecR
′
i.
Thus, for i = 1, . . . , l, we define an isomorphism,
R′i −→ Ri,
tj 7→ x (j = 0, . . . , l− 1),
ξj 7→ y (j = 0, . . . , l − 1).
This induces the isomorphism of algebraic varieties
(14) Mθ(δ) −→ X(∆).
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Set
(15) m′i =
(
tηl−i+1 · · · tηl
ξη1 · · · ξηl−i
,
ξη1 · · · ξηl−i+1
tηl−i+2 · · · tηl
)
.
This is a maximal ideal of R′i. This ideal corresponds to the T-fixed point pηl−i+1 ∈
X ′i .
3.3. Tautological bundles. In this subsection, we define tautological bundles on
the quiver variety Mθ(δ) and give their explicit construction.
A tautological bundle is defined as follows. Consider a vector bundle of rank l on
µ−1(0)θ whose fiber is isomorphic to the representation of Q¯ given by (ai, bi)i=0,...,l−1
for each point (ai, bi)i=0,...,l−1 ∈ µ−1(0)θ. If the vector bundle descends to a vector
bundle P˜θ on Mθ(δ), we call P˜θ a tautological bundle.
To construct a tautological bundle, consider the matrix algebra
Ml(C[µ
−1(0)]) ≃Ml(C)⊗C C[µ−1(0)].
The group GL(δ) acts on Ml(C) by
(16) g · Eij = gig−1j Eij
for g = (gk)k=0,...,l−1 ∈ GL(δ) and 0 ≤ i, j ≤ l − 1. The group GL(δ) acts on
C[µ−1(0)]. Thus GL(δ) acts on Ml(C[µ
−1(0)]). We define a graded S-module
(17) Pθ =
⊕
m∈Z≥0
e0Ml(C[µ
−1(0)])GL(δ),χ
m
θ .
where e0 = E00. Let P˜θ be the sheaf associated to Pθ. We show that P˜θ is a direct
sum of l line bundles. For i = 0, . . . , l − 1 let L˜i be the sheaf associated to the
following graded S-module Li,
(18) Li =
⊕
m∈Z≥0
C[µ−1(0)]GL(δ),χ
m
θ χτi
where τi = ǫi− ǫ0 ∈ Zl0. Consider the i-th column of Pθ. The group GL(δ) acts on
E0i ∈Ml(C) by the character χ−1τi by (16). Thus the coefficients of the i-th column
of Pθ coincide with Li. Then, each L˜i is a line bundle on Mθ(δ) and we have
P˜θ =
l−1⊕
i=0
L˜i.
Note that Pθ is a right module of the matrix algebra Ml(C[µ−1(0)])GL(δ). Let
Ai and A¯
∗
i be the following elements of Ml(C[µ
−1(0)])GL(δ): Ai = Ei,i−1 ⊗ ti and
A¯∗i = Ei−1,i ⊗ ξi. Then the collection of maps (Ai, A¯∗i )i=0,...,l−1 gives an action of
Q¯ on P˜θ. Thus we have the following proposition.
Proposition 3.5. The vector bundle P˜θ is a tautological bundle on Mθ(δ).
Lemma 3.6. The module C[µ−1(0)]GL(δ),χ
m
θ χτi is a C[t0 · · · tl−1]-free module.
Proof. Consider the grading of the C[t0 · · · tl−1]-module C[µ−1(0)]GL(δ),χmθ χτi de-
fined by the degree
deg tk = 0, deg ξk = 1.
Since µ−1(0) 6⊆ ⋃l−1i=0{ti = 0}, the C[t0 · · · tl−1]-module C[µ−1(0)] is torsion free.
Thus, each component with respect to the above grading is a finitely generated
torsion free C[t0 · · · tl−1]-module. The algebra C[t0 · · · tl−1] is a one-dimensional
polynomial algebra. Therefore a finitely generated C[t0 · · · tl−1]-torsion-free module
is automatically C[t0 · · · tl−1]-free. 
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3.4. Vanishing of higher cohomologies. In the previous subsection, we con-
structed the tautological bundle P˜θ. To calculate the higher cohomologies of P˜θ,
we recall well-known facts about line bundles on the toric variety X(∆) ≃Mθ(δ).
Let Pic(X(∆)) be the Picard group of X(∆). Let Di be the divisor of X(∆) cor-
responding to vi ∈ N for i = 0, . . . , l as in [Fu, Sec 3.3]. Under the isomorphism
(14), Di corresponds to Uηi defined by (11) for i = 1, . . . , l. By the general theory
of toric varieties, we have the following lemma.
Lemma 3.7 ([Mu] (2.3), [Fu] Prop 3.4). The Picard group Pic(X(∆)) is generated
by the divisors D0, . . . , Dl. Moreover their relations in Pic(X(∆)) are given by:
D0 +D1 + · · ·+Dl = 0,
l∑
i=1
iDi = 0.
For i = 1, . . . , l − 1, we define the cycle D(i) =∑i−1j=0(i − j)Dl−j ∈ Pic(X(∆)).
We have Pic(X(∆)) =
⊕l−1
i=1 ZD(i).
For b = (bi)i=1,...,l−1 ∈ Zl−1, let D(b) =
∑l−1
i=1 biD(i) ∈ Pic(X(∆)) as in [Mu].
For each divisor D ∈ Pic(X(∆)), we have the T-invariant line bundle O(D) on
X(∆). The following two lemmas are proved in [Mu].
Lemma 3.8 ([Mu], Lemma 2.4). When b = (bk)k=1,...,l−1 ∈ Zl−1≥0 , the space
of local sections H0(Xj ,O(D(b))) is a free Rj-module generated by the element
x
Pl−1
k=l−j+1(l−k)bky−
Pl−1
k=l−j+1 kbk .
Proposition 3.9 ([Mu], Lemma 2.1). If b = (bk)k=1,...,l−1 ∈ Zl−1≥0 , then we have
Hp(X(∆),O(D(b))) = 0
for p 6= 0.
For b = (bk)k=1,...,l−1 ∈ (Z≥0)l−1, let O′(D(b)) be the line bundle on X(∆) such
that H0(Xj ,O′(D(b))) is the free Rj-module generated by the element
x
Pl−1
k=l−j+1(l−k)bky
Pl−j
k=1 kbk . Namely, as a T-equivariant line bundle
O′(D(b)) ≃ O(D(b)) ⊗C C(0,Pl−1
k=1 kbk)
where C(a,b) is the one-dimensional vector space with the T-action of weight (a, b).
Fix a stability parameter θ = (θi)i=0,...,l−1 ∈ Zlreg. In Section 3.3, we defined
the line bundle L˜i on the quiver variety Mθ(δ) for i = 0, . . . , l − 1 by (18).
For i = 0, . . . , l − 1 and m ∈ Z≥0, set
(19) bθ
′
k = θ
′
ηk
+ θ′ηk+1 + · · ·+ θ′ηk+1−1.
where θ′ = (θ′k)k=0,...,l−1 = mθ + τi ∈ Zl0. Note that we have bθ
′
k ∈ Z≥0 for all k.
For θ′ = (θ′k)k=0,...,l−1 = mθ + τi ∈ Zl where m ∈ Z≥0 and i = 0, . . . , l − 1, set
(20) fθ
′
j =
l−1∏
k=j
(tηk+1 · · · tηl)b
θ′
k
j−1∏
k=1
(ξη1 · · · ξηk)b
θ′
k .
Note that fθ
′
j does not vanish at the fixed point pηj by Proposition 3.4.
We show that fθ
′
j belongs to C[µ
−1(0)]GL(δ),χθ′ . We calculate the weight of the
function fθ
′
j . Because the weight of ξη1 · · · ξηk is equal to the weight of tηk+1 · · · tηl
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for all k, the weight of fθ
′
j is independent of j. By θ
′
0 + · · ·+ θ′l−1 = 0, we have
bθ
′
k + b
θ′
k+1 + · · ·+ bθ
′
l−1
= (θ′ηk + · · ·+ θ′ηk+1−1) + (θ′ηk+1 + · · ·+ θ′ηk+2−1) + · · ·+ (θ′ηl−1 + · · ·+ θ′ηl−1)
= θ′ηk + θ
′
ηk+1
+ · · ·+ θ′ηl−1
Thus, we have
fθ
′
l =
l−1∏
k=1
(ξη1 · · · ξηk)b
θ′
k =
∏
k=0,...,l−1
ξ
θ′k+θ
′
k+1+···+θ
′
ηl−1
k .
Thus the weight of fθ
′
l is
l−1∑
k=0
{(θ′k + · · ·+ θ′ηl−1)ǫk − (θ′k + · · ·+ θ′ηl−1)ǫk−1}
=
l−1∑
k=0
{(θ′k + · · ·+ θ′ηl−1)− (θ′k+1 + · · ·+ θ′ηl−1)}ǫk =
l−1∑
k=0
θ′kǫk.
Therefore, fθ
′
j belongs to C[µ
−1(0)]GL(δ),χθ′ for all j.
Lemma 3.10. For 1 ≤ j ≤ l and 0 ≤ i ≤ l − 1 and m ∈ Z>0, H0(X ′j , L˜i ⊗O(m))
is the free R′j-module with the generator f
θ′
l+1−j with θ
′ = mθ + τi ∈ Zl0.
Proof. By the definition of L˜i (18), Laurent monomials of t0, . . . , tl−1, ξ0, . . . , ξl−1
with the GL(δ)-character χθ′ span H
0(X ′j , L˜i ⊗O(m)) over C.
Since the unique fixed point pηl−j+1 ∈ X ′j corresponds to the maximal ideal
m′j ⊂ R′j defined by (15), the generators of H0(X ′j , L˜i ⊗O(m)) must have no zero
at pηl−j+1 .
The Laurent monomial fθ
′
j has no zero and no pole at pηl−j+1 by Proposition 3.4.
On the other hand, let g be a Laurent monomial with the GL(δ)-character χθ′ .
Then, g/fθ
′
j is a product of the following Laurent monomials:
(t0 · · · tl−1)±1, (ξ0 · · · ξl−1)±1, (t0ξ0)±1,(
tptp+1 · · · tq−1
ξqξq+1 · · · ξp−1
)±1
for p 6= q.
Therefore, g has either zeros or poles at pηl−j+1 by Proposition 3.4.
Therefore, the Laurent monomials other than fθ
′
j have either zeros or poles at
pηl−j+1 , and f
θ′
j is the generator of H
0(X ′j , L˜i ⊗O(m)) over R′j . 
We identify Mθ(δ) and X(∆) by the isomorphism (14).
Proposition 3.11. For i = 0, . . . , l − 1 and m ∈ Z>0, we have an isomorphism
of T-equivariant line bundles on Mθ(δ) ≃ X(∆): L˜i ⊗ O(m) ≃ O′(D(b)) where
b = (bθ
′
j )j=1,...,l−1 and θ
′ = mθ + τi.
Proof. For j = 1, . . . , l, H0(X ′j , L˜i ⊗ O(m)) is a free R′j-module with the gener-
ator fθ
′
l−j+1. On the other hand H
0(Xj ,O′(D(b))) is a free Rj-module with the
generator x
Pl−1
k=l−j+1
(l−k)bθ
′
k y
Pl−j
k=1
kbθ
′
k . Thus the map given by tk 7→ x, ξk 7→ y is a
T-equivariant isomorphism L˜i ⊗O(m) ≃ O′(D(b)). 
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By the general theory of toric varieties, we have the following C-basis of
H0(X(∆),O(D(b))) for b = (bi)i=1,...,l−1 ∈ Zl−1≥0 . As in [Fu, page 66], set
PD(b) = {m ∈M | 〈m, vi〉 ≥ −ai for i = 0, . . . , l.}
where ai = bl−i+1 + 2bl−i+2 + · · ·+ (i− 1)bl−1. Then we have
H0(X(∆),O(D(b))) =
⊕
m∈PD(b)∩M
Cxm1ym1+lm2 .
The following lemma is an immediate consequence of this fact.
Lemma 3.12. As a C[xl, xy]-module, we have
H0(X(∆),O′(D(b))) =
l∑
i=1
bi−1∑
m=0
C[xl, xy]x
Pl
j=i+1(l−j)bj+(l−i)(bi−m)y
Pi−1
j=1 jbj+im
where we set bl =∞.
Now we have the following proposition.
Proposition 3.13. For i = 0, . . . , l − 1 and m ∈ Z>0, we have
Hp(Mθ(δ), L˜i ⊗O(m)) =
{
C[µ−1(0)]GL(δ),χ
m
θ χτi (p = 0),
0 (p 6= 0).
Proof. Set b = (bθ
′
j )j=1,...,l−1 with θ
′ = mθ + τi. By Proposition 3.11, we have an
isomorphism of line bundles L˜i⊗O(m) ≃ O′(D(b)). Therefore, by Proposition 3.9,
we have the vanishing of the higher cohomologies
Hp(Mθ(δ), L˜i ⊗O(m)) = 0
for p 6= 0. By the definition of L˜i at (18), it is clear that
C[µ−1(0)]GL(δ),χ
m
θ χτi ⊆ H0(Mθ(δ), L˜i ⊗O(m)).
We show the opposite inclusion. By Lemma 3.12, we have
(21)
H0(X(∆),O′(D(b))) =
l∑
k=1
bθ
′
k −1∑
n=0
C[xl, xy]x
Pl
j=k+1(l−j)b
θ′
j +(l−k)(b
θ′
k −n)y
Pk−1
j=1 jb
θ′
j +kn.
On the other hand, we consider the elements gθ
′
k (n) ∈ C[µ−1(0)]GL(δ),χ
m
θ χτi
gθ
′
k (n) = (tηk+1 · · · tηl)b
θ′
k −n
l−1∏
j=k+1
(tηj+1 · · · tηl)b
θ′
j (ξη1 · · · ξηk)n
k−1∏
j=1
(ξη1 · · · ξηj )b
θ′
j
for k = 1, . . . , l and n = 0, . . . , bθ
′
k − 1. Here we set bθ
′
l =∞. The homomorphism
given by tj 7→ x, ξj 7→ y maps the elements gθ′k (n) to the generators in (21).
The isomorphism L˜i ⊗ O(m) ≃ O′(D(b)) implies that H0(Mθ(δ), L˜i ⊗ O(m)) is
isomorphic to H0(X(∆),O′(D(b))). Thus we have
C[µ−1(0)]GL(δ),χ
m
θ χτi = H0(Mθ(δ), L˜i ⊗O(m)).

Corollary 3.14. For m ∈ Z>0, we have
Hp(Mθ(δ), P˜θ ⊗O(m)) =
{
e0Ml(C[µ
−1(0)])GL(δ),χ
m
θ (p = 0),
0 (p 6= 0).
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3.5. (q, t)-dimension. Let V be a possibly infinite-dimensional vector space equipped
with an action of the torus T = (C∗)2. Then, we have the weight space decom-
position of V : V =
⊕
r,s Vr,s where Vr,s is the weight space which belongs to the
weight
ρr,s : T −→ C
(m1,m2) 7→ mr1ms2
The (q, t)-dimension of V is the following formal series:
dimq,tV =
∑
r,s
(dimVr,s)q
rts
The torus T acts on Rep(Q¯, δ). The action induces an action of T on C[µ−1(0)].
The weight spaces with respect to this action are equal to the homogeneous spaces
with respect to the following bi-grading on C[µ−1(0)].
deg ti = (1, 0), deg ξi = (0, 1),
for i = 0, . . . , l − 1. We consider the (q, t)-dimensions of e0Ml(C[µ−1(0)])GL(δ),χmθ
for m ∈ Z≥0 with respect to this action.
To calculate the (q, t)-dimension of e0Ml(C[µ
−1(0)])GL(δ),χ
m
θ for m ∈ Z>0, we
use the following Atiyah-Bott-Lefschetz formula together with Corollary 3.14.
Theorem 3.15 ([Ha1] Theorem 3.1). Let X be a smooth surface equipped with an
action of T, and assume the fixed point set XT is finite. Let F be a T-equivariant
locally free sheaf on X. For x ∈ XT, T acts on F(x). Suppose that T acts on the
cotangent space at x with weights (v1, v2) and (w1, w2). Then we have,∑
p≥0
(−1)p dimq,tHp(X,F) =
∑
x∈XT
dimq,t F(x)
(1− qv1tv2)(1− qw1tw2) .
We will apply the above theorem for X = Mθ(δ) and F = P˜θ ⊗O(m). Then we
have the following theorem.
Theorem 3.16. For m ≥ 0, i = 0, . . . , l − 1, we have the following identity
(22) dimq,tC⊗C[t0···tl−1] e0Ml(C[µ−1(0)])GL(δ),χ
m
θ
∣∣∣
t=q−1
=
l∑
i=1
qd
mθ
i +(l−i)
1
1− q−1
where
(23) dθi = −θ0 − 2θ1 − · · · − iθi−1 + (l − i − 1)θi + · · ·+ θl−2.
for i = 0, . . . , l − 1. Here we set dθl = dθ0.
This will be proved in the next subsection.
3.6. The proof of the theorem. In this subsection, we prove Theorem 3.16.
To prove the theorem, we apply Theorem 3.15 for F = P˜θ ⊗ O(m) together with
Corollary 3.14 for m ≥ 1. Since we did not prove the vanishing of the cohomologies
Corollary 3.14 for m = 0, we cannot make use of Theorem 3.15 in this case. On the
other hand, in the case of m = 0, the space C ⊗C[t0···tl−1] e0Ml(C[µ−1(0)])GL(δ) is
independent of the stability parameter θ = (θi)i=0,...,l−1 ∈ Zlreg. Therefore we can
easily show (22) by a direct calculation.
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Set A¯∗ = A¯∗0 + A¯
∗
1 + · · ·+ A¯∗l−1. By the right action on Pθ given in Section 3.3,
e0Ml(C[µ
−1(0)])GL(δ) is a right C[A¯∗]-module. As the right C[A¯∗]-module, we have
C⊗C[t0···tl−1] e0Ml(C[µ−1(0)])GL(δ) =
l−1⊕
i=0
E0i ⊗ ti+1 · · · tl−1t0C[A¯∗].
Therefore, we have
dimq,tC⊗C[t0···tl−1] e0Ml(C[µ−1(0)])GL(δ)
∣∣∣
t=q−1
=
l∑
i=1
ql−i
1
1− q−1 .
Consider the case of m ∈ Z>0. Since, at the fixed point pi ∈ Mθ(δ) for i = 0,
. . . , l − 1,
dimq,t
(
P˜θ ⊗O(m)
)
(pi) = dimq,t P˜θ(pi) · (dimq,tO(1)(pi))m ,
we need to calculate dimq,tO(1)(pi) and dimq,t P˜θ(pi).
First we consider the fibers of O(1) at the fixed points pη1 , . . . , pηl .
Lemma 3.17. We have O(1)pηi = Opηi fθi where fθi is the function defined on (20)
with θ′ = θ, i.e.,
fθi =
l−1∏
j=i
(tηj+1 · · · tηl)b
θ
j
i−1∏
j=1
(ξη1 · · · ξηj )b
θ
j .
Proof. Apply Lemma 3.10 for i = 0 and m = 1, we have L˜0 ⊗ O(1) = O(1), thus
we have
H0(X ′i,O(1)) = R′ifθi .
The fixed point pηl−i+1 ∈ X ′i corresponds to the maximal ideal m′i ⊂ R′i. Therefore
we have
O(1)pηi = Opηi fθi .

Corollary 3.18. For i = 1, . . . , l, we have
dimq,tO(1)(pηi)
∣∣
t=q−1
= qd
θ
ηi .
Proof. First we calculate the case of i = 1, then we have
fθ1 =
l−1∏
j=1
(tηj+1 · · · tηl)b
θ
j
= t
θη1
η1+1
t
θη1+θη1+1
η1+2
· · · tθη1+θη1+1+···+θη1+l−2η1+l−1 .
Consider the degree given by deg ti = 1 and deg ξi = −1 for i = 0, . . . , l − 1. The
degree of fθ1 is
deg fθ1 = (l − 1)θη1 + (l − 2)θη1+1 + · · ·+ θη1+l−2 = dθη1 .
Thus the statement of the corollary is valid for i = 1. On the other hand, we have
dθηi − dθηi+1 = lbθi and deg fθi − deg fθi+1 = lbθi . Therefore we have deg fθi = dθηi for
i = 2, . . . , l − 1 by induction on i. 
Next we consider the fibers of P˜θ at the fixed points. At the fixed point pi =
[aj , bj]j=0,...,l−1 defined by (7), we consider the stalk (P˜θ)pi =
⊕l−1
k=0 CE0k⊗(L˜k)pi .
For k = 0, . . . , l − 1, let vk be the germ of (P˜θ)pi defined as follows.
vk = E0k ⊗ ν1 · · · νk if k ≤ i− 1,
vk = E0k ⊗ ν′k+1 · · · ν′l−1ν′0 if k ≥ i
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where
νj =
{
t−1j (if aj 6= 0)
ξj (if bj 6= 0) ,
ν′j =
{
tj (if aj 6= 0)
ξ−1j (if bj 6= 0) .
Note that the group GL(δ) acts on vk by the character χτk , and vk is not zero at
pi.
The stalk (P˜θ)pi is a free Opi -module of rank l. As the vk above for k = 0, . . . ,
l − 1 are clearly linearly independent, we have the following lemma.
Lemma 3.19. For i = 0, . . . , l − 1, the stalk (P˜θ)pi has the Opi-basis {vk}l−1k=0.
Corollary 3.20. For i = 0, . . . , l− 1, we have
dimq,t P˜θ(pi)
∣∣∣
t=q−1
= ql−i
1− q−l
1− q−1 .
Finally, the cotangent space of Mθ(δ) at the fixed points has the following well-
known structure.
Lemma 3.21 ([Mu]). For i = 1, . . . , l, the cotangent space of Mθ(δ) at pηi has
T-action with weights
(v1, v2) = (l − i,−i),
(w1, w2) = (−l + i+ 1, i+ 1).
Now we apply Theorem 3.15 for F = P˜θ ⊗O(m) with m ∈ Z>0 to prove Theo-
rem 3.16.
By Lemma 3.6 and Corollary 3.14, we have the modules Hp(Mθ(δ), P˜θ ⊗O(m))
are C[t0 · · · tl−1]-free. Thus we have
(24)
dimq,tC⊗C[t0···tl−1]Hp(Mθ(δ), P˜θ⊗O(m)) = (1−ql) dimq,tHp(Mθ(δ), P˜θ⊗O(m)).
By Corollary 3.14,
dimq,tC⊗C[t0···tl−1] e0Ml(C[µ−1(0)])GL(δ),χ
m
θ
=
∑
p
(−1)p dimq,tC⊗C[t0···tl−1] Hp(Mθ(δ), P˜θ ⊗O(m)).
By Theorem 3.15 together with Corollary 3.18, Corollary 3.20, Lemma 3.21 and
(24), we have ∑
p
(−1)p dimq,tC⊗C[t0···tl−1] Hp(Mθ(δ), P˜θ ⊗O(m))
∣∣∣
t=q−1
=
l∑
i=1
(1− ql)dimq,t P˜θ(pηi) dimq,tO(m)(pηi)
(1− vpηi (q, t))(1 − wpηi (q, t))
∣∣∣
t=q−1
=
l∑
i=1
(1− ql)q
dmθηi ql−ηi(1 − q−l)/(1− q−1)
(1 − ql)(1 − q−l)
=
l∑
i=1
qd
mθ
i +l−i
1
1− q−1 .
Thus we have (22) of Theorem 3.16.
CHARACTERISTIC CYCLES OF STANDARD MODULES 19
4. Rational Cherednik algebras
4.1. Rational Cherednik algebras. First we introduce the rational Cherednik
algebraHκ = Hκ(Zl) for the group Zl = Z/lZ with a parameter κ = (κ0, . . . , κl−1) ∈
Rl. As a vector space, Hκ is given by
Hκ = C[x]⊗ CZl ⊗ C[y].
The relations of Hκ are as follows:
γxγ−1 = ζ−1x,
γyγ−1 = ζy,
[y, x] = 1 + l
l−1∑
i=0
(κi+1 − κi)e¯i.
Here we set κl = κ0 and e¯i is an idempotent defined in Section 2.1. Note that Hκ
depends only on κi+1 − κi for i = 0, . . . , l− 1. We have
xe¯i = e¯i+1x, ye¯i = e¯i−1y.
The polynomial algebras C[x] and C[y] are subalgebras of Hκ. Moreover, the
smash products C[x]#Zl and C[y]#Zl are subalgebras of Hκ. We also define the
spherical subalgebra Uκ of Hκ as Uκ = e¯0Hκe¯0.
In [DO], the following homomorphism of algebras from Hκ into the algebra
D(C∗)#Zl was defined,
Hκ −→ D(C∗)#Zl,
x 7→ x,
γ 7→ γ,
y 7→ Dy = d
dx
+
l
x
l−1∑
i=0
κie¯i.
This homomorphism is injective. This map is called the Dunkl-Cherednik embed-
ding, and the operator Dy is called the Dunkl operator. Let Oκ be the subcategory
of Hκ-mod such that y ∈ Hκ acts locally nilpotently on objects of Oκ. By [DO]
and [GGOR], Oκ is a highest weight category with index poset Λ = {0, 1, . . . , l−1}
in the sense of [CPS].
We define the standard modules of Oκ. For i = 0, . . . , l − 1, we have the
irreducible Zl-modules Li = C1i. Let y act trivially on Li, so this induces an
action of the algebra C[y]#Zl. The algebra C[y]#Zl is a subalgebra of Hκ, thus we
define the standard module ∆κ(i) as the induced module
∆κ(i) = Hκ ⊗C[y]#Zl Li.
The following proposition is due to [DO] and [GGOR].
Proposition 4.1. (1) For each i = 0, . . . , l− 1, the standard module ∆κ(i) has a
unique simple quotient which we denote by Lκ(i).
(2) For any simple object L ∈ Oκ, we have an isomorphism L ≃ Lκ(i) for some
i = 0, . . . , l − 1.
4.2. Deformed preprojective algebras. Deformed preprojective algebras were
first introduced by [CBH]. We use another equivalent definition which was defined
by [Ho].
As in Section 2.2 and Section 3.1, let Q = (I, E) be the quiver of type A
(1)
l−1.
We consider the space of representations
Rep(Q, δ) = {(ai)i=0,...,l−1 | ai ∈ C} ≃ Cl
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with the dimension vector δ = (1, . . . , 1). Consider the algebra D(Rep(Q, δ)) of
algebraic differential operators. Let t0, . . . , tl−1 ∈ C[Rep(Q, δ)] be the coordi-
nate functions such that ti((aj)j=0,...,l−1) = ai. Set ∂i = ∂/∂ti. The algebra
D(Rep(Q, δ)) is generated by t0, . . . , tl−1, ∂0, . . . , ∂l−1.
The group GL(δ) acts on D(Rep(Q, δ)) by
g · ti = g−1i gi−1ti,
g · ∂i = gig−1i−1∂i
for i = 0, . . . , l − 1 and g = (gk)k=0,...,l−1 ∈ GL(δ). The action of GL(δ) on
Rep(Q, δ) induces a homomorphism of Lie algebras
ι : gl(δ) −→ D(Rep(Q, δ))GL(δ).
As a Lie algebra, gl(δ) =
⊕l−1
i=0 gl1(C) ≃
⊕l−1
i=0 Ce
(i) where e(i) is a natural basis of
the i-th component. Then, we have
ι(e(i)) = ti+1∂i+1 − ti∂i.
Consider the l × l matrix algebra Ml(D(Rep(Q, δ))). We have an isomorphism
(25) Ml(D(Rep(Q, δ))) ≃Ml(C)⊗C D(Rep(Q, δ)).
The group GL(δ) acts onMl(C) by (16). It also acts on D(Rep(Q, δ)). Thus GL(δ)
acts diagonally on Ml(D(Rep(Q, δ))) through the isomorphism (25).
We have the following homomorphism of Lie algebras:
τ : gl(δ) −→Ml(D(Rep(Q, δ)))GL(δ),
τ = ̟ ⊗ 1 + 1⊗ ι,
where ̟ : gl(δ)→Ml(C) is given by ̟(e(i)) = Eii.
For a parameter λ = (λi)i=0,...,l−1 ∈ Rl1, we define the deformed preprojective
algebra Tλ as
Tλ =Ml(D(Rep(Q, δ)))GL(δ)
/ l−1∑
i=0
Ml(D(Rep(Q, δ)))
GL(δ)(τ(e(i))− λi),
and define the spherical subalgebra Aλ of Tλ as Aλ = e0Tλe0 where ei = Eii for
i = 0, . . . , l − 1. It is clear that
(26) Aλ = D(Rep(Q, δ))GL(δ)
/ l−1∑
i=0
D(Rep(Q, δ))GL(δ)(ι(e(i))− λ¯i)
where λ¯0 = λ0 − 1 and λ¯i = λi for i 6= 0.
By the proposition of [Ho] together with [CBH], we have the following isomor-
phisms of algebras.
Proposition 4.2 ([CBH], [Ho]). For λ = (λi)i=0,...,l−1, λi = κi+1 − κi + 1/l, we
have isomorphisms of algebras:
(27) Hκ ≃ Tλ, Uκ ≃ Aλ.
This isomorphisms are given by
Tλ −→ Hκ,
Ai = Ei,i−1 ⊗ ti 7→ e¯ixe¯i−1,
A∗i = Ei−1,i ⊗ ∂i 7→ e¯i−1ye¯i,
ei 7→ e¯i.
CHARACTERISTIC CYCLES OF STANDARD MODULES 21
Set A = A0+A1+ · · ·+Al−1, and A∗ = A∗0+A∗1+ · · ·+A∗l−1. They correspond
to x, y ∈ Hκ under the above isomorphism. We have the following triangular
decomposition of Tλ.
(28) Tλ = C[A]⊗C
(
l−1⊕
i=0
Cei
)
⊗C C[A∗].
By the isomorphism (27), we identify the rational Cherednik algebra Hκ and the
deformed preprojective algebra Tλ with λi = κi+1 − κi + (1/l). Thus we regard
category Oκ as a subcategory of Tλ-mod, and denote it by Oλ. Then the category
Oλ is the subcategory of Tλ-mod such that the operator A∗ acts locally nilpotently
on each object of Oλ. We also regard the standard modules of Hκ as Tλ-modules.
Denote them by ∆λ(i) for i = 0, . . . , l − 1. As Tλ-modules, we have the natural
description of the standard modules
(29) ∆λ(i) = (Tλ/TλA∗)ei.
By (28), we have
∆λ(i) = C[A]1i
as a vector space. By Proposition 4.1, ∆λ(i) has a unique simple quotient which
we denote by Lλ(i).
Lemma 4.3. We have HomTλ(∆λ(j),∆λ(i)) 6= 0 if and only if λi + · · · + λj−1 ∈
Z≤0. Moreover in this case, HomTλ(∆λ(j),∆λ(i)) is one-dimensional and any non-
zero homomorphism from ∆λ(j) to ∆λ(i) is injective.
Proof. To construct a homomorphism from ∆λ(j) to ∆λ(i), it is enough to find a
vector v ∈ ∆λ(i) such that A∗v = 0 and ekv = δkjv for k = 0, . . . , l− 1. Indeed, if
we have a non-zero homomorphism φ ∈ Hom(∆λ(j),∆λ(i)), the vector v = φ(1j)
satisfies A∗v = 0 and ekv = δkjv. Conversely, assume there is a vector v such that
A∗v = 0 and ekv = δkjv for k = 0, . . . , l− 1. Then we can define a homomorphism
φ : ∆λ(j)→ ∆λ(i) as φ(Am1j) = Amv for m ∈ Z≥0. Moreover, v is equal to Ap1i
and i+ p is equivalent to j modulo l.
Assume the above v = Ap1i ∈ ∆λ(i) exists. By the relation [A∗, A] =
∑l−1
k=0 λkek,
we have
(30) 0 = A∗v = A∗(Ap1i) = [A
∗, Ap]1i = l
p−1∑
k=0
λi+k1i.
By λ0 + · · ·+ λl−1 = 1 and i+ p ≡ j modulo l, we have
p−1∑
k=0
λi+k = n(λi + · · ·+ λi−1) + (λi + · · ·+ λj−1) = n+ (λi + · · ·+ λj−1).
where n = (p − j + i)/l ∈ Z≥0. Then, we have λi + · · · + λj−1 = −n ∈ Z≤0.
Conversely, when −n = λi + · · · + λj−1 ∈ Z≤0, the vector v = Anl+j−i1i satisfies
A∗v = 0 and ekv = δjkv. Moreover, since such v is uniquely determined by i, j and
n, we have HomTλ(∆λ(j),∆λ(i)) = C. Obviously we have Tλv = C[A]v, thus this
map is injective. 
For i 6= j such that HomTλ(∆(j),∆(i)) 6= 0. Let Lλ(i, j) be the quotient
0→ ∆λ(j)→∆λ(i)→ Lλ(i, j)→ 0.
By the above lemma Lλ(i, j) is uniquely determined. By the proof of Lemma 4.3,
we have Lλ(i, j) ≃ C[A]1i/C[A]Anl+j−i1i for some n ∈ Z≥0. Therefore, we have
〈dimLλ(i, j), λ〉 =
∑nl+j−i−1
k=0 λi+k = 0 by (30).
22 TOSHIRO KUWABARA
Consider the following functors between the categories of modules:
Eλ : Tλ-Mod −→ Aλ-Mod,
M 7→ e0M,
Fλ : Aλ-Mod −→ Tλ-Mod,
N 7→ Tλe0 ⊗Aλ N.
Restricting the functors Eλ and Fλ, we have functors between Tλ-mod and Aλ-mod.
We also denote it by the same symbols Eλ and Fλ.
Proposition 4.4. If 〈λ, β〉 6= 0 for all Dynkin roots β ∈ Zl, Eλ is an equivalence
of categories with quasi-inverse Fλ.
Proof. The following proof is essentially the same as the argument in the proof of
Theorem 3.3 of [GS1].
To prove the equivalence, we show that Tλe0 ⊗Aλ eoTλ ≃ Tλe0Tλ = Tλ and
e0Tλ ⊗Tλ Tλe0 ≃ Aλ. It is clear that e0Tλ ⊗Tλ Tλe0 ≃ e0Tλe0 = Aλ. Assume that
Tλe0Tλ 6= Tλ, so then Tλe0Tλ is proper two-sided ideal. By the generalized Duflo
theorem proved by [Gi], Tλe0Tλ annihilates the irreducible module Lλ(i) for some
i = 0, . . . , l − 1. Namely, there is an i = 0, . . . , l − 1 such that e0Lλ(i) = 0. If
∆λ(i) = Lλ(i), then e0Lλ(i) = e0∆λ(i) 6= 0 because we have ∆λ(i) = C[x]1i. Thus,
it contradicts the assumption e0Lλ(i) = 0. Assume ∆λ(i) 6= Lλ(i), then there is an
exact sequence
0→ ∆λ(j)→ ∆λ(i)→ Lλ(i)→ 0
for some j 6= i. Let α = dimLλ(i), then we have 〈λ, α〉 = 0 and α ∈ Zl is a
root. Moreover, by the assumption e0Lλ = 0, α is a Dynkin root. This is a
contradiction. 
4.3. Parameters and orderings. In the next subsection, we define a functor
Sθλ : Aλ-Mod → Aλ+θ-Mod called the shift functor. The shift functor Sθλ depends
on the parameter λ ∈ Rl1 and θ ∈ Zl0. In this paper, we concentrate our attention
on the case where Sθλ is an equivalences of categories. In this section we define our
space of parameters.
For λ = (λi)i=0,...,l−1 ∈ Rl1, we have the highest weight categoryOλ. We have the
ordering Drep,λ on the index set Λ = {0, . . . , l− 1} which arises from the structure
of the highest weight category Oλ. Namely,
(31) iDrep,λ j ⇔ HomTλ(∆λ(j),∆λ(i)) 6= 0⇔ λi + · · ·+ λj−1 ∈ Z≤0
as we proved in Lemma 4.3.
Define
(32) Rlreg = {λ = (λi)i=0,...,l−1 ∈ Rl1 | λ¯i + · · ·+ λ¯j−1 6= 0 for all i 6= j}.
where λ¯i = λi − δi0.
Fix λ = (λi)i=0,...,l−1 ∈ Rlreg. Then we have λ¯i+ · · ·+ λ¯j−1 < 0 for all i⊲rep,λ j.
The set of parameters Zlreg defined in (6) is separated into (l− 1)! alcoves by the
hyperplanes θi + · · ·+ θj−1 = 0 for i 6= j. Set
(33)
Zlλ = {θ = (θi)i=0,...,l−1 ∈ Zlreg | θi + · · ·+ θj−1 < 0 if λi + · · ·+ λj−1 ∈ Z≤0}.
The set Zlλ is a union of alcoves in Z
l
reg depending on λ. If λ ∈ Rlreg is generic, we
have Zlλ = Z
l
reg. If λ belongs to R
l
reg ∩Zl, Zlλ is one of (l− 1)! alcoves in Zlreg. For
λ ∈ Rlreg, θ ∈ Zlλ and m ∈ Z≥0, we have Zlλ+mθ = Zlλ and Drep,λ+mθ is equal to
Drep,λ.
By the result of [Ro], we have the following theorem and corollary.
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Theorem 4.5 ([Ro]). If Oλ and Oλ′ have the same ordering defined by (31), then
there exists an equivalence of categories Oλ ≃ Oλ′ .
Corollary 4.6. For λ ∈ Rlreg and θ ∈ Zlλ, there is an equivalence of categories
between Oλ and Oλ+θ.
Fix λ = (λi)i=0,...,l−1 ∈ Rlreg and θ = (θi)i=0,...,l−1 ∈ Zlλ. Define a new ordering
Dθ of Λ by
(34) iDθ j ⇔ θi + · · ·+ θj−1 ≤ 0.
It is a total ordering and it refines the ordering Drep,λ, i.e., i⊲rep,λ j implies iDθ j.
If θ and θ′ belong to the same alcove, Dθ is equal to Dθ′ . If we take θ and θ
′ from
different alcoves, Dθ is different from Dθ′ .
By (8), the ordering Dθ is exactly same as the ordering Dgeom,θ defined in Sec-
tion 3.1. Therefore we have
(35) ηl ⊲θ ηl−1 ⊲θ · · ·⊲θ η1.
The following lemma will be repeatedly used in the next subsection.
Lemma 4.7. For any i > j, we have λ¯ηj + · · ·+ λ¯ηi−1 > 0 or λ¯ηj + · · ·+ λ¯ηi−1 6∈ Z.
Proof. Assume λ¯ηj + · · ·+ λ¯ηi−1 ∈ Z. By (31), we have ηi ⊲rep,λ ηj or ηj ⊲rep,λ ηi.
Since ⊲θ refines ⊲rep,λ and we have ηi ⊲θ ηj , the case ηj ⊲rep,λ ηi cannot occur.
Thus we have ηi ⊲rep,λ ηj . Therefore we have λ¯ηj + · · ·+ λ¯ηi−1 > 0 by (32). 
4.4. Shift functors. As in [Bo], we define a functor called the shift functor between
the two categories of modules of the rational Cherednik algebras with different
parameters. Moreover we prove that it gives the equivalence of categories that we
discussed in Theorem 4.5 and Corollary 4.6.
Fix a parameter λ = (λi)i=0,...,l−1 ∈ Rl1 of the rational Cherednik algebra. We
take another parameter θ = (θi)i=0,...,l−1 ∈ Zl0. Define
(36) Bθλ =
[
D(Rep(Q, δ))
/ l−1∑
i=0
D(Rep(Q, δ))(ι(e(i))− λ¯i)
]GL(δ),χθ
where χθ is the character of GL(δ) defined in Section 3.1. It is easy to see that Bθλ
has an (Aλ+θ ,Aλ)-bimodule structure.
Definition 4.8. We define the functor
Sθλ : Aλ-Mod −→ Aλ+θ-Mod,
M 7→ Bθλ ⊗Aλ M.
The functor Sθλ is called a shift functor. Restricting Sθλ to the subcategory Aλ-mod,
we have the functor
Sθλ : Aλ-mod −→ Aλ+θ-mod.
In Section 4.2, we defined the functors Eλ, Fλ between Tλ-Mod and Aλ-Mod.
Using Eλ : Tλ-Mod→ Aλ-Mod and Fλ+θ : Aλ+θ-Mod→ Tλ+θ-Mod, we define the
shift functor
Ŝθλ = Fλ+θ ◦ Sθλ ◦ Eλ : Tλ-Mod −→ Tλ+θ-Mod.
We also denote the restricted functor
Ŝθλ : Tλ-mod −→ Tλ+θ-mod
by the same symbol Ŝθλ.
Lemma 4.9. The functor Ŝθλ restricts to a functor
Ŝθλ : Oλ −→ Oλ+θ.
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Proof. Fix M ∈ Oλ. Since we have (A∗)l = (e0 + · · ·+ el−1)⊗ ∂0 · · · ∂l−1, to prove
the lemma, we only need to show ∂0 · · ·∂l−1 acts locally nilpotently on Sθλ(e0M) =
Bθλ ⊗Aλ e0M . Fix b ∈ Bθλ and m ∈ e0M . We have (∂0 · · · ∂l−1)pm = 0 for a
sufficiently large p ∈ Z≥0. Consider a filtration {FkBθΛ}k defined by the degree
deg ti = 1, deg ∂i = 0 (i = 0, . . . , l − 1).
For b ∈ FkBθλ\Fk−1Bθλ, let q be an integer greater than k + p. Then, we have
[(∂0 · · · ∂l−1)q, b] = b′(∂0 · · · ∂l−1)p
Here b′ =
∑k
j=1 ad(∂0 · · · ∂l−1)j(b′) · (∂0 · · ·∂l−1)q−p−j ∈ Bθλ. Thus, we have
(∂0 · · · ∂l−1)qb⊗m = b(∂0 · · · ∂l−1)q ⊗m+ [(∂0 · · ·∂l−1)q, b]⊗m
= b⊗ (∂0 · · ·∂l−1)qm+ b′ ⊗ (∂0 · · · ∂l−1)pm = 0.
Therefore ∂0 · · · ∂l−1 acts locally nilpotently on Sθλ(e0M). 
Let A¯λ be the subalgebra of Aλ generated by the elements t0∂0 and t0 · · · tl−1.
Lemma 4.10. For k = 1, . . . , l − 1, let bθk be the non-negative integer defined by
(19) with θ′ = θ. For k = 1, . . . , l − 1, n = 0, . . . , bθk − 1, define
g˜k(n) = (tηk+1 · · · tηl)b
θ
k−n
l−1∏
j=k+1
(tηj+1 · · · tηl)b
θ
j (∂η1 · · ·∂ηk)n
k−1∏
j=1
(∂η1 · · · ∂ηj )b
θ
j
and, for n ∈ Z≥0, define
g˜l(n) = (∂0 · · ·∂l−1)n
l−1∏
j=1
(∂η1 · · · ∂ηj )b
θ
j .
Then {g˜k(n)}k,n generates Bθλ as a left A¯λ-module.
Proof. Consider the filtration of Bθλ defined by the order of differential operators in
D(Rep(Q, δ)). By [Bo, (5.1)], the associated graded module is
grBθλ = C[µ−1(0)]GL(δ),χθ .
Thus the statement of the lemma follows from Proposition 3.13 and Lemma 3.12.

Proposition 4.11. For λ = (λi)i=0,...,l−1 ∈ Rlreg and θ = (θi)i=0,...,l−1 ∈ Zlλ, we
have
Sθλ(e0∆λ(i)) ≃ e0∆λ+θ(i) and Ŝθλ(∆λ(i)) ≃ ∆λ+θ(i)
for all i = 0, . . . , l − 1.
Proof. We show that Sθλ(e0∆λ(ηi)) is isomorphic to e0∆λ+θ(ηi) for all i = 1, . . . , l.
To prove this, we see the structure of Sθλ(e0∆λ(ηi)) with the help of the geometric
information which we studied in Section 3.4. As a result of it, we can construct the
isomorphism Sθλ(e0∆λ(ηi)) ≃ e0∆λ+θ(ηi) explicitly.
Letwk(n) = g˜k(n)⊗e0t0tl−1 . . . tηi+11ηi be an element of Sθλ(e0∆λ(ηi)) = Bθλ⊗Aλ
e0∆λ(ηi). By Lemma 4.10, {wk(n)}k,n span the module Bθλ⊗Aλ e0∆λ(ηi). We show
that the vector wi(0) generates Bθλ ⊗Aλ e0∆λ(ηi) and (∂0 · · ·∂l−1)wk(0) = 0.
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First we show wk(n) is non-zero when k < i or k = i and n = 0. We identify
wk(0) = wk−1(bk−1 − 1). Then, by a straightforward calculation, we have
(t0 · · · tl−1)wk(n)
= (t0 · · · tl−1)(tηk+1 · · · tηl)b
θ
k−n
l−1∏
j=k+1
(tηj+1 · · · tηl)b
θ
j
(∂η1 · · · ∂ηk)n
k−1∏
j=1
(∂η1 · · · ∂ηj )b
θ
j ⊗ e0t0tl−1 · · · tηi1ηi
= (tηk+1 · · · tηl)b
θ
k−n+1
l−1∏
j=k+1
(tηj+1 · · · tηl)b
θ
j (tη1∂η1 · · · tηk∂ηk)
(∂η1 · · · ∂ηk)n−1
k−1∏
j=1
(∂η1 · · · ∂ηj )b
θ
j ⊗ e0t0tl−1 · · · tηi1ηi .
For 1 ≤ p ≤ k, we have
(tηp∂ηp)(∂η1 · · · ∂ηk)n−1
k−1∏
j=1
(∂η1 · · · ∂ηj )b
θ
j ⊗ e0t0tl−1 · · · tηi1ηi
= −
(
λ¯ηp + · · ·+ λ¯ηi−1 +
k−1∑
q=p
bθq + n− 1
)
(∂η1 · · · ∂ηk)n−1
k−1∏
j=1
(∂η1 · · · ∂ηj )b
θ
j ⊗ e0t0tl−1 · · · tηi1ηi .
Thus we have
(t0 · · · tl−1)wk(n)
{
k∏
p=1
−
(
λ¯ηp + · · ·+ λ¯ηi−1 +
k−1∑
q=p
bθq + n− 1
)}
wk(n− 1).
For any p = 1, . . . , i− 1 we have λ¯ηp + · · ·+ λ¯ηi−1 > 0 or λ¯ηp + · · ·+ λ¯ηi−1 6∈ Z by
Lemma 4.7. Thus the coefficient of the right hand side of this equation is non-zero.
Therefore we have
(t0 · · · tl−1)
Pi−1
j=1 b
θ
jwi(0) = Cw1(0) = C
l−1∏
j=1
(tηj+1 · · · tηl)b
θ
j ⊗ e0t0tl−1 · · · tηi+11ηi
where C ∈ C\{0}. Since the right hand side of this equation is non-zero, so is
wi(0). Moreover, for k < i, wk(n) is non-zero and it belongs to C[t0 · · · tl−1]wi(0).
Then, we have
(37) C[t0 · · · tl−1]wi(0) = Cwi(0)⊕
⊕
k<i,n
Cwk(n),
and it is C[t0 · · · tl−1]-free.
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Next we show wk(n) = 0 when k > i or k = i and n ≥ 1. Inserting
∏l
j=k+1 tηj∂ηj
into the factors of wk(n), we have
(tηk+1 · · · tηl)b
θ
k−n
l−1∏
j=k+1
(tηj+1 · · · tηl)b
θ
j
( l∏
j=k+1
tηj∂ηj
)
×(∂η1 · · · ∂ηk)n
k−1∏
j=1
(∂η1 · · ·∂ηj )b
θ
j ⊗ e0t0tl−1 · · · tηi+11ηi
= (tηk+1 · · · tηl)b
θ
k−n+1
l−1∏
j=k+1
(tηj+1 · · · tηl)b
θ
j (∂0 · · · ∂l−1)
× (∂η1 · · · ∂ηk)n−1
k−1∏
j=1
(∂η1 · · ·∂ηj )b
θ
j ⊗ e0t0tl−1 · · · tηi+11ηi
= 0.(38)
On the other hand, we have
(tηk+1 · · · tηl)b
θ
k−n
l−1∏
j=k+1
(tηj+1 · · · tηl)b
θ
j
( l∏
j=k+1
tηj∂ηj
)
×(∂η1 · · · ∂ηk)n
k−1∏
j=1
(∂η1 · · · ∂ηj )b
θ
j ⊗ e0t0tl−1 · · · tηi+11ηi
=

l∏
j=k+1
−(λ¯ηj + · · ·+ λ¯ηi−1)
wk(n)(39)
For j 6= i, we have λ¯ηj + · · ·+ λ¯ηi−1 6= 0. By (38) and (39), we have
(40) wk(n) = 0
for k > i or k = i and n ≥ 1.
By Lemma 4.10, we have
Bθλ ⊗Aλ e0∆λ(ηi) =
∑
k,n
C[t0 · · · tl−1]wk(n).
Then, by (40), we have
(41) Bθλ ⊗Aλ e0∆λ(ηi) = C[t0 · · · tl−1]wi(0) +
∑
k<i,n
C[t0 · · · tl−1]wk(n).
By (39), we have wk(n) ∈ C[t0 · · · tl−1]wi(0) for k < i. Thus we have,
(42)
∑
k<i,n
C[t0 · · · tl−1]wk(n) = C[t0 · · · tl−1]wi(0).
By (41) and (42), we have
Bθλ ⊗Aλ e0∆λ(ηi) = C[t0 · · · tl−1]wi(0).
Therefore we have A∗wi(0) = 0 and wi(0) generates the module Bθλ⊗Aλ e0∆λ(ηi).
Thus we have Sθλ(e0∆λ(ηi)) ≃ e0∆λ+θ(ηi).
By Proposition 4.4, Fλ+θ is an equivalence of categories. Thus, we have
Fλ+θ(e0∆λ+θ(i)) ≃ ∆λ+θ(i). Therefore we have
Ŝθλ(∆λ(i)) = Fλ+θ ◦ Sθλ ◦ Eλ(∆λ(i)) ≃ Fλ+θ(e0∆λ+θ(i)) ≃ ∆λ+θ(i).

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Next, we show that the shift functor Sθλ is an equivalence of categories between
Aλ-Mod and Aλ+θ-Mod.
Lemma 4.12. For λ ∈ Rlreg, θ ∈ Zlλ and i, j = 0, . . . , l − 1 such that i ⊲rep,λ j,
the shift functor Ŝθλ sends the exact sequence in Oλ,
0→ ∆λ(j) ϕ→ ∆λ(i)→ Lλ(i, j)→ 0
to the exact sequence in Oλ+θ,
0→ ∆λ+θ(j)→ ∆λ+θ(i)→ Lλ+θ(i, j)→ 0.
Proof. By Proposition 4.11, we have Ŝθλ(∆λ(k)) = ∆λ+θ(k) for k = i, j. Then
Ŝθλ(ϕ) is a homomorphism
Ŝθλ(ϕ) : ∆λ+θ(j) −→ ∆λ+θ(i).
By Lemma 4.3, Ŝθλ(ϕ) is injective and its quotient is Lλ+θ(i, j). Since Ŝθλ is a right
exact functor, it implies Ŝθλ(Lλ(i, j)) ≃ Lλ+θ(i, j). 
Corollary 4.13. For λ ∈ Rlreg, θ ∈ Zlλ and i = 0, . . . , l − 1, we have
Ŝθλ(Lλ(i)) ≃ Lλ+θ(i).
Proposition 4.14. For λ ∈ Rlreg and θ ∈ Zlλ, the functor Ŝθλ is an exact functor
from Oλ to Oλ+θ.
Proof. Since Ŝθλ is right exact, to prove the exactness it is enough to show that Ŝθλ
sends injective homomorphisms to injective homomorphisms. Assume there is a
non-zero module M ∈ Oλ such that Ŝθλ(M) = 0. Without loss of generalities, we
can suppose that M is irreducible. By Proposition 4.1, M is isomorphic to Lλ(i)
for some i = 0, . . . , l − 1. On the other hand, we have Ŝθλ(Lλ(i)) ≃ Lλ+θ(i) by
Corollary 4.13. This contradicts the assumption Ŝθλ(M) = 0. 
The following proposition is a result of the general theory of highest weight
categories. R. Rouquier suggested it to the author as an approach to proving that
Ŝθλ is an equivalence. using it to prove the equivalence of Sθλ. The following proof
of the proposition is given by S. Ariki.
Proposition 4.15. Assume there are two highest weight categories (O,Λ), (O′,Λ′)
which are equivalent to each other. If an exact functor F : O −→ O′ preserves
the partial orderings of Λ and Λ′, and F sends the standard modules of O to the
standard modules of O′, then F is an equivalence of categories.
Proof. We denote the partial ordering of index poset Λ by ⊲. We also denote the
standard modules of O by ∆(i) and the simple modules of O by L(i) for i ∈ Λ. For
i ∈ Λ, let P (i) be the projective cover of L(i).
Let G : O′ −→ O be an equivalence of categories. Consider the exact functor
F ′ = G◦F : O −→ O. Since G and F preserve the partial orderings of Λ and Λ′, so
does F ′. Since G is the equivalence, F ′ is an equivalence of categories if and only
if F is an equivalence of categories. Therefore we assume O′ = O and F : O −→ O
is an exact functor such that F (∆(i)) ≃ ∆(i) for any i ∈ Λ.
First we show that F (L(i)) ≃ L(i) for any i ∈ Λ by induction on i. If i is minimal
in Λ, we have L(i) = ∆(i). Thus we have F (L(i)) ≃ L(i). Assume F (L(j)) ≃ L(j)
for all j ⊳ i. Consider the exact sequence
0→ N(i)→ ∆(i)→ L(i)→ 0.
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In the composition factors of N(i), only L(j) with j ⊳ i appears. Thus F (N(i))
and N(i) has the same composition factors by the hypothesis of the induction.
Therefore we have F (L(i)) ≃ L(i).
Second, we have
(43) Extn(M,N) ≃ Extn(F (M), F (N))
for any M , N and n by inductions on the length of M and N . In particular, F is
fully faithful.
By (43), we have Ext1(F (P (i)), L(j)) = 0 for any i, j ∈ Λ. Moreover, we have
Ext1(F (P (i)),M) = 0
for any i ∈ Λ and M by induction on the length of M . Thus F (P (i)) is a pro-
jective object in O. Since, End(F (P (i))) ≃ End(P (i)) is a local ring, F (P (i)) is
indecomposable. On the other hand, F (P (i)) has F (L(i)) ≃ L(i) as its quotient.
Therefore, we have F (P (i)) ≃ P (i) for all i ∈ Λ.
Let A be a finite dimensional algebra such that O ≃ A-mod. Since F (P (i)) ≃
P (i) for all i ∈ Λ, we have F (A) ≃ A.
Therefore we have
F (M) ≃ F (A⊗A M) ≃ F (A)⊗A M ≃M.
for any M ∈ O. Therefore F is an equivalence of categories. 
Remark 4.16. Since we proved Ŝθλ(Lλ(i)) ≃ Lλ+θ(i) in Corollary 4.13, we actually
do not need the first part of the above proof.
Theorem 4.17. For λ ∈ Rlreg and θ ∈ Zlλ, the shift functor Ŝθλ : Oλ −→ Oλ+θ is
an equivalence of categories.
Proof. By Corollary 4.6, we have an equivalence Oλ ≃ Oλ+θ. By Proposition 4.14
Ŝθλ is an exact functor. The assumption of Proposition 4.15 is satisfied for F = Ŝθλ
by Proposition 4.11. Then Ŝθλ is an equivalence of categories. 
Corollary 4.18. The shift functor Sθλ is an equivalence of categories between
Aλ-Mod and Aλ+θ-Mod, and Ŝθλ is an equivalence of categories between Tλ-Mod
and Tλ+θ-Mod.
Proof. This proof is essentially same as the proof of Theorem 3.3 in [GS1].
To prove the equivalence, we show that B−θλ+θ⊗Aλ+θBθλ ≃ Aλ and Bθλ⊗AλB−θλ+θ ≃
Aλ+θ. Assume that I := B−θλ+θ ⊗Aλ+θ Bθλ ≃ B−θλ+θBθλ 6= Aλ. Then I is a proper two-
sided ideal of Aλ. By the generalized Duflo theorem proved in [Gi], I annihilates a
irreducible module e0Lλ(i) for some i = 0, . . . , l − 1. However, by Theorem 4.17,
we have
Ie0Lλ(i) ≃ B−θλ+θ ⊗Aλ+θ Bθλ ⊗Aλ e0Lλ(i) ≃ e0Lλ(i).
Therefore I = Aλ. The second isomorphism can be proved similarly. 
In the rest of this subsection, we consider the (Aλ+θ , Tλ)-bimodule Sθλ(e0Tλ) =
Bθλ ⊗Aλ e0Tλ.
First we define a space
Mλ =Ml(D(Rep(Q, δ)))
/ l−1∑
i=0
Ml(D(Rep(Q, δ)))(τ(e
(i))− λi).
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Then, consider the following natural maps:
φ1 : e0Tλ = e0MGL(δ)λ −→ e0Mλ,
φ2 : e0Aλ = e0Tλe0 −→ e0Mλ,
φ3 : Bθλ = e0MGL(δ),χθλ e0 −→ e0Mλ.
The above maps φ1, φ2 and φ3 are clearly injective. Then, these injective maps
induce a map
Bθλ ⊗Aλ e0Tλ −→ Bθλe0Tλ ⊂ e0Mλ.
Clearly the image of this map is inside the subspace e0MGL(δ),χθλ , thus we have the
following map:
Θ : Bθλ ⊗Aλ e0Tλ −→ e0MGL(δ),χθλ ,(44)
b⊗m 7→ φ3(b)φ1(m).
It is a homomorphism of (Aλ+θ, Tλ)-bimodules.
Lemma 4.19 ([Bo], Lemma 6.8). Let B be a left Ore domain and P an (A,B)-
bimodule which yields Morita equivalence between A and B. If P ′ is torsion free
A-module, then every surjective homomorphism P −→ P ′ is isomorphism.
Set
(45) R˜lreg = {(λi)i=0,...,l−1 ∈ Rlreg | λi + · · ·+ λj−1 6= 0 for all i 6= j}.
Lemma 4.20. For λ ∈ R˜lreg, θ ∈ Zlλ, the homomorphism Θ is injective.
Proof. Set A(i)λ = eiTλei for each i = 0, . . . , l − 1. Each A(i)λ is a left Ore domain.
The (Tλ,A(i)λ )-bimodule Tλei yields a Morita equivalence when λ ∈ R˜lreg by the
same argument as in Proposition 4.4 for the (Aλ, Tλ)-bimodule e0Tλ. Therefore
Bθλ⊗Aλe0Tλei = Bθλ⊗Aλe0Tλ⊗TλTλei yields a Morita equivalence betweenAλ+θ and
A(i)λ . The module Bθλe0T ei is a torsion free Aλ+θ-module. Applying Lemma 4.19
to P = Bθλ ⊗Aλ e0Tλei and P ′ = Bθλe0Tλei, we have Bθλ ⊗Aλ e0Tλei ≃ Bθλe0Tλei ⊆
e0MGL(δ),χθλ ei for i = 0, . . . , l − 1. Therefore we have Bθλ ⊗Aλ e0Tλ ≃ Bθλe0Tλ ⊆
e0MGL(δ),χθλ . 
4.5. q-dimension of representations. In this subsection we calculate the q-
dimension of the module C⊗C[t0···tl−1]Bθλ⊗Aλ e0Tλ. This result is used in Section 6.2
to prove our main theorem, Theorem 6.1.
Consider the Euler operator
euλ =
l−1∑
i=0
AiA
∗
i −
l−1∑
i=0
ci(λ)ei ∈ Tλ
where ci(λ) ∈ R such that ci+1(λ)−ci(λ) = lκi+1− lκi = lλi−1 and c0(λ)+c1(λ)+
· · ·+ cl−1(λ) = 1.
For 1i ∈ ∆λ(i), euλ acts as follows:
(46) euλ1i = −ci(λ)1i.
The following lemma is proved by a straightforward calculation.
Lemma 4.21. (1) [euλ, Ai] = Ai.
(2) [euλ, A
∗
i ] = −A∗i .
(3) [euλ, ei] = 0.
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A Tλ-module (or Aλ-module) M is called a graded module if M has a vector
space decomposition M =
⊕
mMm such that AiMm ⊆ Mm+1, A∗iMm ⊆ Mm−1
and eiMm ⊆Mm for all i.
For a graded module M =
⊕
mMm and k ∈ R, let M [k] be the graded module
shifted degree by k, i.e.
(M [k])m =Mm+k.
For a module M ∈ Oλ, M has a vector space decomposition M =
⊕
mMm
where Mm is the generalized eigenspace for an eigenvalue m with respect to euλ.
By Lemma 4.21, this decomposition makes M a graded module. This grading is
called the canonical grading.
For a standard module ∆λ(i) (i = 0, . . . , l − 1), let ∆˜λ(i) be a graded module
which is isomorphic to ∆λ(i) as an ungraded module, and
∆˜λ(i) =
⊕
m∈Z≥0
(
∆˜λ(i)
)
m
,
(
∆˜λ(i)
)
m
= CAm1i.
Considering ∆λ(i) to be a graded Tλ-module with the canonical grading, we have
(47) ∆λ(i) ≃ ∆˜λ(i)[−ci(λ)]
as a graded Tλ-module by (46).
For a (Tλ′ , Tλ)-bimodule M , let λ′euλ be the operator on M :
λ′euλ(m) = euλ′ ·m−m · euλ.
for m ∈M . We have the decomposition of M ,
M =
⊕
n
Mn
where Mn is the generalized eigenspace for an eigenvalue n with respect to the
operator λ′euλ. By this decomposition, M is a graded module. This grading is
called the adjoint grading.
The (Tλ, Tλ)-bimodule Tλ has the decomposition
Tλ =
⊕
n∈Z
(Tλ)n
where (Tλ)n is the eigenspace for an eigenvalue n ∈ Z with respect to the operator
λeuλ. This grading coincides with the grading given by the degree,
degEij ⊗ tk = 1, degEij ⊗ ∂k = −1.
For an (Aλ′ ,Aλ)-bimodule M , let λ′euλ be the operator on M ,
λ′euλ(m) = e0euλ′e0 ·m−m · e0euλe0.
Then, the operator λ′euλ gives M the structure of a graded module. We also call
this grading the adjoint grading.
Consider the following decomposition of Bθλ,
Bθλ =
⊕
n∈Z
(Bθλ)n
where
(Bθλ)n is the eigenspace for an eigenvalue n with respect to the operator
λ+θeuλ. By the above decomposition, Bθλ is a graded module. This grading coincides
with the grading given by the degree,
deg tk = 1, deg ∂k = −1.
In the rest of this subsection, we assume λ ∈ R˜lreg and θ ∈ Zlλ.
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Lemma 4.22. For i = 0, . . . , l − 1, we consider the grading of the module
Sθλ(∆˜λ(i)) = Bθλ ⊗Aλ e0∆˜λ(i)
induced from the adjoint grading of Bθλ and the grading of ∆˜λ(i). Then we have
Bθλ ⊗Aλ e0∆˜λ(i) ≃ e0∆˜λ+θ(i)[dθi ]
where dθi are the integers defined on (23).
Proof. We have the two gradings on the standard modules ∆λ(i) and ∆λ+θ(i). Let
degcan be the degree defined by the canonical grading and let degλ be the degree
defined by the grading of ∆˜λ(i). For the other graded modules, let deg be the
degree of the grading of each module.
We have
Bθλ ⊗Aλ e0∆λ(i) ≃ e0∆λ+θ(i)
as ungraded modules by Proposition 4.11. Considering the canonical grading, we
have
degcan(b⊗ v) = deg b+ degcan v
for b ∈ Bθλ and v ∈ e0∆˜λ(i).
By (47), we have
degcan(v) = degλ(v)− ci(λ)
degcan(v
′) = degλ+θ(v
′)− ci(λ + θ)
for v ∈ ∆λ(i) and v′ ∈ ∆λ+θ(i). Therefore we have
degλ+θ(b⊗ v) = degcan(b⊗ v) + ci(λ+ θ)
= deg(b) + degcan(v) + ci(λ+ θ)
= deg(b) + degλ(v) + ci(λ+ θ)− ci(λ)
= deg(b⊗ v) + ci(λ+ θ)− ci(λ).
On the other hand, we can easily obtain
dθi+1 − dθi = lθi = (ci+1(λ+ θ)− ci(λ+ θ))− (ci+1(λ)− ci(λ)),
dθ0 + d
θ
1 + · · ·+ dθl−1 = 0.
Thus we obtain
ci(λ+ θ)− ci(λ) = dθi .

For a graded module M =
⊕
mMm, define the q-dimension of M as a formal
series
dimqM =
∑
m
(dimMm)q
m.
By the above lemma, we have the q-dimension of Sθλ(e0∆˜λ(i)) = Bθλ ⊗Aλ e0∆˜λ(i),
dimq Bθλ ⊗Aλ e0∆˜λ(i) = qd
θ
i+l−i
1
1− ql
for i = 0, . . . , l − 1. Here we set dθl = dθ0.
The adjoint gradings of Bθλ and Tλ induce the gradings of the (Aλ+θ, Tλ)-bimodule
Bθλ⊗AλTλ. They also induce the grading of the left Aλ+θ-module Bθλ⊗AλTλ⊗C[A∗]C
and the grading of the right Tλ-module C⊗C[t0···tl−1] Bθλ ⊗Aλ Tλ.
By (29), we have the following natural isomorphism as graded Aλ+θ-modules
Bθλ ⊗Aλ e0Tλ ⊗C[A∗] C ≃
l−1⊕
i=0
Bθλ ⊗Aλ e0∆˜λ(i)
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By the above equations, we have
dimq Bθλ ⊗Aλ e0Tλ ⊗C[A∗] C = qd
θ
0
1
1− ql +
l−1∑
i=1
qd
θ
i+l−i
1
1− ql .
Lemma 4.23 ([GS1], Theorem A.1). Let R be a connected Z≥0-graded C-algebra.
Let P be an R-module that is both graded and projective. Then P is a graded-free
R-module in the sense that P has a free basis of homogeneous elements.
Lemma 4.24. (1) The module Sθλ(e0Tλ) = Bθλ⊗Aλ e0Tλ is graded-free as a left
C[t0 · · · tl−1]-module and graded-free as a right C[A∗]-module.
(2) Bθλ⊗Aλe0Tλ⊗C[A∗]C is a finitely generated, graded-free C[t0 · · · tl−1]-module.
(3) C ⊗C[t0···tl−1] Bθλ ⊗Aλ e0Tλ is a finitely generated, graded-free right C[A∗]-
module
Proof. The following proof is essential the same as the proof of [GS1, Lemma 6.11].
(1) By Proposition 4.4 and Corollary 4.18, Bθλ ⊗Aλ e0Tλ is projective as a left
Aλ+θ-module and a right Tλ-module. By the structure of the graded module Bθλ⊗Aλ
e0Tλ which is defined above, Bθλ⊗Aλe0Tλ is graded as a left C[t0 · · · tl−1]-module and
a right C[A∗]-module. By Lemma 4.23, Bθλ⊗Aλ e0Tλ is graded-free as a C[t0 · · · tl−1]-
module and a right C[A∗]-module.
(2) By (29) and Proposition 4.11, we have
Bθλ ⊗Aλ e0Tλ ⊗C[A∗] C ≃
l−1⊕
i=0
e0∆λ+θ(i) ≃ C[t0 · · · tl−1]⊗ CZl.
Therefore, Bθλ ⊗Aλ e0Tλ ⊗C[A∗] C is graded-free.
(3) First, we show that Bθλ ⊗Aλ e0Tλ is a finitely generated right module over
R = (C[t0 · · · tl−1])op⊗CC[A∗]. By Lemma 4.20, Bθλ⊗Aλ e0Tλ ⊂ e0MGL(δ),χθλ . Thus
grBθλ ⊗Aλ e0Tλ ⊂ gr e0MGL(δ),χθλ = e0Ml(C[µ−1(0)])GL(δ),χθ , which is certainly a
noetherian C[t0 · · · tl−1]⊗C[A∗]-module. The C[t0 · · · tl−1]⊗C[A∗]-module structure
of grBθλ⊗Aλ e0Tλ is the one induced from the R-module structure of Bθλ⊗Aλ e0Tλ.
Therefore, Bθλ ⊗Aλ e0Tλ is finitely generated.
By (2), Σ = {A∗, (t0 · · · tl − 1)} is a regular sequence for the right R-module
Bθλ⊗Aλ e0Tλ. In particular, if n = A∗R+(t0 · · · tl−1)R, then Σ is a regular sequence
for the Rn-module (Bθλ ⊗Aλ e0Tλ)n. By the Auslander-Buchsbaum formula [Ma,
Ex. 4, p.114], (Bθλ ⊗Aλ e0Tλ)n is free as a Rn-module.
Finally, C⊗C[t0···tl−1] Bθλ ⊗Aλ e0Tλ is a finitely generated, graded C[A∗]-module
and so corresponds to a C∗-equivariant coherent sheaf on C. Therefore, the locus
where C ⊗C[t0···tl−1] Bθλ ⊗Aλ e0Tλ is not free is a C∗-stable closed subvariety of C.
If this locus is non-empty, it must contain 0 ∈ C. By the conclusion of the last
paragraph, the stalk at 0 ∈ C of C ⊗C[t0···tl−1] Bθλ ⊗Aλ e0Tλ is free. Therefore,
C⊗C[t0···tl−1] Bθλ ⊗Aλ e0Tλ must be free. Since C⊗C[t0···tl−1] Bθλ ⊗Aλ e0Tλ is graded
module, it is graded free by Lemma 4.23. 
By Lemma 4.24, a homogeneous C[A∗]-basis of C ⊗C[t0···tl−1] ⊗Bθλ ⊗Aλ e0Tλ is
given by a homogeneous C-basis of C⊗C[t0···tl−1]⊗Bθλ⊗Aλ e0Tλ⊗C[A∗]C. Therefore
we have the following proposition.
Proposition 4.25. We have
(48) dimqC⊗C[t0···tl−1] ⊗Bθλ ⊗Aλ e0Tλ =
l∑
i=1
qd
θ
i+(l−i)
1
1− q−1 .
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5. Gordon-Stafford functors
5.1. Z-algebras. In this section, we define the functor Φ̂θλ of (5) as Boyarchenko
defined it in [Bo]. First we review the definition and basic properties of Z-algebras.
Definition 5.1. A lower-triangular Z-algebra B is an algebra such that
(1) B is bigraded by Z in the following way: B =
⊕
i≥j≥0 Bij .
(2) The multiplication of B is defined in matrix fashion, i.e., B satisfies BijBjk ⊆
Bik for i ≥ j ≥ k ≥ 0 but BijBlk = 0 if j 6= l.
(3) Bii is an unital subalgebra for all i ∈ Z≥0.
We also define graded modules of lower-triangular Z-algebras. Let B be a lower-
triangular Z-algebra. A graded B-module is Z≥0-graded left B-module M =⊕
i∈Z≥0
Mi, such that BijMj ⊆ Mi for all i ≥ j ≥ 0 and BijMk = 0 if j 6= k.
Homomorphisms of graded B-modules are defined to be graded homomorphisms of
degree zero.
We denote the category of graded B-modules by B-Grmod, and denote the
subcategory of finitely generated graded B-modules by B-grmod.
A graded module M =
⊕
i∈Z≥0
Mi ∈ B-Grmod is bounded if Mi = 0 all but
finitely many i ∈ Z≥0, and torsion if it is a direct limit of bounded modules.
We denote the subcategory of torsion modules in B-Grmod by B-Tor, and the
subcategory of bounded modules in B-grmod by B-tor. The corresponding quotient
categories are written B-Qgr = B-Grmod/B-Tor and B-qgr = B-grmod/B-tor.
For a graded commutative algebra S =
⊕
m∈Z≥0
Sm, we define a lower-triangular
Z-module Ŝ =
⊕
i≥j≥0 Ŝij where Ŝij = Si−j for i ≥ j ≥ 0. Define the categories
S-Grmod, . . . , S-qgr in the usual manner. Then, as in Section 5.3 of [GS1], we
have equivalences of categories:
S-Qgr −→ Ŝ-Qgr,
S-qgr −→ Ŝ-qgr,
M =
⊕
i∈Z≥0
Mi 7→M =
⊕
i∈Z≥0
Mi.
(49)
We define another example of Z-algebra called a Morita Z-algebra. Suppose we
have countably many Morita equivalent algebras {Bi}i∈Z≥0 and Bij is a (Bi, Bj)-
bimodule which yields Morita equivalences for i > j ≥ 0. Moreover, suppose we
have an isomorphism Bij⊗Bj Bjk ≃ Bik for i ≥ j ≥ k ≥ 0. Set Bii = Bi and define
the Morita Z-algebra B to be B =
⊕
i≥j≥0 Bij . Note that our definition of Morita
Z-algebras is same as one of [GS1], and it requires a stronger condition than one of
[Bo].
Lemma 5.2 (GS1, Lemma 5.5). Assume B0 is noetherian, then
(1) Each finitely generated graded left B-module is noetherian.
(2) The association φ : M 7→ ⊕i∈Z≥0 Bi0 ⊗B0 M induces an equivalence of
categories between B0-mod and B-qgr.
5.2. Construction of the functor. For a stability parameter θ ∈ Zlreg, set
S =
⊕
m∈Z≥0
Sm, Sm = C[µ
−1(0)]GL(δ),χ
m
θ
as defined in Section 3.1. By Proposition 3.3, we have an isomorphism Mθ(δ) ≃
ProjS.
Let Ŝ =
⊕
i≥j≥0 Ŝij be the lower-triangular Z-algebra obtained from the above
graded algebra S. By (49), we have an equivalence of categories Ŝ-qgr ≃ Coh(Mθ(δ)).
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Fix λ ∈ Rlreg and θ ∈ Zlλ. Recall the algebra Aλ of (26) and the bimodule Bθλ
of (36). Set Bi = Aλ+iθ for i ∈ Z≥0 and set Bij = B(i−j)θλ+jθ for i > j ≥ 0. By
Corollary 4.18, Bij is a (Bi, Bj)-bimodule which yields a Morita equivalence.
Proposition 5.3. For λ ∈ Rlreg and θ ∈ Zlλ, we have the isomorphism
B(i−j)θλ+jθ ⊗Aλ+jθ B(j−k)θλ+kθ ≃ B(i−k)θλ+kθ .
Proof. We apply Lemma 4.19 for the algebras A = Aλ+iθ, B = Aλ+kθ and the
modules P = B(i−j)θλ+jθ ⊗Aλ+jθ B(j−k)θλ+kθ , P ′ = B(i−k)θλ+kθ . It is clear that B is a left
Ore domain, P ′ is torsion free and P yields an equivalence of categories by Corol-
lary 4.18. We have the surjective homomorphism
P = B(i−j)θλ+jθ ⊗Aλ+jθ B(j−k)θλ+kθ −→ P ′ = B(i−k)θλ+kθ
b1 ⊗ b2 7→ b1b2
Thus, by the above lemma, it is an isomorphism. 
By the above proposition, we have the Morita Z-algebra B =
⊕
i≥j≥0 Bij where
Bii = Bi = Aλ+iθ . By Lemma 5.2, we have an equivalence of categories
Aλ-mod −→ B-qgr,
M 7→ M˜ =
⊕
m∈Z≥0
Bmθλ ⊗Aλ M.
The algebra Aλ and the bimodule Bθλ are filtered by the order of differential
operators in D(Rep(Q, δ)), and we have
grAλ ≃ C[µ−1(0)]GL(δ) = S0,
grBmθλ ≃ C[µ−1(0)]GL(δ),χ
m
θ = Sm.
The filtration induces the filtration on the Morita Z-algebra B =
⊕
i≥j≥0 Bij . Thus
we have the following theorem as in [GS1] and [Bo].
Theorem 5.4. For λ ∈ Rlreg, θ ∈ Zlλ, define Z-algebras B and Ŝ as above. Then:
(1) There is an equivalence of categories Aλ-mod ≃ B-qgr.
(2) There is an isomorphism of lower-triangular Z-algebras grB ≃ Ŝ.
(3) We have an equivalence of categories Ŝ-qgr ≃ Coh(Mθ(δ)).
Let Tλ-Filt, Aλ-Filt be categories of filtered modules. Given (M,Λ) ∈ Tλ-Filt
(resp. ∈ Aλ-Filt), we say Λ is a good filtration onM if grΛM is a finitely generated
grTλ-module (resp. grAλ-module). We denote the subcategories of good filtered
modules by Tλ-filt and Aλ-filt.
Let (M,Λ) ∈ Aλ-Filt. Then each module M(i) = Biθλ ⊗Aλ M is filtered by the
tensor product filtration
ΛkM(i) =
∑
l∈Z
F lBiθλ ⊗ Λk−lM
where F is the filtration of Biθλ . Therefore, the B-module M˜ =
⊕
i∈Z≥0
M(i) is
filtered and we have the graded Ŝ-module gr M˜ =
⊕
i∈Z≥0
grM(i) associated to
M˜ . For a graded B-module with filtration (M˜,Λ), we call Λ is a good filtration if
grΛ M˜ is a finitely generated Ŝ-module. The following lemma is due to [GS2].
Lemma 5.5 ([GS2], Lemma 2.5). If Λ is a good filtration of M , then the induced
filtration Λ on M˜ is also good.
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As in [Bo], we define the functor
Φθλ : Aλ-Filt −→ Qcoh(Mθ(δ)),
(M,Λ) 7→ grΛ M˜.
By restricting Φθλ to Aλ-filt, we have a functor
Φθλ : Aλ-filt −→ Coh(Mθ(δ)).
We also define the functor from Tλ-Filt and Tλ-filt
Φ̂θλ = Φ
θ
λ ◦ Eλ : Tλ-Filt −→ Qcoh(Mθ(δ)),
Φ̂θλ = Φ
θ
λ ◦ Eλ : Tλ-filt −→ Coh(Mθ(δ)).
We call the above functors Φθλ and Φ̂
θ
λ the Gordon-Stafford functors.
6. Construction of a tautological bundle
6.1. Main theorem. Now we consider our main theorem. We determine the image
of the module e0Tλ by the functor Φθλ.
Recall the set of parameter R˜lreg of (45). Fix the parameters λ = (λi)i=0,...,l−1 ∈
R˜lreg and θ = (θi)i=0,...,l−1 ∈ Zlλ. Consider an Aλ-module e0Tλ. Considering the
filtration by the order of differential operators in D(Rep(Q, δ)), e0Tλ is a filtered
Aλ-module with good filtration. The following theorem is the main result of this
paper.
Theorem 6.1. For λ ∈ R˜lreg, θ ∈ Zlλ and m ∈ Z≥0, we have the isomorphism
grBmθλ ⊗Aλ e0Tλ ≃ e0Ml(C[µ−1(0)])GL(δ),χ
m
θ .
Therefore we have
Φθλ(e0Tλ) ≃ P˜θ
as coherent sheaves on Mθ(δ).
In the next subsection, we will give the proof of the above theorem.
6.2. Proof of the main theorem. In this subsection, we complete the proof of
our main theorem, Theorem 6.1.
First, we construct the homomorphism of Theorem 6.1. The module Bθλ⊗Aλ e0Tλ
is filtered by the tensor product filtration. The module e0MGL(δ),χθλ is filtered by
the order of differential operators in D(Rep(Q, δ)). Clearly, the homomorphism
Θ of (44) is a homomorphism of filtered modules. Thus we have the associated
homomorphism between the associated graded modules
grΘ : gr
(Bθλ ⊗Aλ e0Tλ) −→ gr e0MGL(δ),χθλ = e0Ml(C[µ−1(0)])GL(δ),χθ .
This homomorphism was what we wanted to construct.
The (Aλ+θ, Tλ)-bimodule Bθλ⊗Aλ e0Tλ is graded by the grading induced from the
adjoint gradings of Bθλ and e0Tλ. The (Aλ+θ, Tλ)-bimodule e0MGL(δ),χθλ is graded
by the adjoint grading with respect to the operator λ+θeuλ.
Lemma 6.2. The homomorphism Θ is homogeneous with respect to the gradings
of Bθλ ⊗Aλ e0Tλ and e0MGL(δ),χθλ .
By Lemma 4.20 we have the injective homomorphism
Θ : Bmθλ ⊗Aλ e0Tλ ≃ Bmθλ e0Tλ −→ e0MGL(δ),χ
m
θ
λ .
To complete the proof of theorem, we need to prove the equality of the inclusion
Bθλe0Tλ ⊆ e0MGL(δ),χ
m
θ
λ . The following proof is essentially the same as the proof
[GS1, Section 6.17].
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Lemma 6.3. The modules Bmθλ e0Tλ and e0MGL(δ),χ
m
θ
λ are free as left C[t0 · · · tl−1]
modules.
Lemma 6.4. We have an equality of localized spaces
(Bmθλ e0Tλ)[(t0 · · · tl−1)−1] = e0MGL(δ),χ
m
θ
λ [(t0 · · · tl−1)−1].
Proof. It is clear that
(Bmθλ e0Tλ)[(t0 · · · tl−1)−1] ⊆ e0MGL(δ),χ
m
θ
λ [(t0 · · · tl−1)−1].
Fix an arbitrary element
∑l−1
i=0 fi ⊗ E0i ∈ e0MGL(δ),χ
m
θ
λ where fi ∈ Bmθ+τiλ . We
show by induction that, for any f ⊗ E0i ∈ Fne0MGL(δ),χ
m
θ
λ ei, there exists p ∈ Z≥0
such that
(50) (t0 · · · tl−1)pf ⊗ E0i ∈ Bmθλ e0Tλ.
For n = 0, we have
F0e0MGL(δ),χ
m
θ
λ = e0Ml(C[t0, . . . , tl−1])
GL(δ),χmθ .
Thus we have
(t0 · · · tl−1)f = (ti+1 · · · tl−1t0f)(t1 · · · ti).
We have (ti+1 · · · tl−1t0f) ∈ Bmθλ and (t1 · · · ti) ⊗ E0i ∈ e0Tλei. Therefore we have
(50) for n = 0.
Assume we have (50) for n < n0. For f ⊗ E0i ∈ Fn0e0MGL(δ),χ
m
θ
λ ei, we have
(t0 · · · tl−1)f ⊗ E0i = f(t0 · · · tl−1)⊗ E0i + [t0 · · · tl−1, f ]⊗ E0i.
The second term [t0 · · · tl−1, f ] ⊗ E0i belongs to Fn0−1e0MGL(δ),χ
m
θ
λ ei. By the hy-
pothesis of the induction, there exists p ∈ Z≥0 such that
(t0 · · · tl−1)p[t0 · · · tl−1, f ]⊗ E0i ∈ Bmθλ e0Tλ.
We have (t0 · · · tl−1)p(fti+1 · · · tl−1t0) ∈ Bmθλ and (t1 · · · ti)⊗ E0i ∈ e0Tλei. There-
fore, we have
(t0 · · · tl−1)p+1f ⊗ E0i
= (t0 · · · tl−1)pf(ti+1 · · · tl−1t0)(t1 · · · ti)⊗ E0i
+ (t0 · · · tl−1)p[t0 · · · tl−1, f ]⊗ E0i ∈ Bmθλ e0Tλ.
Therefore we have (50) for n = n0. 
Let {agp}g,p be a C[t0 · · · tl−1]-free basis of Bmθλ e0Tλ such that agp is a homoge-
neous vector of degree g. Let {bgq}g,q be a C[t0 · · · tl−1]-free basis of e0MGL(δ),χ
m
θ
λ
such that bgq is a homogeneous vector of degree g.
By Theorem 3.16 and Proposition 4.25, we have the equality
dimq C⊗C[t0···tl−1] Bmθλ e0Tλ =
l∑
i=1
qd
mθ
i+1+(l−i−1)
1
1− q−1
= dimq C⊗C[t0···tl−1] e0MGL(δ),χ
m
θ
λ .
(51)
By (51), we have:
(†1) For any g ∈ R, {agp}p and {bgq}q have finite cardinality.
(†2) There is T ∈ R such that there is no nonzero agp and bgq when g > T .
(†3) For any g ∈ R #{agp}p is equal to #{bgq}q.
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We show that we can adjust the basis {bgq}q to be equal to the basis {agp}p by a
downward induction on g. By (†3), we have {agp}p = {bgq}q = ∅ for g > T .
Let −∞ < G ≤ T , suppose that {bgq}q = {agp}p for all g > G by induction.
Suppose that there exists an element bGq0 which does not belong to {agp}p. By
Lemma 6.4, there exists an integer n ∈ Z≥0 such that we have a homogeneous
equation
(52) (t0 · · · tl−1)nbGq0 =
∑
g<G,p
cgpagp +
∑
p
cGpaGp +
∑
g>G,q
c′gqbgq
where each cgp, c
′
gq ∈ C[t0 · · · tl−1]. Note that we use the hypothesis of the induction
{agp}p = {bgq}q for g > G. Since Bmθλ e0Tλ ⊆ e0MGL(δ),χ
m
θ
λ , we can write each
agp =
∑
h,q d
hq
gpbhq for some d
hq
gp ∈ C[t0 · · · tl−1]. Thus we obtain a homogeneous
equation
(53) (t0 · · · tl−1)nbGq0 =
∑
g<G,p,h,q
cgpd
hq
gpbhq +
∑
p,h,q
cGpd
hq
Gpbhq
∑
g>G,q
c′gqbgq
The above equations (52), (53) are homogeneous of degreeG+ln. By (52), deg cgp ≥
ln for each g and p. Thus the bgq in the first two terms of the right hand side of (53)
has degree ≤ G. Since {bgq}g,q are C[t0 · · · tl−1]-basis, the third term
∑
g>G,q c
′
gqbgq
is actually zero in (52), (53).
Now consider where bGq0 appears on the right hand side of (53). For g < G,
(52) implies deg cgp > ln for each p, thus there is no bGq0 in the first term of the
right hand side of (53). Thus bGq0 appears only in the second term of the right
hand side of (53). Since {bgq}g,q is C[t0 · · · tl−1]-basis, there is nonzero cGpdGq0Gp bGq0
in the second term of the right hand side of (53). In this case by (52) we have
deg cGp = nl. Hence d
Gq0
Gp ∈ C\{0}, and we have
aGp = d
Gq0
Gp bGq0 +
∑
(h,q) 6=(G,q0)
dhqGpbhq.
Thus we can replace bGq0 by aGp in our basis of e0MGL(δ),χ
m
θ
λ . By (†3), {aGp}p and
{bGq}q have the same cardinality. After a finite number of steps, we have {bGq}q ⊆
{aGp}p and hence {bGq}q = {aGp}p. This completes the induction on g. Thus, we
have {bgq}q = {agp}p for all g. It implies the equality Bmθλ e0Tλ = e0MGL(δ),χ
m
θ
λ .
6.3. Characteristic cycles. In this section, we determine the characteristic cycle
of the standard module ∆λ(i) in Mθ(δ) for i = 0, . . . , l − 1.
Fix the parameters λ = (λi)i=0,...,l−1 ∈ R˜lreg and θ = (θi)i=0,...,l−1 ∈ Zlλ. For
M ∈ Aλ-filt, we consider M˜ =
⊕
m∈Z≥0
Bmθλ ⊗Aλ M and the coherent sheaf
Φθλ(M) = (gr M˜)
∼. Let the associated radical ideal NfM to be the radical ideal
NfM =
√
annS gr M˜ . The characteristic variety of M is
Char(M) = Supp(Φθλ(M)) = V(NfM )
where V(I) is closed subvariety associated to ideal I. Note that Char(M) ⊆
π−1θ ({y = 0}) = U0 ∪ · · · ∪ Ul−1 for M ∈ Oλ.
Let MinM˜ be a set of prime ideals minimal over NfM . If P ∈ MinM˜ , let nfM,P
be the length of the SP -module (gr M˜)P . Define the characteristic cycle Ch(M) of
M to be
Ch(M) =
∑
P∈MinfM
nfM,PV(P ).
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Let Min′M˜ be a subset of MinM˜ consisting of those prime ideals P for which
dimV(P ) = dimV(NfM ). Define the restricted characteristic cycle rCh(M) to be
rCh(M) =
∑
P∈Min′fM
nfM,PV(P ).
The following lemmas are proved in [GS2].
Lemma 6.5. The characteristic varieties, the characteristic cycles and the re-
stricted characteristic cycles are independent of the choice of good filtrations.
Lemma 6.6. Let 0 → A → B → C → 0 be a short exact sequence of finitely
generated Aλ-modules. Then one of the following cases occurs:
(1) dimChar(A) < dimChar(B) = dimChar(C) and rCh(B) = rCh(C).
(2) dimChar(A) = dimChar(B) > dimChar(C) and rCh(B) = rCh(A).
(3) dimChar(A) = dimChar(B) = dimChar(C) and rCh(B) = rCh(A) +
rCh(C).
By Theorem 6.1, we have the isomorphism
Φθλ(e0Tλ) ≃ P˜θ.
By the isomorphism of Aλ-modules
e0Tλ/e0TλA∗ ≃
l−1⊕
i=0
e0∆λ(i),
we have
(54) P˜θ/P˜θA¯∗ ≃ Φθλ(e0Tλ/eoTλA∗) ≃
l−1⊕
i=0
Φθλ(e0∆λ(i))
as coherent sheaves on Mθ(δ). Thus we can determine the characteristic cycles
from (54).
Proposition 6.7. For λ ∈ R˜lreg and θ ∈ Zlλ, we have an isomorphism of coherent
sheaves
Φθλ(e0∆λ(i)) ≃ (P˜θ/P˜θA¯∗)ei.
Proposition 6.8. For λ ∈ R˜lreg, θ ∈ Zlλ and i = 0, . . . , l − 1, we have
Chθ(e0∆λ(i)) ≃ [ Ui ] +
∑
θi+···+θj−1<0
[ Uj ] =
∑
iDθj
[ Uj ] =
∑
iDgeom,θj
[ Uj ].
Proof. Since the sheaf P˜θ is the tautological bundle on Mθ(δ) defined by (17), The
action of A¯∗ on a fiber P˜θ([ak, bk]k=0,...,l−1) ≃
⊕l−1
i=0CE0i is given by the right-
multiplication of a matrix
∑l−1
k=0 bkEk−1,k. By the definition of Uj , we have bi = 0
if and only if θi + · · ·+ θj−1 < 0 at [ak, bk]k=0,...,l−1 ∈ Uj . Therefore
(P˜θ/P˜θA¯∗)([ak, bk]k=0,...,l−1) =
⊕
θi+···+θj−1<0
CE0,i
at any point [ak, bk]k=0,...,l−1 ∈ Uj.
By Proposition 6.7, we have
Φθλ(e0∆(λ)(i)) ≃ (P˜θ/P˜θA¯∗)ei.
Therefore we have
Chθ(e0∆(λ)(i)) ≃ [ Ui ] +
∑
θi+···+θj−1<0
[ Uj ].
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By the definition of Dθ and the definition of Dgeom,θ, we have
i⊲θ j ⇔ i⊲geom,θ j ⇔ θi + · · ·+ θj−1 < 0.
Thus we have the statement of the proposition. 
Note that Proposition 6.8 is an affirmative answer to Question 10.2 of [Go] in
the case of G = Z/lZ.
Corollary 6.9. Taking the reduced characteristic cycle rChθ(M) of a module M ∈
Oλ induces an isomorphism of vector spaces
rChθ : K(Oλ)⊗Z C −→ H0(π−1θ ({y = 0}),C).
Corollary 6.10. If ηi ⊲rep,λ ηj and there is no i > k > j such that ηi ⊲rep,λ ηk,
then
rChθ(e0Lλ(ηi)) = [ Uηi ] + [ Uηi−1 ] + · · ·+ [ Uηj−1 ].
Proof. By the assumption, we have an exact sequence
0→ e0∆λ(ηj)→ e0∆λ(ηi)→ e0Lλ(ηi)→ 0
of Aλ-modules. By Lemma 6.6, we have
rChθ(e0∆λ(ηi)) = rChθ(e0∆λ(ηj)) + rChθ(e0Lλ(ηi)).
Therefore we have the statement of the corollary. 
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