In this paper we study random partitions of {1, . . . , n} where every cluster of size j can be in any of w j possible internal states. The Gibbs (n, k, w) distribution is obtained by sampling uniformly among such partitions with k clusters. Gibbs distributions arise naturally as equilibrium distributions of reversible coagulationfragmentation processes. The goal of this work is to study random processes where at step k the process has the Gibbs (n, k, w) distribution, so that this microscopical equilibrium is subject to irreversible fragmentation as time evolves. It is not always possible to combine those two features, and in our main result we identify those weight sequences w j for which such a process exists subject to some simplifying assumptions. In this case the time-reversed process turns out to be the discrete Marcus-Lushnikov coalescent process with affine collision rate K(x, y) = a+b(x+y) for some real numbers a and b.
Introduction
Gibbs models for random partitions generated by random processes of coagulation and fragmentation have been widely studied ( [26] , [27] , [28] , [17] ). They typically arise as equilibrium distributions of time-reversible processes of coagulation and fragmentation (see for instance [7] , and [3] for general results about exchangeable fragmentationcoalescence processes in equilibrium). There is a much smaller literature in which Gibbs models are derived from an irreversible Markovian coagulation process [14] . This paper presents a Gibbs model for an irreversible Markovian fragmentation process. While Gibbs models for physical processes of fragmentation have been treated before, such models typically involve the evolution of an equilibrium distribution depending on a time parameter t, with the equilibrium moving towards a more fragmented state as t increases. At the microscopic level such an evolution still involves both fragmentation and coagulation. The point here is to provide a rigorous Markovian model of irreversible fragmentation at the microscopic level with no possibility of coagulation allowed.
The simplest way to describe the process treated here is to specify its time reversal. This turns out to be to the Marcus-Lushnikov coalescent process with collision rate kernel K x,y = a + b(x + y) for some constants a and b, where K x,y represents rate of collisions between clusters of x particles and clusters of y particles. This model was solved by Hendriks et al. [14] , who showed that the distribution at time t in such a coalescent process started from a monodisperse initial condition is a mixture of microcanonical Gibbs distributions with mixing coefficients depending on t. Here, what is essentially the same model, modulo time reversal and a formulation in discrete rather than continuous time, is derived from a different set of assumptions describing the evolution of the process with time running in the direction of fragmentation. The probabilistic link between the two sets of assumptions is a time reversal calculation using Bayes rule. The most interesting feature of this calculation is that starting from a natural recursive assumption for the fragmentation process in terms of Gibbs distributions, there is only one-parameter family of possible solutions to the problem, with the parameter corresponding to the ratio of the two parameters a and b in the collision rate kernel of the reversed time process.
Canonical and microcanonical Gibbs distribution
Typically, the state of a coagulation/fragmentation process is represented by a random partition of n, that is a random variable with values in the set P [n] of all partitions of n. In later sections of this paper the state of the process will be represented rather as a random partition of the set {1, 2, . . . , n}, as this device simplifies a number of calculations. But the rest of this introduction follows the more common convention of working with partitions of n. Let
denote a typical partition of n. Regarding the state of the system as a partition of n particles into clusters of various sizes, the state λ in (1) indicates that there are c j clusters of size j for each 1 ≤ j ≤ n. Note that j jc j = n, the total number of particles. The total number of clusters is k := j c j . The numbers c 1 , c 2 , . . . , c j . . . may be called numbers of monomers, dimers, . . . j-mers, or numbers of singletons, doubletons, . . . j-tons. The Gibbs model most commonly derived from equilibrium considerations is the canonical Gibbs distribution on partitions of n with weight sequence (w j ) defined by
where
is a normalization constant. This polynomial in w 1 , w 2 , . . . is known in the combinatorics literature as the complete Bell (or exponential) polynomial [5] . In the physics literature the Gibbs formula (2) is commonly written in terms of x i = w i /i! instead of w i , and the polynomial Z n (x 1 , x 2 , . . .) := n!Y n (1!x 1 , 2!x 2 , . . .)
is called the canonical partition function. For textbook treatments of such models, and references to earlier work see [24] . Typically, the canonical Gibbs distribution (2) is derived either from thermodynamic considerations, or from a set of detailed balance equations corresponding to a reversible equilibrium between processes of fragmentation and coagulation. In the latter case the canonical Gibbs distribution is represented as the equilibrium distribution of a time-reversible Markov chain with state space P [n] .
Conditioning a canonical Gibbs distribution on the number of clusters k yields a corresponding microcanonical Gibbs distribution for each 1 ≤ k ≤ n. This distribution assigns to the partition λ displayed in (1) the probability P (λ | n, k; w 1 , w 2 , . . .) = n! B n,k
where B n,k = B n,k (w 1 , w 2 , . . .) is a partial Bell (or exponential) polynomial, and Z n,k (x 1 , x 2 , . . .) := n!B n,k (1!x 1 , 2!x 2 , . . .)
is known as a microcanonical partition function. A great many expressions, representations and recursions for these polynomials B n,k and Z n,k are known [5, 24] . These formulae are useful whenever the weight sequence (w j ) is such that the associated polynomials admit an explicit formula as functions of n and k, or can be suitably approximated (see e.g. [16] ). Some of these results are reviewed in [24] . The class of weight sequences (w j ) for which the microcanonical Gibbs model is "solvable", meaning there is an explicit formula for the B n,k , is quite large.
In connection with the study of irreversible partition-valued processes, it has been found in several cases (see below) that the distribution of the process at time t is a probabilistic mixture over k of microcanonical Gibbs distributions, that is to say a probability distribution of the form
where p nk represents the probability that λ has k components, so p n,k ≥ 0 and n k=1 p n,k = 1, and both p n,k and the weight sequence w i may be functions of t. There seems to be no standard term in the literature for a distribution on partitions of this form, which will be called here a modified Gibbs distribution. For example, Lushnikov [20] showed that the coalescent model with monodisperse initial condition and collision rates K x,y = xf (y) + yf (x) leads to such modified Gibbs distributions. Hendriks et. al [14] showed that this is also the case for K x,y = a + b(x + y) for constants a and b.
Organization and summary of the paper.
The rest of this paper is organized as follows. Section 2 presents some background material, and introduces the formalism of Gibbs distributions over partitions of the set {1, 2, . . . , n}. Results for irreversible fragmentation processes are presented in Section 3. Section 4 presents the main result of the paper. This result states that, under an additional set of assumption (most notably, the linear selection rule), it is possible to construct a Gibbs fragmentation process with weight sequence (w j ) if and only if w j = j m=2 (mc + jb) for some constants b and c: in this case it is shown that the timereversal of the fragmentation process is the discrete Marcus-Lushnikov coalesent with affine coalescent rate: K(x, y) = a + b(x + y). This theorem leaves out an important case, which is that of the sequence w j = (j − 1)!. In section 5, we approach this problem from the angle of Kingman's coalescent process and the Ewens sampling formula. In particular we construct a continuous analogue of the desired process. However, curiously, we show that the existence of this process with discrete time cannot be obtained by taking the discrete skeleton of the continuous process, so that its existence remains an open question.
Preliminaries
Let [n] denote the set {1, . . . , n}. A partition of n is an unordered collection of nonempty disjoint subsets of [n] whose union is [n] . A generic partition of [n] into k sets will be denoted
Let P [n] denote the set of all partitions of [n], and let P [n,k] be the subset of P [n] comprising all partitions of [n] into k components. Given a sequence of weights (w j , j = 1, 2, · · · ) define the microcanonical Gibbs distribution on P [n,k] with weights (w 1 , w 2 , . . .) to be the probability distribution on P [n,k] which assigns to each partition π k as in (8) the probability
where n i := #A i denotes the number of elements of A i and
where for the sum is over all π k ∈ P [n,k] and the n i (π k ) for 1 ≤ i ≤ k are sizes of the components of π k in some arbitrary order. Given a partition π of [n], the corresponding partition λ of n is λ := 1 c 1 2 c 2 · · · n cn as in (1) where c i is the number of components of π of size i. For each vector of non-negative integer counts (c 1 , . . . , c n ) with i ic i = n the number of partitions π of [n] corresponding to the partition 1 c 1 2 c 2 · · · n cn of n is well known to be n!
The probability distribution on partitions of n induced by the microcanonical Gibbs distribution on P [n,k] with weights (w 1 , w 2 , . . .) therefore identical to the microcanonical Gibbs distribution on P n with the same weights (w 1 , w 2 , . . .) as defined in (5), and there is the following standard expression for B nk [5] B n,k = n!
where the sum is over all partitions λ k of n into k components, and c i = c i (λ k ) is the number of components of λ k of size i. Thus transferring from Gibbs distributions on partitions of n into k components to Gibbs distributions on partitions of the set [n] into k components is just a matter of keeping track the universal combinatorial factor (11).
Combinatorial and Physical Interpretations.
The following well-known interpretations provide both motivation and intuition for the study of Gibbs distributions and Bell polynomials. Suppose that n particles labelled by elements of the set [n] are partitioned into clusters in such a way that each particle belongs to a unique cluster. Formally, the collection of clusters is represented by a partition of [n] . Suppose further that each cluster of size j can be in any one of w j different internal states for some sequence of non-negative integers (w j ). Let the configuration of the system of n particles be the partition of the set of n particles into clusters, together with the assignment of an internal state to each cluster. For each partition π of [n] with k components of sizes n 1 , . . . , n k , there are k i=1 w n i different configurations with that partition π. So B n,k (w 1 , w 2 , . . .) defined by (10) gives the number of configurations with k clusters; the Gibbs distribution (9) with weight sequence (w j ) is the distribution of the random partition of [n] if all configurations with k clusters are equally likely, and formula (5) describes the corresponding Gibbs distribution on partitions of n induced by the same hypothesis. The term "internal state" suggests a physical interpretation which makes sense for an arbitrary sequence of numbers (w j ). But many particular choices of (w j ) have natural interpretations, both combinatorial and physical. In particular, the following four examples have been extensively studied. Many more combinatorial examples are known where Gibbs distributions arise naturally from an assumption of equally likely outcomes on a suitable configuration space. Related problems of enumeration and asymptotic distributions have been extensively studied [16, 19, 11, 12, 25] .
Some important examples
We introduce here a few natural examples of Gibbs distributions and their combinatorial interpretations (for particular sequences of weights (w j )) that motivate much of the subsequent work in the following sections. Example 3. Cutting a rooted random segment. Suppose that the internal state of a cluster C of size j is one of j! linear orderings of the set C. Identify each cluster as a directed graph in which there is a directed edge from a to b if and only if a is the immediate predecessor of b in the linear ordering. Call such a graph a rooted segment. Then B n,k (1!, 2!, 3! . . .) is the number of directed graphs labelled by [n] with k such segments as its components. In the previous two examples, explicit formulae for the B n,k are fairly complicated. But this time there is a simple formula:
is known as a Lah number [5, p. 135 ]. The Gibbs model in this instance is a variation of Flory's model for a linear polymerization process [10] . Another interpretation is provided by Kingman's coalescent [1, 18] . It is easily shown in this case that a sequence of random partitions (Π k , 1 ≤ k ≤ n) such the Π k has the Gibbs(n, k) distribution is obtained as follows. Let G 1 be a uniformly distributed random rooted segment labelled by [n] , and let G k be derived from G 1 by deletion of a set of k − 1 edges picked uniformly at random from the set of n − 1 edges of G 1 , and let Π k be the partition induced by the components of G k . If the n − 1 edges of G 1 are deleted sequentially, one by one, the random sequence (Π 1 , Π 2 , . . . , Π n ) is a refining sequence of random partitions such that Π k has the Gibbs(n|k) distribution. This is illustrated in figure 1 . The time-reversed sequence (Π n , Π n−1 , . . . , Π 1 ) is then governed by the rules of Kingman's coalescent: conditionally given Π k with k components, Π k−1 is equally likely to be any one of the k 2 different partitions of [n] obtained by merging two of the components of Π k . Equivalently, the sequence (Π 1 , Π 2 , . . . , Π n ) has uniform distribution over the set R n of all refining sequences of partitions of [n] such that the kth term of the sequence has k components. The consequent enumeration #R n = n!(n − 1)!/2 n−1 was obtained by Erdös et al [8] . The fact that Π k determined by this model has the Gibbs(n, k) distribution with weight sequence w j = j! was obtained by Bayewitz et. al. [2] and Kingman [18] .
Example 4. Cutting a rooted random tree. Suppose the internal state of a cluster C of size j is one of the j j−1 rooted trees labelled by C.
is the number of forests of k rooted trees labelled [n]. This time again there is a simple formula for B n,k . As a consequence of Cayley's enumeration of random forests [22, 5] B n,k (1
The Gibbs model in this instance corresponds to assuming that all forests of k rooted trees are equally likely. This model turns up naturally in the theory of random graphs and has been studied and applied in several other contexts. The coalescent obtained by reversing the process of deleting the edges at random is the additive coalescent as discussed in [23] . This is what is illustrated in figure 2.
Fragmentation Processes
Definition 5. Call a sequence of P [n] -valued random variables (Π 1 , Π 2 , . . . , Π n ) a fragmentation process or a refining process if with probability one the sequence (Π k ) is a refining sequence of partitions as k increases, and Π k has k components. The timereversed sequence (Π n , Π n−1 , . . . , Π 1 ) will then be called a coalescent.
Gibbs fragmentation process, if there is some sequence of weights (w 1 , . . . , w n−1 ) such that Π k has the microcanonical Gibbs distri-
Similarly, call a P [n] -valued random process (Π t , t ∈ I), with index set I a subset of real numbers, a fragmentation process if with probability one both (i) for every pair of times s and t in I with s < t the partition Π t is a refinement of Π s , and
(ii) for each 1 ≤ k ≤ n there is some t ∈ I such that Π t has k components.
Condition (ii) implies that whenever a split occurs, the split is a binary split in which one and only one block of the partition splits in two, thereby incrementing the number of components by 1. This condition also forces Π t to be the partition of [n] with one component of size n for all sufficiently small t, and to to be the partition of [n] into n singletons for all sufficiently large t.
Definition 7. Call a (Π t , t ∈ I) a Gibbs fragmentation process with weights (w 1 , . . . , w n−1 ) if for every t ∈ I and 1 ≤ k ≤ n, the conditional distribution of Π t given that Π t has k components is is the microcanonical Gibbs distribution (5) 
is such a Gibbs fragmentation process, then the unconditional distribution of Π k is the microcanonical Gibbs distribution on P [n,k] , because condition condition (ii) implies that Π k has k components with probability 1.
A basic problem, only partially solved in this paper, is the following: Problem 8. For which weight sequences (w 1 , . . . , w n−1 ) does there exist a P [n] -valued Gibbs fragmentation process?
The above definitions were made in terms of P [n] -valued processes, as this formalism that seems most convenient for computations with Gibbs distributions. Parallel definitions can be made in terms of P n -valued processes, using the partial ordering of refinement on P n defined as follows: for partitions λ and µ of n, λ is a refinement of µ if and only if there exist corresponding partitions λ ′ and µ ′ of [n] such that λ ′ is a refinement of µ ′ . Less formally, the parts of λ can be partitioned to form the parts of µ. The notions of Gibbs distributions and refining sequences transfer between P n and P [n] in such a way that the following results can be formulated with either state space. The many-to-one correspondence between partitions of the set [n] and partitions of the integer n lifts easily to define a many-to-one correspondence between P n -valued and P [n] -valued processes, in such a way that the partial ordering of refinement is preserved. Thus for a P [n] -valued Gibbs fragmentation process there is a corresponding P n -valued fragmentation process, and vice-versa.
To see that Problem 8 is of some interest, note that Example 3 (cutting a random rooted segment) provides a P [n] -valued Gibbs fragmentation process for each n corresponding to the sequence of weights w j = j!. Example 4 (cutting a random rooted tree) does the same thing for the weights w j = j j−1 . What about for the sequence w j = 1 of Example 1 (uniform random partitions) or the sequence w j = (j − 1)! of Example 2 (uniform random permutations)? In these examples it does not seem at all obvious how to construct a Gibbs fragmentation process for n ≥ 4. (Note that for n ≤ 3 there exists a P [n] -valued Gibbs fragmentation process for arbitrary positive weights w 1 and w 2 , for trivial reasons.) The question for w j = 1 is largely settled by the following proposition. See section 5 regarding w j = (j − 1)!.
Proposition 9.
There is an n 0 < ∞ such that for all n ≥ n 0 there does not exist a
Proof. Let Π [n,k] denote a random partition with the Gibbs distribution on P [n,k] with equal weights
denote the sizes of components of Π [n,k] arranged in decreasing order. Then for each fixed i and k with 1 ≤ i ≤ k the ith largest component of Π [n,k] has relative size X (n,k,i) /n which converges in probability to 1/k as n → ∞. This follows easily from the law of large numbers, and the elementary fact that Π [n,k] has the same distribution as Π * n,k
given that Π * n,k has k components, where Π * n,k is the random partition of [n] generated by n independent random variables U 1 , . . . , U n each with uniform distribution on [k].
(So i and j are in the same component of Π * n,k if and only if U i = U j .) In particular, there is an n 0 < ∞ such that for all n ≥ n 0 both
and also
by by splitting one of the two components of Π [n,2] . Since the component of Π [n,2] that is not split is among the three components of Π [n,3] , if the smallest component of Π [n,2] contains more than (5/12)n elements, then so does the largest component of Π [n,3] . Thus for a fragmentation process, 16 implies the reverse of the inequality 17, and this contradiction yields the result. 2
The above argument proves the non-existence for large n of a Gibbs fragmentation process for any weight sequence (w j ) such that for k = 2 or k = 3 the components in the Gibbs partition of [n] into k components are approximately equal in size with high probability. For the weight sequence w j = j! of Example 3, what happens instead is that the sequence of ranked sizes 15, normalized by n, has a non-degenerate limit distribution for each k. As observed in [18, §5] . This asymptotic distribution has been extensively studied [15] . For the weight sequence w j = j j−1 of Example 4, the behavior is different again. What happens is that for each fixed k the sequence of ranked sizes 15, when normalized by n, converges in probability to (1, 0, . . . 0). That is to say, for any fixed k, for sufficiently large n, after k steps in the fragmentation process, there is with high probability one big component of relative mass nearly 1, and k − 1 small components with combined relative mass nearly zero. To be more precise, it is easily shown that the k − 1 small components, when kept in the order they are broken off the big component, have unnormalized sizes X n,1 , . . . , X n,k−1 that are approximately independent for large n with asymptotic distribution
which is the Borel distribution of the total progeny of a critical Poisson-Galton-Watson process with Poisson(1) offspring distribution started with one individual. See e.g. [23, §4.1] and [6] for proofs and various generalizations. As a consequence of (18) and the asymptotic independence of the X n,1 , . . . , X n,k−1 , the asymptotic distribution of the combined size X n,1 + . . . + X n,k−1 of all but the largest component of the partition of [n] into k components is the distribution of the total progeny of the Poisson-Galton-Watson process with Poisson(1) offspring distribution started with k individuals, which is the
Existence of Gibbs fragmentation processes
What follows is the derivation of a particular family of sequences (w j ), subject to certain additional assumptions, such that there does exist such a Gibbs fragmentation process for every n. This family of Gibbs fragmentation processes provides a generalization of the two combinatorial examples provided by Example 3 (cutting a random rooted segment) and Example 4 (cutting a random rooted tree). The existence of this family is implied by the work of Hendriks et al. [14] , who studied a corresponding family of Markov processes governed by the Marcus-Lushnikov coalescent model [1, 21, 20] with collision kernel K ij = a+b(i+j), call it the affine coalescent. The discrete-time skeleton of the affine coalescent turns out to just the time reversal of the process derived here. The segment splitting model corresponds to b = 0 and the tree splitting example to a = 0. However, it not obvious without careful calculation why the assumptions imposed here on a fragmentation process end up characterizing the time reversal of a affine coalescent.
First a superficial remark about Problem 8. If there exists any P [n] -valued Gibbs fragmentation process governed by (w 1 , . . . , w n−1 ), then there exists one that is a Markov chain. For given a non-Markovian process, one can always create a Markov chain with the same one-step transition probabilities and the same marginal distributions. So Problem 8 reduces to: Problem 10. For which weight sequences (w 1 , . . . , w n−1 ) does there exist a transition matrix P (π, ν) indexed by P [n] such that P (π, ν) > 0 only if ν is a refinement of π, and
given by the microcanonical Gibbs formula (5) if λ is a partition of [n]
into k components of sizes n 1 , . . . , n k , and p(λ | k) = 0 otherwise.
Less formally, such a transition matrix P (π, ν) corresponds to a splitting rule. Such a rule describes for each 1 ≤ k ≤ n − 1 and each partition π of [n] into k − 1 components, the probability that π splits into a partition ν of [n] into k components. Given that Π k−1 = π k−1 say with π k−1 = {A ′ 1 , . . . , A ′ k−1 } say, the only possible values π k of Π k are those π k = {A 1 , . . . , A k } such that two of the A j , say A 1 and A 2 , form a partition of one of the A ′ i , and the remaining A j are identical to the remaining A ′ i . The initial splitting rule starting with π 1 = {1, . . . , n} is described by the assumption that the distribution Π 2 is governed by the Gibbs formula p(n 1 , n 2 | 2) determined by the weight sequence (w 1 , . . . , w n−1 ) for n 1 and n 2 with n 1 + n 2 = n. The simplest way to continue is to use the following Recursive Gibbs Rule: whenever a component is split, given that the component currently has size m, it is split according to the Gibbs formula p(n 1 , n 2 | 2) for n 1 and n 2 with n 1 + n 2 = n.
To complete the description of a splitting rule, it is also necessary to specify for each partition π k−1 = {A ′ 1 , . . . , A ′ k−1 } the probability that the next component to be split is
Here the simplest possible assumption seems to be the following:
While this selection rule is somewhat arbitrary, it is natural to investigate its implications for the following reasons. Firstly, components of size 1 cannot be split, so the probability of picking a component to split must depend on size. This probability must be 0 for a component of size 1, and 1 for a component of size n−k +2. The simplest way to achieve this is by linear interpolation. Secondly, both the segment splitting model and the tree splitting model described in Examples 3 and 4 follow this rule. In each of these examples a component of size m is derived from a graph component with m − 1 edges, so the linear selection rule corresponds to picking an edge uniformly at random from the set of all edges in the random graph whose components define Π k−1 . Given two natural combinatorial examples with the same selection rule, it is natural ask what other models there might be following the same rule. At the level of random partitions of [n], this question is answered by the following proposition. It also seems reasonable to expect that the conclusions of the proposition will remain valid under weaker assumptions on the selection rule. See the end of Section 4 for further discussion.
Statement of the main result
Recall the definition of the discrete Marcus-Lushnikov coalescent process on P [n] with affine kernel: this is the unique Markov chain on P [n] such that π 1 is the partition consisting of singletons and π k is obtained from π k−1 by merging a block of size i and j with probability proportional to K i,j = a + b(i + j) for some constants a and b. In the case a = 1 and b = 0 this is the finite version of Kingman's coalescent of Example 3 (blocks coalesce at rate 1) while if a = 0 and b = 1 this is the so-called additive coalescent already mentioned above, which is deeply related to Example 4.
Fix n ≥ 4, let (w j , 1 ≤ j ≤ n−1) be a sequence of positive weights with with w 1 = 1, and let (Π k , 1 ≤ k ≤ n) be a P [n] -valued fragmentation process defined by the recursive Gibbs splitting rule derived from these weights, with the linear selection rule.
Theorem 11. The three following statements are equivalent:
(ii) There are two real numbers b and c such that the time-reversal of (Π k , 1 ≤ k ≤ n) is the discrete Marcus-Lushnikov coalescent with affine kernel K i,j = 2c + b(i + j).
(iii) The weight sequence w j is of the form
The constants c and b appearing in (ii) and (iii) are only unique up to constant factors. To be more precise, if either of conditions (ii) or (iii) holds for some (b, c), then so does the other condition with the same (b, c). The process (ii) appears in a related work of Hendriks et al. [14] , who showed that the distribution at time t of the continuous time P n -valued Markovian coalescent process, with collision kernel K(x, y) := 2c + b(x + y), is given by a mixture over k, with mixing weights depending on t, of the Gibbs distribution (9) on partitions of n into k components induced by the weight sequence (21) .
Note the implication of Theorem 11 that if Π ′ is a coalescent process constructed as in (ii), then the reversed process (Π 1 , Π 2 , . . . , Π n ) is a Gibbs fragmentation process governed by the recursive Gibbs splitting rule with weights (w j ) as in (iii) and linear selection probabilities.
Lying behind Theorem 11 is the following evaluation of the associated Bell polynomial: for w j = j m=2 (mc + jb), j = 2, 3, . . .
This evaluation, which can be read from [14, (19) - (21)], is shown to be a consequence of a famous convolution identity due to Gould [13] .
Proof of Theorem 11, first half
-valued fragmentation process defined by the recursive Gibbs splitting rule derived from these weights, with the linear selection rule, as assumed in the statement of the proposition. Observe first that given any weight sequence (w 1 , . . . , w n−1 ) the above two rules determine the transition probabilities of a P [n] -valued Markov process, hence a distribution of of a refining sequence of random partitions of [n], say Π 1 , . . . , Π n such that Π k has k components. What is not obvious without calculation, and turns out to depend on the weight sequence (w j ), is whether the distribution of Π k is governed by the Gibbs EPPF (9) for every 1 ≤ k ≤ n. This is trivially true for k = 1 and k = n, and true by construction for k = 2. So the only interesting case to consider is 3 ≤ k ≤ n − 1. Assume this now, and make also the inductive assumption that the distribution of Π k−1 is governed by the Gibbs EPPF with weights w 1 , w 2 , . . ..
Let π k now denote any particular partition of [n] into k components, say {A 1 , . . . , A
From 9, the inductive assumption that Π k−1 has the Gibbs distribution with weights (w j ) can be conveniently written as
After substituting (24) into (23), and using (9), it is clear that
Summing the probability (25) over all possible choices of (i, j) with 1 ≤ i < j ≤ k yields P (Π k = π k ). The random partition Π k is governed by the Gibbs EPPF (9) if and only if this sum equals p(n 1 , . . . , n k | k). Clearly, this is the case if and only if the sequence (f (m), 2 ≤ m ≤ n − 1) defined by (26) is such that
for some function g(n, k), and then
Here n is regarded as fixed, and for each k with 3 ≤ k ≤ n − 1 condition (27) must hold for every sequence of k positive integers (n 1 , . . . , n k ) with sum n. According to the following lemma, condition (27) for k = 3 forces
for some constants c and b. Then easily g(n, k) = (k − 1)(kc + nb) and (28) becomes
Clearly too, it is necessary that kc + nb > 0 for all 3 ≤ k ≤ n − 1.
Lemma 12. Fix n ≥ 3 and let (f (m), 2 ≤ m ≤ n − 1) be a sequence such that for every triple of positive integers (n 1 , n 2 , n 3 ) with
for some constant C. Then there exist constants a and b such that f (m) = am + b for every 2 ≤ m ≤ n − 1, and C = 2an + 3b.
Proof. For n = 3 or n = 4 the conclusion is trivial, so assume n ≥ 5. Since f (m) is defined only for 2 ≤ m ≤ n − 1, it is enough to show that
Let i be the integer part of l/2 and j = l − i. Then i ≥ 2 and either j = i or j = i + 1, so j ≥ 2 too. Write EQ(n 1 , n 2 , n 3 ) for the equation (31) determined by a particular choice of (n 1 , n 2 , n 3 ). Keeping in mind that l = i + j, we have
Subtract (33) from (34) to obtain
and subtract 35 from 36 to obtain
and Lemma 12 follows. 2
At this point it is easy to see that (i) ⇒ (ii). Indeed, assuming (i), we may apply the previous calculations to see that (25) holds with f again an affine function such as in (29). By assumption P (Π k = π k ) = p(n 1 , . . . , n k |k) so after division by p(n 1 , . . . , n k |k), (25) turns into
which exactly says that the time-reversal of (Π k , 1 ≤ k ≤ n) has the transitions of the discrete Marcus-Lushnikov process with affine rate.
Proof of Theorem 11, second half
To review the argument so far, it has been shown that for n ≥ 4, given a sequence of weights (w 1 , . . . , w n−1 ), if the P [n] -valued fragmentation process (Π k , 1 ≤ k ≤ n) governed by the recursive Gibbs splitting rule with these weights, and selection of components for splitting with probability proportional to (size -1), is such that Π k has the Gibbs (n, k, w 1 , . . . , w n−1 ) distribution for every 1 ≤ k ≤ n, then the sequence of weights is such that
for some constants c and b, and moreover the B n,j = B n,j (w 1 , . . . , w n−1 ) are such that
Since the Gibbs (n, k, w 1 , . . . , w n−1 ) distribution is unaffected by a common scaling of all the w i , there is no loss of generality in supposing that w 1 = 1. Then B n,n = 1 and the recursion (28) yields the formula
To complete the discussion, it remains to identify the weight sequence (1, w 2 , . . . , w n−1 ) induced by b and c via the preceding formulae. Formula (39) gives easily
and for small j one can use (39) to check the formula
However, it is not at all obvious from the recursion (30) why the w j should admit such a factorization for all j, and it seems hopeless to try to prove (21) by induction on j using this recursion. Formally, the expression (21) for j = n is obtained by simply taking k = 1 in (40) and using the fact that B n,1 (w 1 , w 2 , . . .) = w n . However, while the conclusion turns out to be correct, this argument is entirely spurious for the following reason. There is no possible justification of the substitution k = 1 in (40), as this formula was derived entirely from consideration of a P [n] -valued fragmentation process (Π k , 1 ≤ k ≤ n) whose entire distribution is determined by the sequence (w 1 , . . . , w n−1 ) independently of the value of the value of B nn (1, w 2 , . . .) = w n . Another similar idea is to take k = 2 instead in (40), and deduce a formula for B n,2 . Since f (m) = (m − 1)w m /B m,2 taking m = n we derive an expression for w n . But of course, the objection remains, and this has to do with the fact that the expression f (m) = (m − 1)w m /B m,2 is only valid for m ≤ n − 1.
We now provide a rigorous proof that equation (21) 
holds. 
Proof. The idea is to use the calculations already done so far and show that a recursion similar to (28) and (30) holds. In fact, the idea is to define a fragmentation process (Π k , 1 ≤ k ≤ n) with values in P [n] such that Π k has k blocks for all 1 ≤ k ≤ n, which evolves according to the linear selection rule and then splits a block of size m according to the Gibbs (m, 2, w 1 , w 2 , . . .) distribution. We first claim that (Π k , 1 ≤ k ≤ n) is a Gibbs fragmentation, i.e. for each k Π k has the Gibbs (n, k, w 1 , . . .) distribution. Indeed we can proceed by recursion and use earlier calculations. As before, and using the same notations, we have: So it is enough to prove that 2c + mb 2(m − 1)
We derive (45) from a well-known convolution identity due to Gould [13] , generalizing the Chu-Vandermonde identity. We start by a remark that it is enough to prove (45) when c = −1. (If c = −1 a simple multiplication by c m−1 on both sides and a change of variable b = bc yields the desired conclusion).
for all real numbers a and b, i.e.
A main result of [13] is the identity valid for all a, b and any integer m
In ( From (44) it follows by direct calculation
whenever i n i = n. Therefore, by summing over all values
So it follows that
On the other hand since w 1 = 1 we have that B n,n (w 1 , w 2 . . .) = 1 so the same recursion holds for the B n,k :
which is what the lemma claimed.
In particular, this shows that the fragmentation process (Π k , 1 ≤ k ≤ n) with Gibbs splitting rule and linear selection is a Gibbs fragmentation.
To complete the proof of Theorem 11, we give a short proof to the well-known fact that Bell polynomials uniquely determine the underlying weight sequence w j . This will end the proof of Theorem 11 since it has now been shown that any Gibbs fragmentation has the same Bell polynomial as when the weight sequence has the form (21) , and that furthermore the time-reversal is the discrete Marcus-Lushnikov affine coalescent. Proof. First remark that B n,n−1 = n 2 w 2 . Indeed to evaluate B n,n−1 we must see what are the different partitions of P [n] with (n − 1) blocks. Of course the only way to do this is to have (n − 2) singletons and one block i, j of size 2. The singletons contribute w 1 = 1 to the product, and to each choice of i = j i, j corresponds to a mass w 2 . So, B n,n−1 = n 2 w 2 . In particular, w 2 is determined by B n,n−1 . When we evaluate B n,n−2 there are two types of partitions with n − 2 blocks: those with n − 3 singletons and one block of size 3, and those with 2 blocks of size 2, the rest being singletons. Therefore if N (2, 2) is the number of ways to choose two blocks of size 2 among n elements,
so w 3 is also uniquely determined by the B n,k . We can proceed further by recursion:
where N (n 1 ,...,nr) is the number of partitions of [n] with 1 block of size n 1 ,1 block of size n 2 , . . ., and one block of size n r (we allow repetitions of n i and do not write the singleton indices). In this equation the sum is on all multi-indices n such that n i ≤ k for all i and the resulting partition has exactly n − k blocks. Using the induction assumption, the w i for i ≤ k are all determined by the B n,j , so (47) shows that w k+1 is also uniquely determined by the (B n,j , 1 ≤ j ≤ n).
This also concludes the proof of Theorem 11.
While the above argument provides a recursive formula for (w i , 1 ≤ i ≤ j) in terms of the B n,k (w 1 , w 2 , . . .) for n − j + 1 ≤ k ≤ n, this formula is quite unwieldy. For example, given a sequence of positive numbers b n,k for 1 ≤ k ≤ n, there exists a unique sequence of weights (w i , 1 ≤ i ≤ n) with w i > 0 such that B n,k (w 1 , . . . w n ) = b n,k for every 1 ≤ k ≤ n. But given a formula for the b n,k for 1 ≤ k ≤ n the general expression for the w i is so complicated that it may be difficult to determine whether or not the w i are positive.
Finally, we comment on the linear selection rule and possible extensions of our method to other selection rules. Crucial to our arguments was the fact that given π k−1 = {A ′ 1 , . . . , A ′ k−1 }, the probability of splitting A ′ i should equal p nk (#A ′ i ) for some non-negative function p nk (m) defined for 1 ≤ m ≤ n. Such a function p nk must obviously satisfy the following conditions:
where the condition (49) must hold for all sequences of positive integers (m 1 , . . . , m k−1 ) with sum n. Also, if π k−1 happens to be composed of k − 2 singleton components and one component of size n − k + 2, obviously the component of size n − k + 2 must be the next to split, so that
Clearly, the simplest such p nk , corresponding to the above selection rule is
and this is the only function which is affine over the range 1 ≤ m ≤ n−k+2 and satisfies the a priori constraints (48) and (49). For k = 3 the constraint (49) just amounts to
which does not force p n3 to be affine. However, it appears that for k ≥ 4 it may be possible to deduce (51) from the assumptions (48) -(49) by an argument similar to the proof of Lemma 12 above.
More complex splitting rules can certainly be imagined, but it is not obvious how to proceed with their analysis. Even the splitting rule proposed above requires some careful discussion.
Gibbs fragmentations for random permutations in continuous time
Given a symmetric non-negative collision rate function K i,j defined for positive integers i and j, call the P [n] -valued continuous time parameter Markovian coalescent process (Π t , t ≥ 0), in which each pair of clusters of sizes i and j is merging at rate K i,j , the Marcus-Lushnikov coalescent with collision kernel K i,j . See [1] for background. It is assumed throughout this section, in keeping with the definition of a coalescent process given in the previous section, that such a coalescent process is started with the monodisperse initial condition. That is to say Π 0 is the partition of [n] into n singletons. Both Marcus and Lushnikov worked with the corresponding P n -valued process rather than a P [n] -valued process, but there is no difficulty in translating results from one state-space to the other, by application of the standard criterion for a function of a Markov process to be Markov. Lushnikov [20] found the remarkable result that for a collision kernel of the form K i,j = if (j) + jf (i) for each t > 0 the distribution of Π t is of the form
where p(π | n, k; w j , j = 1, 2, . . .) denotes the microcanonical Gibbs distribution on P [n,k] with weights w j , and the functions p n,k (t) = P (#Π t = k) and the weights w j (t) are determined by a system of differential equations. As mentioned earlier, Hendriks et al. [14] showed that for K i,j = a + b(i + j) for constants a and b the w j (t) can be chosen independently of t as w j (t) = w j where w j is determined by a and b via formula (21) for c = a/2. The P [n] -valued Marcus-Lushnikov coalescent (Π t , t ≥ 0) with K i,j = a+b(i+j) is thus a Gibbs coalescent with these weights (w j ). Given a continuous time P [n] -valued coalescent or fragmentation process (Π t , t ∈ I) , define the discrete skeleton of (Π t , t ∈ I) to be the
where Π * k is the common value of Π t for all t ∈ I such that #Π t = k. As observed by Hendriks et al. the Marcus-Lushnikov coalescent (Π t , t ≥ 0) with K i,j = a + b(i + j) is such that the process (#Π t , t ≥ 0) is independent of the discrete skeleton of (Π t ); the fact that (Π t , t ≥ 0) is a Gibbs coalescent with a particular sequence of weights w j is therefore equivalent to the fact that the discrete skeleton is a Gibbs coalescent with the same weights. Note however that this equivalence relies on the independence of the process (#Π t , t ≥ 0) and the discrete skeleton. In general, it is not necessarily true that the discrete skeleton of a continuous time Gibbs coalescent is a discrete time Gibbs coalescent. This phenomenon is illustrated by an example later in this section.
Kingman [18] studied the particular case of the Marcus-Lushnikov coalescent with a = 1 and b = 0. In this process, at any given time t, given that #Π t = k, each of the k(k−1)/2 pairs clusters in existence at time t is merging at rate 1. Call this process with state space P [n] Kingman's n-coalescent, Motivated by applications to genetics, Kingman [18] proposed the following construction. Given a coalescent process (Π t , t ≥ 0), suppose that each cluster of Π t is subject to mutation at rate θ/2 for some θ > 0. Now define a random partitionΠ θ of [n] by declaring that i and j are in the same block ofΠ θ if and only if no mutation affects the clusters containing i and j in the interval (0, τ ij ) where τ ij is the collision time of i and j in the coalescent process (Π t , t ≥ 0), that is the first time t that i and j are in the same cluster of Π t . Kingman obtained the following remarkable result:
for each partition π of [n] into k components of sizes n 1 , . . . , n k
The distribution ofΠ θ defined by (54) first appears in [9] and is known as Ewens' Sampling Formula with parameter θ. Note that it is a canonical Gibbs distribution on P [n] with weight sequence ((j − 1)!, j ≥ 1). This distribution is a particular mixture over k, with mixing coefficients depending on θ, of the microcanonical Gibbs distributions on P [n,k] with weights (j − 1)!, as interpreted in Example 2. Compare with the distribution of Π t for each fixed t, which is a mixture over k, with mixing coefficients depending on t, of the microcanonical Gibbs distributions on P [n,k] , 1 ≤ k ≤ n, with the different weight sequence (j!, j ≥ 1) as interpreted in Example 3. It does not seem all obvious from a combinatorial perspective why there should be such a connection between the Gibbs models with these two weight sequences. Neither does there seem to be any straightforward extension of Proposition 15 to a Marcus-Lushnikov coalescent (Π t ) with e.g. K ij = a + b(i + j) for b = 0. The random partitionΠ θ , and more generally the fragmentation process (Π θ , θ ≥ 0) discussed below, can be defined starting from any coalescent (Π t ), but there seems to be a manageable formula for the distribution of Π θ only for Kingman's coalescent. As a development of Kingman's result, there is the following proposition: Theorem 16. There exists a Gibbs fragmentation process (Π θ , θ ≥ 0) with weight sequence ((j − 1)!, j ≥ 1) such that for each θ > 0 the distribution ofΠ θ is the canonical Gibbs distribution on P [n] with these weights and parameter θ, as displayed in (54).
Proof. Given the path of a Kingman coalescent process (Π t , t ≥ 0), construct a random tree T as follows. Let the vertices of the tree T be labelled by the random collection V of all subsets of [n] which appear as clusters in the coalescent at some time in its evolution. Because the coalescent develops via binary mergers, starting with n singletons and terminating Π t = [n] for all sufficiently large t, the set V comprises the collection of all n singleton subsets of [n] , which are the leaves of the tree, the whole set [n] which is the root of the tree, and n − 2 further subsets of [n], whose identities depend on how the coalescent evolves, which are the internal vertices of the tree. The tree T has n + 1 + (n − 2) = 2n − 1 vertices all together. Associate with each subset v of [n] that is a vertex of the tree the time t(v) at which the coalescent forms the cluster v. Thus t(v) = 0 if and only of v is one of the n singleton leaf vertices, t([n]) = inf{t : #Π t = 1}, and the collection of times t(v) as v ranges over the n − 1 non-leaf vertices of the tree is the set of times t at which the process (#Π t , t ≥ 0) experiences a downward jump. For each non-leaf vertex v in T , let there be exactly two edges of T directed from v to v 1 and v 2 , where v 1 and v 2 are the two clusters which merged to form v. Let each vertex v of T be placed at height t(v) equal to the time of its formation, and for i = 1, 2 regard the directed edge from v to v i as a segment of length t(v)−t(v i ). Now Kingman's construction ofΠ θ amounts to supposing that there is a Poisson process of cut points on the edges of this tree, with rate θ/2 per unit length, and identifying the blocks ofΠ θ with the restrictions to the set of n leaves of T (identified with [n]) of the components of the random forest obtained by cutting segments of T at the Poisson cut points. Now conditionally given the tree T , construct the Poisson cut points simultaneously for all θ > 0 so that for each edge of the tree of of length ℓ the moments of cuts of that edge form a homogeneous Poisson process of rate ℓθ/2, and these processes are independent for different edges. ThenΠ θ has been constructed simultaneously for each θ > 0 in such a way thatΠ θ is obviously a refinement ofΠ φ for θ > φ. Since with probability one there are no ties between the times of cuts on different segments, it is clear that the process (Π θ , θ ≥ 0) develops by binary splits. Thus (Π θ , θ ≥ 0) is a Gibbs fragmentation process.
2
While the one-dimensional distributions of this process (Π θ , θ ≥ 0) are given by Ewens' sampling formula (54), the two and higher dimensional distributions seem difficult to describe explicitly. In particular, a calculation of the simplest transition rate associated with the process (Π θ , θ ≥ 0), provided below, shows that this rate is depends on θ. It seems quite difficult to give a full account of all transition rates of (Π θ , θ ≥ 0), though their general form can be described and a method for their computation for small n will be indicated. For n ≥ 2 the process (Π θ , θ ≥ 0) turns out to be non-Markovian, so its distribution is not determined by its transition rates.
In connection with Proposition 16 and such calculations, the following problem arises:
The following calculations show that for n large enough, the discrete skeleton of (Π θ , θ ≥ 0) does not provide such a process.
Calculations with the tree derived from Kingman's coalescent.
Let T n denote the random tree derived as in the proof of Theorem 16 from Kingman's n-coalescent (Π t , t ≥ 0). For 1 ≤ k ≤ n let T k = inf{t : #Π t = k}. Note that almost surely 0 = T n < T n−1 < · · · < T 1
The tree T n has root vertex at level T 1 and n − 2 internal vertices at levels T 2 > · · · > T 2 and n leaves at level T n = 0. Regard the tree T as the union of a collection of line segments, with appropriate identification of endpoints. Each line segment in the tree joins a vertex at some level T i to a vertex at level T j for some i < j. For 1 ≤ i ≤ n − 1 define the ith stratum of the tree to be the portion of the tree between levels T i and T i+1 . So the ith stratum consists of i + 1 disjoint line segments, each of length T i − T i+1 . Each segment in the ith stratum is a subsegment of some segment of T which joins some vertex at level T i or higher to some vertex at level T i+1 or lower. Each segment in the ith stratum corresponds to one of the i + 1 clusters of Π t in existence throughout the time interval (T i+1 , T i ) during which #Π t = i + 1. The entire tree T is thus composed as a disjoint union of line segments L ij say, as i with 1 ≤ i ≤ n − 1 labels the strata and j with 1 ≤ j ≤ i + 1 labels clusters within strata. Since the length of each segment L ij is T i+1 − T i , the total length of all segments in the tree T is
From the definition of the underlying coalescent process (Π t , t ≥ 0), the random variable T i+1 − T i has exponential distribution with rate i(i + 1)/2, and these random variables are independent for 1 ≤ i ≤ n − 1. If T λ has exponential distribution with rate λ then for α > 0 E exp(−αT λ ) = λ/(α + λ), so (56) gives
which reduces to
On the other hand, given L n , the Poisson process with rate θ/2 per unit segment length in the tree has no points with probability exp(−(θ/2L n ). So the expectation calculated in (58) is just the probability thatΠ θ is the partition of [n] with one component, in agreement with Ewens'sampling fomrula (54) for k = 1 and n 1 = n.
Consider now the problem of calculating the joint distribution of Θ andΠ Θ where Θ is the time of the first split in the fragmentation process (Π θ , θ ≥ 0). Since the event that (Θ > θ) is identical to the event thatΠ θ has one component, the distribution of Θ is given by the same formula:
which implies by differentiation that Θ has density
so that S i is the total length of segments in the ith stratum. Let I denote the index of the stratum in which the first cut point falls at time Θ. Then it follows from the representation of L n as the sum of independent exponential variables L n = n−1 i=1 S i that the sum over i in 60 corresponds to summing over the possible values i of I. That is, for 1 ≤ i ≤ n − 1,
and hence
Observe now that given Θ = θ and I = i, the partitionΠ Θ consists of two components, obtained as the restriction to [n], identified as the set of leaves of the tree T , of the two components of T separated by the cut at time Θ in stratum i of T . To be precise,
− C} where C is the cluster of Π t in existence during the time interval (T i+1 , T i ) corresponding to the segment of T which is cut at time Θ. This C is one of the clusters of Π * i+1 , where (Π * k , 1 ≤ k ≤ n) is the discrete skeleton of (Π t , t ≥ 0). Now by construction of the Poisson cutting process, and the fact that the discrete skeleton (Π * k , 1 ≤ k ≤ n) of (Π t , t ≥ 0) is independent of (#Π t , t ≥ 0), it is clear that the conditional distribution of Π * i+1 given Θ = θ and I = i is identical to its unconditional distribution, that is the Gibbs distribution on P [n,i+1] with weights (j!, j ≥ 1), and that C is one of the i + 1 components of Π * i+1 picked by a mechanism independent of the sizes of these components. Therefore,
where C i+1 is a random component of Π * i+1 . But the Gibbs distribution of Π * i+1 , or rather the combinatorial interpretation developed in Example 3 now yields the formula
Let π now denote any particular partition of [n] into two components of sizes n 1 and n 2 where n 1 + n 2 = n. It follows easily from (65) by exchangeability that the conditional distribution ofΠ Θ given Θ = θ, I = i) is given by
Combining this expression with (63) shows that the conditional distribution ofΠ Θ given Θ = θ is given by
In particular, the time Θ of the first split of the process process (Π θ , θ ≥ 0) and the stateΠ Θ of this process at the time of the first split are not independent. So, in contrast to the situation for the the underlying coalescent (Π t , t ≥ 0), the discrete skeleton of the fragmentation process (Π θ , θ ≥ 0) is not independent of the process (#Π θ , θ ≥ 0). A formula for the unconditional distribution ofΠ Θ is obtained from (67) and (60) by integration. Thus for π with two components of sizes n 1 and n 2
Of course from this formula one might guess that there is no reason for this to be same as the probability that a Gibbs (n, 2, (j − 1)!) random partition is equal to π. To see this more rigorously, let J Θ denote the size of a component of Π Θ picked by the toss of a fair coin independent of Π Θ . Then P (J Θ = n 1 ) equals n n 1 /2 times the common value of P (Π Θ = π) for all π with two components of sizes n 1 and n − n 1 .
In particular when n 1 = 1, note that On the other hand, we will show that if Π has the Gibbs (n, 2, w) distribution with w j = (j − 1)!, and J is the size of a randomly picked component, then
To see this we start by remarking that B n,2 (w) = (1/2) n−1 j=1 n j (j − 1)!(n − 1 − j)! so B n,2 (w) = n! 2
Since the number of permutations with exactly two cycles one of which has size 1 is n(n − 2)!, we conclude that P (J = 1) = (1/2) n(n − 2)! B n,2 (w) ≍ ln(n) n as claimed. Since the two quantities have different asymptotics this shows that for n large enough,the distribution of the partition of [n] into two parts obtained at the time of the first split is not the common distribution ofΠ θ given #Π θ = 2 for all θ > 0. In fact, for n = 4 the two quantities are already not the same: it is possible to do the integration explicitly to obtain P (J Θ = 1) = P (J Θ = 3) = 1 2 + log 2 − 3 4 log 3
and P (J Θ = 2) = −2 log 2 + 3 2 log 3
while: P (J = 1) = P (J = 3) = 4/11 (71) P (J = 2) = 3/11
We conclude that the discrete skeleton of the process (Π θ ) θ≥0 does not give a discrete Gibbs fragmentation associated with w j = (j − 1)!.
A reformulation with walks on the symmetric group
In view of the combinatorial interpretation of Example 2, problem 17 can be restated as:
Problem 18. Does there exist for each n a sequence of random permutations (σ k , 1 ≤ k ≤ n) such that σ k has uniform distribution on the set permutations of [n] with k cycles, and for k ≤ ℓ the partition generated by the cycles of σ ℓ is a refinement of σ k ?
This problem may be partially reformulated in terms of random walks on the symmetric group. Suppose we consider the Cayley graph G n of the symmetric group induced by the set of generators S = {all transpositions}, that is, we put an edge between two permutations σ and π if and only if σ may be written as σ = τ · π for some transposition τ . It is well-known that multiplying a permutation by a transposition can only result in a coagulation or a fragmentation in the cycle structure. More precisely, suppose C = (x 1 , . . . , x k ) is a cycle of the permutation π. If we multiply by the transposition τ = (x i , x j ) then the resulting cycle structure in σ is the same as that of π except that C breaks into (x 1 , . . . , x i−1 , x j , x j+1 , . . . , x k ) on the one hand and (x i , . . . , x j−1 ) on the other hand. Conversely, suppose C = (x 1 , . . . , x k ) and C ′ = (y 1 , . . . , y l ) are two cycles of π and we multiply π by the transposition (x i , y j ). In the resulting permutation, C and C ′ will be replaced by a unique cycle C ′′ = (x 1 , . . . , x i−1 , y j , y j+1 , . . . , y j−1 , x i , . . . , x k ). In particular, any (random) walk on G n may be viewed as a coagulation and fragmentation process on the cycle structure of the permutation. Moreover, a well-known result due to Cayley states that if σ is a permutation then the graph distance between σ and the identity permutation I (i.e., the minimum number of edges one must cross to go from I to σ on G n ) is simply n − #cycles of σ. As a consequence, by considering a time-reversal of the process, to solve Problem 18, it is enough to construct a random process (σ k ) 0≤k≤n−1 on G n which has the following property:
1. σ k is a random walk on G n , in the sense that if σ k = σ at the next stage σ can only jump to one the neighbors of σ.
2. σ k has the following marginal distribution: at stage k σ k is uniformly distributed on the sphere of radius k about the identity, that is the set of all permutations whose distance to the identity is k.
Property 1. ensures that the cycles of σ k perform a coagulation fragmentation process. In conjunction with property 2., since σ k must be at distance k, it must be the case that all jumps of σ are produced by some fragmentation. Moreover, by Cayley's result for the distance of a permutation to the identity, if σ k is uniform on the sphere of radius k then its cycle structure is a realization of the Gibbs distribution (9) with weight sequence w j = (j − 1)! (Note however this is not strictly equivalent to Problem 18 since not all fragmentations in the Gibbs sense are allowed by moving along edges of G n ).
In this context, a very natural process to consider is the simple random walk on G n , conditioned to never backtrack. In other words, starting from the identity, at each step choose uniformly among all edges that lead from distance k to distance k + 1. Although this may seem a very natural candidate for properties 1. and 2., this is far from being the case. Much is known about this process, and in particular it has been shown in [4] that the distribution of this process at time k = ⌊an⌋ for any 0 < a < 1 is asymptotically singular with respect to the uniform distribution on the sphere of radius k.
