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Sinai-Ruelle-Bowen (SRB) measures play important role in the study of statis-
tical properties of dynamical systems. Let T be a map of a manifold M preserving





ϕ(T nx) → µ(ϕ).
A measure µ is called SRB if the set of µ regular points has positive Lebesgue
measure. In other words the SRB measure describes statistics of a Lebesgue positive
measure set of initial conditions.
For example, if T preserves an absolutely continuous invariant measure which
is ergodic then that measure is SRB.
Another case where SRB measures are known to exist is when some hyperbol-
icity is present. In particular, when the system is uniformly hyperbolic, for example,
for topologically transitive Axiom A diffeomorphisms or for smooth expanding maps
SRB measures exists are unique and have good statistical properties such as the Cen-
tral Limit Theorem (CLT) [23]. The CLT states that if A is a Holder continuous




















where the diffusion coefficient σ(A, T ) is defined by
σ2(A, T ) = µ(A2) + 2
∞∑
n=1
µ(A(A ◦ T n)).
In case A is smooth (rather than just Holder continuous) the normalizing constants
µSRB(A, T ) and σ
2(A, T )
depend smoothly on T.
This smoothness plays important role in averaging theory including some prob-
lems of statistical mechanics [7, 9, 10, 17].
Uniformly hyperbolic systems appear rarely in applications. Much more com-
mon are systems which are either nonuniformly hyperbolic on the set of large mea-
sure (notable examples are quadratic family [11] and Henon family [6]) or are hyper-
bolic but have singularities (notable examples are Lorenz system [22] and Lorentz
gas [8]).
While uniformly hyperbolic system provides us with a good understanding
on what happens for more general chaotic maps, in the sense that many results
first proven in the uniformly hyperbolic setting hold under much weaker conditions
(see [23]) the families of uniformly hyperbolic maps are not good models for pre-
dicting what happens with more general families. Therefore our understanding of
paramter dependence of invariant measures in weakly hyperbolic systems are quite
poor. To remedy this situation David Ruelle suggested to look at families of piece-
wise expanding unimodal maps.
We call a map f : [0, 1] → [0, 1] piecewsie expanding unimodal map (PEUM)
if there is a point c and two maps f1 defined on [0, c+ ε] and f2 defined on [c− ε, 1]
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such that f1(c) = f2(c) and there is a constant λ > 1 such that |f ′j(x)| ≥ λ for all x
from the domain of fj and
f(x) =

f1(x) if x ≤ c
f2(x) if x ≥ c.
(1.1)
PEUMs have unique absolutely continuous invariant measure [15] which is
ergodic (in fact it is mixing and even exponentially mixing [2, 23]) so it is the SRB
measure for this system.
Several papers have been devoted to studying regularity of SRB absolutely
continuous invariant measures in families of PEUMs. In particular some sufficient
conditions for regular dependence of SRB measures on parameters have been found
(those conditions however are exceptional in the sense that they do not hold for
typical families).
The work also deals with families of PEUMs. We study regularity of both
the density as a function of x and the regularity of µSRB(ϕ, f) as a function of f.
We have two (related) goals. First, we strive to provide explicit useful formulas for
the change of quantities of interest. Secondly we would like to capture the exact




As described at the beginning, if ft : [a, b] → [a, b] is a smooth one-parameter
family of PEUMs with µt the (unique) SRB measure associated to each ft, then we
want to study the regularity of Γ(t) =
∫
ϕ dµt, with ϕ ∈ BV [0, 1], as t approaches
0.
In [18] and [19], Ruelle considered the case v = X◦f and suggested a candidate






In [1], Baladi studied properties of the complex function Ψ(z), based on spec-
tral perturbation theory for transfer operators. She found a different way to express
Ψ(1). The latter was used by Baladi and Smania in [3] to give sufficient conditions
for the differentiability of Γ(t) at t = 0 (the differentiability does not always hold
as shown in [16], [1]). [3] also shows that the derivative equals Ψ(1). Besides
some routine differentiability and irreducibility assumptions on the family ft, one






equals zero. A different proof of differentiability is given in [4]. Their approach
is based on arguments from thermodynamic formalism and it does not require any
analysis based on the decomposition of ρ into its regular and saltus parts (definitions
of these concepts will be explained later) used before in [3]. They also prove that
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if J(c, ft) = 0 for all t and f and ϕ are sufficiently smooth then Γ(t) has derivatives
of higher order.
In this work we give yet another proof of the Baladi-Smania result. Our ap-
proach is more elementary. Also, it gives a more explicit expression for the derivative
(in the style of [14]) comparing to Ruelle-Baladi-Smania approach. Our proof is pre-
sented in Section 4.
In the proof we keep a careful track of the places where the assumption
J(c, f) = 0 is used. This allows to study later the regularity of Γ when J(c, f)
is not zero. The latter uses results from [20] and [21] which turn out to be very
useful to conclude that Γ(t) has modulus of continuity t
√
| log(t) log log | log(t)|| for
almost all t > 0. This improves on Keller and Liverani’s modulus of continuity,
t log(t) obtained in [13].
Also, as we mentioned before, in [1], Baladi shows that there is a one-parameter
family such that J(c) ̸= 0 and concludes that Γ(t) is not Lipschitz (and then it
cannot be differentiable) for such a particular family. In our case, we fix a one-
parameter family ft and we show that t → Γ(t) is not Lipschitz for almost all t.
This is discussed in Section 5.
Finally, Baladi [1] shows that ρ′ ∈ BV [0, 1]. We prove a stronger result which
shows that ρ has a Taylor expansion in the sense of Whitney. Furthermore, the
set of points where ρ is not differentiable is an uncountable set and has Hausdorff
dimension equal to zero. These two facts are presented in Section 3.
We will start by formulating our results in Section 3. Some auxiliary facts
which are of independent interest are presented in Section 4.
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1.2 Results
1.2.1 Regularity of density
As in [3], we decompose the densities ρt of ft as ρt = ρr,t + ρs,t, where ρr,t and
ρs,t are continuous and discontinuous functions respectively (the definitions of these
will be given in Section 5). Define BV1 = {ϕ ∈ BV : ϕ′ ∈ BV }. That is, ϕ′ is
equal almost everywhere to a BV function.
In all the results below, unless stronger conditions are explicitly imposed, we
assume that f1 and f2 are C
2.
Proposition 1.2.1. [1] The regular part of ρ is in BV1.
As a generalization of Proposition 1.2.1, we have the next two new results.
Theorem 1.2.2. Assume that f1 and f2 are C
k+2. Then, there is a sequence of
functions ρ0, ρ1, . . . , ρk ∈ BV such that ρ0 = ρ and for j < k, ρ′j = ρj+1.





Theorem 1.2.4. (a) The set of points where ρ is non differentiable has Hausdorff
dimension zero.
(b) If the critical orbit is dense then the set of points where ρ is non differen-
tiable is uncountable.
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Theorem 1.2.5. Let k ≥ 1 and assume that f1 and f2 are of class Ck+2. Then,
there is a set Nk such that HD(Nk) = 0 and ρ is k differentiable in the sense of






(x− x̄)m + o((x− x̄)k).
Note that since [0, 1] −Nk is not closed, ρ in general can not be extended to
a smooth function on [0, 1].
The proofs of the above results will be given in Sections 2 and 3.
1.2.2 Regularity of the measure
Recall that expanding unimodal maps are defined by formula (1.1). Now
we consider families of such maps. Namely, we assume that f1,t(x) is defined for
(t, x) ∈ [−ε, ε] × [0, c + ε] and f2,t(x) is defined for (t, x) ∈ [−ε, ε] × [c − ε, 1] and
that fj,t(x) are C
2 functions of their arguments. Then we let
ft(x) =

f1,t(x) if x ≤ c
f2,t(x) if x ≥ c.
Thus we assume that c is a common critical point for all t. This assumption does










Note that J is two valued if x is precritical, that is fkx = c for some k, however it
is well defined at all other points.
Let u = v
Df
. Then, in Section 4, we prove the following theorem.
Theorem 1.2.6. Let µt = ρtdx be the (unique) a.c.i.m of ft and suppose (f0, µ0)
is mixing. If J(c, f0) = 0 then, for any ϕ ∈ C1([0, 1]), the function Γ(t) =∫











































if c is periodic with minimal period p.
Note that J(c, f) is in general multivalued if c is periodic so we discuss in
Section 4.6 how the condition J(c, f0) = 0 should be understood in the periodic
case.
In the case J(c, f) is not zero, we do not have differentiability for Γ(t), as we
state in the next theorem and prove in Section 5
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Theorem 1.2.7. Suppose that |J(c, ft)| > ϵ1 for t ∈ (−ϵ, ϵ). Then, for generic






| log(t) log log | log(t)||
.
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Chapter 2: Derivatives of the density.
2.1 Auxilary facts.



























g(i− j, j) = g(1, 0)+
(




g(3, 0)+ g(2, 1)+ g(1, 2)
)
+ · · ·







g(i− j, j) = g(1, 0) + g(2, 0) + g(3, 0) + · · ·
+ g(1, 1) + g(2, 1) + g(3, 1) + · · ·













g(c, 2) + · · ·





g(c, d) proving the lemma.
Denote by ξ(z) = D
2f(z)
Df(z)
. In the arguments of this section we will need to
















. More generally we shall use the follow-
ing notation.










where m is a nonnegative integer.
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Definition 2.1.3. Let k, i1, . . . , ik and m1 > · · · > mk be positive integers. For
functions h1, . . . , hk, define D
i1,...,ik
m1,...,mk
at (h1, . . . , hk) by















We shall often use
Proposition 2.1.4.
∥Di1,i2,...,ikm1,m2,...,mk(h1, . . . , hk)∥ ≤M(λ
−i1)m1(λ−i2)m2 · · · (λ−ik)mk

















Now, supposing the result is true for k − 1, we have



















∥h1 Di2,...,ism2,...,ms(h2, . . . , hs)∥
|Df i(y)|
≤ λ−im∥h1 Di2,...,ism2,...,ms(h2, . . . , hs)∥∥L
i(1)∥ ≤ M̃(λ−i)m∥Di2,...,ikm2,...,mk(h2, . . . , hk)∥
≤ K̃(λ−i)mM̃(λ−i2)m2 · · · (λ−is)ms ≤ M(λ−i)m(λ−i2)m2 · · · (λ−is)ms








k → h in L1− then g′ = h a.e.
















g′k converges to g
′ in L1, so then g
′ = h as claimed.






Lemma 2.2.1. (a) Let ρ be the density of the invariant measure of f . Then,
ρ′ = ρ1 almost everywhere.
(b) (Ln1)′(x) converges to ρ1(x) uniformly for x which are not on the orbit of
c.
Proof. Since ρ is a fixed point of L, then ρ = Ln(ρ) for all n. Because ρ is of
bounded variation so is Ln(ρ), hence both are differentiable almost everywhere. In
fact, differentiating both sides, we get ρ′ = (Lnρ)′ almost every where. Next if


















= L̃n(h′) is bounded by






















































































ρ(x) both parts (a) and (b) follow.
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In particular, there exists ρ2 ∈ BV such that ρ′1 = ρ2 almost everywhere.
Proof. By Lemma 2.2.1 ρ1 = −
∑∞






























(Df i(y))2|Df i(y)|2︸ ︷︷ ︸
(II)
.


















































































































































































almost everywhere as claimed.
2.3 Repeated derivatives of the density function
Lemma 2.2.1 shows that ρ′ is in BV and so ρ ∈ BV1. Then we saw in Propo-
sition 2.2.2 that ρ′1 = ρ2 ∈ BV. Here we show that these results can be extended
to repeated differentiation of arbitrary order. We start with the following general
result.
Proposition 2.3.1. Let k, i1, . . . , ik and m1 > · · · > mk be positive integers with
i1, . . . , ik ≥ 1. Let h1, . . . , hk be BV functions whose derivatives are in L∞.
(a) If n ≥ 1, the derivative of
∑
k≤i1+···+ik≤n
Di1,...,ikm,m2,...,mk(h1, . . . , hk) is a finite






(h̃1, . . . , h̃k̃), where k ≤ k̃ ≤
k + 1 ,̃i1, . . . , ĩk̃ ≥ 1 and m̃1 > · · · > m̃k̃ are positive integers and h̃1, . . . , h̃k̃ ∈
{h1, h21, . . . , hk, h2k, h′1, . . . , h′k, ξ, ξ′}.






Di1,...,jkm,m2,...,mk(h1, . . . , hk) is a finite sum of func-





















), where k ≤ ˜̃k ≤ k+1 ,̃̃i1, . . . ,˜̃i˜̃
k
≥
1 and ˜̃m1 > · · · > ˜̃m˜̃
k
are positive integers and
˜̃




∈ {h1, h21, . . . , hk, h2k, h′1, . . . , h′k, ξ, ξ′}.





































































































































Therefore, the derivative is a finite sum of terms as described in the statement.
Assume the statement is true for l < m. Let us prove that it also holds for m.




Di,i2,...,ikm,m1,...,mk(h, h1, . . . , hk) (2.4)
with i ≥ 1, i1 ≥ 1, . . . , ik ≥ 1. For this, note that
∑
k+1≤i+i1···ik≤n









Di1,...,ikm1,...,mk(h1, . . . , hk)
)





























































= m(Df iy)m−1D(Df iy)|Df iy|+ (Df iy)mD(|Df iy|)
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= m(Df iy)m−1|Df iy|
i−1∑
j=0






= m(Df iy)m−1|Df iy|
i−1∑
j=0


























































(m+ 1)h(y) Di1,...,ikm1,...,mk(h1, . . . , hk)(y)ξ(z)Df
jy








(m+ 1)h(y) Di1,...,ikm1,...,mk(h1, . . . , hk)(y)ξ(z)




















































(h Di1,...,ikm1,...,mk(h1, . . . , hk))
)
(x) = A+B
The last two terms can be rewritten as








h Di1,...,ikm1,...,mk(h1, . . . , hk)
)
(x),

















f iy=x(II) is a sum of terms described in the statement.






















































Di1,...,ikm1,...,mk(h1, . . . , hk)(y)
]
(Df iy)m|Df iy|
Using our inductive hypothesis, the derivative of
∑̂
Di1,...,ikm1,...,mk(h1, . . . , hk) is the finite
21






(h̃1, . . . , h̃k̃). Hence, let us














































(h̃1, . . . , h̃k̃)
)
Since we have a finite sums of terms as the one above, we obtained that our
proposition also holds for m.Therefore, part (a) is established by induction.
(b) Lemma 2.1.5 and Proposition 2.1.4 allow us to take the limit n → ∞.
Then the condition k ≤ i1 + · · ·+ ik ≤ n becomes k ≤ i1 + · · ·+ ik ≤ ∞ and using







Therefore part (b) follows from part (a).
Proposition 2.3.1(b) allows us to derive Theorem 1.2.2.
Proof of Theorem 1.2.2. We have already defined ρ1 in Lemma 2.2.1 and ρ2 in
Proposition 2.1. Continuing this procedure, we fix n, take y /∈ {c, f(c), . . . , fn−1(c)}
and let n→ ∞ so that we can then define ρk = ρ′k−1 for all k ≥ 1. Then Proposition
22






Di1,...,isk,m2,...,ms(h1, . . . , hs−1, ρ)
where s ≥ 1, k − 1 > m2 > · · · > ms, and h1, . . . , hs−1 are piecewise C1 functions.
Now Proposition 2.1.4 implies that ρk ∈ BV as claimed.
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Chapter 3: Differentiability set for the density.
3.1 Saltus part.
Any function of bounded variation ϕ can be decomposed as
ϕ = ϕr + ϕs
where ϕr is a continuous function, called the regular part, and ϕs is constant except
at discontinuities of ϕ. ϕs is called the saltus part, it is discontinuous on a countable
set.









ρ(x) and Hcj is defined as
Hcj(x) =

1 if x < cj
1
2
if x = cj
0 if x > cj
(3.1)
24






















see that ρ has a discontinuity at x = cj. In fact, among all the y
′s in the set










Proposition 3.1.2. For k ≥ 0, the element ρk of the sequence from Theorem 1.2.2
can be decomposed as (ρk)r+(ρk)s, where (ρk)r is a continuous function and (ρk)s =∑





there exists θ < 1 such that |αk,j| ≤ Kθj
Proof. The existence of decomposition follows from the fact that, due to Theorem
1.2.2, ρk ∈ BV -function. We need to show that all discontinuities of ρk lie on the
critical orbit and bound the size of discontinuity.
Let z be a discontinuity point of ρk which is different from ci for i = 1 . . . j.


















Di,i2...,isk,m2,...,mk(h1, . . . , hs−1, ρ−ρ̄).






Di,i2...,isk,m2,...,mk(h1, . . . , hs−1, ρ− ρ̄)
)
= O(θj)l
in view of Proposition 2.1.4 and the fact that ρ− ρ̄ = O(θj).








are continuous at z for






Di,i2...,isk,m2,...,ms(h1, . . . , hs−1, ρ̄)
)
= 0.
















Di,i2...,isk,m2,...,ms(h1, . . . , hs−1, ρ̄)
 ≤ 2Mjsλ−j.
In particular if z is not on the critical orbit then ∆ρk = 0 and if z = cj then
∆ρk is exponentially small in j as claimed.
3.2 Absolute continuity.











where △j(Ln(1)) = limx↑cj Ln(1)(x)− limx↓cj Ln(1)(x).
As n → ∞, (Ln(1))(x) → ρ(x). Hence, △j(Ln(1)) → △jρ. By Lemma 2.2.1
















Proposition 3.2.1. Let n ≥ 1 and ϵ > 0. Suppose
d(cj, x̄) > ϵ, (3.3)
for j ≤ n.
If d(x, x̄) < ϵ, then there exist constants K ≥ 1, D ≥ 1 and ς < 1 such that
|ρ(x)− ρ(x̄)| ≤ Kϵ+Dςn.
Proof. Decompose
ρ(x)− ρ(x̄) = (ρr(x)− ρr(x̄)) + (ρ(x)s − ρs(x̄)). (3.4)
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Combining Theorem 1.2.3 with Proposition 1.2.1 we get






By Lemma 3.1.1 |αj| ≤
2∥ρ∥∞
λj




























, ς = 1
λ
, we have
|ρs(x)− ρs(x̄)| ≤ Dςn. (3.7)
Combining (3.4), (3.5) and (3.7) we obtain the result.
3.3 Differentiabilty points.
Recall that there is a constant θ < 1 such that
Lnh =
∫
h(z)dzρ(x) +O (θn||h||BV ) .
Theorem 3.3.1. If 1 > β > max(θ, 1/λ) and if x̄ is a point such that d(x̄, cj) ≥ βj
for all j ≥ j0 then ρk is differentiable at x̄.
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Proof. Let ϵ > 0 and let x such that d(x, x̄) = ϵ.
Let n be the maximal number such that cj /∈ [x; x̄] for all j < n. This implies,









By definition of β, βλ > 1 and β
θ
















Di1,...,ikm1,...,mk(h1, . . . , hk, ρ).
Let ρ̄ = Ln(1). Since ρ = ρ̄ + O(θn), Proposition 2.1.4 implies that we can














ρk(x)− ρk(x̄) = (3.8)∑
k≤i1,...,ik<n
1≤i1,...,1≤ik
Di1,...,ikm1,...,mk(h1, . . . , hk, ρ̄)(x)−D
i1,...,ik
m1,...,mk





Note that Di1,...,ikm1,...,mk(h1, . . . , hk, ρ̄) is differentiable in [x; x̄]. Thus
Di1,...,ikm1,...,mk(h1, . . . , hk, ρ̄)(x)−D
i1,...,ik
m1,...,mk




















(h̃1, . . . , h̃n,kΥn),









(h̃1, . . . , h̃n,kΥn)(s)ds




















(h̃1, . . . , h̃kΥn)(s) − Dĩ1,...,̃ikm1+1,...,m̃k̃(h̃1, . . . , h̃kΥn)(x̄)
]
ds
We now invoke Proposition 2.3.1 again to conclude thatDĩ1,...,̃ikm1+1,...,mk(h̃1, . . . , h̃k,Υn)
is differentiable on [x; x̄], and moreover its derivative is bounded by a constant K.
Hence the last integrand in the above formula is O(ϵ) and so the integral is O(ϵ2).
Accordingly











































D(h̃1, . . . , h̃kρ̃)(x̄) = ρk+1(x̄).
Corollary 3.3.2. If c is periodic of period p, then ρ differentiable except for a finite
set of points.
Proof. If x̄ does not belong to the orbit of c (which is a finite set) then we can pick
any β > max(θ, 1/λ) and pick j0 ≥ 1 large enough so that d(x̄, c̄) ≥ βj for all j ≥ j0,
where c̄ = max{c1, c2, . . . , cp}.
3.4 Whitney smoothness
Proof of Theorem 1.2.5. Let us prove this by induction on k.
31












Pick 1 > β > max{λ−nk , θ nk } and let x̄ ∈ Nβ. Let ϵ = |x − x̄|, define n̄ =































































h̃1, h̃2, . . . , h̃s−1,Γn
)
,
where Γn = ρ or ρ
′ +O (θn)
32





























where the last equality holds since ϵk > λ−n and ϵ > θn.
Therefore, by induction, the statement holds.
3.5 Nondifferentiability set.
Definition 3.5.1. For β < 1, define
Nβ = {x̄ : d(cn, x̄) ≤ βn for infinitely many n′s}.
Proposition 3.5.2. HD(Nβ) = 0 where HD denotes the Hausdorff dimension.
Proof. Define Un as the ball centered at cn of radius
βn
2




≤ ϵ. Then, {Un}n≥n0 is an ϵ−cover of Nβ.












Therefore HD(Nβ) = 0.
Proposition 3.5.3. If {cn} is dense in some interval I ⊂ [0, 1] then Nβ is uncount-
able for all β < 1.
Proof. Define Ln = [cn − βn, cn + βn].
Since {cn} is dense, there exists cn1 such that Ln1 is strictly contained in I. Set
M1 = Ln1 .
Now, again using the density of {cn}, there exist cn(1,1) ∈ (cn1 − βn1 , cn1)
and cn(1,2) ∈ (cn1 , cn1 + βn1) such that Ln(1,1) and Ln(1,2) are strictly contained in
(cn1 − βn1 , cn1) and (cn1 − βn1 , cn1) respectively. Set M2 = Ln(1,1) ∪ Ln(1,2) .




will be a Cantor set. Note that M ⊂ Nβ and since M is uncountable, so is Nβ.
Lemma 3.5.4. If β ≪ 1 and x̄ ∈ Nβ then ρ is non-differentiable at x̄
Proof. Suppose ρ is differentiable at x̄. Let j be very large. Since x̄ ∈ Nβ, there
exists cnj such that
d(x̄, cnj) ≤ βnj .
Without loss of generality, assume x̄ < cnj .
Let y1 and y2 be two points very close to cnj such that
x̄ < y1 < cnj < y2 < cnj + β
nj .
Since ρ is assumed to be differentiable at x̄, we have that
|ρ(yi)− ρ(x̄)| ≤Mβnj for i = 1, 2.
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and hence




≤ αnj = lim
y1↑cnj ,y2↓cnj
|ρ(y2)− ρ(y1)| ≤ 2Mβnj
where the first inequality follows from Lemma 3.1.1. If β is very small we get a
contradiction.
Proof of Theorem 1.2.4. Theorem 1.2.4 follows from Theorem 3.3.1, Proposition
3.5.3 and Lemma 3.5.4.
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Chapter 4: Differentiability of Invariant measure
4.1 Proof of Theorem 1.2.6
Proof. By uniform Lasota-Yorke estimates (see [2]) there exist C ≥ 1 and δ ∈ (0, 1)
such that for all n ≥ 1







Definition 4.1.1. In [0, 1], we define the following sets
At,n = {x ∈ [0, 1] : there exists y ∈ [0, 1] such that ωt,n(x) = ωn(y) and fnt (x) = fn(y)},
Bt,n = {y ∈ [0, 1] : there exists x ∈ [0, 1] such that ωt,n(x) = ωn(y) and fnt (x) = fn(y)}.
The properties of these sets are described in the following lemma.











, c] +O(t1+α) if Jk > 0
[c, c+ t Jk(c)
DfR(c)
] +O(t1+α) ifJk ≤ 0
Moreover
Leb([0, 1]\Bt,n) = O(tn)
and if J(c) = 0 then
Leb([0, 1]\Bt,n) = O(t).










, c] +O(t1+α) if Jk ≤ 0
[c, c− t Jk(c)
DfR(c)
] +O(t1+α), if Jk > 0.
Moreover
Leb([0, 1]\At,n) = O(tn)
and if J(c) = 0 then
Leb([0, 1]\At,n) = O(t).
From now on, we fix t > 0 and n = K| ln t| where K is a large constant.






























































































Proof of Lemma 4.1.2. Let x ∈ At,n and let yn(x) the corresponding y according to
the definition of At,n. Then, ωt,n(x) = ωn(yn(x)). lThe latter condition is the
same as saying that, given 0 ≤ k ≤ n, fkt (x) and fk(yn(x)) are both in either [0, c]
or [c, 1].
If s ≥ 1 and z ∈ At,n, let us denote ys(z) by the point in [0, 1] such that
f st (z) = f
s(ys(z)).
Now, let 0 ≤ k ≤ n and let x ∈ At,n. By Chain Rule, given s ≥ 1,















t (x)) = f
k(yn(x)).
Using the identity (4.6), we get













Since x and yn(x) have the same itinerary under ft and f respectively up to
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the n−iteration, fk(yn(x)) must be sufficiently far away from c to assure that it is




stay both in the same side, it is sufficient and necessary to require that
fk(yn(x)) /∈ [c− t
Jn−k(c)
DfL(c)
+ o(t2), c] , if Jn−k(c) > 0
or
fk(yn(x)) /∈ [c, c− t
Jn−k(c)
DfL(c)
+ o(t2)] , if Jn−k(c) < 0.
Indeed, suppose Jn−k(c) > 0 and f




is left continuous and fk(yn(x)) is close to c (because t is assume
to be small and fk(yn(x)) ∈ [c − tJn−k(c)DfL(c) , c]), then, without loss of generality, the
equality (4.7) can be replaced by





Now, we are assuming that fk(yn(x)) is in [c−tJn−k(c)DfL(c) +o(t
2), c], so in particular,
fk(yn(x)) > c− tJn−k(c)DfL(c) + o(t
2). Hence, under the assumption that Jn−k(c) > 0, we
have that
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+ o(t2) = c+ o(t2)
Thus, fkt (c) > c. Hence, f
k
t (x) and f
k(yn(x)) are in different sides. Therefore,
if we want them to lie in the same side we must require the condition (4.7) as we
claimed. The condition (4.7) is proved similarly.
Thus, we have seen that the range for such y’s is the complement of the union
n−1∪
k=0
f−kIk. In other words,





Similarly, the range of x ∈ At,n is the complement of
n−1∪
k=0
f−kt In−k. In other
words,




and then we also have (4.4)














































Suppose s ≥ 1. Then, using that J(c) = 0, we have that












Thus, Js(c) = O(λ




















λ−j converges, the term
n−1∑
j=1





f−kIk) = O(t) (4.7)
4.3 Changing variables
Proof of Lemma 4.1.3. By definition of At,n, given x ∈ At,n, there is y = yn(x) such














































4.4 Contribution of shadowable points





















Let us start by analyzing (I). Making the change of variables z = fky and




















































































































































































ρ dw + O(nθn)
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Now, let us study (II). Making the change of variables z = f jy and w =
































































































Ln−l−i(1) = ρ+ ϵn,l,i, where ∥ϵn,l,i∥ ≤ ϑn−l−il.
Letting u = v
Df















ϕ(x)Ll(L̃i([ρ+ ϵn,l,i]ξ) · u)(x) dx















ϕ(x)Ll(L̃i(ϵn,l,i · ξ) · u)(x) dx decrease to zero as n goes










ϕ(x)ρ(x)dx+O(ϑl∥h∥) = O(ϑl∥h∥). (4.9)
(note that we use the assumption
∫






ϕ(x)Ll(L̃i(ϵn,l,i · ξ) · u)(x)dx =
∑
l,i












ϕ(x)Ll(L̃i(ϵn,l,i · ξ) · u)(x)dx =
∑
l,i













where the last expression goes to zero as n approaches ∞ as we claimed.















ϕ(f l(x))L̃i(ρ · ξ) · u(x) dx+O(nϱn)








































ϕ(f lx)ρ · ξ(x) · u(x) dx+
∫









ϕ(f lx)ρ(x)ξ(x) · u(x) dx+
∫
ϕ(f lx)ρ′(x) · u(x) dx
]
+O(nϱn)


















ϕ(f jx)ρ(x)ξ(x) · u(x) dx
+
∫
ϕ(f jx)ρ′(x) · u(x) dx
)]
+O(nςn),




− ξu = u′, we finally have that
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∫



















4.5 Contribution of almost precritical points. Nonperiodic case.
Here we prove Lemma 4.1.5 in case the critical point is non-periodic.
By Lemma 4.1.2 and because c is non-periodic, without loss of generality, we



























Let M ≥ 1 be the first time when c visits Ik. Then, the jumps of ρ inside Ik
are bounded by CλM for some constant C. Hence, if z ∈ Ik we have that
ρ(x) = ρ(c) +O(t) +O(λ−M),
where the term O(t) is given since the regular part of ρ is absolutely continuous by
Theorem 1.2.3 and O(λ−M) is given because of the observation above.
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ρ(c) +O(t) +O(λ−M) +O(θn−k)
)}









ρ(c) +O(t) +O(λ−M) +O(θn−k)
)








converges as n → ∞.






























kc)O(t) gets smaller so that term is negligible. For∑n−1
k=1 Jk(c)ϕ(f
kc)O(θn−k), note that this is of orderO(nκn), where κ = max{λ−1, θ} <




is negligible as well. Finally, for
∑n−1
k=1 Jk(c)ϕ(f
kc)O(λ−M), notice that, as t → 0,






































Letting n goes to ∞, the last series converges.
4.6 Meaning of the condition J(c) = 0 in the periodic case.
Definition 4.6.1. Let n ≥ 1 and let x ∈ [0, 1]. Define ωt,n(x) as the itinerary of x
under ft up to the nth iteration. When t = 0, define ωn(x) = ω0,n(x).
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Definition 4.6.2. Let p ≥ 3. If k ≥ 1, we define k′ as the smallest nonnegative
integer number in the equivalence class of k modulo p.
The condition J(c) = 0 when c is periodic of period p must be redefine since
if k ≥ p the summand v(ck)
Dfk(c1)





(k−k′)/p and Dfp(c1) does not take a
single value. In fact, the term Df p(c1) can be decomposed as
Df p(c1) = Df(c)Df
p−1(c1),
so if we want this to make sense we can consider two expressions, namely, one with
DfL(c) and another with DfR(c) instead of Df(c).
Thus, we shall define






















With this, we can even reduce these conditions to the following result.
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Lemma 4.6.3. Suppose c is periodic of period p. If ∗ ∈ {L,R}, the condition














In particular, if l ≥ 1 then
Jlp(c) = 0 (4.13)
Proof. Suppose l ≥ 1 and let 1 ≤ i ≤ l. Let us work assuming J(c, fL) = 0 (the














+ · · ·


























Hence, if we set ϖ = (DfL(c))(Df

































































































Thus, since J(c, fL) = 0, we have
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Jp(c) = 0,












and then (4.12) holds.
The equality (4.13) follows from (4.11) and (4.12).
4.7 Analysis of the contribution of almost precritical points in the
nonperiodic case.













ϕ(fnt x) dx. (4.16)
Now, let us split the integral over certain sets to make it easier to analyze.


















































































t Ij is negligible.
Let p < k ≤ n and define λp,L = lim
x↑
Dfp(c) and λp,R = lim
x↓
Dfp(c).





t Ij, let us pick j ≡ k mod(p). We
claim that







t Ij) = o(t
2)
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Indeed, to determine explicitly f
−(k−j)
t Ij, we need to see how Ij depends on
the sign of Jj(c) to write how Ij is explicitly (according to its definition). It turns
out that this can be easily see by analyzing two cases: when fk−jt (c) > f
k−j(c) or
fk−jt (c) < f
k−j(c). We claim that if fk−jt (c) > f
k−j(c) (resp. fk−jt (c) < f
k−j(c)),
then Jj(c) > 0 (resp. Jj(c) > 0). Since the proof for both is basically the same, let
us just work with
fk−jt (c) > f
k−j(c). (4.18)
If x is close to c then, by chain rule,


































because if x < c then, under the assumption (4.18), Dfk−jx > 0, and sinceDfx > 0,
(4.20) holds.
Thus, in order that (4.19) holds, we must require Jj(c) > 0.






Then, if x > c, Dfk−j(x) < 0 (because of (4.18)) and Df(x) < 0, therefore,
(4.21) holds too, which allows us to conclude that Jj(c) must be positive as well.
Therefore, in case, fk−jt (c) > f
k−j(c) implies that Jj(c) > 0.
Hence, by definition of Ij,







t Ij = [D(k, j, L), D(k, j, R)] (4.22)













Let us work first with the expression











Then, D(k, j, L) becomes







Using one more time chain rule, we have that
D(k, j, L) = f
−(k−j)













Since k ≡ j (mod p), f−(k−j)L (c) = c and then Jk−j(f
−(k−j)
L (c)) = Jk−j(c), and,




L (c)) = (λp,L(c))
−(k−j)/p.
Hence,




However, note that, since Dfp is continuous at c1












Df p(x) = λp,L(c),














Using a similar argument, we have that




Since k ≡ j(mod p), j′ = k′. Therefore,

























































Moreover, notice that if 1 ≤ i ≤ p and 1 ≤ h ≤ i − 1, then Ii and f−(i−h)t Ih
are disjoint. In fact, if x belongs to the intersection of these two sets, since t is
assumed to be very small, x will be close to c, and since f i−ht (c) ∈ Ih and Ih is a
small segment around c. Thus c would be a periodic point of period i−h < p which
contradicts the assumption of the period being p. Therefore, we are just dealing
with I1, I2, . . . , Ip.
















ϕ(fkt z)Ln−kt 1(z) dz (4.25)
Letting n → ∞, we get that Ln−kt 1 converges to ρL on [0, c] and converges to
ρR on [c, 1], where ρL (resp. ρR) is the density ρ restricted to [0, c](resp.[c, 1]).
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Chapter 5: Non differentiability of the invariant measure.
.
In this section, we want to study the regularity of Γt(ϕ), with ϕ ∈ C1[0, 1], by
assuming what happens when J(c) is now nonzero.
First of all, to start with, we will need this proposition about recurrence of
points in the orbit of c.
Proposition 5.0.1. There exists m > 1 such that for almost all t in a small interval
around 0
|cj(c)− c| > j−m (5.1)
if j is sufficiently large.
Proof. In Lemma (5.0.2) below, we will prove that
∣∣∣∣∂cn+1∂cn
∣∣∣∣ ≥ λ− δ,
which implies that cn(t) is of bounded variation. Let C the constant that bound the
quotient of derivatives with respect to t of cn(t).




ck(t) ̸= c, (5.2)
for all t ∈ I and all k ≤ k0. Define
wn(t) = {s : cj(t) and cj(S) have the same itinerary for j ≤ n},
Wn(t) = {cn(S)}S∈wn , and
Γn(t) = d (cn(t), ∂Wn(t))




We claim that there exists K̃ such that
Zn < K̃. (5.3)
Assuming (5.3) take ϵ = n−m, for n > 1 and m > 1, then
mes(t : |Cn(t)− c| < n−m) ≤ mes(t : |Γn(t)| < n−m)
≤ K̃n−m
Then, mes(t : |cn(t)− c| < n−m) ≤ K̃n−m, which implies that
∞∑
n=1
mes(t : |cn(t)− c| < n−m) <∞
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Therefore, we can by Borel-Cantelly lemma, there exist n0 such that for all
n ≥ n0
mes(t : |cn(t)− c| < n−m) = 1 as we want.
Hence, we need to prove (5.3).
In fact, we prove that there exist n0 > 1, ϑ < 1 and M > 0 such that
Zn+k ≤ Znϑ+M. (5.4)
This will certainly imply (5.3). In order to prove (5.4), let us pick δ̃ << 1.
Then, we will analyze two cases
(1) The components of Wn that have measure less than δ̃.
(2) The components of Wn that have measure greater than δ̃.
Let us work in the first case and let Vn be a component ofWn such that |Vn| < δ̃
and let vn the component of ωn associated to Vn. Then, f
k0 maps Vn into, at most,
two intervals contained in Wn+k0 =
∪
tWn+k0(t). If Vn is split then Vn passes trough
c at some point. Note that we cannot have more than two intervals because of (5.1).




Take ϵ > 0 and note that by the expansivity of fk0 , we have that mes({t :
cn+k0(t) ∈ V ′n+k0∪V
′′
n+k0
and Γn+k0(t) < ϵ}) is less or equal thanmes({t : d(cn(t), a) ≤
ϵ
λk0
or Γn(t) ≤ ϵλk0 }), where a is the point where Vn reaches c at some point, this
is, f js0(a) = c for some j ≤ k0 and s0 ∈ Vn. By bounded distortion, the measure of





mes({t : cn+k0(t) ∈ V ′n+k0 ∪ V
′′
n+k0
and Γn+k0(t) < ϵ}) ≤











By summing over all components of Wn with measure less than δ̃, we have
that
mes({t : cn+k0(t) ∈ V ′n+k0 ∪ V
′′
n+k0








Now, let us analyze the case when the components have measure greater than
δ̃. In fact, the idea is the same but we have that if Ṽn is component with measure
greater or equal than delta, then fk0(Ṽn) will split in at most 2
k0 components inside
Wn+k0 . Call a1, a2, . . . , a2k0−1 the points that visit c. Arguing as in the first case the
first case we see that the measure of {t : d(cn(t), ai) ≤ ϵλk0 } is comparable to









mes({t : cn(t) ∈ Ṽn}.
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Summing over components we get
mes({t : Γn+k0(t) < ϵ and cn(t) is in a long component} ≤Mε




Combining the two cases we get
Zn+k0 ≤ Znϑ+M
as claimed.
Let m > 1 as in the last proposition. Then, for almost all t in a small interval
around 0
|cj(t)− c| > j−m (5.5)
if j is sufficiently large.
Below we assume that t satisfies (5.5) and also satisfies Theorem 1.3 in [21]
and Theorem 1.2 in [20].
Define n1 such that there exists s1 ∈ [0, t] so that
f−n1s1 Īt ∩ Īt ̸= ∅,
and
f−ns Īt ∩ Īt = ∅,
for all n < n1 and for all s ∈ [0, t], where Īt = [c− tJ(c, f), c+ tJ(c, f)].
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Proof. Define dn =
√
(s1 − s2)2 + (cn(s1)− cn(s2))2. By the Mean Value Theorem,








































∣∣∣∣ (s̃) [1 +O(λ−2n)] .
Then,
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= |s1 − s2|
∣∣∣∣∂cn∂s












dn+1 ≥ (λ− δ)dn (5.9)
In fact, by (5.8), this is the same as proving







it suffices to show that ∣∣∣∣∂cn+1∂cn (˜̃s)
∣∣∣∣ ≥ λ− δ (5.11)




∣∣ ≥ Dλn, in particular ∣∣∂cn
∂s
∣∣ ̸= 0, so by the Implicit Function Theo-







Since cn+1 = fs(cn)(cn), by using Chain Rule,
|Dfs(cn)| ≤
∣∣∣∣∂cn+1∂cn




∣∣∣∣ ≥ |Dfs(cn)| − ∣∣∣∣∂cn∂s (s) ∂s∂cn
∣∣∣∣
≥ λs − δ,
where λ−nD < δ ≪ 1.
Therefore, (5.11) holds, which, as discussed, implies
dn+1 ≥ (λ− δ)dn.
With the above in mind, ifD is the function on [0, t]×[0, 1] defined byD(s, x) =


























bounded above by some constant C1 and since s1 and s2 are arbitrary then they are
exchangeable so the expression
|Dfns1 (c)|
|Dfns2 (c)|




















where C = C1C2C3 and C2 and C3 are the bounds for the distortion of fs1 and fs2
respectively.











































, and so (5.6) holds.
To prove (5.7), note that J(c(0))
Jn(c(s))




respectively (because as t decreases so does s and n increases as well,
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Thus we obtain (5.7).
In order to make the analysis as simple as possible, let us set two useful lemmas.













ψ(x) dx ≤ |ψ|∞
n∑
k1,k2
|Lk1 ∩ Lk2 |









L̃k and that L̃k1∩L̃k2 = ∅,















Now, we can work with
∫
L̃k















































































where the first term is because of Lemma (5.0.2) and the second term is by definition
of s1. Therefore,
n−m1 ≤ C11|fn1s1 (Īt)| (5.13)
Since
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λn1t ≤ |fn1t (Īt)| ≤ 1,
we have that n1 ≤ C̃1 log t. Hence, the latter along with (5.13) gives
|fn1t (Īt)| ≥ C̃1| log t|−m (5.14)
On the other hand, if Λ = supx,tDf(x, t) then
(C̃1 log t)
−m ≤ |fn1t (Īt)| ≤ tΛn1
and so
n1 ≥
| log(t|C̃1 log t|m)|
log Λ
Now, since t is assume to be sufficiently small
| log t| log t|m|
log Λ
≥ R| log t|, (5.15)
where 0 < R ≪ 1. Then,
n1 ≥
| log(t|C̃1 log t|m)|
log Λ
≥ | log t| log t|
m|
log Λ





n1 ≥ R| log t| (5.16)
This inequality will be used in the next lemma.
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Lemma 5.0.4. There exists 0 < η < 1 such that
n∑
k1,k2=1
|Lk1 ∩ Lk2 | ≤ Cn2t1+η
Proof. Let 1 ≤ k1, k2 ≤ n. Without loss of generality, assume k1 ≤ k2. Then, we can
write k2 = k1 + j, for some 0 ≤ j ≤ n− k1. Then, using the fact that ρ is bounded
below, we have



















Now using that ρ is bounded from above, we have









If j < n1 then f
−j





If j > n1 then, by (5.16), θ
























Since ρt is uniformly bounded on t and |It| = O(t), the first integral is of order
O(t2). For the second integral, since θj ≤ λR| log(t)|, we have that θj ≤ hη, where
η = R log(θ−1) < 1 since R ≪ 1. Then, the second integral is of order O(t1+η).
Therefore, |Lk1 ∩ Lk2 | ≤ Ct1+η, for any 1 ≤ k1 < k2 ≤ n and then
∑
k1<k2
|Lk1 ∩ Lk2 | ≤ Ct1+ηn2.

























2n2) are negligible when dividing by
t
√












| log(t) log log | log(t)||
. (5.17)
We already know that
∫
[0,1]\At,n






























ϕ ◦ fnt (x)dx−
∫
Vn,k
ϕ ◦ fnt (x)dx
∣∣∣∣ = x∣∣∣∣ ∫
Pn,k
ϕ ◦ fnt (x)dx−
∫
Qn,k





|ϕ ◦ fnt (x)|dx+
∫
Qn,k



















|ϕ ◦ fnt (x)|Lkt dx+
∫
Ī\In,k









where C comes from bounding ϕ and Lkt (the latter is bounded since converges to
ρt).

















| log(t) log log | log(t)||












ϕ ◦ fnt (x)dx.
By Lemmas (5.0.3) and (5.0.4), since n2t1+η is negligible when dividing it by
t
√











ϕ ◦ fnt (x)dx
t
√
| log(t) log log | log(t)||
. (5.20)












| log(t) log log | log(t)||
(5.21)
With this in mind, let us prove the following.
Theorem 5.0.5. Suppose that |J(c, ft)| > ϵ1 for t ∈ (−ϵ, ϵ). Then, for generic






| log(t) log log | log(t)||
.
Proof. According to what we saw, we have to study the limit






ϕ ◦ fnt (x)dx
t
√













| log(t) log log | log(t)||
(5.23)
Let us start with (5.22).



















































ϕ ◦ fkt (x)dx
]
ρt(c) +O(t).
Define Ît = f




























where we used that Df
n1−1(c)
Dfn1−1(f−(n1−1)(y))
was bounded by (5.6).











By (5.14), |Ît| ≥ (C̃1| log(t)|)−m. Thus
log |Ît| ≥ log((C̃1| log(t)|)−m)
= −m log(C̃1| log(t)|).
This implies | log |Ît|| ≤ m log(C̃1| log(t)|)




































Since ϕ is C1, by the Mean Value Theorem, we have that
ϕ(fnt (x)) = ϕ(f
n
t (c)) +O(|fnt Īt|)













































Now, define n2(t) as the smallest number such that
|Dfn2t (c)||Īt| ≥ 1. (5.25)
We claim that n2 − n1 ≤ C log | log(t)|. Indeed write
|Dfn2t (c)| = |Dfn2−1(c1)Df(c)|.
Using the definition of n2 we have that |Dfn2−1t (c1)||Īt| ≤ 1 so
|Dfn2t (c)||Īt| ≤ C2, (5.26)





|Dfn2t (c)||Īt| = |Dfn2−n1+1t (f−n1+1t (c))||Dfn1−1t (c)||Īt|
≤ λn2−n1+1|Dfn1−1t (c)||Īt|.
As before, using bounded distortion, we have that
|Dfn1−1t (c)||Īt| ≥ C1|Ît|.
Hence,
|Dfn2t (c)||Īt| ≥ C1λn2−n1+1|Ît| (5.27)
Using (5.26) and (5.27), we finally obtain
C1λ
n2−n1+1|Ît| ≤ C2, (5.28)
which implies
log(C1) + (n2 − n1 + 1) log(λ) + log |Ît| ≤ log(C2).
Then,
n2 − n1 + 1 = O(| log |Ît||). (5.29)
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√
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n2 log log n2
and by [21], the last sequence is convergent.
83
For the limit lim supt↓0
√
n2 log logn2√
log(t) log log | log(t)|
, we will prove that lim supt↓0
n2
log(t)




























converges as n2 → ∞.
Also, as we already saw, Dfn2t (c)|Īt| =MtDfn2t (c) is bounded by below (by 1
by definition) and by above for some constant C. Then























Therefore, we finally conclude that the limit Φ1 exists.
In order to analyze (5.21), we need to work on the limit Φ2. For this, note
that the previous argument for Φ1 remains the same for Φ2 up to the point where
we obtained that
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log(t) log log | log(t)|
.
In the case for (5.21), we will have that





log(t) log log | log(t)|
,







log(t) log log | log(t)|
= Φ1 − Φ2,
we have that such a limit exists for almost all t as claimed.
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