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Abstract
In this paper we obtain some explicit three term recurrence relations for the determination of multivariate
orthogonal polynomials. These formulas allow us to obtain evaluation algorithms of finite series of these
polynomials.
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1. Introduction
The great impact of univariate orthogonal polynomials on applications in mathematics,
science, engineering and computations is undisputed. Therefore, in the computing era, a large
number of papers dealing with theoretical and practical aspects of orthogonal polynomials
have appeared. More recently, also multivariate orthogonal polynomials have received attention
and a general theory has been developed; cf. [8,19,20]. Due to the conceptual difficulties
that arise naturally in the multivariate case, it is still understudied, thus not fully understood
and under-applied. A first step to be made in the search for practical applications is, of
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course, the development of efficient algorithms for manipulating and evaluating such families
of polynomials. Recently, some approaches towards a solution of this problem have appeared,
looking, for example at particular families of polynomials as [7], studying conversion
problems [9,15], or being applications to finite element theory (see [5] and references in there)
or cubature.
Classically, considering recurrence relations is an important issue in the theory of orthogonal
polynomials, resulting also in efficient algorithms for applying them to practical problems, as in
spectral methods, approximation theory and so on. In the multivariate case there already exist
three term recurrence relations in the literature (see Chapter 3 of [8]) but they are implicit
and therefore of no immediate use in the generation of algorithms. In this paper we present
some explicit three term recurrence relations for the computation of multivariate orthogonal
polynomials which we will use to evaluate finite series of such polynomials providing extensions
of the univariate Clenshaw and Forsythe algorithms.
In Section 2 we provide basic definitions and notations. Section 3 is devoted to review the
simplest case of product measures. Section 4 gives the main explicit three term relations and
finally Section 5 includes the evaluation algorithms and some strategies to reduce the rounding
error. The paper finishes with a brief study of the numerical stability of the presented multivariate
Clenshaw algorithm.
2. Notation and preliminaries
We consider polynomials in d variables with real coefficients, denoted by Π d = R[x],
x = (x1, . . . , xd). These polynomials are finite sums of the form
f (x) =
∑
α∈Nd0
fαx
α, xα =
d∏
j=1
x
α j
j , α = (α1, . . . , αd) ,
i.e., only finitely many of the coefficients fα are different from zero. The total degree deg f of a
polynomial f is given as
deg f = max {|α| : fα 6= 0} , |α| =
d∑
j=1
α j .
For a more compact representation, we introduce the multivariate monomial vectors
xn :=
[
xα = xα11 · · · xαdd : |α| = n
]
and write f in terms of its coefficient vectors fn :=
[ fα : |α| = n] as
f (x) =
deg f∑
j=0
f>j x j =
deg f∑
j=0
∑
|α|= j
fαx
α.
Moreover, we write Π dn for the polynomials of total degree at most n.
Let 〈·, ·〉 : Π d × Π d → R denote an inner product on Π d , that is, a symmetric positive
definite bilinear form. A polynomial p ∈ Π dn \ {0} is called an orthogonal polynomial of degree
n if 〈
p,Π dn−1
〉
= 0, i.e. 〈p, q〉 = 0, q ∈ Π dn−1.
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Extending the one-dimensional case, we use the name monic polynomial for a polynomial of the
form xα + qα(x), qα ∈ Π dn−1, |α| = n. Note that we here are considering monic polynomials in
a total degree sense which is the general spirit of this paper.
The orthogonal polynomials of degree n form a linear subspace of Π dn of dimension dk :=(
n+d−1
d−1
)
which is spanned by the monic orthogonal polynomials mα(x), |α| = n. We arrange
these polynomials into the vector
mn := [mα : |α| = n] . (1)
Let us denote by dn := ∑nk=0 dk the dimension of Π dn . The existence of the monic orthogonal
polynomials as well as a construction method for them can be obtained by performing a block
Gram–Schmidt orthogonalization process on the monomials.
Proposition 1. For any α ∈ Nd0 there exists a unique monic orthogonal polynomial of the form
mα = xα + qα with qα ∈ Π d|α|−1.
As a direct consequence of the above proposition we can also state the next observation.
Corollary 2. For any given inner product, the monic orthogonal basis is unique.
Clearly, in general neither the orthogonal nor the orthonormal polynomial bases are unique
in the multivariate case, except when we restrict ourselves to the monic orthogonal basis, which,
however, forces us to give up orthonormality. Although the following definition is not the
standard one (see [8]), we recall the following distinction of orthogonal polynomials from [10].
Definition 3. A basis B := {pα ∈ Π|α| : α ∈ Nd0} of Π is called weakly orthogonal if it is
orthogonal, that is, 〈pα, pβ〉 = 0 whenever |β| < |α|. If 〈pα, pβ〉 = Kα,βδα,β , with Kα,α > 0,
α ∈ Nd0 , the basis is called strongly orthogonal and if 〈pα, pβ〉 = δα,β the basis is called
orthonormal.
According to this definition, the matrix 〈mn,m>n 〉 is diagonal for the strongly orthogonal case
and the identity matrix in the orthonormal case, while the monic orthogonal polynomials will
usually just be weakly orthogonal, except, of course, in the case of a product measure.
3. Introductionary example: Orthogonal polynomials in product positive Borel measures
In this section we introduce and review some basic concepts concerning the most direct
extension of univariate orthogonal polynomials, namely the case of product positive Borel
measures.
Definition 4. A d-dimensional measure dµ is called a product measure if it is associated with a
product weight function, that is
dµ = W (x)dx = w(x1) · · ·w(xd)dx1 · · · dxd = dµ1 · · · dµd , x ∈ Rd ,
defined on the set I1 × · · · Id , where Ii is the support of the measure dµi for i = 1, . . . , d .
For product measures the above results are trivial. In this case, just taking into account that
the monic polynomial basis obtained by the product of d univariate monic basis and given
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by mα(x) = pα1(x1) . . . pαd (xd), α ∈ Nd0 , where pαi (xi ) is a univariate monic orthogonal
polynomial with respect to dµi , is strongly orthogonal. Now, by Fubini’s theorem
〈mα(x),mβ(x)〉 =
∫
mα(x)mβ(x)dµ
=
(∫
I1
pα1(x1)pβ1(x1)dµ1
)
. . .
(∫
Id
pαd (xd)pβd (xd)dµd
)
= 0,
and the following result follows.
Remark 5. The monic orthogonal basis on product positive Borel measures are strongly
orthogonal basis and they are obtained as the product of d univariate monic orthogonal basis.
Note that the above theorem gives us the most efficient way of obtaining the monic orthogonal
polynomial basis on product measures, just use d univariate three term recurrence relations.
These recurrence relations have been deeply studied in the literature, cf. [2,11].
Remark 6. The monic orthogonal basis on non-product positive Borel measures cannot be
obtained, in general, as the product of d univariate monic orthogonal basis.
The above result justifies the interest in studying and developing the three term multivariate
recurrence relations.
Another interesting question is the existence of a monic strongly orthogonal basis. Without
loss of generality we suppose we are in R2. Up to total degree n = 1 we there have m0 =
{1} and m1 = {x1 + a, x2 + b}. Now, orthogonality implies that a = −µ(1,0)/µ(0,0) and
b = −µ(0,1)/µ(0,0), where µ(i, j) is the (i, j)-moment µ(i, j) =
∫
x i1x
j
2 dµ. If we impose strong
orthogonality we thus have〈
x1 − µ(1,0)
µ(0,0)
, x2 − µ(0,1)
µ(0,0)
〉
= µ(1,1) − µ(1,0)µ(0,1)
µ(0,0)
= 0,
and this will happen iff
µ(1,1)µ(0,0) = µ(1,0)µ(0,1). (2)
This condition is satisfied by any product positive Borel measure. Out of this kind of measures
it is possible to construct measures that satisfy (2) but we note that they are “exotic” and that no
“standard” one satisfies it, in particular the Legendre measure dµ = dx dy and all the classical
ones do not satisfy (2) as soon as the domain of integration is not a product of intervals.
Note that for the monic orthogonal polynomials the requirement of weak orthogonality
already determines all their coefficients, while the question whether they are strongly orthogonal
as well depends only on the measure.
A strongly orthogonal basis that still maintains, in some sense, the simplicity of the monic
basis, can be obtained by applying the Gram–Schmidt orthogonalization on the monomials order
by a term order “≺”, in our case subordinate to the total degree. The most prominent example
in this respect is the graded lexicographical term order, cf. [6]. The basis is then formed by
the polynomials tα := xα + qα(x), qα ∈ span
{
tβ : β ≺ α
}
, |α| = n. These polynomials are
orthonormal, hence strongly orthogonal, have a monomial leading term with respect to the term
order, but, of course, no homogeneous monomial leading term any, hence are not monic in the
above sense.
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Proposition 7. For any given positive Borel measure and any term order there exits a unique
strongly orthogonal “termwise” monic polynomial basis.
We arrange these strongly orthogonal termwise monic polynomials into the vector tn :=
[tα : |α| = n].
As illustrative examples we show the bases {m0,m1,m2} and {t0, t1, t2} (with respect to the
graded lexicographic order) for the unit simplex in R2 with respect to the Legendre measure
dµ = dx dy:
m0 = 1,
m1 =
{
x − 1
3
, y − 1
3
}
,
m2 =
{
x2 − 4x
5
+ 2y
5
− 1
30
, xy − x
10
− y
10
− 1
60
, y2 − 4y
5
+ 2x
5
− 1
30
}
.
t0 = 1,
t1 =
{
x − 1
3
, y + x
2
− 1
2
}
,
t2 =
{
x2 − 4x
5
+ 1
10
, xy + x
2
2
− 3x
5
− y
5
+ 1
10
, y2 + x
2
6
+ yx − x
3
− y + 1
6
}
.
4. Three term recurrence relations
Today’s “standard” matrix recurrence relation for multivariate orthogonal polynomials is due
to Xu [16,18], see also [8,17], and it is based on earlier work by Kowalski [13,14]. To recall that
formula, let
pn =
[
pα ∈ Π dn ∩ (Π dn−1)⊥ : |α| = n
]
, n ∈ N0,
be any set of basis vectors for orthogonal polynomials. By [8, Proposition 3.1.2], {p0, . . . , pn} is
a graded basis of Π dn . Let us consider the vector x j pn(x) for 1 ≤ j ≤ d and n ∈ N0. This is a
vector of polynomials of degree n + 1 and any polynomial in this vector can be represented as
x j pα(x) =
n+1∑
j=0
c>j p j (x), |α| = n.
Arranging this back into a vector, we see that for any fixed j ∈ {1, . . . , s} and any n ∈ N0 there
must be matrix coefficients G jn,k ∈ Rdn×dk , dk :=
(
k+d−1
d−1
)
, k ∈ N0, such that
x jpn(x) =
n+1∑
k=0
G jn,kpk(x).
Integrating this against p0, . . . , pn+1, we find that〈
(·) jpn, p>n+1
〉
= G jn,n+1
〈
pn+1, p>n+1
〉
〈
(·) jpn, p>n
〉
= G jn,n
〈
pn, p>n
〉
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(·) jpn, p>n−1
〉
= G jn,n−1
〈
pn−1, p>n−1
〉
〈
(·) jpn, p>k
〉
=
〈
pn, (·) jp>k
〉
= 0, k = 0, . . . , n − 2,
from which the (implicit) three term recurrence relation follows:
x jpn(x) = An, jpn+1(x)+ Bn, jpn(x)+ Cn, jpn−1(x), (3)
where for n ∈ N0 and j = 1, . . . , s the matrices An, j ∈ Rdn×dn+1 , Bn, j ∈ Rdn×dn and
Cn, j ∈ Rdn×dn−1 are given by
An, j = G jn,n+1 =
〈
(·) jpn, p>n+1
〉 〈
pn+1, p>n+1
〉−1
,
Bn, j = G jn,n =
〈
(·) jpn, p>n
〉 〈
pn, p>n
〉−1
,
Cn, j = G jn,n−1 =
〈
(·) jpn, p>n−1
〉 〈
pn−1, p>n−1
〉−1
,
(4)
cf. [8,17]. Our goal is to transform (3) into an explicit recursive representation for pn+1. An
immediate method to obtain such an explicit formula as described in [8, Theorem 3.2.5] is a left
multiplication of (3) by a pseudo-inverse of An, j and then a rearrangement of terms, cf. [1], but
here we aim for more a more explicit form. To that end, we restrict ourselves to the case of the
monic orthogonal polynomial vectors mn ∈ Π dnn , formed by mα(x) = xα + qα(x), qα ∈ Π|α|−1,
|α| = n, and note that
xα+ j + x j qα(x) = x j mα(x)
= e>α
(
An, jmn+1(x)+ Bn, jmn(x)+ Cn, jmn−1(x)
)
= e>α An, j (xn+1 + qn+1)+ e>α
(
Bn, jmn(x)+ Cn, jmn−1(x)
)
,
where the canonical unit vectors  j and eα are a d-dimensional vector with zeroes except one
value 1 at position j and a column vector with zeroes except a 1 in the position corresponding to
α, respectively. Comparing terms of order n + 1 in this identity then yields that(
An, j
)
α,β
= δα+ j ,β
and therefore e>α An, j (xn+1 + qn+1) = mα+ j (x), so that
mα+ j (x) = x j mα(x)− e>α
(
Bn, jmn(x)+ Cn, jmn−1(x)
)
= e>α
(
x j mn(x)− Bn, jmn(x)− Cn, jmn−1(x)
)
,
that is, for j = 1, . . . , d such that α j > 0, and supposing now |α| = n + 1
mα(x) = e>α− j
((
x j I − Bn, j
)
mn(x)− Cn, jmn−1(x)
)
, (5)
with the convention that eγ = 0 whenever γ contains a negative component. Summing over (5)
yields for |α| = n + 1 the more symmetric form
mα(x) = 1c(α)
d∑
j=1
e>α− j
((
x j I − Bn, j
)
mn(x)− Cn, jmn−1(x)
)
, (6)
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where c(α) = # { j : α j > 0}. Therefore,
mn+1(x) =
∑
|α|=n+1
eαmα(x)
=
( ∑
|α|=n+1
1
c(α)
d∑
j=1
eαe>α− j x j
)
mn(x)
−
d∑
j=1
( ∑
|α|=n+1
1
c(α)
eαe>α− j
) (
Bn, jmn(x)+ Cn, jmn−1(x)
)
.
These findings can be summarized as follows.
Theorem 8. The monic orthogonal polynomial vectors mn , n ∈ N0, satisfy the explicit recurr-
ence relation
mn+1(x) = An(x)mn(x)− Bnmn(x)− Cnmn−1(x), x ∈ Rd , (7)
with the matrices
An(x) =
n∑
j=1
Ln, j x j , Bn =
n∑
j=1
Ln, jBn, j , Cn =
n∑
j=1
Ln, jCn, j , (8)
and the shift matrices
Ln, j =
∑
|α|=n+1
eα e>α− j
c(α)
, j = 1, . . . , d. (9)
Remark 9. While the recurrence formula in (7) has the advantage of being symmetric and
appealing from a theoretical point of view, it might nevertheless be useful to use the equation
(5) for any component of mn+1 separately and to pick an appropriate specific value of j to obtain
a better numerical behavior.
What remains is to derive a simple and more or less direct computation of the matrices
Bn, j and Cn, j , avoiding the evaluation of inner products as far as possible. Starting with the
computation of Cn, j , we consider the matrices Dn, j ∈ Rdn×dn−1 , defined as
Dn, j =
〈
(·) j mn,m>n−1
〉
=
〈
mn, (·) j m>n−1
〉
=
[〈
mα˜, (·)β˜+ j + (·) j qβ˜
〉
: |α˜| = n|β˜| = n − 1
]
=
[〈
mα˜,mβ˜+ j
〉
+
〈
mα˜, (·) j qβ˜ − qβ˜+ j
〉
: |α˜| = n|β˜| = n − 1
]
=
[〈
mα˜,mβ˜+ j
〉
: |α˜| = n|β˜| = n − 1
]
=:
〈
mn, τ jm>n−1
〉
,
with the shift operator τ j , defined by τ jmk =
[
mα+ j : |α| = k
]
. It is important to note that
Dn, j is just a submatrix of the Gramian
〈
mn,m>n
〉
and thus can be obtained from the Gramian
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without any further computational effort. Once Dn, j is computed, we immediately have that
Cn, j = Dn, j
〈
mn,m>n
〉−1
, (10)
so that the coefficients Cn, j of the three term recurrence depend entirely on the Gramian. So,
what remains, is the computation of the Gramian
〈
mn,m>n
〉
. To recall the well-known process
that defines the Gramian in terms of the moment matrices, we first observe that〈
mn,m>n
〉
=
〈
xn + qn, (xn + qn)>
〉
=
〈
xn, x>n
〉
+
〈
xn, q>n
〉
+
〈
qn, x>n
〉
+
〈
qn, q>n
〉
.
Taking into account that〈
xn, q>n
〉
=
〈
xn + qn, q>n
〉
−
〈
qn, q>n
〉
= −
〈
qn, q>n
〉
we thus obtain that〈
mn,m>n
〉
=
〈
xn, x>n
〉
−
〈
qn, q>n
〉
. (11)
To compute the inner product
〈
qn, q>n
〉
we set Xn := [xα : |α| ≤ n] and recall that the coefficient
vectors q̂n of qn are computed as
0 =
〈
Xn−1,m>n
〉
=
〈
Xn−1,X>n−1̂qn + x>n I
〉
=
[〈
Xn−1,X>n−1
〉 ∣∣∣〈Xn−1, x>n 〉] [̂qnI
]
=
〈
Xn−1,X>n−1
〉
q̂n +
〈
Xn−1, x>n
〉
,
hence,
q̂n = −
〈
Xn−1,X>n−1
〉−1 〈
Xn−1, x>n
〉
, (12)
and so〈
qn, q>n
〉
= q̂>n
〈
Xn−1,X>n−1
〉
q̂n
=
〈
xn,X>n−1
〉 〈
Xn−1,X>n−1
〉−1 〈
Xn−1,X>n−1
〉 〈
Xn−1,X>n−1
〉−1 〈
Xn−1, x>n
〉
=
〈
xn,X>n−1
〉 〈
Xn−1,X>n−1
〉−1 〈
Xn−1, x>n
〉
.
Substituting this into (11), we thus find that〈
mn,m>n
〉
=
〈
xn, x>n
〉
−
〈
xn,X>n−1
〉 〈
Xn−1,X>n−1
〉−1 〈
Xn−1, x>n
〉
, (13)
which is the well-known Schur complement of the moment matrix of order n − 1, Mn−1 =〈
Xn−1,X>n−1
〉
in the moment matrix of order n, Mn =
〈
Xn,X>n
〉
.
The computation of Bn, j requires
En, j =
〈
(·) jmn,m>n
〉
= [〈(·) j mα,mβ 〉 : |α| = |β| = n] .
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Since 〈
(·) j mα,mβ
〉 = 〈(·)α+ j + (·) j qα,mβ 〉
= 〈mα+ j − qα+ j + (·) j qα,mβ 〉
= 〈(·) j qα − qα+ j ,mβ 〉 ,
we can use the translation matrix
Tn, j :=
∑
|α|=n
eαe>α+ j
and the identities
(·) j qα = (̂qneα)> Tn, jXn = e>α q̂>n Tn, jXn,
qα+ j =
(̂
qn+1T>n, jeα
)>
Xn = e>α Tn, j q̂>n+1Xn,
to derive the matrix form
En, j =
(̂
q>n Tn, j − Tn, j q̂>n+1
) 〈
Xn,m>n
〉
=
(̂
q>n Tn, j − Tn, j q̂>n+1
) 〈
mn,m>n
〉
.
Consequently, by means of (4) and (12),
Bn, j = En, j
〈
mn,m>n
〉−1 = (̂q>n Tn, j − Tn, j q̂>n+1)
= Tn, j
〈
x>n+1,Xn
〉 〈
Xn,X>n
〉−1 − 〈x>n ,Xn−1〉 〈Xn−1,X>n−1〉−1 Tn, j
that can again be computed entirely in terms of matrix products that also appear in the
computation of the Schur complement. Also keep in mind that the multiplications with Tn, j
only correspond to extracting and rearranging certain submatrices, so that they can be performed
without any computational effort.
Summarizing, we can thus state that the coefficients in the explicit three term recurrence
relation and thus the orthogonal polynomials themselves can be computed directly as soon as the
moment matrices Mn , n ∈ N0, are known.
5. Evaluation algorithms
We finally use the results from the preceding chapter to define evaluation algorithms for
polynomials given in terms of a monic orthogonal basis. As already mentioned, (5) and (6) give
two different explicit three term recurrence relations to compute monic orthogonal polynomial
basis, and while (6) is more pleasing from a theoretical point of view, it is, of course, more
expensive and thus less attractive from a computational point of view. Moreover, (5) also
gives additional freedom by choosing the variable x j appropriately. In each iteration of the
recurrence we may thus choose freely some j ∈ s(α). Before proposing strategies for the
choice of the index j , we briefly review the univariate case, mainly in the well studied case of
Chebyshev polynomials (see [2,4]). There, the rounding error in the evaluation of polynomials
in a Chebyshev basis, that is, of finite Chebyshev series grows linearly with the degree inside the
domain, but quadratically close to the ends, and the discrepancy is even greater when evaluating
derivatives, see [4]. This observation motivated the development of evaluation algorithms that
apply different evaluation strategies in dependency on the evaluation point. Based only on the
416 R. Barrio et al. / Journal of Approximation Theory 162 (2010) 407–420
experiences from the univariate case, we propose two basic strategies for selecting j in (5) when
evaluating a point x ∈ Rd in the multivariate case:
1. Choose j such such that∣∣∣x j − xcj ∣∣∣ = mink∈s(α) ∣∣xk − xck ∣∣ ,
where xcj is the center of the projection of the support of the measure µ to the axis x j .
2. Choose j such that∥∥∥e>α− j (x j I − Bn, j )∥∥∥ = mink∈s(α) ∥∥∥e>α−k (xkI − Bn,k)∥∥∥ .
The first strategy can be adopted for points in the interior of the domain, whereas the second one
can be adopted for points near the boundary where larger rounding errors are to be expected as we
know from the behavior of classical univariate orthogonal polynomials at the end of the interval,
cf. [2]. Whichever strategy we choose, we denote by j (α) the index that has been selected for a
given multi-index α.
Considering all orthogonal polynomials of the same total degree at the same time, we have,
using (5) and the notation Eα,β = eαe>β , |α| = n, |β| = n − 1, for the canonical matrix basis of
Rdn×dn−1 , that
mn(x) =
∑
|α|=n
eαmα(x)
=
(∑
|α|=n
Eα,α− j (α)x j (α) − Eα,α− j (α)Bn−1, j (α)
)
mn−1(x)
−
(∑
|α|=n
Eα,α− j (α)Cn−1, j (α)
)
mn−2(x),
so that we can write the recurrence as
m0(x) = 1, m1(x) = Â1
mn(x) = Ânmn−1(x)+ Ĉnmn−2(x),
(14)
where Ân ∈ Rdn×dn−1 and Ĉn ∈ Rdn×dn−2 are given by
Ân =
∑
|α|=n
Eα,α− j (α)
(
x j (α)I − Bn−1, j (α)
)
, Ĉn = −
∑
|α|=n
Eα,α− j (α)Cn−1, j (α). (15)
Note again that the index j (α), and so the variable x j (α), depends on α and satisfies j (α) ∈ s(α)
for |α| = n, and that j (α) can be chosen, for instance, according to one of the two strategies
commented above. If we do not want to perform this choice on each α, then we may use instead
the symmetric formula (6) and the three term recurrence relation given by (7) directly.
Now suppose that we are given a polynomial in terms of the monic orthogonal basis, or,
equivalently, a finite series of monic orthogonal polynomials
Sn(x) =
n∑
j=0
c>j m j (x). (16)
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Such a finite series could be originated, for instance, from the Fourier orthogonal series that gives
the best L2-approximation with respect to a given inner product. Given a function f ∈ L2(dµ)
we can write its Fourier series expansion [8] with respect to {m j (x)} as
f ∼
∞∑
j=0
c>j ( f )m j (x), c>j ( f ) =
∫
f (x)m j (x)dµ.
Now, we may define the nth partial sum of the Fourier orthogonal expansions as in (16) and
denote it by Sn f (x). Then the classical theory of orthogonal series identifies Sn f as the best
approximant to f from Πn with respect to the Hilbert space norm ‖·‖2 = 〈·, ·〉.
Returning to evaluation algorithms, we observe that (14) immediately and directly can be
converted into a first algorithm, a Forsythe-type algorithm, cf. [2,3], for the evaluation of (16).
FORSYTHE ALGORITHM
m0(x) = 1, m−1(x) = 0, f0 = 0,
for j = 1 to n
f j = f j−1 + c>j−1 m j−1(x),
mk(x) = Âk(x)mk−1(x)+ Ĉk mk−2(x),
end
Sn(x) = fn + c>n mn(x)
Recall that the Forsythe-type algorithm is a forward algorithm, that is, it begins from the
lowest degree up to the highest one, n. This procedure is known to provide a relatively poor
numerical performance when looking at the rounding error propagation, because, typically,
the modulus of the coefficient vectors decreases with n — at least, when we consider partial
sums of a convergent orthogonal series, which happens in particular in the situation of L2 best
approximants of continuous functions with bounded support.
A different algorithm, a so-called Clenshaw-type algorithm, can also be obtained from (14),
cf. [2,3] for the univariate case. In fact, we have the following procedure.
CLENSHAW ALGORITHM
qn+1 = qn+2 = 0
for k = n to 0 by −1
qk = c>k + qk+1(x) Âk+1(x)+ qk+2(x) Ĉk+2,
end
Sn(x) = q0
Here, qk ∈ R1×dk . Equivalently, the Clenshaw algorithm can also be formulated by means of
transposes as
q˜k = ck + Â>k+1(x j )˜qk+1(x)+ Ĉ>k+2˜qk+2(x). (17)
Proposition 10. For n ≥ 2 the Clenshaw algorithm evaluates the finite series (16).
Proof. By induction. For n = 2 the algorithm gives
q2 = c>2 ,
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q1 = c>1 + q2Â2 = c>1 + c>2 Â2,
q0 = c>0 + q1Â1 + q2Ĉ2 = c>0 + (c>1 + c>2 Â2) Â1 + c>2 Ĉ2
= c>0 + c>1 Â1 + c>2 Â2Â1 + c>2 Ĉ2.
On the other hand, by using recurrence (14),
S2(x) = c>0 m0 + c>1 m1 + c>2 m2
= c>0 + c>1 Â1 + c>2 (Â2Â1 + Ĉ2)
= c>0 + c>1 Â1 + c>2 Â2Â1 + c>2 Ĉ2.
Now assume that the induction hypothesis holds for some n ≥ 2. Then, by (14),
Sn+1(x) =
n+1∑
j=0
c>j m j (x) =
n∑
j=0
c>j m j (x)+ c>n+1mn+1(x)
=
n∑
j=0
c>j m j (x)+ c>n+1
(
Ân+1(x)mn(x)+ Ĉn+1mn−1(x)
)
=
n−2∑
j=0
c>j m j (x)+
(
c>n−1 + c>n+1Ĉn+1
)
mn−1(x)+
(
c>n + c>n+1Ân+1(x)
)
mn(x)
=:
n∑
j=0
c˜>j m j (x) =: S˜n(x).
By the induction hypothesis, S˜n can be computed by the Clenshaw algorithm with the coefficients
c˜n = cn + Â>n+1(x) cn+1, c˜n−1 = cn−1 + Ĉ>n+1cn+1
as well as c˜ j = c j , j = 0, . . . , n − 2. Specifically, this computation yields
q˜n(x) = c˜>n = c>n + c>n+1Ân+1(x) = qn(x)
q˜n−1(x) = c˜>n−1 + q˜>n Ân(x)
= c>n−1 + c>n+1Ĉ>n+1 + c>n Ân(x)+ c>n+1Ân+1(x)Ân(x) = qn−1(x),
where qn(x) and qn−1(x) denote the intermediate results of the Clenshaw algorithm of order
n + 1. Since the remaining coefficients c j and c˜ j coincide, the algorithm yields the same final
result, thus completing the induction. 
In the univariate case, only the Clenshaw algorithm is used due to its lower computational
cost and its better stability properties. Therefore, we briefly study the numerical stability of our
multivariate Clenshaw algorithm.
Recall that dn =∑nk=0 dk is the dimension of Π dn and let us denote by |A| the matrix whose
(i, j)-entry is the absolute value of the corresponding (i, j)-entry of A. The comparison matrix
of a matrix A = (ai j )1≤i, j≤n is denoted byM(A) = (mi j )1≤i, j≤n and is given by mi j = |ai j |
if i = j and mi j = −|ai j | if i 6= j . By using the block matrix formulation, (14) can be written
as the solution of the linear system Mq˜ = c (see also [3]), where q˜ = (˜q0, q˜1, . . . , q˜n) ∈ Rdn ,
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c = (c0, c1, . . . , cn) ∈ Rdn and M ∈ Rdn×dn is given by
M =

Id0 −ÂT1 −ĈT2
. . .
. . .
. . .
Idn−2 −ÂTn−1 −ĈTn
Idn−1 −ÂTn
Idn
 . (18)
Since the evaluation through the Clenshaw algorithm is equivalent to solving by substitution
the previous triangular system, we can apply classical results on backward error analysis of
triangular systems. For instance, Theorem 8.5 of [12] gives the following result: assuming that
the unit roundoff u satisfies that dnu < 1, then the computed solution fl(˜q) through the Clenshaw
algorithm satisfies
(M +∆(M))fl(˜q) = c, |∆M| ≤ d
nu
1− dnu |M|, (19)
where M is the matrix given by (18). Analogously, we can also derive forward error bounds. For
instance, we can apply Theorem 8.10 of [12], and deduce that the computed solution through the
Clenshaw algorithm satisfies
|˜q− fl(˜q)| ≤ ((dn)2 + dn + 1)M(M)−1|c|, (20)
where u is the unit roundoff andM(M) is the comparison matrix of M.
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