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1. Es wird zuerst ein gewisser Matrixalgorithmus SMA (und seme 
Sprungform S:MS) für verschiedene linearalgebraische Zwecke, z. B. für 
Rangerzeugung (SrMA), Inversion einer Matrix (SiMA) als Vorbereitung auf-
gezeigt. Dann wird darauf der Lösungs-1VIatrixalgorithmus (SIMA) für ein 
allgen::eines lineares Ungleichheits- und Gleichungssystem, sonst mit in-
teressanten theoretischen und methodischen Erfahrungen angebaut. Endlich 
kommt seine Anwendung bei nichtlinearen Verhältnissen, samt einer gewissen 
Yerbesserung und mit Schlußbemerkungen. 
Unser SMA, SMS und seine Varianten hatten schon mehrmal eine Rolle 
in unseren Aufsätzen [1, 2] und größeren Arbeiten [3,4] uzw. als Simplex-
Matrixalgorithmus (SMA) und -llrIatrixspnmg (SMS) zur Lösung linearer 
Optimierungen llnd vencandter Aufgaben (z. B. zu Transportoptimierung, 
ganzzahlige bzw. quadratische Optimierung, TscHEBYScHEFF-Approximation 
usw.) gespielt, diese Beziehungen werden hier also nur erwähnt, aber nicht 
behandelt. Schon hier kann man die günstige Programmierungserfahrungen 
des SMA, z. B. auf dem ELLIOTT-803-Automat und für die ALGOL-Sprache 
aussprechen. 
2. Es sei eine lVlatrix A = A o vom Typ (n X m) mit Spaltenvektoren aj und 
Zeilenvektoren a l und Elementen aij angegeben, d. h. 
( . 1 ') . 1 ') ') 1. = ,M, ... , n; ] = ,~, ... , 1n • (la) 
Um ihre Rangzahl r = Q (A) < min (n, m) zu bestimmen, tauscht man zuerst 
einen Vektor a 1 von Au mit einem Vektor e" der Ausgangs- (Einheits-) Basis 
(i, h = 1,2, ... , n) (lb) 
aus und bekommt so die Matrizen 
(2 a,b) 
* Geschrieben während der Fachreise Lyon-Grenoble-Paris im März-Juni 1969: 
teilweise vorgetragen an den Technischen Hochschulen von Aachen und Zürich, französisch 
im Institut Poincare von Paris im Juni 1969. 
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BI ist eine neue Basis, wenn ihre Determinante 
ist, d. h. eie Austauschvektoren al und ek nichtorthogonal, das Pivotelement 
ak/ nicht gleich Null sind. Späterhin soll man die Matrix Al auf die neue 
Basis BI (akl ~ 0) transformieren, uzw. durch ihr Links-Multiplizieren mit der 
Inverzbasis B I I , d. h. (mit )J = Ijakl) 
(3a) 
(3b) 
ihre Vektoren sind offenbar 
Die ;\fatrix Al ist also die (auf BI) transformierte Form der (von A o durch 
Vektoraustausch) modifizierten Matrix A~. Der bisherige erste Schritt (SMAI) 
steckt einen Basisvektor e" in die Matrix At) (statt dem nichtorthogonalen 
Vektor al, sonst in die Basis BI) umgekehrt) ein, dann transformiert er die 
so modifizierte Matrix A~ auf die neue Basis BI in die Form Al' 
Auf Grund des ersten Schrittes läßt sich der ganze Algorithmus (S;\IA) so 
erklären: man steckt je eins die Basisvektoren e/{. e"l ... , el'q .... ekr_! (die 
offenbar linear anabhängig sind) in die Matrizen A w Al' .... A q• • •• A r - 1 
( d '1 P . 1 1 I ,- k (1) (q) statt en, zu Ilrenl aar nlc ItortIlogona en • e -toren (11, all. . .•. (llg · • •••• 
at::l), sonst in die Basen B o' BI. . ... Bq. . .. , B r_ l umgekehrt) ein. 
inzwischen transformiert je cins die so modifizierte Matrizen A~, A~, .... 
A~-!-lo ... , A~ auf die nencn Basen BI' B 2, ••• , Bq-!-l ... , Br in die Formen 
Al' A 2, ••• , Aq-!-h .... Br ,immer beziehungsweise. Nach diesen Richtlinien 
ergibt sich der zweite Schritt (SMA~) kurz so: 
dann em allgemeiner, z. B. q + I-tel' Schritt des Algorithmus (SMAq-!-l), 
ERGEB!'aSSE eBER ,IIATRIXALGORITHMEN 133 
gleichzeitig die rekursive Formel des SMA noch kürzer so: 
(5a,b) 
q 
q+l=1,2, ... ,r, f'q=l!ak~}q, IBq+11 = II aJ!:,\p =1= o. 
p=o 
Unser SMA endet automatisch dadurch, daß alle freien Vektoren (Ir) (j , - lq) der Matrix Ar schon orthogonal zu allen freien Basisvektoren 
ei (i kc) sind, also 
(6) 
:\Ian kann schon nicht mf" hr einen freien Basisvektor ed i _' kq) regulär (a~j) _ / 0) 
in die ~Iatrix Ar statt ihren freien Yektoren aY) (j -:-"- lq) hineinstecken, alle (Ir) (j lq) sind also kompatibil mit den, durch den eingesteckten Basisvek-
toren e,,, e"" ... ,ekq' ••• , ekr_, generierten Unterraum E~) des euklidischen 
Raumes En. Die Anzahl r dieser generierenden Vektoren e,., oder der ein-~ nq 
steckenden algorithmischen Schritte SMA:)+ 1 liefert uns offenbar die gesuchte 
Rangzahl r = Q(A). 
3. Unseren SMA kann man so heschleunigen, daß man 2, 3, ... oder alle r 
Schritte in einem Sprung zusammenfaßt. Unter Voraussetzung des letzten 
günstigen Falles und der speziellen (uzw. längs der Hauptdiagonale) Auswahl 
der (von ~ull verschiedenen) Pivotelemente a11' a~~, ... , a\';.-l) (d. h. kq = lq 
q 1), macht man den entsprechenden Gruppenallstallsch 
(7a) 
mit der regulären Pivotmatrix Arr, JArri . / 0, dann die Transformation der 
Matrix A; = [ER' AM] auf die Basis 
III die Form Ar sprungweise (also von A o ausgehend, unmittelhar) durch 
unsere Formel (SMS) 
(8a) 
oder durch ihre ausführliche Form (§MS) 
Das gilt sinngemäß auch für L 2, ... , Q < r, aber bei Q = T (Rangzahl) 
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mit der (aus den vorigen folgenden) Eigenschaft A~n = Anm - Anrr rrArm = O. 
Daraus kann man wohl die Struktur der Endmatrix A. beurteilen, was später 
sehr nützlich wird. 
Im praktischen Rechnen arbeitet man statt (7 a, b) und (8a) mit ihren 
allgemeineren Formen 
(9a,b) 
r-1 
'B ' ' A I II =1= 0 I rl = I~ I<.Li = akglQ , 
Q=O 
(9c) 
aber jetzt durchschneiden sich die zu (8b) sinngemäß analogen Blöcke und 
darum zeigen sie die Struktur von Ar jetzt nicht so anschaulich. wie diesel-
ben von (8b). 
4. Aus den vorigen folgt unmittelbar, daß die Endmatrix Ar (des SMA 
oder SMS) im Falle der Regularität von A - AI)' cl. h. bei 
n = m = r [Typ(A) = 11 X m, Q(A) = r], (10) 
so bei AR = AR = A, ER = ER = E in der Art 
An = A-(A-E). A -1 (A+E) = A-(A-E) - (E-A -1) = A -1 (ll) 
gen au gleich mit der Invers von A = A o' Wendet man also den speziellen 
(UZ'L der Wahl kq = lq = q+l entspechenden) SiMA 
A -B-l A' - A 1 (a(q) q+1 = q+l ~ q+l - ~ q - q71 
aq-I!J-'-:-l 
(12) 
(q+ 1 = 1,2, ... ,11; Uq-:-l;4-:-1 =!= 0) 
auf eine reguläre Matrix A == A o (n = m = r) an, liefert er nach n Schritten 
die Inversmatrix A -1 = An. Inzwischen soll man im praktischen Rechnen 
eventuell bei einigen Schritten Spaltenaustausche verwirklichen (und diese 
auch zurückkehrend in Betracht ziehen), d~mit die Forderung aq~~),q+1 ~ 0 
immer erfüllt sei. 
5. Und wie kann man unseren SMA und SMS zur Lösung eines allge-
meinen (n # m, oder n = m > r, oder n> m = r, oder m> n=r) linearen 
Ungleichheits-, speziell Gleichungssystem (US bzw. GS) anwenden? Ohne Be-
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schränkung der Allgemeinheit darf sich ein ursprüngliches US [eventuell 
nach Multiplizieren mit (-1) einiger Ungleichheiten J in der Form 
Ao x (nxm) (n) [al' ... ,a'1' ... ,amJrXl1<ralol =~o ... ... ( ) 
Xj aiO 
... '" 
X m X uo 
(13) 
zeigen. Durch linkseitige Einführung des nichtnegativen Differenzvektors 
l:;)= [uJ < 0 und durch gewisse Umor.~mmgen ergibt sich daraus das (er-
weiterte) äquivalente Gleichungssystem (AGS) 
Und wenn man jetzt zweckmäßig die nichtorthogonalen Vektoraustausche 
inzwischen die Transformationen der erweiterten Vektorgleichung auf Basen 
BI' B~, ... , BH1, ... , Br - genau durch unseren SiMA, als SIMA - nachein-
ander verwirklicht, 80 ergeben sich die expliziten Herstellungen 
mit 
[JT A, r::~:l' "·'I~:+ll=Aq+l.r -~l 
: uq+2 uq+1 
-xm : -Xq+2 
LU" 
[Xr] = r'~l 
U" X 
r 
u r +1 
A~ = [a(q+1) A J - [a(lf> !>(q)(a(q) e ). q+l - 0 , q~l - 0 - Uo q~l - q-l , 
.," . ., 
A - y (a(q) q q q+l q+1=1,2, ... ,r. 
(14b) 
(14c) 
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Mit Hilfe unseres erweiterten SMS kann man schreiben, daß die allgemeine 
Lösung des US 
[Xr J=[ ö~ r" d,m 1 [ 1 r U n afJo-Anr(5~) -Anrrrr Onm. -Ur 
[öYJ = rrr aro , r - Q (Ao»), -x))] (15 
= [Öm I rrr( Ur) .llrm( X m)] - rO --;-
a(r) 
-Allrrrr( Ur) °nm( rO X m) 
mit dem ganz freien Parameter X m und mit dem nichtnegatiyen, sogar auch 
durch die Kompatibilitätsbedingung (KB) 
o 0) (16a) 
beschränkten Parameter Ur ist. 
Hat man speziell ein lineares GS, so soll offenbar Ur = 0 und auch 
Un = 0 sein, folglich die vorige KB sich in die Form 
a(r)=O 
no (16b) 
vereinfachen. Erfüllt eventuell nicht die KP, so hat das US bzw. GS gar keine 
Lösung. 
Im Fall der Regularität, d. h. bei n = m = r ergibt sich die Lösung 
des US bzw. GS nach n Schritten in der einfachen Form (ohne KB) 
(17b) 
Im Einklang mit (11), (12), (14b), und (15). 
Im praktischen Rechnen arbeitet man statt (12) mit (5a) als SIMA, 
aber so verliert (15)-wegen Durchschnitten der Blöcke - ihre anschauliche 
Struktur. 
Beispiel 1. Zu lösen ist das (ursprüngliche) lineare Ungleichheitssystem 
A"X=[ ! 1 1 ') 8 ~l r:: <r 3'== a o' -6 1 1 7 -21 2 3 3 11 ;) ;\:3 7 
-2 ') -1 -1 -;) 3 x 7 .:... 
-[ 
2 4 2 2 6 2 x 5 L 14J 
LX6 
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oder statt dessen das äquivalente (erweiterte) lineare Gleichungssystem 
(0 311 
3 -6 1 
4 :2 3 
2 8 
1 7 
3 11 
1 -;) 
2 6 
21 r 1 1 = Ao(-x), 
, 
-2 2-1 
242 
5 -Xl 
5 -X2 
-3 -X3 
2-.1 -X.j 
-X5 
L -X6 -.1 
HZW. durch unseren SIMA nach (5a). -
l' I 
Erster Schritt (al~ = L so ll] ~ x~): 
rX~1 r 3 3 1 
u~ -3 21 6 
Zl3 1 -2 -2 
Zl .. 1 8 ') 
LZl5...1 L 
') 
-10 -4 
1 :2 
~ 13 
• 
1 1 
-3 -;) 
') 6 
2 
2 
L 4·...1 
8 :2 1 
.:>;) 17 
5 1 
-21 7 
-26 -6 
-.1 
Zweiter Schritt (aW = L so !l3 ~ x3 ): 
r 1 
-I = A1( -Yl)' 
---
--Xl 
-lll 
-X3 
-X4 
--X5 
L -X6-.1 
2 -2 :2 -1 
,.,=rxrr 2 5 3 -1 3 -3 1-1 r ___ ~ -I = A2( -Y2)' 
!l~ -10 35 20 -7 20 90 10 -Xl 
x 3 1 2 2 1 -1 -;) 1 -!lI 
u,1 4 : 14 -8 3 -8 -36 -4 !l3 
4 i -·14 -8 2 -8 36 LX5 L -Xl 
-X5 
L-X6...1 
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Dritter Schritt (a~~ = 10, so u~ ....... x6 ): 
_1_(a(2) 
(2) 6 a26 
r 11 [-10: 35 20 -7209011), 
9 
1 
-4 
L -4.J 
V'=[X"~r 3 L5 1 X ß -I! 3,4 2 ? ,.. ,.. 
-4 X a ~ -;>,;> 
u.. 0: 
° ° uS.J L 0. 
° ° 
-0,3 1 
-0,7 2 
L7 -3 
0,2 
° 
-0,8 
° 
~ -~:~'J 14 -0,1 
° 0,4 
° 0,4 
__ !_ 1 = A3( -Y:l)' 
-Xl 
-U I 
-u3 
-X4 
-Xs 
u 2.J 
Unser Algorithmus hört jetzt automatisch auf, weil die noch freien Ele-
mente aW(i k = 1,2,3; j ~ / 1 = 2, 3, 6: also i = 4, 5; t j = 1,4,5) alle 
gleich Null, also für das Pivotelement a~1 unbrauchbar sind. Die Rangzahl r 
der urspünglichen Matrix A o und wegen aW = aW = ° dieselbe r der erweiter-
ten Matrix Ao ist gleich der algorithmischen Schrittzahl p, d. h. 
Das End-Gleichungssystem va = Aa( -fia) gibt uns also die allgemeine 
Lösung des Start-Gleichungssystems an, uzw. die Kompatibilitätsbedingung 
o < U s = [u4 ]=[0]-[0 0,2 O,4J[U I ] = aW + Asa r a3 U a (ua > 0) 
U s ° .0 -0,8 0,4 u a 
u z. 
und die allgemeine Lösung für die Haupt- Unbekannten 
-0,3 -O,lj[Ul j- [ 1. ';>.-0,7 0,1 lla 3,4 
1,7 -0,1 U z -5,5 
1 
2 
-3 
Im Falle des (ursprünglichen) Gleichungssystem sind alle ll; = 0; 
a~3J = a~~ = ° erfüllt sich die Kompatibilität. 
Damit ist unsere Aufgabe ganz gelöst. 
weaen 
" 
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6. Bf'trachten wir endlich, wie man eyentuell unseren SMS zur Lö-
sung eines nichtlinearen, reellen USo oder GS an'wenden kann. Es sei also 
ein ursprüngliches US 
a (x) (18a) 
d. h. mit stetigen (I(:J~), (I'(x) = A(x) und a"(x) = 5ll(x) in einem konvexen 
Bereich K c E", gegeben. Weiter liege eine grobe annähernde Lösung x eO) 
des GS (I(x) (10 auch in K, gesamt mit seiner geschlossenen R-Umgebung: 
[J R(X(O) C K. Sonst ist (I(x), a o E En und im allgemeinen n " m. 
Einer einfachen Behandlung halber sei hier n = m [d. h. A(x) quadra-
tisch 1, sogar 
n = m = r= Q[A(x)] für Vx EK (18a') 
[d. h. A(x) regulär: iA(x)! " 0 in K]. Substituiert man a(x) mit semem 
TAYLoR-Polynom ersten Grades in der Umgebung von x eO) für das linearisierte 
US (lUS) 
(18b) 
dann führt links den nichtnegativen Differenzvektor .du E En , nebst eine 
U mordnung ein: 
(18c) 
(19) 
so erscheint das zu (13b) analoge ( erweiterte) äquivalente linearisierte Glei-
chungssystem (ÄIGS), jetzt aber mit variablen (d. h. von den Annäherungen 
x(°l, x(l), ... x(q+!), . .• abhängigen) Koeffizienten. 
Unter diesen Umständen verändert sich unser Lösungsalgorithmu s SIMA 
nach (14b) nur darin, daß man nach jedem, so auch dem q-ten Kleinschritte 
aus der expliziten Herstellung 
(20a) 
bei GS-Bedingung (in den ersten q Koordinaten) Llllq = 0 und bei Anfangs-
bedingung (in den letzten n -q Koordinaten) .Jxn = 0, also bei NuTlbedingung 
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c1y<q) = 0 den ([-ten Korrektionswert c1xq = CXb~ (X(q-l» bestimmt, * und damit 
die neuere Lösungsannäherung 
x(q) X(q-l) c1x(q) = [,J;(q-l)' + [CX~~(X(q-l» I (x~q-l) = x~O» x~) J 0 [q = 1,2, ... , n; cx~q) = Bq:~-l cx(q-ll] (20b) 
ausrechnet. Dann bildet man die Funktions1Certe cx~q)(x(q» und Aq(x(q») für 
den folgenden, also q + I-ten Kleinschritt, der - durch die Formel (12) und 
nach dem Muster (3c) die neuere explizite Herstellungen als die Formel 
unseres »dynamischen« SdMA 
JV(q~l) = [cx6q)·--a~q~1 Yq-'-l(Uq-'-l--ek+t)]x(q) ...L 
[Aq - i'q+1(Uq+1 eq-'..1)(a$+1+eq-1)]X(q)· (-Jy(q+l) = 
= cxW U(x,(q» + Aq-'-l( x(q» . (_Jy(q-l» 
(2Ia) 
liefert. Um schon durch die Kleinschritt-Lösungen ;r(q) ohne Schwanken, 
immer näher der exakten Lösung x(), so auch einp!: wirklichen Konvergenz-
beschleunigung zu kommen, soll man die Auswahl jedes Pivotelementes ak;1q 
an der Hauptdiagonale nach der absoluten Engpaß-Regel** 
n;tin I Qiq) , - mm 
lrkq; i~J.:q. 
(q=l, 2, ... , q-I) (2Ib) 
durchführen. Hier war - bequemlichkeitshalber - die natürliche Reihen-
folge k" = q + 1 vorausgesetzt. 
Nach dem letzten. also noten Kleinschritt entsteht für das US die Lage 
oder mit zweckmäßiger Schreibweise - der erste Großsehritt 
(22b) 
und derselbe für das GS bei Ju(n) = 0 in der Form 
(22c) 
Ist die Startannäherung x(O) genug nahe zur genauen Lösung x( >, 
kann man so alle Matrizen A q an der StartsteIle x(O) bilden und nur die Vekto-
ren cx~q) an der Stellenfolge X(q-l) beachten. Statt dem obigen, dynamischen 
~und ** Diese Details erinnern uns an die lineare Optimierung durch unseren SMA. 
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SdMA bekommt man so einen halb dynamischen Sd'MA für das reguläre US 
mit der Formel 
(23a) 
Nimmt man auch alle Vektoren an der StartsteIle x(O), führt dieser statische 
SIMA zur Formel 
(23b) 
wo der SIMA sich also nur bis auf Inversion ohne Ausnützen der gleich-
zeitigen weiteren Korrektionsmöglichkeiten - beschränkte. Dieser Fall ist 
genau der erste Großschritt der NEwTo]';-RAPHso]';-2Vlethode (NRM I ). 
Tfl iederholt man den Großschritt (in n Kleinschritt) von Startannäherun-
gen x(l), x(l!), ,r(lll), ... ausgehend etwa 1-2-3-nwl bei SdMA, etwa 2-3-4-mal 
bei Sd'J\IA und etwa noch mehrmal bei SIMA (oder im großen: bei XRM), 
ergeben sich gewöhnlich schon kaum variable, also der genauen x() sehr 
naheliegende annähernde Lösungen, cl. h . 
. r(N) X(N -- I) "'s .X~() . (24) 
Es ist beachtenswert, daß die sog. modifizierte NRl\I (oder SI'MA) die 
A-Matrizen auch bei den Großschritten an der StartsteIle ;):.(0) rechnet. 
Betrachten wir endlich die rekursiven Formeln für die Großschritte bei 
den 4 erwähnten Algorithmen, um ihre Beziehungen zu heleuchten (mit 
I = 11. l' = 11 I und mit weiteren Yereinfaehungen): 
- .1..Q-'-1 = XQ-,.-I' c~g71(XQ-,.-I') -;- AQ-I(;J..Q-I').(-.JuQ_C1 ) lScßIAJ, 
xQ-- I = xQc.. I ' a~7I(;J.:Q7I') + ro(xQ)· (-.dUQ-'-I) lsci'MA] , (25a-d) 
x Q+I = x Q ro(xQ)cco(xQ) r()(xQ )· (-.JUQc.. I) [ SlMAo NRM ], 
.rQ-'-1 = x Q + ro(xQ)uo(,rQ) + ro(xQ )· (-.JuQ- I) l SImo ;NR~i ] , 
wo es hei GS .JuQ +N = 0 gibt. 
Sonst kennt man aus der Literatur [5] den Beweis und die Formel 
der K011vergenzgeschwindigkeit der zwei letzten Methoden und ähnlicherweise 
kann man auf die Beschleunigung bei den zwei ersten anzeigen. - Auf Grund 
des Obigen ist es nicht schwer, auch den nichtregulären Fall zu behandeln. -
Zum Schluß verweisen wir auf die natürlichen Kontakte dieses Abschnittes 6 
mit der nichtlinearen Optimierung [3]. 
Nach dieser Behandlung und nach den erwähnten Arbeiten [1-4] kann 
man vielleicht den SMA, nebst seinen Anwendungsvarianten als ein Algo-
142 F. FAZEKAS 
rithmus fast »für alles« in der linearen und nichtlinearen Algebra und Optimie-
rung betrachten. 
Beispiel 2. Zu lösen ist im Parallelepipedon 
x" - [0,3 0,3 0,3]* X u = [1. I, 1]* 
das (ursprüngliche) nichtlineare Ungleichheitssystem (US) nach (ISa) 
oder statt dessen das (erweiterte) äquivalente nichtlineare Gleiclzungssystem (AGS) 
durch die Lösung des äquivalenten linearisl:erten Gleichllngssystems (AIGS) 
o ~X2 2X3]'[--}---1 = 2.1'2 -4 -.d.1'1 
-4 2X3 -.dx 2 
-.::Jx3 _ 
uzw. mit Hilfe unseres "dynamischen« SdMA nach (20-21) in Kleinschritten. 
Beginnt man mit der nullten Approximation ;r(O) = [0,5 0,5 0,5]*, be-
kommt man das für .du allgemein gelöste Start-AIGS o nach (ISc) 
o .du = [J.' u 1] = [o.;~ : 1 1 1][ 1 1 = A.u(·r(O») (-J.i') ; 
.Juz 1._;) ,2 1 -4 .Jx1 bei Jx = 0 ist 
_Ju 3 1.00 3 -4 1 -J~2 .:lu = ccll(x(oJ) > O. 
--_1.1'30 
Erster Kleinschritt [die ,)Querschnitte« mit den Hauptachsenelementen 
. d· Q(O) - I - 0"- ,./ Q(O) - I - 1 ,./ Q(O) - I - 1 'r] I SIn. I = alO an - , .... ;) --... 3 = a30/a33 - _____ 3 = a 20/a 22 - ,-;) a so 
wählt man das Pivotelement au = 2x I = 1, den Umtausch JU I -- JX1 und 
die Pivotdyade 
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das für "lv 1 allgemein gelöste ÄlGS1 an beliebiger Stelle X ist: 
dasselbe an der Stelle xAO): 
_1v1 == [JX1] = ,-0,25 1 1 l]r-_J_--J = Ai x(O»)( -.:::lYl) ; 
Llu2 0,75' -2 -1 -6 -.:lu1 bei LlYl = ° ist 
Llus _0,25 • 3 7 2 -.:::Jx2 .du 2 , Llu3 < 0, Llx1 = 0,25 
-Llx3 und so 
die Matrix A1(x) an der Stelle x(l) ist: 
A1(·r(J)) = [-o,.0417 
0.7500 
0,2500 
0.6667 
3 
0,6667 0,6667], 
-1 -6 
-7 -2 
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Zu'eÜer Kleinsclzritt [die Querschnitte mit den freien Hauptachsenele-
t -" d' Q(l) - (I/I (1) - 0 ~ .. O Q(l) - (l)/ (1) - 0 1::>- , 1-Inen en ~ln. 2 =a20 /a22 - - ,I;), 3 =a30 .u33 - -, ~~, "0 a"o 
iQ~l)i <Q~l)l ist] so ·wählt man das Pivotelement aW = -4,x3 = - 2, den 
Umtausch .Jus - Llxs und die Pivotdyade 
das für .:1 V 2 allgemein gelöste ÄlGS 2 an beliehiger Stelle ist: 
1/4x1 
1+3/x3 
3/4xs 
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dasselbe an der Stelle X(l): 
. -0,3333 -1,6667 
7 20 
1,5 3,5 
0'3333]l---~,' --'1 = -3 -Llu1 
-0,5 -Llxz 
-ßu 3 
bei LlY2 = ° ist Llu 2 = 0, .Jx I = 0, ßX3 = -0,1250 und so 
die Matrix _~2(X) an der Stelle ;r(2) ist: 
A2(x: l2» = [-0,00,,12 
-0,0833 
0,0208 
-0,3158 
9 
1.5790 
24,6667 
4,6667 
0'3158]. 
-3,6667 
-0,6667 
Dritter Kleinschritt [man wählt das letzte freie Hauptachsenelemel1t als 
Pivotelemel1t, d. h. aW = 4.(1 xJ --;- (4 --,- 6x 2)!X3 = 24,6667] so den U 11l-
tausch Llu. 2 ~. JX 2 und die Piyotdyade 
) ( ~., , ~") e2 a(2l e-; 
das für ßV3 allgemein gelöste AIGS3 an der Stelle .:r(2) ist: 
ßV3 = [ßx I ]=[-0'0065 i 0.2604 0.064~ 
ßxo -0,0034 i 0,364.9 0,04,0;) 
- I Llx3 -0,0051 [ 0,2973 -0.1892 
0.0812lll J = 
-0,1486 -.du l 
0,0268 JU 2 
-ß1l3 
A~ «"l)( .J'-') = 3·1: - - Y3 : 
bei JY3 = ° ist JU1 = 0, Llx1 = -0,0065, JX 2 = -0,0034; 0X:3 = -0,0051 
und so 
Das ist identisch mit dem Ergebnis des ersten Großschrittes I unseres »dynami-
schen« SdMA, für das ursprüngliche GS a(x) = ao' d. h. 
xg) = X(3) = [0,7852 0,4966 0,3699]*. 
(Inzwischen erwies sich die Regularität der Matrix A(x) im x(O) < X < X(3». 
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Und dies ist für uns - ohne weitere Großschritte ganz genügend. 
Vergleicht man nämlich diesen Ergebnisvektor mit denselben der (hier 
einzelweise mit drei Kleinschritte äquivalenten) Großschritte der bekannten 
:NEIYTO:-; RAPHso;'\-~Vlethode (NRM), d. h. mit den Vektoren 
so sieht man sofort die t'bereinstimmung des Vektors xCI) unseres SdMA mit 
dem Vektor x OIl ) der ::'\R::\I. Das bedeutet hier eine dreimal so große KOll-
l:ergenz-Gesclw;illdigkeit des SdMA als dieselbe der ::'\RM. Offenbar verdient 
also der SdMA das Attribut »konvergenz-beschleunigend«. 
Akzeptieren wir also den ;X,(II des SdMA als annähernde Lösung des 
ursprünglichen GS-s a(x) = (tu Im Sinne von (22c), so ergibt sich dieselbe 
des ursprünglichen USos a(x) (lo im Sinne (22b), wie folgt: 
-,-o()""",-,-o(I,l_'Y'(!) , A('~(~»)(_JI'(:;)) 
'A- ~~ '-" U - "-'G T -~3 'k -', 
0.0640 
0'0812][-LlU1j' 0,1486 -Llu2 
0,0268 - -"lu3 
Zusammenfassung 
Anwcndungszwccke unserer (vorher zur Optimierung benutzten) S::\L~ und S::\IS. 
S}IA Jis rangerzeugender 1Iatrixalgorithmus; rekursive Formel, Beendigung, Kompati-
bilität, Rangzahl. - S::\lS, als Yereilligullg mehrerer Schritte in einem Sprung; ihre Hauptachsen-
und Zickzack-Formen, die Struktur der Elldmatrix. Der Fall der Regularität; hauptach-
siale S}IA und S::\IS, als invertierender ::\Iatrixalgorithmus bzw. :\Iartixsprung. 
Lineares cllgleichheitssystell1, sein äquivalentes Gleichungssystell1 in Matrix- und 
Hypermatrixform. S}IA als Lösungsalgorithmus (SDIA): die Struktur der allgemeinen Lösung, 
die Kompatibilitätsbedingung: der Fall des Gleichullgssystems, der Regularität. Beispiel 1. 
::'\ichtlineares cngleichheitssystell1, sein äquivalentes Gleichungssystem. Dynamischer 
S::\IA als Lösungsalgorithmus (Sd::\IA) in Kleinschritten: Optimierungsanalogien (Nullbedin-
gung, absolute Engpaß-Regel): Formeln für den ersten Großschritt, 'Wiederholungen, Been-
digung: Spezialfälle und Beziehungen in Großschritten. Kom-ergenzbeschleunigung. Beispiel 
2. S::\IA (nebst seinen Varianten) zeigt sich also als ein Algorithmus fast »für alles <I in 
Algebra und Optimierung. 
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