Seismic signal is used for vehicle classification widely. However, this task becomes difficult as a result of various noises. To solve the problem, this paper proposes a novel denoising algorithm which evolves from a nonparametric adaptive tool named empirical mode decomposition (EMD). EMD can decompose signals into a set of zero-mean modes called intrinsic mode functions (IMFs) that can be used to denoise a signal. Unlike other EMD-based de-noising techniques, selecting the noise-free modes to denoise signals, this paper assigns appropriate weights to the modes. In addition, considering the similarities between speech recognition and seismic vehicle classification, an algorithm scheme, consisting of improved Mel frequency cepstral coefficient (MFCC) and artificial neural network, is applied to recognize seismic signals for vehicle targets. The data from DARPA's SensIt project, which contains various seismic signatures from two different vehicle types, is used to evaluate the method. Through experiments, results demonstrate the efficacy of proposed algorithm as compared to traditional MFCC.
I. INTRODUCTION
N OWADAYS, many countries are developing unmanned monitoring system (UMS) for verification of disarmament and peace keeping agreements. UMS is able to monitor large cease-fire territories. Besides, it offers the ability to record data and retrieve information which can be very useful for further analysis [1] . Vehicle classification is one of the most important technologies for UMS.
Ground vehicles can be sensed by infrared, acoustic, seismic, magnetic, and optical sensors. Camera-based systems have experienced wide application recently, partially substituting for some traditional techniques. Methods based on sound and road-pavement vibration are not as common as camerabased techniques [2] . However, seismic and acoustic sensors are characterized by their passive nature, relatively long range, low-power requirements and can be used either during day or at night. In addition, vehicle classification approach based on acoustic and seismic signals provides a portable, easily implemented, and low cost scheme [1] , [3] - [5] . Acoustic and seismic sensors have been employed to detect and classify ground targets widely.
Wind noise can degrade the performance of acoustic sensors significantly. As the wind power increases from 0-1 to 5-6, the recognition rate can decrease more than 12% for the acoustic target classification system based on small-aperture microphone array, although small-aperture array has advantages in noise reduction [4] . Compared with sound signal, seismic wave spreads under earth so it is less sensitive to wind noise, which makes seismic signal is more effective and stable for vehicle classification, especially in wild environments, where wind noise is inevitable and acoustic signals are usually contaminated by strong wind [4] . Besides, seismic sensors that are buried under ground can get rid of adverse weather, such as rain and snow.
The seismic signal of vehicle contains rich information which can be used for target classification. There has been considerable researches about vehicle detection and classification. Several previous methods extract characteristic features from frequency domain of seismic waves [2] , [5] - [7] . In [5] , consecutive Fast Fourier Transform (FFT) components were selected as features. While in [6] , a algorithm named Log-Sigmoid Frequency Cepstral Coefficients (LSFCC) which evolved from MFCC were applied and got a good classification accuracy. Additionally, authors in [8] investigated the use of a time-domain encoding and feature extraction method, to produce simple, fixed-size matrices from complex acoustic and seismic signatures of vehicles for classification purposes.
Although the research of target classification based on seismic signal draws a lot of attention, there are also some difficulties. Initially, the propagation of seismic waves depends exceptionally heavily on underlying geology. Further, it propagates in different forms, different directions, different speeds [6] . Therefore, seismic wave of vehicle is complex and interfered by varied environmental noises. Additionally, it is nonlinear, non-stationary and comprises several signals mainly generated by engine, tire, propulsion system. The occurrence and mixture of those signals and noises makes recognition challenging. Accordingly, finding a robust denoising algorithm is urgently demanded in practice.
In this paper, we investigate a novel method which evolves from a nonparametric adaptive technique named empirical mode decomposition (EMD) to denoise seismic signal. EMD can decompose signals into a set of zero-mean modes called intrinsic mode functions (IMFs). Unlike other EMD-based denoising techniques, selecting the noise-free IMFs to denoise signals [9] - [11] , our method assigns appropriate weights to the IMFs, which is adaptive and needs no priors. In addition, improve traditional Mel frequency cepstral coefficients (IMFCC) is introduced to obtain robust feature vector. The main difference between MFCC and IMFCC is nonlinear mapping function. The new method will be evaluated using the data from DARPA's third SensIT situational experiment (SITEX02), which contains seismic recordings from 18 nodes. Two kind of vehicles, heavy wheeled truck (Dragon Wagon) and tracked vehicle (Assault Amphibian Vehicle), are included. According to our experiments, the proposed method performs more than 89.7% recognition accuracy for tracked and wheeled vehicle classification.
The rest of this paper is organized as follows: In Section II, the proposed method is introduced in detail. Section III describes classification procedure and the results are discussed. Section IV draws conclusions.
II. METHOD

A. De-noising Method Base on EMD
For signal with multiple dominant modes, extraction of all relevant dynamics is difficult, but the empirical mode decomposition (EMD) method gives the chance. In this paper, the EMD technique is used in pre-processing stage to weaken negative effect by irrelevant noise modes.
EMD can numerically decompose a time dependent signal into its own intrinsic mode functions (IMFs) through a process named sifting. More importantly, this method is applicable to both non-stationary and nonlinear data. It is intuitive, direct, and adaptive. The essence of this method is to identify the intrinsic oscillatory modes by their characteristic time scales in the data empirically, and then decompose data accordingly. The algorithm of EMD can be summarized as follows [10] .
1) Identify all the extrema of input signal x (t) and interpolate them by a cubic spline to form upper and lower envelopes, e max (t) and e min (t).
2) Calculate the mean of upper and lower envelopes m(t) and extract the detailed signal:
3) Repeat steps 1) and 2) until h(t) satisfies the IMF conditions. When stopping criterion [12] is achieved, h(t) will be considered as 1th IMF, c 1 (t).
4) Compute the residue:
5) Iterate on the residue r(t) as an input signal through steps 1-4) and obtain other IMFs.
This decomposition can be expressed in the form:
where the components c i (t), i = 1, ..., n represent the oscillatory functions and r n (t) is the residue, which can be a constant or the trend of data. Details of this algorithm implementation is provided in [12] . The IMFs represent oscillation mode imbedded in the signal and retain the features of their parent data set which are not easily visible in the original. Furthermore, the IMFs are nearly orthogonal to each other and the local mean is almost equal to zero [13] . In other words, each IMF contains its unique features or a little information overlaps between two IMFs, more precisely. Thus IMFs can be used for data analysis and manipulation without Hilbert Transform. Seismic signals from different type of vehicles have different IMFs.
After this decomposition, some of IMFs capture principle features, while others corresponding to various noises are termed as noise IMFs. In [9]- [11] , useful and noise IMFs are divided artificially. The noise IMFs will be abandoned, which is not suitable here. There are two reasons: first, seismic wave of vehicles is nonlinear and non-stationary; second, IMF is not a single frequency signal and some may consist of signal and noise at the same time. Here, we suggest to use a set of weights to present the importance of each IMF in classification. For instance, a IMF will get a greater weight if it includes more characteristics of the target, vice versa. Weighting IMFs is more reasonable than selecting helpful IMFs empirically. This process aims to restrain noise interference and gain a better classification result. A denoised version of the signal x d (t) can be presented as follows:
where IMFs with relatively large weights, represent essential behavior of interest directly related to physical characteristics, and the rest terms are associated with featureless noises. How to determine the weight is extraordinary important. Here, the proper weights are obtained through a nonlinear optimization method named Particle Swarm Optimization (PSO) [14] .
B. Improved Mel Frequency Cepstral Coefficient
Researchers have won tremendous success in speech and speaker recognition by using MFCC [15] , [16] . This technique is also helpful in vehicle classification by seismic waves. One reason is the nonlinear mapping function between frequency in hertz and Mel scale. Since the band of seismic signal we are interested in is below 500 Hz [6] and the original mapping function is almost linear below 500 Hz, thus it is meaningless to build filter banks by MFCC in that frequency band. A modified mapping function is presented in 5.
The parameter a can be adjusted to form various mapping function. Traditional MFCC can be extracted as follows [4] : 1) Take Discrete Fourier Transform on x d (t)
where Discrete Fourier Transform (DFT) is denoted by F . 2) Calculated the filter bank energy as
where M is the number of triangular bandpass filter, it is configured as 25 here.
where k i is the center frequency of ith triangular filer. Denote k 0 as starting frequency 0 Hz and k M+1 as ending frequency 500 Hz. 3 3) Perform discrete cosine transform on the log filter bank energy
where Discrete Cosine Transform (DCT) is denoted by D.
The obtained [C 1 , C 2 , ..., C M ] are regarded as feature vector for classification. In fact, the extracted features are the signal energy in different band. The IMFCC is also extracted through above process except use a modified mapping function to generate triangular bandpass filters. Parameter a can be optimized through PSO. Furthermore, IMFCC does not calculate the delta coefficients. Because seismic signal is narrower than speech signal [4] and have little information in the dynamics, so the delta operation can be omitted.
C. Weights Calculation
A nonlinear optimization algorithm named PSO is employed in this paper. PSO requires only primitive mathematical operators, and is computationally inexpensive in terms of both memory requirements and speed [14] . In sum, PSO is a simple and effective algorithm for optimizing a wide range of functions. The weights of IMFs and parameter amentioned above can be optimized as follows:
1) Decompose samples through EMD, add weights to IMFs and form new samples.
2) Generate feature set according to the method IMFCC.
3) Train a neural network with the feature set above and evaluate its performance using Mean Square Error (MSE) as the loss function :
where n is the number of samples, y i is the observed value of ith sample,ỹ i is the predicted value of ith sample. 4) Evolve weights by PSO and back to step one until get best result when MSE reaches its minimum.
The whole process is shown in Fig. 1 .
III. RESULT AND DISCUSSION
A. Dataset
In this paper, the proposed method is tested on actual seismic data for different vehicles collected at the third SensIT situational experiment (SITEX02), organized by DARPA/IXOs SensIT (Sensor Information Technology) program. In this experiment, seventy-five WINS NG 2.0 nodes were deployed at the Marine Corps Air Ground Combat Center in Twentynine Palms, CA, USA. The seismic signals were recorded at a rate of 4960 Hz. Data of two target vehicle classes, namely Assault Amphibian Vehicle (AAV) and Dragon Wagon (DW), were used for algorithm evaluation. During the whole run, the event only spans a short period of time when the target is close to the node. After seismic series were recorded, target is detected by an energy-based Constant False Alarm Rate (CFAR) algorithm which dynamically adjusts the detection threshold [5] . For nonlinear and non-stationary time series, as the length of signals increases, accurate characterization of relevant modal behavior becomes difficult, especially in the presence of noise. Seismic signal is processed in the form of short events. The duration of 0.4 seconds (2048 samples) is selected to guarantee less variation.
B. Artificial Neural Network
The artificial neural network (ANN) has great performance for vehicle classification [1] , [7] . A three-layer ANN with sigmoid hidden and softmax output neurons is utilized as the classifier. There is no standard for selecting number of neurons in hidden layer. Too many neurons perform mass operation and overfitting, but insufficient neurons lead to bad performance. Hence, a tradeoff exists between performance and calculation. In our case, the input layer contains 25 neurons which represents the length of feature vector, and output neurons are 2 (corresponding to 2 type of vehicles). To find a suitable quantity of neurons in the hidden layer, we change its number from 6 to 30. After several tests, we find the performance of ANN keeps steady with more than 20 neurons in hidden layer. Therefore, 20 is adopted as the number of neurons for the hidden layer in our tests. All feature vectors are normalised before put in the net. In this paper, the ANN is implemented in the Neural Network Toolbox of Matlab.
C. Classification Result
In order to evaluate the performance of MFCC, EMDR-MFCC, EMD-MFCC and EMD-IMFCC, all methods are tested on the same dataset which 4000 events are included. The four methods are explained as follows: MFCC, conventional MFCC; EMDR-MFCC, remove the first IMF then apply MFCC, because first IMF always contains high frequency information; EMD-MFCC, assign weights to IMFs and use MFCC; EMD-IMFCC, give weights to IMFs and improve MFCC by a modified mapping function. All events are divided into 3 groups randomly, 70% for train, 15% for validation, 15% for test. Moreover, we repeat the classification experiment for 100 times and each time the dataset is grouped randomly to make sure a convincing result. Table I shows average and best classification accuracy of each method. The optimized parameters of EMD-MFCC, EMD-IMFCC are listed in Table  II and Table III respectively. The results show that the proposed de-noising scheme (EMD-MFCC) by weighting IMFs is more effective than choosing characteristic IMFs artificially (EMDR-MFCC). Because some features may hide in the noise IMF and feature IMF contains some noise. Additionally, Removing IMF by experience is not so precise. On the other hand, improved MFCC also contributes to a better performance, which illustrates the importance of a appropriate mapping function for MFCC in a specific task. By combining EMD and IMFCC, we get the best result with 89.7% classification accuracy.
IV. CONCLUSION
In this paper, we study the utility of seismic signal to estimate vehicle classes. Two properties make classification efficient. First, a novel de-noising algorithm based on EMD is proposed. Second, the feature vector computed by improved MFCC is robust. During the EMD process, a new signal is produced by reconstructing IMFs with different weights. This de-noise scheme can also be applied in other area. In the feature generation step, MFCC with a modified mapping function is applied. According to our results, the proposed EMD-IMFCC method outperforms traditional MFCC method and gets 89.7% classification accuracy .
There is one aspect need to be improved. In the de-noising process, the weights of IMFs is optimized by PSO. Other methods, like Genetic Algorithm and Simulated Annealing, can be explored.
Further, this method can be extended by investigating the feasibility for vehicle classification by acoustic or magnetic signal in the future studies.
