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ABSTRACT 
For square matrices, the relationship is discussed between the notion of Schur 
complement and the (equivalent) concepts of matricial coupling and equivalence after 
extension. Special attention is paid to the Hermitian and skew-Hermitian cases. 
1. INTRODUCTION 
The problem discussed in this note is the following: Given two square 
(complex) matrices M and N, when can M and N be represented in the 
form 
M = D - CA-lB, N = A - BD-‘C, 
i.e., when do there exist matrices A, B, C, and D such that in 
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M and N are the Schur complements of A and D, respectively? It turns out 
that there is a strong relationship with the issues of equivalence after 
extension and matricial coupling, issues that have received considerable 
attention in recent operator theory literature (cf. [6, 1, 2, 5, 71). For material 
on Schur complements, see [4] and the references given there. 
A brief outline of the paper reads as follows. Section 2 deals with arbitrary 
square matrices M and N. It is shown that for such matrices, matricial 
coupling, equivalence after extension, and Schur coupling all amount to the 
same. In addition, a necessary and sufficient condition for Schur coupling is 
given in terms of ranks. Section 3 is concerned with the case when M and N 
are both Hermitian or both skew-Hermitian. Under these conditions, corre- 
sponding symmetry properties for the matrices A, B, C, and D can be 
obtained. The details are only given for the Hermitian case. Section 4 
contains some remarks on infinite dimensional generalizations. The section 
ends with an open problem involving bounded linear operators on (complex) 
Banach spaces. 
A few remarks about notation and terminology: The p X p identity matrix 
is denoted by I,. The rank of a matrix 2 is written as rank 2, the adjoint of 2 
as Z*. The symbol @ signals the operation of taking a direct sum of matrices. 
Here 2 @ I, is of course interpreted as 2. Two matrices H and K are said to 
be equivalent if H can be obtained from K by multiplying K on the left and 
on the right by invertible matrices. Finally, suppose K is a square matrix of 
order k. For p an integer, 1 < p < k, the left (right) p X p principal 
submatrix of K is the p X p matrix obtained from K by omitting the last 
(first) k - p rows and columns of K. 
2. SCHUR COUPLING 
Let M and N be m X m and n X n (complex) matrices, respec- 
tively. We call M and N Schur coupled if there exist an n X n matrix A, an 
n x m matrix B, an m X n matrix C, and an m X m matrix D such that M 
and N are the Schur complements in 
of A and D, respectively. By definition, this means that A and D are 
invertible and 
M = D - CA-‘B, N = A - BD-lC. (2) 
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This state of affairs will also be summarized by saying that M and N (in that 
order) are complementary Schur complements in (1). 
If M and N are complementary Schur complements in Cl), then N and 
M are complementary Schur complements in 
Thus Schur coupling is a symmetric relationship. It is reflexive too. Indeed, 
M and M are complementary Schur complements in, for instance, 
Finally, Schur coupling is transitive. This can be seen, in an indirect way, 
from Theorem 1 below. For the notation and terminology used in the 
theorem, see the Introduction. 
THEOREM 1. Let M and N be m X m and n X n matrices, respectively. 
The following statements are equivalent: 
(i> M and N are Schur coupled, 
(ii) There exists an invertible (m + n) X (m + n) matrix H such that M 
is the lef m X m principal submatrix of H and N is the n’ght n x n principal 
submatrix of H-l, 
(iii) There exist nonnegative integers p and q such that M @ I, and 
N @ I, are equivalent, 
(iv) rank M - rank N = m - n. 
In the terminology of [I] and [2], statement (ii) means that M and N are 
matricially coupled, while (iii) amounts to saying that M and N are equiva- 
lent after (finite dimensional) extension. Of course, ordinary equivalence is a 
special case of equivalence after extension. 
The implications (i) - (ii) and (ii> =z+ (iii) are clear from the material 
presented in an infinite dimensional context in [l]. For matrices also (ii> * (iv) 
is available there. Other papers where this implication is established are [S] 
and [7]. The implication (iii) * (iv) is trivially true. So the real issue here is 
(iv) * (i). For the convenience of the reader we nevertheless give a full proof 
of Theorem 1. The scheme is: (i) - (ii) * (iii) * (iv) - (i). 
654 H. BART AND V. E. TSEKANOVSKII 
Proof. Suppose M and N are Schur coupled, and let A, B, C, and D 
be matrices of the appropriate sizes such that (2) is satisfied. Then 
Thus (i) implies (ii). 
To see that (ii) implies (iii), we argue as follows. Let H be an (m + n) X 
(m + n) matrix with the properties mentioned in (ii). Write 
Then E and F are invertible with inverses 
Also M @ I, = E(N @ Z,)F, so M and N are equivalent after extension, as 
desired. 
Next assume that M and N are equivalent after extension, and let p and 
q be as in (iii). Then m + p = n + q and p + rank M = rank(M @ Zp> = 
rank(N @ Is) = q + rank N. Thus (iii) implies (iv). 
Finally, suppose (iv) is satisfied. Put p = m - rank M. Then p = n - 
rank N too. Choose invertible matrices R,, C,, R,, and C, (of the 
appropriate sizes) such that R&‘MC,’ = Z, @ 0 and RN ‘NC, ’ = 0 EJ I,,. 
Here Z_L = rank M and v = rank N. Write A = R,C, and D = R,C,. 
Then A and D are invertible. Further introduce 
B = R, 
(i.e., B is the product of the n X p matrix consisting of the first p columns 
of R, and the p X m matrix consisting of the last p rows of C,) and 
COMPLEMENTARY SCHUR COMPLEMENTS 655 
(i.e., C is the product of th e m x p matrix consisting of the last p columns of 
R, and the p X n matrix consisting of the first p rows of C,). A straightfor- 
ward computation now shows that D - CA-lB = M and A - BD-‘C = N. 
n 
3. HERMITIAN AND SKEW-HERMITIAN MATRICES 
For Hermitian and skew-Hermitian matrices, additional symmetry 
properties can be obtained. 
THEOREM 2. Let M and N be Hermitian m X m and n X n ,matrices, 
respectively. The following statements are equivalent: 
(a> M and N are Schur coupled. 
(b) There exists an invertible Hermitian (m + n) X (m + n) matrix H 
such that M is the left m X m pn’ncipal submatrix of H and N is the right 
n x n principal submatrix of H-l. 
(c) There exist an invertible Hermitian n X n matrix A, an n X m matrix 
B, and an invertible Hermitian m X m matrix D such that M and N are 
complementa y Schur complements in the Hermitian matrix 
(3) 
The latter means that 
M = D - B*A-lB, N = A - BD-lB*. (4) 
Observe that two matrices M and N that admit a representation of the 
type (4) with A and D Hermitian necessarily are Hermitian themselves. Of 
course (a) may be replaced by any of the equivalent conditions (ii)- in 
Theorem 1. 
Proof. We only need to show that condition (iv) of Theorem I implies 
(b) and (c). So we shall assume that rank M - rank N = m - n. First we 
prove (c). 
Write p = m - rank M. Then p = n - rank N too. Choose unitary 
transformations U, and U, such that U,* MU, = D, @ 0 and UGNU, = 
0 @ D,, where D, and D, are invertible real diagonal matrices. Note 
656 H. BART AND V. E. TSEKANOVSKII 
that D, has order m - p = rank M and that D, has order n - p = rank 
N. Put 
A = UN(Zp @D&J,*, D = U,(D, eZ,)U;. (5) 
Then A and D are invertible Hermitian matrices of order n and m, 
respectively. Further set 
B =iV,,, 
(i.e., -iB is the product of the n X p matrix consisting of the first p 
columns of U, and the p X m matrix consisting of the last p rows of 
U$ = Vi ‘>. A straightforward computation now shows that A - BD-'B* = 
N and D - B*A-'B = M. This proves (c). 
Next we establish (b). Observe that rank M - ranks -N) = m - n too. 
So, by the result obtained in the previous paragraph, there exist matrices A, 
B, and D such that M = D - B*A-'B and N = -A + BD-'Be, while 
A = A* and D = D*. In fact, one can take 
and B and D as in (6) and (5) respectively. Using the same trick as in the 
first paragraph of the proof of Theorem 1 (cf. [I, Section I.ll), we put 
Then H is Hermitian and invertible. The inverse of H is given by 
Thus H has the desired properties, and the proof is complete. W 
Theorem 2 has a counterpart for skew-Hermitian matrices. The changes 
that have to be made are these: Replace Hermitian by skew-Hermitian 
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everywhere, and replace the Hermitian matrix (3) in cc> by the skew- 
Hermitian matrix 
The induced change in (4) is an alteration of sign: M = D + B*A-lB, 
N = A + BD-lB*. Note that if two matrices M and N admit such a 
representation with A and D skew-Hermitian, then, necessarily, M and N 
are skew-Hermitian themselves. 
4. THE INFINITE DIMENSIONAL CASE 
The notions of matricial coupling, equivalence after extension, and Schur 
coupling make sense in an infinite dimensional setting too. In fact, equiva- 
lence after extension and matricial coupling were originally introduced for 
bounded linear operators acting between arbitrary (complex) Banach spaces. 
We mention here the articles [6] and [l]. The latter paper already contains 
the observation that matricial coupling implies equivalence after extension. 
The converse is established in [2]. So, for bounded linear operators, the 
concepts of matricial coupling and equivalence after extension amount to the 
same. 
Schur coupling of bounded linear operators is discussed in [3]. Some of 
the results obtained above extend to this more general setting. For example, 
for Fredholm operators of index zero, Schur coupling, equivalence after 
extension, and matricial coupling all amount to the same (cf. Theorem 1). On 
the other hand, the basic issue concerning Schur coupling of bounded linear 
operators is still unresolved: Let X and Y be complex Banach spaces, let T: 
X + X and S: Y + Y be bounded linear operators, and suppose T and S are 
equivalent after extension (= matricially coupled). Does it follow that T and 
S are Schur coupled? It can be shown that the answer to this question is 
affirmative if (and only if) Schur coupling for bounded linear operators is a 
transitive property. For details and further comments, see [3]. 
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