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Efforts to scale-up quantum computation have reached a point where the principal limiting factor
is not the number of qubits, but the entangling gate infidelity. However, a highly detailed system
characterization required to understand the underlying errors is an arduous process and impractical
with increasing chip size. Open-loop optimal control techniques allow for the improvement of gates
but are limited by the models they are based on. To rectify the situation, we provide a new integrated
open-source tool-set for Control, Calibration and Characterization (C3), capable of open-loop pulse
optimization, model-free calibration, model fitting and refinement. We present a methodology to
combine these tools to find a quantitatively accurate system model, high-fidelity gates and an
approximate error budget, all based on a high-performance, feature-rich simulator. We illustrate
our methods using fixed-frequency superconducting qubits for which we learn model parameters to
an accuracy of < 1% and derive a coherence limited cross-resonance (CR) gate that achieves 99.6%
fidelity without need for calibration.
I. THE PROBLEM
Scaling up QPUs (Quantum Processing Units) is a mon-
umental task, that requires the community to make
progress on multiple fronts, most importantly improving
gate fidelities and increasing the number of qubits. Over
the past few years, significant emphasis has been placed
on creating larger devices, yielding great success [1, 2].
However, the number of qubits has outstripped the limits
fidelity places on their utility: In [1], a record quantum
volume [3] of 64 was demonstrated, loosely translating to
the device being able to perform only log2 (64)
2
= 36 en-
tangling gates before fidelity drops below 2/3, a relatively
small number of gates for a chip with 26 qubits; In [2] the
circuit fidelity was 0.1% thus requiring 30 million repe-
titions to achieve the desired statistics. One could even
argue that the two-qubit gate fidelities demonstrated in
isolation in 2014’s [4] (0.994) are comparable with those
in 2019’s [2] (0.9938), even though the latter are for si-
multaneous gates in a large 2D qubit array.
The relatively slow progress in improving gate fidelities
can be traced back to an incomplete understanding of
the sources of error. Indeed, characterization and cali-
bration of QPUs to the desired accuracy is impractical
and cumbersome, and operating on devices of increasing
qubit number requires entangling gates to be fine-tuned
for each individual pair to account for slightly varying
∗ These two authors contributed equally; c3@q-optimize.org
properties. The resulting lack of detailed models makes
it harder to identify where efforts must be focused to
achieve higher fidelity gates [5, 6].
Given that “all models are wrong, but some are useful”
[7], we describe a Good Model as follows:
A Good Model is one which predicts the behavior
of the system, for the operations we wish to
perform, to accuracies we care about.
For a QPU, a Good Model has to have predictive power
for the range of feasible gate-generating pulses and for
long sequences of such gates, to a fidelity accuracy on
the order of 10−5. To the authors’ knowledge, no such
Good Model for a superconducting QPU has ever been
published.
Since models serve as the basis to derive high-fidelity
gates in open-loop optimal control [8–15], any inaccu-
racies of the model will inevitably degrade the experi-
mental accuracy of the resulting gates. This problem is
only partially ameliorated by the first-order insensitiv-
ity of optimized pulses to model inaccuracies [16, 17].
Methodologies such as Ad-HOC [18] — which combines
a model-based open-loop optimization with a closed-loop
experimental calibration [12, 19] — address this issue but
leave one in an unsatisfactory position as the need for
calibration proves the inadequacy of the model: the root
causes of the remaining infidelities are unexplained.
Conversely, if a Good Model is known, gates generated
by open-loop optimal control will, by definition, work
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FIG. 1: Diagram of the C3 tool-set in an integrated
characterization loop. C1 is a tool for obtaining optimal pulses by
finding the control parameters α that minimize a goal function
f1(α) in simulation. The gate-set G includes all the operation
that one wishes to perform on the experiment, including the
information of the ideal logical operations and the optimal pulse
parameters α that implement them. C2 is a model-free
experimental calibration procedure that optimizes pulse shapes
with a gradient-free search to minimize an infidelity function
f2(α) by varying all parameters at once. A data-set is a
collection of experiment/result pairs, including information about
the pulses parameters used α, the sequences Sk performed and
the final outcomes measured, mk. C3 is a tool for model learning
that determines the model parameters β that best explain the
data-set. It minimizes a goal function f3(β|D) obtained by
recreating experiments Sk(α) in simulation and comparing the
results to the ones in the experiment. In C3 different
parametrized models can be provided to represent various
elements of the experiment to find the one that best describes it.
After the learning, the resulting model can be the basis for
another characterization loop, refining both model and controls.
on the experiment, not requiring further closed-loop cal-
ibration. This enables the use of complex pulses which
would otherwise require time-consuming calibration: A
quantum computer that is only ever calibrating itself is
useless. Such a Good Model would also provide an error
budget through a process of exploratory interrogation –
evaluating the potential performance of the system where
certain limitations have been removed, i.e. asking “what
if... ?”. Therefore, extracting a Good Model efficiently
and in a highly automated manner is key to improving
fidelities and a crucial step of QPU scale-up.
In this work we present C3, our proposed approach to
control, calibrate and characterize QPUs. The paper is
organized as follows: In Sec. II we present the concep-
tual steps of C3, and in Sec. III we illustrate the C3
methodology by example, showing how these steps are
implemented. This is followed-up by a more in-depth
look into C3 in Sec. IV, detailing the experiment mod-
elling and simulation, choices of optimization algorithms
and cost functions, and methods of model analysis. We
conclude with a discussion of the effort’s current status
and long-term directions. The supplementary material
includes: A review of prior work in this field, a com-
parison of gradient-free algorithms, a description of the
open-source implementation and a mathematical frame-
work to compare simulation and experimental data.
II. C3 - CONTROL, CALIBRATION AND
CHARACTERIZATION
Current methodology relies on tailored routines to ex-
tract individual parameters of the system’s model (char-
acterization) or fine-tune specific parameters of pulses
used (calibration) [20, 21]. This approach becomes cum-
bersome and impractical as the number of model and
pulse parameters increase. With C3 we propose a differ-
ent paradigm: Optimizing a figure of merit that is sensi-
tive to the set of parameters we care about. This elim-
inates the need to design per-parameter measurements,
and thus provides a more general approach. C3 at its
core is comprised of three separate optimizations, imple-
menting respectively the tasks of control, calibration and
characterization:
C1: Given a model, find the pulse shapes which max-
imize fidelity with a target operation. Pulse shapes
may be constrained by an ansatz or allow direct ar-
bitrary waveform generator (AWG) parameterization.
For details see Sec. IV B 1.
C2: Given pulses, calibrate their parameters to maximize
a figure of merit measured by the actual experiment,
thus improving beyond the limits of a deficient model.
All pulse parameters are calibrated simultaneously. For
details see Sec. IV B 2.
C3: Given control pulses and their experimental mea-
surement outcome, optimize model parameters to best
reproduce the results. Enhance the model if needed.
For details see Sec. IV B 3.
The tasks of open-loop optimal control, C1, and cali-
bration, C2, are fairly established in the community [8–
15, 18, 19]. To characterize the system and provide us
with a Good Model we introduce C3, a tool to optimize
model parameters by comparing model prediction to ex-
perimental data. We refer to this task as model learn-
ing. For this purpose, one requires an experimental data-
set containing information about the implemented pulses
and the corresponding measurement outcomes. To test
the model accuracy, we reproduce the data-set, apply-
ing the same pulses to a simulation of the experiment,
and compare the resulting outcomes, providing a model
match score to optimize. Initially, a candidate model is
formulated based on previous information or intuition.
If the model is suitable to explain the experiment, the
optimization will converge to a near perfect match, thus
providing numeric values for the model parameters. In-
stead, if the match is poor, the user supplies a new model,
that is either an extension or modification of the previous
candidate, and the optimization is repeated. Depending
on user choice, learned values are carried over to the pa-
rameters of the new model or discarded.
3As heterogeneous experimental data is the foundation for
model learning, we suggest using the three tasks of C3 in
sequence, as shown in Fig. 1. However, their application
is by no means limited to this use case and one may
choose to view them as stand-alone routines. The same
tools used to realize C1, C2 and C3 can also be used to
further interrogate the system: A sensitivity analysis of
the optimized model in light of the experimental data
and a breakdown of possible error sources.
For most quantum systems simplified models already pro-
vide a good qualitative and partly quantitative under-
standing of their behavior. However, it is a-priori unclear
which physical effects must be included in the model for
it to satisfy the criteria of a Good Model. C3 provides
a structure with which to explore possible explanations
for observed system behavior, reducing the need for la-
borious, ad-hoc characterization work. Physical intuition
and established experimental practice, are not replaced
by C3, rather they inform decisions while using it.
A major practical challenge of all three optimizations is
the existence of false or local minima, resulting in subop-
timal solutions. A properly chosen search algorithm can
alleviate the problem (see discussions in Section IV) but
does not eliminate it. Experimental practice suggests a
methodology to further reduce this problem by progress-
ing through a series of successively refined models and
control complexities, where in each step one builds upon
knowledge gathered from the previous step. We suggest
to use this methodology when deemed appropriate, help-
ing the algorithms reach optimal solutions.
Furthermore, much attention has been given over the
years to the poor scalability of optimal control, cali-
bration and characterization [22–25]. However, the per-
formance of a QPU as a whole can be determined by
the performance of subsets of qubits (sets of overlap-
ping nearest-neighbour or next-nearest-neighbour local-
ized tiles) [2], thus making application of C3 feasible for
large-scale QPUs.
III. SYNTHETIC APPLICATION EXAMPLE
The following synthetic example illustrates how C3 is
used to obtain a Good Model in an realistic setting.
We simulate a two-qubit QPU device using an under-
lying model, labeled the “real” model, which includes
control discretization effects, electronics transfer func-
tions, Markovian noise, and state preparation and mea-
surement (SPAM) errors.
In this example, the simulated device is treated as a
black-box, which we interrogate with C3. We derive (C1)
and calibrate (C2) optimal control pulses and use the re-
sulting data to extract a Good Model (C3) by comparing
the black-box to three candidates:
Simple model: Two uncoupled qubits, closed system
dynamics;
Intermediate model: Two coupled qubits, closed sys-
tem dynamics;
Full model: Two coupled qubits, open system dynam-
ics, including SPAM errors. Same structure as the
“real” model, but a-priori undetermined parameter
values.
We systematically enrich the model until it reproduces
the behavior of the device observed in C2. The recov-
ered model is then used to design a two-qubit gate and
show that it yields the same performance as on the “real”
model. A general description of the simulation and opti-
mizations follows in Sec. IV.
A. The black-box device (“real” model)
The “real” model is composed of two coupled 3-level
Duffing oscillators, labeled by A and B, each directly
driven by an external field ci(t). Initialization, dynam-
ics and read-out are performed in the dressed basis by
solving the Master Equation in Lindblad form [26, 27].
ρ˙ = −i[H, ρ] +
∑
i=A,B
j=φ,κ
Li,jρL
†
i,j −
1
2
{
Li,jL
†
i,j , ρ
}
(1)
with
H/~ =
∑
i=A,B
[
ωib
†
i bi −
δi
2
(
b†i bi − 1
)
b†i bi
]
+
+g(bA + b
†
A)(bB + b
†
B) +
∑
i=A,B
ci(t)
(
bi + b
†
i
)
,
(2)
where ωi is the frequency of qubit i, δi is the anhar-
monicity, bi (b
†
i ) is the raising (lowering) operator, and
g is the coupling strength. Open-system effects are ex-
pressed by the dephasing and relaxation Lindblad oper-
ators Li,φ = bib
†
i/T
2∗
i and Li,κ = bi/T
1
i with decay rates
1/T 1i and 1/T
2∗
i .
Given the input drive signal ε(t), we calculate the effec-
tive control field c(t) = ϕ[ε(t)], where the transfer func-
tion ϕ [28] accounts for discretization introduced by the
AWG, bandwidth limitations of hardware, and for a con-
stant scaling ϕ0, which translates input voltages to field
amplitudes c(t). We account for state preparation errors
due to a non-zero initial temperature T by starting each
experiment from the thermal state
ρinit =
1
Z
[
|0〉〈0|+ exp
{
− ~ωq
kBT
}
|1〉〈1|
+ exp
{
−~(2ωq + δ)
kBT
}
|2〉〈2|
] (3)
where Z =
2∑
k=0
exp{−Ek/kBT} is the partition function
with energies E0,1,2 = 0, ~ωq, ~(2ωq + δ), and kB is the
4Boltzmann constant. Read-out mis-classification is in-
cluded, measuring state |n〉 as state |m〉 with probability
pn→m. For example the probability of measuring a state
ρψ = |ψ〉〈ψ| as |0〉〈0| is
Π0(ρψ) = p0→0 〈0|ρψ|0〉+ p1→0 〈1|ρψ|1〉
+ p2→0 〈2|ρψ|2〉 . (4)
Similarly to experiment, populations are estimated by av-
eraging the results of multiple projective measurements,
simulated as a binomial draw from the distribution with
probability Πn, thus introducing noise stemming from
a finite number of measurement repetitions (commonly
known as shot noise). The values of the parameters of
the “real” model are in Supplement S6.
B. Open-loop Optimal Control, C1
We assume that at the start of the C3 procedure the pa-
rameters of the system are only known to a rough preci-
sion, with its qubit frequencies and anharmonicities cho-
sen to be within a few MHz of their “true” values. In the
simple model, the qubits are uncoupled 3-level Duffing os-
cillators, evolution follows closed systems dynamics, and
state preparation and measurement are assumed perfect.
The Hamiltonian is
H/~ =
∑
i=A,B
ωib
†
i bi −
δi
2
(
b†i bi − 1
)
b†i bi
+ ci(t)
(
bi + b
†
i
)
.
(5)
Assuming this model, we design pulses for single-qubit
gates using C1. To mitigate leakage, we choose a pulse
ansatz with a Gaussian shape and a DRAG correction
[14],
ε(t) = AΩGauss(t) cos((ωd + ωoff)t+ φxy)
− η
δ
A Ω˙Gauss(t) sin((ωd + ωoff)t+ φxy).
(6)
Here, ΩGauss is a Gaussian envelope, Ω˙Gauss(t) is its
time derivative, A is the amplitude of the drive, ωoff
is a frequency offset and the DRAG parameter η can
be adjusted to reduce leakage into the second excited
state [14, 29]. The rotation axis can be freely chosen
in the xy-plane by changing the phase of the drive sig-
nal ωdt → ωdt + φxy, implementing the unitary rota-
tions R(φxy, θ) = exp{−i(cosφxyσx + sinφxyσy)θ}. By
setting φxy = n
pi
2 with n = 0, 1, 2, 3 and changing
α = (A, η, ωoff) we aim to realise the single qubit gate-set
G = {Xpi/2, Ypi/2, X−pi/2, Y−pi/2} , (7)
for each qubit separately, eight gates in total.
With C1 we use a gradient descent method to find the
parameters α that minimize the mean average gate infi-
delity
f1(α) = 1− 1|G|
∑
U∈G
fav(U) = 1− 1|G|
∑
U∈G
χ0,0d+ 1
d+ 1
, (8)
FIG. 2: C2 calibration on the device for single-qubit gates of
qubit B. The initial point is suggested by C1 before (after)
learning of the model. The light blue diamonds (light red dots)
represent the values of the ORBIT goal function, Eq. (9), for
varying pulse parameters α as chosen by the search algorithm.
The larger blue diamonds (larger red dots) highlight the best of
25 points generated and sampled at each iteration. In
experimental practice, this batching helps reduce the overhead of
loading pulses in AWG programming [36]. Both calibrations
achieve the same final fidelity, however the optimal gates derived
from the learned model provide a better initial guess. Assuming
no SPAM errors the ORBIT value can be translated into an error
per gate, indicated on the right axis. This is only meant to
provide a rough estimate of the performance of the gate, noting
that an ORBIT value of 0.5 represents maximum error per gate,
i.e. completely depolarizing channels.
where, χ0,0 is the (0, 0)-th element of the Chi matrix
representation of the gate error U† · U˜(α) between the
ideal gate U and the implemented gate U˜(α) [30].
We optimize Gaussian pulses with a gate length of tg =
7 ns, for both qubits, using the gadient-based L-BFGS al-
gorithm [31]. The obtained optimal pulses yield a mean
infidelity of f1(α) = 6.6 × 10−4 and f1(α) = 4.9 × 10−4
on the simple model for qubit A and qubit B respec-
tively – realistic values for fast gates using this simple
parametrization. Next, we compare the performance of
these pulses on the black-box device, where the gates
instead yield a mean infidelity of 2.4 × 10−3 for qubit
A and 1.5 × 10−3 for qubit B. In fact, performing an
experimentally realistic randomized benchmarking (RB)
[32–35] measurement on the device yields an error per
gate of 2.3 × 10−3 and 1.3 × 10−3 comparable with the
theoretical average infidelity. The degradation of per-
formance from optimal control simulation (≈ 10−4) to
experiment (≈ 10−3) shows a clear mismatch between
the device and the simple model.
C. Calibration, C2
The next step is to calibrate the pulses derived by C1
and improve their performance on the device. We use
C2 and employ a closed-loop, model-free, gradient-free
optimization algorithm on an experimentally accessible
5figure of merit f2. Since we want to evaluate a gate-set,
we choose f2 to be the ORBIT [19] (single-length RB)
goal function
f2(α) = fORBIT(α) =
1
N
N∑
k=1
(1−mk(α)), (9)
averaging over N sequences. The survival probability,
mk = Π0
(
Sk(α)ρinitS
†
k(α)
)
, is the probability to mea-
sure the state |0〉 (see Eq. 4) after applying random se-
quences
Sk(α) :=

L−1∏
j
Ck,j
Cinv (10)
composed of L Clifford gates [19], to the initial thermal
state ρinit. The Ck,j are the random gates sampled from
the Clifford group C (for a single qubit |C| = 24), and
Cinv is chosen so that Sk ≡ I in the ideal case. We use
the atomic operations G from Eq. (7) to construct the
set of Clifford gates, e.g. C6 = X−pi/2 ◦ Y−pi/2 ◦ Xpi/2,
and from them construct N = 25 RB sequences of length
L = 100. The survival probabilities mk are estimated
by performing s = 1000 projective measurements and
averaging.
To minimize f2, we employ the CMA-ES [37] algorithm
- a gradient-free search that samples the loss function in
FIG. 3: Progress of the C3 optimization on a hierarchy of models:
simple model (green, dashed), intermediate model (blue,
dot-dashed) and full model (red, solid), as described in the text.
The Model match goal function fLL(β) is defined in Eq. (26).
The crosses show the switch-over from CMA-ES to L-BFGS. The
CMA-ES algorithm evaluates a batch of points for each iteration
(8, 9 and 12 for the simple, intermediate and full model
respectively), only the best of each batch is shown. The L-BFGS
algorithm takes on average approximately 1.2 evaluations per
iteration, for all three models. The function fLL is rescaled to
express the match in terms of standard deviations of the binomial
distribution that the experimental results are drawn from. The
simple model is a close dispersive approximation of the
intermediate model, demonstrated by their similar final match
score. By including all relevant device properties the full model
reaches an almost perfect match score.
batches, and is fairly robust to local minima and noise
[38]. See [36] for an experimental demonstration. The
optimal pulse parameters from C1 are used as the starting
point of the optimization, and the parameterization is
kept as in Eq. (6). We perform the calibration for each
qubit independently, with similar results. See Fig. 2 for
the ORBIT calibration data of qubit B. The initial point
suggested by C1 has an ORBIT infidelity of 0.50 and is
improved by the optimization to 0.12. To account for
SPAM errors, we perform a full RB measurement and
estimate the infidelity of the gates before and after as
1.3 × 10−3 and 3.4 × 10−4 respectively. For qubit A we
get a similar improvement of RB estimated error from
2.3× 10−3 to 7.5× 10−4.
We define the data-set D := {Sk(αj)→ mj,k} as the col-
lection of the experiments conducted during the C2 cali-
bration, consisting of pulse parameters αj , gate sequences
Sk(αj) and corresponding measurement outcomes mj,k.
D. Characterization, C3
In C3, we use the data-set D obtained during ORBIT
calibration to improve the model of the system. For each
measurement result mk(αj) we compute the equivalent
simulation result m˜k(αj , β) by calculating the dynamics
of the sequence Sk(αj) given a set of model parameter
values β = (ωi, δi, ...). We then construct a goal function
f3(β) = fLL(D|β), Eq. (26), that captures how well the
model prediction m˜j,k agrees with the recorded values
mj,k. Since simulating the whole data-set is computa-
tionally costly, for the purpose of model learning we make
a selection of eight pulse parameter sets j per qubit from
the full data-set. Each parameter set includes k = 1, .., 25
sequences, meaning that we learn from a total of 400 mea-
surement results mj,k. Only after the optimization, we
validate the optimal point by evaluating the goal func-
tion on the whole data set. To minimize f3(β), we use
a combination of two algorithms: Gradient-free (CMA-
ES) to avoid local minima and gradient-based (L-BFGS)
to converge quickly once the right minimum has been
identified.
Due to finite number of measurements, the averaged
mj,k are noisy estimates of the population, with a mean
µj,k and standard deviation σj,k. Thus, they cannot be
matched perfectly even when all model parameters are
exact. However, we can determine the expectation value
of the goal function fLL in the scenario where all m˜j,k are
exactly n standard deviations away from the underlying
true value µj,k. A detailed mathematical discussion is in
the supplementary material S4. To provide a more intu-
itive measure, we will express the match fLL in terms of
the number of standard deviations n that would result in
the same score.
Fig. 3 shows the convergence of the C3 optimization for
different models. The simple model is not able to re-
produce the device’s results, as the optimization ends at
approximately 8 standard deviations away. This demon-
6FIG. 4: Sensitivity analysis of selected parameters for different models and data sets. In (a) we sweep the qubit frequency ωB and
evaluate the goal function fLL on the learning data at each value. The star represents the optimal value returned by C3. Intermediate
(blue, dot-dashed) and Full (red, solid) models, show the same frequency value, while the value of the Simple model (green, dashed) is
dispersively shifted, as expected. In (b) and (c) we perform the same sweep for the chip temperature and T ∗2 of qubit B respectively,
evaluated on the full model for different learning data-sets. The ORBIT data is the same used in the full model in (a). Introducing the
Quantum Process Tomography (QPT) data (purple, dotted), allows a more precise definition of the temperature. To determine T ∗2 we
use relaxation and dephasing data (orange, dot-dashed). Match values below 0 can occur because of noisy data, finite sampling and
deviation from the assumption of Gaussian distribution of the data. More sensitivity plots are shown in Supplement S5.
strates that the experiment on the device includes be-
haviour not captured by the simple model. The param-
eter values resulting from this C3 process and all follow-
ing ones are shown in Supplement S6. Going forward
an informed decision has to be made about how to en-
hance the model. Since the true values of the param-
eters are not known in an experimental setting, we re-
quire a tool to determine the precision to which they are
learnt. We estimate the sensitivity to changes of model
parameters around the optimal values β′ by performing
one-dimensional scans and observing the degradation in
model match score, fLL(D|β′ + δβ). Fig. 5a shows that
sweeping the value of frequency of qubit B produces a
highly irregular landscape of the match score fLL.
Spectator effects might be significant even when perform-
ing only single qubit experiments, making the completely
uncoupled model insufficient. Another source of this in-
consistency might be SPAM errors not accounted for in
the model, that might play a large role in actual measure-
ment results. The first extension of the simple model to
the intermediate model is done by adding the static cou-
pling g of unknown exact value. When repeating C3, we
initialize model parameters from the starting rough val-
ues. We do not carry over the learned parameters from
the simple model to the intermediate model because, by
introducing a coupling, we expect slightly shifted fre-
quencies compared to the bare frequencies of the uncou-
pled qubits. Convergence of the match score shows no
improvement from the simple model, still only reaching
within approximately 8 standard deviations from exper-
iment results (Fig. 3) and resulting in a similar sensitiv-
ity landscape in Fig. 5a. This suggests that the simple
model is a close dispersive approximation of the interme-
diate model. Indeed, we observe a dispersive shift [39] of
593 KHz, consistent with the expected g2/(ωB − ωA) '
666 KHz, given the coupling of g ' 20 MHz and the
frequency difference ωB − ωA ' 600 KHz.
Finally, model complexity is increased by adding three
relevant features: Markovian noise simulated by Lind-
blad Master equation, initialization errors due to finite
operating temperature and measurement errors in the
form of mis-classification. The system model is now of
the same structure as the “real” model of the device.
Starting from the best intermediate model parameters,
the C3 procedure converges satisfactorily, approaching
the 0 standard deviations mark (Fig. 3)
In Fig. 6 we show the value of each parameter of the
full model during optimization, as we introduce different
learning data (in the next sections), and compare with
their true value (dashed lines). By learning the model
parameters with the ORBIT data (white left section of
each plot) the model frequencies ωA/B , anharmonicities
δA/B , coupling g and line transfer function ϕ0 converge to
their true value. The temperature and mis-classification
parameters are not recovered, and we believe this is due
to an extra degree of freedom that is not decoupled by
the experiments we have performed, as the effects of mis-
classification, Eq. (4), and initial thermal distribution,
Eq. (3), are similar and can be partially exchanged. De-
phasing and relaxation times (not shown) are also not
recovered. In Fig. 5c we show that the sensitivity of the
data to dephasing time T ∗2 of qubit B is minimal. Simi-
lar observations can be made for the other open system
parameters, see Supplement S5. RB sequences perform
an effective random dynamical decoupling [40], providing
a possible explanation to this result.
E. Validation of the learned model
After model matching on a subset of the data in the
C3 step, we now evaluate the predictive power of the
learned models by computing the score on the rest of
the data set (this is also known as a validation set in
machine learning). This verifies that the selected subset
7FIG. 6: C3 learning of the two-qubit model parameters. Blue, left (red, right) triangles indicate qubit A (B) parameters, respectively,
while shared properties are shown with green upwards triangles. The true values of the “real” model are indicated as dashed lines.
Learning begins using just ORBIT data (left white section) that fixes qubit frequencies, anharmonicities, coupling and and line transfer
function to their true values. Then tomography data from a two qubit experiment is added (right grey section), which allows to better
identify the chip temperature T and the mis-classification constants p0→1, and p1→0.
captures all relevant behavior and alleviates the danger
of overfitting.
Figures 7a to 7c depict the correlation between calibra-
tion data points mj,k and their model-based reconstruc-
tions m˜j,k. We evaluate the goal function fLL(β) over
the validation set for the Simple, Intermediate and Full
models and obtain values of 36.5 (≈ 8.4σ), 42.0 (≈ 9.2σ)
and 0.028 (≈ 0.2σ) respectively. The conclusion is that,
even though some parameters were not recovered by C3,
the learned full model is indeed a Good Model, as it re-
produces the behaviour of the system on all previously
recorded data points to satisfying accuracy. This does
not prevent additional measurement data to expose new
behavior in the system: The notion of the Good Model
is always tied to the underlying data-set.
Furthermore, we now repeat the C1 procedure on the
Good Model (yielding average gate infidelities of 6.3 ×
10−4 and 1.1× 10−3 for qubit A and B respectively) and
show that the resulting pulses give a near optimal per-
formance on the actual device and allow for faster C2
convergence, as seen in Fig. 2. One would expect the
pulses derived from the Good Model to be exactly op-
timal on the actual device. Even though it is not the
case here, this is not because of an inaccurate model,
but rather because of a disparity between the figures of
merit used in C1 (average infidelity) and C2 (single-qubit
ORBIT). Average fidelity captures effects of the whole
system, including, in this case, an effective ZZ-coupling
between the two qubits caused by a slight repulsion of
the |02〉 and |11〉 states, that are 300 MHz apart. Min-
imizing a single-qubit ORBIT infidelity does not adjust
for this effect, as we can verify by evaluating both RB
(which captures only one qubit at a time) and average
infidelity before and after calibration. Indeed, the aver-
age infidelity of qubit B is 1.2 × 10−3 (compatible with
the performance of 1.1 × 10−3 on the Good Model) but
the error per gate is estimated by RB as 4.1×10−4. After
the calibration the RB estimate is improved to 2.9×10−4
but the average infidelity is worsened to 1.9× 10−3. Per-
forming simultaneous RB could resolve this issue.
F. Entangling gate
We further investigate the Good Model which was deter-
mined using only single-qubit calibration data by deriv-
ing a two-qubit cross-resonance (CR) gate [41, 42] with
C1. Both qubits are driven simultaneously at ωB , the res-
onant frequency of qubit B, to accumulate a phase ±pi/2
conditioned on the state of qubit A [20]. Both drives are
parametrized by flattop Gaussians. The resulting CR
pulse has a gate infidelity of fav = 3.8 × 10−3. When
8FIG. 7: (a)-(c): Correlation between experiment and simulation expressed as a density of points (m˜k,mk) for the Simple, Intermediate
and Full model, respectively. The data-set is the so called validation set: The data points k that were not used in optimization of the
model parameters. The simple and intermediate models show poor correlation as the simulation predicts a wide distribution of
measurement outcomes for each recorded value. They also exhibit a tilt that can be attributed to SPAM errors not considered in the
models. Only the full model produces a consistently high density distribution centered around the diagonal, with minimal spread due to
the noisy data.
evaluated on the “real” model the gate has an infidelity
of fav = 4.3×10−3, again showing that the learned model
predicts device behaviour to high accuracy. Notably, the
model learned using only single-qubit data was sufficient
to accurately predict the performance of the two-qubit
gate on the device. We suspect this to be caused by ex-
change interactions due to coupling and finite tempera-
ture: Even when performing only single-qubit gates, the
finite temperature causes a partial excitation of higher
states, which are then exchanged with the other qubit
via the coupling and thus visible in the ORBIT data.
The performance of the gate on the device is verified
with Quantum Process Tomography (QPT): We apply
the CR gate preceded and followed by single-qubit gates
to prepare and measure in the basis states, e.g. S =(
Xpi/2 ⊗ Ypi/2
)◦CR◦(X−pi/2 ⊗ Ypi/2) [43], and again col-
lect these measurements into our data-set. We believe
that the entangling gate breaks the degree of freedom
between mis-classification and initial thermal distribu-
tion discussed before, hence we now perform another C3
optimization, using the QPT data (256 sequences) and
one ORBIT parameter per qubit (2 × 25 sequences) as
the learning data. Parameter convergence is shown in the
grey areas of Fig. 6, where temperature and confusion
matrix values are adjusted closer to the true values.
Fig. 5b substantiates the claim that the entangling gate
data allows for a more precise learning of the chip tem-
perature, exhibiting a narrower valley at the true value.
However, we are still not able to learn the T1 and T
∗
2
parameters, since the sequences in QPT are too short to
be sensitive.
G. Relaxation and dephasing
To demonstrate how a specialized measurement is for-
mulated within C3 we determine the values of T1 and
T ∗2 , using simple established sequences that are known
to be sensitive to these parameters. The decay rate T1 is
determined by preparing the excited state of the qubit,
followed by increasing wait times and then measuring the
ground state population. We write the sequence as
S
(n)
T1 = Xpi/2 ◦Xpi/2 ◦ In (11)
where Xpi/2 is our previously optimized pi/2 gate and In
signifies n repetitions of the identity gate I. Similarly
S
(n)
T2∗ = Xpi/2 ◦ In/2 ◦Xpi/2 ◦Xpi/2 ◦ In/2 ◦X−pi/2 (12)
defines a Ramsey echo sequence, used to measure the
dephasing rate T ∗2 . We take 51 logarithmically spaced
values of n between 100 and 10000 to capture the full
decay curves.
Using this data-set we perform another C3 optimization,
freezing all model parameters learnt until now and vary-
ing only the values of T1 and T
∗
2 . By doing so we manage
to determine their values to within 1µs of the true values
(Fig. 8). This procedure is the C3 equivalent of a com-
mon exponential decay fit to the data. However, with
C3 one does not require prior knowledge on the expected
structure of the experimental results, i.e. an exponential
decay. Hence, when matching the data C3 also accounts
for SPAM errors without the need to adjust the fitting
function.
Fig. 5c shows the sensitivity of fLL to the value of T
∗
2 of
qubit B. The new data shows a clear improvement in the
9FIG. 8: C3 learning of the relaxation (T1) and dephasing (T ∗2 )
parameters. Blue, left (red, right) triangles indicate qubit A (B)
parameters, respectively. The true values of the “real” model are
indicated as dashed lines. Background sections represent different
learning datasets: just ORBIT data (left white section), a mix of
ORBIT and QPT data (center grey section), decay and Ramsey
data (right white section). The decay rates are correctly identified
only when specific data, sensitive to the decoherence effects, is
used for learning, at which point they quickly converge to the real
value.
accuracy of the value obtained and the minimum is better
defined. For increased sensitivity one would require more
decay data to learn from.
H. Sources of error
The Good Model allows us to break down which of the
model properties are preventing higher gate fidelities. To
this end, we investigate the Good Model for components
limiting the performance of the CR gate by idealizing
aspects of the model.
We investigate whether the Gaussian ansatz is limiting
gate fidelities by further refining the optimal pulses us-
ing a piece-wise constant optimization with one pixel per
AWG sample (as is done in [36]). Average infidelity im-
proves only marginally from fDRAGav = 3.8 × 10−3 to
fPWCav = 3.6× 10−3, suggesting other factors are limiting
fidelities.
To find out if performance is limited by decoherence ef-
fects, we re-optimize the CR gate while disabling Lind-
bladian dynamics. By open-loop optimization in this
idealized coherent setting the error is decreased from
3.8× 10−3 to 1.3× 10−5. Thus, the 100 ns CR gate con-
sidered here is coherence limited, as is the case in most
experimental implementations [20, 44], making improve-
ments in gate time essential [45].
IV. C3 IN-DEPTH
Following is a detailed description of the C3 tool-set.
A. Experiment modelling
To combine control and characterization, C3 provides a
detailed simulation that endeavours to encompass all rel-
evant practical considerations of the experiment such as
signal processing, SPAM errors, control transfer func-
tions and Markovian noise. The simulator is used as the
basis of the open-loop optimal control optimization (C1)
and the model parameter optimization (C3). In both
cases it is desirable to use gradient-based optimization
algorithms [46, 47]. However, it is extremely cumber-
some to manually derive the full analytical gradients of
the quantum dynamics, especially when it includes the
properties described above. Instead, C3 uses a numer-
ics framework [48] which allows for automatic differenti-
ation [49], making the tool-set more flexible and easily
extendable. A similar approach is also used by [50, 51]
for control and characterization.
1. Signal processing
The simulation allows for the specification of control
signals ε(t) as either analytical functions or as direct,
piecewise-constant AWG parameterization. Analytic
parametrizations are sampled at the resolution of the
waveform generator producing the envelope signal εi =
ε(ti), representing voltages being applied to the control
line, where the {ti} are the AWG sample times. The re-
sulting signal will exhibit a rise time τ , due to the finite
bandwidth of the control electronics. We model this by
applying a convolution
ε˜(t) =
tf∫
t0
interp({εi})(t)G{tf − t} dt (13)
with
G(t) =
1
N
exp
{
− (t− τ/2)
2
8τ2
}
, (14)
modeling a Gaussian filter, and
interp({εi})(t) = {εi | ti ≤ t < ti+1} (15)
interpolating the sampled signal to higher resolution for
simulation. An I/Q-Mixer combines this envelope with a
local oscillator signal of frequency ωlo to
u(t) = I(t) cos(ωlot)−Q(t) sin(ωlot) (16)
where the in-phase and quadrature components
I(t) = ε˜(t) cos(φxy − ωofft)
Q(t) = ε˜(t) sin(φxy − ωofft) (17)
are assigned by a control parameter φxy, and modulated
to introduce a frequency offset ωoff on the drive. As noted
in [52], in practice there will be additional errors dur-
ing the mixing, which are not currently modelled. In
transmitting this signal to the experiment, various dis-
tortions can occur, modeled by a response function ϕ,
which also converts the field from line voltage to an am-
plitude c(t) = ϕ[u(t)].
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FIG. 9: The process of simulating experimental procedure for
signal processing and read-out. The k-th control function is
specified by some function εk(t) and specifies the line voltage
uk(t) by an arbitrary waveform generator (AWG) with limited
bandwidth. Electrical properties of the setup, such as impedances,
are expressed as a line transfer function ϕ, resulting in a control
field ck(t) = ϕ[uk(t)], as in Eq. (18). After solving the equation of
motion for the system, read-out and misclassification are
modelled by applying rescaling and transformations to the
simulated populations pi = |ρii|2, according to Eq. (23).
2. Time evolution
The system Hamiltonian is
H(t) = H0 +
∑
k
ck(t)Hk , (18)
with a drift H0 and optional control Hamiltonians Hk.
The dynamics of the system are described by the time-
ordered propagator
U(t) = T exp
− i~
t∫
t0
H(t′)dt′
 , (19)
given by solving the time-dependent Schro¨dinger equa-
tion, and approximated numerically by U(t) '∏0i=N Ui.
Here, Ui = exp
{− i~H(ti)∆t}, and the total time is di-
vided into N slices of length ∆t that are fine enough so
that the Hamiltonian can be considered constant in the
interval.
In application, we will rarely perform a single gate or
pulse in isolation. Experiments such as randomized
benchmarking or the various flavors of tomography in-
volve long pulse sequences, that are inefficient to simu-
late as a whole. Instead, the C3 simulator computes each
propagatorG of a defined gateset G individually and com-
piles these matrix representations into sequences. This
avoids the need to solve the equations of motions multiple
times for the same exact pulses. As the propagators are
calculated in the dressed laboratory frame (as opposed
to the single-particle rotating frame), consecutive gates
need to be adjusted to realign with the rotating frame of
the drive signal, by applying a Z rotation with an angle
of (ωlo + ωoff)tg [52].
To include open-system effects, we apply the equivalent
procedure to obtain the process matrix
E(t) = T exp

t∫
t0
L(t′)dt′
 (20)
by solving the master equation in Lindblad form,
ρ˙ = L(ρ) = −i[H, ρ] +
∑
j
LjρL
†
j −
1
2
{
LjL
†
j , ρ
}
, (21)
where H is the Hamiltonian from Eq. (18), the Ljs are
Lindblad operators, and L is the generator in superop-
erator form [53]. The evolution of a state is obtained by
applying the propagator as ρf = U(tg)ρiU
†(tg) for coher-
ent evolution or ρf = E(tg)[ρi] for incoherent evolution.
3. Initialization and Read-out
Given the temperature T of the device, the system is
initialized in a mixed state
ρinit =
∑
k
1
Z
|φk〉〈φk| exp{−Ek/kBT} (22)
where {|φk〉} is the eigenbasis of H0 and the normaliza-
tion is given by the canonical partition function Z =∑
k exp{−Ek/kBT}.
We simulate read-out by post-processing the final state
ρf : From the density matrix, represented in the dressed
basis, we obtain a vector of populations ~p = (pk) by tak-
ing the absolute square of the diagonal. This is consistent
with a slow (or weak) read-out scheme in experiment.
Measurement and classification errors are modeled with
a mis-classification (confusion) matrix (pi→j)ij [54] such
that the measured populations are
p˜j =
∑
i
pi→jpi . (23)
To simulate an experimental measurement with an aver-
age of l repetitions, we draw from a Multinomial distri-
bution of l trails and with probabilities p˜j .
B. Optimizations
Open and closed-loop optimal control as well as model
learning require performing optimization processes.
1. Open-loop Model-based Control: C1
In the typical setting of open-loop optimal control [8, 9],
given a model of a system, we search for the optimal
control pulses to drive the system to a desired state or
generate a certain gate. Pulses are parametrized by an
analytic ansatz (e.g. Gaussian pulse with DRAG cor-
rection [14] to remove Fourier components coupling to
leakage levels), or by direct AWG samples. Constraints
may be imposed to conform with experimental feasibility,
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such as power and bandwidth limitations. The goal func-
tion to be minimized is selected depending on the spec-
ified optimal control task, e.g. state infidelity for state
transfer problems, or unitary trace infidelity for quan-
tum gates [9, 30]. We suggest the use of average gate
infidelity as the goal function, as it is experimentally ac-
cessible by performing RB or QPT, allowing comparison
of performance in simulation and experiment.
Formally, the controls are parameterized as a vector of
real numbers α. Given a goal function f1(α), we search
for min
α
f1(α). Optimal control methods such as GRAPE
[11], Krotov [13, 55–57], and GOAT [10] have been de-
vised to determine the gradient ∂αf1(α) in order to facil-
itate convergence. These methods require a specific for-
mulation of the problem and the analytical calculation
of the gradient any additional elements in the model.
Instead, in C3, automatic differentiation allows to sys-
tematically account for any model feature, including, for
example, line response functions or SPAM error.
The disadvantage of gradient-based algorithms is their
propensity to get trapped in local minima. The sever-
ity of the problem is reduced by using a hierarchy of
progressively more complex control ansa¨tze. If this is in-
sufficient, a short preliminary gradient-free search to find
the convergence basin most often resolves the problem.
2. Closed-loop Model-free Calibration: C2
In calibration, a given pulse is optimized to improve a
figure of merit f2(α), computed from experimental mea-
surement results. In addition to gradient-free optimiza-
tion algorithms, there are methods to approximate the
gradients (e.g. [58]), however, such approaches are gen-
erally less efficient than gradient-free algorithms [46, 59]
as they require a high number of evaluations [60]. If
the initial point of the optimization is given by C1, this
implements the already established AdHOC [18] method.
During calibration, sets of control parameters αj are sent
to the experimental setup, alongside instructions of how
to evaluate the current controls. For evaluating gate-sets,
we suggest the ORBIT figure of merit, as it naturally
performs a twirling of all sources of error, providing a
single number to optimize. However, protocols tailored
to specific needs can also be used, e.g. to obtain a de-
sired conditional phase [5]. C2 then optimizes the control
parameters αj to minimize a figure of merit.
While specialized measurements provide a straightfor-
ward way to fine-tune controls related to specific device
properties, they do not generally account for interdepen-
dencies. For more complex setups with many parameters,
such calibrations cannot be done without extraordinary
effort [61]. In contrast, C3 employs modern gradient-
free optimization algorithms, such as CMA-ES (see Sup-
plement S2 for further discussion), capable of optimiz-
ing dozens of parameters simultaneously, automating the
task.
3. Model Learning: C3
Extracting the model from a data-set D can be thought of
formally as analogous to the C1 optimization task, where
one varies the model parameters instead of the control
parameters. For each measurement outcome mk in the
data-set,
D = {Sk 7→ mk}j , (24)
the corresponding gate or pulse sequences Sk(αj) with
control parameters αj are used to simulate the model’s
prediction m˜j,k = m˜(Sk(αj), β). The model learning goal
function
f3(D|β) = f3({m˜k(β)}, {mk}) (25)
quantifies the quality of the match between the data-set
and the simulation of a system with parameters β. In
this paper, we use a rescaled log-likelihood
fLL(D|β) = 1
2K
K∑
k=1
((
mk − m˜k
σ˜k
)2
− 1
)
, (26)
where the σ˜k is the standard deviation of a binomial dis-
tribution with mean m˜k, resulting in a variation of the
Mahalanobis distance [62]. This function is stricly correct
under the gaussian assumption and a two-level read-out.
See Supplement S4 for the extension for a multiple out-
come read-out. The measurement process on any physi-
cal device is noisy, i.e. each mk is an estimate of a true
underlying µk. Therefore, a realistic data-set D cannot
be matched exactly by a deterministic simulation. The
function fLL is designed such that, for n data points, its
expectation value is 0 when the model predicts the means
µk correctly, and
1
2n
2 if the distance is µk−m˜k = nσk for
all ks, according to Supplement Eq. (5). This provides a
more intuitive measure of model match than the abstract
value of fLL, i.e. it allows to make a statement like “the
model differs from the experiment by approximately n
standard deviations”.
Due to the complexity of the physical systems, a po-
tentially high number of interdependent parameters and
complex features of the landscape, it is difficult for the
optimization to converge to the global optimum. There-
fore, we take the tried-and-tested experimental approach
of starting with a simple model and iteratively refining
it. One may modify the model and repeat the C3 fit,
optionally retaining the optimized parameters which are
shared by the previous and new model. Alternatively,
one may collect additional data and repeat the optimiza-
tion on the same model. We emphasize that at each of
these steps the physicists’ insights are required to evalu-
ate the optimization’s results, extend or discard models
and decide whether collecting additional data is required.
Furthermore, employing a gradient-based algorithm can,
depending on the initial point, result in a local minimum.
The optimizations presented here were successful when
starting with a gradient-free CMA-ES search, known to
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be robust against local minima, switching over to the
faster converging gradient-based L-BFGS method when
a promising parameter region is identified. However, fur-
ther research is required to find the best optimization
strategy.
We note that in C3 a model takes explicit values for all its
parameters, and is not represented as a high-dimensional
distribution over model parameter space. This choice is
driven by classical computation-load considerations: Be-
cause the C3 model is highly detailed, and, as conse-
quence, associated simulations are non-trivial, we believe
a full Bayesian approach to any of C3 optimizations is not
computationally viable at this time.
C. Model analysis
Both during and after the learning process, it is beneficial
to interrogate the model to estimate its properties and
their impact on the system behaviour. As part of the C3
tool-set one can perform sensitivity analysis for system
parameters: Sweeping a single parameter, e.g. qubit fre-
quency, across the range of interest, while keeping other
parameters at their current best value, evaluating the
model match score at each point, exemplified in Fig. 4.
The result is a 1-D cut through the optimization land-
scape that may exhibit a well-defined minimum, multiple
extrema indicating a difficult optimization, or even ap-
pear flat in the case when a parameter does not affect the
behaviour of the current experiment. This landscape de-
pends on both the selected model and data it is compared
to. Depending on the ruggedness of the sensitivity, one
might choose to utilize a gradient-based algorithm from
the start or to first perform a gradient-free exploratory
search to avoid local minima. In the case of a flat sen-
sitivity, one may choose two courses of action: If the
parameter is of little interest for successive experiments,
it may be removed or set to a convenient value within
the flat range; otherwise, one needs to design an exper-
iment producing additional data that is sensitive to the
parameter. The physicists’ knowledge of common exper-
imental practices (e.g. Rabi, Ramsey, Hahn echo) and
intuition guides the decision for the experiment design.
When suspecting correlations between parameters, cuts
in single dimensions are not enough and higher dimen-
sional sweeps are necessary. After a successful learning
process, the sensitivity analysis gives an estimate of the
precision to which each parameter has been determined.
Furthermore, the simulation allows insight into the be-
haviour of the system. Using well established methods
such as time-resolved state and process tomography, it is
possible to identify coherent errors, such as leakage out
of the computational subspace, over-rotations, and the
effects of noise. A Good Model also provides the basis
for an error budget, as it contains the same limitations as
the experiment it accurately predicts. The model can be
used for extrapolation by idealizing certain aspects sus-
pected as causes of infidelity (e.g. T1 setting to infinity),
and re-deriving control pulses using a C1 optimization.
The respective gain in fidelity gives an estimate of the
error that this aspect is responsible for, suggesting areas
of improvement for future devices.
V. DISCUSSION AND OUTLOOK
In conclusion, we have described C3, an integrated
methodology to improve quantum device performance
that combines characterization, calibration and con-
trol. We have detailed its approach and implementation,
demonstrating, on a synthetic QPU device, the individual
methods and how they are synthesized into a more inte-
grated concept. Analyzing single-qubit calibration data
we successfully extracted an accurate model of the de-
vice, including realistic experimental considerations: line
transfer functions, limitations of control electronics, read-
out error and finite operating temperature. From this
model we were able to derive a working high-fidelity two-
qubit gate, without requiring any further calibration.
This approach represents a holistic theoretical take on
the experimental workflow of a complex quantum com-
puting experiment, that takes into account interactions
between different tasks of an experimental lab. C3 pro-
vides a path to achieve, starting from an incomplete un-
derstanding of the system, both high-fidelity pulses and
an accurate model. It integrates the tasks of open-loop
control (that would require an already accurate model)
and of calibration (that would require an experiment-
specific fine-tuning procedure). Most notably, it provides
the tools to reflect on the experiment outcome and gate
performance, improving the model description of the sys-
tem and providing insight into its behaviour. C3 is not
a “black-box” experiment controller that replaces physi-
cists or engineers - rather, it reduces tedious tasks allow-
ing for interaction with the quantum device on a more
structural level. Instead of simply producing high-fidelity
operations, C3 provides meaningful output in the form of
a Good Model of the system, and other insights such as
an error budget and a sensitivity analysis. In this sense,
C3 is not to be confused with any single optimal control
or benchmarking technique, as it includes results from
decades of research in these fields aimed at making con-
trols that allow to actually reach high fidelities efficiently
[8, 47], unifying them into one framework.
We expect that the application of C3 will first benefit
scalable implementations of quantum processors based on
manufactured solid-state systems, such as superconduct-
ing and semiconducting qubits. There, the dependence
of model parameters on fabrication means that many el-
ements of the model are in fact uncertain. On the other
hand, other scalable implementations of quantum com-
puters contain such elements directly in their quantum
description: Ion trap gates involve degrees of freedom of
the trap, impurity spins depend on their detailed posi-
tion etc. – thus we expect that C3 will also play a key
role in those types of systems.
We have introduced the initial version of the C3 tool-set.
13
In the near future we intend on extending it to the gen-
eration of robust controls, automatic experiment design,
multi-parameter sensitivity analysis, active model learn-
ing, and more. The simulator will be enhanced to include
non-Markovian noise, a detailed simulation of the read-
out process, echoes on control lines and all other phe-
nomena needed to produce a Good Model of real-world
systems. C3 is currently being integrated with existing
quantum computing software stacks, which would allow
users to study custom pulse schedules [63, 64] and per-
form model learning using data gathered from quantum
computers, for example, with Qiskit Ignis [65]. Experi-
mental application of C3 is ongoing (e.g. [36]).
It is our hope that C3 will not only provide insights into,
and assist optimization of, current experiments, but also
help guide the design of next-generation quantum de-
vices, be it manually or by integration into automatic
hardware design frameworks [66–68].
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S1. PAST ATTEMPTS AT COMBINING CHARACTERIZATION AND CONTROL
Considered individually, each of C3’s three main pillars has received extensive attention. It would be presumptuous of
us to even attempt a survey of all three. Therefore, we shall limit ourselves to a very limited look at a subset we have
subjectively found informative to our own work. Discussion of calibration algorithms is deferred to a forthcoming
publication. A review of optimal control algorithms is largely made redundant by the use of automatic differentiation,
as implemented in TensorFlow [1] and used by [2, 3], C1 and C3. We therefore focus this limited survey to the
issue of system characterization. Characterization can be broadly broken down into model-specific methods, generic
model-based approaches, and model-free approaches
The standard approach at addressing the lack of a Good Model, as defined above, is to perform a long list of
model-specific characterization experiments, each designed to measure a different parameter of the model: measure
parameters of the readout resonator using frequency sweeps; qubit frequency measurements and T1 require Rabi exper-
iments [4] (and with some extra effort the higher levels can be extracted); Ramsey [5] and Hahn echo measurements [6]
provides T2 data (under the Markovian assumption, which is known to be an over-simplification [7, 8]); measuring the
control line response functions [9–13], the noise spectra [3, 8, 14, 15], continuous drifts in system parameters [16–19],
and discontinuous jumps in parameters such as T1 [20, 21]; state Preparation and Measurement Errors (SPAM) can
be extracted from Randomized Benchmarking (RB; e.g. [22]) or dedicated procedures, such as [23]; qubit cross-talk
can be measured by the method described in [24, 25] and many more. Model specific methods also exist for learning
spin chain, lattice Hamiltonians and other multi-particle systems with a predefined network topology under limited
access [26–30].
Some of the more general-purpose methods, designed, for example, to identify all Hamiltonian elements, are often
classified as system identification protocols, e.g. [31–36]. Bayesian approaches, e.g. [37–46] can greatly reduce the
required experimental sampling count. Such methods are very useful but are also limited to the model and parameters
for which they were designed. When attempting to find a Good Model, one usually must resort to a complex, highly
detailed model, for which model-specific methods are of limited applicability.
Generic model-based approaches provide tools to determine model parameters which may be applied to any system
model, including those going beyond simple Hamiltonian description. Such approaches fall under the machine-learning
domain known as experiment design [47] and its Bayesian version [48], and have been used in the quantum realm,
e.g. [49–55]. In Bayesian approaches, one must maintain a probability distribution function (PDF) over possible
model space, and update it (from prior to posterior) in an online fashion, to reflect newly acquired experimental
data. Maintaining good approximations of such PDFs are computationally demanding, especially when the models
in question have dozens of parameters (PDF dimensions). The alternative approach of using MCMC (Markov Chain
Monte Carlo) algorithms is even more unwieldy. The experiment design is a form of a model-based optimal control
task where one attempts to maximize a utility function, such as the information gain (i.e. minimize the posterior
model PDF Shannon entropy). Unfortunately, determining information gain is also computationally expensive. Thus,
∗ These two authors contributed equally; c3@q-optimize.org
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2inserting such computations during an experiment will result in the quantum device spending almost all of its time
waiting for the classical computation - an undesirable balance.
Methods for Hamiltonian identification have been developed which do not make many assumptions as to its structure.
Examples include methods based on compressed sensing [44, 56, 57], extraction of detailed time traces [58, 59] and
others. However, as system model extends beyond Hamiltonians and Lindblandians, to non-Markovian noise spectra,
line transfer functions and other non-trivial effects, it is unclear to what degree these methods can be put in practice.
Further, treating Hamiltonians without assuming structure not only leaves a lot of a-priori information about the
system model unused, it does not make use of the model’s ability to reduce the growth in dimensionality of parameter
space from exponential to polynomial.
There are countless additional approaches to the task of characterization, of which we shall mention a small subset:
[60] propose the use of random control signals and SGD (Stochastic Gradient Descent) to minimize the discrepancy
between observed and simulated behavior. However, it is not clear how such an approach would, for example, prevent
a random control signal from moving a transmon out of the computational subspace, or how would it be “lucky”
enough to operate in parameter ranges where certain phenomena become significant (e.g. generating a cross-resonant
effect requires fine-tuning of control frequencies which may not occur by random). Neural Networks have been used
for both system identification and optimal control [61–63] with some success. However, it is not a-priori clear why
such a representation of quantum dynamics or their outputs is preferable to physics-based models.
Intertwining of control and characterization has been raised in a more general context of control theory [64–67]. But,
to our knowledge, C3 is unique, at least in the context of quantum technology, in its holistic approach tying together
model-based optimal control and characterization with model-free control calibration.
There are some works in literature which combine two of the three steps: Ad-Hoc [68] calls for optimal control followed
by calibration. A combination of model-based gradient calculations and experimental calibrations is proposed by
[69, 70], but the data gathered is not used to improve the system model. Closed-source commercial offerings have also
taken steps in this direction [3].
S2. CHOICE OF GRADIENT-FREE ALGORITHMS
Naturally, using an automated approach to solve the gradient-free optimization problem of calibration seems promising,
and many experiments are currently using the Nelder-Mead algorithm [71, 72] for their calibration tasks. As an
example, Fig. S1 shows an underlying parameter landscape of an optimization, obtained by simulating DRAG
corrected pulses. Calibration can be rather difficult, as depending on the starting position the optimizer, algorithms
will have to overcome local minima and deal with intrinsic noise. It is further noteworthy that this landscape is rather
unique to the used parametrization, the chosen goal function and ultimately the properties of the physical system.
FIG. S1: A 2D cut through the landscape of a calibration goal function. The system chosen is a multi-level qubit, with the control
sequence being a single length RB-sequence. Control parameters αj were the Gaussian pulse amplitude, DRAG coefficient and frequency
offset of a DRAG-corrected pulse. The RB-sequence was chosen to implement the identity operation, ideally leaving the qubit in the
ground-state. The infidelity (seen as the color ranging from 0 to 1) is defined as the overlap of the final state with the system’s ground
state. a) The landscape of the simulated system, as a cut through the plane of pulse amplitude and DRAG coefficient, for a fixed
RB-sequence. Multiple local minima can be observed. b) A higher resolution plot of the same landscape. Further local minima can be
observed in the neighborhood of the global minimum.
3Research of gradient-free optimizers is a vast and active field, with hundreds of published black-box optimizers,
including Evolutionary Strategies (ES), Particle Swarm Optimization (PSO), Differential Evolution (DE), Random
Search, Simultaneous Pertubation Stochastics Approximation (SPSA), Nelder-Mead Method, Bayesian Optimization,
and more. From a preliminary investigation, we recommend evolutionary strategies such as CMA-ES, which is
currently the default in C2. This algorithm performed well in most cases, exhibited good robustness to noise, can
handle local extrema and requires relatively few evaluations. Similar conclusions have been reached independently
by [73]. We make no claim as to the optimality of the optimizer chosen, and defer a more detailed discussion of the
subject to future publications.
S3. OPEN-SOURCE IMPLEMENTATION
C3 is implemented as an open source project available at https://q-optimize.org under the Apache 2.0 license. The
software is written in Python to interface conveniently with common experiment controllers, and has already been
used in tandem with PycQED [74], Labber [75] and LabView [76]. The interface can occur at various levels of
abstraction, from sharing control parameters to sampled waveform values. A modular design allows for Hamiltonian
or Lindbladian descriptions of common physical systems (fixed and flux-tunable qubits, resonators, different types of
coupling), specification of a list of devices to model the signal chain of the experiment (local oscillator, AWG, mixers,
distortions/attenuations), different types of readout processing, and various fidelity functions. All components can be
edited by the user or taken from reference libraries, accommodating to different needs. Configurations and data are
stored as JSON files, and the full capabilities are accessible as command-line scripts, allowing for easy automation.
Numeric calculations are performed using TensorFlow [1]: The simulation of the dynamics and the pre-/post-processing
are formulated as a network, with well defined inputs (e.g. control and model parameters) and outputs (goal function
values), connected by a large number of nodes, each performing a relatively simple operation (e.g. matrix expo-
nentiation). TensorFlow enables the numerical computation of the Jacobian of a calculation – the gradient of each
of the network outputs with respect to the network inputs (this capability is the evolution of what is known as
back-propagation learning process in neural networks [77]). This process of automatic differentiation facilitates the
modular structure, as any new component inherits this property, removing the need to analytically derive its gradient.
Furthermore, the TensorFlow simulator is scalable, allowing deployment on a variety of high-performance computing
hardware.
We note prior efforts simulating quantum circuits which allow for automatic differentiation, e.g. [2, 78], as well as
large-scale simulations of quantum circuits, e.g. [79–81]. To our knowledge, the C3 simulator is the most detailed
automatically-differentiating package available.
A. Code structure
Each component of the control stack and model needs to conform to a general boilerplate that specifies what parameters
it contains and how they are used. In this modular design, each class represents a component of the experiment that
takes an input applies some parameter-dependent function to it and returns a result. For example, an envelope
function for pulses would have this structure:
import tensorflow as tf
...
def my_envelope_fuction(t, parameters ):
amplitude = parameters["amp"]
p2 = parameters["p2"]
...
return tf.some_math_function(amplitude , p2 , t)
The only requirement to this code is that mathematical functions have to be taken from the TensorFlow package
to allow for automatic differentiation. As an example of a control stack element, the finite rise time of an AWG is
realized with the following code:
class Response(Device ):
def __init__ (..., rise_time , ...):
...
self.params[’rise_time ’] = rise_time
def process(self , iq_signal ):
...
t = self.params[’rise_time ’]
4sigma = t / 4
...
# Convolution with a Gaussian
...
return signal
A signal processing chain is represented by putting the output of one control stack element into the next. In calculating
figures of merit, the user can choose from a library of functions or supply their own. For example, the infidelity of a
state transfer process from |ψ0〉 to |ψideal〉, implemented by the simulated propagator U ,
def state_transfer_infid(U, psi_ideal , psi_0):
psi_actual = tf.matmul(U, psi_0)
overlap = tf_abs(
tf.matmul(tf.linalg.adjoint(psi_ideal), psi_actual)
)
infid = 1 - overlap
return infid
S4. C3 MODEL FITTING GOAL FUNCTION
Here we derive fLL, the function which quantifies the statistical distance, in units of standard deviations, between the
model and experimentally obtained data. For further context, see Eq. 26 of the main text, and associated discussion.
A. Context and Goal
Assume we have performed a series of experiments, k ∈ [1, . . . ,K], on our quantum device. Each experiment
k is repeated for nk iterations (shots), each resulting in one of |d| possible discrete results (for two qubits d =
{|00〉 , |01〉 , |10〉 , |11〉}), with the value returned for each shot assumed to be drawn independently at random from a
categorical distribution, where the probabilities of the different outcomes are determined by the occupancy of the final
state after the experiment and the readout process. We denote the observed frequencies of the d results by the vector
mk (for two qubits mk = (N00/n,N01/n,N10/n,N11/n), where Nj is the number of occurrences of the |j〉 result).
The vector mk is an estimate of the experimental results, and it represents a draw from a (rescaled) multinomial
distribution with probabilities given by the readout values. Note that the elements of the mk frequency vector are
not independent, as they must sum up to one. We’ll use the shorthand {mk} to denote {mk}k=1,...,K .
Given a model we would like to quantify how likely it is that it underlies the observed data. We aim to capture
this likelihood in a function f({mk}|β) dependent on the model parameters β. We therefore require a method to
determine the distance between the experimental result, mk, and the model prediction, m˜k(β). Hence we define
pk(· |β) be the model-predicted probability distribution function (PDF) for the result of experiment k, and use this
PDF to determine the f function, by evaluating the probability pk(mk|β) that the measured mk could be obtained
by the model with parameters β. However, as the mk are sampled from the readout distribution, we do not expect
mk = m˜k(β). Rather, we aim to define the function f such that its expectation value, E[f({mk} , β)], is zero if the
underlying distributions from which {mk} are drawn are the same as the model-predicted PDFs.
B. The Gaussian Assumption
To simplify calculation of E[f({mk} , β)], we can make some assumptions regarding the underlying distributions. The
natural pk(mk|β) PDF is multinomial (or binomial if dealing with a single qubit with no leakage levels). Under the
assumption that for a large number of shots all possible readouts values are likely to appear, then by the central limit
theorem (De Moivre–Laplace theorem), we can approximate pk with a normal distribution.
However, the multinomial distribution has a non-diagonal covariance matrix, as the probabilities must sum up to
one. Fortunately, one can diagonalize the distribution. Which in-turn implies the Gaussian approximation for the
multinomial distribution can be decomposed as a product of 1D Gaussians and possibly justify the initial assumption.
A rigorous investigation is beyond the scope of this paper.
The product-of-Gaussians approximation of a multinomial experiments voids the need to partition the overall PDF
into (diagonalized) readouts individual experiments – we simply have a product of a large number of one-dimensional
Gaussians. Specifically,
∑
k(dk − 1) one dimensional Gaussians, as this removes the extra degree of freedom imposed
by the normalization condition. From this point onward, we’ll redefine K to equal the previous
∑
k(dk − 1) and no
longer need to consider mk to be a vector.
5C. The fLL distribution
We shall use {µ˜k} and {σ˜k} to denote the mean and standard deviation of the model-predicted PDFs (after Gaussian
assumption and multinomial diagonalization), and {µk} and {σk} to denote the commensurate experimental values.
We note that {µk} and {σk} are unknown and unmeasured, and {mk} only provides an estimate of the mean.
Instead the simulation values {mk} represent an exact estimate of the mean, hence {m˜k ≡ µ˜k}. Note that the model
parameters β determine {µ˜k} and {σ˜k}, i.e. the model parameter determine the implied model-predicted expectation
value and standard deviation.
The model-predicted PDF is given by the product of normalized Gaussian distributions, and gives the probability
p ({mk} |β) =
∏
k
1√
2piσ˜k
exp
(
−1
2
(
mk − µ˜k
σ˜k
)2)
. (1)
when evaluated at the experimental values {mk}. From this equation, we construct a goal function as
fLL ({mk} |β) = − log
 K√p ({mk} |β)∏
k
√
2piσ˜k
√
e
 = 1
K
∑
K
1
2
((
mk − µ˜k
σ˜k
)2
− 1
)
. (2)
This fLL is the related to the average log-likelihood of the {mk} given the model parameters β, that is rescaled to
give the desired expectation value. In particular: the K
√· gives the average over the log-likehoods for each point, the√
2piσ˜k removes the normalization of the Gaussians, such that they take value 1 when mk − µ˜k = 0, and hence the
log returns 0; and the
√
e removes the residual part of the expectation caused by the noise in the {mk}.
Then, in the general case, when the Gaussians determined by the model are not the same as the Gaussians in the
experimental data:
E [fLL ({mk} |β)] = 1
2K
∑
k
((
µk − µ˜k
σ˜k
)2
+
(
σ˜k
σk
)2
− 1
)
, (3)
and
Var [fLL ({mk} |β)] = 1
K2
∑
k
(
σk
σ˜k
)2((
µk − µ˜k
σ˜k
)2
+
1
2
(
σk
σ˜k
)2)
. (4)
When we assume that both distributions have the same σ = σ˜
E
[
fσ←σ˜LL ({mk} |β)
]
=
1
2K
∑
k
(
µk − µ˜k
σ˜k
)2
, (5)
and
Var
[
fσ←σ˜LL ({mk} |β)
]
=
1
2K
+
1
K2
∑
k
(
µk − µ˜k
σ˜k
)2
. (6)
Equation 5 then represents the square of the Mahalanobis distance (standardized Euclidean distance), giving an
intuitive way to scale the fLL function to understand the model match score. Indeed, when the model is exact and
µk = µ˜k we get E [f
exact
LL ({mk} |β)] = 0. We note, however, that the function can go take values below 0 as the
variance for the exact case is Var [f exactLL ({mk} |β)] = 12K . Such values indicate the standard deviation expected by
the model, σ˜k is larger than the standard deviation observed experimentally, σk.
6S5. MODEL SENSITIVITY PLOTS
7S6. MODEL PARAMETERS
Parameter Real Simple Intermediate Full (ORBIT) ORBIT+QPT Decoherence
Learning Model Before After Before After Before After Before After Before After
ω(A) (MHz) 5000 −1.000 −0.886 −1.000 −0.230 −0.230 +0.004 +0.004 −0.016 ” ”
δ(A) (MHz) 210 +1.000 +0.702 +1.000 +0.281 +1.000 +0.400 +0.4008 +0.017 ” ”
ω(B) (MHz) 5600 +1.000 +0.592 +1.000 +0.013 +0.013 −0.003 −0.003 +0.006 ” ”
δ(B) (MHz) 240 +1.000 +0.981 +1.000 +4.32 +1.000 −0.016 −0.016 −0.005 ” ”
ϕ0 (MHz/V) 159.2 +1.592 −1.634 +1.592 −0.802 −0.802 +0.123 +0.123 +0.246 ” ”
g (MHz) 20 – – +1.000 −0.665 −0.665 +0.046 +0.046 −0.119 ” ”
T (mK) 50 – – – – +5.000 −3.172 −3.172 −0.216 ” ”
T
(A)
1 (µs) 27 – – – – +4.000 +4.439 +4.439 +0.021 +0.021 +0.738
T
(A)
2∗ (µs) 39 – – – – +2.000 +1.994 +1.994 −2.353 −2.353 −0.020
T
(B)
1 (µs) 23 – – – – +3.000 +4.543 +4.543 +5.704 +5.704 +0.666
T
(B)
2∗ (µs) 31 – – – – +5.000 +6.183 +6.183 +4.716 +4.716 +0.897
p
(A)
0→0 (%) 97 – – – – −2.00 −0.84 −0.84 −0.11 ” ”
p
(A)
1→1 (%) 96 – – – – +0.20 +0.38 +0.38 +0.02 ” ”
p
(B)
0→0 (%) 96 – – – – −2.00 −0.62 −0.62 −0.03 ” ”
p
(B)
1→1 (%) 95 – – – – +0.20 +0.08 +0.08 +0.01 ” ”
TABLE S1: Overview of the parameters of the “real” model (reference values), and the candidate models, before and after the C3
learning for different data-sets. Candidate model values are shown as difference from reference values. Dashes (–) indicate parameters
not present in the model, quotation marks (”) indicate parameters not being changed.
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