Abstract: Combining or integrating the outputs of several pattern classi ers has led to improved performance in a multitude of applications. This paper provides an analytical framework to quantify the improvements in classi cation results due to combining. We show that combining networks linearly in output space reduces the variance of the actual decision region boundaries around the optimum boundary. This result is valid under the assumption that the a posteriori probability distributions for each class are locally monotonic around the Bayes optimum boundary. In the absence of classi er bias, the error is shown to be proportional to the boundary variance, resulting in a simple expression for error rate improvements. In the presence of bias, the error reduction, expressed in terms of a bias reduction factor, is shown to be less than or equal to the reduction obtained in the absence of bias. The analysis presented here facilitates the understanding of the relationships among error rates, classi er boundary distributions, and combining in output space.
Introduction
Training a parametric classi er involves the use of a training set of data with known classi cation to estimate or \learn" the parameters of the chosen model. A test set, consisting of patterns previously unseen by the classi er, is then used to determine the classi cation performance. This ability to meaningfully respond to novel patterns, or generalize, is an important aspect of a classi er system and in essence, the true gauge of performance 1, 2] . Given in nite training data, consistent classi ers approximate the Bayesian decision boundaries to arbitrary precision, therefore providing similar generalizations 3]. However, often only a limited portion of the pattern space is available or observable 4, 5] . Given a nite and noisy data set, di erent classi ers typically provide di erent generalizations (or di erent decision boundaries) 6]. For example, when classi cation is performed using a multilayered, feed-forward arti cial neural network, di erent weight initializations, or different architectures (number of hidden units, hidden layers, node activation functions etc.) result in di erences in performance. It is therefore necessary to train a multitude of networks when approaching a classi cation problem to ensure that a good model/parameter set is found. However, selecting such a classi er is not necessarily the ideal choice, since potentially valuable information may be wasted by discarding the results of less-successful classi ers 7] .
In order to avoid the potential loss of information through selecting only one classi er, the outputs of all the available classi ers can be pooled before a decision is made. This approach is particularly useful for di cult problems, such as those that involve a large amount of noise, limited number of training data, or unusually high dimensional patterns. The overall architecture of a combiner is shown in Figure 1 . The output of an individual classi er using a single feature set is given by f ind . Multiple classi ers, possibly trained on di erent feature sets, provide the combined output f comb .
There are several methods of combining that have proved e ective in improving the classi er performance. Simple averaging of the outputs of individual classi ers has been suggested by di erent researchers as an alternative to selecting the best network 8, 9, 10]. Methods that select the class with the highest activation value, use the geometric mean or entropy based criteria, or perform a majority vote have been analyzed 11, 12, 13] . Methods based on con dence factors obtained through the theory evidence have also been studied 14]. Weighted averaging has been proposed, along with di erent methods of computing the proper classi er weights 8, 9] . A survey of leading combining techniques, along with experimental results is given in 11, 12] .
Combining techniques such as majority voting can generally be applied to any type of classi er, while others rely on speci c outputs, or speci c interpretations of the output. For example, the con dence factors method relies on the interpretation of the outputs as the belief that the patterns belong to a given class 15, 10] . Averaging, on the other hand, uses the result that the outputs of parametric classi ers that are trained to minimize a cross-entropy or mean square error (MSE) function, given \one-of-n" desired outputs, approximate the a posteriori probability densities of each class 16]. In particular, the MSE is shown to be equivalent to
where K 1 and D i (x) depend on the class distribution only, f i (x) is the output of the node representing class i given an output x, p(C i jx) denotes the posterior probability and the summation is over all classes. Thus minimizing the (expected) MSE corresponds to a weighted least squares t of the network outputs to the posterior probabilities 16, 17] . For regression (or function approximation) problems, recent work analyzing the e ect of linear combining is available 18, 19] . However, despite the increasing body of experimental results showing classi cation improvements due to combining, there has been no analytical study that can quantify the achievable gains. In this paper we analytically study the e ect of combining in output space with a focus on the relationship between decision boundary distributions and error rates. Our objective is to provide an analysis encapsulating the most commonly used combining strategy, namely, averaging in output space. The analysis focuses on boundary distributions, and how the parameters of that distribution in uence the error rates. Ultimately, our goal is to both quantify and predict the error reductions due to combining.
2 Class Boundary Analysis in Absence of Bias As mentioned above, the outputs of certain classi ers are expected to approximate the corresponding a posteriori class probabilities if they are reasonably well trained. Thus the decision boundaries obtained by such classi ers are expected to be close to Bayesian decision boundaries. Moreover, these boundaries will occur in regions where the number of training samples belonging to the two most locally dominant classes are comparable.
We will focus our analysis to network performance around the decision boundaries.
Consider the boundary between class i and j. First, let us express the output response of the i th unit of a one-of-n classi er network to a given input x as 1 :
where p i (x) is the a posteriori probability distribution of the i th class given input x, and i (x) is the error associated with the i th output 2 . The following analysis is for scalar x, for simplicity. However, the analysis can be readily extended for multi-dimensional inputs.
For the Bayes optimum decision, a vector x is assigned to class i if p i (x) > p k (x); 8k 6 = i, so the Bayes optimal boundary is the loci of all points x : p i (x ) = p j (x ) for a two-class problem. Since our classi er provides f i ( ) instead of p i ( ), the decision boundary obtained, x b , may vary from the ideal boundary (see Figure 2 ). Let b denote the amount by which the boundary of the classi er di ers from the ideal boundary (b = x b ? x ). We have:
by de nition of the boundary. This implies:
Now, let us assume that the posteriors are locally monotonic functions around the decision boundaries. This hypothesis is well founded since typically the boundaries are 1 If two or more classi ers need to be distinguished, a superscript is added to fi(x) and i(x) to indicate the classi er number. 2 Here, pi(x) is used for simplicity to denote p(Cijx). 
Now, since p i (x ) = p j (x ), we get:
Finally we obtain:
where:
Equation 4 can be used to obtain the distribution of b. Let the error i (x b ) be broken into a bias and a zero-mean noise term ( i (x b ) = i + i (x b )). For the time being, the bias is assumed to be zero (i.e. k = 0 8k), and the error is entirely due to noise. The case with non-zero bias will be discussed in the next section. Let the noise k (x) be independent 8k, Figure 2 shows the a posteriori probabilities obtained by a non-ideal classi er, and the added error region associated with it. The lightly shaded area provides the Bayesian error region. The darkly shaded area is the added error region associated with selecting a decision boundary that is o set by b, since patterns corresponding to the darkly shaded region are erroneously assigned to class i by the classi er, although ideally they should be assigned to class j.
Let us now divert our attention to the e ects of combining multiple classi ers. In what follows, the combiner denoted by ave performs an arithmetic average in output space. If N classi ers are available, by using the ave combiner, we obtain an approximation to p i (x) given by:
which can be written as:
If the errors of di erent classi ers are independent, the variance of i is given by: Each output of each network does approximate a smooth function, and therefore the noise for two nearby patterns on the same class (i.e. k(x) and k(x + x)) is correlated. The independence assumption applies to inter-class noise (i.e. i(x) and j(x)), not intra-class noise. N : (7) This reduction in variance can be readily translated into a reduction in error rates, since a narrower boundary distribution means the likelihood that a boundary will be near the ideal one is increased. In e ect, using the evidence of more than one classi er reduces the variance of the class boundary from the ideal one, thereby providing a \tighter" error-prone area. In order to establish the exact improvements in the classi cation rate, the expected added error region will be computed, and the relationship between classi er boundary variance and error rates will be explored further in Section 4.1.
Class Boundary Analysis in Presence of Bias
In general, the estimate of the posterior probabilities obtained by a network will be biased, i.e. k 6 = 0. As discussed, in the previous section, the error is expressed as the sum of bias and noise, resulting in:
Here, i is the bias introduced by the classi er 4 , and i (x) is the zero-mean noise term of Section 2.
Proceeding in a manner similar to that of Section 2, one readily obtains:
where s is as in Equation 5 and:
The bias is expected to be di erent for distinct classes. If the bias term is a simple additive constant, independent of the class (that is i = j), then in the di erence fi(x)?fj(x), the biases cancel out, reducing the decision boundary to the one of the previous section.
Again taking the noise to be independent between classes and Gaussian with zero-mean and variance 2 i , we conclude that b is a Gaussian random variable with mean and variance The e ect of combining is less clear in this case, since the average bias ( ) is not necessarily less than each of the individual biases. The e ect of the bias on the error regions will be studied in detail in Section 4.2. However, from an inspection of the distribution of b ave certain observations can be made. If the bias is extremely small, and the error is mainly due to the variance, combining can be an e ective tool. If however errors are mainly due to high bias, this type of combining becomes e ective only if the biases are not highly correlated.
These limiting cases for the error (mostly bias or mostly variance) also show a new approach to tackling the well known bias/variance problem 3]. By keeping the bias very small for each classi er, achieved by using larger networks than necessary, combining reduces the errors, mainly due to variance, signi cantly. These results highlight the basic strengths of combining, which not only provides improved error rates, but is also a method of controlling the bias and variance components of the error separately. The selection of network size and training regime can then directly re ect this result.
Added Error Region Analysis

Added Errors in the Absence of Bias
In the previous section, we showed that combining is an e ective way of reducing the variance of the decision boundaries. The question of how this result translates into improved classi cation results is discussed in this section.
The added error region associated with a classi er, denoted by A(b), is given by:
which is the darkly shaded region in Figure 2 . Based on this area, the expected added error, E add , is given by: 
Equation 14 provides a more accurate added error term than Equation 12. However, due to its considerable complexity, it is generally not preferable to compute the added error in this form. If Equation 14 needs to be explicitly computed, the following procedure can be followed: The rst term can be computed using integration by parts, the second term can be expressed in terms of Gaussian distribution functions (F( )), and the third term can be integrated, leading to: However, it is important to note that in a majority of cases, Equation 12 will be su cient.
Only when the boundary provided by classi er m falls in the region where the a posteriori probabilities are at their limiting values is a more accurate expression needed. A classi er that repeatedly puts the boundary in such a region is of little use in general. Therefore, it is reasonable to expect that most classi ers will provide boundaries that fall in the region where the linear approximation is adequate.
Added Errors in the Presence of Bias
In this section we compute the expected error in the presence of a bias . The actual error area as computed in the previous section is not a ected by the bias. However the distribution of b is a ected and the expected value takes a di erent form. 
where ave = z , and z 1. Now let us limit the study to the case where z p N. Equation 18 quanti es the error reduction in the presence of network bias. The improvements are more modest than those of the previous section, since both the bias and the variance of the noise need to be reduced. The actual reduction is given by min(z 2 ; N), demonstrating that the smaller reduction is the limiting factor. This result underlines why methods aimed at reducing only the variance or only the bias generally do not lead to signi cant improvements in overall classi cation performance.
Discussion
Combining classi ers in output space has led to improved performance in many applications 12, 13, 20] . This paper concentrates on explaining the reasons for expecting such improvements and to quantify the gains achieved. Under the assumption that the a posteriori probability distributions for each class are locally monotonic functions about the decision boundaries, we showed that combining networks in output space reduces the variance in boundary locations. Furthermore, the error regions are directly computed and given in terms of the boundary distribution parameters. In the absence of network bias, the reduction in the error is directly proportional to the reduction in the variance. Moreover, if the network errors are zero-mean i.i.d. Gaussian, then the reduction in variance boundary location is by a factor of N, the number of classi ers that are combined. In the presence of network bias, the reductions are less than or equal to N, depending on the correlation among the network biases.
Although our analysis focused on only two classes, it is readily applicable to a multiclass problem. Since the largest network output determines class membership, only a handful of classes are likely at any given point in input space. Therefore, even in a multi-class problem, one only needs to consider the two classes with the highest activation values in a given localized region.
The distribution of the boundary is shown to be Gaussian through its relationship with the noise terms. If the noise proves to have a distribution other than Gaussian, the analysis can be modi ed to accommodate the new distribution. The expected error given in Equation 9 is in general form, and any density function can be used from there on to re ect changes in the distribution function. For problems with higher dimensionality, the analysis becomes signi cantly more complicated, but retains the same conceptual structure. The added error area of Figure 3 where h( ) delineates a multidimensional di erence between a posteriori probabilities de ned over an n-dimensional region A, and f B (B) is the multidimensional density function of the n-dimensional boundary B de ned over R n .
Another important feature of combining that arose from this study relates to the classic bias/variance dilemma. Combining provides a method for decoupling the two components of the error to a degree, allowing a reduction in the overall error. Bias in the individual networks can be reduced by using larger networks than required, and the increased variance due to the larger networks can be reduced during the combining stage. Studying the e ects of this coupling between di erent errors and distinguishing situations that lead to the highest error reduction rates are the driving motivations behind this work. That goal is attained by clarifying the relationship between output space combining and classi cation performance. The analysis presented here provides an understanding of the interactions between the error rates and classi er boundary distributions, and ultimately between error rates and output space combining.
Several practical issues that relate to this analysis can now be addressed. First, let us note that since in general each individual network will have some amount of bias, the actual improvements will be less radical than those obtained in Section 4.1. It is therefore important to determine how the biases of individual networks can be kept uncorrelated (or have only minimal correlation). One method is to use networks with architectures based on di erent principles. For example, using multi-layered perceptrons and radial basis function networks provides both global and local information processing, ensuring that the biases are not highly correlated. Another method is to train similar networks on di erent features extracted from the same underlying data. Although the same network type is used, the biases will less correlated, since they are a function of the training data as well as the network. Experimental results obtained by us on an oceanic data set with four distinct classes support the above conclusions 21].
One nal note that needs to be considered is the behavior of combiners for a large number of classi ers (N). Clearly, the errors cannot be arbitrarily reduced by increasing N inde nitely. This observation however, does not contradict the results presented in this analysis. For large N, the assumption that the errors were i.i.d. breaks down, reducing the improvements due to each extra classi er. The number of classi ers that yield the best results depends on a number of factors, including the number of feature sets extracted from the data, their dimensionality, and the selection of the network architectures.
The focus of this paper is on combining in output space through averaging. Although the simplicity of averaging provides a pleasing framework, it is not the only method that yields encouraging results. As mentioned previously, there are many other possibilities in combining networks that require closer investigation. The use of order statistics, for example, promises to provide improvements that can be analytically studied, and we are currently pursuing that line of research.
