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We report results of a search for the pair production of the lightest supersymmetric partner of the
top quark, t˜1, using a data set corresponding to an integrated luminosity of 1 fb−1 collected by the
DØ detector at a pp¯ center-of-mass energy of 1.96 TeV at the Fermilab Tevatron collider. Both scalar
top quarks are assumed to decay into a b quark, a charged lepton and a scalar neutrino. The search
is performed in the electron plus muon and dielectron final states. The signal topology consists of two
isolated leptons, missing transverse energy, and jets. We find no evidence for this process and exclude
regions of parameter space in the framework of the minimal supersymmetric standard model.
© 2009 Elsevier B.V. All rights reserved.
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Supersymmetric theories [1] predict for every Standard Model
(SM) particle the existence of a superpartner that differs by half a
unit of spin. The top quark would have two scalar partners, t˜L and
t˜R , corresponding to its left- and right-handed states. Mixing be-
tween t˜L and t˜R , being proportional to the top quark mass mt , may
lead to a possible large mass splitting between the physical states
t˜1 and t˜2. Hence, the lightest supersymmetric partner of the top
quark, t˜1, might be light enough to be produced at the Fermilab
Tevatron collider.
In this Letter we present a search for scalar top (stop) pair
production in a data sample corresponding to an integrated lumi-
nosity of 1 fb−1 collected at a center-of-mass energy of 1.96 TeV
with the DØ detector during Run II of the Fermilab Tevatron pp¯
collider. The phenomenological framework is the minimal super-
symmetric standard model (MSSM) with R-parity conservation. We
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assume that BR(t˜1 → bν˜) = 1, where ν˜ is the scalar neutrino
(sneutrino). Among possible stop decays [2], this final state is one
of the most attractive; in addition to a b quark, it benefits from
the presence of a lepton with high transverse momentum with re-
spect to the beam axis (pT ). The sneutrino is either the lightest
supersymmetric particle (LSP) or decays invisibly: ν˜ → νχ˜01 or νG˜
where the lightest neutralino, χ˜01 , or the gravitino, G˜ , is the LSP.
We suppose an equal sharing among lepton flavors and consider
t˜1
¯˜t1 → bb¯′ν˜ν˜ final states, with ′ = e±μ∓ (eμ channel) and
′ = e+e− (ee channel). The signal topology consists of two iso-
lated leptons, missing transverse energy (/ET ), coming mainly from
undetected sneutrinos, and jets. A search for stop pair produc-
tion in the eμ and μμ(t˜1 ¯˜t1 → bb¯μμν˜ν˜) channels has previously
been performed by the DØ Collaboration [3] using a data set cor-
responding to a luminosity of 428 pb−1. The eμ sample in [3] is a
subset of the data sample used in this analysis. Searches for stop
pair production in the bb¯′ν˜ν˜ final state have been reported by
the ALEPH, L3, and OPAL Collaborations [4].
The DØ detector [5] comprises a central tracking system sur-
rounded by a liquid-argon/uranium sampling calorimeter and
muon detectors. Charged particles are reconstructed using multi-
layer silicon detectors and eight double layers of scintillating fibers
in a 2 T magnetic field produced by a superconducting solenoid.
After passing through the calorimeter, muons are detected in the
muon system comprising three layers of tracking detectors and
scintillation counters. Events containing electrons or muons are
selected for offline analysis by an online trigger system. A combi-
nation of single electron (ee channel) and dilepton (eμ channel)
triggers is used to tag the presence of electrons and muons based
on their energy deposition in the calorimeter, hits in the muon
detectors, and tracks in the tracking system.
In pp¯ collisions, stops are pair-produced via quark–antiquark
annihilation and gluon fusion. The t˜1 pair production cross section,
σ
t˜1
¯˜t1 , depends primarily on mt˜1 , with only a weak dependence
on other MSSM parameters. At
√
s = 1.96 TeV, σ
t˜1
¯˜t1 at next-to-
leading-order (NLO), calculated with prospino [6], ranges from
15 pb to 0.5 pb for 100  mt˜1  180 GeV. These cross sections
are estimated using CTEQ6.1M parton distribution functions (PDF)
[7,8] and equal renormalization and factorization scales μr, f =mt˜1 .
A theoretical uncertainty of about 18% is estimated due to scale
and PDF choice.
Three-body decays of the stop are simulated using comphep [9]
and pythia [10] for parton-level generation and hadronization, re-
spectively. We consider a range of stop mass values from 100 to
200 GeV in steps of 10 GeV. The range of sneutrino masses ex-
plored extends from 40 to 140 GeV in steps of 10 to 20 GeV. For
each choice of [mt˜1 , mν˜ ], 10,000 events are generated. Background
processes are simulated using the pythia and alpgen [11] Monte
Carlo (MC) generators. alpgen is interfaced with pythia for par-
ton showering and hadronization. The MC samples use the CTEQ6L
PDF and are normalized using next-to-leading order cross sections
[12–14]. All generated events are passed through the full simula-
tion of the detector geometry and response based on geant [15].
MC events are then reconstructed and analyzed with the same
software as used for the data.
The signal topology depends both on mt˜1 and on the mass
difference m = mt˜1 − mν˜ . The pT of the leptons and b quarks
decrease with smaller values of m and /ET values are correlated
with mt˜1 and m. For both eμ and ee channels, the two signal
points [mt˜1 ,mν˜ ] = (140,110) GeV and (170,90) GeV, referred to
respectively as “Signal A” and “Signal B” in the following, are cho-
sen to illustrate the effect of the selections for low mt˜1 and low
m (Signal A) and for high mt˜1 and high m (Signal B).
The main SM background processes mimicking the signal sig-
nature are Z/γ ∗ → τ+τ− , WW , W Z , Z Z , and tt¯ (eμ and ee
decay channels), Z/γ ∗ → e+e− (ee channel), and instrumental
background (eμ and ee channels). All but the latter are estimated
using MC simulations.
Electrons are identified as clusters of energy in calorimeter cells
in a cone of size R ≡√(φ)2 + (η)2 = 0.4 where φ is the az-
imuthal angle and η the pseudorapidity.11 Electron candidates are
required to have a large fraction of their energy deposited in the
electromagnetic layers of the calorimeter. The clusters are required
to be isolated from hadronic energy depositions. The calorimeter
isolation variable I = [Etot(0.4) − EEM(0.2)]/EEM(0.2) is less than
0.15, where Etot(0.4) is the total transverse shower energy in a
cone of radius R = 0.4 and EEM(0.2) is the electromagnetic en-
ergy in a cone R = 0.2. The clusters are also required to have
a spatially-matched track in the central tracking system with pT
larger than 8 GeV, and to have a shower shape consistent with
that of an electron. Electrons are also required to satisfy identi-
fication criteria combined in a likelihood variable and based on
multivariate discriminators derived from calorimeter shower shape
and track variables. Only central electrons (|η| < 1.1) with trans-
verse energy with respect to the beam axis (ET ) measured in the
calorimeter larger than 15 GeV are considered.
Muons are reconstructed by finding tracks pointing to hit pat-
terns in the muon system. Non-isolated muons are rejected by
requiring the sum of the transverse momenta of tracks inside a
cone of radius R= 0.5 around the muon direction to be less than
4 GeV, and the sum of transverse energy in the calorimeter in a
hollow cone of size 0.1 <R< 0.4 around the muon to be less than
4 GeV. To reject cosmic ray muons, requirements on the time of ar-
rival of the muon at the various scintillator layers in the muon sys-
tem are made. Muons with |η| < 2 and pT > 8 GeV are considered.
Jets are reconstructed from the energy deposition in the
calorimeter towers using the Run II cone algorithm [16] with a
radius Rcone ≡
√
(φ)2 + (y)2 = 0.5, where y is the rapidity.12
Jet energies are calibrated to the particle level using correction fac-
tors primarily derived from the transverse momentum balance in
photon plus jets events. Only jets with pT > 15 GeV and |η| < 2.5
are considered. The /ET is calculated using all calorimeter cells and
is corrected for the jet and electromagnetic energy scales and for
the momentum of selected muons.
In each event, the best primary vertex is selected from all re-
constructed primary vertices as the one with the smallest probabil-
ity of originating from a minimum bias interaction [17]. Its longi-
tudinal position with respect to the detector center, z, is restricted
to |z| < 60 cm to ensure efficient reconstruction. The leptons in an
event are required to be isolated from each other (R(, ′) > 0.5)
and from a jet (R(, jet) > 0.5).
The instrumental background is due to either misidentified
electrons or muons, mismeasured /ET , or electrons or muons from
multijet processes that pass the lepton isolation requirements
presented above. Data samples dominated by instrumental back-
ground are selected by inverting the muon isolation requirements
or the electron-likelihood cut (eμ channel) or both electron-
likelihood criteria (ee channel). The normalization factors for those
samples are estimated from observed events. In the eμ channel,
an exponential fit is performed to the /ET distribution in the range
/ET < 35 GeV, after subtraction of the MC estimates of the non-
instrumental backgrounds, in events containing one electron and
one muon. In the ee channel, the normalization is performed us-
ing both electron ET shapes in events containing two electrons in
a domain where the instrumental background has a large contri-
bution.
11 The pseudorapidity η is defined as η = − ln[tan(θ/2)], with θ being the polar
angle with respect to the proton beam direction.
12 The rapidity y is defined as y = 12 ln[(E + pZ )/(E − pZ )].
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Fig. 1. Distributions (eμ channel) of (a) /ET after preselection, (b) φ(e,/ET ) and (c) φ(μ,/ET ) after Emu 1, (d) φ(e,/ET )+φ(μ,/ET ) after Emu 2, (e) HT and (f) ST after
Emu 3, for observed events (dots), expected background (filled areas), and signal expectations for Signal A (solid line) and Signal B (dashed line).
Table 1
Numbers of events observed in data and expected from SM background processes and the two signal samples A and B at the various stages of the analysis in the eμ channel.
The quoted uncertainties are statistical only.
Total SM Background contributions
Selection Data Background Z/γ ∗ → τ+τ− tt¯ Diboson Instrumental Signal A Signal B
Preselection 735 736±15 458 29.7 60.6 188 34.0± 1 26.3± 0.7
Emu 1 106 106±5 23 23.5 38.7 21 10.6± 0.7 19.4± 0.6
Emu 2 71 77±4 5.9 20.0 36.2 15 8.4± 0.7 17.6± 0.6
Emu 3 61 65±4 0.7 16.4 34.5 13 6.0± 0.6 16.1± 0.5
The integrated luminosity [18] of the eμ data sample is
1100 ± 67 pb−1. Events are preselected with the requirement that
they contain one electron and one muon. To remove a large part
of the instrumental background as well as events coming from
Z/γ ∗ → τ+τ− , selections on the /ET [Fig. 1(a)] and on the /ET sig-
nificance, S(/ET ), defined as the ratio of the /ET in an event to its
estimated uncertainty given the expected resolutions on the pT
measurements for the selected leptons and jets, are applied:
/ET > 30 GeV,
S(/ET ) > 4. (Emu 1)
At this stage, the instrumental and Z/γ ∗ → τ+τ− events com-
prise a large part (41%) of the total background. In these processes,
reconstructed leptons are correlated with the /ET , giving rise to
higher event populations at high and low values of the azimuthal
angle difference between the leptons and /ET , with a low value of
the angular difference for one lepton being correlated with a high
value for the other. As there is a higher background contribution
at low values of the angular distributions [Figs. 1(b) and 1(c)], we
require:
φ(μ,/ET ) > 0.4 rad,
φ(e, /ET ) > 0.4 rad. (Emu 2)
To reduce the Z/γ ∗ → τ+τ− background, selections on the
transverse mass of the muon and /ET , MT (μ,/ET ) [19], and of the
electron and /ET , MT (e, /ET ), are applied. To further reduce this
background, we use the azimuthal angular differences between the
leptons and the missing energy, φ(μ,/ET ) and φ(e, /ET ), which
should be large [Fig. 1(d)]. We require:
MT (μ,/ET ) > 20 GeV,
MT (e, /ET ) > 20 GeV,
φ(μ,/ET ) + φ(e, /ET ) > 2.9 rad. (Emu 3)
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Fig. 2. Distributions (ee channel) of (a) the number of jets after the preselection, (b) /ET after Dielec 2, (c) the dielectron invariant mass and (d) /ET after Dielec 3, (e) HT
and (f) ST after Dielec 5, for observed events (dots), expected background (filled areas), and signal expectations for Signal A (solid line) and Signal B (dashed line).
Table 2
Numbers of observed events in data and expected yields from SM background pro-
cesses for the twelve ST and HT bins in the eμ channel. The quoted uncertainties
are statistical only.
ST (GeV)
HT
(GeV)
0–70 70–120 > 120
Data SM Data SM Data SM
0–15 1 0.3± 0.3 15 13±2 12 19±2
15–60 1 0.09± 0.1 6 4.2±0.9 11 8±1
60–120 0 0.06± 0.1 1 1.6±0.6 8 9±1
> 120 0 0.01± 0.05 0 0.9±0.4 6 7±1
The number of events surviving at each analysis step for the
data, for each background component, and for the two signal sam-
ples A and B are summarized in Table 1. After all selections, the
WW , tt¯ , and instrumental background contributions dominate. To
separate the signal from these backgrounds, two topological vari-
ables are used: ST , defined as the scalar sum of the muon pT , the
electron pT , and the /ET ; and HT , defined as the scalar sum of the
transverse momenta of all the jets. WW and instrumental back-
grounds populate low values of HT and ST while top quark pairs
have large values for both variables. The signal distribution de-
pends on the stop mass and on the mass difference m, with low
values of m having low values of HT and ST [Figs. 1(e) and 1(f)].
Rather than selecting events using these two variables, the num-
bers of events predicted for signal and background are compared
to the observed numbers in twelve [ST , HT ] bins (Table 2) when
extracting limits on the cross section for the eμ channel.
The integrated luminosity of the ee data sample is
1043 ± 64 pb−1. At preselection, two electrons are required.
Z/γ ∗ → e+e− events account for 94% of the total background.
While the signal is characterized by the presence of jets originating
from the hadronization of b quarks, the Z/γ ∗ → e+e− background
owes the presence of jets to gluons from initial state radiation
which hadronize into softer jets, resulting in a lower multiplicity
of jets. To keep sensivity to low m signals while rejecting sub-
stantial background, we require at least one jet [Fig. 2(a)]:
N(jets) 1. (Dielec 1)
To reject contributions from both the instrumental and Z/γ ∗ →
e+e− backgrounds, cuts on the /ET and on its significance are per-
formed:
/ET > 15 GeV,
S(/ET ) > 5. (Dielec 2)
At this stage of the analysis, the Z/γ ∗ → e+e− sample is still dom-
inant [Fig. 2(b)] and give rise to higher event populations at high
values of the azimuthal angle difference between the two elec-
trons. To remove these events, the following selection is applied:
φ(ee) < 3 rad. (Dielec 3)
To increase the search sensitivity in this channel, we take ad-
vantage of the presence of jets originating from the fragmentation
of long-lived b quarks in the signal. A neural network (NN) tag-
ging tool [20] for heavy flavor that combines information from
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Table 3
Numbers of events observed in data and expected from SM background processes and the two signal samples A and B at the various stages of the analysis in the ee channel.
The quoted uncertainties are statistical only.
Total SM Background contributions
Selection Data Background Z/γ ∗ → e+e− Z/γ ∗ → τ+τ− tt¯ Diboson Instrumental Signal A Signal B
Preselection 27757 25419±87 24810 120 14.1 23.4 452 10.7± 0.5 12.7± 0.3
Dielec 1 6278 6335±38 6143 29 14.2 12.6 136 4.8± 0.4 10.6± 0.3
Dielec 2 192 200±5 166 11 12.1 3.9 12 3.0± 0.3 8.9± 0.2
Dielec 3 142 152±4 122 9.3 11.4 3.5 5.8 2.6± 0.3 8.0± 0.2
Dielec 4 15 16.0±0.6 6.7 0.5 8.4 0.22 0.17 0.6± 0.1 4.7± 0.2
Dielec 5 12 12.2±0.4 3.0 0.5 8.4 0.12 0.16 0.6± 0.1 4.6± 0.2
Table 4
Numbers of observed events in data and expected yields from SM background pro-
cesses for the four ST and HT bins in the ee channel. The quoted uncertainties are
statistical only.
ST (GeV)
HT
(GeV)
45–150 > 150
Data SM Data SM
15–60 1 1.9± 0.3 2 1± 0.1
> 60 3 3.3± 0.2 6 6± 0.2
several lifetime-based b-taggers to maximize the b quark tagging
efficiency is used for this purpose. At least one jet in the event is
required to be b-tagged (Dielec 4) by satisfying a given NN selec-
tion. The b quark tagging operating point preserves high efficiency
for the detection of b jets (≈ 66%) with a ≈ 3% probability for
a light parton jet to be mistakenly tagged. This point maximizes
the sensitivity of the analysis for stop masses of 130–140 GeV and
for low m. At this stage, most of the surviving Z/γ ∗ → e+e−
events have a dielectron mass in the vicinity of the Z boson reso-
nance and low /ET values [Figs. 2(c) and 2(d)]. To further suppress
this background while preserving the signal, a cut in the plane
[M(e, e), /ET ] is applied. This selection is optimized for low m
signals and is defined by:
M(e, e) /∈ [75,105] GeV if /ET < 30 GeV. (Dielec 5)
The selections applied in the ee channel are summarized in Ta-
ble 3 along with the number of events surviving at each step for
the data, for each background component, and for the two sig-
nal samples A and B. Compared to the eμ channel, the estimated
yields of tt¯ , Z/γ ∗ → τ+τ− and diboson backgrounds are lower
at the preselection stage. This is explained mainly by the thresh-
old values of pT and η used to identify electrons and muons.
A slight excess of observed events is seen at the preselection level
and is due to Z/γ ∗ → e+e− events having no jets and for which
the boson transverse momentum is lower than 20 GeV. For these
events, the parton showering implemented in the MC generators
used in this analysis gives inaccurate results. The tt¯ background
dominates in the final stage of the selection. Four bins in HT and
ST [Figs. 2(e) and 2(f) and Table 4] are considered to separate the
signal from the SM background.
For both eμ and ee channels, signal efficiencies, defined with
respect to the numbers of events in the relevant channels, reach
a value of 10% for large mass differences but decrease to values
lower than 0.1% for m < 20 GeV.
The expected numbers of background and signal events de-
pend on several measurements and parametrizations which each
introduce a systematic uncertainty. The main sources of uncer-
tainty that are common to eμ and ee channels and affect both the
backgrounds and the signal consist of: electron identification and
reconstruction efficiency (5% for the background, between 2% and
10% for the signal), jet energy calibration (3% for the background,
between 2% and 11% for the signal), jet identification efficiency
and energy resolution (2% for the background, between 3% and
Fig. 3. The 95% C.L. exclusion contour in the sneutrino mass versus stop mass plane.
Shaded areas represent the kinematically forbidden region and the LEP I [22] and
LEP II [4] exclusions. The dashed and continuous lines represent, respectively, the
expected and observed 95% C.L. exclusion limit for this analysis. The band surround-
ing the observed limit denotes the effect of the uncertainty on the stop production
cross section.
17% for the signal), luminosity (6.1%) [18], trigger efficiency (2%).
The following systematic uncertainties related to the background
only are considered: instrumental background modeling (5% in the
eμ channel and 18% in the ee channel) and PDF (5% for diboson
and 15% for tt¯ and Z/γ ∗ processes). In addition, the eμ channel is
affected by a systematic uncertainty related to the muon identifica-
tion and reconstruction efficiency (2% for the background, between
2% and 5% for the signal). In the ee channel, an uncertainty com-
ing from HF tagging is applied (2% for the background, between
2% and 5% for the signal). These systematic uncertainties (except
those for the luminosity and the instrumental background) are
obtained by varying sequentially, before any selection, each con-
cerned quantity within one standard deviation. For each channel,
the systematic uncertainty on the instrumental background is esti-
mated by varying the fit parameters within one standard deviation
of their uncertainty. Higher systematic uncertainties are observed
for signal samples with low mt˜1 and low m which give rise to
higher event populations at low values of the pT of the leptons
and b quarks.
No evidence for t˜1 production is observed after applying all se-
lections for the eμ and ee data sets. No overlap is expected or
observed between the two samples. We combine the numbers of
expected signal and background events and their corresponding
uncertainties, and the number of observed events in data from
the twelve bins of the eμ channel (Table 2) and the four bins of
the ee channel (Table 4) to calculate upper limits on the signal
production cross section at the 95% C.L. for various signal points
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using the modified frequentist approach [21]. This method em-
ploys a likelihood-ratio (LLR) test-statistic, computed under the
background-only (LLRb) or signal plus background (LLRs+b) hy-
potheses. Simulated pseudo-experiments assuming Poisson statis-
tics and including the effect of systematic uncertainties are gen-
erated and distributions for LLRb and LLRs+b are obtained. By in-
tegrating the corresponding LLR distributions up to the LLR value
observed in data, confidence levels CLb and CLs+b are derived. The
stop cross section is varied until the ratio CLs = CLs+b/CLb equals
0.05, which defines the 95% C.L. upper limit for the cross section
for a given [mt˜1 , mν˜ ] point. The intersection of the obtained cross
section limit with the theoretical prediction for the cross section
as a function of mt˜1 and mν˜ yields the corresponding exclusion
point in the [mt˜1 , mν˜ ] plane. In this calculation, all systematic un-
certainties except the ones related to the instrumental background
modeling and the PDF are considered as fully correlated between
signal and background. The theoretical uncertainty of the stop sig-
nal cross section σ
t˜1
¯˜t1 is estimated by adding in quadrature the
variations corresponding to the PDF uncertainty and the change in
renormalization and factorization scale by a factor of two around
the nominal value. Limits are estimated for nominal (σ
t˜1
¯˜t1 ), min-
imal (σ
t˜1
¯˜t1 − σt˜1 ¯˜t1 ) and maximal (σt˜1 ¯˜t1 + σt˜1 ¯˜t1 ) cross section
values. We choose not to correlate uncertainties between signal
and background so that the cross section limits can also be ap-
plied to other models or calculations.
Fig. 3 shows the excluded region as a function of the scalar top
quark and sneutrino masses, for nominal (continuous line) and for
both minimal and maximal (band surrounding the line) values of
σ
t˜1
¯˜t1 , corresponding to the estimated theoretical uncertainty. For
larger mass differences between the stop and the sneutrino, a stop
mass lower than 175 GeV is excluded. A sensitivity up to m =
60 GeV is observed for stop masses of 150 GeV. Combining the
search in the ee final state with the eμ channel extends the final
sensitivity by approximately 5 GeV for large mass differences. The
observed limit is within one standard deviation of the expected
limit for mt˜1  150 GeV and within two standard deviations for
mt˜1  150 GeV.
In summary, we presented the results of a search for the pair
production of the lightest scalar top quark which decays into bν˜ .
Events with an electron and a muon or with two electrons have
been considered in this analysis. No evidence for the lightest stop
is observed in this decay, leading to a 95% C.L. exclusion in the
[mt˜1 , mν˜ ] plane. The largest stop mass excluded is 175 GeV for a
sneutrino mass of 45 GeV, and the largest sneutrino mass excluded
is 96 GeV for a stop mass of 140 GeV.
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