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INTRODUCTION 
Several authors have noted [4, 51 that the following statement is an imme- 
diate consequence of a 1926 result of T. Kaluza [3]: If a positive sequence 
bZLl 9 us = 1, satisfies the condition 
un2 d %a-l%,l n = 1, 2, 3 ,..., (1) 
then it is a renewal sequence if and only if it is bounded. Since a Stieltjes 
moment sequence satisfies condition (1) and since it is a bounded sequence if 
and only if it is a HausdorR moment sequence, one is naturally led to con- 
sider the relationship between moment sequences and renewal sequences. 
In this note we use Loewner’s theory of monotone matrix functions to 
investigate the solutions of the renewal equations associated with the three 
classical moment problems and we obtain results which include those of 
T. Kaluza. 
PRELIMINARY REM- 
In the following, the index n of all infinite sequences and series will range 
over n = 0, 1, 2 ,..., and the two real sequences {un} and { fn+l} will always be 
assumed to be related by the renewal equations 
n-1 
u, = fn + c fk%-k n = 1, 2, 3 ,..., ug = 1, f. = 0. (2) 
k=l 
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We observe that either sequence determines the other uniquely. If we define 
U(z) = C u,zn and f(s) = Cfn+izK+i as formal power series, then (2) is 
equivalent to the formal equations 
U(z) = [I -f(z)]-‘, U(0) = 1 
f(z) = 1 - [&)1-i, f (0) = 0. 
It is clear that if either C u,zn or x fn+lz n+l has a positive radius of con- 
vergence, then so does the other; f (z) and U(z) will then be regular in some 
neighborhood of z = 0. 
One says that {uJ is a renewal sequence if and only if the sequence { fn+l} 
is nonnegative and x fn+l < 1. If {un} is a renewal sequence, then 0 < II, < 1 
for all n = 0, 1, 2,... and so f (z) and U(z) are regular for / z 1 < 1. 
Let {a,}~=, be a sequence of real numbers and let k = 0 or 1. The sequence 
{an+k}~zo is said to be a Hamburger moment sequence if and only if there exists 
a nonnegative measure dpk on the line such that 
ot 
a - n+k - tn 44th n = 0, 1, 2,... --m 
and all the integrals are convergent. The representing measure dpk is not 
necessarily unique, but such a sequence is called a Stieltjes moment sequence 
if and only if dplc may be taken to have support in [0, co). It is called a 
Hausdorff moment sequence if and only if dplc may be taken to have support 
in [0, 11. It is well-known [7] that a sequence {an} is a Stieltjes moment 
sequence if and only if {a,} and {a,,,} are both Hamburger moment sequences. 
For each R > 0 we denote by H(R) and S(R), respectively, the classes of 
Hamburger and Stieltjes moment sequences whose representing measures 
may be taken to have their support in [- R-l, R-l]. 
If R > 0 we shall denote by A(R) the class of all real valued analytic 
functions on (- R, R) which possess an analytic continuation onto the 
upper half plane UHP = {a ) Im(z) > 0} and which are constant or map the 
upper half plane in to itself. The usefulness of this class for our purposes 
should be clear from 
LEMMA A [I, 61. Let R > 0 and let g(x) be a real valued function defined 
on (- R, R). The following are equivalent: 
(4 g(x) E -4Rh 
(b) g(x) is continuously differentiable on (- R, R) and the kernel 
e* Y) = k(x) - g(Y)1 Lx - rl-’ is positive semide$nite on (- R, R), 
qx, x) = g’(x); 
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(c) g(x) is analytic at x = 0, &j = CzS, a,x” and {a,+,>;E0 E H(R); 
(d) there exists a nonnegative measure dp on [- R-l, R-l] such that for all 
x E (- R R), 
If we now combine this lemma with our previous observations about 
Stieltjes moment sequences we obtain 
LEMMA B. Let R > 0 and let {a,>~=, be a real sequence such that the series 
g(x) = xz=‘=, u,xn is convergent for all 1 x 1 < R. Then 
(a) {uJ~& E H(R) if and only if xg(x) E A!(R); 
(b) {u~+~}~~~ E H(R) if and only ijg(x) E A’(R); 
(c) {a,}~=, E S(R) if and only if xg(x), g(x) E A’(R); 
(d) {u,,,),“,~ E S(R) if and only ;f g(x), +(g(x) - g(0)) E A’(R). 
HAMBURGER SEQUENCES 
We now wish to apply these observations to the sequences (Us}, {un+r}, and 
{fn+l} related by th e renewal equations (2). Since w E UHP if and only if 
1 - w-l E UHP, the sequential equivalence of the following statements 
should be quite clear: 
(i) {u~+~} E H(R,) for some R, > 0; 
(ii) c’(x) E Af(R,); 
(iii) C(x) is real valued and regular on (- R, , R,) and either C/(z) is 
constant or CT(z) E UHP if z E UHP; 
(iv) f(x) is real and regular on (- R, , R,) for some R, > 0 and either 
f(z) = 0 or f (x) = 1 - U-l(z) E UHP if z E UHP; 
(9 f(x) ~J@PZ); 
(vi) ( fntlj E H(R,) for some R, > 0. 
Thus, {u,+d is a Hamburger moment sequence whose associated measure 
has a finite interval of support if and only if the same is true of { fntl>. 
If u,+r = syrn tn dp(t), n = 0, 1, 2 ,... and the nonnegative measure dp 
does not have a finite interval of support, let P,+~,= = fTT t”dp(t), 
n = 0, 1, 2 ,..., T > 0, and let { fn+l.T} be defined by (2). Then for each 
T > 0, {fn+l*Tl is a Hamburger moment sequence and for each n = 0, 1,2,... 
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we have lim ~,+~,z = u, and limf,+,,T = fn+l as T -+ co. Since the limit 
of a sequence of moment sequences is a moment sequence (this is most 
readily proved by using the characterization of moment sequences by means 
of quadratic forms; vid. [7]), we conclude that { fn+l> is a Hamburger moment 
sequence. This argument is reversible, and so we have 
THEOREM 1. The sequence {u~+~}~=,, is a Hamburger moment sequence if and 
only if { fn+l}~co is a Hamburger moment sequence. 
STIELTJES SEQUENCES 
From Lemma B, we know that { fn+l} E S(R,) for some R, > 0 if and only 
if f (x), x-If(x) E &(R,). In this event, U(X) E A(R,) for some R, > 0 and 
either f (z) = fix, fi 3 0, or Im(z-lf (a)) = Im(z-l - .a-‘U-l(z)) > 0 when 
Im(a) > 0. But then in either case 
Im(- Z-‘U-l(z)) = Im(z-‘f(z)) + Im(- ,a-‘) > 0 
when Im(z) > 0 and hence Im(zU(z)) > 0 when Im(z) > 0. Thus, since 
xU(X) is real valued and regular on (- R, , R,), we conclude that C’(x), 
.YU(.Y) E ,K(R,). Therefore, {un} E S(R,). 
Conversely, if {Us} E S(R,) for some R, > 0, then U(X), xU(.t) E A(R,) 
and we know that f (x) E &2’(RJ f or some R, > 0. In order to conclude that 
{fn+d E S(R,) we must show that x-'f (-v) E A’(R,) as well, and we shall do so 
by direct computation with the integral representation for LIT(x). Since 
{un} E S(R,), there exists a nonnegative measure dp on [0, R-l] such that 
m 
U(z) = f u&z’” = c J S-’ t”zn dp(t) = 
?I=0 n=o 0 
,R- l 44) 1 
for all 1 z 1 < R, . Notice that this integral representation provides the analytic 
continuation of U(z) onto the upper half plane. If R, > 0 is such that 
U(X) f 0 for x E (- R, , R,), then x-‘f (x) = x-~U-~(X) [U(x) - I] is 
regular on (- R, , R,) and if a-‘f( z IS not constant we need only show that ) . 
Im(z-‘f(z)) > 0 if Im(z) > 0. If y = Im(z) > 0, we compute 
Im(z-if(z)) = Im(z-lU-l(z) [U(z) - I]) = 1 zU(~)i-~ Im(% 1 U(z)12 - ZC7(z)) 
= y 1 z~(z)~-z [j I ldr(tJt ,2 - j j $f& I21 
2Y I zW” [I , ,d:‘2t ,2 - j 4 j, Id5”,‘t ,2] = 0 
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where we have used the Schwarz inequality and the fact that s dp = uO = 1. 
Strict inequality must hold for all x E UHP unless dp is a one-point measure, 
which is the case if and only if U(z) = (1 -fix)-’ for some fi 3 0, i.e., 
z-If(z) is constant. 
We have, therefore, shown that {Us} E S(R,) for some R, > 0 if and only 
if {fn+r} E S(R,) for some R, > 0. Using the same truncation and limiting 
argument as before, we deduce easily 
THEOREM 2. The sequence (u,J~=~ is a Stieltjes moment sequence if and 
only if { fn+l}~zo is a Stieltjes moment sequence. 
We can now settle a question which arises naturally from Theorem 1, viz., 
COROLLARY. The two sequences {u,}~=~ and {fn+l}~zo cannot both be 
Hamburger moment sequences unless they are both Stieltjes moment sequences. 
Proof. If {un} and { fn+l} are Hamburger moment sequences, then so is 
{u~+~} by Theorem 1. But then {upl} is a Stieltjes moment sequence, and hence 
{ fn+l} must be a Stieltjes moment sequence by Theorem 2. 
HAUSDORFF SEQUENCES 
We observe first that a Stieltjes moment sequence is a Hausdofi moment 
sequence if and only if it is bounded. Thus, if {un} is a Hausdorff moment 
sequence we know that U(z) is regular in 1 z 1 < 1 and that { fn+l} is a 
Stieltjes moment sequence. But since {fn+l} is a nonnegative sequence and 
U(x) is regular for s E [0, l), we must have f(x) = 1 f,,+#+l < 1 for all 
x E [0, 1) and hence x fn+l < 1. In particular, the sequence { fn+l} must be 
bounded and it is therefore a Hausdorff moment sequence. 
Conversely, if { fn+l} is a Hausdorff -moment sequence, then {un} must be a 
Stieltjes moment sequence, and if 1 fn+l , < 1 one sees easily from (2) that 
0 < u < 1 for all n = 0, 1, 2 ,... . Thus, we have 1 ?I\ 
THEOREM 3. The sequence {un}~=,, is a Hausdorff moment sequence if and 
only if{ fn+l}~c,, is a Hausdorff moment sequence such that C,y=, fn+l < 1. 
Remark 1. It is easy to see that if { fntl} is a nonnegative sequence, then 
x fn+l = 1 if and only if x u, is divergent. Furthermore, if u, = J: t” 449, 
n = 0, I,2 ,..., then limn-tno u, = p(1). Thus, using the Erdiis-Feller-Pollard 
theorem [2], we see that if {u,> is a Hausdorff moment sequence such that 
Iz un is divergent, then (C (n + 1) fn+&l = p(l). If ~(1) = 0, then 
C @ + I)fn+l must be divergent. 
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Remark 2. A simple application of the Schwarz inequality shows that 
any Stieltjes moment sequence satisfies condition (l), and D. Kendall [4] 
has shown that a bounded nonnegative sequence satisfies (1) if and only if it 
is an infinitely divisible renewal sequence. Thus, Theorem 3 shows that it is 
possible for {un} and {f,lfn+l} both to be infinitely divisible renewal sequen- 
ces; this is the case if {u,} is a Hausdorff moment sequence with U, :> 0. 
But in this event, { f~‘~~+r} is again a Hausdorff sequence, hence it is a renewal 
sequence and so Theorem 3 may be applied repeatedly to obtain a formal 
continued fraction expansion of the function U(z). This type of expansion 
does not seem to have been studied previously in renewal theory. 
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