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Abstract 
This is a first step toward the goal of finding a way to calculate a smallest norm de- 
regularizing perturbation of a given square matrix pencil. Minimal de-regularizing 
perturbations have geometric characterizations that include a variable projection linear 
least squares problem and a minimax characterization reminiscent of the Courant-Fi- 
scher theorem. The characterizations lead to new, computationally attractive upper and 
lower bounds. We give a brief survey and illustrate strengths and weaknesses of several 
upper and lower bounds some of which are well-known and some of which are new. The 
ultimate goal remains elusive. 0 1998 Elsevier Science Inc. All rights reserved. 
1. Introduction 
A square pencil A - LE, A, E E R”“” (or C”‘“) is regular if det(A - I.E) $ 0. 
This paper investigates the norm-wise distance from a square, generically 
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regular pencil to the nearest non-regular pencil. (Although pencils which are 
not regular are often described as “singular pencils”, we use the term “non- 
regular pencil” to avoid confusion with the many other meanings of the word 
“singular.“) We measure the distance to the nearest non-regular pencil by 
6(A,E) = min{]][M, m]]l I(A + M) - 1(E + M) is non-regular}, 
which takes perturbations to both A and E into account. Unless noted, we use 
the Frobenius norm l]M]j = ]lM]lF = dtrace(MHM). 
Regularity is a non-singularity condition often required in applications in- 
volving pencils. To give one example, in the linear, time-invariant control system 
Ei=Ax+Bu, (1) 
y = cx, 
the regularity of A - h?? implies that a solution x exists for all smooth enough 
controls a, the solution depends uniquely on consistent initial conditions x0, 
and a transfer function G(s) = C(A - sE)-‘B exists. In a sense, the control 
system Eq. (1) is “ill-posed” if A - h?Z is not regular. The conditioning of many 
computational problems is closely related to the distance to the nearest ill- 
posed problem [l l] and sometimes special numerical methods are required [ 141. 
An unfortunate choice of linear feedback control u = Fx or u = Ky may make 
the closed loop system Ei = (A + BF)x or Ei = (A + BKC)x not regular or 
nearly not regular [5-S]. 
Generalized eigenvalues and eigenvectors may vary discontinuously in the 
neighborhood of a non-regular pencil. For example, the pencil 
is regular when E # 0 in which case it has eigenvalues ,? = 2, and il = 1. The 
perturbed pencil 
is regular when both 1~11~ + Iy12 > 0 and I# + ]612 > 0 in which case it has ei- 
genvalues 1= a/y (2 = co, if y = 0) and I = /I/S (2 = 00, if 6 = 0). Since a, p, y, 
and 6 may be arbitrarily small, eigenvalues of (A + AA) - A(E + AE) may vary 
discontinuously when ]I [M, &] ]I > &. Similar examples appear in [44,45]. 
2. Canonical and condensed forms for matrix pencils 
The Kronecker Canonical Form ([21], Chapter XII), [32,43] displays regu- 
larity (or the lack of it). However, the Kronecker Canonical Form uses 
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equivalence transformations which, in general, do not preserve distances. Thus, 
it obscures the distance to the nearest non-regular pencil. It suffices to consider 
the generalized Schur form [23,39] which lends itself well to finite precision 
computation [12,13,15,16]. 
Theorem 1. For each pair A, E E Cnx”, there exist unitary matrices Q, Z E C”“” 
such that 
Q(A - Z)Z = R - J.S (2) 
is an upper triangular pencil. If A and E are real, then there exist real orthogonal 
matrices Q and Z such that Eq. (2) is a quasi-triangular pencil, i.e., R - AS is a 
real pencil, where R = [Rii] is a block-upper triangular matrix with 1 x 1 and 
2 x 2 diagonal blocks and S = [Sij] is upper triangular partitioned analogous to R. 
The 2 x 2 blocks correspond to pairs of complex conjugate eigenvalues of the 
regular part of A - J.E. 
Proof. See [36]. 0 
Corollary 2. 
1. Let A - J.E have generalized Schur form Eq. (2), with R = [rij] and S = [sij] 
upper triangular. The pencil A - m is regular tf and only tf for each 
i= 1,2,3,... , n either rii # 0 or sii # 0 (or both). 
2. In the real case the pencil A - J.E is regular tf and only tf the 1 x 1 diagonal 
blocks satisfy either Rii # 0 or Sii # 0 (or both). 
3. In particular, a necessary (but not suficient) condition for 
(A+AA)-A(E+AE) to 
(E + AE) is invertible. 
3. Special cases and examples 
be non-regular is that neither (A + AA) nor 
In this section we discuss a couple of special cases for which it is relatively 
simple to evaluate 6(A, E) and some examples that illustrate strengths and 
weaknesses of the upper and lower bounds developed in subsequent sections. 
3.1. Special cases 
The first special case covers the trivial pencils A - J.E in which A and E are 
scalar multiples of one another. Suppose A = ~44 and E = l&V for some n x n 
matrix A4 and scalars c1 and j?. If AM is the smallest norm perturbation such 
that M + AM is not invertible, then the smallest de-regularizing perturbation of 
the pencil A - 2 is c&4 - AbAA4 and 6(A, E) = 6(aM, @4) =,/‘Z&MII. It is 
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well known that if A4 E R”“” (or Cm’“), then the smallest singular value of 
M, omin(M), is the magnitude of the smallest norm perturbation AM such that 
A4 + AA4 is not of full rank ([23], p. 73). Hence, 6(A,E) = 6(cM, PM) 
= &GjL (M). 
The second special case is a corollary of Theorem 1 that covers 1 x 1 and 
2 x 2 pencils. 
Corollary 3. rf A, E E UP” (or C”““) and n < 2, then 
E] . 
Proof. The n = 1 case is trivial. 
For n = 2, suppose that (A + AA) - l(E + AE) is not regular and has the 
generalized Schur form of Theorem 2 
Q((A + AA) - l(E + AE))Z = [r; ;;;]-$I I;;]. 
Either rl1 = s L1 = 0 or r22 = s22 = 0. It follows that either the left null spaces or 
the (right) null spaces (or both) of A + AA and E + AE have a non-trivial in- 
tersection. Hence, (A + AA) - il(E + AE) is not regular if and only if A+AA 
[ 1 E+AE ’ or [A + AA E + AE] (or both) are rank deficient. The magnitude 
of the smallest perturbation that makes [A + AA E + AE] drop rank is 
emi,[ A E] and the magnitude of the smallest perturbation that makes 
A+AA 
[ 1 A E + ~ drop rank is emin E . Cl [ 1 
3.2. Examples 
In general, Corollary 3 is not valid for n > 2. The following example dem- 
onstrates that even for n = 3, the characterization in Corollary 3 may be a 
course over estimate of 6(A, E). 
Example 4. If 
A-A??= [; ; ;] -A[% ; i] (3) 
and 0 < e < 1, then the smallest de-regularizing perturbation is AE = 0 and 
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0 0 0 
AA= 0 -60. 
[ 1 (4) 0 0 0 
To see this, observe that the smallest singular value of the diagonal matrix A is 
ami, = E. Hence, by Corollary 2, Part 3, 6(A, E) > o,i,(A) = e. A particular 
de-regularizing perturbation is A,4 - AA,? given by Eq. (4), so 6(A, E) < 
IIP4~lII = E. 
It is easy to verify that for all E, 
In Example 4 the pencil Eq. (3) is already in generalized Schur form, so 
Corollary 2, Part 2 exposes the near non-regularity. The following example 
illustrates that a pencil may be nearly non-regular without showing a small 
diagonal entry in its generalized Schur form. 
Example 5. Define B, E FP” by 
-1 -1 -1 . . . -1- 
1 -1 ,.. -1 
B, = . . . . . (5) 
1 -1 
1 _ 
This is a well-known example of an ill-conditioned triangular matrix with no 
small diagonal entry ([23], p. 81). It serves a similar purpose here. Although 
B, is invertible, setting the (n, 1) entry to -2’~” makes it non-invertible. The 
pencil B, - J.Bn is already in the generalized Schur form of Theorem 2, so the 
diagonal entries of the triangular factors are all 1’s. Nevertheless, 
6(B,, B,) = JZCmi,B” < 22-nfi. 
The next example also shows no small diagonal element in its generalized 
Schur form despite small 6(A, E). It demonstrates the limitations of bounds 
that favor some structures over others. 
Example 6. For e # 0 the pencil 
A-lE= [A ;] -“[: ;] 
is regular, but b(A, E) < E. A de-regularizing perturbation of norm E is A,?? = 0 
and 
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AA= 
0 0 
[ I 6 0’ 
More precisely, by Corollary 3, 
d(A E) = J;i 2 + 3E2 - d4 + 12e2 + 8 “2 = _ I 
2 ( 62 
1 E 3E3/4 + O($) 
4. Characterizations of the distance to the non-regular pencils 
In this section we give two characterizations of minimal de-regularizing 
perturbations. 
4.1. Separable least squares characterization 
A component of the proof of the WeierstraRKronecker canonical form 
from ([21], Chapter XII) is the observation that the pencil A - LE is regular if 
and only if, for all k, the (k + 1) x k block matrix with n x n blocks 
Wk(A,E) = w, = 
A 
E A 
E A 
. . . . . . 
E A 
E 
(6) 
has full column rank nk. It follows that, as observed in ([12], Proposition 11.5), 
min{ll~, mll I rank Wk(A + AA, E + AE) < nk} is the magnitude of the per- 
turbation [m, AE] of the smallest norm such that (A + AA) - L(E + AE) is not 
regular and has a k x (k + 1) ( or smaller) Kronecker block. Hence, 
S&E) = min{llW WI I rank W,(A+AA,E+AE) <n2} 
= I~~nmin{ll~,W I rank Wk(A + AA,E + AE) < nk}. . -. 
If (A + AA) - I1(E + AE) is not regular, then for some k, there are n-di- 
mensional vectors x1, . . . ,xk, not all equal to 0, for which 
A+AA Xl 
E+AE A+AA x2 
... ... -__ 
x3 = 0. 
E+AE A+AA i 
E+AE_ & 
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The perturbation AA - 1AE satisfies [A,4, m]Zk = -[A, E]Zk, where 
1 
XI x2 x3 ‘. ’ xk 0 z, = 
0 x1 x2 ’ . . xk_1 I xk ’ 
(7) 
Conversely, if [Ai& hE]Zk = -[A, E]Zk for any Zk # 0 of the form of Eq. (7) 
then M - LAE is a de-regularizing perturbation. A minimal norm solution for 
A.4 and AE in terms of Zk is 
[‘% a] = -[A,E]ZkZ~, 
where Zl is the Moore-Penrose pseudo-inverse of Zk [23]. We have proved (in 
outline) the following theorem. 
Theorem 7. For all A, E E WX”(A,E E f?‘), 
The Product ZkZL is a projection parameterized by the vectors xl, x2, x3, . . . , xk 
in Eq. (7), so minimizing ]I [A, E]ZkZl II is a variable projection least squares 
problem. From another point of view, the problem of minimizing I] [A, E] II 
subject to [A& &?]Zk = -[A,E]& is a separable nOn-hear least squares 
problem. In principle, we could apply a nonlinear optimization method like 
those proposed in [24,28,31] to search for the k and Zk of the form of Eq. (7) 
which minimize [A, E]ZkZl. It suffices to consider only k = n. However, this 
gives an n2 variable nonlinear least squares problem. Each objective function 
evaluation costs 0(n3) arithmetic operations and there may be many local 
minima. Except for small orders n, this is an especially expensive and difficult 
optimization problem even for optimization methods like [37,38] which are 
designed for problems with many variables. 
4.2. Minimax characterization 
The second characterization that we present is reminiscent of the Courant- 
Fischer Minimax Theorem. 
Theorem 8. ZfA, E E R”““, then 
W,E) 
(8) 
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Proof. For some index k, 1 < k < n, let Q-k+, E R(“-k+l)x” and Zk E Rnxk, be 
arbitrary matrices with orthonormal columns. Complete Q,+k+r and Zk to 
n x n orthogonal matrices Q = Q2i1 
[ 1 E R”‘” and Z = [Zk,Zn-k] E R”‘“. 
Partition QAZ and QEZ conformally as 
k n-k All QAZ=n:;;l A2, ;;f ' [ 1 
k n-k 
QEZ= k-1 EII E12 
n-k+1 [ 1 E21 E22 ’ 
Define AA and AE by 
k n-k 
Q&Z= k-1 
n-k+1 
and 
k n-k 
QAEZ= k-1 
n-k+1 
_& ; ] ’ 
With this choice of AA and AE, neither of the diagonal blocks of 
k n-k 
Q(A+AA)Z-Q(E+AE)Z= ,~,:, [“‘,,” :::;~;f] 
is a square pencil; All - ,%,I is (k - 1) x k and A22 - ;1E22 is (n -k + 1) 
x(n - k). Thus, (A + AA) - i(E + AE) cannot be regular. The deregularizing 
perturbation AA - 2AE has norm ]][AA, A,??]] = IIIQ,,_k+lAZk, Qn_k+lEZk]II. 
Hence, 6(A,E) is bounded above by the right-hand-side of Eq. (8). 
Let AA - ME be a minimal norm de-regularizing perturbation of A - LE. 
Because A - J.E is not regular, the generalized real Schur form of 
(A + AA) - ;1(E + AE) must have the following zero structure for some index 
k, 1 <k < n. 
Q((A + AA) - I(E + AE))Z = I? - A,!? (9) 
k n-k 
k - 1 ri,, - 11&, ii,, - I& 
= 
n-k+1 0 I R,, - &2 . 
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Partition Q as Q = 
1 1 E-it1 E R”““, 2 as 2 = [&, Zn_k] E R”““, and QMZ and 
QA,FZ conformally with Eq. (9). Observe that the minimality of 
II&t, m]II = lI[QAG QA~=lll im ~1 ies that QA,4Z and QdEZ have zero 
structure complementary to Eq. (9) i.e., 
k n-k 
QA,&-= k-1 
n-k+1 
n-k 
QAEZ=;_: & 0”. Lk 1 
So, for this minimal choice of AA and A,F, 
6(&E) = II[4WIl = ll[Qn-~+~~Z,,Qn-~+~~Z~lll. 
The theorem follows. 0 
We have formulated this theorem for real pencils but the analogous result 
and proof hold in the complex case also. 
In this section we have given two characterizations of smallest norm de- 
regularizing perturbations. At this writing, a feasible computational method 
for evaluating 6(A,E) and a minimal de-regularizing perturbation is still un- 
available. However, the characterizations can be exploited to obtain bounds 
for 6(E,A). The next two sections explore such bounds. 
5. Lower bounds 
This section concentrates on lower bounds. 
5.1. Lower bounds using Wk(A,E) 
Consider again the matrices W, defined in Eq. (6). If A,4 - llhE is a mini- 
mum norm de-regularizing perturbation of A - 2E, then %(A, E) + Wk(AA, AE) 
is rank deficient for some k, and g,inWk(A,E) 6 II Wk(AA, AE)II < &(A,E). 
Therefore, 
The singular value crmi, Wk(A, E) decrease as k increases and can decrease many 
orders of magnitude as k increases to k + 1. In Example 4, Gmin WI (A, E) = 1 
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and gminWz(A,E) = &/2 + 0(c3). In Example 5, GminWi(A,E) = 6(A,E). In 
Example 6, ami, Wi (A, E) = J2/2 + 0( 6’) and gmin W2(A, E) e e. 
Evaluating gminW$(A, E) by, say, subroutine DGESVD from LAPACK [l] 
requires O(k3n3) arithmetic operations and 0(k2n2) storage. Even if special, 
structure preserving algorithms reduced the work requirement down to 0(k2n2) 
and the storage requirement down to O(kn2), it would be practical to compute 
Eq. (10) only for small integers k. 
5.2. Lower bounds using cmin(cA - SE) 
Another lower bound is the following. Suppose that & E @ is an eigenvalue 
of (A + M) - Iz(zE + AE), i.e., det ((A + M) - lo(E + AE)) = 0. If lo = so/c0 
where Ic0j2 + [so] = 1, then 
flmin(Cd - SOE) < IlCOM - SOMll 
6 IIP4wI~ 
This leads to a family of lower bounds. One way to make det ((A + A,4) 
-ilo@ + AE)) = 0 is to choose A_4 - ME to be a minimal norm de-regularizing 
perturbation. Hence, for every choice of c,s E @ where lc12 + lsl2 = 1, 
6(A,E) 2 CT,in(CA - sE). In particular, if Ypr is the Riemann sphere 
Ypl = {(c,s) E C x C I ICI2 + lsl2 = l}, and T c Yr is some test set of (c,s) 
pairs, then 
2 max (T,in(CA --SE). 
(c,s)tRzYr 
(12) 
If A and E are real then it is natural to use a test set T c Y, n lFt x R. If A - J.E 
is regular and T contains at least n + 1 pairs (c, s) that are distinct in the sense 
that for any two pairs (c,,sI) and (c2,s2), cls2 # c2sl, then the lower bound 
Eq. (12) is positive. 
A natural application of Eq. (12) is to use the test set 
T = { (cos(t), sin(t)) I t E [0, x]} and apply a one-dimensional optimization 
algorithm to the function f(t) = -cmin( cos(t)d - sin(t)E). 
This approach often gives a relatively tight lower bound for 6(E,A). How- 
ever, it is easy to construct examples for which cmin( cos(t)d - sin (t)E) has as 
many as n local maxima. It may not be practical to search out each one. 
In both Example 4 and Example 5, the maximum value of 
omin (cos (t)A - sin (t)E) is 6(A) E). In Example 6 the maximum value is greater 
than or equal to 
0 (A) = s mm 2 ( 
l + 2E2 - - 
e2 ) 
l’* = E _ c3 + O(Es) , 
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while, by Corollary 3 
6(/f E) = c 
( 
2 + 3E2 - J4 + 12c2 + 8 
2 62 > 
1’2 = E _ 3c3/4 + O($) 
A small maximum value of cmin( cos (t)A - sin (t)E) is indicative of ill-con- 
ditioned eigenvalues. A nearly non-regular pencil has ill-conditioned eigen- 
values, but robustly regular pencils can have ill-conditioned eigenvalues also. 
At this writing, we do not know of an example for which this approach yields 
only a course lower bound. 
6. Upper bounds 
Many upper bounds on 6(A, E) come from particular de-regularizing per- 
turbations. If U and AE are perturbation matrices such that 
(A + A,4) - 1(E + AL?) is not regular, then 6(A,E) < ]][m, A,!?]II. 
6.1. Common null space bounds 
Perhaps the simplest such upper bounds are the “common null space” 
bounds. If rank [A + U, E + AE] < n, then the pencil (A + U) - L(E + AE) is 
not regular. It follows that 6(A,E) < Cmin[A,E]. Similarly, 6(A, E) < Omin .i . 
Hence, [ I 
6(A,E) < min A omin[A,E],omin E [ I) . (13) 
A The singular value decompositions of [A E] and E also give perturbations 
that attain the bound ([23], p. 81). 1 I 
As observed in Corollary 3, in the 1 x 1 and 2 x 2 case, Eq. (13) is an 
equality. Inequality Eq. (13) also becomes an equality in the case A and E are 
scalar multiples of one another. However, Eq. (13) can be a course overesti- 
mate of 6(A, E). In Example 4, for instance, @A, E) = E but the right-hand-side 
of Eq. (13) is 1. 
6.2. Generalized Schur form bounds 
Other de-regularizing perturbations are displayed in the generalized Schur 
form of A - 2E (2). For example, [42] 
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The bound Eq. (14) applied to Example 4 is an equality, but Eq. (14) can be 
quite course, too. In Example 5, the upper bound is a, but 6(A,E) < 22-nfi. 
In Example 6 the upper bound is 1, but 6(A, E) = E. Other examples in which 
Eq. (14) is course appear in [40]. An improved upper bound is the following 
6(A,E) 6 m&t”;‘” 1/iyiil* + ISjj\* (15) 
over all unitary Q E Cnxn and Z E @,“’ for which Q(A - LE)Z = R - AS is in 
generalized Schur form. If B, = QXZ is the singular value decomposition of B, 
from Example 5, then Eq. (15) becomes an equality. 
Inequalities Eqs. (14) and (15) extend to a family of upper bounds. Each 
partitioning of a generalized Schur decomposition Eq. (2) R - AS as R = [Rij] 
and S = [S,], with square diagonal blocks, gives the upper bound 
6(A, E) < mm 6(Rjj, Sjj) 
Rji Omin[Rjj Sjj],ornin s,, [ I) . JJ (16) 
If diagonal blocks are no larger than 2 x 2 (as they are for the generalized real 
Schur form), then, by Corollary 3, the second inequality becomes an equality. 
Of course, the bound can be improved by minimizing over all unitary Q and Z 
for which Q(A - JE)Z = R - AS is block upper triangular. 
6.3. Staircase bounds 
The staircase algorithm [40] and its variations [3,12,15,16,27] not only cal- 
culate the generalized Schur form but the invariants of the Kronecker ca- 
nonical form as well - a significantly more ambitious goal than estimating 
6(A,E). In the process, they construct a de-regularizing perturbation and upper 
bounds on 6(A, E). Stripping away the Kronecker canonical form calculations 
and focusing only on 6(A, E), a typical staircase algorithm uses a semi-heuristic 
strategy Y to construct unitary matrices Q and Z and perturbations AA, and 
AEr such that Q((A + AAr) - 1(E + AEt))Z takes the block triangular form 
(with square diagonal blocks) 
Q((A + AA,) - ;1(E + Ai%))Z = [2 :::I -“[: ::I. 
Of course, a staircase strategy may not find a “nearby” pencil with infinite 
eigenvalues. In that case the first block row and column do not appear. If 
E + AE, = 0, then the last block row and column do not appear. (In a typical 
strategy, this occurs only if E = 0.) Also, E22 and/or A22 may have zero singular 
values in which case A2* - a22 may or may not be regular and 
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(A + AAl) - I@ + AEl) may or may not have infinite eigenvalues with non- 
trivial Jordan blocks. 
From Eq. (16) 
W,E)GII[~I ~1lII+~n(~(All,O),8(A22,E22)) (17) 
= IIIMI Ml III + min((TminAl*,8(A22,E22)). 
The quantities I/[ A,4, A_& ]]I an d CminAii are easily calculated or estimated by 
well-known methods [l], and 8(Az2, &2) may be bounded by applying strategy 
Y to A22 - ;1E22 recursively. 
Intuitively, in order to make Eq. (17), tight, strategy Y should choose A,4, 
and A,?, to have small norm - if that is possible. A strategy similar to the one in 
[40] might choose A,4i = 0 and choose E + AEl to be a matrix of lowest rank 
within a prespecified distance z > 0 of E. (The singular value decomposition of 
E may be used to construct AJZ, ([23], Theorem 2.5.2).) If there is no rank 
deficient matrix within distance z of E, then the procedure might report 
and stop. (In the worst case, as it is applied recursively, this strategy might use 
0(n4) floating point operations. A strategy described in [3] uses only O(n3) 
operations, but may choose large norm A& and L\Ai or fail to make E + AEl 
have lowest rank. Other strategies making different compromises appear in 
[12,15,16,27].) 
Staircase algorithms are remarkably successful. Strategy 9’ and the strategy 
used in [15,16] both calculate 6(A, E) exactly for Examples 4 and 5. However, 
they do not always find a nearby non-regular pencil even when one exists. 
When they do find one, it may not be the closest one to A - LE. Depending on 
the choice of z > e the strategy 9 applied to Example 6 either fails to find a 
nearby non-regular pencil or finds a non-regular pencil at distance 1 instead of 
6(A, E) < 6. The strategy used in [15,16] behaves similarly. 
6.4. AB-algorithm boun& 
The AB-algorithm [30,33,34] gives another method of calculating the gen- 
eralized Schur form and the invariants of Kronecker Canonical form. The AB- 
algorithm computes a sequence of pencils Ak - I&, k = 0, 1,2, . . . satisfying 
AO-l.Eo=A-lE, (18) 
A&k+1 = EkAic+l, (19) 
EI?;,Ek+, + Akf,Ak+l = 1. (20) 
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If U, = [Ak Ek] has full row rank n, then the columns of 
form an orthonormal basis of the null space of uk. So, Eqs. (18)-(20) deter- 
mine the sequence Ak - mk up to left multiplication by a unitary matrix. The 
A&algorithm has a close relationship to the QR-algorithm [20,23] and QZ-al- 
gorithm [23,36]. In particular, under mild assumptions, Ak - mk tends to block 
triangular form. 
The pencil A - h!? is regular if and only if Ak - k!& is regular with identical 
eigenvalues for all k [30,33,34]. This suggests that it may be possible to infer 
some information about 6(A, E) from the sequence 6(Ak, Ek). The following 
theorem shows that a small value of 6(Ak, Ek) implies a small value of 6(A, E). 
Theorem 9. Define Cj E R by Cj = (Jz)’ - l)/(Jz - 1). rf cjS(Aj,Ej) < 1 for 
j = 1,2,3,. . . ,k, then 
(21) 
Proof. Suppose that G(Aj+l,Ej+l) < 1 and AAj+i - UEj+i is a minimal de- 
regularizing perturbation of Aj+l - LEj+l. By Eq. (20), all singular values of -Ej+l 
[ 1 Aj+l 
are equal to one and, by hypothesis, 
IIl”j+l L\Ei+l III = h(Aj+l,Ej+l) < 1, SO 
-(Ej+l + mj+l) 
(Aj+l + ui+l) 1 
has full column rank. It follows that if AA~ - ~A,I?~ is any solution 
lowing perturbed version of Eq. (19) 
(Ej + mj)(Ai+i + uj+i) - (Aj + uj)(EJ+i + hE,+i) = 0, 
to the fol- 
(22) 
then, AAj - UEj is a de-regularizing perturbation of Aj - h!Cj. This is a con- 
sistent, underdetermined linear system for a perturbation AAj - AAEj in terms 
of mj+i and AEj+i. The minimal norm solution is 
[mj uj] = [Aj Ej] -(Ej+l + -)]+ 
Aj+l + uj+l 
(where MT denotes the Moore-Penrose pseudo-inverse of a matrix M) and 
satisfies 
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(23) 
To establish Eq. (21), observe that for j > 0, the columns of 
-Ej 
[ I Ai 
are orthonormal, so IIIAi Ej]lj < I,/% The second inequality now follows by 
applying Eq. (23) inductively for j = 0, 1,2, . . , k - 1. 0 
Of course, to be able to use Eq. (21) we need to estimate or bound 6(Ak, Ek). 
The following lemma suggests using 6(Ak, Ek) < ami,[ Ak Ek 1. 
Lemma 10. The pencil A - l.E is regular, if and only if, for all k, the AB- 
algorithm iterates satisfy rank[Ak Ek ] = n. 
Proof. See [30,33] or [34]. 0 
The following corollary to Theorem 9 is motivated by Lemma 10. It often 
gives computable bounds for 6(A, E). 
Corollary 11. Let ok = (T,in[Ak Ek] and let ck = ((fi)k - l)/(Jz- 1). rf 
cjaj<lforj=1,2,3 ,..., k,then 
W>E) G (~I”-’ & ll[A ElII. ( > 
Unfortunately, the exponentially growing constants ck make the bounds 
Eqs. (21) and (24) appear to grow rapidly weaker as k increases. Moreover, the 
hypotheses c&(Ak, &) < 1 and Ckgmin [Ak Ek ] < 1, appear to grow rapidly 
stronger as k increases. 
Another difficulty with Eq. (24) is the cost of explicitly computing the se- 
quence Ak - ,?&. Even if A - E is not regular, [ Ak Ek ] may have full rank for 
k < n - 1, so many iterates Ak - xk may need to be computed. 
For Example 4, we may take 
Here, Cmin[Al El] = e and Eq. (24) gives E = 6(A, E) < &e/(1 - 6). For this 
example, Eq. (24) gives a close approximation to 6(A, E). 
For Example 5, Ak = Ek = &I, so Eq. (24) gives no indication that 6(A, E) is 
small. However, for this example, 6(A, E) = (T,in [ A0 EO 1. 
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Example 6 is similar. Inequality Eq. (24) gives no indication that 6(A, E) is 
small, but gmin [A E] = 6(A, E) < E. 
The perturbed equation Eq. (22) is also a consistent, underdetermined linear 
system for AAk+, - lAEk+, in terms of AAk and AEk. If A,& - lAEk is a mini- 
mum norm de-regularizing perturbation of Ak - ,lEk and [Ak + AAk, Ek + AEk] 
has full row rank, then any solution A.4 k+l - JAEk+, of Eq. (22) is a de-regu- 
larizing perturbation of Ak+l - I&+,. Using the minimal norm solution, it 
follows that if 6(Ak, Ek) < cmin(Uk)y then 
Here, as above, uk = [Ak Ek 1. Although this generates a sequence of lower 
bounds on 6(A, E), the presence of the small singular values tends to make the 
lower bounds weak. Lemma 10 suggests (but does not prove) that the hy- 
pothesis that 6(Ak, Ek) < ami, may be RStriCtiVe. 
6.5. Least squares bounds 
Another family of upper bounds follows from Theorem 7. For any choice of 
Zk Of the f0I-m Eq. (7) 
and, if [AA, AE] = -[A, E&Z!, then the perturbation & - IhE attains 
the bound. In particular, Z, may be constructed from the left singular vector of 
wk corresponding to singular value fJmin I&, so wkx = 0fin ( wk)y, where y is the 
corresponding right singular vector. With this choice of 
zk, IlLA, El&l1 = Omin wk, and from Eq. (lo), 
s<h(A,E) 
+ 6 II[A,E]ZkZ;1I 
(25) 
(26) 
6 omin( Wk)/omin(Zk). (27) 
The choice of k in Eqs. (26) and (27) is critical. It is not unusual for Eq. (26) to 
be near 6(A, E) for only a single value of k. Moreover, the cost of computing 
the smallest singular value and corresponding right singular vector of wk is 
O((/VZ)~) and so this method is practical only when n or k is small. 
Table 1 shows the bounds (25) and (26) for Example 4 with E = lo-*, Ex- 
ample 5 with IZ = 20, and Example 6 with e = 10m4. For Example 4, a small 
ominZ3 results in large upper bounds large for k = 3. Only for k = 2, do 
Eqs. (25) and (26) tightly bracket 6(A, E) = E. The heuristic choice of Zk to be 
the “smallest” right singular vector of wk does not work well for k = 3 and 
k = 5. 
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One can infer from Table 1 and ([12], Proposition 11.5) that Example 4 is 
within a distance of 10-s from non-regular a pencil with a 1 x 2 Kronecker 
block. Example 6 is also within a distance of low4 of such a pencil. Example 5 is 
within a distance 10V6 of a pencil in which A + AA and E + AE share a common 
null vector. The Kronecker structure of non-regular pencils changes under 
perturbations in a relatively complicated way [ 171, so it is difficult to infer more 
from the information in the table. 
7. Conjecture and counter example 
Not every characterization of regularity leads to a useful estimate of 6(A, E). 
One of the more interesting of the many dead-ends is the following. 
The block matrix Wk defined in Eq. (6) has full rank if and only if WT Wk is 
invertible. The matrix WkT Wk is the structured block tridiagonal matrix 
‘M NT 
N A4 NT 
WlWk = ... ... *.. , 
N M NT 
N M_ 
where M = ATA + ETE and N = ATE. The block Cholesky factorization 
WkT Wk = LkLz is 
hl 
L21 L22 
L= . . , 
Lk,k-I Lkk _ 
Table 1 
Bounds (25) and (26) for Example 4 with E = lo-*, Example 5 with n = 20 and Example 6 with 
E = 10-4 
Example 4 E = lo-* Example 5 n = 20 Exainple 6 6 = 10e4 
W,E) E = 10-E G 2(5-~2 4 4 X 10-G N t = 10-4 
(25) 2.9 x 1O-9 9.6 x lo-* 7.1 x 10-z 
(26),k=l 1 4.0 x 10-6 0.71 
(26), k = 2 10-S 4.0 x 10-6 10-d 
(26), k=3 1 4.0 x 10-6 10-d 
(26), k=5 1 4.0 x 10-C 10-4 
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with 
W:, =M, 
Lj+lj = NLiT, 
LjjLi = Xj, 
where 
x, =M, 
Xj = M - NX,c\ NT. 
(28) 
It follows that the pencil A - ti is regular, if and only if for all k,Xk is non- 
singular, where X0 = M = ATA + ETE and X,,, = M - NX;‘NT. It is known 
that if all the X, are non-singular, then the recursion is well defined and the X, 
converge monotonically (in the Lowner ordering for Hermitian matrices) to the 
largest solution X of the Riccati-like equation [2,18,19] 
X =M-NX+NT, (29) 
where Xt is the Moore-Penrose inverse. If M is positive definite, then there 
exists a positive definite solution X if and only if A - I.E is regular ([19], 
Theorem 2.1). 
The relationship Eq. (28) suggests that some singular value of the largest (in 
the positive semi-definite ordering) positive definite solution of Eq. (29) is 
closely related to d(A,E). For example, for the pencil B, - 2, (B,, is defined in 
Eq. (5)), 1 6 6(Z, B,) < 1 + 2*-“, and, by ([19], Theorem 2.2), the largest positive 
definite solution of Eq. (29) is X = I. It is tempting to conjecture 
da M 6(A, E). Unfortunately, the relationship between CminX and 6(A, E) 
is not that simple. For the inverse pencil Z - B?,, the largest positive definite 
solution of Eq. (29) is X = BZB, ([19], Theorem 2.2). Although 
6(B,,I) = 6(Z, B,) x 1, we see da< 2*-“. 
8. Variations on 6(A, E) 
Of course, the distance 6(A, E) is not always the most relevant measure of 
nearness to non-regularity. Linear semi-explicit differential algebraic equations 
[4] take the form 
which describes a dynamical system subject to linear equality constraints. As 
with Eq. (1) the solution exists and is unique for smooth enough forcing 
functions j”i and f2 and consistent initial conditions whenever the pencil 
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(31) 
LA21 A22J LO 01 
\ I 
is regular [lo]. In a sense, the distance to the nearest ill-posed problem is the 
distance to the nearest non-regular pencil, but in this case, E is subject to 
neither uncertainties nor perturbation. 
8.1. AE = 0 and regular pencils 
If the structure of the model allows perturbations in A but not in E, then the 
relevant distance to the nearest non-regular pencil is 
&(A, E) = min{JIAAIl I (A + AA) - JE is not regular}. 
At this writing, a general reliable numerical method to evaluate &(A,E) is 
still an open question. However, something can be said in the special cases that 
rank(E) = n - 1 and rank(E) = 1. (Of course, if rank(E) = 0, then 
~o(A,O) = amid.) 
It is well known (and easy to establish using Schur complements) that the 
pencil Eq. (31) is regular if and only if the transfer function 
HA(S) = A22 -A21@11 -~l)-~Al2 (32) 
has full rank for some s E @. This is the case, if A22 has full rank, so a lower 
bound is U.minA22 6 &(A, E). 
If rank(E) = IZ - 1, then the transfer function H(s) in Eq. (32) is 1 x 1. In 
this case, if (A + AA) - l.E is not regular, and AA is partitioned conformally 
with A in Eq. (31) as 
n-l 1 
A=n;l [g;; g;:] 
then AA22 = -AZ2 and Z&+M(S) G 0. The latter requirement is equivalent to the 
perturbed (n - 1) x (n - 1) single input, single output, linear control system 
i = (Ali + AAl& + (Al2 + A‘412)u, 
Y = 6421 +~zI)x, 
having a zero dimensional controllable and observable subspace. 
The following lemma leads to a method to evaluate hO(A, E) in the special 
case that rank(E) = 1. 
Lemma 12. If A and E have the form 
1 n-l 1 n-l 
A= E=,‘,;; ’ 
[ 1 
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then the pencil A - k? is not regular if and only if either the (right) null spaces or 
the left null spaces of A and E have nontrivial intersection. 
Proof. If either the (right) null spaces or the left null spaces of A and E have 
nontrivial intersection, then A - I.E is trivially not regular. 
Suppose A - IX is not regular. The generalized Schur form of A - J.E takes a 
particularly simple form. Modifying the Householder method slightly [23,26], it 
is easy to construct an orthogonal matrix Z for which [AZ,, A22 ]Z = [ 0, R22 ] and 
Rz2 is upper triangular. With Q = I and this choice of Z, the generalized Schur 
formofA-LEis 
1 n-l 
AZ=R= 1 r11 R 2 
[ 1 n - 1 0 R22 
and 
1 n-l 
EZ=S= ’ SIl s12 . 
[ 1 n-l 0 0 
Now, 0 = det(A - LE) = f(rlI - I-q,) det(R22). Hence, either ~11 = t-11 = 0 or 
R22 is not invertible. If s11 = t-11 = 0, then the (right) null spaces of A and E have 
nontrivial intersection. If R22 is not invertible, then the left null spaces of A and 
E have nontrivial intersection. 0 
The following corollary shows that &(A, E) may be evaluated using two 
singular value decompositions. 
Corollary 13. If A - IE is as in Lemma 12, then 
A12 
mn A22 , bmin[A21 
[ 1 A221 
8.2. AE = 0 and regular, index 1 pencils 
Another variation on 6(A,E) arises when it becomes important to avoid 
impulsive solutions to Eq. (30). If A - X is not only regular but also has index 
1, then continuous forcing functions together with consistent initial conditions 
give rise to smooth solutions. (The index of the pencil A - ?J is the size of the 
largest Jordan block associated with an infinite eigenvalue. By convention, if 
there are no infinite eigenvalues, then the pencil is said to have index 0. A pencil 
has index 1 if and only if it has exactly rank(E) finite eigenvalues). However, if 
A - ilE does not have index 1 and the forcing functions fi and f2 in Eq. (30) are 
not smooth, then impulses may appear in the solution vector x despite con- 
sistent initial conditions [7,22,41]. 
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Loosely speaking, if A - J.E is not of index 1, then the differential-algebraic 
equations Eq. (30) have a kind of generalized instability. In addition, the usual 
kind of instability associated with finite eigenvalues with positive real part may 
exist independently. Numerical methods for approximating the distance from a 
stable, regular index 1 pencil A - m to the nearest pencil with either kind of 
instability are studied in [9]. 
If it is important that continuous forcing functions in Eq. (30) give rise to 
continuous solutions, then the relevant distance to the nearest ill-posed prob- 
lem is 
$(A,@ =min {]]AA]]](A + &)-A!? is not regular or not index 1). 
If A and E have the forms in Eq. (30) then the pencil A - X is regular and 
index 1 if and only if AZ2 is nonsingular [29]. It follows that &(A, E) 
= gmin(A22). 
9. Conclusion 
Minimal de-regularizing perturbations have several geometric character- 
izations. These include the variable projection least squares problem of The- 
orem 7 and the minimax characterization of Theorem 8 which is reminiscent of 
the Courant-Fischer theorem. The characterizations lead to computationally 
attractive upper and lower bounds, but with the possible exception of Eq. (1 l), 
none of them is always a tight estimate 6(A, E). Unfortunately, the goal of a 
practical numerical method to evaluate 6(,4, E) and a minimal de-regularizing 
perturbation remains elusive. 
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Appendix A. A comparison 
In this appendix we tabulate a brief comparison of some of the upper and 
lower bounds derived in the body of this paper. Table 2 reports bounds (lo), 
(12) (14), (15), (24) and (26) for Examples 46, and the following engineering 
application. 
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Example 14. The simplified, linearized model of a two-dimensional, three-link 
mobile manipulator derived in [25] is a linear, time invariant descriptor control 
system 
Ei=Ax+Bu, 
y = cx. 
The explicit data listed in [25] are 
E= [; + i], A= [to -+ j, B= [io] 
and 
C= [i k i i 8 81, 
where 
18.7532 -7.94493 7.94494 
MO = -7.94493 31.8182 -26.8182 , 
7.94494 -26.8182 26.8182 I 
-1.52143 -1.55168 1.55168 
D,, = 3.22064 3.28467 -3.28467 I , 
-3.22064 -3.28467 3.28467 
67.4894 69.2393 -69.2393 
K,, = 69.8124 1.68624 -1.68617 1 , 
-69.8123 -1.68617 -68.2707 
Table 2 
Bounds (lo), (12), (14), (24), and (26) for Examples 4, 5, 6, and 14 
&%E) 
Example 4 t = lo-* Example 5 n = 20 Example 6 E = 10m8 Example 14 
E = 10-K x 2(5-W/2 z4x 10-e x E = 10-a 
Lower bounds 
(10) 2.9 x 1O-9 9.6 x lo-* 7.1 x 10-g 1.4 x IO-3 
(12) 1.0 x 10-S 4.0 x 10-G 1.0 x 10-E 7.8 x lO-3 
Upper bounds 
(14) 1.0 x 10-B 1.4 x 100 1.0 x 100 1.4 x IO-’ 
(15) 1.0 x 10-g 4.0 x 10-e = 1.0 X 10-s 
(24) 1.4 x 10-s 4.0 x 1o-6 1.0 x 1o-8 4.9 x 10-2 
(26) 1.0 x 10-B 4.0 x 10-e 4.2 x 1O-5 1.1 x IO-2 
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[ 
-0.216598 -0.033806 0.554659 
So = 0.458506 -0.845154 0.386648 , 
-0.458506 0.845153 0.613353 1 
1 0 0 
F. = 
[ 1 0 0 1’ 
For Table 2 we applied the bounds to 6(&E) for the open-loop pencil A - A!?. 
In Table 2, the bound Eq. (14) requires a choice of Q and 2 in the gener- 
alized Schur decomposition. For Examples 4-6 we used Q = Z = I, because in 
these three examples E and A are already upper triangular. For Example 14 we 
used the QZ algorithm as implemented in MATLAB [35]. 
The bound Eq. (15) requires an optimal choice of Q and Z in the generalized 
Schur decomposition. For Example 4, an optimal Q and Z are Q = Z = I. For 
Example 5, an optimal Q and Z are Q = UT and Z = V where B, = lJZVT is 
the singular value decomposition of B,. For Example 6, we used the approx- 
imately optimal choice 
and 0 1 
z= 
[ 1 1 0 
to approximate Eq. (15). We did not attempt to find an optimal Q and Z for 
Example 14. 
Bound Eq. (12) requires a particular choice of the test set T. For Table 2 we 
chose test set T = {(c, s) E R? 1 c2 + s* = 1 } and used several applications of 
fmin from MATLAB [35] to search out the global maximum of 
oti(cos(t)A - sin(t)E) over t E [0,x]. 
For Bound Eq. (24) we report the minimum value of the bound for 
k= 1,2,3,... until either (Tkck > 1 or k = 20. 
For Bound Eq. (26), we report mink 11 [A, E]ZkZk+ 11. 
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