Abstract. We construct a model complete and o-minimal expansion R Q of the field of real numbers such that, for any planar analytic vector field x and any isolated, nonresonant hyperbolic singularity p of x, a transition map for x at p is definable in R Q . This expansion also defines all convergent generalized power series with natural support and is polynomially bounded.
Introduction
One of the motivations for this paper is the following: let x be a (real) analytic vector field on R 2 such that x À1 ð0Þ ¼ fpg is an isolated singularity of x. We assume here that the flow of x near p is as pictured in Figure 1 below: there are two trajectories of x at p, one incoming to p, called g À , and the other outgoing from p, called g þ . To describe the flow of x near these trajectories, we fix two small segments L À and L þ transverse to x and equipped with analytic charts x and y such that x ¼ 0 is the intersection point of g À with L À and x > 0 to the right of g À , and similarly y ¼ 0 is the intersection point of g þ with L þ and y > 0 above g þ . Then for all su‰ciently small x > 0, the trajectory of x crossing L À in the point x later crosses L þ in the point y ¼ gðxÞ of L þ .
For any su‰ciently small e > 0, the map g : ð0; eÞ ! ð0; yÞ defined in this way is called a transition map of x at p. The study of transition maps is at the heart of Ilyashenko's solution of Dulac's Problem [7] . Somewhat more precisely, Ilyashenko proves that any finite composition of such transition maps has only finitely many isolated fixed points. (Independently, Ecalle [6] proves that these maps are analyzable and deduces his own proof of Dulac's Problem.)
Ilyashenko's analysis of transition maps suggests to us the following Question. Are the transition maps of x near p definable in some fixed o-minimal expansion R of the real field?
If the answer to this question is positive, it would follow that some Poincaré return map near any polycycle of x (see Section 8 for details) is also definable in R, because the family of functions definable in R is closed under composition. It would then follow from Dulac's arguments [5] that x has at most finitely many limit cycles.
In this paper, we give a positive answer to the above question under some restrictions on x. First, we assume that the singularity p of x is hyperbolic, that is, the linear part of x at p has two nonzero real eigenvalues of opposite signs. In this situation, Dulac proves in [5] , Chapters 23 and 35, that for a transition map g as above, there exist a choice of charts x and y, a p 0 > 0, real polynomials p j in one variable for j ¼ 1; 2; . . . , and real numbers 0 < n 0 < n 1 < Á Á Á , such that lim j n j ¼ þy and for every n A N the following asymptotic relation holds: (D) gðxÞ À p 0 x n 0 À P n j¼1 p j ðlog xÞx n j ¼ oðx n n Þ as x ! 0.
Moreover, Ilyashenko obtains the following strengthening in [7] , Chapter 1: a set W L C is a standard quadratic domain if there are constants c A R and C > 0 such that
Then for g as above:
(I1) There exists a standard quadratic domain W L C such that g exp extends to a holomorphic mapping G : W ! C.
(I2) For all n A N, we have the asymptotic relation GðzÞ À p 0 e n 0 z À P n j¼1 p j ðzÞe n j z ¼ oðe n n Re z Þ as jzj ! þy in W :
Slightly abusing notations (to be clarified in Section 2 below), we summarize here conditions (I1) and (I2) by saying that there is a standard quadratic domain W L C such that g @ W p 0 x n 0 þ P y n¼1 p j ðlog xÞx n n . A Phragmen-Lindelö f argument [7] , p. 23, shows that these conditions su‰ce to conclude that g has at most finitely many isolated fixed points.
The main body of Ilyashenko's proof consists in extending this Phragmen-Lindelö f argument to finite compositions of transition maps (not just in the hyperbolic case). In contrast, our approach is to try to prove that all transition maps generate an o-minimal expansion of the real field. Since finite compositions of functions definable in an o-minimal structure are again definable in that same structure, it would then follow that all finite compositions of transition maps have finitely many isolated fixed points.
In this paper, we carry out our approach under the additional hypotheses of hyperbolicity and:
(NR) The singularity p is non-resonant, that is, the ratio of the two eigenvalues of the linear part of x at p is an irrational number.
It follows from Dulac's argument that under the assumption (NR), the polynomials p j in the asymptotic series of g above are all constant.
Thus, we let R7X Ã 8 o be the set of all formal power series F ¼ P af0 a a X a such that a a A R for each a f 0 and the support suppðF Þ :¼ fa f 0 : a a 3 0g
of F is such that suppðF Þ X ½0; R is finite for every R > 0. Note that R7X Ã 8 o is a subset of the set R7X Ã 8 of all generalized power series defined by van den Dries and Speissegger in [3] . (In the latter, o-minimality is established for the expansion of the real field by all convergent generalized power series; in contrast, the generalized power series studied here are in general not convergent.) Since we do not use the larger class R7X Ã 8 here, we shall routinely omit the superscript o.
Next, for every e > 0, we let Q e be the set of all functions f : ½0; e ! R for which there exist an F A R7X Ã 8 and a standard quadratic domain W L C such that ð0; e L expðW Þ and f @ W F . (Thus by definition, for any f A Q e the only point in ½0; e where f is not necessarily analytic is 0.) Our goal here is to prove that the expansion of the real field by all functions in Q 1 is o-minimal; to do so, we follow the method developed in [3] .
Roughly speaking, the method in [3] goes as follows: starting from a quasianalytic class C of functions in several variables, we consider ''mixed'' functions that behave like functions in C for some of the variables and are analytic in the remaining variables ( [3] , Section 5) . We show that the algebra of these mixed functions possesses certain closure properties ( [3] , Section 6), most notably closure under blow-up substitutions (which correspond to the charts of certain blowings-up) and under Weierstrass preparation with respect to the analytic variables. These closure properties allow us ( [3] , Section 7 and Proposition 8.4) to use resolution of singularities to describe C-sets, which are defined by equations and inequalities among functions from C; in particular, we show that C-sets have finitely many connected components. We then adapt in [3] , Section 8, Gabrielov's fiber cutting argument to conclude that the complement of a projection of a C-set is again the projection of a C-set. The o-minimality of the expansion of the real field by the functions in C follows as outlined in [3] , Section 2.
This means in particular that we need to define classes Q r , where r A ð0; yÞ m is a polyradius, of functions f : ½0; r 1 Â Á Á Á Â ½0; r m ! R with analytic-extension and asymptotic properties in several variables corresponding to (I1) and (I2) above. It turns out, however, that the most natural definition of these Q r is insu‰cient to obtain all the necessary closure properties, and we refer the reader to Section 5 for the correct definition of these classes.
Once the classes Q r are introduced we define, for each m A N and m-variable function f A Q 1;...; 1 , a total functionf f : R m ! R given bỹ 
&
We let R Q :¼ À R; <; 0; 1; þ; À; Á; ðf f : f A Q 1;...; 1 ; m A NÞ Á ; note that in particular, every function in Q e , for any e > 0, is definable in R Q . Our partial answer to the question above is the following:
Theorem A. The structure R Q is model complete, o-minimal and admits analytic cell decomposition.
Moreover, our method of proving Theorem A also gives a kind of ''Puiseux theorem'' for the one-variable functions definable in R Q : Theorem B. Let e > 0 and f : ð0; eÞ ! R be definable in R Q . Then there are a function g A Q d for some d A ð0; eÞ and an r A R such that gð0Þ 3 0 and f ðxÞ ¼ x r gðxÞ for all x A ð0; dÞ.
Our discussion above of transition maps now implies:
Corollary. Assume that p is a non-resonant hyperbolic singularity of x, and let g : ð0; eÞ ! ð0; yÞ be a transition map of x at p, expressed in the charts x and y such that (D) holds. Then for every d A ð0; eÞ, the function gj ð0; dÞ is definable in R Q . r
The transition maps discussed here are not the only functions of interest definable in R Q : in two forthcoming papers, the first author shows that both the Riemann maps and the solutions of Dirichlet's Problem on certain subanalytic domains with non-analytic boundary are definable in R Q .
Moreover, we construct in Section 8 of this paper an analytic unfolding x m of x in a neighbourhood of a polycycle G of x, in the spirit of Roussarie [9] . The unfolding x m is such that each x m has the same set of singularities as x and each of these singularities is non-resonant hyperbolic. Thus we obtain an analytic family of transition maps at each of these singularities; in fact, we show that each such family of transition maps is definable in R Q . It follows that there is a definable family of functions P m such that for every m, the function P m is a Poincaré return map for x m near G. The uniform finiteness property of o-minimal structures [2] , Chapter 3, Section 3, then implies that there is a uniform bound on the number of fixed points of these functions P m . The question whether such uniform bounds exist is related to Hilbert's 16th problem and remains open for general x and G. (See [8] for a survey on Hilbert's 16th problem and [9] for the relationship between Hilbert's 16th problem and analytic unfoldings.) Except for Section 8, the content of this paper is entirely focussed on the construction of the o-minimal structure R Q . There are various related questions that we do not know how to answer at this point, such as:
(1) Is R G , the o-minimal structure generated by all functions that are multisummable in the positive real direction [4] , a reduct of R Q ? Or is R Q a reduct of the Pfa‰an closure of R G (see [10] )?
(2) Are transition maps near resonant hyperbolic singularities of x definable in the Pfa‰an closure of R Q ? This paper is organized as follows: in Section 1, we define the class of generalized power series with natural support, and we establish some truncation properties needed later. Our first and most straightforward attempt at defining the classes Q r is made in Section 2, where we also establish some useful criteria for functions to belong to these classes. The reasons why this first attempt is insu‰cient are explained in Section 3, which lead us to a correct definition in Section 5, where we also establish the first closure properties needed to apply the method of [3] . In fact, in order to apply this method, we need to introduce corresponding ''mixed'' functions that are, roughly speaking, of asymptotic type (I1) and (I2) in some variables and analytic in the other variables. One of the reasons for studying these mixed classes is discussed in Section 6, where we show that they admit Weierstrass preparation with respect to the analytic variables. To reduce the study of sets defined by functions in the Q r to that of sets defined by functions in the mixed classes, we use the blow-up substitutions introduced in Section 4. Having established all the properties necessary to apply the method of [3] , we obtain Theorems A and B in Section 7.
Generalized power series with natural support
Let m A N, and let X ¼ ðX 1 ; . . . ; X m Þ be a tuple of indeterminates. For a ¼ ða 1 ; . . . ; a m Þ A ½0; yÞ m , we write
m , and we let X Ã be the multiplicative monoid consisting of all such X a , multiplied according to
Let A be a commutative ring with 1 3 0. We let A7X Ã 8 denote the set of all formal power series f ðX Þ ¼ P af0 a a X a such that a a A A for each a f 0 and the support suppð f Þ :¼ fa f 0 : a a 3 0g of f is well-ordered, as defined in [3] , Section 4.4. The elements of A7X Ã 8 are called generalized power series.
; yÞ m is natural if P X i ðSÞ X ½0; R is finite for every R > 0 and each i ¼ 1; . . . ; m, where P X i : R m ! R is the projection on the coordinate X i .
We denote by A7X Ã 8 o the set of all generalized power series in X whose support is a natural subset of ½0; yÞ m . For g A ½0; yÞ m Â N n , we write F g in place of F fa:afgg .
Convention
In the remainder of this section, we study how the operation F 7 ! F g behaves with respect to various other operations on natural power series.
Note that each q i F and each qF =qY j belongs to A7X Ã ; Y 8. 
Intersections of natural sets and boxes can be further simplified: 
We now return to the study of the operation F 7 ! F g . Since the observations below are rather technical and not clearly motivated at this point, the reader may want to skip the rest of this section and come back to it later as needed (while reading Section 5, say).
Blow-up substitutions. Let i; j A f1; . . . ; mg be such that i 3 j, and let r > 0 and l f 0. Using the binomial expansion
we let B r; l ij : A7X Ã 8 ! A7X Ã 8 be the unique A-algebra homomorphism satisfying 
Proof. Part (1) follows from the binomial expansion. Next, for k ¼ 1; . . . ; m, we put
Then by the hypothesis on g, 
Note that F q A A7X Ã ; Z8. 
Proof. 
For Q L f1; . . . ; kg, we put I Q :¼ T l A Q I ðlÞ. Let m A ½0; yÞ m and n A N k , and put QðnÞ :¼ fl : n l 3 0g. Then
n l Á aðlÞ i f g i for each i A I QðnÞ ; 0 otherwise.
> < > :
Therefore, for each Q L f1; . . . ; kg, we let S Q L ½0; yÞ m Â N k be the set defined by
S Q is in turn the disjoint union of the following sets: for each map h : I Q ! Q, we define Then the set C Q; h :¼ fðm I Q ; n J h Þ : ðm; nÞ A S Q; h g is finite, and S Q; h is the disjoint union of the sets S Q; h X E Q; h; b as b ranges over C Q; h , where
By Example 1.9, each set E Q; h; b is elementary. It follows from (1.2) above that
and it follows from the definition of each E Q; h; b that X g divides the factor
Natural asymptotic expansions
Throughout this paper, we denote by kzk the Euclidean norm of z A C n , and we put jzj :¼ z 1 þ Á Á Á þ z n for such z. We let L ¼ fðr; jÞ : r > 0; j A Rg be the Riemann surface of the logarithm. We fix an arbitrary m A N and write
For such x, we put kxk :¼ kðr 1 ; . . . ; r m Þk, argðxÞ :¼ ðj 1 ; . . . ; j m Þ and
we omit the subscript m whenever it is clear from context. Note that log :
: logðUÞ ! C is holomorphic. The set of holomorphic functions on U is denoted by OðUÞ.
Note that q i f A OðUÞ.
The set W is a standard quadratic domain if there are constants c; C > 0 such that Remark
Remarks 2.5. Let k e m.
m be a k-quadratic domain, and let r A ð0; yÞ m . Then the set
Note that in this situation, F is the unique series G A C7X Ã 8 with f @ U G; we therefore also write Tf :¼ F , and we put f ð0Þ :¼ lim
f ðxÞ for any a > 0. We let AðUÞ be the set of all f A OðUÞ for which there is an F A C7X Ã 8 such that f @ U F . 3) The set AðUÞ is a C-algebra, and the map T : AðUÞ ! C7X Ã 8 given by Tð f Þ :¼ Tf is a C-algebra homomorphism satisfying f ð0Þ ¼ ðTf Þð0Þ.
For R > 0, we put ð0; RÞ L :¼ fx A L : kxk < R and argðxÞ ¼ 0g:
Proof. Let f A AðUÞ, and assume that f @ U 0; it su‰ces to show that f ¼ 0. Let c; C > 0 and By assumption, we have M r =r a ! 0 as r ! 0; we need to show that N r =r a ! 0 as r ! 0. To do so, it su‰ces to show that N r e M rÁe for each r > 0, where e :¼ expð1Þ. By the Cauchy estimates, we have for all x A V with kxk e r that
because M rÁe is the maximum of all kð f log À1 ÞðzÞk such that z A logðUÞ and Re z j e log r À 1 for each j. This finishes the proof of the proposition. r
We now also fix a k e m. if i > k and x i 3 0; 0 otherwise.
< :
We also denote by cl 0 the topological closure in L k 0 Â C mÀk . As usual, we shall omit the superscript m if clear from context.
Proposition 2.11. Let f A AðUÞ. The following are equivalent:
. . . ; m and every x A U satisfying p i ðxÞ A U, we have
(3) ) (2). Without loss of generality, we may assume that
Then the assumption on f and Riemann's theorem on removable singularities imply that there is a holomorphic g : int
(3) ) (1). Assume (3) and let i A fk þ 1; . . . ; mg. Write Tf ðX Þ ¼ P a a X a , and let a A ½0; yÞ m be such that a i B N; we need to show that a a ¼ 0. Permuting coordinates if necessary, we may assume that i ¼ m. Let R > 0 be such that the set
Put a :¼ jaj > 0, and define g : V ! C by gðxÞ :
Since f A AðUÞ, we have gðxÞ ¼ oðkxk a Þ as kzk ! 0 in V ; in particular, for s A ð0; RÞ and any t A ð0; 1Þ m , we have
On the other hand,
It follows from (2.1) that P Assume that U is a k-quadratic domain and let f A A k ðUÞ. Let V and f K be as in Proposition 2.11 (2) ; by analytic continuation, we may assume that U ¼ V . We extend f to a function on p 
Using the Cauchy estimates (similarly as in the proof of Proposition 2.9) and Proposition 2.8, we obtain: Corollary 2.13. Assume that U is a k-quadratic domain, and let f A A k ðUÞ. Then for every i ¼ k þ 1; . . . ; m, the partial derivative qf =qx i belongs to A k ðUÞ and satisfies Tðqf =qx i Þ ¼ qðTf Þ=qX i ; in particular, x i Á ðqf =qx i ÞðxÞ ¼ q i f ðxÞ for all x A U. r Finally, we establish some criteria for membership in A k ðUÞ: we fix an l A fk; . . . ; mg.
mÀk for some quadratic domain W L L and some R > 0, and we let f A A k ðUÞ. By Proposition 2.11, for each x ¼ ðy; zÞ A U we have a convergent power series representation
Shrinking U if necessary, there is an M > 0 such that k f ðxÞk e M for all x A U. Finally, The following converse to Proposition 2.14 is our principal test for membership in A k ðUÞ:
Then the function g : U ! C defined by gðxÞ :¼ P whenever jpj e a and y A U 0 . For every x A U, we have
By the above, P j pjea e p ðyÞz p ¼ oðkxk a Þ as kxk ! 0 in U; so it su‰ces to show, after
The following criterion for membership in A k ðUÞ will be useful in Section 8: as required. r
Truncation-division, Taylor expansion and composition in the holomorphic variables
It will be convenient from now on to more explicitely separate the holomorphic variables from the non-holomorphic ones. Thus, we let m; n A N, and let U L L mþn be an m-quadratic domain. Below, we let y ¼ ðy 1 ; . . . ; y n Þ range over L n and Y ¼ ðY 1 ; . . . ; Y n Þ be indeterminates.
Remark 3.1. Let s be a permutation of f1; . . . ; mg and t be a permutation of f1; . . . ; ng. We associate to s and t the substitution automorphisms (
(2) There is an f ð0; dÞ A A m ðUÞ such that Tf ð0; dÞ ¼ ðTf Þ ð0; dÞ .
Proof. Below, we writeŷ y j :¼ ðy 1 ; . . . ; y jÀ1 ; 0; y jþ1 ; . . . ; y n Þ for each j ¼ 1; . . . ; n. hðx; y 1 ; . . . ; y nÀ1 ; ty n Þ dt belongs to A m ðUÞ, where t Á ðr; jÞ :¼ ðtr; jÞ for t > 0 and ðr; jÞ A L. Since f ðx;ŷ y n Þ ¼ 0, we get from the fundamental theorem of calculus that f ðx; yÞ ¼ y n Á I ðqf =qy n Þðx; yÞ for all ðx; yÞ A U, so part (1) follows from Corollary 2.13.
By Corollaries 2.12 and 2.13, the function h belongs to A m ðUÞ and (2) now follows from part (1). r Remark 3.3. We do not know whether, in the situation of Proposition 3.2, a corresponding statements holds for all variables, that is, whether:
This is the first of two reasons to eventually restrict our attention to a subclass of A m ðUÞ introduced in Section 5.
Taylor expansion. Next, we establish a Taylor expansion result with respect to the
Definition 3.4 (translation). Let l A C be nonzero, and denote by Arg l A ðÀp=2; p=2 the standard argument of l. We put
and we let l l : C l ! L be defined by l l ðzÞ :¼ ðjzj; arg zÞ and put DðlÞ :¼ l l À Bðl; jljÞ Á . We let t l : B L ðlÞ ! DðlÞ be the holomorphic map defined by t l ðxÞ :
For completeness' sake, we also define t 0 : L ! L by t 0 ðxÞ :¼ x.
For
We now let l A f1; . . . ; ng, and we write Proof. We assume that l ¼ 1; the general case follows by induction on l. Throughout this proof, we let g and p range over ½0; yÞ m Â N nÀ1 and N, respectively. We write f ðx; yÞ ¼ P a p ðx; y 0 Þz p as a convergent power series in z ¼ y n and
From ð * Þ f and Propositions 2.14 and 2.8, we see that ð * Þ a p holds (with n À 1 in place of n) for each p A N. Hence (i) f ðg; 0Þ ðx; yÞ ¼ P ða p Þ g ðx; y 0 Þz p for all g and all su‰ciently small ðx; yÞ A U,
(ii) a ðg; pÞ ¼ ða p Þ g ð0; 0Þ for all g and p.
It follows from (ii) and Proposition 2.14 that 
In the situation of Corollary 3.7, we also write t ð0; lÞ f and T ð0; lÞ f for the function g and the series Tg, respectively. Remark 3.8. We are not aware of a statement corresponding to Corollary 3.7 for translation in the x variables. This is the second reason to restrict our attention to a subclass of A m ðUÞ, done in Section 5. For the next lemma, we assume that gð0; 0Þ ¼ 0 and À x; gðx; yÞ Á A U for all ðx; yÞ A V , and we define the holomorphic function h : V ! C by hðx; yÞ :¼ f À x; gðx; yÞ Á :
Proposition 3.9. The function h belongs to A m ðV Þ and
We will deduce this proposition from the following two special cases: Proof
Since each b j; 0 ¼ 0, each set SðaÞ is finite; in fact, with
we have jpj e qðjajÞ for all ðg; p; dÞ A SðaÞ. 
Note that each SðrÞ is finite, because jpj e jrj for each ðp; qÞ A SðrÞ; we only need to consider such p, because each b j; 0 ¼ 0. 
n Á ; we may assume that
for some c; C > 0 satisfying c < R. We let D :¼ C=minf ffiffi ffi r p ; 1g and put
n ; we claim that sðV Þ L U. To see this, we write
the claim follows.
Since f s is holomorphic on V , for each b A N n the function a b : ðW 0 Þ m ! C defined by The right-hand side above is oðkxk a Þ as kxk ! 0 in ðW 0 Þ m , by (4.2) and because the sum in the second summand is finite and each of its summands has an exponent g satisfying jgj > a. This proves the proposition. r 
is defined as r r; l ðx; yÞ ¼ ðz; yÞ, where Proof. Below, we write r and B in place of r r; l and B r; l m; mÀ1 . Let W 0 L L be quadratic and minf1; lg > R > 0 be such that
n L U; we may assume that
for some c; C > 0 satisfying c < R. We let
; and we put
nþ1 ; we claim that rðV Þ L U. To see this, we write
Since arg À t l ðwÞ Á e p=2 for all w A L, we also get
The claim follows.
We write The right-hand side above is oðkx 0 k a Þ as kx 0 k ! 0 in ðW 0 Þ mÀ1 , by (4.3) and because the sum in the second summand is finite and each of its summands has an exponent b satisfying jbj > a, as jrðaÞj f jaj minfr; 1g for all a. This proves the proposition. r We shall omit the superscript m þ n whenever clear from context. (4) Let s be a permutation of f1; . . . ; mg and t be a permutation of f1; . . . ; ng, and let f A Q m ðUÞ. Then f s and f t belong to Q m ðUÞ. 
be the set of all 1-equivalence classes.
We shall omit the superscript m þ n whenever it is clear from context. We will not distinguish between f A Q m ðUÞ and its equivalence class in Q m , which we also denote by f . With this identification, whenever U L L mþn is an m-quadratic domain, we have Q m ðUÞ L Q m . Moreover, for every f ; g A E m such that f 1 g, we have Tf ¼ Tg; hence, Let also k A ½0; yÞ m be su‰ciently small. Then f t ðk; 0Þ þ g t ðk; 0Þ ¼ ð f þ gÞ t ðk; 0Þ and að f t ðk; 0Þ Þ ¼ ðaf Þ t ðk; 0Þ ; so we define t ðk; 0Þ ð f þ gÞ :¼ t ðk; 0Þ f þ t ðk; 0Þ g and t ðk; 0Þ ðaf Þ :¼ at ðk; 0Þ f .
(2) Let m þ n f l f m, and let f A Q m and r A ½0; yÞ l . Let also r 0 be the least t A ½0; yÞ m Â N lÀm such that t f r. 
which proves part (1).
Part (2) is more straightforward and follows from Corollary 2.13, Proposition 5.6 and Lemmas 1.3 and 5.5. For (3), note that for all g A ½0; yÞ m , we can take g ðg; 0Þ :¼ f ðg; 0Þ ðx; y 1 ; . . . ; y nÀ1 ; 0Þ. Then for every su‰ciently small k A ½0; yÞ m , we have t ðk; 0Þ g ðg; 0Þ ¼ ðt ðk; 0Þ f ðg; 0Þ Þðx; y 1 ; . . . ; y nÀ1 ; 0Þ;
and part (3) follows. r
Composition. Let f A Q m ðUÞ. For the next lemma, we let q ¼ ðq 1 ; . . . ; q n Þ A N n and put k :¼ jqj.
In this situation, we define the holomorphic function f q : U 0 ! C by
Lemma 5.9. We have f q A Q m ðU 0 Þ and Tð f q Þ ¼ ðTf Þ q .
Proof. We first show that f q A A m ðU 0 Þ and Tð f q Þ ¼ ðTf Þ q . Arguing by induction on k (simultaneously for all m) and permuting the last n coordinates if necessary, it su‰ces to consider the case where n ¼ 1 and k ¼ q 1 ¼ 2. In this situation, by Proposition 2.14 and after shrinking U if necessary, we can write f ðx; yÞ ¼ P 
for all su‰ciently small ðx; zÞ A U 0 , where b p; q :¼ p þ q p a pþq for all p; q A N. Since kb p; q k e Að2BÞ pþq , it follows from Propositions 2.14 and 2.15 that f q A A m ðU 0 Þ, as required.
Next, for every g A ½0; yÞ m , we have T À ð f ðg; 0Þ Þ q Á ¼ ðTf q Þ ðg; 0Þ , so we can take ð f q Þ ðg; 0Þ :¼ ð f ðg; 0Þ Þ q . Moreover, for every su‰ciently small k A ½0; yÞ m , the previous paragraph and Proposition 2.15 now also show that t ðk; 0Þ ð f q Þ ðg; 0Þ belongs to A m ðV 0 Þ for some appropriate V 0 . r
For the next proposition, we let g ¼ ðg 1 ; . . . ; g n Þ A Q m ðV Þ n be such that gð0Þ ¼ 0 and À x; gðx; yÞ Á A U for all ðx; yÞ A V , and we define the holomorphic function h : V ! C by hðx; yÞ :¼ f À x; gðx; yÞ Á :
Proposition 5.10. The function h belongs to Q m ðV Þ and
Proof. First, let k A ½0; yÞ m be such that ðk; 0Þ A cl 0 ðV Þ. Then t ðk; 0Þ h ¼ ðt ðk; 0Þ f Þðx; t ðk; 0Þ gÞ; so Corollary 3.7 (with l there equal to t ðk; 0Þ gð0; 0Þ) and Proposition 3.9 show that t ðk; 0Þ h A A m ðW Þ for some appropriate W . . . . ; ðTg n Þ B n; q n Á and each À X ; ðTgÞ B Á inf E q divisible by X g . After shrinking V if necessary and writing g B :¼ À ðg 1 Þ B 1; 1 ; . . . ; ðg n Þ B n; q n Á , we get from Lemma 5.9, Proposition 5.6 and the above that, for each q ¼ 1; . . . ; p, the function
belongs to A m ðV Þ and satisfies
Hence by Lemma 5.5, we can take
Finally, it follows from the last paragraph and the first observation above that h A Q m . r
Here are some immediate applications of Proposition 5.10:
Proposition 5.11. The set Q m is a C-algebra, and the map f 7 ! Tf : Q m ! C7X Ã ; Y 8 is an injective C-algebra homomorphism such that f ð0Þ ¼ ðTf Þð0Þ for all f A Q m .
Proof. Let f ; g A Q m ; we need to show that fg A Q m . Put f 1 :¼ f À f ð0Þ and g 1 :¼ g À gð0Þ; then f 1 ; g 1 A Q m by Lemma 5.5, and fg ¼ Pð f 1 ; g 1 Þ with
Hence fg A Q m by Proposition 5.10. r Proposition 5.12. Let f A Q m . Then:
(1) f is a unit in Q m if and only if f ð0Þ 3 0.
(
Proof. (1) Assume first that f is a unit in Q m , and let g A Q m be such that f Á g ¼ 1.
Then (2) The function f r r; l belongs to Q mÀ1 for every f A Q m , and the map r r; l : Q m ! Q mÀ1 defined by r r; l ð f Þ :¼ f r r; l is a C-algebra homomorphism such that T r r; l ¼ B r; l m; mÀ1 T.
Whenever convenient, we shall write s r ij f and r r; l f in place of s r ij ð f Þ and r r; l ð f Þ.
Proof. The proofs for parts (1) and (2) are similar; we prove (1) here and leave (2) to the reader. We may assume that i ¼ m and j ¼ m À 1, and we write s and B in place of s r m; mÀ1 and B r m; mÀ1 . Let f A Q m ; it su‰ces to prove that f s A Q m .
To do so, we let W L L be quadratic and 1 > R > 0 be such that
n Á , and we let W 0 and V be as in the proof of Proposition 4.2. We also let k A ½0; yÞ m be nonzero such that ðk; 0Þ A cl 0 ðV Þ, and let W k L W 0 be quadratic such that t ðk; 0Þ ðx; yÞ A V for all ðx; 
Let also V L L be a quadratic domain and g A Q 1 ðV Þ be such that gðtÞ A W X ð0; yÞ for all t A V X ð0; yÞ. Then gðtÞ ¼ t r À l þ hðtÞ Á for some r; l > 0 and some h A Q 1 ðV Þ with hð0Þ ¼ 0. We write x 0 :¼ ðx 1 ; . . . ; x mÀ1 Þ and let To see the claim, we note first from the Lagrange inversion formula (see for instance Whittaker and Watson [12] Proof. By induction on l; the case l ¼ 1 corresponds to Proposition 6.1, so we assume that n f l > 1 and the corollary holds for lower values of l. After permuting the component functions of f , we may assume that qf l =qy n ð0Þ 3 0. Hence, writing . . . ; q sðlÞ Þ, and let E 1 ; E 2 ; . . . be an enumeration of all equivalence classes of @. Since f is symmetric in z, we get for all j A N that a p ¼ a q for all p; q A E j . Thus, for each j A N, we define b j :¼ a p for some p A E j ; then
Let j A N, and note that the sum P 
We now define S A C7Z8 by SðZÞ :¼ P To see the claim, we first need to rewrite the sum: for each q A N l , we put D q :¼ f j A N : q A supp S j g and c q :¼ P 
Hence, for each q A N l , there is a set C q L fr A N l : jrj e ljqjg such that c q ¼ P We let m; n A N and r A ð0; yÞ mþn , and we put I m; n; r :¼ ½0; r 1 Â Á Á Á Â ½0; r m Â ½Àr mþ1 ; r mþ1 Â Á Á Á Â ½Àr mþn ; r mþn ; a subset of R mþn . We also write I m; n; e instead of I m; n; ðe;...; eÞ , for e > 0, and we put I m; n; y :¼ ½0; yÞ m Â R n . Abusing notation, we identify I m; n; r with the set fðx; yÞ A ½0; yÞ m L 0 Â R n : 0 e kx i k e r i and À r mþj e y j e r mþj for i ¼ 1; . . . ; m and j ¼ 1; . . . ; ng:
ÁÁ , and given an f A Q m ðUÞ, we write f j I m; n; r for the function f K j I m; n; r . Definition 7.1. We let Q m; n; r be the set of all functions f : I m; n; r ! R for which there exist an m-quadratic domain U L L mþn and a g A Q m ðUÞ such that
ÁÁ and f ¼ gj I m; n; r :
(2) Let X L R mþn be Q m; n -semianalytic, a A R mþn and s A fÀ1; 1g m . Then the set h a; s ðX Þ is Q m; n -semianalytic. Moreover by Lemma 5.3(3) , for each l A ð0; yÞ mþn the set E l ðX Þ is Q m; n -semianalytic, where E l : R mþn ! R mþn is defined by E l ðzÞ :¼ ðl 1 z 1 ; . . . ; l mþn z mþn Þ:
Below we write 0 for the point ð0; . . . ; 0Þ A R mþn . The following lemma is now proved just as in [3] , Section 7, with obvious changes: ''R ÁÁÁ -set'' is replaced by ''Q ÁÁÁ -set'', RfX Ã ; Y g by RfX Ã ; Y g Q and the algebras R m; n;... by Q m; n; ... . Also, the results from Sections 4, 5 and 6 there need to be replaced by the corresponding results of Sections 5, 6 and 4 here. (For example, we use Proposition 5.6(2) here in place of Corollary 6.7 there; the other replacements are more straightforward.)
mþn be Q m; n -semianalytic at 0 and let s be a permutation of f1; . . . ; mg. Then sðAÞ is Q m; n -semianalytic at 0.
(2) If n f 1, then each Q m; n -semianalytic subset of R mþn is also Q mþ1; nÀ1 -semianalytic.
(3) Every Q m; n; r -set A L I m; n; r is Q m; n -semianalytic. r
Note that Remark 7.6(3) and Lemma 7.7(2) imply in particular that every semianalytic subset of R mþn is Q m; n -semianalytic. Also, since every f A R m; n; r extends to a holomorphic function g : B L ðr 0 Þ ! C for some r 0 > r, we see that R o m; n; r L Q m; n; r , where R o m; n; r consists of all f A R m; n; r with natural support. In particular, every R o m; n -semianalytic subset of R mþn is Q m; n -semianalytic.
We now consider the system L ¼ ðL p Þ p A N , where
Sketch of proof. By [3] , Theorem 2.7, we need to establish Axioms (I)-(IV) listed in [3] , Section 2; the first three are straightforward. For Axiom (IV), the proof proceeds almost literally as for [3] , Corollary 8.15, with the obvious changes indicated earlier, as well as the following: RfX Ã ; Y g ÁÁÁ there is replaced by RfX Ã ; Y g Q;... here, and the facts of Section 7 here are used in place of the corresponding facts from Section 7 there. Moreover, note that Lemma 6.1 there goes through unchanged here. r Recall that by the remarks after Definition 7.1,
It is clear from Remark 7.6(2) that every bounded Q p -semianalytic set, for p A N, is quantifier-free definable in R Q . We are now ready to prove Theorem A.
Theorem 7.9. The expansion R Q is model complete, o-minimal and admits analytic cell decomposition.
Proof. The theorem follows from the previous remark in view of Propositions 7.8 above and [3] , Corollary 2.9. For analytic cell decomposition, we proceed exactly as in [4] , proof of Corollary 6.10. r For Theorem B, we proceed as in [3] , Section 9, with the following changes: we do not need 9.3 there, and use Corollaries 5.14 and 5.17 here in place of Lemma 9.4 there. Moreover, we do not need 9.7 and Lemma 9.8 there, and we give a much simpler proof of Lemma 9.9 there:
Proof. By the hypotheses, there are l; a > 0 and h A RfT Using this lemma in place of [3] , Lemma 9.9, we finish the proof of Theorem B as it is done there, and we obtain corresponding corollaries for 1-dimensional sets definable in R Q .
Example of a definable family of transition maps
Let x be an analytic vector field in R 2 . A polycycle G of x is a cyclically ordered finite set of singular points p 0 ¼ p k , p 1 ; . . . ; p k , p kþ1 ¼ p 1 (with possible repetitions), called vertices, and trajectories g 1 ; . . . ; g k , called separatrices, connecting the vertices in the order following the flow of x, as in Figure 2 . We assume here that each p i is a non-resonant hyperbolic singularity of x. For each i, we fix two segments L i with g i , respectively, and such that x i ðtÞ and y i ðtÞ lie inside the region circumscribed by G for all t A ð0; 1Þ. We denote by g i : ð0; 1Þ ! ð0; 1Þ the corresponding transition map in the coordinates x i and y i ; we extend g i to all of ðÀ1; 1Þ by putting g i ðtÞ :¼ 0 for t A ðÀ1; 0. After an analytic change of coordinates if necessary, it follows from the general theory of analytic di¤erential equations that there are analytic functions f i : ðÀ1; 1Þ ! ðÀ1; 1Þ, for i ¼ 1; . . . ; k, representing the flow of x from L þ iÀ1 to L À i in the charts y iÀ1 and x i . In fact, these functions f i are restricted analytic, that is, they extend analytically to a neighbourhood of ½À1; 1; in particular, they are definable in R Q . The restriction of P :¼ f k g k f kÀ1 Á Á Á f 1 g 1 to ð0; 1Þ represents the Poincaré first return map of x at p 1 in the chart x 1 .
By the corollary and the explanations in the introduction each g i , and hence P, is definable in R Q . Our goal in this section is to show that for certain analytic unfoldings x m of the vector field x, the corresponding Poincaré return map with parameter m is also definable in R Q .
More precisely, we let x m be an analytic unfolding of x, with m A R p and x 0 ¼ x, defined in a neighbourhood U of G containing each L À i and L þ i , with the same singular points inside U and with the same linear part at each of these singular points as x. We assume that the unfolding is small, in the sense that for each m A R p and each i A f1; . . . ; kg, both L Proposition 8.1. Each g i is definable in the structure R Q . In particular, P is definable in R Q , and the number of isolated fixed points of P m is uniformly bounded in m.
For the proof of this proposition, we assume that p 1 ¼ 0 A R 2 and show that g 1 is definable in R Q . First, since the ratio l ¼ l 2 =l 1 of the eigenvalues l 1 (with respect to x 1 ) and l 2 (with respect to y 1 Þ of x m at 0 is irrational and independent of m, we may assume, after a change of coordinates that is analytic in both ðx; yÞ and m, that the incoming and outgoing separatrices of x m at 0 are represented by the x-axis and the y-axis, respectively, for every m. In this situation, the normalization method in [5] , pp. 70-73, goes through uniformly in the parameter m and yields: 
