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1.1. The climate system and
climate change
Global climate change is considered to be one of the
most serious concerns of humankind (United Nations,
1992; United Nations, 2002). Anthropogenic green-
house gases and aerosols impact considerably the en-
ergy balance of the Earth system, possibly provoking
adverse effects on social, ecological, and economical
equilibria. This is one of the main reasons why the
understanding of the Earth’s climate system is of ma-
jor importance. If better predictions of the response
of the climate system to anthropogenic perturbations
were available, political decisions against negative
impacts could be taken, and social adaptations to
changed climate conditions would be possible.
The main scientific tools to understand the climate
system and to simulate climate change on a global
scale are Earth System Models (ESMs). An ESM is
composed of several parts, each of which describes
a component of the climate system, as atmosphere,
ocean, continental surfaces, biosphere, sea ice, or
cryosphere, to mention the most important ones. In
the present work, we focus on the atmospheric part of
the climate system, which is represented by a general
circulation model (GCM) of the atmosphere. Nu-
merically solving the basic equations that describe
the circulation, and incorporating diabatic physical
processes by parameterizations, GCMs of the atmo-
sphere are able to simulate a multitude of atmo-
spheric processes. However, due to limited computer
power and limited understanding of processes, sim-
ulations remain unrealistic in many aspects. Tech-
niques to improve the computational efficiency in
climate modeling (e.g., Quaas, 2000),
Figure 1.1.: Evolution of the global mean surface
temperature, shown as the deviation
from the 1960 to 1990 average from (from
Folland et al., 2001).
and improved computer hardware may help to in-
crease resolution and complexity of the models. The
present work is meant to contribute to the improve-
ment of the understanding of the physical processes
focusing on the aerosol indirect effects.
1.2. Anthropogenic impacts on
climate
Two main perturbations of the atmosphere composi-
tion are provoked by humankind. The first and most
important one is the increase in tropospheric “green-
house gases” (GHG). Gases that absorb terrestrial
longwave (LW) radiation in the atmosphere re-emit
the energy at lower temperatures. This causes the
so-called “greenhouse effect” (GHE), which results in
a warming of the Earth’s surface to keep the energy
budget in balance. The main anthropogenic contri-
bution to the concentration of greenhouse gases in
the atmosphere stems from carbon dioxide (CO2),
which originates from the combustion of fossil fuel
9
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and burning of biomass. Other anthropogenic green-
house gases are methane (CH4), nitrous oxide (N2O),
chlorofluorocarbons (CFC), and tropospheric ozone
(O3). All of these have increased since the begin-
ning of the industrialization in about 1750 (Fig. 6.1;
Myhre et al., 2001). In agreement with the expected
warming due to the anthropogenic greenhouse effect,
an increase in global mean surface temperature has
been observed (Fig. 1.1; Folland et al., 2001).
However, the observed temperature increase of 0.6
K for the period 1900 to 2000 is somewhat smaller
than the warming expected due to the greenhouse ef-
fect (Mitchell et al., 2001). This may be explained
by important internal variability or the existence of
another forcing of climate change. A negative forcing
due to anthropogenic aerosols could be responsible for
an offset of part of the warming GHE (Wigley , 1989;
Charlson et al., 1989; Boucher and Anderson, 1995).
Since about two decades, the impact of anthropogenic
aerosols has been studied. However, in the latest In-
tergovernmental Panel on Climate Change (IPCC)
report, the level of scientific understanding of the
impact of aerosols on the radiation balance has still
been assessed as “low” or even “very low”. Never-
theless, it is commonly accepted that anthropogenic
aerosols may have an impact strong enough to offset
the warming by anthropogenic greenhouse gases at
least to a significant fraction. The impact of aerosols
on radiation is twofold. Firstly, a “direct” radiative
effect exists, as aerosols scatter and absorb sunlight,
thus generally enhancing the planetary albedo. Sec-
ondly, aerosols may act as cloud condensation nu-
clei thus changing cloud properties. These so-called
“aerosol indirect effects” will be defined in Section
1.7. Besides these direct and indirect effects, absorb-
ing aerosols may also cause a “semi-direct effect”.
When radiation is absorbed by aerosols in the at-
mosphere, the surrounding air is heated and then
evaporates clouds or hinders their formation. As a
result it occurs a decrease in cloud water content or
in cloudiness decreases the albedo, which generally
causes a warming. This process has been modeled for
conditions observed during the INDOEX experiment
(Ackerman et al., 2000a). Recent studies reveal that
aerosols in large quantities, like dust, also have a non-
negligible effect in the longwave spectrum (Dufresne
et al., 2002).
1.3. The role of clouds in the
climate system
From a meteorological point of view, water is the
most important tracer element of the atmosphere, in
which water exists in all three thermodynamic states.
The atmospheric source of water is evaporation over
land and ocean surfaces. Water vapor is distributed
throughout the troposphere and interacts with the
energy balance. In the process of evaporation and
condensation, latent heat is transported from the
surface to the atmosphere. As a gas absorbing in
the LW spectrum, water vapor causes an important
greenhouse effect.
Water vapor eventually condensates to the liquid or
solid phase thus forming clouds. In the Earth’s atmo-
sphere, clouds exist at all layers of the troposphere,
up to about 11 km. At temperatures above 0◦C, they
consist of liquid water, below about –35◦C to –40◦C,
purely of ice, and in between, mixed-phase clouds
are observed (Houze, 1993). On the global scale, the
area cloud cover is about 60%. When water vapor
condenses to form clouds, latent heat is released,
and the respective layer of the atmosphere is thus
heated. When cloud water re-evaporates, latent heat
is uptaken from the environment. Clouds also in-
teract with radiation. In the solar spectrum, clouds
reflect sunlight. As the cloud albedo generally is
larger than the albedo of the underlying surface, the
occurrence of clouds enhances the planetary albedo.
In the terrestrial spectrum, clouds absorb radiation
and cause a greenhouse effect. These so-called “cloud
radiative forcings” (CRF) in the SW and LW spectra
are of opposite sign (Kandel et al., 1998). The net
effect is positive for high-level clouds and negative
for low-level clouds. On a global scale, clouds have a
net negative radiative forcing (Kiehl and Trenberth,
1997).
Precipitation is formed through cloud microphysi-
cal processes. Thus, clouds are at the origin of one
of the socially, ecologically, and economically most
important meteorological quantities. While conden-
10
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sation from water vapor is the source for cloud water,
precipitation formation constitutes its final sink. The
rain-forming processes thus influence the lifetime and
water content of clouds.
1.4. Representation of cloud
processes in large-scale
models
In contrast to atmospheric motion, the condensation
and cloud forming processes cannot be described by
a fundamental equation in a GCM. They need to be
represented as a function of the variables explicitly
calculated in the model, a method known as pa-
rameterization. Among the first schemes applied in
GCMs which parameterized clouds rather than sim-
ply imposing to the model an observed distribution
was the one of Sundqvist (1978). He calculated cloud
water as a prognostic variable in his model, and in-
troduced a fractional cloudiness. While some GCM
cloud schemes use a binary cloud fraction of zero or
unity (e.g., Fowler et al. (1996)), most others use a
similar approach to define in a grid box an entirely
cloudy and a cloud-free fraction (e.g., Slingo, 1987;
Del Genio et al., 1996). However, in the vertical,
at the exception of the schemes of Del Genio et al.
(1996) and Jakob and Klein (1999), a cloud is con-
sidered to fill the model layer completely.
The fractional cloudiness is often calculated from
the grid box mean relative humidity (RH) using a
“critical value”. For example, Lohmann and Roeck-
ner (1996) use a vertically varying critical relative
humidity which decreases from RHcrit=99% near the
surface to RHcrit=60% in the free troposphere. Other
schemes use a probability density function (PDF) of
the total water mixing ratio in each grid box to de-
fine the saturated fraction of the grid cell (Sommeria
and Deardorff , 1977). The form of the PDF can be
considered for example of uniform (Le Treut and Li ,
1991) or triangular (Smith, 1990) shape. However,
schemes using such fixed PDFs do not differ substan-
tially from parameterizations using a critical RH.
As a first attempt to introduce a subgrid scale dis-
tribution of cloudiness based on physical processes,
Tompkins (2002) defines a PDF of the total water
mixing ratio using a Beta function. The scheme
uses skewness and variance of the PDF as prognostic
model variables, which are parameterized in terms of
convection, turbulence, wind shear, and cloud micro-
physics.
The clouds defined in the cloudy fraction of a grid
cell are generally considered homogeneous. This is
called the assumption of plane parallel homogeneous
(PPH) clouds. In several studies, it has already been
shown that this assumption introduces large biases
on the radiation transfer (e.g., Pincus and Klein,
2000; Calahan, 1994; Carlin et al., 2002; Stubenrauch
et al., 1997), as well as on the precipitation formation
(Jakob and Klein, 1999; Wood et al., 2002)). Recent
studies try also to deal with a possible introduction
of statistical distributions in the vertical direction
(Di Giuseppe, 2003). However, the treatment of the
subgrid-scale variability is to a large extent beyond
the scope of the present study and will be addressed
in future work.
In the vertical, clouds are generally assumed to over-
lap either independently between each two layers
(random overlap assumption), to overlap to the maxi-
mum possible extent (maximum overlap assumption),
or to overlap in a maximum way in adjacent layers
and randomly otherwise (maximum-random overlap
assumption). Recently, Hogan and Illingworth (2000)
derived from radar observations a parameterization
based on the random-maximum assumption, but in-
cluding an additional parameter taking into account
the vertical separation of two cloudy layers. The
knowledge of the overlap of clouds in different layers
is necessary at least for the radiation transfer and
may be used as well in the microphysics (see Chapter
9).
Most GCMs distinguish between convective and
stratiform cloudiness. In a scheme parameterizing
the deep convection, precipitation stemming from the
convective events is diagnosed. A convective cloud
cover may be derived using this quantity (Trenberth,
1995), while the so-called “stratiform” cloud cover
is calculated using the different schemes described
11
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above. It is in this stratiform cloud parameterization
that the cloud and precipitation microphysics is gen-
erally treated as well. Recent studies try to overcome
the separation of stratiform and convective schemes
(Bony and Emanuel , 2001).
1.5. The role of cloud
microphysics
All those processes which act on the scale of in-
dividual cloud particles are known as “cloud mi-
crophysics”. They include the formation of cloud
droplets and ice crystals by the activation of hygro-
scopic aerosol particles, their growth by condensation
deposition, and the processes which lead to precipita-
tion formation and growth of precipitation particles.
Microphysical processes for warm (liquid water) and
cold (ice) clouds may be distinguished.
1.5.1. Processes in liquid water clouds
Liquid cloud droplets can be considered spherical to a
very good approximation. They are formed by depo-
sition of water vapor on hydrophilic aerosol particles.
Such aerosol particles are called activated, when their
size exceeds a certain critical size. The number of
droplets activated and subsequently the size of each
droplet is determined by (Twomey , 1959)
1. The number concentration of hydrophilic
aerosol
2. The supply of water vapor to condense, which
in turn is given by the supersaturation of the
ambient air.
The Ko¨hler theory describes the supersaturation of
the ambient air, S, in dependence of the size of a












where exp(a/rd) is the “curvature term” which de-
scribes the decrease in necessary supersaturation for
a droplet to be activated with increasing droplet ra-
dius, rd, and (1− b/r3d) is the “solution term” which
describes the dependence on the relative quantity of
dissolved aerosol material and is dominant for small
droplets. The variable a depends on temperature and
density of the moist air, and b on the temperature
and the chemical properties of the solution (Prup-
pacher and Klett , 1997). Recently, Charlson et al.
(2001) proposed an important additional impact of
soluble gases on the formation of clouds, which could
render the process of activation more efficient.
Supersaturation in an air parcel is generated by cool-
ing of wet air. This is generally the case in ascending
air motion. The supersaturation in a parcel is de-
pendent on the updraft speed. With this, the cloud
droplet number concentration (CDNC) can be calcu-
lated as a function of aerosol number concentration
and updraft speed, w:
Nd ∝ f (Na;w) (1.2)
where Nd is the cloud droplet number concentration
[m-3], Na the number concentration of hydrophilic
aerosol [m-3], and w, the updraft velocity [m s−1].
Cloud droplets have a typical size of about 3 - 20
µm. Eventually, raindrops may form from cloud
droplets by collision and coalescence (e.g., Bartlett ,
1966)). For two spherical particles, the collision and






pi E(r, r′) (r + r′)2 (1.3)
|V (r)− V (r′)| q(r′) n(r′) dr′
where q is the mixing ratio [kg kg−1], ρair the air den-
sity [mg m−3], r the particle radius [m], Er,r′ is the
collision efficiency, which also determines the collision
cross section (e.g., Hocking , 1959), and V (r) fall ve-
locity of a particle of radius r. A distinction between
cloud droplets and raindrops may be defined by their
fall velocity. While cloud droplets have a very small
terminal fall velocity, raindrops fall fast enough to
leave the cloud. Typical raindrops are in the range
of 100 µm to 1 mm. Comparing the sizes of cloud
droplets and raindrops, 102 to 107 cloud droplets are
needed to form a raindrop. If cloud droplets and
raindrops are considered as two different species of
water, two processes can be distinguished, by which
rainwater is created from cloud water. The collision
12
1. Introduction 1.5. The role of cloud microphysics
and coalescence of cloud droplets is known as auto-
conversion. This process is the initiation of rain. For
this to be efficient, droplets need to have different
fall velocities, which is determined by the size of the
droplets. For an onset of autoconversion, thus, the
droplet size spectrum has to be relatively broad. In
addition, to form larger raindrops, colliding droplets
have to be large enough. From observational studies
it has been deduced that both conditions are given,
when the particle radius exceeds a certain “critical”
size (Kessler , 1969), which has been determined to
be about 10 µm (Pawlowska and Brenguier , 2003).
The second process is the collision and coalescence of
raindrops and cloud droplets. While falling through
a cloud, raindrops collect by this process plenty of
cloud droplets, growing considerably.
1.5.2. Processes in ice clouds
Below the freezing point of 0◦C, clouds may include
ice crystals, and for temperatures below –40◦C, all
cloud water consists of ice. Ice crystals are formed
by different nucleation processes.
Homogeneous nucleation : A wetted aerosol
freezes, and grows by deposition of water vapor.
Heterogeneous nucleation : A supercooled wetted
aerosol freezes by interaction with a “freezing
nucleus”. Contact nucleation, deposition nu-
cleation, and immersion nucleation are distin-
guished (Vali , 1985), which refers to the colli-
sion of a supercooled droplet with an aerosol,
the deposition of water vapor on a wetted
aerosol, and the freezing by the activity of an
insoluble aerosol inside a droplet, respectively.
The ability of different aerosol species to act as freez-
ing nuclei is still very unclear and the subject of
recent research (DeMott et al., 2003).
In modeling studies, ice crystals are often consid-
ered to have spherical shape. This approximation is,
however, generally not valid and may introduce large
errors in some cases (Doutriaux-Boucher et al., 2000).
Ice crystals may form snow flakes by collision and coa-
lescence processes. The formation of snow from cloud
ice has been studied much less intensively compared
to the corresponding liquid water process. When
assuming spherical particles, this process can be de-
scribed by an equation similar to the one given earlier
for liquid particles.
1.5.3. Processes in mixed clouds
When frozen and liquid particles collide, rimed par-
ticles are produced. When rime is formed, ice crys-
tal splinters are produced. This so-called “secondary
ice production” creates a large number of new ice
crystals and has first been observed by Hallett and
Mossop (1974). It is therefore also known as the
Hallett-Mossop process. The saturation water vapor
mixing ratio is lower when considering ice surfaces
compared to liquid water surfaces. This implies that
air may be supersaturated with respect to ice, even
when its subsaturated w.r.t. liquid water. This has as
a consequence the so-called Bergeron-Findeisen pro-
cess by which in mixed-phase clouds, ice crystals grow
at the expense of liquid cloud droplets (Bergeron,
1933). Further, while the atmosphere almost never
is supersaturated w.r.t. liquid water at spatial scales
larger than a few cubic meters, supersaturation w.r.t.
ice is common and may reach as much as 70%. How-
ever, so far, almost no GCM is able to treat the ice
supersaturation.
1.5.4. Impacts of microphysical processes
on global climate
Microphysical processes are expected to react to
or impact on global climate change. For example,
aerosol indirect effects are commonly considered to
be an anthropogenic perturbation of the climate.
As cloud microphysics are complex processes and
their impacts on global scale climate still are poorly
understood, microphysical processes also serve to ex-
plain theories which try to link the observed climate
change to natural phenomena or to show mechanisms
inhibiting a profound climate change. For example,
the so-called “Iris hypothesis” claims that with ris-
ing sea surface temperature (SST) due to greenhouse
warming, cirrus cloudiness in the tropics would be
reduced (Lindzen et al., 2001). Enhancement of
precipitation-forming microphysical processes due to
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increased cloud water content would be responsi-
ble for such a mechanism. Another study claims
feedback of cloud microphysics to cosmic radiation
variability to explain the observed climate change
via the altering in aerosol particle charge (Svensmark
and Friis-Christensen, 1997). These two theories
remain largely controversial (e.g., Lin et al., 2002;
Hartmann and Michelsen, 2003; Sun and Bradley ,
2002).
1.5.5. Representation of cloud
microphysics in models
Several properties of the different water species and
aerosols have to be considered to model cloud micro-
physical processes. These include the size distribu-
tion and chemical composition of aerosols, and the
size distribution of cloud droplets, ice crystals, and
precipitating particles. Some approaches exist to ex-
plicitly model cloud microphysical processes, with a
particular focus on the rather complicated mecha-
nism of activation of aerosol particles (e.g., Wobrock
et al., 2001).
Generally, two types of microphysical schemes may be
distinguished, those resolving the size distributions of
aerosol and water particles in size bins (e.g., Young ,
1974a), and those which assume a fixed size distribu-
tion and partition the water into separate categories
for cloud water and precipitation. The latter ones are
called “bulk” schemes (e.g., Kessler , 1969). In the
scope of the present study the latter type of param-
eterizations is rather of interest. Often, such more
or less sophisticated parameterizations have been
developed in the framework of cloud-resolving mod-
els (CRMs) or large-eddy simulation models (LES),
which are able to resolve structures with a typical
size of a few to several hundreds of meters. However,
with such resolutions, microphysical processes still
cannot explicitly be modeled. Even on such scales,
they need to be parameterized. Schemes suitable
to be used in CRMs have been adapted in the past
several years for application in large-scale models for
the sake of more physical realism in GCMs, and to be
able to treat the influence of aerosols on clouds. By
adapting CRM microphysical schemes, parameters
often have to be adjusted for large-scale models to be
able to simulate realistic cloud properties and pre-
cipitation distributions. An example is the “critical
radius” in the autoconversion formulation, which is
set to a lower value in GCMs compared to the value
in CRMs or the measured values from observations
(Rotstayn, 2000). The reason is, that at small scales,
some droplets may exceed the critical value and onset
precipitation, which then by accretion forms larger
rain rates. At the coarse resolution of a GCM, how-
ever, the rather large critical radii very rarely are
exceeded, or very large cloud water contents would
have to be present on large scales.
1.6. Anthropogenic aerosols
In the context of general circulation modeling, five
different species of aerosols are distinguished, which
differ in chemical composition and origin. Of par-
ticular interest for their impact on climate are their
hydrophilic or hydrophobic properties, which deter-
mine their ability to serve as cloud condensation nu-
clei (CCN), and the degree to which they absorb ra-
diation. In the framework of anthropogenic climate
change, and to quantify the contribution of anthro-
pogenic aerosols to climate perturbations, it is impor-
tant to distinguish natural and anthropogenic aerosol
sources.
• Sulfate aerosols (SO=4 ) are typically of anthro-
pogenic origin. Sources include the combustion
of sulfur-containing fossil fuel and the burn-
ing of biomass. Sulfate particles are relatively
small, and generally hydrophilic. When incor-
porated in cloud droplets and subsequently in
rain drops, sulfate aerosols also cause the so-
called “acid rain”, as they dissolve in water to
form sulfuric acid.
• Organic carbon, which originates for example
from the burning of biomass. Some organic
aerosols have hydrophilic properties. Organic
carbon aerosols are slightly absorbing in the
SW spectrum.
• Black carbon (soot) is at least near its origin
generally hydrophobic. Soot particles consti-
tute the most absorbing aerosols.
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• Sea salt, which is entirely of natural origin.
However, possibly increasing wind speeds in
an anthropogenically altered climate would in-
crease the source strength for sea salt aerosols.
Sea salt is hydrophilic. In remote oceanic
regions, sea salt almost constitutes the only
species of aerosol.
• Dust often contributes most to the total mass
of aerosols. A main source for dust aerosols are
deserts thus largely a natural origin. Land-use
change or increase windspeed due to anthro-
pogenic climate change, however, may consti-
tute an anthropogenic source for dust aerosols.
Generally, dust aerosols are hydrophobic. They
may constitute ice nuclei (DeMott et al., 2003).
Dust is slightly absorbing.
Individual aerosol particles may be constituted of dif-
ferent chemical compositions. Different aerosol types
may be mixed either “internally” or “externally”,
referring to aerosol particles consisting of several dif-
ferent chemical compounds, or an aerosol population
where individual particles consist of pure chemical
species.
It shall be noted that aerosols have a relatively
short lifetime in the atmosphere. As tropospheric
aerosol particles have a considerable mass, they are
deposited after about a week at the surface. Hy-
drophilic aerosols which are included in cloud and
subsequently precipitation particles can be deposited
at the surface by washout. In consequence, aerosol
concentration in the atmosphere is large particularly
near the main source regions, and very low over re-
mote maritime regions. Another consequence is that
if the anthropogenic production of aerosol stops, any
direct impact on climate will vanish as well after a
couple of days or weeks.
1.7. Aerosol indirect effects
The impact of aerosols on clouds is known as aerosol
“indirect” effect (AIE). The impact of aerosols on
low-level liquid water clouds has been the first one to






















Figure 1.2.: Schematic description of (a) the aerosol
direct effect, (b) the first indirect effect,
(c) the second indirect effect, and (d)
the semi-direct effect. Dots symbolize
aerosols (absorbing aerosols are red and
hydrophilic aerosols blue), light blue cir-
cles cloud droplets, wavy lines of differ-
ent thickness indicate radiative transfer
of different intensity, arrows (−→) indi-
cate a temporal evolution, and the more
or less densely hatched area below the
“cloud” indicates precipitation of differ-
ent intensity.
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However, aerosols may also have an impact on ice
clouds (e.g., Georgii , 1959). It has been argued
that aerosol from air traffic exhaust may contribute
to the increase in cirrus cloudiness due to air traffic
(Boucher , 1999). As in the IPCC definition and un-
less specified otherwise explicitly, the terms of aerosol
direct and indirect effects refer here to the impacts of
anthropogenic only aerosol.
1.7.1. Definition
Hydrophilic aerosols constitute cloud condensation
nuclei (CCN). Generally, such particles are necessary
for any cloud particle to form, as the spontaneous for-
mation of liquid or solid particles from water vapor
would need supersaturations of the order of several
hundred percents, which never occurs in the atmo-
sphere (Houze, 1993). An increase in aerosol number
concentration makes more CCN available and more
cloud particles may be formed. When the cloud liq-
uid water content is constant the individual cloud
droplets become smaller. This effect causes an in-
crease in cloud albedo and is called alternatively
the first AIE, cloud albedo effect, or Twomey effect
(Twomey , 1974).
As mentioned earlier, autoconversion of cloud
droplets to form rain drops depends on the size of
the cloud droplets. For smaller droplets, the precipi-
tation formation is less efficient or may even be sup-
pressed. So, the lifetime of clouds is enhanced. For
reflecting clouds the planetary albedo is increased.




A first estimate of the anthropogenic contribution
to CCN is given by Squires (1966). From aircraft
measurements, they deduce a source strength of an-
thropogenic CCN of the order of 14% of the natural
CCN sources, when they extrapolate their measure-
ments to the USA region, and of 5% for the entire
northern hemisphere.
Brenguier et al. (2000b) measure several microphys-
ical parameters in maritime stratocumulus clouds
during the ACE-2 campaign. They find much larger
CDNC (up to more than 400 cm−3) in polluted com-
pared to clean conditions (less than 100 cm−3). Op-
tical thickness of clouds, τc, is shown to depend
strongly on cloud geometrical thickness, H. They
find a relationship close to the the theoretical one de-
rived for an adiabatically rising air parcel of τc ∝ H 53
for constant CDNC (Brenguier , 1991). Pawlowska
et al. (1999) show the dependence of τc on CDNC,




scaling the optical thickness by H
5
3 . Brenguier et al.
(2003) analyze data of Pawlowska and Brenguier
(2003) and Schu¨ller et al. (2003), also from ACE-
2 measurements. They relate cloud optical thick-
ness, cloud droplet radius, and cloud droplet number
concentration on a large scale (60x60 km2) for sev-
eral cases, from clean to heavily polluted conditions.
Looking at clean to moderately polluted conditions,
they find positive correlations between τc and Nd and




and re ∝ N−
1
3
d expected from theory. However, when
adding the strongly polluted cases, a different rela-
tionship is found. They attribute this finding to the
differences in cloud geometrical thicknesses in the
polluted compared to clean cases. Again using ACE-
2 data, Snider and Brenguier (2000) show from a
closure study that the Twomey equation (Twomey ,
1959) of droplet activation was valid in the cases
measured. The data derived from ACE-2 on the
large scale are used in Chapters 4 and 9.
Hudson and Yum (2001) carry out an in situ study
with aircrafts measuring CCN, CDNC, and drizzle
water content above a coastal site in Florida. Distin-
guishing airmasses advected from the continent and
the ocean, they show that clouds in continental air-
masses generally contain more but smaller droplets
and less drizzle. These two findings support the
hypotheses for the first and second aerosol indirect
effects, respectively.
Liepert and Lohmann (2001) compare observations of
radiation fluxes at the surface measured from ground-
based instruments to radiation fluxes calculated with
two GCM simulations, one calculating aerosol indi-
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rect effects from natural and anthropogenic aerosols,
and a second one using natural aerosols only. They
find some features indicating that the anthropogenic
aerosol indirect effect may be necessary to simulate
realistically the observed radiation fluxes. However,
their results remain ambiguous due to deficiencies in
the simulated cloudiness.
Peng et al. (2002) examine data from liquid water
cloud cases collected in the RACE and FIRE.ACE
campaigns. They find cloud droplet effective radii
(CDR) by 2 - 6 µm smaller in polluted compared to
clean cases. In most cases, cloud optical depth and
cloud albedo are found to be larger in polluted com-
pared to clean cases. They establish a relationship
between CDR and cloud albedo, which is found to
be negative for clean cases (in agreement with the
first aerosol indirect effect). For polluted cases, how-
ever, a positive relationship between cloud albedo
and CDR is observed, which they attribute to the
second indirect effect. Earlier investigation of similar
relationships with their model confirms this finding
(Lohmann et al., 2000b).
Ramanathan et al. (2001a) report from the Indian
Ocean Experiment (INDOEX) important indirect
effects of aerosols originating from the Indo-Asian
haze. In polluted compared to clean clouds, while
liquid water content was approximately constant,
much larger CDNC (315 cm−3 compared to 90 cm−3)
and smaller CDR (≤ 6 µm compared to ≥ 7.5 µm)
are observed, giving a radiative forcing due to the
first aerosol indirect effect of –5 Wm−2 at the top
of the atmosphere. Ramanathan et al. (2001a) show
a logarithmic dependence of cloud optical thickness
on aerosol optical thickness, with τc ≈14 for large
aerosol optical thicknesses (τa ≥ 0.5). From a mod-
eling study of the INDOEX campaign, an increase in
low-level cloud lifetime results in an increase in low-
level cloudiness of 2 % and a corresponding radiative
impact due to the second aerosol indirect effect of –2
Wm −2. The same study introduces the “semi-direct”
effect of aerosols, which would evaporate cloud water
or suppress the formation of clouds through heating
of the atmosphere by absorbing aerosols. This effect
is estimated to correspond to a radiative forcing of 4
Wm−2. Ramanathan et al. (2001b) further interpret
the INDOEX results in cloud-radiation models and
analyze the impact of different aerosol species. For
the global mean, they deduce a first AIE of –0.3 to
–1 Wm−2 of sulfate aerosols and of –0.5 to –2 Wm−2
when adding carbonaceous aerosols.
Satellite data
Some of the first evidence for impacts on clouds by
anthropogenic aerosols has been provided by analysis
of ship tracks. Looking at TIROS satellite images.
Conover (1966) find “anomalous cloud lines”, lin-
early shaped lines of brighter clouds of up to 500 km
length and a width of 25 km. They argue that the
production of aerosols by ship exhaust was respon-
sible for an altering of atmospheric concentration of
CCN which could increase the cloud albedo by up to
20%.
Using two channels of the Advanced Very High Res-
olution Radiometer (AVHRR), Coakley Jr. et al.
(1987) show the coincidence of smaller cloud parti-
cles and larger cloud albedo in ship tracks compared
to the environment. More recently, Taylor et al.
(2000) investigate ship tracks in the Monterey Area
Ship Track (MAST) experiment. For relatively clean
clouds, they find CDNC changes of up to a factor of
2 by comparing clouds affected by ship exhaust with
those in the cleaner environment. In some cases,
they find a suppression of drizzle and subsequently a
considerable increase in LWP. A combination of both
aerosol effects yields an increase in cloud radiative
forcing at the top of the atmosphere of up to a factor
of 4.
In a pioneering study Han et al. (1994) derive cloud
top droplet radii for liquid water clouds from AVHRR
satellite measurements over oceans on a global scale
in the framework of the International Satellite Cloud
Climatology Project (ISCCP). They show that CDR
over continents are smaller by 2 - 3 µm than over
oceans. Comparing maritime clouds in the southern
and northern hemispheres, a difference of 1 µm, with
the smaller droplets in the NH, is also found. Han
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et al. (1998) examine the relationship between CDR
and cloud albedo. They show, that cloud albedo
increases with decreasing CDR for most continen-
tal clouds and for optically thick clouds. However,
for optically thin clouds over oceans, a decrease in
cloud albedo is observed with increasing CDR. As a
possible explanation, Lohmann et al. (2000b) deduce
from a GCM modeling study that precipitating ver-
sus non-precipitating clouds would be responsible for
this behavior. Han et al. (1998) also show a general
positive correlation between cloud liquid water path
(LWP) and CDR. Han et al. (2002) further investi-
gate the dependence of LWP on CDNC. They find
in only one third of the cases examined an increase
in LWP with increasing CDNC as expected due to
the second aerosol indirect effect. Another third of
the cases shows approximately constant LWP, con-
sistent with the Twomey hypothesis. Finally, a third
of the cases shows a decrease in LWP with increasing
CDNC, a process possibly related to boundary layer
dynamics.
Kaufman and Nakajima (1993) evaluate AVHRR
measurements of CDR over the Brazilian Amazon
Basin and show that smoky (smoke optical depth
of τs=2.0) compared to non-smoky (τs ≤ 0.1) re-
duce the CDR from 15 to 8 µm, where the smoke
comes from forest fires and supplies efficient CCN.
On the other hand, absorption by black carbon in
the smoke reduces the reflectance. The net effect of
smoke in this case is a reduction of the planetary
albedo. Kaufman and Fraser (1997), however, again
evaluating AVHRR data, show a decrease in CDR
and an increase in cloud reflectance with increasing
smoke optical depth at constant latitude. The re-
lationship between smoke optical depth and cloud
albedo and CDR, respectively, shows steeper slopes
for larger integrated water vapor contents in the at-
mosphere (precipitable water, PW). They further
show that a strong decrease in CDR with increasing
smoke optical depth corresponds to a strong increase
in cloud albedo. The radiative forcing caused by this
impact of smoke on cloud albedo is evaluated to be
–2 Wm−2, which is a rather low value given that a re-
gion with high pollution is examined. Feingold et al.
(2001), analyzing the same data, suggest a saturation
effect for these very large aerosol concentrations. For
the same experiment, Reid et al. (1999) measured in
situ CDR using an aircraft. They find CDR values of
3 to 8 µm, thus much smaller than the ones derived
from the satellite data.
Nakajima et al. (2001) relate several cloud micro-
physical quantities to aerosol number concentra-
tion from AVHRR data over oceans on a global
scale. They show an increase in column-integrated
CDNC and a decrease in CDR with increasing aerosol
number concentration, in accordance with the first
aerosol indirect effect. For large aerosol concentra-
tions (Na > 107.8m−3), an increase in cloud optical
thickness is also derived with increasing aerosol con-
centration. However, no correlation is found between
Na and cloud liquid water path. Kawamoto and
Nakajima (2003) identify possible artifacts in the
derivation of CDR from AVHRR data looking at a
long time series of measurements (1985-1994). They
also identify a slight decrease in CDR from 1985 to
1994, which they attribute to an increase in global
mean aerosol concentration.
Wetzel and Stowe (1999) show a negative correlation
between CDR and aerosol optical thickness, τa, de-
rived from AVHRR data for low-level marine stratus
clouds. Additionally, they show a seasonal and re-
gional variability that compares well with variations
in aerosol sources. They find a saturation effect in
the CDR to aerosol burden relationship for τa > 0.12.
The interpretation of their results is somehow diffi-
cult as they look at largely averaged data. Thus,
correlations may be due to other influences such as
geographical ones. Other studies such as the one of
Nakajima et al. (2001) may be criticized in a similar
manner.
Schwartz et al. (2002) correlate AVHRR data of CDR
and cloud albedo with sulfate aerosol concentrations
simulated with a hemispheric chemistry transport
model (CTM) for the North Atlantic ocean for two
periods of several days in April 1987. They find
a negative correlation between sulfate aerosol con-
centration and CDR, but no correlation of aerosols
with cloud optical thickness or cloud albedo. They
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attribute this to the large variability in LWP which
masks possible aerosol influences on cloud albedo.
Chameides et al. (2002) correlate ISCCP cloud opti-
cal thickness and column burdens of anthropogenic
aerosol modeled with a coupled regional climate -
chemistry transport model. For annually averaged
data from 1990 - 1993 over the East Asian region,
they find a correlation coefficient of r2 > 0.6 between
the two quantities, which corresponds to a confidence
level of >99.99%, so that 60% of the variability in
cloud optical thickness are explained by variation
in aerosol burdens. However, they do not observe
a consistent correlation between aerosol burden and
cloud cover, indicating that either the second aerosol
indirect effect does not play an important role or
was offset by other processes such as the semi-direct
effect.
Bre´on et al. (2002) relate CDR and an aerosol in-
dex inferred from data of the POLarization and Di-
rectionality of the Earth’s Reflectances (POLDER)
instrument. They find a decrease in CDR with in-
creasing aerosol index, which is steeper over oceans
than over land. The data from Bre´on et al. (2002) is
used in Chapter 5.
Coakley, Jr. and Walsh (2002) analyze several hun-
dred cases of ship tracks using AVHRR data. They
find a statistically significant increase in cloud re-
flectance corresponding to a decrease in cloud droplet
radius of 2 µm or more. Clouds with relatively
small albedo and large droplet sizes are found to
be the most susceptible. The change in cloud opti-
cal thickness found is not as large as expected for
a given change in CDR. They argue that either the
cloud LWP decreased in polluted compared to clean
clouds, or that absorption by aerosols takes place,
which would mask part of the cloud albedo increase.
Coakley, Jr. and Walsh (2002) do not find a coher-
ent variation in cloud top height in polluted versus
clean environments, in contrast to other studies (e.g.,
Brenguier et al., 2000b).
Rosenfeld and Lensky (1998) use multi-spectral
AVHRR measurements to relate CDR to the tem-
perature in convective clouds, the temperature being
a measure for the height in the cloud. They identify
large differences between continental and maritime
clouds. In maritime clouds, CDR increase rapidly
with height in a cloud due to coalescence up to a
maximum size where precipitation onsets. This is
not observed in continental clouds. They also find
that glaciation onsets at much lower temperatures in
continental compared to maritime clouds. They ob-
serve an important influence of pollution in biomass
burning and urban regions. Using Tropical Rainfall
Measuring Mission (TRMM) observations, Rosenfeld
(1999) shows that clouds affected by smoke from
forest fires do not form precipitation where similar
clouds in the neighborhood do. With a similar ap-
proach, Rosenfeld (2000) shows for several different
geographical locations that similarly, a suppression
of precipitation in clouds can be inferred by urban
and industrial pollution.
1.8. Concept of radiative forcing
At least in the framework of climate modeling, the
concept of “radiative forcing” of an external pertur-
bation of the climate system is very useful. A radia-
tive forcing is defined as the difference in radiation
flux at the tropopause between perturbed and un-
perturbed conditions. It is calculated for fixed tro-
pospheric temperature and humidity profiles, letting
the stratosphere adjust. With this definition, it has
been shown (e.g., Hansen et al., 1997), that the radia-
tive forcing, ∆F , due to any small perturbation of the
climate system is linearly related to a corresponding
change in global mean surface temperature, ∆Ts
∆Ts = λ ∆F (1.4)
where λ is the so-called sensitivity parameter
[K W−1 m2], which depends on the model used,
but is approximately constant for any perturbation
for which the radiative forcing is calculated. The
radiative forcing is especially useful to compare the
magnitude of different perturbations of the climate
system.
Concerning the radiative forcing of the aerosol in-
direct effects, the two different effects have to be
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distinguished. The first aerosol indirect effect is con-
sidered to change the cloud droplet size of low-level
liquid water clouds. This change impacts directly
on the cloud optical thickness, which in turn alters
the cloud albedo. The impact on the LW radiative
spectrum is small and is neglected here. Therefore
the radiative forcing of the first aerosol indirect effect
is generally calculated on-line in a model simulation,
doing the radiation transfer calculation twice, a first
time with a profile of the cloud optical thickness as
it were in natural conditions, and a second time us-
ing the profile which is influenced by the additional
anthropogenic aerosols. The radiative forcing of the
first aerosol indirect effect is then given as the dif-
ference in the radiative fluxes calculated for the top
of the atmosphere (TOA), as an adjustment of the
stratosphere profiles can be neglected when looking
at the SW spectrum (Hansen et al., 1997). The ra-
diative forcing due to the first aerosol indirect effect
is estimated to be of the order of 0 to –2 Wm−2
(Ramaswamy et al., 2001), with a considerable un-
certainty (Boucher and Haywood , 2001; Haywood and
Boucher , 2000).
For the second aerosol indirect effect, such a ra-
diative forcing cannot be defined, as there are time-
dependent processes involved. A cloud cover increase
and subsequently an enhancement of cloud albedo
as a reaction to an increase in aerosol concentration
takes place only after some minutes to hours. To
deal with this, Rotstayn and Penner (2001) define a
“quasi-forcing” due to the second aerosol indirect ef-
fect. They carry out two model simulations which are
identical except for aerosol concentration considered
in the precipitation scheme of the model. In one of
the simulations natural only aerosol concentrations
are applied and natural plus anthropogenic aerosols
in the second one. The difference in SW radiation
flux at the top of the atmosphere (TOA) is taken
as the quasi-forcing due to the second aerosol indi-
rect effect. They find that with this definition, both
aerosol indirect effects are of comparable magnitude.
However, as shown in Chapter 6, this definition of a
quasi-forcing may be too ambiguous to satisfactorily
describe a radiative forcing due to the second aerosol
indirect effect, as other cloud feedback processes
may be active as well, e.g., concerning cirrus clouds.
A slightly different approach has been proposed by
Kristja´nsson (2002), who calculate two cloud fields
in a single model simulation, one of which includes
the second aerosol indirect effect of anthropogenic
aerosols, and the other one does not, the former one
being used for the model integration, and the latter
one stored for diagnostics.
1.9. The representation of cloud
and precipitation
microphysics and aerosol
indirect effects in different
GCMs: A review
Based on the cloud parameterizations in GCMs de-
scribed earlier (Section 1.4), and with the aim of in-
corporating the aerosol indirect effects, several GCMs
introduced comprehensive microphysical schemes.
For an estimation of the first AIE, the parameteri-
zation of the link between aerosol concentration and
CDNC is of main interest, as the choice of the aerosol
species taken into account. The formulae which con-
nect aerosol concentrations and CDNC can be di-
vided into two categories, namely empirically based
and physically based approaches. The former ones
diagnose CDNC from aerosol mass or aerosol number
concentration fitting a relationship to observations;
the latter ones take into account model variables like
the turbulent kinetic energy to incorporate some in-
formation about the updraft velocity in the clouds.
Complexity in the aerosol concentrations considered
ranges from prescribed fields of sulfate aerosols only
to comprehensive cycles of different aerosol species
calculated interactively in the GCM.
For the second aerosol indirect effect, the precipi-
tation microphysics is of interest. GCMs that treat
microphysics generally use bulk parameterizations.
The most comprehensive schemes of precipitation
microphysics include several different species of wa-
ter like liquid and frozen cloud water, and rain, snow,
hail or graupel as precipitation species. Multiple pro-
cesses of conversion between the water species may
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be taken into account.
Lohmann and Roeckner (1996) introduce a micro-
physical scheme in the GCM of the Max Planck
Institute for Meteorology, the European Centre for
Medium Range Weather Forecasting - HAMburg
GCM (ECHAM). In their parameterization, mixing
ratios of water vapor, cloud liquid and ice water, and
CDNC are prognostic variables. CDNC is linked to
sulfate aerosol mass concentration following Boucher
and Lohmann (1995). Autoconversion is parame-
terized as in Beheng (1994). The scheme has been
extended to include a physically based activation
scheme of droplets by Lohmann et al. (1999) and
Lohmann et al. (2000a), which depends on aerosol
number concentration and a subgrid-scale updraft
velocity calculated from the turbulent kinetic energy.
Sulfate and carbonaceous aerosols are considered.
Using this model Feichter et al. (1997) evaluate the
radiative forcing due to the first aerosol indirect ef-
fect by sulfate aerosols of –0.76 Wm−2. Lohmann
(2002b), Lohmann and Ka¨rcher (2002) and Ka¨rcher
and Lohmann (2003) further introduce several pro-
cesses of ice crystal nucleation in the ECHAM model.
Jones et al. (1994) introduce an empirical formula
to diagnose CDNC from sulfate aerosol mass in the
Hadley Centre GCM. This formula is fitted to obser-
vational data over various continental and maritime
regions from Martin et al. (1994). The CDR is cal-
culated from the liquid water content in stratiform
clouds while holding the CDR in convective clouds
fixed. Jones et al. (1994) calculate a radiative forc-
ing due to the first AIE of –1.3 Wm−2. Jones and
Slingo (1996) examine several other empirical formu-
lae of the aerosol to CDNC link, and find radiative
forcings due to the first AIE in the range of –0.5 to
–1.5 Wm−2. Wilson and Ballard (1999) introduce a
cloud microphysical scheme into the Hadley Centre
model, which is based on the Rutledge and Hobbs
(1983) parameterization. They use four different wa-
ter species, vapor, liquid water, rain water, and “ice”
which includes cloud ice and snow. An originality of
their scheme is that condensation and evaporation
is calculated for liquid water clouds only using the
Smith (1990) scheme which applies a triangular PDF.
Ice is formed by freezing of liquid cloud water, thus,
no temperature-dependent parameterization of the
partitioning between liquid and ice water is neces-
sary. In their model, ice crystals are allowed to have
non-spherical shape in the radiation parameteriza-
tion following Kristja´nsson et al. (1999). Autocon-
version of liquid droplets to rain is calculated using
the Tripoli and Cotton (1980) formula. A scheme
parameterizing subgrid-scale saturation water vapor
mixing ratio is introduced by Cusack et al. (1999),
which they derive from simulations with their model
in high resolution weather forecasting mode. Jones
et al. (2001) use this microphysical scheme to eval-
uate the radiative impact of both aerosol indirect
effects by comparing two simulations and found an
impact of –1.9 Wm−2. Williams et al. (2001) extend
this study and find the first indirect effect in their
model to be much larger than the second one. They
give a global mean radiative impact of both AIE of
–1.6 Wm−2.
Rotstayn (1997) introduce a microphysical scheme
in the Commonwealth Scientific and Industrial Re-
search Organization (CSIRO) GCM. He use water
vapor and cloud liquid and ice water as prognostic
variables, diagnosing rain and snow as precipita-
tion species. Convective clouds are diagnosed in
a separate convection scheme. Clouds are consid-
ered to overlap randomly in their model. For ice
clouds, rather than assuming spherical particles, the
effective radius is calculated using an empirical pa-
rameterization of re = 0.051 q0.667i . Condensation
and evaporation is calculated using the scheme of
Smith (1990). The autoconversion scheme is similar
to the Tripoli and Cotton (1980) scheme and uses
a critical liquid water mixing ratio, which depends
on CDNC. Using this model and the empirical for-
mula of Boucher and Lohmann (1995) to link sulfate
aerosol mass to CDNC, Rotstayn and Penner (2001)
evaluate the sum of both aerosol indirect effects to
be –1.56 Wm−2.
Del Genio et al. (1996) introduce a microphysical
scheme in the Goddard Institute for Space Studies
(GISS) GCM. They use water vapor, cloud water,
and cloud ice as variables. Fractional cloudiness is
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allowed to occur in the vertical as well as in the
horizontal dimensions by scaling vertically the cloud
fraction, f , as f ′ = f
2
3 , and the cloud optical thick-
ness as τ ′c = f
1
3 τc. In the radiation parameteriza-
tion, a grid box is considered either cloudy or clear
comparing the cloud fraction to a random number
between zero and one, which in the temporal mean
approaches the calculated cloud fraction. Similarly,
clouds are considered either entirely liquid or frozen,
comparing a random number to a calculated ice frac-
tion which varies quadratically between zero at −4◦C
over ocean and −10◦C over land to unity at −40◦C.
The Bergeron-Findeisen process is accounted for by
calculating the possibility of glaciation in each cloud.
Menon et al. (2002) introduce an empirical formula
which links mass concentrations of sulfate and or-
ganic matter to CDNC into this model. Ice crystal
number concentration is assumed to be constantly
0.06 cm−3 in their model. The microphysical scheme
is extended to include the Tripoli and Cotton (1980)
autoconversion scheme. Menon et al. (2002) evaluate
the sum of both AIE to be –1.55 to –4.36 Wm−2,
depending on the choice of parameters in their mi-
crophysical scheme.
Ghan et al. (1997b) apply the cloud microphysics
parameterization of the Colorado State Univer-
sity (CSU) Regional Atmospheric Modeling System
(RAMS) (Flatau et al., 1989) in the National Cen-
ter for Atmospheric Research (NCAR) Community
Climate Model (CCM). In this scheme, water vapor,
cloud liquid and ice water, rain and snow as well
as ice crystal number concentration are prognostic
variables. Autoconversion is parameterized following
Ziegler (1985). Ghan et al. (1997a) further apply a
physically based link between aerosol number concen-
tration, which depends on updraft velocity, aerosol
number concentration, size distribution and chem-
ical composition (Abdul-Razzak et al., 1998). This
scheme is further extended for multiple aerosol types
by Abdul-Razzak and Ghan (1999). With this GCM,
Ghan et al. (2001) quantify the aerosol indirect effects
to be of –1.5 to –3.0 Wm−2, depending on micro-
physical parameters and model resolution. Another
microphysical scheme has been added to the NCAR
CCM by Rasch and Kristja´nsson (1998), based on
the scheme of Boucher et al. (1995a). Kristja´nsson
(2002) use this scheme and introduce further a for-
mula to predict CDNC from sulfate and black carbon.
They find a radiative forcing of –1.8 Wm−2 for both
aerosol indirect effects, where the first AIE is three
times larger than the second. They confirm that the
aerosol indirect effects caused by black carbon are
negligible.
Takemura et al. (2000) describe a microphysical
scheme in the Center for Climate System Research
(CCSR) GCM. In their model, CDNC is linked to
aerosol number concentration using an empirical for-
mula. Precipitation formation is calculated from
liquid water content using a characteristic time scale
dependent on liquid water content and CDNC. With
this model, the aerosol indirect effects are quantified
to be –2.0 Wm−2.
Smith and Randall (1992) and Fowler et al. (1996) in-
troduce a comprehensive microphysical scheme in the
Colorado State University (CSU) GCM. This scheme
is adapted from the Rutledge and Hobbs (1983) pa-
rameterization and includes mixing ratios of water
vapor, liquid and ice cloud water, rain and snow as
prognostic variables. Autoconversion is parameter-
ized following Kessler (1969). This model has not
yet been used to investigate aerosol indirect effects.
1.10. Outline of the thesis
The thesis is subdivided into three partitions:
1. A comparison and evaluation of the GCM in-
cluding the microphysical scheme of Boucher
et al. (1995a) and the empirical link between
sulfate aerosol mass and CDNC (Boucher and
Lohmann, 1995) using satellite data and in situ
measurements in order to study processes of the
aerosol indirect effects,
2. An investigation of the climatic impacts of
aerosol and greenhouse gas effects in GCM sce-
nario simulations of the 20th century, and
3. A study of ice phase parameterizations, particu-
larly including the development and evaluation
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Aerosols Link CDNC-aerosols Microphysics Nudging
Chapter 2 Online SO4, OM, BC, SS BL95, sulfate Boucher et al. none
Chapter 3 Online SO4, OM, BC, SS BL95, sulfate Boucher et al. T , ~v
Chapter 4 As observed BL95 and modifications Boucher et al. T , ~v
Chapter 5 Online SO4, OM, BC, SS BL95, maximum hydrophilic aer. Boucher et al. T , ~v
Chapter 6 Monthly mean SO4 BL95, sulfate Boucher et al. none
Chapter 7 Monthly mean SO4 BL95, sulfate Boucher et al. none
Chapter 8 none none standard none
Table 1.1.: Model versions used throughout the thesis. BL95 refers to Boucher and Lohmann (1995). In
their formula, generally, sulfate aerosol mass concentrations are used except for Chapter 5, where
we use the maximum of all hydrophilic aerosol mass concentrations instead.
of a comprehensive liquid and ice phase micro-
physical scheme.
The LMDZ GCM which is used in this study is
presented in Chapter 2. Of particular interest is the
warm cloud microphysical scheme of Boucher et al.
(1995a), which has been implemented in the model.
Table 1.1 summarizes differences in the model ver-
sions used throughout the thesis. These include the
aerosol distributions applied (e.g., whether sulfate
only or also other aerosols are used, calculated online
in the model or precalculated monthly mean fields),
the link between cloud droplet number concentration
and aerosol distributions, the application or not of
the microphysical scheme, and whether model vari-
ables are nudged to analysis data or not. Chapter
3 describes the satellite instrument POLDER, the
data of which is widely used in the thesis. A di-
rect comparison is done between model-calculated
and POLDER-derived cloud and aerosol quantities.
In Chapter 4, a single-column version of the LMDZ
model is evaluated using data from the ACE-2 field
campaign, and comparing its results to those of other
models. This chapter cites the work of Menon et al.
(2003), and adds some sensitivity studies with the
LMDZ GCM. Using POLDER satellite observations
and the LMDZ model, aerosol indirect effects are
studied by establishing statistical relationships be-
tween aerosol index and cloud droplet radius and
cloud liquid water path, respectively. This part,
Chapter 5, is taken from Quaas et al. (2003a).
In the two following chapters, the relative impacts
of aerosols and greenhouse gases on the climate of
the 20th century are studied analyzing three fixed-
SST atmospheric GCM ensemble simulations for the
1930 to 1989 period. In Chapter 6, we focus on
the radiative impacts of the two anthropogenic per-
turbations, with a special interest in the response of
clouds. Particularly, the second aerosol indirect effect
is examined. Chapter 7 looks at trends in observed
variables like surface temperature and diurnal tem-
perature range and identifies different behavior of the
model when forced with different perturbations. The
results in these two chapters are taken from Quaas
et al. (2003b) and Quaas et al. (2003c).
In the third part, the parameterization in the LMDZ
GCM is evaluated with POLDER satellite data which
treats the repartition of condensed water in liquid wa-
ter and cloud ice (Chapter 8). The partitioning is
parameterized as a function of the local tempera-
ture. This study is submitted as Boucher and Quaas
(2003). A new cloud and precipitation microphysical
scheme is developed for both, liquid and ice phases.
The scheme is described and evaluated in Chapter
9. Four one-dimensional cases are examined, two
cases of marine stratocumulus clouds observed in the
ACE-2 campaign (see also Chapter 4), and two cases
of thin cirrus clouds used in a model intercomparison
project. A preliminary evaluation of the scheme in
the global model using satellite observations is pre-
sented in Chapter 9 as well.
Chapter 10 summarizes the work and outlines
promising approaches for future work.
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1.11. Introduction : Re´sume´
Le syste`me climatique et le changement
climatique
Le changement climatique est conside´re´ comme l’un
des proble`mes les plus urgents de l’humanite´ (Nations
Unies, 1992 ; 2000). Gaz a` effet de serre et ae´rosols
modifient fortement le bilan radiatif du syste`me cli-
matique et provoquent ainsi des effets dangereux pour
les e´quilibres sociaux, e´cologiques et e´conomiques.
Cela est l’une des raisons pourquoi la compre´hension
du syste`me climatique est d’une importance partic-
ulie`re. Si de meilleures pre´visions des re´ponses du
syste`me climatique aux perturbations anthropiques
e´taient disponibles, des de´cisions politiques contre les
impacts ne´gatifs pourraient eˆtre prises ou des adap-
tations de la socie´te´ seraient possibles.
Les outils les plus importants pour la compre´hension
du syste`me climatique global et pour la simula-
tion du changement climatique sont les mode`les du
syste`me terrestre (ESM en Anglais). Ce sont des
mode`les qui couplent plusieurs composantes, parmi
lesquels des mode`les de l’atmosphe`re, de l’oce´an,
des surfaces continentales avec la ve´ge´tation, des
glaces de mer, de la biosphe`re et de la cryosphe`re.
Cette e´tude sera concentre´e sur la composante atmo-
sphe´rique repre´sente´e par un mode`le de circulation
ge´ne´rale de l’atmosphe`re. Re´solvant nume´riquement
les e´quations qui gouvernent la dynamique de
l’atmosphe`re et incorporant des processus adia-
batiques, ces mode`les sont capables de simuler
une multitude de processus physiques. Pourtant,
duˆ a` la capacite´ limite´e des ordinateurs et a` la
compre´hension limite´e des processus, les simula-
tions actuelles du syste`me atmosphe´rique restent
irre´alistes sous plusieurs aspects. La re´solution et la
complexite´ des mode`les peuvent eˆtre augmente´es par
des meilleures me´thodes nume´riques de mode´lisation
(par example, Quaas , 2000) et des ordinateurs plus
puissants. L’e´tude pre´sente est quant a` elle de´die´e
a` l’ame´lioration de la compre´hension des processus
physiques et en particulier celle des effets indirects
des ae´rosols.
Les impacts anthropiques sur le climat
Deux modifications majeures de la composition de
l’atmosphe`re sont provoque´es par l’humanite´. La
premie`re et la plus importante est l’augmentation
de la concentration troposphe´rique en gaz a` effet
de serre, qui absorbent le rayonnement terrestre et
le re´-e´mettent a` une tempe´rature plus basse. Cela
provoque l’effet de serre qui re´sulte en une augmen-
tation de la tempe´rature de la surface terrestre pour
maintenir l’e´quilibre radiatif de la plane`te. Parmi ces
gaz, le dioxyde de carbone, produit par la combustion
des combustibles fossiles, est la composante la plus
importante. Les autres principaux gaz a` effet de serre
anthropiques sont le me´thane, le protoxyde d’azote,
les chlorofluorocarbones et l’ozone troposphe´rique.
La concentration de tous ces gaz a augmente´ depuis
le de´but de l’e`re industrielle (Fig. 6.1 ; Myhre et al.,
2001) et une augmentation de la tempe´rature de la
surface a e´te´ observe´e (Fig. 1.1 ; Folland et al., 2001).
Pourtant, cette augmentation n’a pas e´te´ aussi forte
qu’attendu a` partir de simulations avec des mode`les
de circulation ge´ne´rale (MCG) incluant seulement
l’effet de serre (par exemple , Mitchell et al., 2001).
Ce fait pourrait eˆtre duˆ a` une importante vari-
abilite´ interne du syste`me ou a` l’existence d’autres
forc¸ages. Un forc¸age ne´gatif duˆ aux ae´rosols an-
thropiques pourrait avoir contrebalance´ une partie
du re´chauffement par effet de serre (par exemple,
Wigley, 1989 ; Charlson et al., 1989 ; Boucher et An-
derson, 1995). Depuis deux de´cennies, les diffe´rents
effets radiatifs des ae´rosols ont e´te´ e´tudie´s. Pourtant,
dans le rapport re´cent du Groupe Intergouvernemen-
tal d’Experts sur le Changement Climatique (GIEC
ou IPCC en anglais), le niveau de la compre´hension
scientifique des effets des ae´rosols a toujours e´te´ qual-
ifie´ de  bas voire de  tre`s bas . Pourtant,
il est largement accepte´ que les ae´rosols jouent un
roˆle majeur sur le changement climatique. En ce
qui concerne les impacts des ae´rosols sur le rayon-
nement, les effets  directs , par modification de
l’albe´do plane´taire par diffusion et absorption, et
 indirects par modification des proprie´te´s des
nuages, peuvent eˆtre distingue´s.
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Les nuages dans le syste`me climatique
D’un point de vue me´te´orologique, l’eau est le traceur
le plus important dans l’atmosphe`re, dans laquelle
elle existe dans les trois phases thermodynamiques.
La source principale de l’eau dans l’atmosphe`re
est l’e´vaporation aux surfaces oce´aniques et con-
tinentales. La vapeur d’eau est ensuite distribue´e
partout dans l’atmosphe`re. Elle interagit avec le bi-
lan e´nerge´tique. Par e´vaporation et condensation,
la chaleur latente est distribue´e dans l’atmosphe`re.
Comme un gaz absorbant dans le spectre infrarouge
du rayonnement, la vapeur d’eau provoque un effet
de serre important.
La vapeur d’eau se condense en eau liquide et solide
pour former des nuages. Des nuages existent dans
toutes les couches de la troposphe`re jusqu’a` environ
11 km de hauteur. A des tempe´ratures supe´rieures a`
0◦C, les nuages sont compose´s d’eau liquide, pour des
tempe´ratures infe´rieures a` –35 - –40◦C, de glace, et
entre ces deux tempe´ratures, des nuages mixtes peu-
vent exister (par exemple, Houze, 1993). Les nuages
couvrent le globe a` hauteur de 60% environ a` chaque
instant. Par condensation et e´vaporation et donc en
redistribuant de la chaleur latente, ils interagissent
avec le bilan e´nerge´tique. Dans le spectre solaire, ils
re´fle´chissent le rayonnement et augmentent l’albe´do
plane´taire, car ils sont en ge´ne´ral plus re´fle´chissants
que la surface terrestre. Cela est un forc¸age ne´gatif.
Dans le spectre infrarouge, des nuages exercent un
effet de serre et donc un forc¸age positif. L’effet net
des nuages sur le rayonnement est ne´gatif pour les
nuages bas, et il est positif pour les nuages hauts. En
moyenne globale, leur effet net est ne´gatif (Kiehl et
Trenberth, 1997).
Les pre´cipitations se forment dans les nuages par
des processus microphysiques. Les nuages sont donc
a` l’origine de cette quantite´ me´te´orologique impor-
tante. La pre´cipitation est le puits final de la vapeur
d’eau atmosphe´rique et influence ainsi la dure´e de vie
des nuages et leur contenu en eau.
Repre´sentation des nuages dans des
mode`les de grande e´chelle
Contrairement aux mouvements atmosphe´riques
d’e´chelle synoptique, les processus de condensation
et de la formation des nuages ne peuvent pas eˆtre
de´crits explicitement dans les mode`les de grande
e´chelle. Ils doivent donc eˆtre repre´sente´s a` partir des
variables explicitement calcule´es dans le mode`le, une
me´thode qu’on appelle  parame´trisation . Dans
les premiers MCGs, les nuages e´taient simplement
prescrits en utilisant des observations. Depuis, une
multitude de parame´trisations a e´te´ cre´e´e. Quelques
mode`les conside`rent chaque maille comme e´tant rem-
plie entie`rement par un nuage ou pas du tout (par
exemple, Fowler et al., 1996), alors que d’autres in-
troduisent une fraction nuageuse entre 0 et 100%
(par exemple, Slingo, 1987 ; Le Treut et Li, 1991).
A l’exception de peu de mode`les (Del Genio et al.,
1996 ; Jakob et Klein, 1999), un nuage est conside´re´
remplir une couche entie`rement sur la verticale.
La fraction nuageuse peut eˆtre calcule´e en utilisant
une  valeur critique de l’humidite´ relative (par
exemple, Sundqvist, 1978 ; Lohmann et Roeckner,
1996). D’autres suivent l’approche de Sommeria et
Deardorff (1977) qui ont propose´ une distribution de
l’eau totale dans chaque maille qui suit une fonction
de probabilite´ de densite´ (PDF en anglais). Une telle
PDF peut eˆtre conside´re´e comme e´tant par exem-
ple uniforme (Le Treut et Li, 1991) ou triangulaire
(Smith, 1990). Des approches re´centes introduisent
une PDF pronostique qui pre´dit des proprie´te´s de
la fonction a` partir des processus physiques simule´s
comme la turbulence, la microphysique des nuages,
et la convection (Tompkins, 2002).
Des nuages sont conside´re´s homoge`nes partout dans
la fraction nuageuse de la maille, ce qu’on appelle
l’hypothe`se plan-paralle`le homoge`ne (PPH). Cette
hypothe`se peut introduire des erreurs syste´matiques
dans l’estimation de l’impact radiatif des nuages, en
particulier dans le spectre des ondes courtes (par
exemple, Pincus et Klein, 2000 ; Cahalan, 1994 ;
Stubenrauch et al., 1997). Des approches re´centes ex-
istent qui traitent cette proble´matique qui pourtant
restera en dehors de cette e´tude.
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Les nuages repre´sente´s par des couches discre`tes se
recouvrent sur la direction verticale. Pour calculer ce
recouvrement, qui est d’importance pour l’estimation
des flux radiatifs et de la pre´cipitation, on peut faire
les hypothe`ses diffe´rentes tel qu’un recouvrement
ale´atoire, maximal ou un me´lange entre les deux.
Re´cemment, Hogan et Illingworth (2000) ont propose´
une nouvelle parame´trisation qu’ils ont cre´e´e a` partir
d’observations radar.
Des GCM distinguent souvent des nuages
 convectifs des nuages  stratiformes . Les
premiers sont diagnostique´s par le sche´ma de con-
vection, le dernier par des sche´mas de nuages et de
pre´cipitation du type de ceux de´crits ci-dessus. On
peut estimer la couverture nuageuse et le contenu
en eau des nuages convectifs en utilisant le taux de
pre´cipitation pre´dit par le sche´ma de convection.
La microphysique des nuages
L’ensemble de tous les processus lie´s aux nuages
ou a` la pre´cipitation et qui jouent a` l’e´chelle des
particules individuelles est connu sous le terme de
 microphysique des nuages . Ces processus en-
globent la formation des gouttelettes des nuages et
des cristaux de glace par activation d’ae´rosols hy-
drophiles ou nucle´ation, leur croissance par conden-
sation, les processus qui conduisent a` la formation
de la pre´cipitation et la croissance des particules
de pre´cipitation, et les transformations entre les
diffe´rentes espe`ces d’eau. On peut distinguer les
processus de la phase liquide (parfois appele´e phase
chaude) et de phase glace (froide).
L’activation de nouvelles gouttelettes de´pend de la
concentration en ae´rosols hydrophiles, et de la sur-
saturation qui, elle, est de´termine´e par la vitesse
verticale a` l’e´chelle du nuage (par exemple, Twomey,
1959). Les gouttelettes forme´es grandissent ensuite
par condensation de la vapeur d’eau sur les partic-
ules. Si les gouttelettes ont des tailles diffe´rentes et
donc des vitesses de chute diffe´rentes, elles peuvent
entrer en collision et former des gouttes plus grandes.
On parle d’autoconversion des gouttelettes de nuages
pour former des gouttes de pluie. On peut conside´rer
qu’il y a pre´cipitation lorsque la taille des gouttelettes
exce`de un  rayon critique (Kessler, 1969). A
partir des observations, ce rayon a e´te´ de´termine´ a`
10 µm (Pawlowska et Brenguier, 2003). Une fois que
les gouttes de pluie existent, elles tombent a` travers
des populations de gouttelettes qu’elles collectent
par le processus d’accre´tion. La taille typique d’une
gouttelette de nuages est de l’ordre de 3 a` 20 µm alors
que les gouttes de pluie ont une taille typique de 100
µm a` 1 mm. Il faut donc de 102 a` 107 gouttelettes
d’eau nuageuse pour former une goutte de pluie, si
l’on conside`re ces particules sphe´riques, ce qui est
effectivement une tre`s bonne approximation.
Des cristaux de glace peuvent eˆtre forme´s par la
nucle´ation homoge`ne, ou` un ae´rosol humide croˆıt
par la de´position de la vapeur d’eau. La nucle´ation
he´te´roge`ne est la conge´lation d’une petite gouttelette
initialement d’eau liquide par interaction avec un
ae´rosol qu’on appelle  noyau de conge´lation ou
 noyau glac¸oge`ne . Par un processus similaire a`
l’autoconversion, les cristaux forment des flocons de
neige quand ils atteignent une certaine taille. Les par-
ticules de glace sont souvent conside´re´s comme e´tant
sphe´riques dans des mode`les de grande e´chelle, bien
que ce ne soit probablement pas toujours une bonne
approximation (par exemple, Doutriaux-Boucher et
al., 2000).
Dans les nuages de phase mixte, des particules givre´es
peuvent eˆtre forme´es quand des particules liquides et
solides entrent en collision. Dans ce cas, des cristaux
 secondaires sont forme´es par le processus de
Hallett-Mossop (Hallett et Mossop, 1974). Comme le
rapport de me´lange de la vapeur d’eau de saturation
est supe´rieur par rapport a` l’eau liquide que par rap-
port a` la glace, des cristaux de glace vont grandir au
de´pens des gouttelettes, un processus que l’on appelle
processus de Bergeron-Findeisen (Bergeron, 1933).
Dans des mode`les, on peut traiter la microphysique
en re´solvant la taille des particules en  size bins
(par exemple, Young, 1974a), ou dans un sche´ma
 bulk en distinguant diffe´rentes espe`ces d’eau
telles que l’eau liquide des nuages, la pluie, etc. (par
exemple, Kessler, 1969). Les parame´trisations con-
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side´re´es dans cette e´tude appartiennent a` ce second
type. De tels sche´mas ont souvent e´te´ conc¸us pour
des mode`les capables de re´soudre des processus dans
les nuages (cloud resolving models en anglais), puis
adapte´s pour les mode`les a` grande e´chelle. Parmi les
mode`les pour lesquels ont e´te´ de´veloppe´s des sche´mas
de microphysique se trouvent ECHAM (Lohmann et
Roeckner, 1996), le MCG du Hadley Centre (Jones et
al., 1994 ; Wilson et Ballard, 1999), celui du CSIRO
(Rotstayn, 1997), du GISS (Del Genio et al., 1996),
le CCM du NCAR (Ghan et al., 1997b ; Rasch et
Kristja`nsson, 1998), le MCG du CCSR (Takemura
et al., 2000), ou encore celui de CSU (Fowler et al.,
1996).
Ae´rosols anthropiques et effets indirects
des ae´rosols
Dans le contexte de la mode´lisation a` l’e´chelle globale,
on distingue habituellement six espe`ces d’ae´rosols,
les sulfates, les ae´rosols carbone´s organiques, le car-
bone suie, les sels de mer, et les poussie`res. Leurs
proprie´te´s les plus importantes sont leur origine (na-
turelle ou anthropique), leur caracte`re hydrophile ou
hydrophobe, leur distribution en taille et leur ca-
pacite´ a` absorber le rayonnement solaire.
Une proprie´te´ importante des ae´rosols est leur taille
qui fait qu’ils sont de´pose´s a` la surface plus ou moins
facilement. Des ae´rosols hydrophiles peuvent aussi
eˆtre incorpore´s dans les gouttes de pluie et de´pose´s
par la pre´cipitation. Les forc¸ages radiatifs dus aux
ae´rosols sont donc concentre´s spatialement a` prox-
imite´ des sources.
Les ae´rosols hydrophiles servent comme noyaux de
condensation dans les nuages. Une augmentation
de la concentration en nombre de ces ae´rosols peut
ainsi provoquer une augmentation de la concentra-
tion en nombre des gouttelettes. Pour un contenu
en eau liquide fixe, le nuage contient ainsi plus de
gouttelettes qui sont plus petites, et l’albe´do du
nuage augmente (premier effet indirect ; Twomey,
1974). Le processus d’autoconversion est moins ef-
ficace pour des gouttelettes plus petites, comme il
l’a e´te´ explique´ ci-dessus. Donc, l’eau d’un nuage
contenant des gouttelettes plus petites est moins vite
transforme´e en pluie, ce qui augmente sa dure´e de
vie, et son contenu en eau liquide moyen (deuxie`me
effet indirect ; Albrecht, 1989). Historiquement, les
effets indirects des ae´rosols ont e´te´ e´tudie´s pour les
nuages d’eau liquide, et c’est e´galement le cas dans
cette e´tude. Pourtant, des e´tudes re´centes posent
la question d’un impact possible des ae´rosols sur les
nuages de glace par exemple duˆ aux avions (Boucher,
1999) ou aux poussie`res de´sertiques (De Mott et al.,
2003).
Les deux effets indirects des ae´rosols ont e´te´ mis
en e´vidence dans de nombreuses e´tudes. Parmi les
principales campagnes de mesures, on peut citer le
projet ACE-2 avec les donne´es duquel le chapitre 2
travaille (Brenguier et al., 2000b). D’autres e´tudes
importantes sont base´es sur la campagne INDOEX
(Ramanathan et al., 2001a). Plusieurs e´tudes satel-
litaires ont e´tudie´ le contraste terre-mer, entre les
he´misphe`res du Nord et Sud (par exemple, Han
et al., 1994), entre les sillages de bateaux ( ship
tracks en anglais) et leur environnement (par ex-
emple, Conover, 1966), ou entre conditions pollue´es
et non-pollue´es (Rosenfeld, 2000). D’autres e´tudes
e´tablirent des relations statistiques entre ae´rosols et
proprie´te´s des nuages (Kaufman et Fraser, 1997 ;
Nakajima et al., 2001 ; Bre´on et al., 2002).
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2. The LMDZ GCM
2.1. Introduction
The atmospheric general circulation model of the
Laboratoire de Me´te´orologie Dynamique has been de-
veloped since the late 1970s. The recent version,
named LMDZ.3.3 (Li , 1999), is the result of a new
conception primarily of the dynamics of the GCM
since the late 1980s. It constitutes the atmospheric
component of the Earth System Model of the Insti-
tut Pierre Simon Laplace (IPSL; see Fig. 2.1). Other
components of this model include
• the oceanic GCM Oce´an Paralle´lise´ (OPA;
Guilyardi and Madec, 1997), which includes a
model for sea ice;
• a model simulating continental surfaces and
biospheric processes, ORCHIDEE (Organizing
Carbon and Hydrology In Dynamic Ecosys-
tEms; Maynard and Polcher , 2002; de Rosnay
et al., 2002; Verant et al., 2003);
• a comprehensive atmospheric chemistry model
INCA (Interaction with Chemistry and
Aerosols; Hauglustaine et al., 2003), which in-
cludes 99 tracers and about 300 photochemical
reactions as well as aerosol cycles for sulfate,
mineral dust, black and organic carbon, and
sea-salt aerosols;
• an aerosol module treating the cycles of sulfate
(Boucher et al., 2002), carbonaceous (Reddy
and Boucher , 2003), dust and sea salt aerosols;
• a model for lakes (Krinner , 2003).
In this thesis, for practical reasons, the aerosol cy-
cles of Boucher et al. (2002) and Reddy and Boucher
(2003) for sulfate, black and organic carbon, sea salt,
and dust, will be used instead of INCA.
Figure 2.1.: Illustration of the Earth System Model
of the IPSL.
The atmospheric model may be divided into a “dy-
namics” part which simulates the large-scale dynami-
cal processes in the atmosphere, and a “physics” part,
which describes the adiabatic processes. To a good
approximation, the processes treated in the physics
part at each point of the model grid can be considered
independent from the surrounding cells, thus reduc-
ing the problem to one (the vertical) dimension.
2.1.1. Dynamics
The so-called “primitive equations”, a set of non-
linear partial differential equations, describe the dy-
namics of the atmosphere. This set consists of the
equations of motion which predict the horizontal
winds, the thermodynamic equation which treats
the time evolution of the temperature, the hydro-
static equation which links pressure to temperature,
and the continuity equation which derives the verti-
cal wind from the horizontal winds (e.g., Trenberth,
1995). The dynamical model variables are the hor-
izontal winds, surface pressure, temperature, and
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total water content.
The primitive equations are solved numerically on
a regular latitude-longitude grid. This grid, however,
can be zoomed to increase the resolution to up to
four times the standard resolution over any region of
particular interest (Le Van, 1989). This technique
is applied e.g. in Chapter 4. The variables of the
model are evaluated using an Arakawa C grid. In the
vertical, the equations are discretized using a hybrid
sigma-pressure coordinate system. The timestep de-
pends on the resolution and the choice of zooming or
not the grid. In the studies presented, it is chosen as
180 s.
2.1.2. Physics
As mentioned earlier, the “physical” part of the
model is assumed to be treatable independently in
each grid column, using just the vertical dimension.
The physics processes are simulated using a longer
timestep compared to the dynamics part of 1800 s.
To a large extent, the physics of the Integrated Fore-
casting System (IFS) of the European Centre for
Medium-Range Weather Forecasting (ECMWF) has
been adapted in the LMDZ GCM (White, 2002).
The planetary boundary layer turbulence is param-
eterized using an eddy-diffusivity approach, where
the mixing coefficient is parameterized in terms of
the Richardson number. The surface processes are
evaluated in a bucket model, using the energy bal-
ance equation to diagnose the surface temperature.
A review of this scheme is given in Cheinet (2002).
A new approach to simulate convective boundary
layers has been developed using a single column ver-
sion of the LMDZ GCM (Cheinet , 2003; Cheinet and
Teixara, 2003)), but is not yet implemented in the
three-dimensional version.
For the deep convection parameterization, two ap-
proaches exist in the recent version of the LMDZ
GCM, a scheme following Tiedtke (1989), and the pa-
rameterization of Emanuel (1991). Both of them are
mass-flux schemes. As so far, the Emanuel scheme
does not allow for the transport of tracers like aerosols
in the model, the Tiedtke convection scheme is used
in the present studies.
Radiative transfer is calculated in the model using
a two-stream approximation, dividing the radiation
in an upwelling and a downwelling flux. For the
solar (SW) spectrum, a parameterization following
Fouquart and Bonnel (1980) is used. This scheme
takes into account two spectral bands of 0.25 to 0.68
µm and 0.68 to 4.0 µm. Cloud optical properties at
each layer accounted for assuming a vertically ran-
dom overlap of the fractional clouds. Cloud optical
properties considered in the SW radiation scheme are
cloud optical thickness, τc, single scattering albedo,
ω0, and cloud particle asymmetry parameter, g. The
code also allows for scattering and absorption ef-
fects of aerosols in the SW radiation (aerosol direct
effect). For the terrestrial (LW) spectrum, a code
based on Morcrette (1991) is used in the GCM. This
scheme considers six bands and calculates absorp-
tion and emission by molecules and clouds. Gases
whose absorption is taken into account are water
vapor, carbon dioxide, methane, nitrous oxide, and
chlorofluorocarbons. The cloud radiative property
of interest in the LW spectrum is its emissivity, .
As radiation is computationally very expensive, it is
applied only each 12th timestep of the physics, i.e.,
with a timestep of 6 hours.
2.2. Clouds and Precipitation
2.2.1. Standard model treatment
The GCM uses the total water content, qt, as prog-
nostic variable. In the model, all condensed water
is re-evaporated before applying the physics parame-
terization. Following Le Treut and Li (1991), a “top-
hat” probability density function (PDF) of the total
water is assumed in each grid box (see Fig. 9.2), giv-
ing a uniform distribution between (qt (1−∆qs)) and
(qt (1 + ∆qs)), where qt is the grid box mean total
water mixing ratio [kg kg−1], and ∆qs is a param-
eter, which is considered to take vertically varying
but otherwise constant values. Using this PDF, the
horizontal fractional cloudiness in the grid box, f , is
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0 qs > qt (1 + ∆qs
qt (1+∆qs )−qs
2 ∆qs qt
qs ∈ [qt (1−∆qs), qt (1 + ∆qs)]
1 qs < qt (1−∆qs
(2.1)
where qs is the saturation water vapor mixing ratio
calculated in dependence of the temperature using
the Tetens formula (Tetens, 1930). The total water
content in the cloud covered fraction of the grid cell
is determined as
qcct =
qs + q¯t +∆q
2
(2.2)
The total water content in the cloud-free part of the
grid cell, qcft , is calculated as the residual. The con-
densed water in the grid box is given by









where the last term on the right-hand side takes
into account the heating by latent heat release in
the condensation process. The derivative ∂qs/∂T is
obtained from the Clausius-Clapeyron equation, and
L is the latent heat taken as Lv, the latent heat of
evaporation, for T > 0◦C, and as Ls, the latent heat
of sublimation, for T < 0◦C.
When deep convection in a grid cell is simulated
by the convection scheme, additional cloud water
may be contributed by convective clouds. The cloud
water from convective clouds is diagnosed using base
and top of the convective cloud and convective rain
rate calculated by the convection scheme. If the
cloud water and cloud fraction calculated by this di-
agnostics exceed those of the stratiform scheme then
they are used instead.
The condensed water is divided into liquid water
and ice, depending on the local temperature, where
the liquid fraction is given by
xliq =





T ∈ [Tice, T0]
1 T > T0
(2.4)
The parameters are taken as T0 = 0◦C, Tice =
−15◦C, and nx = 6. In Chapter 8, this parame-
terization is evaluated using POLDER satellite data,
and more realistic values of Tice and nx are derived.
Temperature is adjusted taking into account the
latent heat of condensation or sublimation, respec-
tively. The combination of the re-evaporation and
the condensation scheme given above thus accounts
for both, condensation of cloud water from water
vapor and evaporation of cloud water.














where ql is the grid box mean liquid water mix-
ing ratio given by ql = xl qc, with xl and qc
from the condensation scheme, τp a characteris-
tic timescale for precipitation taken as 1800 s, and
Cl = 2× 10−4 kg kg−1 a precipitation threshold.






where qi is the cloud ice mixing ratio (qi = (1−xl) qc),
∆z the layer thickness, and Vi = 3.29 (ρair qi)0.16
the terminal fall-velocity of ice crystals (Heymsfield
and Donner , 1990).
The evaporation of rain water is derived from a pa-







with a coefficient α = 2. × 10−5ms−1, and the pre-
cipitation flux, Pr and the layer thickness, ∆z, taken
without dimension. Both rain and snow are leaving
the grid column in a single timestep. Whether it
is rain or snow that reaches the surface is decided
by the temperature of the lowest model layer being
lower or larger than 0◦C.
Concerning the cloud optical properties, the asym-
metry parameter, g, is taken to be constant in the
model, using g = 0.865 in the first and g = 0.910 in
the second of the two spectral bands in the scheme
of Fouquart and Bonnel (1980). Cloud optical thick-
ness (COT) is defined as the vertical integral of the
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extinction, σ, of a cloud, which for spherical particles





















where n(r) is the droplet size distribution, and zbase
and ztop are cloud base and cloud top height, respec-
tively. One can define an “effective radius”, re, of the






With the assumption of a constant re throughout the
cloud and the definition of the liquid water path,








In the model, ice crystals are assumed to be of spher-
ical shape with a constant effective radius of 35 µm,
while the effective radius of liquid droplets is assumed
to be 9 µm in the three lowest layers of the model
and 13 µm otherwise.
The single scattering albedo of a cloud, ω, is pa-
rameterized in terms of COT:
ω0 = a1 − a2 × 10a3 exp(−a4 τc) (2.11)
where the coefficients a1-a4 are slightly different in
the two SW spectral bands. Finally, the emissivity of
the clouds, , necessary in the LW radiative transfer
is parameterized in terms of the liquid water path
 = 1− exp (−α W ) (2.12)
where the coefficient α is 0.13 for liquid and 0.09 for
ice clouds.
2.2.2. The microphysical scheme of
Boucher et al.
A refinement for studying aerosol effects compared to
the standard scheme has been introduced by Boucher
and Lohmann (1995), who diagnose the cloud droplet
number concentration (CDNC, Nd) of liquid droplets
from sulfate aerosol mass concentration, ma, given in
[µg sulfate m−3] (formula “D”):
Nd = 10a0+a1 log (ma) (2.13)
where the empirical constants are a0 = 2.21 and
a1 = 0.41, which were obtained from a fit to simulta-
neously measured sulfate aerosol masses and CDNC
at various locations on the globe. Sulfate is used as a
surrogate for all hydrophilic aerosols, bearing in mind
that at least organic and sea salt aerosols constitute
efficient CCN as well (Novakov and Penner , 1993).
CDNC is given inm−3. Assuming spherical particles,







The effective radius of a droplet is linked to the
volume-mean droplet as re = 1.1 rdv (Pontikis and
Hicks, 1993).
The microphysics scheme of Boucher et al. (1995a)
keeps the condensation/evaporation scheme and thus
the determination of fractional cloudiness as well
as the microphysical processes related to ice clouds,
i.e., the snow formation. It introduces, however, mi-
crophysical processes of precipitation formation for
liquid water clouds using autoconversion of cloud
droplets to form rain and accretion of raindrops by
collection of cloud droplets. The autoconversion rate,
rll, is parameterized as
rll = c1 H(re − r0) ql r4e Nd (2.15)
where H(x−x0) is the Heaviside function. The “crit-
ical radius” r0 is set to 8 µm in the model, a value
slightly smaller than that observed from Pawlowska
and Brenguier (2003). The parameter c1 is the prod-
uct of several constants and set to c1 = 0.1 in the
model. From Eqs. 2.14 and 2.15 it can be de-
duced that the autoconversion rate depends linearly
on CDNC for re > r0. The process of collision and
coalescence of raindrops and cloud droplets is known
as accretion, rrl. This process is parameterized as





where qr is the rain water mixing ratio, and Dr
the characteristic raindrop diameter of a Marshall-
Palmer size distribution (Marshall and Palmer ,
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1948). The coefficient c2 is the product of several
constants, and is set to c2 = 0.7 in the model. Evap-











where ρwater the density of liquid water. The coeffi-
cient α = 0.42× 10−5km m−1s−1 is given by Liu and
Orville (1969).
2.3. Comparison standard vs.
Boucher scheme
The new scheme is compared with the standard
model scheme and evaluated against observations in
Figs. 2.2 to 2.5. For the total cloud cover, data from
the International Satellite Cloud Climatology Project
(ISCCP; Rossow and Schiffer , 1991) is averaged over
1984 to 1992. Cloud radiative forcings are taken from
the Scanner of the Earth Radiation Budget (ScaRaB;
Kandel et al., 1998), for the March 1994 to February
1995 period, with the data for October 1994 missing.
Precipitation over continents is used from the Global
Precipitation Climatology Project (GPCP; Huffman
et al., 1997), for 1997. The model output is from a
one year simulation forced with SST for 1997 from
Reynolds and Smith (1995). We show zonal mean
values for the annual global mean (in case of pre-
cipitation, over continents only), for northern hemi-
sphere summer (June-July-August, JJA), for north-
ern hemisphere winter (December-January-February,
DJF), the annual mean over continents, and over
oceans. Generally, the scheme of Boucher et al. sim-
ulates cloud and precipitation distributions which are
rather similar to those simulated by the standard
model scheme, and compares well with the observa-
tions. The scheme of Boucher et al. underestimates
cloud cover in the annual mean by up to 5% in some
regions of the northern hemisphere and up to 10%
in some regions in the southern hemisphere, which
is due to a too small cloud amount over land in the
northern hemisphere and over oceans in the south-
ern hemisphere. However, except maybe for a small
region over land (around 20◦N), it does generally a























































































































































Figure 2.2.: Zonal mean cloudiness, from ISCCP ob-
servations (solid, black), for the stan-
dard scheme of the model (dot-dashed,
blue), and for the scheme of Boucher
et al. (dashed, red). For (a) annual
global mean, (b) JJA global mean, (c)
DJF global mean, (d) annual mean over
continents, (e) over oceans.
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Figure 2.3.: Zonal mean SW cloud radiative forc-
ing at the top of the atmosphere, from
ScaRaB observations (solid, black), for
the standard scheme of the model (dot-
dashed, blue), and for the scheme of
Boucher et al. (dashed, red). For (a) an-
nual global mean, (b) JJA global mean,
(c) DJF global mean, (d) annual mean





































































































Figure 2.4.: As Fig. 2.3, but for LW cloud radiative
forcing.
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Figure 2.5.: Zonal mean precipitation [mm month−1],
from GPCP observations (solid, black),
for the standard scheme of the model
(dot-dashed, blue), and for the scheme of
Boucher et al. (dashed, red). For (a) an-
nual global mean, (b) JJA global mean,
(c) DJF global mean.
Generally, the SW cloud radiative forcing simulated
by the scheme of Boucher et al. is too strong, by sev-
eral percent. This overestimation is better than for
the standard scheme for JJA, but slightly worse for
DJF and over also oceans for the annual mean. How-
ever, the LW CRF is much better using the scheme
of Boucher et al. compared to the standard scheme
even though both model versions show too strong LW
cloud radiative forcing compared to the ScaRaB ob-
servations. Precipitation generally is simulated well
by both schemes, with a slight underestimation of the
rainfall at low latitudes by the scheme of Boucher
et al..
Figure 2.6.: Aerosol indirect effects by sulfate
aerosols in the annual mean in the
LMDZ using the scheme of Boucher
et al. [Wm−2]. (a) the first aerosol
indirect radiative forcing and (b) the
second aerosol indirect effect diagnosed
as the “quasi-forcing”.
For high and midlatitudes, however, the new micro-
physics scheme is closer to the observations, which is
remarkable in particular for the southern hemisphere.
It should be noted that some of the differences be-
tween the schemes and observations may be due to
internal variability as a particular year has been sim-
ulated.
2.4. Conclusion: The aerosol
indirect effects
Using the microphysical scheme of Boucher et al. and
the empirical link between sulfate aerosol mass, the
aerosol indirect effects have been evaluated in the
model. Figure 2.6 shows the distributions of the
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Second aerosol indirect effect
Figure 2.7.: Zonal mean aerosol indirect radiative
(quasi-)forcings [Wm−2], over land (red,
dashed), over sea (blue, dash-dotted),
and for the whole area (black, solid), for
the annual mean (a) first aerosol indirect
effect and (b) second aerosol indirect ef-
fect.
annual mean of both aerosol indirect effects, where
the second indirect effect is estimated using the
“quasi-forcing” definition of Rotstayn and Penner
(2001). The first aerosol indirect effect is strongest
in the northern hemisphere midlatitudes, where the
main source regions for anthropogenic aerosols are
located. In particular, marine clouds near the indus-
trialized zones of North America, Western Europe,
and East Asia are affected, showing an aerosol indi-
rect effect of up to –12 Wm−2. Over land, there is a
belt of strong aerosol indirect forcing over the mid-
latitudes of the Eurasian continent. For the second
indirect effect, much more scatter is observed. Due
to the “quasi-forcing” definition, also cloud feedback
processes other than the second aerosol indirect ef-
fect are included (see Chapter 6 for a discussion of
this difficulty). Nevertheless, it can be identified that
there are strong effects of aerosols particularly in the
northern hemisphere, with quasi-forcing values of up














































Second aerosol indirect effect
Figure 2.8.: Zonal mean aerosol indirect effects
[Wm−2], for June-July-August (red,
dashed), for December-January-
February (blue, dash-dotted), and
for the annual mean (black, solid), for
the annual mean (a) first aerosol indirect
effect and (b) second aerosol indirect
effect.
Figure 2.7 shows the zonal annual mean of the aerosol
indirect effects over land, oceans, and for the whole
area. The first AIE clearly is stronger over oceans, as
expected, as low-level marine stratocumulus clouds
are the most affected. For the second AIE, a similar
result can be found, although it is less pronounced.
The second AIE is found to be of equal magnitude
as the first AIE. Figure 2.8 shows the zonal mean of
the aerosol indirect effects for northern hemisphere
summertime (June-July-August, JJA) and winter-
time (December-January-February, DJF), and for the
annual mean. It is clearly found that both AIEs are
stronger in summertime, as they are concentrated
in the northern hemisphere and are active in the
solar spectrum. For the global annual mean, the
first aerosol indirect radiative forcing in our model
is for sulfate aerosol concentrations at the end of the
20th century (≈ 1990) of –1.1 Wm−2, and the quasi-
forcing due to the second aerosol indirect effect of
–1.2 Wm−2.
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2.5. Le mode`le LMDZ : Re´sume´
Introduction
Le mode`le de circulation ge´ne´rale atmosphe´rique
du Laboratoire de Me´te´orologie Dynamique est
de´veloppe´ depuis les anne´es 1970. Il repre´sente la
partie atmosphe´rique du mode`le du syste`me terrestre
de l’Institut Pierre Simon Laplace (IPSL, voir Fig.
2.1). D’autres parties de ce mode`le couple´ sont le
mode`le de l’oce´an OPA (Guilyardi et Madec, 1997),
un mode`le de glace, le mode`le de la surface conti-
nentale et de la ve´ge´tation ORCHIDEE (Maynard
et Polcher, 2002 ; de Rosnay et al., 2002 ; Verant
et al., 2003), le mode`le de la chimie atmosphe´rique
INCA (Hauglustaine et al., 2003) et un mode`le de
lacs (Krinner, 2003). Les cycles bioge´ochimiques
des ae´rosols soufre´s (Boucher et al., 2002), carbone´s
(Reddy and Boucher, 2003), des sels de mer et des
poussie`res ont e´galement e´te´ de´veloppe´s pour LMDZ.
Pour des raisons pratiques, c’est ce dernier module
et non INCA qui sera utilise´ dans cette the`se.
On peut diviser le mode`le atmosphe´rique en
une partie  dynamique qui traite les proces-
sus dynamiques a` grande e´chelle, et une partie
 physique qui de´crit les processus adiabatiques.
La dernie`re partie peut eˆtre traite´e de manie`re uni-
dimensionnelle en faisant l’hypothe`se que chaque
colonne de la maille horizontale est inde´pendante des
autres.
Dans la partie dynamique, le jeu d’e´quations
 primitives est re´solu de manie`re nume´rique. Il
contient les e´quations de mouvement pour les vents
horizontaux, l’e´quation thermodynamique pour la
tempe´rature, l’e´quation hydrostatique qui lie la pres-
sion et la tempe´rature, et l’e´quation de continuite´
pour calculer le vent vertical a` partir des vents hor-
izontaux (voir par exemple, Trenberth, 1995). La
grille horizontale du mode`le est une grille latitude
- longitude qui peut eˆtre zoome´e sur une re´gion
d’inte´reˆt particulier ou` la re´solution peut eˆtre aug-
mente´e jusqu’a` un facteur 4. Dans la direction verti-
cale, une coordonne´e hybride de pression et niveaux
sigma est utilise´e.
La partie physique a e´te´ en partie adapte´e du mode`le
IFS de l’ECMWF. La turbulence de la couche limite
plane´taire est parame´tre´e en utilisant l’approche dite
de  eddy-diffiusivity et le coefficient de me´lange
est calcule´ en utilisant le nombre de Richardson. A
la surface continentale, la tempe´rature de la sur-
face est diagnostique´e a` partir de l’e´quation du bilan
e´nerge´tique. Pour le traitement de la convection pro-
fonde dans le mode`le, deux sche´mas de flux de masse
peuvent eˆtre applique´s, celui de Tiedtke (1989) et
celui d’Emmanuel (1991). Le premier est utilise´ dans
toutes les e´tudes de cette the`se.
Le transfert du rayonnement est parame´tre´ avec
l’approximation de deux courants ascendants et de-
scendants, et deux bandes spectrales dans la partie
solaire (ondes courtes, shortwave ou SW en anglais)
et quatre dans la partie terrestre (ondes longues,
longwave ou LW). Dans le spectre des ondes courtes,
LMDZ utilise le sche´ma de Fouquart et Bonnel (1980)
qui introduit deux bandes spectrales. L’e´paisseur
optique, τc, l’albe´do de diffusion simple, ω0, et le
parame`tre d’asyme´trie, g, sont utilise´s pour calculer
le flux du rayonnement dans le ciel nuageux. Sur
la verticale, la couverture nuageuse fractionnaire
des diffe´rentes couches est suppose´e se recouvrir de
manie`re ale´atoire. Dans les ondes longues, le flux du
rayonnement est calcule´ suivant la parame´trisation
de Morcrette (1991), avec six bandes. Pour les nu-
ages, l’e´missivite´, , est utilise´e pour tenir compte
de leur absorption et e´mission de rayonnement ondes
longues dans l’atmosphe`re.
Nuages et pre´cipitation
Le mode`le utilise le rapport de me´lange de l’eau totale
comme variable pronostique. Toute l’eau condense´e
est re´-e´vapore´e avant que le sche´ma de nuages et de
pre´cipitation ne soit applique´. Suivant Le Treut et Li
(1991), une fonction de densite´ de probabilite´ (PDF
en Anglais) uniforme est conside´re´e pour l’eau dans
chaque maille. La partie de cette PDF qui de´passe
le rapport de me´lange de saturation donne la frac-
tion nuageuse de la maille, et la partie d’eau qui se
trouve dans cette partie et qui exce`de la saturation
est condense´e. Au cas ou` le mode`le simule de la
convection profonde, une fraction nuageuse et une
37
2.5. Re´sume´ 2. The LMDZ GCM
quantite´ d’eau condense´e sont calcule´es a` partir de la
pre´cipitation pre´dite par le sche´ma de convection. Si
ces valeurs de´passent celles qui sont calcule´es par le
sche´ma  stratiforme de´crit auparavant, celles-ci
sont utilise´es au lieu des dernie`res. L’eau condense´e
est partage´e en eau liquide et en glace a` partir de
la tempe´rature locale. Si celle-ci de´passe 0◦C, toute
l’eau est liquide, si elle est infe´rieure a` –15◦C, toute
l’eau est glace, et entre les deux, une transition est
conside´re´e.
Dans la version standard du mode`le, la pre´cipitation
est calcule´e de manie`re simple et de´pend du contenu
d’eau condense´e dans la maille. Quand elle tombe
a` travers des couches claires, la pre´cipitation peut
s’e´vaporer. Concernant les proprie´te´s optiques des
nuages, l’e´paisseur optique est lie´e au rapport en-
tre la colonne d’eau condense´e et le rayon effectif
des particules dans la maille en conside´rant des par-
ticules sphe´riques de taille constante. L’albe´do de
diffusion simple est une fonction de l’e´paisseur op-
tique et le parame`tre d’asyme´trie est pris constant.
Enfin, l’e´missivite´ est calcule´e a` partir de la colonne
d’eau condense´e.
Le sche´ma microphysique de Boucher et
al.
Le changement principal entre le sche´ma micro-
physique des nuages pre´sente´ ici et le sche´ma stan-
dard est le fait que la concentration en nombre des
gouttelettes (CDNC en anglais) est calcule´e et non
plus implicitement diagnostique´e. Elle est lie´e a`
la concentration en masse des ae´rosols de sulfates
suivant l’approche  empirique de Boucher et
Lohmann (1995) qui ont examine´ des mesures simul-
tane´es de CDNC et de masse de sulfates. La taille
des particules, conside´re´es comme e´tant sphe´riques,
peut eˆtre calcule´e a` partir du nombre de gouttelettes
et de l’eau condense´e. Cela ouvre la possibilite´
de calculer le premier effet indirect des ae´rosols.
Boucher et al. (1995) ont e´galement introduit des
formules pour parame´triser la pre´cipitation liquide
en de´crivant l’autoconversion des gouttelettes pour
former des gouttes de pluie, la collision et la coa-
lescence entre gouttelettes des nuages et gouttes de
pluie qui aussi transforment gouttelettes en pluie. La
parame´trisation des nuages de glace et de la neige
n’a pourtant pas e´te´ change´e.
Dans le chapitre 2 deux simulations avec LMDZ ont
e´te´ compare´es aux observations, dont une utilisait la
version standard et l’autre incluait le sche´ma micro-
physique. Il a e´te´ montre´ que la couverture nuageuse
ne change pas beaucoup entre les deux simulations
et qu’elle est proche des observations (fig. 2.2). Le
forc¸age radiatif des nuages dans les ondes courtes
et dans les ondes longues est bien simule´ dans les
deux versions du mode`le, et la version qui inclut la
microphysique est meˆme un peu meilleure dans les
ondes longues (figs. 2.3 et 2.4). La pre´cipitation sur
les continents est bien simule´e dans les deux versions
du mode`le (fig. 2.5).
Les deux effets indirects ont e´te´ estime´s en utilisant
le sche´ma de microphysique (fig. 2.6). Le premier
effet indirect est concentre´ sur les moyennes latitudes
de l’he´misphe`re nord ou` se trouvent les principales
sources des ae´rosols. Il atteint –12 Wm−2 dans les
re´gions des stratocumulus maritimes au large des
coˆtes Est des continents de l’he´misphe`re nord. Le
forc¸age est particulie`rement fort dans les moyennes
latitudes du continent eurasiatique. Le quasi-forc¸age
par le deuxie`me effet indirect, ainsi qu’il a e´te´ de´fini
par Rotstayn et Penner (2001), est beaucoup plus
bruite´. Il atteint jusqu’a` –25 Wm−2 dans certains
re´gions. Les deux effets indirects sont plus marque´s
sur oce´an que sur continent (fig. 2.7), et ils sont plus
forts en e´te´ de l’he´misphe`re nord (juin-juillet-aot,
JJA) qu’en hiver (de´cembre-janvier-fe´vrier, DJF ;
fig. 2.8). En moyenne globale et annuelle, on trouve
un forc¸age de –1.1 Wm−2 pour le premier effet indi-
rect et de –1.2 Wm−2 pour le second effet indirect
pour des concentrations en ae´rosols de l’anne´e 1990.
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3.1. Introduction
Satellite instruments generally measure radiances at
the top of the atmosphere. As the radiances depend
on the state of the Earth surface and the atmo-
sphere, information can be deduced about a variety
of atmospheric and surface quantities. The radiances
measured by satellite instruments in the shortwave
spectrum consists of the part of the solar radiation
reflected by the Earth’s surface or by different com-
ponents of the atmosphere. The longwave (LW) or
terrestrial part of the spectrum refers to wavelengths
of 4 to 25 µm, which corresponds to the radiation
emitted by the Earth’s surface or by molecules in
the atmosphere. Common instruments measure the
intensity of the radiation in different bands of wave-
lengths, also known as “channels” of the instrument.
From the knowledge about scattering and absorp-
tion properties of different constituents of the atmo-
sphere, some information about the distribution of
these components can be deduced from the measured
signal.
Satellites may be divided into two categories. Geo-
stationary satellites are positioned above the Equator
at the specific height at which their rotation speed is
identical to that of the Earth. Thus, the same region
of the Earth is always observed. The advantage is
that in principle a continuous measurement is possi-
ble. A disadvantage is that only a part of the globe is
observed and that in particular for high latitudes the
measurement is not very reliable. Further on, their
relatively high altitude makes the measured signal
weaker. The second class of satellites are polar-
orbiting platforms. Such satellites rotate at a fixed
path, letting the Earth turn below them. Typically,
each point of the Earths surface is passed about once
a day for a swath of about 2500 km, where the high
latitudes are measured several times a day and the
low latitudes more sparsely. Instruments may be
able to measure also along or across the track of the
satellite.
3.2. The POLDER instrument
The POLarization and Directionality of the Earth’s
Reflectance (POLDER) instrument was developed
by the Laboratoire d’Optique Atmosphe´rique (LOA)
and the French Centre National d’E´tudes Spatiales
(CNES). It is the first satellite instrument to be
able to measure spectral, directional and polarized
characteristics of the reflected solar radiation simul-
taneously (Deschamps et al., 1994). In particular
the polarization of the radiation measured by the
satellite instrument provides a new possibility to de-
duce properties of the constituents of the atmosphere.
The instrument uses 15 spectral bands between 0.44
and 0.91 µm. It measures in a range of ± 43◦ along
the track of the satellite and ± 51◦ across the track,
yielding a swath of 2400 km in width. The resolution
at nadir is of 6 x 7 km2. A “superpixel” in the data
obtained consists of 9 image pixels giving a resolution
of about 0.5◦x0.5◦ at the Equator.
The POLDER-1 instrument was mounted on the
Japanese ADEOS-1 platform. Data from November
1996 until June 1997 are available. Since December
2002, the POLDER-2 instrument is operating on the
ADEOS-2 satellite.
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3.3. Derived physical data
A multitude of physical information can be derived
from the POLDER measurements, including land
surface properties, ocean color, radiation budget
measurements, and informations about clouds and
aerosols. The latter two are of particular interest
in the present study. Concerning the aerosols, the
aerosol optical thickness, τa, is derived in the 865 nm
channel over oceans (Deuze´ et al., 1999). Further
on, the A˚ngstro¨m coefficient, α, which is a measure
of the particle size, is derived over both oceans and
continents using the polarized measurements in the
865 and 670 nm channels. A POLDER aerosol index
(AI) is defined as the product of A˚ngstro¨m coeffi-
cient and aerosol optical thickness, ατa. This index
is calculated over both land and ocean (Deuze´ et al.,
2000; Goloub and Arino, 2000; Deuze´ et al. 2001
Tanre´ et al., 2001). All aerosol products are derived
for cloud-free pixels according to the cloud screening
algorithm of Bre´on and Colzy (2000).
In this study the cloud optical thickness, cloud
droplet effective radius, cloud top temperature, and
cloud top thermodynamic phase will be used. In or-
der to deduce the cloud top temperature, first, the
cloud top Rayleigh pressure is first retrieved from the
polarized signal at 443 nm (Vanbauce et al., 1998).
The temperature is then obtained by using the six-
hourly ECMWF analysis data. The cloud thermo-
dynamic phase retrieval is based on the angular and
polarized signatures of cloud reflected radiances at
scattering angles near 140◦ (Goloub et al., 2000; Riedi
et al., 2000). Cloud optical thickness is derived in a
manner similar to that used in the ISCCP (Rossow
and Schiffer , 1991), assuming a homogeneous plane-
parallel liquid water cloud with an effective radius of
10 µm (Buriez et al., 1997; Parol et al., 2000), using
up to 14 viewing directions in the 670 nm channel.
For liquid water clouds homogeneous at a large scale
(150 x 150 km2), Bre´on and Goloub (1998) derive
from the multi-directional polarized radiance mea-
surements a cloud top droplet effective radius.
3.4. Comparison of LMDZ and
POLDER data
In order to compare POLDER-derived physical quan-
tities to those simulated by the LMDZ GCM, an
integration of the model was carried out for the
period of the observations from November 1996 to
December 1997. To get realistic conditions of the
dynamics, the sea surface temperature and sea ice
extent were imposed from the Reynolds and Smith
(1995) and the HADISST1.1 (Rayner et al., 2003)
datasets. Horizontal winds and temperature in the
model were nudged to ECMWF reanalysis data us-
ing relaxation time constants of 0.1 day for the winds
and 1 day for the temperature, respectively. The
swath of the satellite is sampled in the model to
give a daily coverage of the globe in the same way
the POLDER instrument does it. Finally, for cloud
droplet radius, cloud top temperature, and cloud top
thermodynamic phase, the cloud top quantities are
calculated for the top of the atmosphere using the
random overlap assumption for the fractional cloudi-
ness in the vertical. Figure 3.1 shows the comparison
of the distributions obtained for model simulations
and POLDER observations, averaged over the whole
8-month period. POLDER data is averaged to the
coarser model grid.
For the aerosol index, the model simulates well the
land-sea contrast in the aerosol burden. However, the
aerosol burden diminishes too strongly away from the
main source regions. Where the POLDER observa-
tions show relatively large aerosol burdens over al-
most all continental surfaces, the model shows rather
low values for some regions of the South and North
American continents and over Australia. Negative
aerosol indices represent large aerosol particles. It is
however rather difficult to interpret the differences
in model and observations as in particular for small
aerosol burdens the observations may not be very
reliable either.
Cloud optical thickness generally is overestimated
by the model, a problem common to GCMs, which is
partly due to the coarse vertical resolution and the
assumption of plane-parallel homogeneous clouds.
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Figure 3.1.: Comparison of aerosol index for (a) the LMDZ model and (b) POLDER data, (c-d) cloud optical
thickness, (e-f) cloud top droplet radius [µm], (g-h) cloud top thermodynamical phase, and (i-k)
cloud top temperature [◦C], for the period November 1996 to June 1997.
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However, several features are well simulated. Optical
thicknesses are larger in the northern hemisphere,
and generally somewhat larger over land than over
oceans. The larger optical thickness in the ITCZ
region is well simulated.
The cloud droplet effective radius is estimated for
large scale liquid water clouds in both model and
observations and taken at the cloud top. The model
shows generally too low CDR values, underestimat-
ing the size of the droplets by 2-3 µm on average. The
contrast of larger droplets over oceans than over land
is observed in both LMDZ model and POLDER data.
Similarily, a contrast between both hemispheres is
well simulated in the model. Particularly small radii
over the industrialized regions of the northern hemi-
sphere, the eastern part of North America, Europe,
and East Asia, and off the east coasts of the North
American and Asian continents is found in both,
model and observations.
Concerning the cloud top thermodynamical phase,
the model often simulates too many ice clouds (low
values in Fig. 3.1). However, it is able to simulate
more ice clouds over the continents than over oceans,
as observed, and more ice clouds in the northern
than in the southern hemisphere. The high level ice
clouds in the ITCZ region are somewhat overesti-
mated. The maritime stratocumulus regions off the
west coasts of the continents with large liquid wa-
ter fractions particularly in the southern hemisphere
are very well captured by the model. The cloud top
temperature is related to the thermodynamical phase
(see also Chapter 8). Thus it is similarly found that
clouds are higher over land than over ocean, and
generally higher in the northern than in the southern
hemisphere. However, the model generally places the
clouds a little bit too high in the atmosphere.
3.5. Summary and conclusions
As the POLDER instrument is able to observe a
variety of aerosol and cloud properties, the datasets
are particularly useful to investigate cloud properties
and aerosol-cloud interactions on a global scale. The
approach to do this applied here is the evaluation of
a global-scale model using the satellite observations,
and to use the combination of model and observa-
tions to improve the understanding of the processes
(see Chapters 8 and 5 for further results).
A comparison of a nudged simulation with the GCM
and the satellite observations reveals some skills and
some deficiencies of the model. Aerosol indices, cloud
thermodynamical phase and cloud height are rather
well captured by the model, showing very similar
features compared to the POLDER observations, in
particular when looking at hemispheric and land-
sea contrasts. The latter ones are well captured for
cloud optical thickness and cloud droplet size as well.
However, systematic biases are found in these two
quantities, with too small droplets, and too large
cloud optical thicknesses.
Unfortunately, so far, only eight months of POLDER
measurements are available. However, since Decem-
ber 2002, the POLDER-2 instrument is in space, and
new data will be available soon.
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Les instruments satellitaires de type radiome`tre
mesurent des luminances au sommet de l’atmosphe`re.
Comme ces luminances de´pendent de l’e´tat de la sur-
face terrestre et de l’atmosphe`re, de l’information
peut eˆtre de´duite sur une multitude de proprie´te´s
de la surface et de l’atmosphe`re. Les luminances
mesure´es par des instruments satellitaires dans la
gamme des ondes courtes sont compose´es de la par-
tie du rayonnement solaire qui est re´fle´chie par la
surface terrestre ou par les diffe´rentes composantes
de l’atmosphe`re. La partie  terrestre du spec-
tre est celui des longueurs d’onde d’environ 4 a` 25
µm, et est compose´e par le rayonnement e´mis par la
surface, par certaines mole´cules dans l’atmosphe`re,
les ae´rosols et les nuages. Des instruments typiques
mesurent l’intensite´ du rayonnement dans diffe´rentes
bandes de longueurs d’ondes, qu’on appelle aussi des
canaux de l’instrument. si les proprie´te´s de diffusion
et d’absorption des composantes de l’atmosphe`re
sont connues, des informations sur la distribution de
ces composantes peuvent eˆtre de´duites des signaux
mesure´s.
On distingue deux types de satellites. Les satel-
lites ge´ostationnaires sont positionne´s au-dessus de
l’e´quateur a` une hauteur spe´cifique ou` leur vitesse de
rotation est identique a` celle de la terre. La meˆme
re´gion de la surface de la terre est ainsi toujours
observe´e. L’avantage de cette me´thode est que des
mesures continues sont en principe possibles. Par
contre, seulement une partie du globe peut eˆtre ob-
serve´e, et en particulier les observations des hautes
latitudes ne sont pas tre`s fiables. De plus, l’altitude
relativement e´leve´e de ces satellites affaiblit le signal
mesure´. La deuxie`me classe de satellites est celle des
satellites de´filants polaires qui tournent a` une alti-
tude donne´e, la terre tournant au-dessous du satel-
lite. Chaque point de la surface terrestre est ainsi
survole´ a` peu pre`s une fois par jour avec une fauche´e
au sol d’environ 2500 km, les hautes latitudes e´tant
observe´es plusieurs fois par jour et les basses lati-
tudes moins fre´quemment. Des instruments peuvent
e´galement eˆtre capables de mesurer perpendiculaire-
ment et le long de la trace.
L’instrument  POLarization and Directional-
ity of the Earth’s Reflectances (POLDER) a
e´te´ de´veloppe´ par le Laboratoire d’Optique Atmo-
sphe´rique (LOA) et le Centre National de E´tudes
Spatiales (CNES). C’est le premier instrument ca-
pable de mesurer simultane´ment les caracte´ristiques
muli-spectrales, multi-directionnelles et polarise´es du
rayonnement solaire re´fle´chi (Deschamps et al., 1994).
En particulier, la polarisation du rayonnement ob-
serve´e donne des nouvelles possibilite´s de de´duire des
proprie´te´s des composantes de l’atmosphe`re.
L’instrument POLDER utilise 15 bandes spectrales
entre 0.44 et 0.91 µm. Il mesure dans une zone de
± 43◦ le long de et ± 51◦ perpendiculairement a` la
trace du satellite, ce qui donne une fauche´e au sol de
2400 km. La re´solution au nadir est de 6 × 7 km2.
Un  superpixel des donne´es de´rive´es est com-
pose´ de neuf pixels de l’image donnant une re´solution
d’environ 0.5 × 0.5◦ a` l’e´quateur.
L’instrument POLDER-1 a e´te´ monte´ a` bord du
satellite Japonais ADEOS-1 et a fourni des donne´es
de novembre 1996 a` juin 1997. La deuxie`me version
(POLDER-2) de l’instrument a vole´ sur le satellite
ADEOS-2 de de´cembre 2002 a` octobre 2003.
Donne´es physiques
Une multitude d’informations physiques peut eˆtre
de´duite des mesures de POLDER comme des pro-
prie´te´s de la surface continentale, la couleur de
l’oce´an, le bilan radiatif, et des informations sur des
nuages et des ae´rosols. Ce sont les deux dernie`res
qui sont d’inte´reˆt particulier pour cette e´tude. Con-
cernant les ae´rosols, l’e´paisseur optique des ae´rosols,
τa, est de´duit des canaux a` 670 et a` 865 nm au-
dessus des oce´ans (Deuze´ et al., 1999). De plus le
coefficient d’A˚ngstro¨m, α, qui est une mesure de la
taille des particules, est e´galement de´rive´ au-dessus
des oce´ans. Un indice des ae´rosols POLDER, AI, est
de´fini comme le produit du coefficient A˚ngstro¨m et
de l’e´paisseur optique des ae´rosols, τa. Cet indice est
calcule´ au-dessus des continents et des oce´ans (Deuze´
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et al., 2000 ; Goloub et Arino, 2000 ; Deuze´ et al.,
2001 ; Tanre´ et al., 2001). Dans cette e´tude, concer-
nant les proprie´te´s des nuages, l’e´paisseur optique,
le rayon effectif des gouttelettes, la tempe´rature,
et la phase thermodynamique au sommet des nu-
ages seront utilise´s. Afin de de´duire la tempe´rature
au sommet des nuages, la pression  Rayleigh
est d’abord de´duite du signal polarise´ a` 443 nm
(Vanbauce et al., 1998). La tempe´rature est en-
suite de´rive´e en utilisant des analyses du Centre
Europe´en des Pre´visions Me´te´orologiques a` Moyen
Terme (CEPMMT, ECMWF en anglais). La phase
thermodynamique au sommet des nuages est estime´
sur la base des luminances polarise´es a` des angles
de diffusion autour de 140◦ (Goloub et al., 2000
; Riedi et al., 2000). L’e´paisseur optique des nu-
ages est obtenu pareillement a` la proce´dure d’ISCCP
(Rossow et Schiffer, 1991), en supposant des nuages
homoge`nes, d’eau liquide et compose´s de particules
sphe´riques d’un rayon effectif de 10 µm, et en util-
isant jusqu’a` 14 directions de vise´e dans le canal a`
670 nm (Buriez et al., 1997 ; Parol et al., 2000). Pour
des nuages en eau liquide homoge`nes a` une e´chelle de
150 × 150 km2, Bre´on et Goloub (1998) de´duisent le
rayon effectif des gouttelettes au sommet des nuages
a` partir de l’analyse du signal polarise´.
Comparaison donne´es POLDER - mode`le
LMDZ
Afin de comparer les quantite´s physiques obtenues
par l’instrument POLDER a` celles simule´es par
le mode`le de circulation ge´ne´rale LMDZ, une
inte´gration du mode`le a e´te´ effectue´e pour la pe´riode
des observations de novembre 1996 a` juin 1997.
Pour assurer des conditions re´alistes de la partie dy-
namique du mode`le, la tempe´rature de la surface des
oce´ans et l’extension de la glace de mer ont e´te´ im-
pose´es au mode`le a` partir des observations (Reynolds
et Smith, 1995 ; Rayner et al., 2003). Les vents hori-
zontaux et la tempe´rature ont e´te´ guide´s en utilisant
des constantes de relaxation de 0.1 jour pour les vents
et de 1 jour pour la tempe´rature. La fauche´e du satel-
lite a e´te´ e´chantillonne´e dans le mode`le afin d’obtenir
une vue du globe journalie`re de la meˆme manie`re
qu’elle se fait avec l’instrument spatial. Les quan-
tite´s au sommet des nuages sont calcule´es en utilisant
une hypothe`se de recouvrement ale´atoire des frac-
tions nuageuses. Des distributions moyenne´es sur la
pe´riode simule´e de l’indice des ae´rosols, de l’e´paisseur
optique des nuages, du rayon effectif des gouttelettes,
de la phase thermodynamique et de la tempe´rature
au sommet des nuages sont compare´es aux quantite´s
observe´es par POLDER (fig. 3.1).
Le mode`le simule bien le contraste terre-mer dans
le contenu en ae´rosols, meˆme si les valeurs e´leve´es
sont trop concentre´es autour des re´gions sources.
L’e´paisseur optique des nuages est surestime´e en
ge´ne´ral par le mode`le, ce qui est un proble`me com-
mun a` beaucoup de mode`les et qui est en particulier
d a` la re´solution verticale grossie`re des mode`les ainsi
qu’a` l’hypothe`se de l’homoge´ne´ite´ plan-paralle`le des
nuages. Pourtant, plusieurs caracte´ristiques sont bien
simule´es par le mode`le. Les e´paisseurs optiques sont
plus grandes dans l’he´misphe`re nord, et en ge´ne´ral
plus grand au-dessus des continents qu’au dessus des
oce´ans. L’e´paisseur optique e´leve´e dans l’ITCZ est
bien simule´e.
Le mode`le en ge´ne´ral simule des rayons effectifs trop
petits d’environ 2 a` 3 µm en moyenne. Le contraste
entre des gouttelettes plus grandes au-dessus des
oce´ans et plus petites au-dessus des continents est
bien observe´ a` la fois dans les donne´es POLDER et
dans LMDZ. Pareillement, le contraste entre les deux
he´misphe`res est bien simule´ dans le mode`le. Des par-
ticules particulie`rement petites au-dessus des re´gions
industrialise´es de l’he´misphe`re nord, la partie est de
l’Ame´rique du Nord, Europe et l’Asie de l’Est, sont
identifie´es a` la fois dans les observations et dans le
mode`le.
Concernant la phase thermodynamique au sommet
des nuages, le mode`le simule souvent trop de nu-
ages de glace. Pourtant, il est capable de donner
plus de nuages de glace au-dessus des continents
qu’au-dessus des oce´ans, comme c’est observe´, et
plus de nuages de glace dans l’he´misphe`re nord que
dans l’he´misphe`re sud. Les nuages de glace dans
l’ITCZ sont le´ge`rement surestime´s. Les re´gions de
stratocumulus marins au large des coˆtes ouest des
continents avec des fractions importantes des nuages
44
3. POLDER satellite observations 3.6. Re´sume´
d’eau liquide en particulier dans l’he´misphe`re sud
sont bien simule´es dans le mode`le. Comme la phase
thermodynamique est corre´le´e a` la tempe´rature, des
re´sultats similaires sont trouve´s pour la distribution
de la tempe´rature au sommet des nuages.
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4. Evaluating parameterizations of cloud-aerosol
processes with single column models and
ACE-2 CLOUDYCOLUMN observations
4.1. Introduction
Contributions to the first aerosol indirect effect are
considered to be largest for low-level stratiform
clouds of moderate optical thickness. Low-level
clouds with liquid water paths large enough to pro-
duce drizzle or rain in clean conditions would be most
susceptible to the second AIE. Both conditions are
fulfilled for marine stratocumulus clouds as observed
particularly off the west coasts of the continents.
Some of the first evidence for the aerosol indirect
effects was provided by so-called ship tracks in ma-
rine stratocumulus clouds. The exhaust from ships
results in brighter clouds along the track of a ship,
observable in satellite observations (e.g., Coakley Jr.
et al., 2000; Durkee et al., 2000; Ackerman et al.,
2000b). An explanation for this observation given in
the references cited is an increase in cloud droplet
number concentration due to the first AIE, and an
increase in cloud liquid water content due to the sec-
ond AIE.
An observational method well suited to provide ev-
idence for and insight into cloud processes are field
campaigns, in which in situ measurements of a mul-
titude of different cloud and aerosol properties can
be measured using aircraft.
The Second Aerosol Characterization Experiment
(ACE-2) was dedicated to the measurement of aerosol
effects in a marine stratocumulus cloud environment
at midlatitudes. The ACE-2 campaign took place in
the in June/July 1997, between Portugal and the Ca-
nary Islands. Five airplanes were measuring in situ
aerosol and cloud properties along with radiation
fluxes. In addition, aerosol measurements from the
Punta del Hidalgo station on the Tenerife Island are
available. In the CLOUDYCOLUMN project, several
cloud microphysical properties have been measured
in totally eight case studies (Brenguier et al., 2000a).
In the present study, data from two particular days
are selected. On June 26th, a cyclone over western
Europe advected pristine maritime airmasses from
the North Atlantic Ocean to the ACE-2 region. The
day of July 9th was the most polluted case, where a
high pressure ridge carried polluted airmasses from
the European continent to the region of measure-
ments.
The study presented in this chapter was carried out
in the framework of the European Project named
Parameterization of the Aerosol indirect Climatic
Effects (PACE). Six single-column model (SCM) ver-
sions of GCMs were used to study the behavior of
the different parameterizations in the two ACE-2
CLOUDYCOLUMN cases, June 26th and July 9th,
1997. The results of this study are published in
Menon et al. (2003). While the evaluation of the
first AIE is rather simple, as just the influence of
the aerosol concentration on cloud droplet number
concentration (CDNC) has to be considered, both of
which are observable quantities, the evaluation of the
second AIE is much more complicated. The second
AIE acts via the microphysical processes of precipi-
tation formation, and it results in changes of cloud
liquid water content, cloud lifetime, and precipita-
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Date ma [µg m−3] Na [cm−3] SO4 [%] ss [%] OC [%]
June 26th 1.2 700 21 15 25
July 9th 5.8 4400 47 10 20
Table 4.1.: The aerosol mass concentration, ma, number concentration, Na, and the mass fractions of SO4,
seasalt (ss) and organic carbon (OC), for the clean (June 26th) and the polluted (July 9th) cases
of the CLOUDYCOLUMN experiment (from Guibert et al., 2003)
Date Nd [cm−3] rv [µm] LWP [g m−2] H [m] HB [m] τc αc
June 26th 52±16 7.77±3.64 18.5±17.8 202 1283 3.99±2.29 0.19±0.01
July 9th 256±38 4.73±1.67 11.0±10.8 167 817 4.23±2.54 0.27±0.02
Table 4.2.: Cloud droplet number concentrations, Nd, cloud droplet volume mean radius, rv, cloud liq-
uid water path, LWP, cloud geometrical thickness, H, the cloud base height, HB , cloud optical
thickness, τc, and cloud albedo, αc, for the clean (June 26th) and polluted (July 9th) cases of
the CLOUDYCOLUMN experiment. Nd, rv, LWC, H, and HB are deduced from in situ mea-
surements (Brenguier et al., 2003; Pawlowska and Brenguier , 2000). LWP is calculated from
LWC using the maximum overlap assumption. τc and αc are obtained from remote sensing data
(Schu¨ller et al., 2003)
tion rate. Thus, a perfectly suited evaluation would
require the knowledge of the distributions of these
quantities, which in contrast to CDNC and aerosol
concentration are highly variable both spatially and
temporally. While we are aware of the problems due
to the assumptions of homogeneity, we rather focus
on the evaluation and comparison of different param-
eterizations of the autoconversion parameterization,
which is the most important process for the onset and
production of precipitation (The distinction between
autoconversion between droplets to form raindrops
and accretion of falling raindrops by the collection of
droplets is different in large and small scale models.
In small scale models, the accretion process is often
of much more importance in the rain formation, a
fact due to the higher resolution of these models).
4.2. Observational data
Guibert et al. (2003) report the aerosol concentrations
and types for the different ACE-2 cases, measured at
the Punto del Hidalgo ground station and using air-
craft measurements. Table 4.1 summarizes the val-
ues given in their study. Pawlowska and Brenguier
(2000) established a dataset of cloud parameters on
a region of 60x60 km2 covering the full track of the
flights. They select the (almost) adiabatic cases from
all available measurements and exclude cases where
drizzle has been observed. The mean droplet num-
ber concentration and volume mean droplet radius
are deduced from the mean droplet spectra. Simi-
larly, Brenguier et al. (2003) give the mean values for
cloud droplet radius, cloud droplet number concen-
tration, and cloud liquid water content, for five sub-
layers of the stratocumulus cloud. Table 4.2 summa-
rizes the characteristic values of the cloud quantities
for the two clean and polluted cases. Together with
measurements of the rainfall rate a complete cloud
and precipitation microphysics and aerosol dataset
is given at the scale of a GCM grid box for the two
ACE-2 CLOUDYCOLUMN situations, a clear (June,
26th) and a polluted (July, 9th) one.
4.3. The SCMs
Six SCM versions of GCMs were used in the
PACE project, named CSIRO, GISS, MetO, PNNL,
ECHAM, and the LMDZ. Descriptions of the re-
spective models are summarized in Table 4.3. As
the situations of interest are non-convective, three
50




















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































4.4. Simulations 4. Evaluation of cloud-aerosol parameterizations with ACE-2
parameterizations are more particularly of interest
in the SCMs, namely the boundary layer, radiation,
and microphysics schemes. The focus of the study is
on the cloud droplet activation scheme, which con-
tributes to the first AIE, and on the autoconversion
scheme, which has the main influence on the sec-
ond AIE in the model. Thus, we will address some
differences and similarities of the SCMs in the micro-
physics parameterization in more detail.
Some of the set-up parameters of the one-day sim-
ulations are summarized in Table 4.3. The vertical
resolution of all GCMs is rather coarse, varying from
18 to 31 layers, with roughly a third of them in the
boundary layer (BL). The BL scheme in all SCMs
diagnoses the latent heat fluxes at the ocean surface
using the wind and temperature profiles. Radiation
is parameterized in all SCMs using the two stream
approximation with spectral bands in the solar and
terrestrial spectra. The schemes are described in
some more detail in Menon et al. (2003) and the
references given therein.
4.4. Simulations
4.4.1. One-day SCM simulations:
Method
One-day simulations with the six SCMs were carried
out in the framework of the PACE project for each of
the two ACE-2 CLOUDYCOLUMN cases. For the
CSIRO, GISS, MetO and PNNL SCMs, the initial
conditions were prescribed from ECMWF reanalysis
data; the CSIRO and GISS models were also forced
with ECMWF data. In contrast to this, the LMDZ
SCM and the ECHAM SCM were initialized and
forced with profiles from a nudged 3D-run of the
GCM.
For the LMDZ model, daily mean SST values were
imposed from the Reynolds SST dataset. Tempera-
ture and horizontal winds were nudged to ECMWF
reanalysis data using relaxation time constants of 1
day and 0.1 day, respectively. The model grid was
zoomed over the ACE-2 region with the center at
16.5◦W and 29.5◦N, obtaining a resolution of 140x90
km2 in the zoom region. Values at the grid point
(17.4◦W/29.5◦N) were taken to initialize and force
the SCM. While winds, surface pressure and SST
are imposed on the SCM, temperature and humidity
are nudged using a relaxation constant deduced from
wind speed and grid size (Ghan et al., 1999).
4.4.2. One-day SCM simulations: Results
Figures 4.1 and 4.2 show the cloud amount and the
cloud liquid water content simulated by the six SCMs.
Along with this, Fig. 4.3 shows the cloud amount
from ISCCP satellite measurements on a scale similar
to the model resolution.
The results from the six models differ in various
aspects. Three of the models (CSIRO, PNNL, LMD)
tend to simulate continuously a cloud, which is in
agreement with the observations. For the clean case
(June 26th), MetO and ECHAM models simulate
a continuous cloud as well. The daily mean cloud
amount varies among the models between < 50%
and >80% for June 26th, and shows even more scat-
ter, between 10 and >80% on July 9th, the LMD
model being at the upper end of this scale in both
cases. ISCCP satellite observations give a cloud
amounts of 80% and 82%, respectively. Compar-
ing the two cases, CSIRO, PNNL, and LMD models
simulate rather similar diurnal cycles of the cloud
in both cases, PNNL placing the cloud lower in the
polluted case. The diurnal cycle given by the LMD
model is consistent with the ISCCP observations for
June 26th, while on July 9th, the minimum at night-
time and early morning is not captured. For the
clean case, it can be seen that the two models forcing
the SCM with profiles from a nudged 3D-simulation
(ECHAM and LMD models) simulate a similarly
persistent cloud, so maybe the consistency in the 3D
field enables the model to simulate a continuous cloud
cover as observed. The two models that are able to
resolve the vertical structure of the boundary layer
clouds better than the other ones (MetO through a
better resolution, and GISS through a vertical sub-
grid cloud fraction parameterization) simulate the
smallest cloud amounts in both cases.
Similarly, it is in these two models, that the high-
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Figure 4.1.: Time-pressure plot of the predicted cloud fraction for (a) the clean (June 26) and (b) polluted
(July 9) cases. Observed cloud base and top levels are reported in the upper left graph (CSIRO).
Cloud fraction from observations with the casi radiometer are also indicated on the color bar.
est cloud bases are simulated (Figure 4.4), in better
agreement with the observations. This feature is,
however, more pronounced on June 26th than on
July 9th. Again probably due to the coarse vertical
resolution of the models, cloud geometrical thickness
is overestimated by all models, the MetO and GISS
models again being somewhat closer to the obser-
vations. It is remarkable that the simple vertical
subgrid parameterization in the GISS model gives
results very similar to the MetO model results which
uses a considerably better resolution (13 against 8
layers in the boundary layer).
As shown in Fig. 4.5, all models strongly under-
estimate the measured rainfall rate at the surface. It
can be noted, however, that the two models forced
from a consistent 3D field (ECHAM and LMD) are
able to produce a larger rain rate than the other
models, in better agreement with the observations.
Concerning CDNC and CDR, all models success-
fully simulate more and smaller cloud droplets in the
polluted compared to the clean case. SCM parame-
terizations differ primarily in the way of predicting
Nd from aerosol concentrations, PNNL and ECHAM
using physically based, the other models empirically
based relationships. The PNNL model simulates too
large CDNC in both cases, and ECHAM too low
values in the polluted case. The empirical schemes
are rather close to each other, showing, however,
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Figure 4.2.: As Fig. 4.1, but for cloud water mixing ratio [g kg-1]. Observations from the casi radiometer
are also indicated on the color bar.











































Figure 4.3.: ISCCP derived cloud amount and cloud top for the clean and polluted cases.
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Figure 4.4.: Cloud base [m] and cloud geometrical thickness [m] simulated by the six SCMs. The observations
are shown as a full circle.
Figure 4.5.: Rain rate at the surface [mm day−1].
different behaviors in response to the increase in
aerosol burden from June 26th to July 9th. The
LMD model has the smallest sensitivity to increased
aerosol concentration, the GISS model the strongest
one. Concerning the CDR, it is remarkable that all
models rather overestimate the droplet size although
several of them are within or close to the uncertainty
range given for the observations. It should be noted
that due to adaptation of the autoconversion schemes
using a “critical radius” for the onset of precipitation,
models tend to simulate too small CDR (Rotstayn,
2000). In the cases examined here, however, the CDR
are well above this critical threshold value.
55
4.4. Simulations 4. Evaluation of cloud-aerosol parameterizations with ACE-2
Figure 4.6.: Cloud droplet number concentrations ([cm−3], upper panel) and cloud droplet effective radii
([µm], lower panel).
4.4.3. Single-step simulations: Method
Single-step simulations were carried out to test the
microphysics parameterization alone. The models
were initialized by the ECMWF temperature and hu-
midity profiles for 12Z on June, 26th and July, 9th.
• EXP-N is the first experiment, in which the
ability of the parameterizations is tested to pre-
dict the cloud droplet number concentration
with given aerosol concentrations. In case of
the LMDZ model, which uses the empirical for-
mula of Boucher and Lohmann (1995), this is
just a diagnosis of this formula given the aerosol
mass concentration.
• In EXP-A simulations, the vertical resolution
of the SCMs was increased to be able to re-
solve the five sub-layers of the clouds as in the
observational data from Brenguier et al. (2003).
Cloud droplet number concentration, Cloud liq-
uid water content, and cloud geometry were
prescribed. With these simulations, the degree
of realism of the parameterization of cloud op-
tical properties and radiation could be tested.
At the same time, a comparison of rain rates
at the base of the cloud and at the ground of
models and observations allowed an evaluation
of the autoconversion parameterizations.
• VERT was a third single-step parameterization,
which was similar to EXP-A except that the
standard vertical resolution of the SCMs was
applied.
In addition to the results published in Menon et al.
(2003), here, in EXP-N, different parameterizations
for the link between CDNC and aerosol mass are
tested with the LMDZ SCM: The formulae “(A)” and
“(D)” from Boucher and Lohmann (1995), and two
modifications of these two formulae: First, the sulfate
aerosol mass is replaced by the maximum of the mass
concentrations of three different species of hydrophilic
aerosols (sulfate, organic matter, and sea salt), and
second, the sum of the mass concentrations of hy-
drophilic aerosols is taken. The idea is that using the
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sum or the maximum of the masses of all hydrophilic
aerosols instead of sulfate alone could help to over-
come the difficulty of using sulfate as a surrogate for
all aerosol types in regions where sulfate aerosols are
sparse compared to other potential CCN.
4.4.4. Single-step simulations: Results
and Discussion
For the EXP-N experiment (Table 4.4), all model
parameterizations simulate larger CDNC concentra-
tions for the polluted compared to the clean case.
However, no clear distinction can be made between
physically (PNNL and ECHAM) and empirically
based schemes. While ECHAM overpredicts CDNC
in the clean case, it matches the observations exactly
in the polluted case. PNNL, however, matches the
observations exactly in the clean case and largely un-
derpredicts the CDNC in the polluted case. Among
the other models, GISS uses a scheme partially de-
rived from the ACE-2 data. This scheme, however,
is nevertheless not able to reproduce the observed
CDNC in both cases. For the LMD model, two dif-
ferent empirical formulae of Boucher and Lohmann
(1995) were compared, and each of these was again
modified to also take into account the non-sulfate
aerosols. This was done in one study by using the
maximum of the masses of sulfate, hydrophilic or-
ganic matter, and submicronic sea salt, and in a sec-
ond one by using the sum of all these aerosol masses.
Using the sum of all masses, the model seems to
overpredict largely CDNC. Both formulae overpre-
dict CDNC for the clean case for any of the aerosol
mass concentrations tested. Formula “A” is better
in predicting CDNC in the clean case, formula “D”
better in the polluted case. It can be deduced that
a formula which showed more sensitivity to aerosol
concentration would be needed to simulate the dif-
ferences between the two cases well.
Tables 4.6 and 4.7 give the results for the EXP-A
simulations, for the model-simulated cloud optical
thickness, τc, and the SW planetary albedo at TOA.
For each of the two clear and polluted cases, four
simulations were carried out: The first time, the liq-
uid water content of the cloud was scaled to match
the LWP observed by the FSSP instrument, and the
second time, to match the OVID measurement of
LWP. These two LWPs differ a lot. It is difficult to
identify which estimate is better. On the one hand,
as the OVID instrument infers LWP from radiation
measurements, some uncertainty may be introduced.
On the other hand, this method is able to capture
a view of all LWP situations, where the FSSP in
situ instrument can only collect samples. Therefore,
the two different LWPs were used in the simulations.
Then, these two simulations were done twice, at the
resolution of the dataset, and at the lower standard
model resolution.
Looking at the model-simulated cloud optical thick-
ness, τc, mainly two parameterizations can be exam-
ined. The first is the way to derive the cloud optical
thickness from (fixed) LWP, W , and CDR, re. This







from Stephens (1978), where ρw is the water density,
for all models except the MetO model, which uses the








with two empirical constants a and b. However, in
some of the models, τc is further scaled to consider
subgrid-scale variability. In the GISS model, this
factor is f
1
3 (where f is the cloud fraction), which is
explained as a measure of possible vertical subgrid-
scale variability (Del Genio et al., 1996). For the
PNNL, the scaling factor is f
3
2 , and the ECHAM
uses an “inhomogeneity factor” of 1.− 0.06 W 13 from
Tompkins (2002). Further on, the CDR is calcu-
lated using the prescribed liquid water content and
CDNC. Therefore, the volume-mean droplet radius,
rdv, is calculated assuming spherical particles. This
is related to the effective radius by a factor k, which
is (for the oceanic conditions) 1.077 in the CSIRO,
MetO and ECHAM models, 1.1 in the PNNL and
LMD models, and 1.28 in the GISS model, which are
in the range of the observations (Pontikis and Hicks,
1993; Martin et al., 1994). The second parameteri-
zation of interest is how the clouds are assumed to
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CSIRO GISS MetO PNNL ECHAM
June 26th 52±16 46 68 51 34 52 84
July 9th 256±38 230 358 217 242 138 255
SO4, “D” SO4, “A” max, “D” max, “A” sum, “D” sum, “A”
June 26th 92 59 99 64 142 99
July 9th 245 186 245 186 300 235
Table 4.4.: The predicted CDNC [cm−3] from EXP-N (with observed aerosols prescribed), from FSSP and
OVID observations and from the five SCMs (upper panel), and for six realizations with the
LMDZ-GCM (lower panel, “A” and “D” indicate the two respective formulas of Boucher and
Lohmann (1995), SO4 means sulfate aerosols only, “max”, the maximum of the mass concentra-
tions of different hydrophilic aerosols is taken instead of sulfate mass, and “sum”, the sum of
their mass concentrations is taken).































2 1−0.06W 13 none
Factor in re-
rd,v relation
1.077 1.28 1.077 1.1 1.077 1.1
Vertical
overlap
random none max-rand random max-rand random
Table 4.5.: Model parameterizations for the derivation of cloud optical thickness
overlap in the vertical, at least in the case of the high
resolution, where multiple cloud layers exist. CSIRO,
PNNL and LMD use a random overlap assumption,
and MetO and ECHAM maximum-random over-
lap. In the GISS model, a layer is considered either
entirely cloudy or clear in the radiation scheme, de-
pending on a random number and the cloud fraction.
Table 4.5 summarizes the differences in the parame-
terizations. For the cloud optical thickness, all mod-
els simulate the values within the uncertainty given
for the FSSP observations. For the high resolution,
PNNL shows the smallest optical thicknesses, which
is due to the large scaling factor in τc. Similarly, the
GISS model also simulates rather low values. The
different formulation for cloud optical thickness used
in the MetO gives values comparable to those ob-
tained from the Stephens (1978) parameterization.
This, however, may also be due to the fact that the
MetO model uses a maximum-random vertical over-
lap assumption, which is different from the other
models. The fact that the GISS model shows rather
low values may also be due to the relatively large
value of the scaling factor k. The LMD model simu-
lates optical thicknesses within the range of the other
SCMs, but generally somewhat larger values than the
mean. When initialized with rather low liquid water
contents, this is closer to the observations, while for
relatively larger LWP, this is less realistic.
The models generally show larger optical thicknesses
and albedos when coarsening the vertical resolu-
tion. For the coarse resolution, the ECHAM model
shows rather low optical thicknesses which may be
attributed to the use of the inhomogeneity factor for
the scaling of τc.
Table 4.7 shows the SW planetary albedo. Here,
the different radiation parameterizations can be eval-
uated against the other ones. Generally, the schemes
are able to simulate slightly larger albedos for the
polluted compared to the clean case, however, this
increase is less in the models than in the OVID obser-
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Date Res. LWP OBS CSIRO GISS MetO PNNL ECHAM LMD
June 26th O F 3.99±2.29 3.63 3.34 3.26 3.21 - 3.50
M F 4.32 4.40 - 5.64 3.80 5.50
O O 5.09 7.59 8.19 6.44 7.05 - 7.30
M O 9.01 9.02 - 12.4 7.00 11.4
July 9th O F 4.23±2.54 4.23 3.49 3.66 3.20 - 4.00
M F 4.93 4.73 - 3.33 3.00 6.00
O O 4.99 8.85 7.77 7.64 7.20 - 8.50
M O 10.4 9.90 - 7.20 8.00 12.5
Table 4.6.: Cloud optical thicknesses simulated by the SCMs in EXP-A. Results for a vertical resolution
(column “Res.”) of the observations (O) and the model (M) are given. In one set of simulations,
the liquid water path of the FSSP measurements was imposed to the models (column “LWP”, F),
and in another one, the LWP of the OVID measurements (O). FSSP deduced an optical thickness
of 3.99±2.29 and 4.23±2.54 for June 26th and July 9th, respectively, and OVID 5.09 and 4.99,
respectively.
Date Res. LWP OBS CSIRO GISS MetO PNNL ECHAM LMD
June 26th O F 0.15±0.01 0.26 0.19 0.18 0.17 - 0.14
M F 0.27 0.23 - 0.27 0.21 0.18
O O 0.30 0.30 0.27 0.27 - 0.21
M O 0.32 0.35 - 0.41 0.27 0.28
July 9th O F 0.18±0.01 0.27 0.20 0.19 0.18 - 0.15
M F 0.27 0.24 - 0.18 0.19 0.19
O O 0.32 0.30 0.27 0.29 - 0.22
M O 0.33 0.37 - 0.29 0.30 0.28
Table 4.7.: As Table 4.6, but for TOA SW albedo.
vations. Models generally simulate too large albedos,
except for some cases, as e.g. the LMD model when
initialized with low LWPs and at high resolution.
Coarsening the resolution results in the simulation of
larger albedos, which is consistent with the increase
in cloud optical thickness. Also due to the simulated
differences in COT, the CSIRO model generally sim-
ulates rather large albedos, and the PNNL model
rather low ones.
In Table 4.8, the rainfall rates simulated by the
different autoconversion schemes are listed. It is
astonishing that all models extremely underestimate
the rainfall rates. A reason could be the inherent
assumption of homogeneity. When increasing the
vertical resolution from standard model resolution to
the resolution of the observational dataset, somewhat
more precipitation is simulated by some of the mod-
els, but still this precipitation is one to three orders
of magnitude too small. The differences among the
models that use an autoconversion scheme similar
to the Tripoli and Cotton parameterization (GISS,
MetO, CSIRO, LMD) can be used to examine the
impact of the choice of parameters. However, as has
been examined already in the analysis of the one-day
simulations, the autoconversion threshold does not
play a role, as the droplets are generally larger than
the critical values of 7.5 or 8 µm used in the schemes.
Testing the Khairoutdinov and Kogan (2000) auto-
conversion scheme in the ECHAM, which is similar
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Date OBS Res. CSIRO GISS MetO PNNL ECHAM LMD
June 26th 25.5 O 0.43 0.01 3.33 0.05 - 0.41
M 0.00 0.01 - 0.00 0.00 0.00
July 9th 2.22 O 0.00 0.00 0.83 0.01 - 0.00
M 0.00 0.07 - 0.01 0.00 0.00
Table 4.8.: Rain water fluxes at cloud base [mg m−2 s−1] from EXP-A for the clean and polluted cases, for
the vertical resolution of the observations (“O”) and of the models (“M”).
to the Tripoli and Cotton (1980) parameterization
but does not include a “critical value” reveals that
this scheme is not able either to produce a realistic
drizzle rate.
4.5. Summary and conclusion
Among single-column versions of six general circula-
tion models, the LMDZ including the microphysical
scheme of Boucher et al. (1995a) has been evalu-
ated using in situ observations from two cases of the
ACE-2 CLOUDYCOLUMN field study, a clean and
a polluted one. The observational data is available
averaged over a homogeneous maritime stratocumu-
lus cloud on a scale of 60x60 km2, which is a size
comparable to the GCM resolution.
In all the quantities evaluated, the SCMs show a very
large scatter. The stratocumulus clouds simulated by
the different models in one day simulations vary in
fractional cloudiness, liquid water content, CDNC,
and cloud optical thickness. However, some results
are very useful. Models applying a high resolution
in the boundary layer or a vertical subgrid-scale
parameterization are better able to simulate cloud
base height and size. Models forced from a consis-
tent three-dimensional field simulated cloud fractions
better, indicating that the parameterizations might
do a better job in the 3D than in the 1D version,
possibly due to a canceling of errors.
All the models simulate larger CDNC and smaller
droplet sizes in the polluted compared to the clean
case. However, it is not possible to decide whether
physically or empirically based schemes are preferable
from their skill. Precipitation is extremely underes-
timated indicating some need for drizzle parameter-
ization. The fact that none of the models is able
to simulate drizzle of observed magnitude in neither
the clean nor the polluted case indicates also that a
second indirect effect cannot adequately be modeled
with current GCMs. As expected, cloud optical prop-
erties were simulated much more realistically when
increasing the vertical resolution. However, none of
the individual parameterizations for cloud optical
thickness, vertical cloud overlap, or effective radius
can be distinguished to be preferable compared to
the other ones.
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Les contributions les plus importantes aux effets in-
directs des ae´rosols viennent des nuages stratiformes
des niveaux bas et des e´paisseurs optiques mode´re´es.
Des nuages bas avec des contenus en eau liquide
assez e´leve´s pour former de la bruine dans des con-
ditions non-pollue´es sont les plus influenables par le
deuxie`me effet indirect. Ces deux conditions sont
remplies pour des stratocumulus marins comme on
les observe au large des coˆtes ouest des continents. La
campagne de mesures ACE-2 (Second Aerosol Char-
acterization Experiment) a e´te´ de´die´e aux mesures
des effets des ae´rosols dans l’environnement des stra-
tocumulus marins. Elle a eu lieu en juin/juillet 1997
entre le Portugal et les ıˆles Canaries. Cinq avions
ont mesure´ in situ les proprie´te´s des ae´rosols et des
nuages. De plus, des mesures d’ae´rosols existent a`
la station Punto del Hidalgo sur l’ˆıle Tenerife. Dans
le projet CLOUDYCOLUMN, des proprie´te´s micro-
physiques des nuages ont e´te´ mesure´es dans huit cas
(Brenguier et al., 2000a). Deux de ces cas ont e´te´
se´lectionne´s pour cette e´tude. Le 26 juin, un cyclone
au-dessus de l’Europe de l’Ouest advectait des masses
d’air propres sur la re´gion d’ACE-2. Le 9 juillet, pour
le cas CLOUDYCOLUMN le plus pollue´, une zone
de haute pression apportait des masses d’air pollue´
du continent europe´en vers la re´gion de mesures.
L’e´tude pre´sente´ dans ce chapitre a e´te´ effectue´e
dans le cadre du projet Europe´en PACE (Parame-
terization of the Aerosol indirect Climatic Effects).
Des versions unicolonnes de six diffe´rents MCGs
ont e´te´ utilise´es pour e´tudier les comportements des
diffe´rentes parame´trisations dans les deux cas d’ACE-
2. Les re´sultats de cette e´tude ont e´te´ publie´s dans
Menon et al. (2003). L’e´valuation du premier effet
indirect est relativement simple, c’est principalement
l’influence de la concentration en ae´rosols sur la con-
centration en nombre des gouttelettes qui doit eˆtre
conside´re´e et ce sont tous les deux des quantite´s ob-
serve´es. L’e´valuation du deuxie`me effet indirect est
beaucoup plus complique´e. Le deuxie`me effet indi-
rect modifie, via des processus microphysiques de la
formation de la pre´cipitation, le contenu en eau des
nuages, leur dure´e de vie, et le taux de pre´cipitation.
Pour une e´valuation parfaite la connaissance des
distributions de toutes ces quantite´s, qui sont tre`s
variables temporellement et spatialement, serait
donc ne´cessaire. Ici, on se focalise sur l’e´valuation
et comparaison de diffe´rentes parame´trisations de
l’autoconversion, le processus le plus important pour
la formation de la pre´cipitation dans les mode`les de
grande e´chelle.
Donne´es et me´thode de simulations
Les proprie´te´s des ae´rosols ont e´te´ mesure´es a` la sta-
tion Punto del Hidalgo et avec des avions (Guibert et
al., 2003). En se´lectionnant les cas adiabatiques et
en excluant les cas dans lesquels de la bruine a e´te´
observe´e, Pawlowska et Brenguier (2003) ont e´tablit
a` partir des vols d’avions un jeu de donne´es valable
pour une re´gion de 60 × 60 km2. De plus, Brenguier
et al. (2003) de´duisent un jeu de donne´es pour cinq
sous-couches du nuage, pour le rayon effectif, la con-
centration en nombre des gouttelettes, et le contenu
en eau liquide. Des mesures par te´le´de´tection de
l’albe´do et de l’e´paisseur optique des nuages viennent
comple´ter le tableau (Schu¨ller et al., 2003).
Les six MCGs dont les versions unicolonnes ont e´te´
utilise´es e´taient ceux du CSIRO (Rotstayn, 1997 ;
Rotstayn, 2000), du GISS (Del Genio et al., 1996 ;
Menon et al., 2002), du Met Office (MetO ;Wilson et
Ballard, 1999 ; Jones et al., 2001), du PNNL (Ghan
et al., 1997a), ECHAM (Lohmann et Roeckner, 1996
; Lohmann et al., 1999) et LMDZ (Li, 1999 ; Boucher
et al., 1995).
Deux types de simulations ont e´te´ effectue´s. Des
simulations d’une journe´e ont e´te´ faites pour les
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deux jours des 26 juin et 9 juillet 1997. Les con-
ditions initiales e´taient prescrites par des donne´es du
CEPMMT, et a` l’exception de MetO et PNNL, les
mode`les unicolonnes e´taient force´s par des donne´es
du CEPMMT (CSIRO et GISS) ou´ a` partir des sim-
ulations 3D guide´es avec des donne´es du CEPMMT
(ECHAM et LMDZ). Pour LMDZ, la simulation 3D
qui a servi pour initialiser et forcer le mode`le 1D a
e´te´ effectue´e en mode zoome´ sur la re´gion d’ACE-
2. Un deuxie`me type de simulations consistait en
simulations d’un seul pas de temps du mode`le pour
e´valuer certaines parame´trisations individuellement.
Les mode`les ont e´te´ initialise´s avec des profils de
tempe´rature et d’humidite´ du CEPMMT pour le 26
juin et le 9 juillet a` 12h GMT. Dans l’expe´rience
nomme´e  EXP-N , la concentration en nombre
des gouttelettes est calcule´e a` partir des ae´rosols
donne´s. Dans  EXP-A , la concentration des
gouttelettes, le contenu en eau liquide, et la ge´ome´trie
du nuage e´taient prescrits. La parame´trisation des
proprie´te´s optiques des nuages, du rayonnement et de
la pre´cipitation pouvaient ainsi eˆtre e´value´es. Dans
cette expe´rience, la re´solution verticale a e´te´ aug-
mente´e pour re´soudre les observations donne´es par
Brenguier et al. (2003).  VERT consistait en la
meˆme e´tude, mais en utilisant la re´solution verticale
standard du mode`le.
Re´sultats
Les re´sultats des six mode`les varient sous plusieurs
aspects (voir figs. 4.1 a` 4.6). Trois des mode`les
(CSIRO, PNNL, LMDZ) simulent un nuage en con-
tinu, comme c’est le cas dans les observations. Dans
le cas non-pollue´ (26 juin), MetO et ECHAM simu-
lent un nuage e´galement persistent. La ne´bulosite´
moyenne journalie`re varie entre moins de 50% et plus
de 80% le 26 juin, et encore plus fortement, entre
10% et plus de 80%, le 9 juillet, LMDZ montrant des
valeurs plutoˆt e´leve´es dans les deux cas. Des donne´es
satellitaires ISCCP donnent des valeurs de 80% et
82% pour les cas propre et pollue´. En comparant
les deux situations, les mode`les CSIRO, PNNL et
LMDZ simulent des cycles diurnes des nuages assez
similaires pour les deux cas, le nuage e´tant place´ un
peu plus bas dans le cas pollue´ dans le PNNL. Pour
le 26 juin, le cycle diurne simule´ par LMDZ est sim-
ilaire a` celui observe´ par ISCCP, alors que pour le
9 juillet, les minima pendant la nuit et le matin ne
sont pas simule´s. Dans le cas propre, dans les deux
mode`les qui sont force´s par des profils obtenus par
des simulations 3D guide´es (ECHAM et LMD), le
nuage persistent qui a e´te´ observe´ est mieux simule´
que par les autres mode`les. Les deux mode`les qui
ont une re´solution verticale plus e´leve´e que les autres
(MetO par une meilleure re´solution, et GISS par
une parame´trisation de la fraction nuageuse sous-
maille verticale) simulent les fractions nuageuses les
plus petites. Egalement dans ces deux mode`les, les
bases des nuages les plus hautes sont simule´es, en
meilleur accord avec les observations, et l’e´paisseur
ge´ome´trique des nuages est plus petite que dans les
autres mode`les, ce qui est aussi plus proche des obser-
vations. Il est remarquable que le sche´ma simple de
parame´trisation sous-maille du mode`le GISS donne
des re´sultats similaires a` ceux du mode`le MetO qui
utilise une re´solution plus fine (avec 13 au lieu de 8
couches dans la couche limite).
Le taux de pre´cipitation a` la surface est fortement
sous-estime´ par tous les mode`les. Les deux mode`les
force´s par un champ 3D d’une simulation (ECHAM
et LMD) sont pourtant meilleurs que les autres.
Tous les mode`les simulent plus de gouttelettes dans
le cas pollue´, et des gouttelettes plus petites dans le
cas propre. Alors que PNNL et ECHAM utilisent des
parame´trisations physiques pour le lien entre ae´rosols
et nombre des gouttelettes, les autres appliquent des
formules empiriques. Le mode`le PNNL simule des
concentrations trop larges dans les deux cas, et le
ECHAM des valeurs trop petites dans le cas pollue´.
Les sche´mas empiriques sont relativement proches les
uns des autres. Les rayons effectifs des gouttelettes
sont plutoˆt surestime´s par les mode`les. Plusieurs
mode`les sont pourtant bien capables de simuler des
valeurs aux incertitudes des observations pre`s.
Dans les simulations a` pas de temps uniques
(tableaux 4.4 a` 4.8), tous les mode`les sont bien capa-
bles de simuler les concentrations de gouttelettes plus
e´leve´es dans le cas pollue´ en comparaison au cas pro-
pre. Pourtant, on ne peut pas distinguer clairement si
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ce sont les parame´trisations physiques ou empiriques
qui sont les plus re´alistes. Alors que ECHAM sures-
time la concentration dans le cas propre, il simule
exactement la meˆme concentration qu’observe´e dans
l’autre cas. PNNL, de l’autre cote´, donne la concen-
tration exacte dans le cas propre et sous-estime large-
ment la concentration dans le cas pollue´. Parmi les
parame´trisations empiriques, le GISS a e´te´ de´veloppe´
partiellement a` partir des donne´es d’ACE-2. Pour-
tant, il n’est pas capable de reproduire les con-
centrations observe´es dans les deux cas. Pour le
LMD, plusieurs variations des formules de Boucher
et Lohmann (1995) ont e´te´ teste´es, dont leurs for-
mules  A et  D , en utilisant la masse des
sulfates (comme propose´ par les auteurs), puis le
maximum des masses des diffe´rents types d’ae´rosols
hydrophiles (sulfates, sels de mer submicroniques,
ae´rosols carbone´s hydrophiles), et enfin la somme de
ces masses. Aucune de ces parame´trisations ne simule
la variation de la concentration des gouttelettes entre
les deux cas comme observe´e. Pour le cas propre, la
concentration est surestime´e par presque toutes les
re´alisations, et quand le re´sultat est proche des obser-
vations (avec les sulfates seulement dans la formule
 A et maximum, formule  A ), la concen-
tration est largement sous-estime´e dans le cas pollue´.
Quand la concentration est bien simule´e dans le cas
pollue´ (sulfates, formule  D , maximum, formule
 D , somme, formule  A ), elle est surestime´e
dans le cas propre. Donc, une autre parame´trisation
qui serait plus sensible a` la variation de la concentra-
tion des ae´rosols serait ne´cessaire.
Dans les e´tudes EXP-N, quelques particularite´s
dans les diffe´rents parame´trisations pourraient eˆtre
e´value´es. Plusieurs mode`les utilisent des facteurs
pour ajuster leurs e´paisseurs optiques. Ces mode`les
donnent des valeurs plus petites. Le mode`le LMDZ,
qui n’inclut pas un tel facteur, simule plutoˆt des
valeurs e´leve´es, ce qui est plus re´aliste dans certains
cas. Quand on utilise la re´solution plus grossie`re du
mode`le (e´tude  VERT ), tous les mode`les simu-
lent des e´paisseurs optiques et des albe´dos plus larges,
ce qui est moins re´aliste. La variation de l’albe´do
des nuages entre les cas propre et pollue´ est plus
grand dans les observations que dans les mode`les.
Le taux de pre´cipitation est fortement sous-estime´
de plusieurs ordres de grandeur par tous les mode`les.
E´videmment, ils ne sont pas capables de simuler la
bruine observe´e dans le cas des contenus en eau liq-
uide relativement faible.
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5. Aerosol indirect effects in POLDER satellite
data and in the LMDZ GCM
5.1. Introduction
To understand the aerosol-cloud interactions on a
global scale, the most promising approach is the
combination of general circulation models (GCMs)
and satellite measurements. GCMs include the treat-
ment of a multitude of dynamical and physical pro-
cesses and are able to simulate interactions between
many climate parameters. Comparing the results of
different simulations is a powerful method to under-
stand climate processes. In contrast to observations,
the impacts of single processes can be isolated. A
disadvantage of GCMs is their coarse resolution.
Observations with spaceborne instruments are the
only measurements which cover the whole globe on
long timescales. Satellite observations can there-
fore be used to evaluate GCM simulations. Current
satellite instruments generally measure top-of-the-
atmosphere radiances in the shortwave and long-
wave spectrum, thus providing a two-dimensional
(latitude-longitude) view of cloud properties but with
limited information on the vertical distribution.
Using AVHRR satellite observations, Wetzel and
Stowe (1999) showed an inverse relationship between
zonal and seasonal averages of aerosol optical depth
and droplet size of stratus clouds over oceans. They
also found an increase in seasonal and zonal mean
cloud optical thicknesses with increasing aerosol opti-
cal thickness over oceans. Schwartz et al. (2002) used
a combination of a hemispheric model and AVHRR
satellite data to study the correlations between mod-
eled aerosol data and satellite-derived cloud proper-
ties for a period of one week in April 1987 over the
North Atlantic Ocean. They found a negative correla-
tion between simulated sulfate aerosol concentration
and observed cloud droplet radius, but no correla-
tion between simulated sulfate and observed cloud
optical depth. Again from AVHRR data, Nakajima
et al. (2001) derived a negative correlation between
cloud droplet effective radius and aerosol number
concentration over oceans. However, their results do
not show a correlation between aerosol concentra-
tion and cloud optical thickness or cloud liquid water
path.
Bre´on et al. (2002) used POLDER data to establish
a relationship between quasi co-located aerosol prop-
erties and cloud droplet effective radii (CDR). They
put in evidence the first aerosol indirect effect by
identifying a decrease in cloud droplet effective radii
with increasing aerosol concentrations. Lohmann
and Lesins (2003a) compared these data with results
from simulations with the ECHAM GCM to investi-
gate the relative importance of the first and second
AIE in their model. They found a too steep decrease
in effective radius with increasing aerosol burden if
the second indirect effect was excluded. Lohmann
and Lesins (2003b) extended this study and further
found an increase in LWP with increasing aerosol in-
dex in their model. They showed that, independently
of the LWP, the CDR to aerosol index relationship is
different in maritime compared to continental condi-
tions.
In contrast to previous studies (with the excep-
tion of Bre´on et al., 2002), we do not average cloud
and aerosol parameters over large regions and long
timescales; rather we seek relationships between pa-
rameters derived from co-located (within a few degree
65
5.2. Observational data from POLDER 5. Aerosol indirect effects in POLDER and GCM
resolution) and simultaneous measurements. A sec-
ond difference from former studies is that we try to
distinguish the aerosol impact on clouds for different
cloud liquid water paths. Han et al. [1998, 2002]
showed different behaviors of the relationship be-
tween cloud droplet column concentration and cloud
optical thickness, τc, for small (τ < 15) and large
(τ > 15) cloud optical thicknesses.
In this study, we exploit satellite data from the
Polarization and Directionality of the Earth’s Re-
flectances (POLDER) instrument and the Labora-
toire de Me´te´orologie Dynamique (LMD-Z) GCM.
We establish statistical relationships in both satellite
observations and results from model simulations to
understand both the first and second AIE and to
isolate the contribution of anthropogenic aerosols.
5.2. Observational data from
POLDER
The POLDER-1 spaceborne radiometer on board the
Japanese ADEOS satellite was able to measure vari-
ous aerosol and cloud properties (Deuze´ et al., 1999;
Buriez et al., 1997) for the period from November
1996 until June 1997. Additionally Bre´on and Goloub
(1998) showed that in some cases multi-directional
polarized radiance measurements can be inverted to
estimate the CDR at cloud top. Their method unam-
biguously derives the size of spherical water droplets.
This is an advantage compared to other methods to
derive CDR which could be contaminated by aerosol
layers above clouds (Haywood and Osborne, 2003).
This retrieval was performed by Bre´on and Colzy
(2000) who derived cloud top droplet effective radii
for the whole POLDER-1 period in cases of horizon-
tally homogeneous liquid clouds on scales of at least
150x150 km2.
We use the POLDER aerosol index (AI) derived
over land and ocean (Deuze´ et al., 1999). The AI
is estimated as the product of the aerosol optical
depth, τa, and the A˚ngstro¨m coefficient, α, which is
a measure of the particle size. It is therefore noted
ατ and may be interpreted as the load of submicronic
aerosols. Recent studies have shown a high correla-
tion between the AI and the column-integrated CCN
concentration (Nakajima et al., 2001). Regarding
cloud properties, we use the cloud optical thickness,
τc, derived over land and ocean (Buriez et al., 1997)
and the CDR described above.
We interpolate all observational data to the coarser
GCM grid. In contrast to Bre´on et al. (2002), where
back-trajectories were used to relate a particular
measurement of CDR to a clear-sky (upwind) mea-
surement of aerosols, we correlate here the aerosol
and cloud parameters in the same grid-box. This
should be adequate, as the model grid-boxes are
much larger than the POLDER pixels.
As there is no direct derivation of cloud liquid water
path (LWP) from POLDER measurements, we esti-
mate it from the cloud optical thickness, τc, and the








where ρw is the density of liquid water. Thus, we get
a measurement of LWP only over grid-boxes where
a measurement of the CDR exists, i.e., for homoge-
neous liquid clouds. Note that POLDER estimates
the cloud optical thickness from the reflectance mea-
surements using a radiative transfer model.
5.3. Model description and
derivation of a “satellite-like”
model output
We use the Laboratoire de Me´te´orologie Dynamique
(LMD-Z) GCM (Li , 1999). Condensation of water
vapor is calculated in the model using a “hat” prob-
ability density function for total water content to al-
low for fractional cloudiness (Le Treut and Li , 1991).
We apply the microphysical scheme of Boucher et al.
(1995a), which includes autoconversion and accretion
for liquid water clouds and a fall-velocity dependent
snow-formation equation for ice clouds. The CDNC
(in cm−3) is diagnosed from aerosol mass concentra-
tion, ma (in µg m−3), using the empirical formula of
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Boucher and Lohmann (1995) (formula “D”):
Nd = 10a0+a1 log (ma) (5.2)
where the empirical constants are a0 = 2.21 and
a1 = 0.41. The LMDZ model includes a compre-
hensive on-line sulfur cycle model (Boucher et al.,
2002) as well as atmospheric cycles of sea-salt, or-
ganic matter, black carbon, and dust aerosols (Reddy
and Boucher , 2003). In contrast to Boucher and
Lohmann (1995) where the mass of sulfate aerosols
was used as a surrogate for all aerosols, we use here
instead the maximum of the masses of the three hy-
drophilic aerosol species considered in the model (sul-
fate, hydrophilic organic matter, and submicronic sea
salt). This modification has an influence on cloud
properties in biomass burning regions but a very
small one in the northern hemisphere, where sulfate
concentrations dominate. The volume-mean cloud
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(5.3)
where ql is the cloud liquid water mixing ratio, ρair
the air density, ρw the density of liquid water, and
Nd the CDNC. The volume-mean cloud droplet ra-
dius is related to the cloud droplet effective radius
in our model as re = 1.1 rd. While the first AIE
causes the CDR to decrease, the second AIE results
in an increase in cloud liquid water content, ql. Both
effects cause an increase in cloud optical thickness,
which is parameterized as in Eq. 5.1.
We simulate the whole period of the POLDER-1
measurements (November 1, 1996 - June 29, 1997),
starting two months before to allow for a spin-up
of the aerosol concentrations. The SST and sea-ice
are imposed using the SST dataset of Reynolds and
Smith (1995) and the HADISST1.1 sea-ice data of the
Hadley Centre (Rayner et al., 2003). We nudge the
model horizontal winds and temperature to ECMWF
reanalysis data using relaxation times of 0.1 day for
Figure 5.1.: Comparison of the LWP [g m-2] calcu-
lated from cloud optical thickness and
cloud droplet effective radius (y-axis)
to the LWP directly calculated in the
model. The correlation coefficient is 0.98
and the slope of the regression line is
1.45.
the winds and 1 day for the temperature in order to
get realistic meteorological conditions. We simulate
on-line in the model the POLDER swath to sample
aerosols and clouds properties in the model in the
same way the satellite does it. Therefore we do not
expect any bias due to differences in sampling the
diurnal cycle in the model and satellite data.
Cloud top quantities are estimated as seen by the
satellite using the random cloud overlap assumption.
By doing so we account for the contribution of each
layer to the two-dimensional distribution seen at each
gridpoint and time-step from above. For the effec-
tive radius only liquid water clouds which are not
covered by clouds in layers above are considered. To
match the POLDER criterion of horizontally homo-
geneous clouds at the 150x150 km2 resolution, we
only perform the estimation when at least a quar-
ter of the grid-box is covered by a liquid cloud. As
a model grid-box is 3.75 × 2.5◦ large, this matches
approximately the resolution of the satellite data at
least near the Equator. The optical thickness of liq-
uid clouds is calculated using the ISCCP simulator
(Webb et al., 2001).
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To be consistent with the derivation of LWP from
the POLDER data, we also invert the LWP in the
model from Eq. 5.1 using the above-derived opti-
cal thickness and cloud-top droplet radius of liquid
clouds. This way of calculating the LWP is expected
to give an upper bound to the LWP, as τc is an inte-
grated value while re is the cloud-top droplet effective
radius. As in general re increases with height in a
cloud, the cloud-top value is expected to be largest.
For the model output, the LWP calculated this way
is compared to the LWP directly computed from the
liquid water content, which is also sampled along the
POLDER swath (Fig. 5.1). Despite the expected
fact that the LWP calculated from τc and re gives
larger values than the directly computed LWP, it
is remarkable that there is a very good correlation
between the two LWPs (with a correlation coefficient
of 0.98). We can therefore use this retrieved LWP to
compare with POLDER-estimated LWP and perform
statistics at constant LWP (as done in the following
section).
5.4. Cloud droplet radius - aerosol
index relationship
Fig. 5.2 shows the cloud droplet effective radius
(CDR) to aerosol index (AI) relationships. The re-
lationship is separated for continental and maritime
conditions. For the POLDER data, a negative cor-
relation is found over oceans. Over land, a negative
correlation is found as well, but it is much less pro-
nounced. For relatively large aerosol indices, almost
no correlation between aerosol burden and CDR is
observed. The slope of the relationship is calculated
from the linear regression (aerosol indices from 0.0125





We find s=–0.042 for maritime and s=–0.012 for con-
tinental conditions. Over oceans, Bre´on et al. (2002)
give a slope of s=–0.085, which is twice steeper than
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(b) LMDZ, all LWP
Figure 5.2.: Relationships between cloud droplet
effective radius [µm] and aerosol in-
dex for the December 1996 to June
1997 period (for all LWP conditions)
for POLDER observations (upper panel)
and for LMDZ model outputs (lower
panel). Continental (triangles, red) and
maritime (circles, blue) conditions are
separated. The analysis is restricted to
the region 40◦S–60◦ N, as POLDER ob-
servations of cloud optical thickness and
thus LWP are not reliable at higher lat-
itudes due to an influence of snow cov-
ered surfaces. Error bars show the mean
deviation within each bin of aerosol in-
dex. Dotted lines indicate the number
of points considered in each bin (right
scale). The graphs are slightly shifted to
the left for continental conditions and to
the right for maritime conditions for the
sake of better legibility.
This is due primarily to the averaging over a GCM
gridbox, where different cloud and aerosol situations
may be taken into account. Note that over land
the aerosol index retrieval is not as reliable as over
oceans.
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Figure 5.3.: Histogram of the LWP in model and
observations. Vertical lines indicate the
borders of the LWP bins.
In our model, a clear relationship exists, and the slope
is s=–0.092 and –0.097 for continental and maritime
conditions, respectively. A problem might arise be-
cause although we limit the analysis to homogeneous
liquid water clouds, all LWP situations are taken into
account. A correlation between CDR and AI might
therefore be fortuitous if large aerosol burdens and
low liquid water paths coincided because sources of
fine-mode aerosols are located over land where the air
is on average dryer. Strictly speaking the first AIE
is defined as the CDR to AI correlation at constant
cloud liquid water content (or equivalently constant
LWP conditions). In order to examine the first AIE
in this way, we classify all situations in model re-
sults and observations into 20 LWP bins, with LWPs
ranging between 0 and 200 gm−2, and the number
of observations equally distributed between the bins.
Fig. 5.3 shows a histogram of the LWP in model and
observations. The size of the LWP bins used is also
indicated on the figure. The CDR to AI relation-
ship is established for each LWP bin and is shown
on Fig. 5.4 for the POLDER data and the model re-
sults. In the observational data, the slopes become
flatter with increasing LWP. Over land, s even be-
comes slightly positive for very large LWP values. A
reason for the decrease in the negative slope of the
CDR to AI relationship may be that for thick clouds
the size of the droplets at cloud top may be controlled
by the available water rather than by the aerosol con-
centration.








































Figure 5.4.: Slope of the CDR to AI relationship,
s, as a function of LWP, for a) the
POLDER observations and b) the LMDZ
model. Ocean and land regions are
shown in blue (circles) and in red (tri-
angles), respectively.
For the model there is no clear variation of the slope
as a function of LWP. For small LWP (up to 60 gm−2)
over the ocean the slope becomes less negative. For
LWPs between 60 and 100 gm−2 the slopes become
steeper with increasing LWP and approach a rather
constant value of –0.13 for LWP larger than 100
gm−2. Over land a flattening of the slope is found
for LWPs larger than 50 gm−2 and s approaches a
value similar to that found over the ocean at very
large LWPs.
In Fig. 5.5, we compare the slopes simulated by
the model with the observed slopes for different situ-
ations. We calculate the slopes for the 20 LWP bins
(for the whole period and for the whole globe) and
the slopes for 24 regions of 15◦x7.5◦ on the globe (for
the whole period and for all LWP). In general, the
model simulates too negative slopes for the CDR to
AI relationship.
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Figure 5.5.: Scatter plot of the slope s in the model
and observations for a) the 20 LWP bins
and b) the twenty-four 15◦x7.5◦ regions
in the globe. Blue circles and red trian-
gles are for ocean and land regions, re-
spectively.
The model always shows a negative correlation be-
tween CDR and AI, while in the POLDER obser-
vations, in particular over land, positive correlations
may occur. There is a considerable scatter in Fig. 5.5,
showing that the regional skills of the model are still
limited.
The slopes are in a range of [–0.15,–0.02] for the
model and [–0.08,+0.01] for the observations. Ex-
cept for the positive values observed in POLDER
data for continental conditions, our slopes are com-
parable to those given by Feingold et al. (2003), who
used ground-based remote sensing measurements at
different sites. In their study, values of [–0.16,–0.02]
were observed. Nakajima et al. (2001) found a slope
of –0.17 over oceans on a global scale, which is much
larger than the mean values of –0.10 and –0.04 that
we derived for the LMDZ model and POLDER data,
respectively.
It is interesting to note that for the model the
slope values s are of the order of one third (i.e.,
∂ log re/∂ logNd) of the slope value implied by the
constant a1 = 0.41 in Eq. 5.2 between logNd and
logma. This is because of the general linear relation-
ship between ma and ατ in the model. A similar
relationship has been proposed by Nakajima et al.
(2001) between the aerosol column number concen-
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Land. slope = 0.03
Ocean. slope = 0.01
(b) LMDZ
Globe (40oS-60oN)
Figure 5.6.: Cloud liquid water path to aerosol index
relationships over ocean (blue, circles)
and land (red, triangles) for a) POLDER
observations and b) LMDZ model cal-
culations. The region is restricted to
40◦S–60◦N, and very large LWP values
(W >150 gm−2) are excluded. The error
bars indicate the mean absolute devia-
tion within each bin.
5.5. Cloud liquid water path -
aerosol index relationship
Examining the LWP to aerosol index relationship
gives us some insight in the behavior of the second
indirect effect. If the second aerosol indirect effect is
real, larger LWP would be expected in regions with
large aerosol concentrations. Although a correlation
is not a proof of the second aerosol indirect effect,
one would rather expect a negative correlation in the
absence of second AIE because large AI in dry conti-
nental airmasses and low AI in humid maritime air-
masses may be associated with thin and thick clouds,
respectively.
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Land. slope = 0.14
Ocean. slope = 0.1
(b) LMDZ
NH (30oN-60oN)
Figure 5.7.: As Fig. 5.6 but for midlatitudes of the
northern hemisphere.
In Figs. 5.6 and 5.7, we plot the dependency of cloud
liquid water path on aerosol index. For both the
observations and the model, LWP is calculated by
inverting Eq. 5.1, considering large-scale liquid wa-
ter clouds only, for which a cloud droplet effective
radius is defined. LWP values larger than 150 gm−2
are excluded from the analysis, because POLDER
measurements of cloud optical thicknesses resulting
in such large LWPs may be erroneous due to con-
tamination by snow-covered surfaces (the LWP to AI
relationship including all LWPs shows a very strong
increase in LWP with increasing AI). While Fig. 5.6
shows the LWP to AI relationship for 40◦S–60◦N re-
gion, we restrict in Fig. 5.7 the analysis to northern
hemisphere (NH) mid-latitudes (30◦–60◦N) where the
AIE are expected to be very strong. Both the obser-
vations and the model show an increase in LWP as a
function of aerosol index which is statistically signifi-
cant at very high confidence levels (>95%) according
to the Kendall rank correlation test (Conover , 1980).
For the 40◦S-60◦N region in POLDER observations,
the relationship is much less steep for continental
compared to maritime conditions for AI values larger
than 0.1. Although an investigation of this process is
beyond the scope of this study, one could argue that
a semi-direct aerosol effect may play a role, which re-
duces cloudiness in regions with large concentrations
of absorbing aerosols (Ackerman et al., 2000a). A
further analysis shows that the LWP to AI slope is
the smallest in the region 0–30◦N. Other influences
may play a role as well. For example (Feingold ,
2003) shows that the relationship between CDR and
aerosol extinction becomes flatter with decreasing
updraft velocity for large aerosol extinctions. It is
also interesting to note, that in the POLDER data,
and in some cases in the model simulations, the LWP
to AI relationship shows slightly negative correlation
at very small AI (for the first two ατ bins). This
could be due to the coincidence of low aerosol con-
centrations and large LWP values, for example in
remote maritime areas.
The positive correlation is even more pronounced
when looking at NH mid-latitudes only (Fig. 5.7).
The slopes of the LWP to AI relationship in model
and observations are of the same magnitude. How-
ever the positive slope occurs for ατ > 0.1 in the
observations whereas it is observed throughout the
range of AI in the model.
5.6. Indirect effects of
anthropogenic aerosols
We performed two more experiments to further test
the influence of anthropogenic aerosols. The con-
trol simulation is referred to as PD/PD (“present-
day/present-day”), indicating that the present-day
aerosol concentrations are taken in both the radiation
and precipitation schemes. Anthropogenic aerosols
act on the first and second AIE through these two
parameterizations, respectively. In the PD/PI ex-
periment anthropogenic aerosols influence only the
radiation parameterization while a pre-calculated
monthly mean pre-industrial aerosol distribution is
used for the precipitation scheme. In the PI/PI ex-
periment anthropogenic sources were switched off in
the aerosol model and “pre-industrial” aerosol contri-
butions are used for the first and second AIE. Fig. 5.8
compares the PD/PD and PD/PI experiments.
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Figure 5.8.: (a) Relationships between CDR and AI
for the PD/PD control (black), PD/PI
(red), and PI/PI (blue) experiments. (b)
Relationships between LWP and AI for
the PD/PD (black) and PD/PI (red) ex-
periments. The error bars indicate the
mean absolute deviation within each bin
and the dotted lines the number of points
within each AI bin (right scale). No con-
straint on LWP is applied.
The impact of the second AIE on the CDR to ατ re-
lationship is relatively small – the slope is steepened
only from –0.11 to –0.12. As shown in the previous
section, LWP increase with increasing ατ is largest
for ατ values larger than 0.1. Accordingly, we ob-
serve an impact of the second AIE on the CDR to
ατ relationship only at very large ατ values. This
finding is in contrast to the conclusion of Lohmann
and Lesins (2003a) who found that the slope of the
CDR to ατ relationship in their model is strongly
reduced by the impact of the second indirect effect.
However they calculate the impact of the second AIE
in a different manner, which prevents a more in-depth
analysis of the differences between the two models.
Fig. 5.8a also shows the CDR to AI relationship
in the PI/PI simulation using the pre-industrial AI
value on the x-axis. The PI/PI curve shows that
one should also expect a correlation between CDR
and AI in pre-industrial conditions. The slope of the
relationship is comparable to those obtained when
using present-day aerosol conditions. The existence
of a positive slope is therefore by itself not a proof of
an anthropogenic impact; it has to be combined by
an increase in aerosol index as well.
Finally Fig. 5.8 shows the LWP to AI relationships.
Here, an impact of the second aerosol indirect ef-
fect caused by anthropogenic aerosols can clearly
be identified by looking at the difference between
the PD/PD and PD/PI curves. While there is no
additional impact of anthropogenic aerosols on the
second AIE for small aerosol indices, there is a strong
anthropogenic contribution at AI larger than 0.1.
5.7. Summary and conclusions
Using satellite-derived data from the POLDER in-
strument and model simulations with the LMDZ
GCM, we investigated the first and second AIE. We
established relationships between aerosol index and
cloud-top CDR for homogeneous liquid water clouds.
In both observations and model, a decrease in CDR
with increasing AI is found. In the observations, this
decrease is less pronounced at large AI values. When
establishing the CDR to AI relationship at fixed
cloud liquid water path (LWP) a similar relationship
is found. However, with fixed LWP, the decrease in
CDR is also found in the observations at large AI.
This difference to the relationship in the case of all
LWP conditions is an indication of the impact of the
second AIE on the CDR to AI relationship. The
slopes of the relationship are –0.01 and –0.04 for the
observations over land and ocean, respectively, and
–0.09 and –0.10 for the model over land and ocean,
respectively.
The slope of the CDR to AI relationship is found
to become flatter with increasing LWP in the obser-
vations, while it approaches an almost constant value
of about –0.13 for the model. In general, the model
simulates too steep slopes compared to the POLDER
data. The slopes found for different regions, LWPs,
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and periods are, however, comparable to those given
by other authors.
To investigate the second AIE, we established a LWP
to AI relationship. An increase in LWP with increas-
ing AI is found for both model and observations.
This increase is significant in particular for large AI
(ατ > 0.1). A decrease in LWP with increasing AI is
found at very small AI, which could be attributed to
a geographical coincidence of low aerosol burden and
thick clouds in remote regions. When limiting the re-
gion to northern hemisphere mid-latitudes, the LWP
to AI relationship becomes much more pronounced.
The slope of the LWP to AI relationship in the model
matches well the observations.
In order to investigate the anthropogenic contribu-
tion to the aerosol indirect effects, additional exper-
iments were carried out with the model, in which a
pre-industrial aerosol distribution was used for the
calculation of the first and second indirect effect,
respectively. We find a small impact of the anthro-
pogenic contribution to the second AIE on the CDR
to AI relationship, which is restricted to large AI
values. Anthropogenic aerosols causes the CDR to
decrease by 0.5 µm on average in the CDR to AI
relationship. The slope however is hardly changed.
Similarly, a small impact of anthropogenic aerosols
on the LWP to AI relationship is found at large AI
values. The comparison between model and observa-
tions provides insight in some skills and deficiencies
of the model. Two shortcomings have already been
widely noticed and are common to many GCMs – the
CDR simulated are in general too small compared to
observations by up to 3-4 µm and the LWP is too
large by 10-20 gm−2. The model simulates too steep
slopes for the CDR to AI relationship, in particu-
lar at large AI values. In regions with large aerosol
burden (the northern hemisphere mid-latitudes), a
slightly too steep dependence between LWP and AI
is simulated at low AI values. However, the general
shapes of the CDR to AI and the LWP to AI relation-
ships are well simulated. The slopes of the LWP to
AI relationships match rather well the observations.
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5.8. Les effets indirects des
ae´rosols dans les donne´es
satellitaires POLDER et dans
le mode`le LMDZ : Re´sume´
Introduction
Une des approches les plus prometteuses pour la
compre´hension des processus climatiques a` l’e´chelle
globale est la combinaison de mode`les a` grande
e´chelle et d’observations satellitaires. Les MCGs
traitent une multitude de processus dynamiques et
physiques, et ils peuvent simuler les interactions en-
tre plusieurs parame`tres du climat. La compara-
ison entre diffe´rentes simulations est une me´thode
importante pour l’investigation des processus clima-
tiques. En contraste aux observations, l’influence
d’un parame`tre particulier peut eˆtre isole´. Les obser-
vations avec les instruments spatiaux sont les seules
mesures qui couvrent tout le globe avec de longues
se´ries temporelles. A partir des mesures de lumi-
nances, des instruments satellitaires peuvent recon-
stituer des distributions a` deux dimensions, qui sont
valables pour le sommet des nuages dans le cas des
proprie´te´s des nuages.
En se focalisant sur les effets des ae´rosols sur les
nuages, Han et al. (1994, 2002), Wetzel et Stowe
(1999), Nakajima et al. (2001) et Schwartz et al.
(2002) ont examine´ les donne´es AVHRR (Advanced
Very High Resolution Radiometer) et ont montre´
des diffe´rences entre continent et oce´an, entre les
deux he´misphe`res, et des relations statistiques en-
tre les ae´rosols et les proprie´te´s des nuages comme
le rayon effectif des gouttelettes afin de mettre en
e´vidence les effets indirects des ae´rosols. Breon et
al. (2002) ont montre´ une corre´lation ne´gative en-
tre l’indice en ae´rosols et la taille des gouttelettes.
Lohmann et Lesins (2002, 2003) ont utilise´ ces ob-
servations pour analyser les effets indirects dans leur
mode`le de grande e´chelle. Ils ont trouve´ des relations
diffe´rentes au-dessus des continents et des oce´ans et
ils ont montre´ l’importance du deuxie`me effet indirect
pour reproduire la relation observe´e entre ae´rosols et
rayon effectif des gouttelettes.
Me´thodes
Dans cette e´tude, on utilise les donne´es satellitaires
de´rive´es de l’instrument POLDER. Pour les ae´rosols,
l’indice en ae´rosols (ατ ; Deuze´ et al., 1999) est
utilise´, et pour les nuages, l’e´paisseur optique (τc ;
Buriez et al., 1997) et le rayon effectif (re ; Bre´on et
Colzy, 2000) sont utilise´s. Les donne´es des observa-
tions sont interpole´es sur la grille plus grossie`re du
mode`le.
Pour le lien entre ae´rosols de sulfates et concentra-
tion en gouttelettes dans notre mode`le, nous utilisons
la formule  D de Boucher et Lohmann (1995)
(Eq. 5.2). Ici, on conside`re la masse maximale des
trois espe`ces d’ae´rosols hydrophiles utilise´s dans le
mode`le au lieu de la seule masse des sulfates afin de
mieux repre´senter les re´gions de combustion de la
biomasse. Le rayon effectif des gouttelettes au som-
met des nuages est calcule´ en faisant l’hypothe`se de
recouvrement ale´atoire des nuages, et il n’est calcule´
que pour les nuages en eau liquide qui couvrent au
moins un quart d’une maille pour reprendre les meˆme
conditions que dans les observations. L’e´paisseur op-
tique des nuages est calcule´e en utilisant le simula-
teur ISCCP (Webb et al., 2001). Toutes les sorties du
mode`le sont e´chantillonne´es en simulant la fauche´e
du satellite dans le mode`le afin de constituer une
distribution globale journalie`re de la meˆme manie`re
que pour l’instrument.
Aucune mesure de la colonne d’eau liquide (liq-
uid water path, LWP en anglais) n’existe pour les
donne´es POLDER. Le LWP alors est calcule´ a` par-
tir des mesures de l’e´paisseur optique et du rayon
effectif des gouttelettes, ce qui donne une certaine
surestimation du LWP. Pourtant, une comparaison
entre le LWP directement calcule´ dans le mode`le et
le LWP calcule´ de cette manie`re a` partir des donne´es
du mode`le montre que ces deux quantite´s sont tre`s
fortement corre´le´es et qu’une analyse des LWP ainsi
de´rive´s des observations est bien raisonnable (fig.
5.1).
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Relation entre le rayon des gouttelettes
et l’indice des ae´rosols
La relation entre le rayon effectif au sommet des
nuages en eau liquide (cloud droplet radius, CDR
en anglais) et l’indice des ae´rosols (aerosol index,
AI en anglais) a e´te´ e´tablie et pour les observa-
tions POLDER et pour le mode`le LMDZ, se´pare´ment
pour les re´gions continentales et maritimes (fig. 5.2).
Premie`rement, il est important de noter que le mode`le
sous-estime le rayon effectif d’environ 3 µm, ce qui
est lie´ a` la parame´trisation de l’autoconversion dans
le sche´ma de pre´cipitation et une erreur bien connue
pour plusieurs mode`les a` grande e´chelle (Rotstayn,
2000). A la fois dans le mode`le et dans les obser-
vations, le rayon effectif est plus grand au-dessus
des oce´ans qu’au-dessus des continents. La pente de
la relation entre rayon effectif et indice des ae´rosols
peut eˆtre calcule´e comme s = ∂ log(re)/∂ log(ατ).
Pour les observations, on obtient une pente de –0.012
au-dessus des continents et de –0.042 au-dessus des
oce´ans. Pour les conditions maritimes, Bre´on et al.
(2002) donnent une pente de –0.085. La diffe´rence
est due au fait que nous interpolons ici les donne´s
a` la grille plus grossie`re du mode`le. Les sorties du
LMDZ donnent des pentes de –0.092 dans les condi-
tions continentales et de –0.097 dans les conditions
maritimes. Le fait que ces pentes sont supe´rieures
a` celles des observations est d’abord duˆ a` une forte
anticorre´lation dans le mode`le pour des indices en
ae´rosols e´leve´s, ce qui n’est pas le cas dans les obser-
vations.
Le premier effet indirect des ae´rosols a e´te´ de´fini
par Twomey (1974) a` LWP constant, ce qui exclut
un impact du deuxie`me effet indirect sur la relation
CDR-AI. De plus, une corre´lation entre ces deux
quantite´s peut eˆtre fortuite, si par exemple des con-
centrations en ae´rosols faibles se trouvent aux meˆmes
endroits que des nuages avec des contenus en eau liq-
uide e´leve´s comme dans des re´gions e´loigne´es des
oce´ans. Pour examiner le premier effet indirect a`
LWP constants, nous classons les situations en 20
classes de LWP entre 0 et 200 gm−2 avec un nombre
de cas distribue´ uniforme´ment entre les classes (fig.
5.3). La relation CDR-AI est e´tablie dans chacune
des classes. Dans les observations, la relation de-
vient plus raide, et en particulier pour des AI e´leve´s,
l’anticorrelation est plus marque´e. L’impact de fixer
le LWP est moins clair pour le mode`le. La relation
devient plus raide au-dessus des continents, mais un
peu plus plate au-dessus des oce´ans. Le choix du
nombre des classes n’a pas d’influence importante
sur ces re´sultats. L’analyse de la pente des relations
en fonction du LWP montre que les relations CDR-
AI deviennent plus plates pour de grands AI dans
les observations (fig. 5.4). Au-dessus des continents,
les pentes peuvent meˆme devenir positives. Pour le
mode`le, un tel comportement ne peut pas eˆtre trouve´.
En comparant les pentes simule´es par le mode`le
dans diffe´rentes re´gions du globe, et pour diffe´rents
LWP a` celles donne´es par les observations dans les
meˆmes conditions, on observe que le mode`le simule en
ge´ne´ral des pentes trop fortes, et toujours ne´gatives,
alors que dans les observations, on trouve parfois des
pentes positives (fig. 5.5).
Les valeurs pour les pentes trouve´es dans le mode`le
et les observations sont respectivement dans les in-
tervalles de [–0.15,–0.02] et de [–0.08,+0.01]. A
l’exception des valeurs positives dans les donne´es
de POLDER dans les conditions continentales, ces
pentes sont comparables a` celles trouve´es par Fein-
gold et al. (2003) qui utilisaient des observations de
te´le´de´tection a` partir du sol a` diffe´rentes stations et
trouvaient des valeurs de [–0.16,–0.02]. Au-dessus
des oce´ans en moyenne annuelle globale, Nakajima
et al. (2001) donnent une valeur de –0.17, ce qui est
grand compare´ aux pentes trouve´es ici.
Pour le mode`le, les valeurs trouve´es sont proches
d’une valeur de 1/3 (= ∂ log re/∂ logNd) de la con-
stante a1=0.41 de l’e´quation 5.2 qui refle`te la relation
entre la concentration en nombre des gouttelettes et
ma.
Relation entre la colonne d’eau liquide et
l’indice des ae´rosols
Une corre´lation positive entre la colonne d’eau liquide
et la concentration en ae´rosols pourrait eˆtre une in-
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dication du deuxie`me effet indirect. Nous regardons
les relations LWP-AI pour tout le globe et pour la
re´gion des moyennes latitudes de l’he´misphe`re nord
(figs. 5.6 et 5.7). A la fois dans les observations et
dans le mode`le, on trouve une corre´lation positive
entre le LWP et l’indice en ae´rosols qui est statis-
tiquement fiable a` des niveaux tre`s e´leve´s suivant
le test de corre´lation de Kendall (Conover, 1980).
Pourtant, cette corre´lation ne se trouve dans les ob-
servations que pour des AI relativement e´leve´s quand
on regarde tout le globe, alors que dans le mode`le,
on le trouve aussi pour des petits indices d’ae´rosols.
Quand on se focalise sur les moyennes latitudes de
l’he´misphe`re nord, la corre´lation positive est plus
prononce´e. Les pentes des relations sont bien simi-
laires dans les observations et dans le mode`le.
Nous avons fait deux simulations de plus avec le
mode`le pour e´tudier les impacts des ae´rosols an-
thropiques. Les ae´rosols peuvent exercer le premier
effet indirect dans le mode`le via la parame´trisation du
transfert radiatif, et le deuxie`me effet indirect via la
parame´trisation de la pre´cipitation. Dans la premie`re
des simulations additionnelles, nomme´e PD/PI, des
concentrations actuelles ( present-day , PD en
anglais) ont e´te´ utilise´es dans le sche´ma du rayon-
nement et des concentrations pre´-calcule´es pour la
situation pre´-industielle (PI) dans la parame´trisation
de la pre´cipitation. Dans la deuxie`me simulation,
nomme´e PI/PI des concentrations pre´-industrielles
ont e´te´ utilise´es a` la fois dans le rayonnement et
dans la pre´cipitation. La simulation de controˆle,
ou` les ae´rosols actuels sont utilise´s dans les deux
parame´trisations est nomme´e PD/PD. La relation
CDR-AI ne change pas beaucoup entre les diffe´rentes
simulations, parce que la physique derrie`re la relation
ne change pas (fig. 5.8). Pourtant, on peut identifier
que la relation est le´ge`rement plus plate pour des
indices en ae´rosols e´leve´s dans le cas ou` le deuxie`me
effet indirect des ae´rosols anthropiques est inclus
(PD/PD) compare´ au cas ou` il ne l’est pas (PD/PI),
ce qui montre une (faible) influence du deuxie`me effet
indirect des ae´rosols anthropiques sur cette relation.
Similairement, on trouve une corre´lation plus forte
entre LWP et indice en ae´rosols au cas ou` le deuxie`me
effet indirect des ae´rosols anthropiques est inclus.
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6. Impacts of greenhouse gases and aerosol
direct and indirect effects on clouds and
radiation in atmospheric GCM simulations of
the 1930 - 1989 period
6.1. Introduction
Looking back at the twentieth century the observed
warming on the global scale has been less than ex-
pected from the anthropogenic greenhouse effect
alone (Mitchell et al., 2001). Particularly for the
period of 1940 to 1980, an almost constant tem-
perature has been observed. We thus choose a
slightly longer period from 1930 to 1989 to investi-
gate possible reasons for this behavoir. Since serveral
years, an additional anthropogenic forcing by sul-
fate aerosols has been proposed as a negative forcing
which counterbalanced the warming effect of green-
house gases (Wigley , 1989; Charlson et al., 1989). In
this study, we analyze the impact of greenhouse gases
and aerosols on the Earth’s radiation budget, with
focus on indirect or feedback effects by modification
of cloud properties.
Anthropogenic greenhouse gases consist of carbon
dioxide from fossil fuel combustion and biomass burn-
ing, and other gases like methane, nitrous dioxide,
chlorofluorocarbons, and tropospheric ozone. These
gases are responsible for a warming of the Earth’s
surface because of enhanced atmospheric absorp-
tion and emission at lower temperatures of longwave
(LW) radiation in the troposphere. The combustion
of (sulfur-containing) fossil fuel is also a major source
for sulfate aerosols. Aerosols scatter sunlight and en-
hance the planetary shortwave (SW) albedo, an effect
known as the “aerosol direct effect” (ADE). In addi-
tion, by their ability to act as cloud condensation nu-
clei, (hydrophilic) aerosols change cloud properties,
producing essentially an increase in cloud albedo.
These processes are called “aerosol indirect effects”
(AIE). As it has been shown by field studies (e.g.,
Brenguier et al., 2000a) and satellite observations
(e.g., Bre´on et al., 2002), the cloud droplet effective
radius, re, decreases with increasing aerosol concen-
tration. For a constant liquid water content, this
results in a larger cloud albedo (this effect is called
the first AIE, Twomey , 1974). Smaller droplets are
also less likely to collide, therefore delaying or sup-
pressing rain-forming microphysical processes. This
results in a longer cloud lifetime and thus a larger
cloud liquid water content, which again results in a
larger cloud albedo (called the second AIE, Albrecht ,
1989). Such an effect has been observed by Rosen-
feld (2000) using satellite observations of clouds in
various polluted and unpolluted conditions.
It is useful at least in the framework of modeling
of external influences on the climate to introduce the
concept of radiative forcing provoked by an external
perturbation. The radiative forcing, ∆F , is defined
as the difference in radiation flux at the tropopause
in perturbed and unperturbed conditions, while the
temperature and humidity profiles in the troposphere
are fixed. In this definition, e.g., used by the IPCC
(2001), any “small” global mean radiative forcing
in a GCM is directly related to a change in global
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mean surface temperature at equilibrium through a
model-dependent sensitivity parameter λ:
∆Ts = λ ∆F (6.1)
The largest anthropogenic radiative forcing is due
to the greenhouse effect, with a positive annual global
mean of the order of 2.4 Wm-2 for greenhouse gas
(ghg) concentrations at the end of the 20th cen-
tury compared to pre-industrial conditions (e.g., Ra-
maswamy et al., 2001). The annual global mean
radiative forcing by the sulfate aerosol direct effect
is estimated to be about of –0.5 Wm-2, the forcing
by the first AIE to be of the order of –1.0 Wm-2,
although both are very uncertain (Boucher and Hay-
wood , 2001).
The suitable tools to understand and possibly pre-
dict the impact of anthropogenic climate perturba-
tions are general circulation models (GCMs) which
simulate the dynamical and physical processes on a
global scale. Using an atmospheric GCM, we try
to understand the role greenhouse gases and aerosol
effects have played in the evolution of the climate of
the last century. We focus on changes in radiation
fluxes throughout our simulation period of 1930 -
1989. The radiative forcing due to greenhouse gases
and the aerosol direct and first indirect effects are
computed. The second indirect effect, however, can-
not be diagnosed instantaneously as it is related to a
time-evolving process. There has been come contro-
versy whether it should be considered as a forcing or
a feedback mechanism. Rotstayn and Penner (2001)
define a “quasi-forcing” for the second AIE as the
difference in radiation flux between two model inte-
grations with fixed SST, which are identical except
for a change in the aerosol concentration in the pre-
cipitation parameterization. They showed that, at
least for the first AIE, the quasi-forcing was a good
estimate of the actual radiative forcing compiled for
fixed profiles of temperature and humidity.
In analogy to this, we introduce the “radiative im-
pact” of an anthropogenic perturbation. This is de-
fined as the difference in radiative fluxes between two
simulations with evolving SSTs, with and without the
perturbation, but otherwise identical. We compute
the radiative impact due to greenhouse gases and the
total aerosol radiative impacts, including the aerosol
direct and both indirect effects. Thus, the radiative
forcings due to greenhouse gases and aerosol direct
and first indirect effects can be compared to the
radiative impacts of greenhouse gases and aerosols,
which include feedback processes.
6.2. Model description
6.2.1. The atmospheric model
The model used is the atmospheric general circulation
model (GCM) of the Laboratoire de Me´te´orologie
Dynamique (LMD). It is a grid-point model which
we ran in a resolution of 96x73 points on a regu-
lar longitude-latitude horizontal grid with 19 hybrid
sigma-pressure coordinate levels. The timestep is 6
min for the dynamical part of the model and 30 min
for the physics. Prognostic variables are tempera-
ture, horizontal winds, surface pressure, and total
water content.
The physics of the model has formerly been described
e.g. in Li (1999) and is reported briefly. Radiative
transfer is calculated in the model using an advanced
version of the scheme of Fouquart and Bonnel (1980)
for the solar spectrum and an updated version of the
code of Morcrette (1991) for the terrestrial part. In
difference from former studies (e.g., Le Treut et al.,
1998), the diurnal cycle is included. Convection is
parameterized in the model using the Tiedtke scheme
(Tiedtke, 1989). The land surface processes are pa-
rameterized through a bucket model, and the sur-
face temperature is evaluated in the boundary layer
scheme using the surface energy balance equation.
Condensation of water vapor is calculated using a
“hat” probability density function for total water
content to allow for fractional cloudiness (Le Treut
and Li , 1991). We apply the cloud microphysics
scheme of Boucher et al. (1995a), which includes au-
toconversion and accretion for liquid water clouds
and a simple snow-formation equation for ice clouds.
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6.2.2. Parameterization of the aerosol
indirect effects
The cloud droplet number concentration (Nd, in
cm-3) is diagnosed from the sulfate aerosol mass con-
centration, mSO4 (µg sulfate m
-3) using an empiri-





The volume-mean cloud droplet radius for liquid wa-





4 pi ρwater Nd
(6.3)
where ql is the liquid water mixing ratio, ρair and
ρwater the densities of air and water, respectively.
From the combination of Eq. 6.2 and 6.3 it can be
deduced that an increase in sulfate aerosol mass con-
centration directly results in a decrease in the cloud
droplet radius for constant liquid water content.
The cloud property relevant to the radiation transfer
in the solar spectrum is the cloud optical thickness,
τc. This quantity relates aerosols, clouds, and radi-
ation in our model. Cloud optical thickness is pa-
rameterized in terms of re and the cloud liquid water







The autoconversion, Rll, of liquid water droplets
to raindrops in the scheme of Boucher et al. depends
on the cloud droplet radius
Rll ∝ Ell ql r4d Nd (6.5)
where Ell is the collision efficiency, which is consid-
ered to be 0 for droplet radii less than a “critical
radius”, rcrit, and 1 for larger droplets. For con-
stant cloud liquid water content, rd ∝ N−1/3d and
thus Rll ∝ rd for rd > rcrit. The conversion of cloud
to rain water is thus less efficient for smaller droplets.
The cloud optical thickness and thus the cloud albedo
are increased by the first AIE by decreasing re and
by the second AIE by increasing W .





































Figure 6.1.: The evolution of the sulfate aerosol at
850 hPa (Boucher and Pham, 2002) and
greenhouse gas concentrations (Myhre
et al., 2001). Global and annual means
are shown.
6.2.3. Experiment setup
The simulations were done using time-varying ob-
served sea surface temperature (SST) and sea-ice
extent distributions from Hadley-Centre analyses
(HADISST1.1, Rayner et al., 2003)) for the period
1930 - 1989. The monthly mean distributions are
smoothed out in time.
Monthly mean sulfate aerosol distributions were com-
puted every 10 years of the simulation using histor-
ical emission data and applying a comprehensive
sulfur cycle model (Boucher et al., 2002; Boucher
and Pham, 2002). The monthly distributions are
also smoothed out in time. Fig. 6.1 shows the global
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GHG+AER GHG CTL
Greenhouse gases time-varying time-varying pre-industrial
Aerosols time-varying pre-industrial pre-industrial
Table 6.1.: Summary of the forcings in the three ensembles. Throughout the paper, we will use upper case
abbreviations to name the simulations, and lower case, if the forcing itself is meant.
and annual mean sulfate aerosol mixing ratio at 850
hPa.
Greenhouse gases are considered well mixed through-
out the troposphere in our model. We use yearly
mean averages of CO2, CH4, N2O, CFC-11 and CFC-
12 from Myhre et al. (2001) as displayed in Fig. 6.1.
We carried out three ensembles of simulations, each
consisting of three members for which the initial con-
ditions for 1st January 1930 were slightly perturbed.
In the first, named GHG+AER, greenhouse gases as
well as sulfate aerosol concentrations were varying as
described above. In the second, named GHG, sulfate
aerosols were fixed to the calculated pre-industrial
distribution, while the greenhouse gas concentra-
tions increased during the simulation. Finally, we
did a control simulation CTL, in which both sulfate
aerosols and greenhouse gas concentrations were fixed
to their pre-industrial concentrations. A summary of
the ensembles is given in Tab. 6.1. Throughout this
paper, the abbreviations GHG and AER in capitals
will refer to the scenarios, whereas ghg (“greenhouse
gases”) and aer (“aerosols”) in lower case refer to
the perturbations of the atmospheric concentrations
themselves.
6.2.4. Radiation diagnostics
The influence of greenhouse gases and aerosols on the
radiative fluxes in our model is examined using two
different approaches. Firstly, we calculate the radia-
tive forcings, as defined in the introduction. Secondly,
we define a radiative impact, a new quantity which
includes feedback processes of the climate system.
The shortwave and longwave spectra are treated sep-
arately, as are the perturbations by greenhouse effect
and different aerosol effects.
Radiative forcings
For greenhouse effect, the radiative forcing is cal-
culated off-line using the temperature and humidity
profiles and the cloud and surface properties for each
month of the simulations. The difference in longwave
radiative flux at the tropopause between current and
pre-industrial greenhouse gas concentrations is com-
puted after adjustment of the stratosphere profiles
(Cess et al., 1993, Hansen et al., 1997).
Concerning the aerosol effects, the shortwave ra-
diative forcings due to the aerosol direct and first
aerosol indirect effect are calculated on-line in the
simulation. The radiation scheme is applied twice,
with the aerosol and cloud optical properties for cur-
rent and pre-industrial aerosol distributions, and the
difference in SW radiative fluxes at the top of the
atmosphere (TOA) is taken as the radiative forc-
ing. This implicitly neglects the adjustment of the
stratosphere, which is a valid assumption for the SW
spectrum (Hansen et al., 1997). The radiative fluxes
computed with the current aerosol concentrations
are used in the integration, while the fluxes calcu-
lated with pre-industrial values are just stored for
the analysis.
Radiative impacts
In order to include the impact of changing cloud prop-
erties and (other) feedback processes in our analysis,
we define a new quantity, the “radiative impact” of
a given perturbation (Iperturbation). We define this
radiative impact as the difference in radiative fluxes,
F , at the top of the atmosphere between two scenar-
ios, in which all but one parameter of the simulation
are fixed and the internal variability of the model is
removed by averaging over an ensemble of simula-
tions.
According to this definition, the total sulfate aerosol
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ISW|aer = < FSW|GHG+AER > – < FSW|GHG >
ISW|ghg = < FSW|GHG > – < FSW|CTL >
ILW|aer = < GHE|GHG+AER > – < GHE|GHG >
ILW|ghg = < GHE|GHG > – < GHE|CTL >
Table 6.2.: Definition of the SW radiative impacts of aerosols and greenhouse gases. The total greenhouse
effect (GHE) is defined in the text. The brackets indicate ensemble averaging.
radiative impact, Iaer, is the difference in radiative
fluxes between the GHG+AER and GHG simula-
tions. The radiative impact of aerosols is composed
of the aerosol direct effect as well as the first and sec-
ond aerosol indirect effects, which possibly includes
further feedback processes due to aerosols. Similarly,
we define the radiative impact of greenhouse gases,
Ighg (see Table 6.2 for a summary).
In the shortwave spectrum, we compare the net radia-
tive fluxes at the top of the atmosphere in two ensem-
bles. This is, however, not possible in the longwave
spectrum. While over land the surface temperature
adjusts to bring the radiative budget at TOA to equi-
librium, this is not the case over the oceans, where
the SST is fixed. We therefore introduce a new quan-
tity, termed the total greenhouse effect (GHE). This
is defined as the difference in the upward LW radia-
tive fluxes at the surface and TOA. The upward LW
flux at the surface is the sum of the thermal emission
of the surface and the reflected fraction of the atmo-
spheric thermal emission reaching the surface. The
GHE can therefore be written as
GHE =
[
σT 4 + (1− )Fsfc ↓
]− FTOA ↑
where  is the surface emissivity, σ the Stefan-
Boltzmann constant, and T the surface temperature.
The GHE can be seen as the amount of energy in the
LW spectrum responsible for a greenhouse effect at
the surface.
Using this radiation quantity, the radiative impact in
the LW spectrum can be defined as the difference in
GHE between the ensemble means of two scenarios
(Table 6.2).
























Greenhouse gases clear sky (LW)
1st aerosol indirect effect (SW)
Aerosol direct effect (SW)
Linear sum (GHG+ADE+AIE)
Figure 6.2.: Annual global mean radiative forcings
[Wm-2] as diagnosed in the ensemble
mean of the GHG+AER simulations:
greenhouse gas forcing (LW spectrum,
dashed line), aerosol direct forcing (SW
spectrum, dot-dashed), and first aerosol
indirect forcing (SW, dot-dot-dashed).
The solid line corresponds to the sum of
the three diagnosed radiative forcings.
6.3. Results
6.3.1. Radiative forcings
Figure 6.2 shows the radiative forcings in the scenario
simulation GHG+AER. The greenhouse gas forcing
in the model is positive and ranges from 0.74 Wm-2
in 1930 to 2.07 Wm-2 in 1989, which is consistent
with the value of 2.43 Wm-2 given by the IPCC (Ra-
maswamy et al., 2001) for all greenhouse gases in
year 2000. The direct forcing by sulfate aerosols de-
creases from –0.2 to –0.5 Wm-2 and the first aerosol
indirect forcing from –0.6 to –1.3 Wm-2. This is also
in the range of results compiled by Ramaswamy et al.
(2001) (–0.2 to –0.8 Wm-2 for the ADE and –0.3 to
–1.8 Wm-2 for the first AIE).
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If the three forcings add up linearly, the net forc-
ing would be slightly negative for the period 1930 to
1980 (with a minimum of –0.25 Wm-2 in 1956), and
positive afterwards (up to 0.27 Wm-2 in 1989).
Figure 6.2 also shows the greenhouse gas LW radia-
tive forcing, restricted to cloud free conditions. This
quantity is about 0.1 to 0.2 Wm-2 larger than its
all-sky counterpart. The explanation is that (high-
level) clouds themselves cause a greenhouse effect




In Fig. 6.3, the LW radiative impacts of greenhouse
gases and aerosols are shown. The LW radiative im-
pact of the aerosols is negligible. A trend of about
0.2 W m-2 decade-1 is simulated for the radiative
impact of greenhouse gases with very similar values
for all-sky and cloudy-sky conditions. The radiative
impact in cloud free conditions, Icfghg, is about 0.2 to
0.5 Wm-2 larger. We now seek an explanation as for
why the radiative impact in cloudy sky, Iccghg, and in
all sky, Iaghg, show the same evolution, which involves
the role of cloud feedbacks.
The all-sky GHE is composed by the GHE in the
cloudy, GHEcc, and in cloud free regions, GHGcf,
where each of the contributions is weighted by the
respective cloudy and cloud free fractions of the grid
cell, f and (1–f), respectively:
GHEa = f GHEcc + (1− f) GHEcf (6.6)
The all-sky radiative impact of greenhouse gases (see
Section 6.2.4), is thus influenced by the difference in
GHE in cloudy and cloud free conditions, and by the
change in the cloud cover, ∆f = fGHG − fCTL:
Iaghg = I
cf
ghg (1− fGHG) + Iccghg fGHG + (6.7)
∆f ( GHEccCTL −GHEcfCTL)
The fact that the all-sky radiative impact of green-
house gases follows its cloudy-sky counterpart means
that the third term on the right hand side of Eq. 6.7





























Figure 6.3.: Global annual means of the longwave
radiative impact [Wm-2], as defined in
Section 6.2.4, for aerosols and greenhouse
gases for all-sky (black), cloud free (blue)
and cloudy (green) conditions. An 11-
year running mean is applied.
compensates for the observed increase in cloud free
radiative impact. Since GHEccCTL − GHEcfCTL is a
positive quantity, there must be a decrease in the
cloud cover (see Section 6.4).We can summarize the
following results:
• The radiative impact of greenhouse gases is
larger in clear-sky conditions compared to all-
sky conditions.
• The increase in all-sky radiative impact results
from an increase in clear-sky GHE, an increase
in cloudy-sky GHE, and a decrease in cloud
cover.
The radiative impact of the greenhouse gases varies
from 0.81 Wm-2 in 1930 to 2.09 Wm-2, which is
close to the corresponding diagnosed radiative forc-
ing. Since the radiative impact includes some feed-
backs, the two quantities being equal means that the
net radiative impact of these feedback processes is
small in the context of these experiments with fixed
SST.
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Figure 6.4.: Global annual means of the shortwave
radiative impacts [Wm-2], as defined in
section 6.2.4, for aerosols and greenhouse
gases. An 11-year running mean is ap-
plied.
Looking at cloud free conditions however the radia-
tive impact of greenhouse gases is larger than the
corresponding radiative forcing. This small difference
can be explained by the existence of a positive feed-
back related to an increase in water vapor concentra-
tion due to a warmer atmosphere.
The shortwave spectrum
Figure 6.4 shows the radiative impact in the SW spec-
trum. A small radiative impact is simulated concern-
ing the greenhouse gases. We attribute this to a snow
cover feedback (melting of snow due to the warmer
surface temperature in the simulation including an-
thropogenic greenhouse gases), which is of the or-
der of 0.1 Wm-2 and exhibits a gentle trend of 0.002
Wm-2 decade −1. In cloudy conditions, greenhouse
gases cause an increase in radiative impact, which is
somewhat smaller than the increase in all-sky condi-
tions. We conclude that
1. The increase in SW flux in cloud covered con-
ditions corresponds to less reflecting clouds.
2. As the all-sky radiative impact is larger than for
both the clear and cloudy-sky radiative impact
the cloud cover must be reduced by greenhouse
gases.
These findings will be discussed in the following sec-
tion.
For the aerosols a decrease in the clear-sky radia-
tive impact is simulated from –0.2 to –0.5 Wm-2.
This is almost exactly the evolution diagnosed for the
aerosol direct radiative forcing. It can be concluded
that there is almost no net radiative impact due to
feedback processes in cloud free conditions and for
fixed SST. In cloudy conditions, the radiative impact
is strongly negative and decreases from –0.8 to –1.6
Wm-2. The all-sky radiative impact lies in between
the two, ranging from –0.7 to –1.4 Wm-2. This is only
a little bit more than the radiative forcing diagnosed
for the first AIE alone and thus much smaller than the
sum of first AIE and ADE forcings. We investigate
in Section 6.4.2 the feedback processes that introduce






































Figure 6.5.: Temporal evolution of the differences in
annual and global mean cloudiness be-
tween ensemble means. The evolution
for high-level (above 450 hPa), mid-level
(between 800 hPa and 450 hPa), and low-
level clouds (below 800 hPa), and the to-
tal cloudiness is shown. An 11-year run-
ning mean is applied.
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6.4. Discussion
6.4.1. Trends in cloudiness
Figure 6.5 shows the simulated evolution of the
change in global annual mean cloud cover. The
changes in total, low-level (below 800 hPa), mid-level
(between 800 and 450 hPa) and high-level (above 450
hPa) cloud cover are shown. As already noted in the
analysis of the radiative impacts in the previous sec-
tion, the anthopogenic greenhouse gases result in a
decrease in cloud cover. This reduction is found for
clouds at all three levels, and it is strongest for high-
level clouds. There is an increase in water vapor con-
tent in the atmosphere, qv, in the GHG compared
to the CTL experiments, while the saturation water
wapor mixing ratio, qsat, increases as well. The net
effect is a decrease in cloudiness. As already shown,










































Figure 6.6.: Zonal mean of the linear trends in the
annual mean high-, mid-, and low-level,
and total cloudiness. The differences be-
tween ensemble means are shown, as in
Fig. 6.5.
Figure 6.6 shows the zonal average of the linear trends
in the high, middle, and low-level, and total cloudi-
ness. It shall be noted that in the global mean, these
trends have the slope of the curves in Fig. 6.5. For
the aerosol impact on cloudiness, different behaviors
can be noted for clouds at different levels. High-level
cloudiness decreases, which is a result of the cooling
of the upper troposphere due to the aerosol radia-
tive effects. The reduction in high-level cloudiness
due to aerosols does not show a uniform distribution
over the globe. While sometimes even an increase
can be observed (e.g., at 20 ◦S and in the northern
hemisphere high latitudes), at most latitudes, the
tendency is negative. Aerosols seem always to have
an opposite effect of the greenhouse gases.
For low and mid-level clouds, greenhouse gases cause
a slightly decreasing trend at low and mid latitudes,
and an increase at high latitudes. The impact of
aerosols on low and mid-level clouds is different in
both hemispheres. In the southern hemisphere, ex-
cept at very high latitudes, almost no trends in low
and mid-level cloudiness are observed. This is ex-
pected, as the anthropogenic aerosol concentration
in the SH is rather low. In the northern hemisphere,
however, low and mid-level cloudiness increases un-
der the influence of aerosols. A reason for this could
be the second AIE. This question will be addressed
in the following Section.
The minima in the trend in low-level cloudiness ob-
served at 40 and 60◦N correspond to a decrease in
cloudiness in limited regions (over Himalaya, Green-
land, and Alaska), counterbalancing the general in-
crease.
6.4.2. Influence of clouds on the SW
radiative impact
As stated in Section 6.3.2, greenhouse gases have a
positive radiative impact in the SW spectrum due
to the reduction in cloudiness, in particular at low-
levels.
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Figure 6.7.: Zonal mean linear trends in the an-
nual mean SW radiative impact of the
aerosols as defined in section 6.2.4 (Iaer,
solid line) together with the radiative im-
pact of second AIE and cloud feedbacks
((I ′aer, dashed line).
Due to the impact of the aerosols, on the other hand,
the amount of low- and mid-level clouds increases, es-
pecially in northern hemisphere midlatitudes, while
high-level cloud cover slightly decreases. To isolate
the effect of aerosols on the cloudiness (or cloud water
content) from the other aerosol effects acting in the
SW spectrum (i.e., the ADE and the first AIE), we
introduce a new quantity, I ′aer, defined as the radia-
tive impact of aerosols minus the diagnosed radiative
forcing due to the first AIE and the ADE:
I ′aer = Iaer −∆F1st AIE −∆FADE (6.8)
This quantity I ′aer is a measure of the second aerosol
indirect effect and all cloud feedbacks associated to
aerosol effects. It is positive, increasing from 0.2
to 0.4 Wm-2 in 1989. Since the radiative impact in
clear-sky not explained by the direct radiative forcing
of aerosols (Icfaer − ∆FADE) is very close to zero and
limited to high latitudes, we infer that there are no
major feedbacks involved except processes involving
clouds.
Figure 6.7 shows the zonal mean of the linear trends
1930 to 1989 of the Iaer and Iaer′ . The total aerosol
radiative impact (Iaer)is negative almost everywhere,


































Figure 6.8.: Zonal mean linear trends of the annual
mean diurnal lifetime of low-level clouds
[min day−1 decade−1]. Differences be-
tween scenarios are shown as before.
The radiative impact of second AIE and cloud feed-
backs (I ′aer) is negative in northern hemisphere mid-
latitudes, while it is positive in the region 40◦S -
20◦N. Analysis shows that high cloud cover and I ′aer
trends are anticorrelated (correlation coefficient –0.38
for the globe, and –0.46 for the region mentioned).
The increase in I ′aer therefore seems to be linked to
the decrease in high-level cloud cover.
I ′aer is negative in northern hemisphere midlatitudes
despite the reduction in high-level cloudiness. This is
due to the increase in low-level cloudiness which we
interpret as the second aerosol indirect effect.
6.4.3. The impact of the second aerosol
indirect effect
There are two possibilities how a time-average cloud
cover increase can be generated at a given grid box.
Either there is an increase in cloud extent at each
given time, or there is a longer persistence of a given
cloud amount. The temporal extent of clouds, or
their lifetime is controlled by the microphysical pro-
cesses that convert cloud water into precipitation.
The second indirect effect causes these processes to
be slower for liquid water clouds, and thus will in-
crease the persistence of clouds. We calculated the
cloud lifetime in both scenarios, with and without an-
thropogenic aerosols. Cloud lifetime is defined here
as the time per day, in which a grid box is covered
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with fractional cloudiness above a threshold of 1%
(to exclude an impact of possible spurious persistent
cloud cover). Cloud lifetime is thus expressed in min-
utes per day.
We show in Fig. 6.8 the zonal mean of the 1930
to 1989 linear trends in low-level cloud lifetime. The
differences between the scenarios are shown to isolate
the impact of the respective perturbations. Green-
house gases decrease the cloud lifetime at low lat-
itudes. This may be due either to an increase in
cloud liquid water, thus an increase in cloud droplet
size and an increase in the efficiency of rain-forming
microphysical processes, or to an intensification of
convection, which would cause the convective rain
formation to become more efficient.
Except at two latitude bands (40◦N and 60◦N, again
due to regionally limited effects of opposite sign over
Himalaya, and Greenland and Alaska, respectively),
cloud lifetime increases strongly due to aerosols all
over the northern hemisphere. The increase in low-
level cloud cover is well correlated to the increase in
cloud lifetime (correlation coefficient of 0.86), which
suggests that the increase in low-level cloud cover is
due to an increase in the duration of clouds rather
than an increase in their fractional coverage when
they are present.
6.5. Conclusion
We investigated the radiative impacts of greenhouse
gases and aerosols in a simulation of the 20th cen-
tury. Using the LMDZ GCM in a version forced by
observed SST and sea ice distributions, we carried
out three ensembles of simulations: a first ensem-
ble where both greenhouse gases and sulfate aerosols
were increasing according to historical values, a sec-
ond ensemble, where the aerosol distribution was
fixed to pre-industrial values, and finally, a control
ensemble, where the greenhouse gas concentrations
were fixed to pre-industrial values as well.
Both greenhouse gases and aerosols impact strongly
the longwave and shortwave radiative fluxes. While
the increase in the greenhouse effect due to the green-
house gases and the decrease in the SW radiative
impact due to the aerosol direct effect are straight-
forward understandable, the impact on radiation via
the change of cloudiness is more complicated. The
change in clouds in different atmospheric layers has
a strong impact in both solar and terrestrial compo-
nents. The radiative impact of aerosols on the SW
radiation is strongly negative and the radiative im-
pact beyond the direct radiative forcing of aerosols
and the first AIE is positive. It results from the sec-
ond aerosol indirect effect that leads to an increase
in cloud water in low-level clouds, particularly in
the northern hemisphere but a decrease in high-level
cloudiness, resulting in a reduction of cloud albedo
and thus a positive radiative impact. The latter find-
ing may be due to our parameterization which does
not take into account the impact of aerosols on ice
clouds. A simulation with a future complex micro-
physics scheme, treating both liquid water and ice
clouds, will be needed to confirm this finding.
Our results, although obtained in transient simu-
lations, therefore suggest that it may not be appro-
priate to diagnose the second AIE as the difference
between two simulations at fixed SST, as complex
feedbacks involving high-level cloudiness are also at
stake.
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6.6. Impacts des gaz a` effet de
serre et des effets directs et
indirects des ae`rosols sur les
nuages et le rayonnement
dans des simulations de la




En regardant l’e´volution du climat pendant le 20ie`me
sie`cle, le re´chauffement global n’a pas e´te´ aussi fort
qu’attendu duˆ a` l’effet de serre anthropique seul
(Mitchell et al., 2001). En particulier dans la pe´riode
1940 a` 1970, une tempe´rature moyenne annuelle glob-
ale presque constante a e´te´ observe´e. La pe´riode 1930
a` 1989 est alors choisie pour examiner les raisons pos-
sibles a` ce comportement. Depuis quelques anne´es,
un forc¸age radiatif supple´mentaire duˆ aux ae´rosols
de sulfates anthropiques a e´te´ propose´ comme un
forc¸age ne´gatif qui pourrait contrebalancer une par-
tie de l’effet re´chauffant duˆs aux gaz a` effet de serre
(Wigley, 1989 ; Charlson et al., 1989).
Me´thodes
Trois ensembles de simulations ont e´te´ effectue´es
avec LMDZ en imposant la tempe´rature de la sur-
face de la mer (sea surface temperature, SST en
anglais), et l’extension de la glace de mer a` par-
tir des distributions mensuelles du Hadley-Centre
(HADISST1.1, Rayner et al., 2003). Des distribu-
tions mensuelles des ae´rosols soufre´s ont e´te´ calcule´es
chaque de´cennie de la simulation en utilisant des
donne´es historiques des e´missions et en appliquant
un mode`le complet du cycle de soufre (Boucher et
al., 2002 ; Boucher et Pham, 2002). Les gaz a` effet
de serre sont conside´re´s comme e´tant bien me´lange´s
partout dans l’atmosphe`re. Les moyennes annuelles
des cinq espe`ces (CO2, CH4, N2O, CFC-11 et CFC-
12) de gaz a` effet de serre anthropiques de Myhre et
al. (2001) sont utilise´es. Chaque ensemble de simu-
lations consiste de trois membres. Dans le premier
sce´nario, nomme´ GHG+AER, les gaz a` effet de serre
et les sulfates ont e´te´ utilise´s comme de´crit aupara-
vant. Dans un deuxie`me sce´nario, la concentration en
ae´rosols a e´te´ fixe´e a` une distribution pre´-industrielle
(nomme´ GHG). Dans le troisie`me sce´nario, celui de
controˆle (CTL), les concentrations des gaz a` effet
de serre ont e´te´ fixe´es a` des valeurs pre´-industrielles
aussi.
Dans l’ensemble GHG+AER, le forc¸age radiatif par
les gaz a` effet de serre a e´te´ calcule´ hors-ligne en util-
isant les profils de tempe´rature et d’humidite´ dans la
troposphe`re et les conditions de la surface terrestre.
Le forc¸age radiatif est calcule´ comme la diffe´rence
dans le flux du rayonnement a` la tropopause entre
des situations actuelles et pre´-industrielles pour les
gaz a` effet de serre apre`s ajustement des profils dans
la stratosphe`re (Cess et al., 1993 ; Hansen et al.,
1997). Pour les ae´rosols, les forc¸ages par l’effet direct
et par le premier effet indirect ont e´te´ calcule´s en
ligne dans la simulation GHG+AER dans le spectre
des ondes courtes. Le sche´ma du rayonnement est
applique´ deux fois, une fois en utilisant la concentra-
tion en ae´rosols actuels (c’est ce flux de rayonnement
qui e´tait utilise´ pour l’inte´gration du mode`le), et
une deuxie`me fois en utilisant la concentration pre´-
industrielle. Les deux parame`tres qui changent sont
les proprie´te´s optiques des ae´rosols et l’e´paisseur op-
tique des nuages, qui est diagnostique´e avec les deux
concentrations en nombre de gouttelettes diffe´rentes.
L’ajustement de la stratosphe`re peut eˆtre ne´glige´
dans le spectre des ondes courtes.
Afin d’inclure aussi d’autres effets sur les nuages
dans l’analyse, et en particulier le deuxie`me effet in-
direct, nous introduisons comme nouvelle quantite´
 l’impact radiatif d’une perturbation donne´e.
Cet impact radiatif est de´fini comme la diffe´rence
du flux de rayonnement au sommet de l’atmosphe`re
entre deux sce´narios, dans lesquels tous sauf un des
parame`tres sont fixes, et dont la variabilite´ interne
a e´te´ enleve´e en moyennant sur l’ensemble. Selon
cette de´finition, l’impact radiatif des ae´rosols dans
le spectre des ondes courtes est la diffe´rence des
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flux radiatifs entre les sce´narios GHG+AER et GHG
(tableau 6.1). Pour le spectre des ondes longues, il
faut pourtant encore modifier un peu cette de´finition
afin de l’appliquer a` nos sce´narios, car au-dessus des
oce´ans, la tempe´rature de la surface, qui a e´te´ fixe´e,
ne peut pas s’ajuster pour e´tablir l’e´quilibre radi-
atif. Au lieu du flux de rayonnement au sommet de
l’atmosphe`re, nous utilisons donc l’effet de serre to-
tal (greenhouse effet, GHE en anglais), qui est de´fini
comme la diffe´rence entre le flux net ondes longues
a` la surface terrestre et le flux ondes longues sortant
au sommet de l’atmosphe`re. La diffe´rence en GHE
entre deux moyennes d’ensembles est ainsi l’impact
radiatif dans le spectre des ondes longues.
Re´sultats
Le forc¸age radiatif calcule´ pour les gaz a` effet de serre
est positif et augmente de 0.74 a` 2.07 Wm−2 de 1930
a` 1989, ce qui est similaire aux valeurs donne´es par le
GIEC (Ramaswamy et al., 2001) pour les gaz a` effet
de serre bien me´lange´s en 1990. Le forc¸age direct par
les sulfates de´croˆıt de –0.2 a` –0.5 Wm−2, et le forc¸age
par le premier effet indirect de –0.6 a` –1.3 Wm−2,
ce qui est aussi dans la marge des valeurs cite´s par
Ramaswamy et al. (2001) de –0.2 a` –0.8 Wm−2 pour
l’effet direct et de –0.3 a` –1.8 Wm−2 pour le premier
effet indirect (fig. 6.2).
En regardant les impacts radiatifs sur le spectre des
ondes longues, des impacts ne´gligeables sont trouve´s
pour les ae´rosols (fig. 6.3). Pour les gaz a` effet de
serre, une tendance d’environ 0.2 Wm−2 decade−1
est observe´e. On peut se´parer les impacts radiatifs
pour les conditions claires et nuageuses, et on trouve
alors que l’impact radiatif des gaz a` effet de serre est
presque aussi grand en ciel nuageux qu’en ciel total,
mais qu’en ciel clair il est d’environ 0.2 a` 0.5 Wm−2
plus grand. Les gaz a` effet de serre augmentent ainsi
l’effet de serre a` la fois dans les conditions claires
et dans les conditions nuageuses, mais la couverture
nuageuse diminue. Comme l’effet de serre total est
plus grand en ciel nuageux qu’en ciel clair, cela ex-
plique la concidence trouve´e entre l’impact radiatif
en ciel nuageux et en ciel total. On peut comparer le
forc¸age radiatif calcule´ avant avec l’impact radiatif.
La diffe´rence entre ces deux quantite´s est que l’une
contient les re´troactions, et l’autre non. En ciel clair,
on trouve que l’impact radiatif est le´ge`rement plus
grand que le forc¸age radiatif. On peut attribuer cela
a` la re´troaction de la vapeur d’eau, qui pourtant est
limite´e aux continents car la tempe´rature de la sur-
face oce´anique est la meˆme dans les deux sce´narios
qui sont compare´s ici.
Dans le spectre des ondes courtes, on trouve un
faible impact des gaz a` effet de serre pour des ciels
clairs, qui est duˆ a` une re´troaction de la couverture
de neige dans les hautes latitudes (fig. 6.4). En ciel
nuageux, on trouve un impact positif d’environ 0.1
a` 0.3 Wm−2 (1930 a` 1989), qui correspond a` une
diminution de l’albe´do des nuages duˆ a` une diminu-
tion de la couverture nuageuse. Les ae´rosols ont un
impact ne´gatif en ciel clair qui est tre`s similaire a`
l’effet direct des ae´rosols qui a e´te´ diagnostique´. En
ciel nuageux, ils ont un effet qui est le´ge`rement plus
grand que le premier effet indirect.
Discussion
Les re´troactions des nuages sont d’un inte´reˆt par-
ticulier (figs. 6.5 et 6.6). On trouve a` partir des
diffe´rences entre des ensembles de simulations que
les gaz a` effet de serre font diminuer la couver-
ture nuageuse a` tous les niveaux, dans les basses et
moyennes latitudes jusqu’a` 0.2 % de´cennie−1. Les
ae´rosols, de l’autre coˆte´ ont des impacts diffe´rents
a` diffe´rents niveaux. Alors que la couverture
nuageuse haute est le´ge`rement diminue´e, la couver-
ture nuageuse dans les niveaux bas et moyens aug-
mente jusqu’a` 0.2 % de´cennie−1, avec des tendances
beaucoup plus fortes dans l’he´misphe`re nord que dans
l’he´misphe`re sud. En isolant l’impact radiatif des
processus de re´troactions des nuages, et en excluant
donc les impacts radiatifs de l’effet direct des ae´rosols
et du premier effet indirect, nous avons montre´ la
contribution du deuxie`me effet indirect a` l’impact
radiatif (fig. 6.7). L’impact radiatif des processus
de re´troaction des nuages combine deux effets. La
le´ge`re re´duction de la couverture haute exerce un im-
pact positif duˆ a` la re´duction de l’albe´do des cirrus.
L’augmentation de la couverture nuageuse dans les
niveaux bas et moyen augmente pourtant l’albe´do
des nuages, avec un effet net le´ge`rement positif en
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moyenne globale. L’augmentation de la couverture
basse est lie´e a` une augmentation de la dure´e de
vie des nuages plutoˆt qu’a` une augmentation de la
couverture nuageuse spatiale a` chaque instant donne´.
C’est donc bien le deuxie`me effet indirect qui est re-
sponsable de cette re´troaction. Le deuxie`me effet in-
direct des ae´rosols est beaucoup plus marque´ dans les
moyennes latitudes de l’he´misphe`re nord qu’ailleurs
dans le globe. L’impact radiatif des re´troactions des
nuages total y est ne´gatif alors qu’il est positif dans
l’he´misphe`re sud.
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7. Relative importance of greenhouse gas and
aerosol forcings for climate trends of the 1950
- 1989 period in atmospheric GCM
simulations.
7.1. Introduction
Analysis of the evolution of the Earth’s climate dur-
ing the 20th century indicates an anthropogenic im-
pact on several meteorological quantities. One of the
observed features is a trend of up to 0.1 K decade-1
for the annual global mean surface temperature (e.g.,
Folland et al., 2001). Trends have been observed as
well in precipitation, cloud cover, and diurnal tem-
perature range (Folland et al., 2001), some on global
scales and some only on regional scales. One of the
challenging tasks of climate research is the detection
and attribution of a possible impact of human activi-
ties on the Earth’s climate. Two main anthropogenic
sources of perturbations to the Earth’s atmosphere
have been identified in the last decades, both of them
mainly due to energy production, namely greenhouse
gases and aerosols.
Using an atmospheric GCM forced with transient
observed SST and sea-ice extent distributions, we
try to understand the role the effects of greenhouse
gases and aerosols played in the evolution of the
climate of the last century. Recently, similar simula-
tions have been carried out with the Hadley Centre
GCM (Sexton et al., 2003), which identified the im-
pact of several anthropogenic forcings on land surface
air temperatures. Here, we look at concrete impacts
of aerosols and greenhouse gases on measurable, and
measured, climate parameters. As the imposed SST
in our simulation drives the temperature and pre-
cipitation evolution to a large extent, we focus on
parameters more sensitive to aerosols such as the
cloud cover and the diurnal temperature range.
7.2. Model simulations
The ensemble simulations analyzed in this chapter
have been described in Section 6.2 and are briefly
summarized in Table 7.1. In Fig. 7.1 we show the
temporal evolution of the surface temperature in
the three ensembles. Because the changes in radia-
tive forcing are relative to pre-industrial situations
(Tab. 7.1), the three ensembles start with different
conditions in 1950. Warming by the greenhouse ef-
fect causes the simulation with increasing greenhouse
gas concentrations to be the warmest and the CTL
simulations, where greenhouse gas concentrations are
fixed to pre-industrial values, to be the coolest. The
GHG+AER simulation is in between as the cooling
by aerosol effects partially offsets the warming by the
greenhouse effect. Two major findings can be de-
duced from Fig. 7.1. Firstly, the time evolution of
the temperature is largely dominated by the imposed
evolving SST, which is the same in all three sets of
simulations. Secondly, the number of three members
for each ensemble seems to be sufficient as there are
clear differences in the ranges of results corresponding
to the three ensembles.
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GHG+AER GHG CTL
Greenhouse-gas concentration current current 1750
Sulfate aerosol concentration current natural sources only natural sources only
Table 7.1.: Characterization of the three ensembles.




















Figure 7.1.: Evolution of the annual and global (60◦S
- 80◦N) mean surface temperature over
land in the three ensembles [◦C]. An
11-year running mean is applied. The
shaded area corresponds to the range
covered by the members of each ensem-
ble. In green, the GHG+AER simula-
tion, in red, the GHG simulation, and in
blue, the CTL simulation.
7.3. Observations
Folland et al. (2001) summarize the identified ob-
served trends in climate parameters since the be-
ginning of the industrialization. On a global scale,
the most important change observed is the general
increase in surface temperature (Jones and Moberg ,
2003; Peterson et al., 1998). This increase is due
mainly to an increase in nighttime temperatures. The
daily minimum temperature has risen almost twice
as much as the maximum temperature during the
20th century. Thus, the diurnal temperature range
(DTR), defined as the difference between monthly
mean daily maximum and minimum temperatures,
has decreased (e.g., Karl et al., 1993; Easterling et al.,
1997; Hansen et al., 1995). Other climate parame-
ters show trends as well, but we will limit the present
study to these two features which are considered to be
well proven on a global scale. However, while study-
ing the trends in DTR, it should be noticed, that at
least for several regions an increase in cloud cover has
been observed and that over some regions precipita-
tion has increased (Easterling et al., 1997).
7.4. Results
7.4.1. Land surface temperature
In Fig. 7.2 we show the evolution of the global annual
mean land surface temperature in the three ensem-
bles and the HadCRUT2 observations dataset (Jones
and Moberg , 2003). As already shown in Fig. 7.1, to
a large degree, the evolution in the model scenarios
is dominated by the imposed SST. Generally, the
model captures well the interannual variability as
well as the overall trend. The ensemble means and
the observations are correlated with correlation coef-
ficients of 0.81, 0.80 and 0.78 for GHG+AER, GHG,
and CTL scenarios, respectively. The linear trend in
temperature over the whole period (1950 - 1989) is
0.29 ◦C decade-1 in the observations, and 0.74, 0.84,
and 0.70 ◦C decade-1 for the GHG+AER, GHG, and
CTL experiments, respectively. To identify the dif-
ferent impacts on climate parameters introduced by
the forcings by greenhouse gases and aerosols, respec-
tively, we now look at the geographical distributions.
In the observations and the model output, we calcu-
late the linear trend at each grid point as the slope of
the linear regression of the time series. We isolate the
regions where the trend is significant above the 90%
confidence level according to the rank correlation test
of Kendall (Conover , 1980, pp. 256f.).
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Figure 7.2.: The evolution of the departure of the
annual global (60◦S-80◦N) mean land
surface temperature from the 1950 to
1989 mean, in the GHG+AER (green
line), GHG (red), and CTL (blue) simu-
lations, and in the HadCRUT2 observa-
tions (black).
These trends are plotted in Fig. 7.3 for the period
1950 - 89 for the northern hemisphere summertime
(June-July-August, JJA). In JJA, aerosol radiative
effects are most marked, because they are concen-
trated in the northern hemisphere and impact on the
SW radiation. Figure 7.3 shows the trends in JJA
surface temperature over land in the three ensem-
bles and observations. For many parts of the globe,
the trends in surface temperature are controlled by
the impact of the imposed SST on the continents
via dynamical teleconnections. For most parts of
the southern hemisphere, the three simulations do
not differ much. Some differences in the geograph-
ical distributions of the temperature increase over
Australia can be noted. The CTL scenario shows a
cooling over South America, which is not the case
for the two other ensembles. Also the high latitudes
of the northern hemisphere (north of 60◦N) show a
similar pattern of increasing temperature. This is
due to a decreasing trend in the imposed sea ice ex-
tent, which is the same in all three simulations. In
North Africa and the midlatitudes of the Eurasian
and North American continents, however, some dif-
ferences between the three scenarios can be identified.
Figure 7.4.: Differences in the linear trend (1950 -
1989) in JJA surface temperature over
the continents [K decade-1] between the
simulations. (a), the impact of both
greenhouse gases and aerosols (difference
GHG+AER–CTL), (b), the impact of
greenhouse gases (GHG–CTL), and (c),
the impact of the aerosols (GHG+AER–
GHG). Only regions with trends statis-
tically significant above the 90% confi-
dence level are shown.
The deceasing SST of the North Atlantic causes
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Figure 7.3.: The linear trend (1950 - 1989) in JJA surface temperature over land [K decade-1] as simulated
by the LMDZ GCM. (a) for HadCRUT2 observations, (b) the GHG+AER simulation, (c) the
GHG simulation, and (d) the CTL simulation. Only regions with trends statistically significant
above the 90% confidence level are shown.
∆∂Tsfc∂t |ghg+aer = <
∂Tsfc
∂t |GHG+AER > – <
∂Tsfc
∂t |CTL >
∆∂Tsfc∂t |ghg = <
∂Tsfc
∂t |GHG > – <
∂Tsfc
∂t |CTL >
∆∂Tsfc∂t |aer = <
∂Tsfc
∂t |GHG+AER > – <
∂Tsfc
∂t |GHG >
Table 7.2.: Definition of the impacts of greenhouse gases (“ghg”), aerosols (“aer”) and the combination of
both (“ghg+aer”) on the trends in surface temperature (Tsfc). The brackets indicate ensemble
averaging.
the surface temperature to decrease in the simula-
tion without other imposed forcings CTL in Western
Europe. This decrease is offset by warming due
to increased GHE in the GHG simulation. In the
GHG+AER simulation, the same tendency can be
observed for the northern part of western Europe,
while the southern part shows a strong cooling. The
GHG+AER simulation shows a persistent cooling in
the midlatitudes (20 - 50◦N), which is not observed
in the other two simulations. This cooling is stronger
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than in the two other ensembles also for the midlati-
tudes of the North American continent.
Comparing observations and the three ensembles,
it seems difficult to identify one of the scenarios
which would unambiguously simulate more realistic
results that the other ones, mainly due to the strong
impact of the imposed SST. However, when looking
at the Eurasian continent, the GHG scenario is not
able to simulate the observed cooling trend. The
CTL ensemble shows some cooling but the geograph-
ical distribution over Europe and over East Asia are
rather different from the observed patterns. On av-
erage, the cooling simulated by the CTL scenario
is not as strong as in the HadCRUT2 observations.
Particularly, a strong cooling trend is observed in
the measurements and in the GHG+AER scenario
over regions with increasingly high aerosol burdens
in the period of interest, i.e., over East Europe and
East Asia. Generally, the order of magnitude of the
trends in surface temperature is the same in both,
model simulation and observations. Figure 7.4 shows
the differences in the surface temperature trends be-
tween the three simulations. The impact of aerosols
on surface temperature is defined as the difference
in the trends between the GHG+AER and the GHG
ensembles. The impacts of greenhouse gases and the
combination of greenhouse gases and aerosols are
defined accordingly (see Table 7.2 for a summary).
The decreasing temperature trend observed in the
GHG+AER simulation in the NH midlatitudes is due
to the aerosol forcing. Via dynamical effects, aerosols
cause a warming in South Africa. This warming is
amplified when both forcings, greenhouse gases and
aerosols, are combined. This warming trend is also
shown by the observations.
7.4.2. Diurnal temperature range
As pointed out by several authors (e.g., Karl et al.,
1993; Easterling et al., 1997; Hansen et al., 1995),
the diurnal temperature range (DTR) (defined as
the difference between monthly mean daily maxi-
mum and minimum temperatures at a given loca-
tion) has decreased in the second half of the 20th
century over large parts of the continents. The mini-
mum nighttime temperatures have risen much faster
than the daytime maximum temperatures. Easter-
ling et al. (1997) shows decreasing trends for most
continental regions for the 1950 to 1993 period. In
the midlatitudes of the North American continent,
a consistent decrease by –0.1 to –0.3◦C decade−1
is given. For Europe the trend is not clear includ-
ing an increase in DTR in central Europe, slight
decreases over the British Islands and the Mediter-
ranean region, and a decrease over Eastern Europe.
Figure 7.5.: As for Fig. 7.3, but for the diurnal tem-
perature range over land [K decade-1].
Over Asia, although at some locations a slight in-
crease in DTR is observed, generally the DTR has
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decreased by –0.1 to –0.3◦C decade−1. Similarily,
over Australia most regions show a decrease, and over
South America and Africa, also a rather strong de-
crease of up to –05 ◦C is found. Recently, it has
also been shown on a regional scale for the case of
France that a clear increasing trend can be detected
for summer nighttime minimum temperatures which
is not obvious in daytime maximum temperatures
Figure 7.6.: As for Fig. 7.4, but for the diurnal tem-
perature range over land [K decade-1].
(Spagnoli et al., 2002). This behavior in the re-
gion of France has been attributed to variations in
evapotranspiration using a modeling study (Planton
and Spagnoli , 2003). Figure 7.5 shows the distribu-
tions of the linear trends in DTR in the three sce-
narios for northern hemisphere summertime (June-
July-August; JJA). For South and North America,
all three simulations show similar results - a reduc-
tion of the DTR of the order of –0.1 to –1 K decade-1.
Particularly, this reduction is concentrated over the
western half of the continents. Over Alaska, however,
an increase in DTR is observed. These findings are
in good agreement with the observational data shown
by Folland et al. (2001). Over Australia, both scenar-
ios show a stronger reduction in DTR than the con-
trol ensemble. For Africa and the Eurasian continent,
both perturbations, greenhouse gases and aerosols,
lead to a decrease in DTR. The GHG+AER scenario
is the only one which reproduces a reduction in DTR
of the same order of magnitude as observed. Fig-
ure 7.6 shows the differences between the ensembles
to identify the impacts of the two forcings. Clearly,
aerosols are needed to explain the strong reduction
of the DTR over the Eurasian continent. In particu-
lar, aerosols are responsible for the reduction in DTR
over Europe and over Southeast Asia.
7.5. Discussion
A reduction in DTR might be due to a negative ra-
diative forcing in the solar spectrum such as expected
from aerosol direct and indirect effects. While a forc-
ing in the terrestrial spectrum as the greenhouse
effect is active both night and day, an increase in
SW albedo has a cooling effect on the Earth’s surface
only at daytime (solar heating during the daytime
is reduced). This would reduce the daily maximum
temperature. The warming effect due to the green-
house gases increases the nighttime temperature, but
the daytime temperature as well, and therefore would
not directly reduce the DTR. However, a possible in-
crease in cloud cover as a feedback to the increased
greenhouse effect would increase the SW albedo and
might thus explain the decrease in DTR.
Other explanations for the reduction in DTR ex-
ist. For example, the increase in air-traffic induced
contrail coverage of the globe may be responsible for
the reduction in DTR (Travis et al., 2002;Meerko¨tter
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Figure 7.7.: Linear trends (1950 - 1989) in JJA cloud cover (I) and SW cloud radiative forcing (CRF, II),
(a) for GHG+AER, (b) for GHG, and (c), for CTL scenarios [Wm-2 decade-1].
et al., 1999). Dai et al. (1997) show a negative cor-
relation between precipitation increase and DTR
decrease in timeseries for several regions. They ar-
gue that precipitation increase is correlated with an
increase in cumulonimbus and nimbostratus cloudi-
ness. They explain that assuming the existence of the
second aerosol indirect effect, a forcing different from
aerosol forcing would be responsible for this increase
in precipitation, as the second AIE rather would tend
to decrease the precipitation. Soil moisture variation
may have an important influence on DTR changes.
Increased evaporation due to larger soil moisture
would lead to a lowering of temperatures during day-
time with less stable boundary layers, while during
nighttime with stable boundary layers, this effect
would be much smaller (Dai et al., 1997; Dai et al.,
1999; Stone and Weaver , 2003).
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Dai et al. (2001) and Stone and Weaver (2003)
studied the trends in DTR in the twentieth and
twenty-first century in simulations performed with
two different GCMs. Both studies argue that it is an
increase in low-level cloud albedo and in soil mois-
ture that causes the decrease in DTR. They do not
find an influence of aerosol direct effects. However,
they did not examine the aerosol indirect effects.
Figure 7.8.: Linear trends (1950 - 1989) in JJA TOA
(a) net SW flux, and (b) SW forcing by
the first aerosol indirect effect and the
aerosol direct effect [Wm-2 decade-1].
Folland et al. (2001) show a correlation between the
decrease in DTR and the increase in cloud cover.
Hansen et al. (1995) deduct from a modeling study,
that a combination of aerosol and cloud cover in-
crease particularly over land causes the decrease in
DTR, which they attribute to an aerosol indirect ef-
fect.
In Fig. 7.7, we show the linear trends in cloudiness
and in SW cloud radiative forcing (CRF). Compar-
ing the GHG and CTL scenarios, a largely similar
pattern of change in cloudiness and CRF is observed.
The slight differences include a smaller increase in
cloud cover and CRF over the South and North
American continents in the GHG compared to the
CTL ensemble. The GHG scenario does not show the
increase in CRF as observed in the CTL ensemble
over the equatorial region over Africa.
Some interesting differences are found comparing
the GHG+AER scenario to the two others. A strong
increase in cloud cover is observed over the mid lati-
tudes of the northern hemisphere, and accordingly a
stronger decrease in (negative) CRF than in the GHG
and CTL ensembles. This is observed as well over
the Eurasian as over the North American continents.
Figure 7.8 shows in addition the trends in net SW ra-
diation flux at the top of the atmosphere (TOA) and
the diagnosed forcing by the aerosol direct and first
indirect effects in the GHG+AER scenario. Trends in
SW radiation are largely corresponding to the trends
in CRF, except for the high latitudes of the northern
hemisphere, where the surface albedo changes due to
snow cover feedbacks play an important role. Com-
paring the patterns of diagnosed forcings by aerosols
to the geographical distribution of the trends in SW
radiation flux, it can be noted that the strongly nega-
tive trends in the NH midlatitudes are corresponding
to strongly negative forcing trends due to aerosols.
In Fig. 7.9 we show the JJA linear trends of surface
evaporation in the three scenarios. For some regions,
the anticorrelation between evaporation and DTR
trends postulated by Dai et al. (1997) and Planton
and Spagnoli (2003) can be observed, e.g. for central
Africa and, in the GHG simulation, over Australia.
However, as these regions are rather limited, the cor-
relation may be fortuitous. Similarily, the trends
in surface humidity and DTR are not found to be
correlated (not shown).
7.6. Conclusions
We showed results of three ensemble simulations
with an atmospheric GCM (the LMD-Z) using
imposed observed SST distributions. In one of
these scenarios GHG+AER, anthropogenic green-
house gas and sulfate aerosol perturbations were
imposed according to historical evolutions. In a
second one (GHG), only greenhouse gases were
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used, and in the third one (CTL), greenhouse gases
and aerosols were fixed to pre-industrial conditions.
Figure 7.9.: The linear trend in JJA surface evapo-
ration [mm day−1 decade−2]. For (a)
GHG+AER, (b) GHG and (C) CTL
scenarios. Only statistically significant
trends are shown.
The forcing by the imposed SST controls the evolu-
tion of temperature also over continental surfaces to
a large extent. Interesting impacts of the two an-
thropogenic forcings are observed. Looking at pat-
terns of linear trends in surface temperature, it can
be noted that the scenario including both forcings is
closest to observations (HadCRUT2 dataset, Jones
and Moberg , 2003).
90◦S-90◦N 40◦S-55◦N 40◦N-55◦N
DTR-CRF 0.24 0.68 0.70
DTR-F SW 0.83 0.73 0.82
DTR-E 0.50 –0.08 –0.02
Ts-CRF –0.37 0.46 0.11
Ts-F SW 0.87 0.66 0.57
Ts-E 0.73 –0.22 –0.11
Table 7.3.: Correlation between trends in cloud ra-
diative forcing (CRF), SW radiation flux
(F SW), and surface evaporation (E),
and trends in diurnal temperature range
(DTR) and surface temperature (Ts), for
different latitude belts.
In particular over the Eurasian continent, a cooling
trend has been observed, which can only be simulated
with the model when aerosol forcings are included.
Similarly, while all three ensembles simulate com-
parable patterns of decreasing diurnal temperature
range (DTR) for most parts of the globe (South and
North America, Australia), the scenario including
the aerosol forcing is the only one that is able to
reproduce the reduction in DTR in the magnitude
observed in the northern hemisphere. We analyzed
trends in cloudiness and SW cloud radiative forcing
(CRF) in the three scenarios. CRF changes largely
control trends in SW radiation flux at the top of
the atmosphere, except for NH high latitudes, where
surface albedo changes due to snow cover feedbacks
play a role. Aerosol forcings contribute strongly to
stronger CRF and thus SW forcings particularly in
NH midlatitudes. Table 7.3 lists the correlation co-
efficients between trends in CRF and SW radiation
flux and surface temperature and DTR, respectively,
for the GHG+AER ensemble.
The correlation coefficients in the two other en-
sembles are similar to the ones given for this sce-
nario. Trends in surface temperature are correlated
to changes in SW forcing, but only slightly con-
nected to trends in CRF. However, the DTR changes
are strongly correlated to both the changes in CRF
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and SW radiation flux. We do not find a consistent
anticorrelation between evaporation and DTR trends
as was the case in previous studies.
The overall conclusion is that in our model study,
DTR decreases as observed particularly over con-
tinental surfaces of the northern hemisphere are
strongly correlated to changes in SW cloud radia-
tive forcing. Among the three ensembles, the only
one which is able to simulate the observed magnitude
and geographical distribution of the decrease in DTR
is the scenario including the two forcings.
For the trends in surface temperature, the results
are more ambiguous. However, the reduction in
continental surface temperature over the Eurasian
continent is resulting in the model study only in
the scenario including both anthropogenic forcings,
greenhouse gases and aerosols, where aerosols are the
forcing responsible for the cooling trends.
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7.7. Importance relative des gaz a`
effet de serre et des forages
d’ae´rosols pour des tendances
climatiques de la pe´riode




Outre l’augmentation de la tempe´rature moyenne
annuelle globale de 0.1 K de´cennie−1 (Folland et
al., 2001), des tendances ont e´te´ observe´es pour la
pre´cipitation, la couverture nuageuse, et l’e´cart jour-
nalier de la tempe´rature (diurnal temperature range,
DTR en anglais), quelques-unes a` l’e´chelle globale,
d’autres a` l’e´chelle re´gionale (Folland et al., 2001).
Nous utilisons les simulations pre´sente´es dans le
dernier chapitre pour examiner les impacts relat-
ifs des gaz a` effet de serre et des diffe´rents forages
par les ae´rosols sur les tendances de tempe´rature de
la surface continentale et sur le DTR. Nous limitons
cette e´tude a` la pe´riode 1950 a` 1989 car c’est dans
cette pe´riode que les tendances observe´es ont e´te´ les
plus claires.
Re´sultats
Les trois ensembles de simulations sont capables de
reproduire l’e´volution observe´e de la tempe´rature de
la surface continentale, meˆme si des diffe´rences entre
les sce´narios existent (fig. 7.1). Pourtant, le sce´nario
qui inclut les deux forages anthropiques reproduit les
observations de manie`re le´ge`rement meilleure que les
deux autres (coefficient de corre´lation de 0.81 com-
pare´ a` 0.80 et 0.78 pour les ensembles GHG et CTL).
Nous regardons les distributions ge´ographiques des
tendances line´aires de quantite´s physiques, qui sont
de´finies comme la pente de la re´gression line´aire
de la se´rie temporelle a` chaque point de la grille
horizontale. L’impact des ae´rosols est le plus fort
dans l’e´te´ de l’he´misphe`re nord, parce que les for-
ages des ae´rosols sont actifs dans le spectre solaire
et les ae´rosols anthropiques sont concentre´s dans
l’he´misphe`re nord. Nous nous focalisons alors sur
la saison juin-juillet-aot (JJA). De plus, seulement
des tendances qui sont statistiquement fiables a` des
niveaux supe´rieurs a` 90% sont conside´re´es.
Pour plusieurs parties du globe, les tedances de la
tempe´rature sont controˆle´es par la SST impose´e, et
ce meˆme au-dessus des continents (fig. 7.3). Dans
la plupart de l’he´misphe`re sud ainsi qu’aux hautes
latitudes de l’he´misphe`re nord, les trois ensembles
ne diffe`rent donc que peu. C’est en particulier dans
les moyennes latitudes de l’he´misphe`re nord et en
Afrique du Nord que se trouvent les diffe´rences
entre les trois sce´narios. La SST de´croissante de
l’Atlantique du Nord fait diminuer la tempe´rature
dans la simulation CTL au-dessus de l’Europe
de l’Ouest. Cet effet est contrebalance´ par le
re´chauffement par l’effet de serre dans l’ensemble
GHG. Dans les simulations GHG+AER, on trouve
le meˆme effet pour la partie nord de l’Europe de
l’Ouest, alors que la partie sud montre un fort re-
froidissement. Le sce´nario GHG+AER donne un
refroidissement persistent dans les moyennes lati-
tudes de l’Ame´rique du Nord et au-dessus du conti-
nent eurasiatique qu’on ne trouve pas dans les deux
autres. Il est difficile d’identifier lequel des ensembles
est le plus proche des observations, en particulier a`
cause de l’impact fort de la SST impose´e. Pourtant,
en regardant le continent eurasiatique, l’ensemble
GHG ne simule pas la tendance de refroidissement
observe´e. Le sce´nario CTL montre des re´gions de re-
froidissement, mais la distribution spatiale au-dessus
de l’Europe et de l’Asie de l’Est est diffe´rente de
celle observe´e. De plus, le refroidissement n’est pas
assez fort en moyenne. Ce n’est donc que le sce´nario
GHG+AER qui montre l’amplitude et la distribu-
tion des tendances de refroidissement comme dans
les observations. En e´tablissant les diffe´rences entre
les moyennes d’ensembles, on peut isoler les impacts
respectifs des deux forages anthropiques. Cette anal-
yse montre que c’est le forage par les ae´rosols qui
est responsable tendances de refroidissement dans
la simulation GHG+AER. Comme il l’a e´te´ montre´
par plusieurs auteurs (par exemple, Karl et al., 1993
; Easterling et al., 1997 ; Hansen et al., 1995) la
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tempe´rature minimale de nuit a augmente´ beaucoup
plus rapidement que la tempe´rature maximale de
jour, et donc l’e´cart journalier de la tempe´rature
a diminue´ pendant la deuxie`me moitie´ du 20ie`me
sie`cle. Dans nos simulations, des tendances tre`s sim-
ilaires ont e´te´ trouve´es dans le DTR pour la plupart
de l’he´misphe`re sud, et pour les hautes latitudes
de l’he´misphe`re nord (fig. 7.5). Pour les basses
et moyennes latitudes de l’he´misphe`re nord, pour-
tant, des diffe´rences entre les sce´narios peuvent eˆtre
identifie´es. La re´duction du DTR est plus fort dans
l’ensemble GHG compare´ a` CTL, et encore beaucoup
plus fort dans l’ensemble GHG+AER. Les deux for-
ages anthropiques, les gaz a` effet de serre ainsi que
les forages par les ae´rosols, augmentent donc la ten-
dance ne´gative du DTR. C’est pourtant seulement le
sce´nario GHG+AER qui inclut les deux forages qui
est capable de simuler cette re´duction et en ampli-
tude et en distribution.
La re´duction du DTR observe´e peut eˆtre explique´e
par plusieurs processus diffe´rents. L’une des possi-
bilite´s serait un forage ne´gatif actif dans le spectre
solaire qui agit donc seulement pendant la journe´e.
Un tel forage pourrait venir des effets directs ou in-
directs des ae´rosols (Hansen et al., 1997), ou encore
d’une augmentation de l’albe´do des nuages bas, d soit
a` une augmentation de la couverture nuageuse soit
a` une augmentation de leur contenu en eau liquide
(Easterling et al., 1997). D’autres e´tudes montrent
une corre´lation entre une augmentation du taux de
pre´cipitation et la re´duction du DTR (Dai et al.,
1997) ou` de l’e´vapotranspiration de la surface et le
DTR (Planton et Spagnoli, 2003).
Dans notre e´tude, nous trouvons une corre´lation
des tendances du DTR avec les tendances du flux
du rayonnement solaire au sommet de l’atmosphe`re
(coefficient de corre´lation de l’ordre de 0.8), avec le
forage radiatif des nuages (coefficients de corre´lation
entre 0.24 et 0.70), mais pas avec l’e´vaporation au sol
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8. Evaluation of the cloud thermodynamic phase
parameterization in the LMDZ GCM by using
POLDER satellite data
8.1. Introduction
Clouds cover the Earth’s surface by about 60% to
70% and have a very strong effect on the radiation
balance in both the terrestrial and the solar spec-
trum. Unfortunately, the representation of clouds in
climate models is still unsatisfying. As most cloud
properties cannot be resolved by global-scale mod-
els, they have to be parameterized in terms of the
model variables. Cloud parameterizations are com-
plicated by the fact that clouds cover a large range
of scales (from microphysics to mesoscale systems).
Moreover they must treat the liquid and ice phases
separately. Liquid and ice clouds have quite different
effects on the Earth radiation balance. Precipitation-
forming microphysical processes in ice and mixed-
phase clouds are different from those in liquid water
clouds. In the absence of explicit liquid and ice cloud
microphysics there is no simple parameterization for
the partitioning of condensed water into liquid and
ice phase. The local temperature is therefore often
used to define the liquid and ice fractions.
Giraud et al. (2001) used combined data from
POLDER-1 and ATSR-2 satellite instruments to es-
tablish a relationship between cloud top brightness
temperature and cloud top thermodynamic phase for
a day in June, 1997. They found a clear relationship
between the two quantities. A sharp transition be-
tween ice and liquid clouds in the temperature range
of 240 to 260 K was observed.
Satellites observe clouds with a global coverage at
approximately the spatial scale of GCMs. Thus,
satellite observations are well suited for the eval-
uation of GCM parameterizations. Here, we use
the data from the POLDER-1 instrument in order to
infer a statistical relationship between cloud top tem-
perature and cloud phase and to test the partitioning
between liquid and ice water as a function of the local
temperature in the atmospheric General Circulation
Model (GCM) of the Laboratoire de Me´te´orologie
Dynamique (LMDZ).
8.2. Tools and methodology
8.2.1. POLDER-1 satellite observations
POLDER (POLarization and Directionality of the
Earth’s Reflectances) is a radiometer which was on
board the Japanese polar orbiting ADEOS-1 plat-
form from August 1996 until June 1997. POLDER
is a wide field-of-view camera (with a swath of
2400x1800 km2 and a resolution of 6x7 km2) which
observes the Earth’s surface and atmosphere through
15 filters and polarizers in the visible and near in-
frared. It was the first space instrument to simultane-
ously observe the polarization and the multi-spectral
and directional signatures of the reflected radiation
(Deschamps et al., 1994). We use cloud top thermo-
dynamic phase and cloud top temperature retrieved
from POLDER data (Buriez et al., 1997). The cloud
top Rayleigh pressure is retrieved from the polar-
ized signal at 443 nm based on molecular scatter-
ing by the atmosphere above the cloud (Vanbauce
et al., 1998). Using the corresponding interpolated
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temperature profile from 6-hourly ECMWF meteo-
rological analyses we convert the cloud top pressure
into a cloud top temperature. The cloud thermo-
dynamic phase is also retrieved from POLDER data
as described in Goloub et al. (2000) and Riedi et al.
(2000). The retrieval is based on the angular and
polarized signatures of cloud reflected radiances at
scattering angles near 140◦. These cloud parameters
are extracted at the pixel resolution. The POLDER
level-2 products are then computed at the scale of a
“super-pixel” composed of 9x9 POLDER level-1 pix-
els (about 0.5◦x0.5◦ at the Equator). In POLDER
the level-2 cloud phase parameter can take three dif-
ferent values: liquid if all cloud pixels are liquid, ice if
all cloud pixels are ice, and mixed if both liquid and
ice pixels coexist within a super-pixel. The satellite
is used at its original resolution of 9x9 pixels as well
as at the GCM resolution after an appropriate regrid-
ding.
8.2.2. The LMD GCM
We use here the Laboratoire de Me´te´orologie Dy-
namique (LMD) GCM. The resolution considered is
96 points evenly spaced in longitude and 72 points in
latitude. The model is vertically discretized on 19 hy-
brid σ-pressure levels (σ = p/ps where p and ps are
the atmospheric and surface pressures). An impor-
tant characteristic of the LMD GCM version used in
this study is the definition of the cloud and precipita-
tion parameterizations. Cloud water is predicted in
the model by a budget equation where the ice and liq-
uid phases are considered jointly. The condensation
scheme uses a “hat” probability density function for
total water in a grid box, which allows for fractional
cloudiness (Le Treut and Li , 1991). Depending on
the local temperature, the total condensed water is
partitioned between liquid water and ice. Clouds are
composed entirely of ice crystals or liquid droplets if
the local temperature is lower than Tice or larger than
T0, respectively. In between T0 and Tice, the fraction
of liquid water is given by
xliq =





T ∈ [Tice, T0]
1 T > T0
(8.1)
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Figure 8.1.: Liquid water fraction as a function of
the local temperature for Tice = −70◦C
and Tice = −40◦C, with values for nx ∈
[0.1, 0.2, 1, 2, 10].
In the standard version of the model, Tice =
−15◦C, T0 = 0◦C, and nx = 6. The choice of
T0 = 0◦C is rather straightforward as ice crystals
in the atmosphere melt rapidly above the melting
point. The two other parameters, however, are more
difficult to define. Observations suggest Tice to be in
the range of –35◦C to –40◦C (Houze, 1993). Values
for Tice in GCMs include –40◦C (Del Genio et al.,
1996), –35◦ (Lohmann and Roeckner , 1996), –20◦
(Fowler et al., 1996), –15◦C (Smith, 1990). Schemes
using the a formula similar to Eq. 8.1 use nx = 2 (Del
Genio et al. (1996); Smith (1990)). The impact of
Tice and nx on the xliq to T relationship is illustrated
in Fig. 8.1. We will examine the sensitivity of the
model results to these parameters and compare them
to the satellite observations.
The period simulated is that of POLDER-1 from
November 1996 to June 1997. Reynolds sea surface
temperature (SST) and HadISST1.0 sea-ice extent
are imposed (Rayner et al., 2003). Winds and tem-
perature are nudged to ECMWF reanalyses in order
to get realistic meteorological conditions.
8.2.3. Simulation of satellite observations
from the model results
In order to compare the model results with the satel-
lite parameters, we produce a 2D “satellite-like” field
from the 3D model results. For this study, we assume
that clouds are opaque for the quantities we are in-
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terested in and we use a random overlap assumption.





where fi is the cloud fraction at model layer i and n
is the uppermost layer. Under the same assumption
the cloudy-sky mean of a variable x (cloud-top tem-
perature, fraction of liquid clouds, ...) as seen from








using the convention fn+1 = 0.
For each cloudy layer we approximate the Rayleigh
temperature as the temperature of the interface be-
tween the highest cloudy layer and the clear layer
above it. We then derive the cloud Rayleigh tem-
perature at the top of the atmosphere (TOA) from
Eq. 8.2. In the same way a TOA cloud liquid frac-
tion is computed from the cloud liquid fractions at
the different levels. Finally the GCM output is sam-
pled along the satellite overpass which is calculated
on-line in the model. Because the physical timestep
is 30 minutes in our model, the sampled cloud fields
are within ±15 minutes of the actual satellite obser-
vations. Therefore we do not expect any bias in the
GCM due to the diurnal cycle.
8.3. Results
8.3.1. Cloud phase to cloud temperature
relationship in the satellite
observations
We estimate the average liquid cloud fraction
for each 10 K bin of cloud Rayleigh tempera-
ture in the POLDER retrievals. Fig. 8.2 shows
the phase to temperature relationships for the 8-
month POLDER period. Looking at shorter peri-
ods or particular regions gives rather similar results.
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Figure 8.2.: Fraction of liquid phase at cloud top as a
function of the cloud Rayleigh tempera-
ture in the POLDER observations at (a)
the POLDER resolution and (b) at the
GCM resolution. The dashed line shows
the number of points in each bin (right
scale).
It is noteworthy, however, that the relationship is
much less smooth if POLDER data are not regridded
to the GCM resolution due to the larger heterogene-
ity in the cloud properties. It is therefore important
to first decrease the resolution of satellite data before
comparing with the GCM results. It is due to the
cloud sampling that even for temperatures above the
melting point small fractions of ice clouds exist. This
would be the case e.g. in tropical regions with deep
convection where a cumulonimbus may exist along
with low level trade cumuli. Our results differ slightly
from those of Giraud et al. (2001), who found less ice
clouds at temperatures close to 0◦C.
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Figure 8.3.: Same as Fig. 8.2 but for standard LMDZ
model results.
8.3.2. Model relationships
Fig. 8.3 shows the same relationships but for model-
simulated quantities. An obvious deficiency is the too
steep transition between 0% and 100% liquid water
fraction in a temperature range of only about 50◦C.
The simulated phase to temperature relationship is
very robust and does not vary much when looking at
different regions or periods. Particularly, the result
of a short simulation of a few days is not different
from that from a 8-month simulation.
8.3.3. Parameter fit
Keeping the parameterization for the repartition of
condensed water into liquid water and ice (Eq. 8.1),
we try to find the values of the two parameters Tice
and nx which match best the POLDER observations.
The upper bound of 0◦C is kept as larger values for
the melting point would not be physically reasonable.
We vary Tice between -70◦C and 0◦C and nx between
0.1 and 10. We carry out three-day simulations for
the period of June 10-12, 1997 for each pair of param-
eters. The resulting phase to temperature relation-
ships can well be fitted with an hyperbolic tangent
function of the form:
xliq = (1 + tanh(a1T + a2))/2 (8.3)
with a1 and a2 as fitting parameters determining the
degree of flatness of the curve and a shift to lower
temperatures, respectively. The fitted hyperbolic
tangent functions for the POLDER observations and
the standard model parameterization are superim-
posed to Figs. 8.2 and 8.3.
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Figure 8.4.: Scatter plot of the a1 and a2 parame-
ters fitting the top-of-atmosphere cloud
liquid fraction to temperature relation-
ships. space. On the x-axis, parameter
a2, and on the y-axis, parameter. The
open circle is for the POLDER observa-
tions while the other symbols depict the
relationships obtained in the GCM sim-
ulations with varying Tice and nx.
Fig. 8.4 shows the results of the different simula-
tions in the parameter space of a1 and a2. Firstly,
a temperature below which all cloud water is ice of
rather low value is needed. The fit corresponds to a
temperature of Tice = −32◦C. It is interesting that
in Fig. 8.2 considerable liquid fractions are shown
for temperatures below –35◦C, which is due to the
sampling at the model grid resolution. The freezing
temperature found is slightly larger but rather close
to the values found by observational studies (Sassen
and Dodd , 1988) or used in high resolution models
(Spice et al., 1999). Secondly, a concave function has
to be chosen to match the observations, but the ex-
ponent is smaller than so far used in the model.
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Figure 8.5.: Regressions of the phase to temperature
relationship as from Figs. 8.2 (black
curve) and 8.3 (red) for the 8-month
POLDER period, and for a simulation
using the new pair of parameters (green)
8.4. Conclusions
Using data derived from the spaceborne instrument
POLDER-1, we establish a relationship between
cloud top temperature and cloud top thermodynam-
ical phase. We simulate the same period with the
LMDZ GCM by nudging the winds and temperature
to ECMWF reanalysis data. The model’s parameter-
ization for the thermodynamical phase of condensed
water, a distribution according to local temperature,
is tested. We carried out multiple simulations varying
two parameters and identified the best fit of model
to POLDER data. The standard parameterization
for the liquid and ice fraction clearly is too steep and
can not capture the fraction of liquid water clouds
observed even at very low temperatures. The curve
resulting from the “best fit” to the observational
data obtained from short simulations using different
parameters is able to reproduce well the observa-
tions (Fig. 8.5). The temperature where all cloud
water consists of ice is found to be Tice = −32◦C,
which is close to observed values. The exponent












































Figure 8.6.: Annual cloud radiative forcing [Wm−2].
(a) Long-wave and (b) Short-wave for
ScaRaB observations (black, solid), the
Standard model scheme (blue, dash-
dotted), and the new pair of parameters
(red, dashed).
These two values are different from those arbitrar-
ily chosen in the standard model parameterization
of the LMDZ, but are rather close to values used
in other GCMs. We carried out simulations of one
year for both, the old and new pairs of parameters
(Tice and nx). Fig. 8.6 shows the zonal annual mean
cloud radiative forcings (CRF) in the shortwave and
longwave spectra, comparing the two model versions
with ScaRaB satellite measurements for March 1994
to February 1995 (Kandel et al., 1998). While in the
SW spectrum, the new parameterization simulates a
cloud radiative forcing closer to the observations ex-
cept for southern hemisphere midlatitudes, a general
bias of the model to simulate too strong CRF in the
longwave spectrum is slightly enhanced at midlati-
tudes when using the new parameters.
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8.5. E´valuation de la
parame´trisation de la phase
thermodynamique dans le




Les processus de nuages et de pre´cipitation sont assez
diffe´rents suivant la phase thermodynamique dans
lesquels ils ont lieu. De plus, le transfert radiatif
est influence´ diffe´remment dans les nuages de glace
et dans les nuages d’eau liquide. Parmi d’autres,
l’e´tude pre´sente´e dans les derniers deux chapitres a
de nouveau montre´ les re´actions diffe´rentes des nu-
ages de glace et d’eau liquide aux forc¸ages externes.
Ce sont la` quelques-unes des raisons pour lesquelles la
parame´trisation de la phase thermodynamique dans
des mode`les de grande e´chelle est d’une importance
particulie`re. En absence d’une repre´sentation ex-
plicite de la distribution de l’eau condense´e en eau
liquide et glace, l’indicateur le plus important pour
la phase thermodynamique de l’eau condense´e est
la tempe´rature locale. La parame´trisation la plus
simple consiste a` fixer une tempe´rature au-dessus de
laquelle l’eau est liquide et au-dessous de laquelle elle
est solide. Pourtant, des observations montrent que
toute l’eau est bien liquide au-dela` de 0◦C, alors que
de l’eau liquide peut eˆtre trouve´e a` des tempe´ratures
aussi froides que –40◦C (Houze, 1993). Beaucoup
de mode`les a` grande e´chelle de´finissent donc une
tempe´rature, au-dessus de laquelle toute l’eau est liq-
uide (dans la plupart des cas, 0◦C), une tempe´rature
Tice, au-dessous de laquelle toute l’eau est congele´e,
et ils partagent l’eau condense´e dans la maille de
la grille entre eau liquide et glace en suivant une
formule exponentielle entre ces deux tempe´ratures.
Dans cette e´tude, nous cherchons a` fixer les deux
parame`tres de cette parame´trisation, qui sont Tice et
l’exposant de la fonction de transition.
Me´thode
Nous utilisons pour cela des observations spatiales
de l’instrument POLDER de la tempe´rature et la
phase thermodynamique au sommet des nuages (voir
chapitre 3). Dans une e´tude similaire avec des
donne´es combine´es de la phase thermodynamique
de´rive´e par POLDER et la tempe´rature de bril-
lance donne´e par l’instrument ATSR-2, Giraud et
al. (2001) ont montre´ une forte corre´lation entre la
tempe´rature au sommet des nuages et la phase ther-
modynamique comme elle est de´rive´e par POLDER.
Nous simulons avec le mode`le LMDZ la pe´riode
de mesures de POLDER (Novembre 1996 a` Juin
1997) en mode guide´ et avec des SST observe´es
impose´es. La tempe´rature et la phase thermody-
namique au sommet des nuages sont e´chantillonne´es
en utilisant l’hypothe`se de recouvrement ale´atoire sur
la fauche´e du satellite. La relation statistique entre la
tempe´rature et la phase thermodynamique au som-
met des nuages est e´tablie a` la fois dans les sorties
du mode`le et dans les observations POLDER. Nous
ajustons ensuite une tangente hyperbolique a` deux
parame`tres a` cette relation. Comme nous l’avons
montre´, cette relation est tre`s stable dans le mode`le,
et elle est tre`s similaire que l’on l’e´tablisse a` par-
tir des sorties de quelques jours, plusieurs jours, ou
toute la pe´riode. Nous effectuons alors plusieurs sim-
ulations courtes en variant les deux parame`tres de
la parame´trisation de la phase thermodynamique en
fonction de la tempe´rature locale dans le mode`le et
de´duisons les deux parame`tres de la tangente hyper-
bolique ajuste´e.
Re´sultat
Avec cette me´thode, nous trouvons un tre`s bon ac-
cord entre mode`le et les observations pour le choix
de –32◦C comme Tice et une transition suivant une
fonction exponentielle avec un exposant de 1.7. Ces
deux valeurs sont diffe´rentes de celles choisies par
hasard dans la formule standard du LMDZ (–15◦C
et 6), mais sont proches des parame`tres utilise´s dans
d’autres mode`les (Tice = −35◦C ; Del Genio et
al., 1996 ; Lohmann et Roeckner , 1996 ; nx=2,
Smith et al., 1990). Nous avons effectue´ deux sim-
ulations en imposant la SST, une avec le jeu de
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parame`tres standard , l’autre avec les deux nou-
veaux parame`tres. Comme nous avons pu le montrer
en comparant les sorties du mode`le aux observations
de ScaRaB (Kandel et al., 1998), le forc¸age radiatif
des nuages est beaucoup mieux repre´sente´ dans le
spectre des ondes courtes en utilisant les nouveaux
parame`tres, mais il reste tre`s similaire dans le spec-
tre des ondes longues (fig. 8.6).
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9. A new liquid- and ice phase microphysical
scheme for the LMDZ GCM: Description and
preliminary results
9.1. Introduction
The term “microphysics” in the global atmospheric
modeling context refers to the physical processes con-
nected with clouds and precipitation, beginning from
nucleation of cloud particles and condensation, to
formation of different forms of precipitation, to the
fall and possible evaporation of precipitation. For all
these processes, individual particles have to be con-
sidered, having a typical size scale of some microm-
eters. Nevertheless, it is by these processes that all
clouds and precipitation appear, evolve, and disap-
pear.
Clouds play a fundamental role in the atmospheric
energy balance. They increase the shortwave plane-
tary albedo, a cooling effect, and on the other hand,
they increase the longwave greenhouse effect, warm-
ing the surface. In addition, they distribute latent
heat in the atmosphere. The different representation
of clouds is a major source of uncertainty in climate
change scenario simulations with different general cir-
culation models (Cess et al., 1990; Le Treut and McA-
vaney , 2002).
Precipitation is one of the main climate variables.
Nevertheless, climate models are so far not able to
coherently simulate the response of precipitation to
anthropogenic climate change. This, however, would
be one of the most important predictions to provide
to the public.
One of the reasons for these shortcomings may be the
insufficient parameterization of microphysics in the
models. There has been some experience in modeling
of liquid water microphysics in GCMs with simple for-
mulations for ice-phase microphysics (e.g., Boucher
et al., 1995a; Del Genio et al., 1996). Some global
models also contain microphysical formulations for
ice- and mixed-phase clouds (Lohmann and Roeck-
ner , 1996; Fowler et al., 1996; Rotstayn, 1997; Ghan
et al., 1997a; Wilson and Ballard , 1999). In this
study, we develop a comprehensive liquid- and ice-
phase cloud microphysical scheme and apply it in
the Laboratoire de Me´te´orologie Dynamique (LMD-
Z) GCM. We replace thus the former microphysical
scheme of Boucher et al. (1995a), which consisted of
formulations for autoconversion and accretion of liq-
uid clouds, and a simple fall-velocity dependent snow
formation equation. Liquid water droplet number
concentration so far was linked to sulfate aerosol mass
using an empiric equation (Boucher and Lohmann,
1995).
The new scheme is described in Section 9.2. Finally,
in Section 9.3, we show results from simulations using
the new scheme compared to the former one.
9.2. Description of the scheme
In the new microphysical scheme, water is divided
into categories of vapor, cloud water, and precipitat-
ing water. Cloud water is further split in liquid water
and ice. For precipitating water, liquid water (rain),
slowly-falling (snow) and fast-falling (graupel) ice
water are separated. The mixing ratios of these six
water species are treated prognostically in the model.
For cloud water, in addition, the number concentra-
tions of liquid droplets and ice crystals are treated as
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Figure 9.1.: The six water categories of the model and transition processes between them.
ql Cloud liquid water mixing ratio [kg kg-1]
qi Cloud ice mixing ratio [kg kg-1]
qr Rain water mixing ratio [kg kg-1]
qs Snow mixing ratio [kg kg-1]
qg Graupel mixing ratio [kg kg-1]
Nl Cloud droplet number concentration [m-3]
Ni Ice crystal number concentration [m-3]
Table 9.1.: Prognostic variables for water species in the model.
prognostic variables. Precipitating water, however,
is assumed to follow a Marshall-Palmer distribution
(Marshall and Palmer , 1948; Gunn and Marshall ,
1957). While water vapor and cloud water are trans-
ported by the large scale dynamics, precipitation is
considered to remain in the grid column of its origin.
This is a valid assumption because the time for pre-
cipitation (fall speed times height) is small compared
to the time for advection to an adjacent grid box
(horizontal wind speed times horizontal resolution).
In future studies, however, a possible impact of trans-
portation of precipitating water shall be examined.
Table 9.1 summarizes the prognostic variables of the
model.
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Transformation of water vapor to liquid water
and ice and vice versa
qv, ql, qi, Nl, Ni.
Activation/Nucleation Creation of new droplets and new crystals Nl, Ni, qv, ql, qi
Collisions/Coalescence Transformations between liquid water, ice, and
precipitating species
ql, qi, qr, qs, qg, Nl,
Ni
Freezing / Melting Conversions between liquid water and ice and be-
tween rain and snow
ql, qi, qr, qs, Nl, Ni
Evaporation of precipita-
tion
Conversion of precipitating species to water vapor qv, qr, qs, qg
Table 9.2.: Processes in the new microphysical scheme.
The scheme treats five types of processes. Condensa-
tion and evaporation are the transitions between wa-
ter vapor and cloud liquid water, and sublimation the
transition between water vapor and cloud ice. New
cloud particles may form via activation of aerosols
or nucleation for liquid droplets and ice crystals.
Cloud and precipitation particles may collide with
each other and coalesce, which yields a transition
to another water category. When rime is produced,
new ice splinter are created by the secondary ice pro-
duction mechanism. Finally, precipitation particles
may fall, and when falling through sub-saturated air
masses, they may evaporate. Table 9.2 lists the five
processes in the order they are treated in the model,
and Fig. 9.1 schematically visualizes the processes
connecting the different water categories. The mi-
crophysical processes are described in more detail in
the following section.
9.2.1. Condensation/Evaporation
To calculate condensation and evaporation of cloud
liquid water and cloud ice, a scheme based on Le
Treut and Li (1991) is applied. The scheme applies a
probability density function (PDF) to the total wa-
ter content (i.e., cloud liquid and ice water are re-
evaporated before applying the PDF). The satura-





















with the empirical constants a3 and a4 being different
for T < T0 and T > T0. A parameter, ∆qs , deter-
mines the width of the PDF of the total water mixing
ratio distribution. This parameter varies vertically in
the range [0.4-0.99], but is constant horizontally and
temporally. Figure 9.2 shows schematically the PDF
in a grid box. The cloud fraction of the grid box is
calculated as
f =
qt(1 + ∆qs)− qs
2 ∆qs qt
(9.3)
and is restricted to f ∈ [0, 1]. The total water mixing
ratio in the cloudy part of the grid box is
qt,cloud =
qt(1 + ∆qs) + qs
2
(9.4)
The fraction of qt that exceeds the saturation water
vapor mixing ration in the cloudy part, is condensed.
The grid-box mean condensed water is thus:













where the last factor on the right hand side of this
equation accounts for the latent heating in the con-
densation process. The derivative of saturation water
vapor mixing ration w.r.t. temperature is calculated
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Figure 9.2.: The PDF of total water mixing ratio.
from the Clausius-Clapeyron equation. Lv is replaced
by Ls for T < T0 and qcond is restricted to values be-
tween 0 and qt. The condensed water is divided into
cloud liquid water and cloud ice depending on the







T ∈ [Tice, T0]
0 T < Tice
1 T > T0
(9.7)
where Tice and nx are parameters. Their values re-
cently have been fixed using POLDER satellite data
to Tice = −32◦C and nx = 1.7 (Boucher and Quaas,
2003, see Chapter 8).
9.2.2. Activation of droplets
The formulation of cloud droplet activation from
aerosol is of major importance to simulate the aerosol
indirect effects, i.e., the impact of aerosols on clouds.
















) ) kk+2 (9.8)
where B(x1, x2) is the Beta-function, k the Twomey
constant, and c is the concentration of aerosols ac-
tivated at 1% supersaturation. We set c to 90% of
the hydrophilic aerosol number concentration. Tak-
ing a constant value is a valid limitation, according
to Junge and McLaren (1971) and Fitzgerald (1973).
The parameter k is chosen to be k = 0.2, which is
somewhat smaller than the values given by Twomey
(1959). However, he looked at convective clouds with
rather strong updraft velocities, so a smaller value
is supposed to be valid for the large scale. New
cloud droplets are activated in the part of the grid
cell which is supersaturated, i.e., the cloudy fraction
as defined earlier (Section 9.2.1). The grid-box mean
vertical wind, w¯, generally is close to zero and of-
ten slightly negative. Thus, the subgrid scale vertical
wind in the cloud has to be evaluated. To do this,
we assume subsidence to take place in the cloud-free
fraction of the grid cell. When w¯ is negative, the
subsidence in the cloud free part, w ↓cf, is calculated
from the mean velocity by multiplying it with a ran-
dom number between 1 and 2 – an approach similar
to that of Donner et al. (1997). When the mean ver-
tical velocity is very slightly negative or positive, the
clear-sky subsidence is assumed to be w ↓cfmin= –1.2
cm s-1 (which is a typical value for subsidence accord-
ing to Suhre et al., 2000):
w ↓= min(w¯ × (1 + r), w ↓min) (9.9)
where r is a random number between 0 and 1. The
updraft in the cloudy part of the grid cell is deter-
mined as the residual:




where indices “cf” and “cc” refer to the “cloud-free”
and “cloud-covered” parts of the grid cell, respec-
tively.
9.2.3. Nucleation of ice crystals
Little is known about the process of nucleation of ice
crystals from aerosol. In general, two different ways
are distinguished (Young , 1974b; Vali , 1985)):
• Homogeneous nucleation, which is the freezing
of supercooled liquid water droplets. Homoge-
neous nucleation occurs at temperatures below
–35◦C (Sassen and Dodd , 1988; Spice et al.,
1999).
• Heterogeneous nucleation, including the action
of a solid aerosol. Three modes of functioning
exist:
– Contact nucleation, a collision between a
supercooled drop and an aerosol particle.
– Deposition nucleation, where water vapor
deposits on a dry or wetted aerosol.
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– Immersion nucleation, the freezing of a
droplet including an aerosol with an in-
soluble component.
The nucleation processes where ice crystals form by
freezing of liquid droplets are treated in the freezing
part of the scheme. From the nucleation processes
given above, the nucleation by deposition nucleation
is the only one explicitly treated by the nucleation
scheme in the parameterization presented here. Ac-
cording to Meyers et al. (1992), ice crystal number
concentration can be described in dependence on the
supersaturation:
NID = exp (a+ b Si) (9.11)
where Si is the supersaturation over ice in %, and
a = −0.639 and b = 0.1296 are constants. The su-
persaturation of the cloudy part of the grid is used,
calculated from the grid-box mean supersaturation
and an assumed sub-saturation in the clear part of
the grid box, which varies between a minimum value
and twice the grid-box mean value. Similarity to the
subgrid updraft velocity calculated for the droplet ac-
tivation scheme, the supersaturation in the cloudy
part of the grid box is thus given as
Scci =




Particles may collide and potentially coalesce. As-
suming a constant size distribution for all particles,
the number of particles that collide per volume and
time is





∣∣∣Vp − Vq∣∣∣ (9.13)
where all quantities are averaged over the size distri-
bution, and p and q refer to the particle species (liquid
water, ice, rain, snow, or graupel), and Epq are the
collision efficiencies (see Table 9.4; the efficiencies are
taken from Rutledge and Hobbs (1983) except for the
autoconversion cases Ell and Eii). The terminal fall
velocities V of the different species are listed in Sec-
tion 9.2.6. While number concentrations N are cal-
culated prognostically for droplets and ice crystals,
the precipitation species are assumed to follow the
Marshall-Palmer distribution, so their number con-
centration can be estimated from the precipitating
water mixing ratio. As mentioned above, droplets,
raindrops, and graupel are considered to be spher-
ical, and thus the effective diameter is determined
from the mixing ratio with the fixed density of the
particles, while ice crystals and snow flakes are con-







Similarly to other schemes, Eq. 9.13 is changed for
p=q (i.e., for autoconversion of droplets and crystals)
to become




In this particular case, the collision efficiency is a
Heaviside function, which is 0 below a threshold “crit-
ical diameter” and 1 above. The critical diameter
is chosen as 14 µm for liquid droplets and 70 µm
for ice crystals. Secondary ice particle production
is accounted for (Hallett and Mossop, 1974; Mossop,
1985). When rime is formed, i.e., when coalescence
between graupel and liquid droplets, or between rain
and snow takes place, a new ice crystal of initial mass
of mi0 = 10−12 kg is produced per kg of new rime.
9.2.5. Freezing/Melting
Where the temperature exceeds 0◦C, ice crystals and
snow flakes melt to form droplets and raindrops, re-
spectively.
For temperatures below 0◦C, we treat the heteroge-
neous freezing by relaxing the ice crystal number con-
centration to the empirically temperature-dependent
value from Meyers et al. (1992):
NIC = exp (a− b T ) (9.16)
where T is the temperature in ◦C, and a = −2.80 and
b = 0.262 are empirical constants. On the expense of
droplets and raindrops, the number concentration of
ice crystals and snowflakes, respectively, is then re-
laxed towards the maximum concentration possible
given by the freezing nuclei. For temperatures be-
low –35◦C, liquid droplets and rain particles freeze
immediately.
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droplet crystal raindrop snowflake graupel
droplet raindrop N/A raindrop snowflake graupel
crystal - snowflake graupel snowflake N/A
raindrop - - N/A graupel N/A
Table 9.3.: Particles that may collide. Coalescence for a particle in a row with the one in the column gives a
particle of the form mentioned. “N/A” indicates that a collision between the two particles cannot
occur in the model.
droplet crystal raindrop snowflake graupel
droplet H(r − rl,0) N/A 1. 1. 1.
crystal - H(D −Di,0) 1. 0.1 N/A
raindrop - - N/A 1. N/A
Table 9.4.: Coalescence efficiencies for the collisions considered. “H(x − x0)” is the Heaviside function,
which is 0 for x < x0 and 1 otherwise. Values are from Rutledge and Hobbs (1983) except for the
two autoconversion cases.
9.2.6. Falling of precipitation
Different from cloud droplets and ice crystals, the
three precipitation species may fall. The terminal
fall velocity of raindrops is calculated as
Vr = C2 r − C3 (9.17)
where C2=86.2 and C3=0.155 ms−1 are constants
and r is the raindrop radius (valid for 35.9µm< r <
300µm, Johnson (1982). For snowflakes considered
as “sideplanes”, Locatelli and Hobbs (1974) give the
fall-speed
Vs = a (D × 103)b (9.18)
with the empirical constants a=0.82 ms−1 and
b=0.12. Finally, graupel falls at a speed of
Vg = a (D × 103)b (9.19)
with the constants a=1.2 ms−1 and b=0.65 (“Cone-
shaped graupel”; Locatelli and Hobbs, 1974). All
quantities are given in SI units. For the explicit
fall scheme to be numerically correct, a sub-timestep
is introduced for the microphysical scheme. The
timestep in this scheme is 90 s.
9.2.7. Precipitation fractions
To somehow take into account the subgrid-scale vari-
ability, the given fractional cloudiness is exploited
to calculate a precipitation fraction for each of the
precipitation species. When precipitation originates
from autoconversion of droplets or ice crystals, this
precipitation is assumed to be homogeneously dis-
tributed throughout the cloud. The precipitation
fraction changes when new rain is formed in a layer,
when the respective precipitation species is totally
evaporated, or when due to a conversion between two
different precipitation species one of them is entirely
consumed. When rain falls, random overlap between
the precipitation and cloud fractions is assumed con-
sistently with the cloud overlap assumption in the
model.
9.2.8. Evaporation











where the index p refers to the respective precipita-
tion species (rain, snow, or graupel), and α = 0.5
as in Boucher et al. (1995a). In contrast to their
scheme, however, the size of precipitation particles is
calculated using the Marshall-Palmer distribution.
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Figure 9.3.: Initial profiles of temperature and wa-
ter vapor mixing ratio for the two ACE-2
cases (blue, June 26th; red, July 9th).
9.3. Results of 1D case studies
We test this new parameterization in two test cases
using a single column model (SCM) version of the
LMDZ GCM. This approach has formerly been used
in Chapter 4.
9.3.1. Test cases for stratocumulus
clouds: ACE-2
To test the liquid water part of the new microphysi-
cal scheme, the ACE-2 CLOUDYCOLUMN cases are
chosen (Brenguier et al., 2000a). Two of the ACE-2
cases have formerly been used to test the parame-
terization of the aerosol-cloud interactions in SCM
versions of several GCMs (Chapter 4; Menon et al.,
2003).




























































Figure 9.4.: Results of a SCM simulation for the
clean ACE-2 case (June 26th, 1997) us-
ing the new microphysical scheme (red
solid line), and using the microphysi-
cal parameterization of Boucher et al.
(black, dotted line). Superimposed
crosses show the observations. For
cloudiness, ISCCP satellite observations
are shown as blue dashed line.
Aerosol properties have been measured along with
cloud microphysical properties and radiation (Bren-
guier et al., 2000b). Observational values for the
aerosols are summarized in Table 4.1 (Guibert et al.,
2003), and for microphysical cloud properties in Table
4.2. Figures 4.1 to 4.6 summarize the results from the
single column versions of six different GCMs, includ-
ing the LMDZ GCM with the microphysical scheme
(Boucher et al., 1995a) and the empirical formula
to link CDNC to sulfate aerosol mass (Boucher and
Lohmann, 1995).
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Figure 9.5.: As Fig. 9.4, but for the polluted ACE2
case (July 9th, 1997).
Figures 9.4 and 9.5 show the results of the LMDZ
GCM in its single column version including the new
microphysical scheme for the ACE-2 CLOUDYCOL-
UMN clear (June 26th, 1997), and polluted cases
(July 9th, 1997), respectively. As aerosol data in
Eq. 9.8, the total number concentration of sulfate,
organic carbon, and sea salt is taken. The observa-
tions of the ACE-2 field study are shown as crosses,
and for the cloud amount, also ISCCP cloud cover is
displayed (Rossow and Schiffer , 1991). Along with
these data, we show the results of the LMDZ SCM
using the microphysical scheme of Boucher et al. as
in Chapter 4. The results are very encouraging, as
several of the deficiencies of the old microphysical
scheme and of schemes of other GCMs identified in
the study reported in Chapter 4 seem to be improved
by the new parameterization.
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Figure 9.6.: Initial profiles of temperature and wa-
ter vapor mixing ratio for the two GCSS
working group II cases (blue, warm-
neutral; red, cold-neutral).
The new parameterization is very well able to cap-
ture the differences between the clean and polluted
cases. Cloud droplet number concentration is a fac-
tor of 5 larger in the polluted compared to the clean
case, and the simulated CDNC is in close agreement
with the observations in both cases, where the old
scheme overestimated CDNC in the clean case and
underestimated it in the polluted case. The droplet
size is very well simulated in the clean case and some-
what overestimated in the polluted case. However,
the scheme still simulates slightly smaller droplets in
the polluted compared to the clean case. Cloud liquid
water path and subsequently cloud optical thickness
is much better simulated by the new scheme than by
the former one, which overestimated both quantities
by almost an order of magnitude. Now, the LWP is
even underestimated in the clean case, and slightly
overestimated in the polluted case.
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Figure 9.7.: Results of a SCM simulation for the
“warm-neutral” GCSS WG2 case for
cloudiness, ice crystal number concentra-
tion, ice water path, and cloud optical
thickness. In red, the LMDZ GCM, and
for the ice water content, in black, the
Meso-NH model.
Cloud optical thickness is very well simulated by the
scheme in both cases. An important improvement
of the new parameterization is its ability to simu-
late the drizzle precipitation observed. Consistently
with the observations, the model simulates a slightly
lower precipitation rate in the polluted than in the
clean case.
9.3.2. Test cases for cirrus clouds: GCSS
WG2
In the framework of the Global Energy and Water
Cycle Experiment (GEWEX) Cloud System Studies
(GCSS), one of the working groups (working group
2, WG2) investigates cirrus cloud systems.












































Figure 9.8.: As Fig. 9.7, but for the “cold-neutral”
GCSS WG2 case.
Within this group, a model intercomparison project
is undertaken. A range of models covering parcel
models to general circulation models are compared
against each other. Results have been published for
the parcel models by Lin et al. (2002). It should
be noted that even such small-scale models show a
very large scatter in results, often covering several
orders of magnitude. Among the meso-scale mod-
els, Meso-NH has been evaluated using the GCSS
WG2 cases. Meso-NH includes a comprehensive cir-
rus clouds microphysical scheme (Thouron, 2003).
The two GSCC WG2 cases consist of a “warm-
neutral” and a “cold-neutral” test case. In the in-
tercomparison, a constant aerosol concentration of
200 cm−3 is considered, and for the first four of six
hours of integration, a vertical ascending motion of
3 cm s−1 is applied. No radiation is used in the
single-column test integration. Figure 9.6 shows
the initial profiles of temperature and humidity.
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Figure 9.9.: DJF zonal mean (a) cloudiness [%], (b)
SW and (c) LW cloud radiative forcing
[Wm−2]. Model results with the scheme
of Boucher et al. (dashed, red) and the
new scheme (blue, dotted), and observa-
tions (solid, black; (a) ISCCP, and (b-c)
ScaRaB.
Figures 9.7 and 9.8 show the main results for
the warm-neutral and cold-neutral cases, respec-
tively. Along with the results from the LMDZ
model using the new microphysical scheme, re-
sults of an integration of Meso-NH are shown for
ice water path. The GCM simulated a thin cir-
rus in both cases, with rather small optical thick-
ness. Ice water content is very well simulated













































































Figure 9.10.: As Fig. 9.9, but for JJA.
9.4. Preliminary 3D results
Using the new parameterization applying the same
set of parameters as in the one dimensional simula-
tions shown in the previous section, we carried out
three-dimensional model simulations with the atmo-
spheric GCM, forced with observed SST for 1997
(Reynolds and Smith, 1995) and using aerosol source
data for ≈ 1990.
In Figs. 9.9 and 9.10 we show the zonal means
for northern hemisphere summertime (June-July-
August, JJA) and wintertime (December-January-
February, DJF) for cloudiness and cloud radiative
forcing in the SW and LW spectra. Observational
data from the International Satellite Cloud Clima-
tology Project (ISCCP; Rossow and Schiffer , 1991),
averaged over the 1984 to 1992 period is shown for
cloudiness and from the Scanner of the Earth Radi-
ation Budget (ScaRaB; Kandel et al., 1998) for 1994
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and 1995 for cloud radiative forcings. The simulation
using the new scheme is compared to a simulation
with the scheme of Boucher et al. (1995a). The re-
sults are encouraging, even though of course several
deficiencies still exist. Cloudiness is well simulated
at most latitudes, slightly overestimating the cloud
cover in the southern hemisphere and in the tropics,
and underestimating it in the northern hemisphere.
This behavior is related to a generally too small low
level cloudiness over land and a slightly too large low
level cloud cover over oceans. Shortwave cloud radia-
tive forcing is overestimated with the new scheme,
probably due to the too large low level cloud cover
over the oceans. LW cloud radiative forcing how-
ever, is captured quite well, and in some cases the
new scheme already does a better job than the old
microphysical scheme of the model (e.g., at midlati-
tudes in the JJA case). The main deficiency of the
new scheme so far is the strong underestimation of
precipitation (not shown). As the observations are
available only over land, only for continental cases
the precipitation is evaluated here. Over oceans,
the precipitation simulated by the new scheme is
also somewhat smaller than the one given by the old
scheme, but this is much less pronounced than over
land (not shown). Probably, the underestimation
in precipitation is linked to the underestimation in
continental low level cloud cover.
9.5. Summary and discussion
The new scheme has been tested on the ACE-2
CLOUDYCOLUMN clean and polluted cases, and
compared to observations and to the scheme of
Boucher et al.. The new scheme successfully pre-
dicts larger CDNC, smaller CDR, and larger cloud
optical thickness in the polluted compared to the
clean case, consistently with the two aerosol indirect
effects. However, due to the much larger LWC in the
polluted case, it does not capture well the observed
and expected decrease in precipitation.
To evaluate the parameterizations in the ice phase,
two test cases of the GCSS working group 2 have been
used. The new scheme has been evaluated using a
single-column version of the GCM and comparing
the results to a simulation with the meso-scale model
Meso-NH. The new scheme underpredicts the ice wa-
ter content in the cirrus in both cases by an order
of magnitude. Ice crystal number concentration is
underestimated in the warm case, and overestimated
in the cold case. The results are strongly sensitive
to several model parameters as well as to the initial
temperature profile.
A preliminary study of the new scheme in the global
model has been presented. Although some deficien-
cies of the new parameterization still exist, the results
are encouraging. Precipitation is strongly underesti-
mated by the scheme, and shortwave cloud radiative
forcing is overestimated. However, the cloud cover is
simulated rather well, and longwave cloud radiative
forcing is sometimes already better simulated with
the new scheme compared to the previous one. This
is a particularly interesting result as it suggests that
the ice phase is simulated well, and that major de-
ficiencies still present may rather be linked to liquid
phase processes.
Certainly, the degree of evaluation for the new scheme
so far is not sufficient. The introduction of this new
scheme opens a variety of possibilities to evaluate the
model thoroughly. Quantities to be evaluated include
the column droplet number concentration, ice crystal
number concentration and size, and different precip-
itation species besides the quantities which could al-
ready be investigated in the old scheme (as presented
in Chapter 2). Such evaluation and development is
planned for the near future, in particular using a
long time series of a comprehensive set of ground-
based remote sensing measurements from the Site
Instrumental de Recherche par Te´le´de´tection Atmo-
sphe´rique (SIRTA) near Paris in France as well as us-
ing satellite data, particularly for the ice phase from
a new TIROS-N Vertical Sounder (TOVS) dataset
(see also Chapter 10).
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9.6. Un nouveau sche´ma de
microphysique de phase
liquide et de glace pour le




Comme nous l’avons explique´ dans les derniers
chapitres, ainsi que dans l’introduction de la the`se,
la phase glace joue un roˆle essentiel dans les pro-
cessus microphysiques des nuages. Il est important
de repre´senter ces processus de manie`re re´aliste dans
un mode`le a` grande e´chelle. De plus, des processus
jusque-la` peu connus comme des impacts possibles
des ae´rosols sur les nuages en glace pourraient eˆtre
e´tudie´s une fois qu’une repre´sentation de la phase
glace dans un sche´ma de microphysique existe. La
pre´cipitation devrait eˆtre simule´e de manie`re plus
re´aliste, car les processus microphysiques de forma-
tion de la pre´cipitation dans les nuages de glace
et de phase mixte sont importants pour le taux de
pre´cipitation.
Description du sche´ma
Dans le nouveau sche´ma, l’eau est partage´e entre les
classes de vapeur d’eau, d’eau nuageuse, et d’eau de
pre´cipitation. L’eau des nuages est de plus divise´e en
eau liquide et glace, et l’eau pre´cipitante est divise´e
en eau liquide (de la pluie) et eau solide tombant a`
vitesse lente (de la neige) et rapide (des greˆlons). Les
rapports de me´lange sont traite´s de manie`re pronos-
tique dans le mode`le. Pour l’eau nuageuse, les con-
centrations en nombre des gouttelettes et des cristaux
sont de plus traite´es de manie`re pronostique. L’eau
pre´cipitante est suppose´e suivre la distribution de
Marshall-Palmer (Marshall et Palmer, 1948 ; Gunn
et Marshall, 1957). Alors que la vapeur d’eau et
l’eau nuageuse sont transporte´es par la dynamique a`
grande e´chelle, la pre´cipitation est conside´re´e rester
dans la colonne de la grille ou` elle est cre´e´e.
Cinq types de processus sont pris en compte dans
le sche´ma. La condensation/e´vaporation ainsi que la
sublimation sont pris en compte en gardant le sche´ma
de Le Treut et Li (1991). Des nouvelles particules
peuvent eˆtre forme´es par les processus d’activation
d’ae´rosols en gouttelettes, et de la nucle´ation pour
les cristaux. Des particules peuvent tomber en colli-
sion et coalescer. Cela forme de la pre´cipitation par
autoconversion et peut causer des transformations
entre les diffe´rentes espe`ces d’eau nuageuse et de
pre´cipitation. Si des particules givre´es sont forme´es,
de nouveaux cristaux sont produits par la formation
secondaire de cristaux (Hallett et Mossop, 1974). La
pre´cipitation tombe et elle peut s’e´vaporer quand elle
tombe a` travers de l’air sous-sature´.
Comme mentionne´, la condensation/e´vaporation est
traite´e suivant Le Treut et Li (1991). L’activation
des gouttelettes a` partir des particules d’ae´rosols se
fait avec la formule de Twomey (1959) qui de´pend
de la concentration en nombre des ae´rosols en faisant
une hypothe`se sur la fraction d’ae´rosols active´e a` 1%
de sursaturation, et de la vitesse du vent vertical.
La dernie`re doit eˆtre prise en compte a` l’e´chelle du
nuage. Dans le sche´ma, nous partageons la vitesse
verticale en une subsidence dans la partie claire de
la maille, et un panache ascendant dans la partie
nuageuse, en conside´rant une subsidence minimale,
et en multipliant le vent ascendant par un facteur
entre 1 et 2 suivant un chiffre ale´atoire. Cette ap-
proche est similaire a` celle de Donner et al. (1997).
La nucle´ation he´te´roge`ne des cristaux est prise en
compte suivant Meyers et al. (1992), et au-dessous
des tempe´ratures locales de moins de –35◦C, toutes
les gouttelettes ge`lent de manie`re homoge`ne dans le
mode`le.
Le taux de collision entre deux particules de´pend de
la diffe´rence des vitesses de chute des deux particules,
du carre´ de la somme des diame`tres et des concen-
trations en nombre des deux espe`ces. La probabilite´
de coalescence est prise en compte avec un facteur
d’efficacite´ suivant Rutledge et Hobbs (1993), et pour
l’autoconversion de gouttelettes et des cristaux, la
dispersion de la distribution en taille des particules
est prise en compte en mettant la vitesse de chute
d’une des particules en collision a` ze´ro et en modifiant
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le facteur d’efficacite´ en une fonction Heaviside. Pour
les particules liquides et les greˆlons, on conside`re des
sphe`res, alors que les cristaux de glace et les flocons
de neige sont conside´re´s comme e´tant hexagonaux.
Des particules solides fondent imme´diatement quand
la tempe´rature de´passe 0◦C. La conge´lation d’une
particule liquide de´pend de la pre´sence des noyaux
de conge´lation au-dessus de –32◦C, dont la concen-
tration de´pend de la tempe´rature suivant Meyers et
al. (1992).
L’e´vaporation de la pre´cipitation est parame´trise´e
suivant Boucher et al., 1995. Pour prendre en compte
l’information sous-maille qui vient de la fraction
nuageuse a` l’origine de la pre´cipitation, nous esti-
mons une fraction sous-maille de chaque espe`ce de
pre´cipitation qui est modifie´e quand de la nouvelle
pre´cipitation est forme´e, quand toute la pre´cipitation
est e´vapore´e ou` transforme´e ou quand elle tombe.
Re´sultats
Comme tests unidimensionnels, deux cas de stratocu-
mulus marins et deux cas de cirrus ont e´te´ choisis,
dont les premiers e´taient les cas d’ACE-2 de´ja` de´crits
dans le chapitre 4, et les dernie`res e´taient des cas
de cirrus du groupe de travail 2 du GCSS, un cas
chaud-neutre, et un cas froid-neutre. Pour les cas
liquides, le nouveau sche´ma ame´liore beaucoup le
mode`le (figs. 9.4 et 9.4). Le sche´ma est bien ca-
pable de simuler les diffe´rences entre le cas pollue´
et le cas propre. La concentration en nombre des
gouttelettes est plus large d’un facteur 5 dans le
cas pollue´ compare´ au cas propre, les deux e´tant en
bon accord avec les observations, alors que l’ancien
sche´ma surestimait la concentration dans le cas pollue´
et la sous-estimait dans le cas propre. La taille des
gouttelettes est bien simule´e dans le cas propre et
un peu surestime´e dans le cas pollue´ ou` le rayon
est quand-meˆme plus petit que dans le cas propre.
La colonne d’eau liquide et donc l’e´paisseur optique
du nuage sont beaucoup mieux simule´es par le nou-
veau sche´ma que dans l’ancien, qui surestimait les
deux quantite´s de presqu’un ordre de grandeur. Une
ame´lioration importante est la capacite´ du nouveau
sche´ma de simuler la bruine observe´e. En accord avec
les observations, le sche´ma simule moins de taux de
pre´cipitation dans le cas pollue´ que dans le cas pro-
pre.
Concernant les cas de cirrus, nous avons pu com-
parer les colonnes de glace simule´es par le nouveau
sche´ma a` celles simule´es par un mode`le me´so-e´chelle,
Me´so-NH, qui contient un sche´ma complet de micro-
physique des phases liquide et glace (Thouron, 2003).
Dans les deux cas, le nouveau sche´ma du MCG est
en bon accord avec le mode`le a` haute re´solution (figs.
9.7 et 9.8).
Des re´sultats tre`s pre´liminaires ont e´te´ montre´s pour
le cas 3D (figs. 9.9 et 9.10). La couverture nuageuse
est bien simule´e en comparaison avec l’ancien sche´ma
et compare´ aux observations ISCCP a` l’exception
d’une surestimation dans l’he´misphe`re sud et dans les
tropiques, et une sous-estimation dans l’he´misphe`re
nord, ce qui est duˆ a` une couverture nuageuse basse
trop faible au-dessus des continents. Le forc¸age ra-
diatif des nuages est surestime´ dans le spectre des
ondes courtes, alors qu’il est bien simule´ dans le
spectre des ondes longues. Le taux de pre´cipitation
est largement sous-estime´, en particulier au-dessus
des continents.
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10.1. Summary and conclusions
A study of the indirect effects of aerosols on radiation
through an altering of cloud properties was presented.
The main tool used in the study is the general cir-
culation model of the Laboratoire de Me´te´orologie
Dynamique (LMDZ GCM). A large part of the study
concerned the evaluation of parameterizations in this
model using in situ measurements and satellite obser-
vations. New parameterizations have been developed
and evaluated.
The microphysical scheme of Boucher et al. (1995a)
along with the empirical link between sulfate aerosol
mass and cloud droplet number concentration follow-
ing Boucher and Lohmann (1995) has been imple-
mented in the recent version of the LMDZ model.
Comparison with the standard model scheme of
clouds and precipitation and an evaluation with satel-
lite data shows the skills of the new scheme in realistic
simulation of cloud and precipitation fields.
An intercomparison project, which analyzed results
of single-column versions of six different GCMs fo-
cused on the evaluation of different parameteriza-
tions for the aerosol indirect effects, thereby consid-
ering also parameterizations of cloud schemes, micro-
physics, and radiation. The results of the SCMs were
compared to observations from the ACE-2 CLOUDY-
COLUMN field study. Concerning the LMDZ SCM,
it was noted that the scheme compares well with
the other models. Major deficiencies common to the
models and evident also for the LMDZ scheme are
too large cloud geometrical thicknesses, liquid wa-
ter paths, and optical thicknesses. From the model
intercomparison, it could be concluded that it is
probably the too coarse vertical resolution which
is responsible for this deficiency. A model with a
simple parameterization of vertical subgrid fractional
cloudiness gives results somewhat closer to the obser-
vations, which suggests that such an approach might
be promising. Thus, the development and evaluation
of a more comprehensive and realistic scheme for
the parameterization of subgrid variability of water
is a major part of planned future work. All models
severely underestimate the drizzle precipitation by
several orders of magnitude. Thus, a microphysics
scheme able to simulate drizzle at low liquid water
contents would be of importance. The models not be-
ing able to realistically simulate the drizzle in neither
polluted nor clean cases may imply that the second
aerosol indirect effect cannot be well captured by cur-
rent GCMs. Several sensitivity experiments with the
LMDZ scheme reveal the inability of the examined
Boucher and Lohmann formulae to simulate realistic
CDNC for both cases, mainly because it is not sen-
sitive enough to changes in aerosol mass. However,
none of the other GCM schemes can unambiguously
be identified to be more skillful either, and in partic-
ular, even the most comprehensive physically based
approaches do not give more realistic results than the
rather simple Boucher and Lohmann formulae.
A centerpiece of the study was the evaluation of
aerosol indirect effects in satellite observations of the
POLDER instrument and in the LMDZ GCM. Sta-
tistical relationships between the POLDER aerosol
index (AI) and effective droplet radius at the top of
homogeneous liquid water clouds (CDR) have been
established in both model and observations. While
there is a systematic underestimation of CDR in the
model, the CDR to AI relationship in model and ob-
servations compare well. However, a saturation effect
at large AI values is found in the observations but not
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in the model. The relationship has been established
for several different fixed liquid water path (LWP)
conditions. While the observations show flatter CDR
to AI relationships for larger LWPs, the model does
not show a coherent dependence of this relationship
on LWP. Although some correlation can be found for
model-simulated and observed slopes of the CDR to
AI relationship for different LWPs and over differ-
ent geographical regions, the model is not yet too
skillful. In a second part of the study a relationship
between AI and LWP was established. LWP is found
to increase with increasing AI in both model and
observations, which is an indication of the existence
of the second AIE. This relationship is more pro-
nounced when looking at the northern hemisphere
midlatitudes only. Major shortcomings of the model
include a too steep increase in LWP for large AI over
land, which might be an overestimate of the second
AIE or be due to the fact that the model does not
include a semi-direct effect of aerosols. The model
shows a too steep increase in LWP with increasing
AI for small AI values when looking at NH midlati-
tudes, which might indicate that the autoconversion
scheme is too sensitive to changes in CDNC. A mod-
eling study further reveals that the general behaviors
of the CDR to AI and LWP to AI relationships are
very similar for pre-industrial and present-day con-
ditions. However, the influence of the second AIE is
somewhat stronger under present-day conditions.
Having thus validated to a certain degree the mod-
eling of the aerosol indirect effects using the micro-
physical scheme, the question arises of the impact
of aerosol forcings on climate change. A main result
of early modeling studies of anthropogenic climate
change due to greenhouse gas forcing was that sim-
ulated warming was much stronger than observed
in the 20th century. In particular, for a period of
about 30 years from 1940 to 1970, the global mean
surface temperature has been constant rather than
increasing. Scientists proposed direct forcing by sul-
fate aerosols and indirect forcing as an additional
anthropogenic forcing counterbalancing part of the
greenhouse gas warming. In this study, an analysis
of the impacts of both greenhouse gases and sul-
fate aerosols on the climate of the 1930-1989 period
is presented. Three different ensemble simulations
were carried out with the LMDZ GCM in a mode
forced with observed SST. The first ensemble in-
cludes both, greenhouse gas and aerosol forcing, the
second, greenhouse gas forcing only, and the third, a
control experiment using just the time-varying SST
without additional anthropogenic impacts. The im-
pact of greenhouse gases and aerosols on radiation
is analyzed, including the indirect impacts via alter-
ing of cloud properties. It has been shown that the
results for the radiative forcings compare well with
results of other modeling studies. We defined in ad-
dition to the radiative forcing a “radiative impact”
of greenhouse gases and aerosols which we calculate
as the difference in radiation fluxes between two sce-
narios. With this quantity, we analyze the radiative
impacts of greenhouse gases and aerosols in the solar
and terrestrial spectra, and in clear and cloudy sky
conditions. The radiative impact of aerosols is found
to be of almost equal magnitude compared to the
greenhouse gas radiative impact. However, while the
greenhouse gas radiative impact is stronger in cloud
free conditions, aerosols have a much larger radiative
impact in cloudy conditions. For greenhouse gases,
it is found that the LW radiative impact is composed
of an increase in greenhouse effect in both, clear and
cloudy sky, but a decrease in high-level cloudiness
reduces the radiative impact in cloudy conditions.
Aerosols have a negligible radiative impact in the LW
spectrum. In the solar spectrum, greenhouse gases
exert a slightly positive radiative impact due to a
reduction in cloudiness. Aerosols cause a largely neg-
ative radiative impact in clear sky conditions due to
the aerosol direct effect, and in cloudy sky conditions
due to the first aerosol indirect effect. Additionally,
cloud feedback processes are active, as well as the
second aerosol indirect effect. The sum of these two
mechanisms is evaluated to be positive in the global
mean because of a reduction in high-level cloudi-
ness due to a cloud feedback. For low-level clouds,
however, in particular in northern hemisphere mid-
latitudes, clearly a second aerosol indirect effect can
be identified. An increase in low-level cloud lifetime
of up to 2 min day−1 decade−1 can be observed in
the zonal mean for the northern hemisphere.
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Impacts of greenhouse gases and aerosols on ob-
served trends are evaluated for the different scenar-
ios. Comparing the evolution of global mean land
surface temperatures of the three simulations with
observations we find a rather good agreement for the
trend and variability. Looking at distributions of the
linear trends for the 1950 to 1989 period, we find
that the scenario including both forcings agrees best
with the observations. In particular for the midlati-
tudes of the Eurasian continent, a cooling is observed,
which is not simulated except for the scenario where
aerosols are present. A clear trend has been observed
for the diurnal temperature range (DTR), which is
defined as the difference between daily maximum and
minimum temperatures. It has formerly been argued
that this may be due to a negative forcing active in
the SW spectrum, which thus limits the greenhouse
gas warming on daytime but is not active at night.
From the scenarios, we find that both greenhouse
gases and aerosols result in a decrease in DTR, but
that only the simulation including aerosols is able
to simulate a DTR decrease of the distribution and
magnitude indicated by observations. Further analy-
sis shows that the DTR trend is explained to a large
degree by increasing cloudiness due to both forcings,
and that for the ensemble simulation including the
aerosols, the aerosol direct and indirect effects play
an important role as well at least in the midlatitudes
of the northern hemisphere. A general conclusion of
this study is that aerosols played an important role
during the 1930 to 1989 period, having a radiative
impact of comparable magnitude as the greenhouse
gases. Climate trends in the model are altered by
aerosol forcings, being in better agreement with the
observations.
The important impacts of both greenhouse gas and
aerosol forcings on high-level cloudiness and the re-
sulting implications for climate change identified in
the ensemble simulations of the last century highlight
once more the importance of a realistic representa-
tion of ice cloud processes in GCMs. Further more,
recent research indicates that aerosol impacts on
cirrus clouds may be important. Finally, the pre-
dominant role of ice and mixed-phase clouds clouds
for the formation of precipitation is another hint
for the importance of ice cloud parameterizations.
This makes the determination of the cloud ther-
modynamic phase a particularly important param-
eterization of the model. Like most GCMs, LMDZ
diagnoses whether condensed water consists of liquid
water or ice by local temperature, which is in prin-
ciple a physically reasonable approach. The scheme
uses two parameters, the temperature Tice, below
which all cloud water immediately freezes, and the
shape of the transition between entirely liquid and
ice phases for the range in between Tice and the melt-
ing temperature. Observations of cloud phase and
cloud top temperature from POLDER satellite data
have been averaged to the coarser model grid. In
the model, “satellite-like” cloud top properties were
calculated using nudged simulations, sampling the
POLDER swath, and estimating cloud top proper-
ties using a random overlap of fractional clouds in
the vertical. Statistical relationships between ther-
modynamical phase and cloud top temperature have
been established in both model and observations.
From a multitude of model simulations, the pair of
parameters is found for which the phase to tem-
perature relationship matches best the observations.
The values found differ from those used previously
in LMDZ, but are similar to values in use in other
GCMs. Testing the cloud radiative forcing using
both the new and old parameterizations, reveals that
the cloud fields agree better with the observations for
the new parameters than for the arbitrarily chosen
values used before.
A microphysical scheme has been developed in the
present study which consistently treats microphysi-
cal processes of liquid and ice clouds. The scheme
uses mixing ratios of water vapor, liquid and ice
cloud water, and three different precipitation cate-
gories as model variables. For liquid cloud droplets
and ice crystals, the number concentrations are used
as prognostic variables as well. For the activation
of liquid droplets from aerosols, a physically based
scheme has been adapted, which uses number con-
centrations of sulfate, hydrophilic organic carbon,
and submicronic sea salt aerosols and the vertical
wind speed using some assumptions on the subgrid
variability to determine the cloud droplet number
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concentration (CDNC). For ice clouds, heterogeneous
nucleation of crystals is calculated using an empirical
supersaturation-dependent formulation. Collection
and coalescence processes forming liquid and solid
precipitation, and collection and accretion processes
causing increase of precipitation particles and tran-
sitions between different precipitation categories are
treated. Secondary ice production by the Hallett-
Mossop process is included by a simple parameteri-
zation. Precipitation falls and may evaporate when
falling through clear air. The new scheme is evalu-
ated for one-dimensional cases for marine stratocu-
mulus clouds (using the ACE-2 data) and for cirrus
clouds (using the GCSS WG2 cases). Very encourag-
ingly, the new scheme improves several shortcomings
that were identified for the previous scheme in the
study reported in Chapter 4. Cloud droplet number
concentration is very well simulated in both cases.
Cloud liquid water path and cloud optical thickness
are much better simulated by the new scheme, being
now in close agreement with the observations. Per-
haps most important is the ability of the new scheme
to simulate the drizzle observed in the ACE-2 cases.
The parameterization simulates very well the differ-
ence between the clean and polluted cases, with much
more droplets in the polluted case of slightly smaller
size, and producing less drizzle. For the cirrus cases,
we could compare the ice water path with results
from the mesoscale model Meso-NH. It is very well
simulated in both cases. Preliminary results of a
global scale simulation reveal that still several short-
comings of the new parameterization exist. However,
cloudiness already is well simulated at most latitudes,
showing not enough cloud cover for northern hemi-
sphere mid and high latitudes, which is due to the too
small low level cloud cover over land. Precipitation
over continents is strongly underestimated compared
to GPCP observations and to a simulation using the
microphysical scheme of Boucher et al.. Shortwave
cloud radiative forcing is overestimated by the new
scheme. Longwave cloud radiative forcing, on the
other hand, is already very well simulated. This is
particularly interesting as it is controlled by the high
level ice clouds, which were of main interest by the
introduction of the new scheme.
10.2. Perspectives
While some progress has been made since the earliest
attempts to quantify the aerosol indirect effects in the
mid 1990s, plenty of uncertainties remain. In its lat-
est report, the IPCC (2001) still assesses the level of
scientific understanding of the aerosol indirect effects
as “very low”, giving a range in the estimate of the
global mean radiative forcing due to the first aerosol
indirect effect as large as 0 to –2 Wm−2, without fix-
ing a best estimate. For the second aerosol indirect
effect, no radiative impact is given at all. Aerosol
climate impacts are still very poorly taken into ac-
count in climate change simulations (Anderson et al.,
2003). The studies of Chapter 4 reveals large uncer-
tainties in aerosol indirect effect modeling in GCMs.
Current research work on the issue of aerosol indi-
rect effects is done using observations and modeling
approaches and investigating processes ranging from
the microscale to global extension. A large part of
this range has been addressed in the present study,
while the interest was centered on the large scale and
focused on the modeling part. Satellite data from a
variety of instruments with a large contribution of
data from the innovative POLDER instrument have
been used to evaluate the model (Chapters 2, 3 and
8) and to analyze processes related to aerosol indirect
effects (Chapter 5). Data from a field study has been
used to study the cloud and aerosol processes for a
specific case (Chapter 4). Large scale historical ob-
servations have been used to investigate the climate
change during the 20th century (Chapter 7). The
development of the new microphysical parameteriza-
tion included the interaction with mesoscale models
for both adaptation of parameterizations existent
in those models and validation of the GCM scheme
(Chapter 9).
In future work, the approach which consists of us-
ing a variety of observational data, particularly of
satellite instruments, and smaller-scale models will
be continued.
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Short term: Improvement of the new scheme
A long timeseries of ground-based remote sensing
radar, lidar, and radiometer measurements of aerosol,
cloud and precipitation properties is readily avail-
able from the Site Instrumental de Recherche par
Te´le´de´tection Atmosphe´rique (SIRTA) near Paris in
France. The data will be used to evaluate and im-
prove the new microphysical scheme presented in this
study. This will be done firstly by establishing sta-
tistical distributions in the observations to be able to
compare the one dimensional measurements to the
large scale model. Secondly, the mesoscale model
Meso-NH which includes a comprehensive liquid and
ice microphysical scheme will be used as an inter-
mediate tool to translate the measurements to the
scale of a GCM grid box. The focus of this part of
the evaluation and development studies will be to
evaluate the simulated physical quantities related to
the microphysical processes as cloud water, particle
concentrations, and sizes. The mesoscale model will
also be used to evaluate particular microphysical pro-
cesses.
A new, comprehensive, and so far unique dataset
for cirrus cloud observations from TIROS-N Vertical
Sounder (TOVS) satellite measurements has recently
been established (Stubenrauch et al., 2003; Ra¨del
et al., 2003). These data will be used to evaluate
the ice cloud part of the new microphysical scheme.
Particularly, radiative properties will be evaluated
using this satellite data, and new approaches for the
parameterization of radiative properties of ice clouds
will be tested.
Mid-term: A new subgrid-scale scheme using
PDFs, use of new satellite data
The development of a new, very promising ap-
proach to improve microphysics parameterizations
is planned. Tompkins (2002) introduced the concept
of a prognostic probability density distribution of to-
tal water content, with width and skewness treated
as prognostic variables in the model and predicted
based on turbulence, convection, and microphysics.
The use of such a knowledge of subgrid scale distri-
bution of water in the microphysical scheme should
largely improve the skill of the parameterizations.
Again, the use of mesoscale models and satellite data
will be a central tool to develop this new approach,
and to evaluate the new parameterizations.
Future work implies as an important component the
use of upcoming new satellite measurements. New
data are now available for aerosol and cloud prop-
erties from the POLDER-2, MODIS, and ENVISAT
satellite instruments. More complete data cover-
ing larger timescales will soon be available. The data
from the first spaceborne lidar and radar instruments
on the CALIPSO and CLOUDSAT satellites are
also very promising. For the first time global three-
dimensional data will be available. A multitude of
simultaneous measurements of vertical distributions
of aerosol and cloud properties will be available. This
is a very promising approach to evaluate and improve
the parameterizations of cloud processes and aerosol
indirect effects in global scale models.
Long term: Climate change studies
The goal of improvements of global scale modeling is
a better understanding of the climate system and a
prediction of climate change. Many shortcomings still
exist due to which simulations of climate change still
give somewhat ambiguous results (see also Chapters
6 and 7). However, the approach of a comprehen-
sive description of cloud microphysics including ice
and mixed-phase processes and aerosol indirect ef-
fects as developed in the present study and improved
by the methods outlined above is promising to reduce
the uncertainties related to these processes. Further
on, it is expected that the performance of computing
hardware will improve. Simulations with a fully cou-
pled Earth System Model including the comprehen-
sive microphysical scheme can thus be carried out. A
better resolution of the GCM in both horizontal and
vertical directions will further improve the results.
Regional scale predictions of climate change become
possible, which is of particular importance for the
study of aerosol indirect forcings as they are concen-
trated near the source regions. Aerosol impacts on
the hydrological cycle imply feedback processes with
other components of the Earth System as vegetation
and oceans. Such processes will be studied in simu-
lations of future climate change.
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Nous avons pre´sente´ une e´tude des effets indirects
des ae´rosols dans le mode`le de grande e´chelle LMDZ
et dans les observations satellitaires. L’outil prin-
cipal utilise´ dans cette e´tude est le mode`le de cir-
culation ge´ne´rale du Laboratoire de Me´te´orologie
Dynamique (MCG LMDZ). Le sche´ma de micro-
physique de Boucher et al. (1995) a e´te´ imple´mente´
dans ce mode`le, et une comparaison avec la version
standard et avec des observations satellitaires mon-
tre des tre`s bons re´sultats pour cette parame´trisation.
Dans un projet de comparaison entre des versions
unidimensionnelles de diffe´rents mode`les de grande
e´chelle et d’e´valuation avec des donne´es in-situ de
la campagne de mesures ACE-2, le mode`le LMDZ
avec le sche´ma de microphysique de Boucher et al.
donne d’assez bons re´sultats. Des proble`mes majeurs
communs a` tous les mode`les et e´vidents aussi pour
LMDZ sont les e´paisseurs ge´ome´triques et optiques
et la colonne d’eau liquide trop grande. Une des
raisons pour cette insuffisance est la re´solution verti-
cale trop grossie`re. Deux mode`les avec une meilleure
re´solution verticale, soit par une parame´trisation
sous-maille, soit par un nombre plus e´leve´ de couches,
donnent des meilleurs re´sultats compare´s aux autres
mode`les. Ceci implique que l’approche d’introduire
une repre´sentation sous-maille de la variabilite´ ver-
ticale des nuages serait prometteuse pour ame´liorer
le mode`le. Un tel travail fait partie des plans pour
le futur. Tous les mode`les montrent une incapacite´
a` simuler la bruine pour les contenus en eau liquide
observe´s. Ceci peut impliquer que les mode`les sont
incapables de simuler ade´quatement le deuxie`me effet
indirect qui est conside´re´ eˆtre le plus fort justement
sur les nuages bas qui produisent de la bruine en
masses d’air pur, et non plus dans des conditions
pollue´es. Pour l’activation des gouttelettes, on a
montre´ qu’aucun des mode`les ni des diffe´rentes vari-
antes des formules de Boucher et Lohmann (1995)
peuvent bien simuler simultane´ment les deux cas.
En particulier, parmi les parame´trisations teste´es,
les sche´mas physiques n’e´taient pas meilleurs que les
sche´mas empiriques.
Une e´tude centrale de la the`se e´tait l’e´valuation des
effets indirects a` partir des relations statistiques en-
tre proprie´te´s des nuages et ae´rosols dans les obser-
vations satellitales de POLDER et dans le mode`le
LMDZ. La relation entre le rayon effectif des gout-
telettes (CDR en anglais) au sommet des nuages
et l’indice des ae´rosols (AI) est une indication du
premier effet indirect. La taille des gouttelettes
est syste´matiquement sous-estime´e dans le mode`le.
Pourtant, la relation CDR-AI dans le mode`le est sim-
ilaire a` celle des observations, a` l’exception du fait
que dans les observations, on trouve une corre´lation
moins forte pour les AI e´leve´s que pour les petits
AI, alors que dans le mode`le, la relation reste la
meˆme pour tous les AI. En se´parant les situations de
colonne d’eau liquide (LWP en anglais) a` peu pre`s
fixes, nous avons pu nous rapprocher plus stricte-
ment la de´finition de l’effet indirect des ae´rosols par
Twomey (1974). Pourtant, la relation calcule´e en
moyennant sur des diffe´rents relations a` LWP fixe
n’est pas tre`s diffe´rente compare´e a` celle qui con-
side`re toutes les situations. En corre´lant la pente de
la relation CDR-AI au LWP pour lequel elle a e´te´
e´tablie, on trouve dans les observations des relations
plus fortes pour les petits LWP. Au-dessus des con-
tinents, des pentes le´ge`rement positives sont meˆmes
trouve´es pour des LWP e´leve´s. Dans le mode`le, une
telle de´pendance n’est pourtant pas identifiable. Les
pentes de la relation CDR-AI et dans les observations
POLDER et dans le mode`le pour des diffe´rents LWP
et pour des diffe´rentes re´gions sont dans la gamme
des valeurs donne´es par d’autres auteurs. Dans une
deuxie`me partie, la relation entre la colonne en eau
liquide et l’indice des ae´rosols a e´te´ e´tablie. A la
fois dans les observations et dans le mode`le, une
corre´lation positive a e´te´ trouve´e, qui est pourtant
plus marque´e au-dessus des moyennes latitudes de
l’he´misphe`re nord qu’en conside´rant tout le globe.
La pente de la relation est un peu trop forte dans le
mode`le, ce qui pourrait indiquer une surestimation
du deuxie`me effet indirect ou eˆtre duˆ au fait que le
mode`le n’inclut pas l’effet semi-direct des ae´rosols.
Les relations CDR-AI et LWP-AI sont tre`s similaires
dans des conditions pre´-industrielles et dans les con-
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ditions actuelles dans le mode`le, ce qui montre la
persistance des principes physiques sous jacentes.
Pourtant, on trouve un faible effet du deuxie`me ef-
fet indirect additionnel duˆ aux ae´rosols anthropiques.
Avec un mode`le comprenant le sche´ma de micro-
physique et le lien entre ae´rosols et nuages ainsi
valide´, on est capable d’examiner les impacts des
ae´rosols sur le changement climatique. Nous avons
effectue´ des simulations pour la pe´riode historique
de 1930 a` 1989, pour laquelle des observations du
changement climatique sugge`rent un impact proba-
ble des forc¸ages par les ae´rosols anthropiques. Nous
avons fait trois ensembles de simulations dont cha-
cun contenait trois membres. Tous les simulations
e´taient force´s par des tempe´ratures de la surface de
la mer (SST en anglais) et extension de la glace
de mer observe´es. Le premier sce´nario, nomme´
GHG+AER, contenait des gaz a` effet de serre et
des distributions des ae´rosols de sulfates changeants
selon des e´missions historiques. Dans le deuxie`me,
GHG, les ae´rosols e´taient fixe´s a` une distribution pre´-
industrielle, et dans le troisie`me, CTL, les gaz a` effet
de serre e´taient fixe´s a` des valeurs pre´-industrielles
aussi. L’impact radiatif des gaz a` effet de serre est
trouve´ eˆtre plus fort dans les conditions de ciel clair
que de ciel nuageux. Une re´duction de la couverture
nuageuse due a` l’effet de serre anthropique est ob-
serve´e, qui implique une re´duction du forc¸age dans
le spectre des ondes longues, et un impact radiatif
positif dans le spectre solaire. L’impact radiatif des
ae´rosols est aussi fort que celui par les gaz a` ef-
fet de serre, mais de signe oppose´. L’impact des
ae´rosols est pourtant plus fort en ciel nuageux qu’en
ciel clair, ou` seulement l’effet direct des ae´rosols
est actif, et il joue sur le spectre solaire seulement.
En ciel nuageux, outre le premier effet indirect, le
deuxie`me effet indirect est un forc¸age ne´gatif im-
portant. Pourtant, dans l’he´misphe`re sud et dans les
tropiques, il est contrebalance´ par une re´troaction des
nuages qui consiste en une re´duction de la couverture
nuageuse haute qui implique un forc¸age positif dans
le spectre solaire due a` une re´duction de l’albe´do des
nuages hauts. Pour la pe´riode 1950 a` 1990, nous
avons compare´ les impacts des diffe´rents forc¸ages sur
les tendances de la tempe´rature des surfaces conti-
nentales et sur l’e´cart journalier de la tempe´rature
(DTR en anglais) au-dessus des continents pour l’e´te´
de l’he´misphe`re nord ou` les impacts des ae´rosols an-
thropiques sont estime´es eˆtre les plus forts. Alors
que pour la plupart des re´gions du globe, les ten-
dances de tempe´ratures et du DTR sont controˆle´es
par la SST impose´e, on trouve que les tendances
ne´gatives de tempe´rature au-dessus des moyennes
latitudes du continent eurasiatique ne peuvent eˆtre
explique´es par le mode`le que dans le sce´nario qui
contient les forc¸ages anthropiques des gaz a` effet de
serre et des ae´rosols. Pareillement, les tendances de
DTR diffe`rent le plus parmi les sce´narios au-dessus
des moyennes latitudes de l’he´misphe`re nord, ou` aussi
c’est le forc¸age par les deux, gaz a` effet de serre et
ae´rosols sulfates anthropiques combine´s, qui explique
le mieux les tendances observe´ss. En corre´lant les
tendances des diffe´rentes quantite´s dans les sorties
du mode`le, on a pu montrer que dans le mode`le,
la diminution du DTR est explique´e par les ten-
dances dans le flux du rayonnement dans le spectre
des ondes courtes, qui sont largement controˆle´s par
les tendances dans le forc¸age radiatif des nuages et
par les forc¸ages des ae´rosols au cas ou` ils sont inclus
(sce´nario GHG+AER). Contrairement a` d’autres
e´tudes, l’e´vaporation ne semble pas jouer pas un roˆle
de´terminant dans notre mode`le pour la re´duction du
DTR.
Comme il a e´te´ montre´ par ces e´tudes, et comme
il est sugge´re´ par d’autres raisons comme le re´alisme
physique, la repre´sentation de la phase glace dans
un mode`le de grande e´chelle est d’une grande im-
portance. Nous avons e´tudie´ la parame´trisation qui
distribue l’eau condense´e dans le mode`le en eau liq-
uide et en glace a` partir de la tempe´rature locale en
utilisant des observations satellitaires de POLDER.
Dans ce but, nous avons e´tabli des relations statis-
tiques entre la tempe´rature et la phase thermo-
dynamique au sommet des nuages dans la meˆme
manie`re dans les observations et dans plusieurs simu-
lations avec le mode`le en variant les deux parame`tres
qui controˆlent la tempe´rature au-dessous de laque-
lle l’eau liquide n’existe plus (Tice) et l’exposant de
la fonction de transition entre cette tempe´rature et
celle, au-dessus de laquelle toute l’eau est fondue. Les
135
10.3. Re´sume´ 10. Conclusions and perspectives
deux parame`tres trouve´s sont de –32◦C et 1.7. Ils
diffe`rent de ceux utilise´s dans la version standard du
mode`le, mais sont proches des valeurs utilise´es dans
d’autres mode`les. Le forc¸age radiatif des nuages
n’est pas change´ dans le spectre des ondes longues en
choisissant le nouveau jeu de parame`tres au lieu de
l’ancien, et il est beaucoup ame´liore´ dans le spectre
des ondes courtes.
Un nouveau sche´ma microphysique a e´te´ de´veloppe´
qui traite les phases liquides et glace de manie`re
consistante. Il utilise les rapports de me´lange de la
vapeur d’eau, de l’eau liquide et glace des nuages
ainsi que de trois diffe´rentes espe`ces de pre´cipitation,
et les concentrations en nombre des gouttelettes
et des cristaux de glace comme des variables du
mode`le. Pour l’activation des gouttelettes a` partir
des ae´rosols, une parame´trisation physique a e´te´ in-
troduite. Le nouveau sche´ma donne des re´sultats
encourageants dans des tests sur les cas unidimen-
sionnels. Pour les cas de stratocumulus marins
d’ACE-2, il simule beaucoup mieux les concentra-
tions des gouttelettes, les e´paisseurs optiques des
nuages et la bruine observe´s que l’ancien sche´ma. Il
est ainsi sous beaucoup d’aspects meilleurs que les
autres parame´trisations teste´es et pre´sente´es dans le
chapitre 4. Dans le cas de cirrus, le nouveau sche´ma
est capable de simuler le contenu inte´gre´en glace des
nuages aussi bien qu’un mode`le de me´so-e´chelle avec
un sche´ma complet de microphysique. Des re´sultats
pre´liminaires tridimensionnels rele`vent pourtant en-
core des de´ficiences. Alors que la couverture nuageuse
et le forc¸age radiatif des nuages dans le spectre des
ondes longues sont assez bien simule´s, il y a encore
des proble`mes avec le forc¸age radiatif dans le spectre
des ondes courtes et dans la pre´cipitation.
Perspectives
Alors qu’il y a eu des avance´es scientifiques depuis
les premiers essais de quantifier les forc¸ages indi-
rects des ae´rosols dans les anne´es 1990, une mul-
titude d’incertitudes persistent. Dans son dernier
rapport, le GIEC (IPCC en anglais) jugent toujours
le niveau de la compre´hension scientifique des ef-
fets indirects des ae´rosols d’eˆtre  bas ou meˆme
 tre`s bas . Pour le premier effet indirect, des
valeurs sont donne´es dans un e´cart aussi grand que 0
a` –2 Wm−2, alors que pour le deuxie`me effet indirect
aucune valeur n’est donne´e du tout.
Le travail de recherche re´cent dans le domaine des
effets indirects des ae´rosols se fait en s’appuyant
sur des approches de mode´lisation et d’observations,
e´tudiant des processus de la micro-e´chelle jusqu’a` des
extensions globales. Une grande partie de ce domaine
a e´te´ traite´e dans cette the`se, alors que l’inte´reˆt e´tait
centre´ sur la mode´lisation et sur la grande e´chelle.
Des donne´es satellitaires de plusieurs instruments
avec une importante contribution de l’instrument
POLDER ont e´te´ utilise´es pour l’e´valuation du
mode`le et pour des e´tudes de processus. Des donne´es
de campagnes de mesures ont e´te´ utilise´es pour
e´valuer des processus de nuages et d’ae´rosols dans
des cas spe´cifiques. Des observations historiques
a` grande e´chelle ont e´te´ utilise´es pour e´tudier le
changement climatique pendant le 20ie`me sie`cle. Le
de´veloppement d’une nouvelle parame´trisation de la
microphysique des nuages a implique´ l’interaction
avec des mode`les de me´so-e´chelle afin d’adapter des
parame´trisations existantes dans de tels mode`les et
pour l’e´valuation du MCG.
Cette approche d’utiliser une varie´te´ de donne´es
d’observations, en particulier des instruments satel-
litaires, ainsi que des mode`les de plus petite e´chelle,
doit eˆtre poursuivie dans les travaux futurs.
A court terme, le nouveau sche´ma doit eˆtre e´value´
et ame´liore´ en utilisant des donne´es de te´le´de´tection
a` partir du sol ainsi que des donne´es satellitaires.
Le Site Instrumental de Recherche par Te´le´de´tection
Atmosphe´rique (SIRTA) a` Palaiseau a` proximite´ de
Paris fournit des donne´es d’instruments radar, li-
dar, et radiome`tres desquels des quantite´s physiques
d’ae´rosols, nuages et pre´cipitation peuvent eˆtre
de´duites. Des distributions statistiques des quan-
tite´s vont eˆtre e´tablies pour utiliser les donne´es
unidimensionnelles pour l’e´valuation du mode`le a`
grande e´chelle, et puis un mode`le interme´diaire a`
me´so-e´chelle va eˆtre introduit pour pouvoir utiliser
les donne´es du SIRTA. Cette e´tude sera focalise´e
sur l’e´valuation et le de´veloppement des quan-
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tite´s physiques simule´es lie´es aux processus micro-
physiques comme le contenu en eau des nuages ou la
concentration et la taille de particules. Le mode`le a`
me´so-e´chelle sera e´galement utilise´ pour e´valuer les
processus microphysiques.
Un nouveau, complet, et jusqu’a` pre´sent unique
jeu de donne´es d’observations de cirrus de TOVS
a e´te´ re´cemment e´tabli. Ces donne´es pourront eˆtre
utilise´es afin d’e´valuer la partie glace du nouveau
sche´ma. En particulier, les proprie´te´s radiatives peu-
vent eˆtre e´value´es, et des nouvelles approches pour
leur parame´trisation seront examine´es.
A moyen terme, une parame´trisation de la variabilite´
sous-maille de l’eau doit eˆtre de´veloppe´e en poursuiv-
ant l’approche de Tompkins (2002) qui a introduit
une fonction de probabilite´ de densite´, dont la vari-
ance et l’inclinaison sont pre´dites en fonction de la
turbulence, de la convection et de la microphysique.
La connaissance de la variabilite´ sous-maille de la
distribution de l’eau pourrait largement ame´liorer le
degre´ de re´alisme des processus microphysiques. Pour
le de´veloppement et l’ame´lioration d’un tel sche´ma,
de nouveau, des observations satellitaires ainsi que
des mode`les a` me´so-e´chelle vont eˆtre utilise´s.
Concernant les donne´es satellitaires, des nouveaux in-
struments vont fournir des jeux de donne´es plus com-
plets et pour une pe´riode plus longue, comme MODIS
et les instruments d’ENVISAT. De plus d’ici quelque
temps, les observations d’un radar sur CLOUDSAT
et d’un lidar sur CALIPSO vont pouvoir fournir en
quelque sorte des donne´es tridimensionnelles, ce qui
va largement ame´liorer les possibilite´s d’e´valuation
et de de´veloppement des mode`les a` grande e´chelle.
A long terme enfin, un mode`le avec des
parame´trisations des nuages, de la pre´cipitation et
des interactions ae´rosols - nuages ainsi ame´liore´es
accompagne´ d’un de´veloppement de la puissance des
ordinateurs et des techniques de calcul, permettront
des e´tudes plus pousse´es du changement climatique.
Avec un mode`le du syste`me terrestre comprenant la
dynamique de l’oce´an et des surfaces continentales
comme il est de´veloppe´ a` l’IPSL, des simulations de
sce´narios pour le changement climatique des 20ie`mes
et 21ie`mes sie`cles vont pouvoir eˆtre effectue´es. Les
re´sultats vont eˆtre examine´s en se focalisant sur les
aspects re´gionaux du changement climatique pour
lesquels les forc¸ages par les ae´rosols jouent un roˆle
important, ainsi que sur le cycle hydrologique. Le
dernier point implique une e´tude du couplage entre
les diffe´rents sous-syste`mes du syste`me climatique,
dont l’atmosphe`re mais aussi l’oce´an, les surfaces
continentales et la ve´ge´tation sont des composantes
importantes.
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A.1. Abbreviations
ACE Aerosol Characterization Experiment
ADE Aerosol Direct Effect
ADEOS ADvanced Earth Observation Satellite
AIE Aerosol Indirect Effect
AOT Aerosol Optical Thickness
AVHRR Advanced Very High Resolution Radiometer
BL Planetary Boundary Layer
CCM Community Climate Model
CCN Cloud Condensation Nuclei
CCSR Center for Climate System Research
CDNC Cloud Droplet Number Concentration
CDR Cloud Droplet Radius
CGT Cloud Geometrical Thickness
CNES Centre National d’E´tudes Spatiales
C.N.R.S. Centre National de Recherche Scientifique
COT Cloud Optical Thickness
CRM Cloud Resolving Model
CSIRO Commonwealth Scientific and Industrial Research Organization
CSU Colorado State University
CTM Chemistry Transport Model
DJF December-January-February
ECHAM ↑ECMWF-HAMburg ↑GCM
ECMWF European Centre for Medium-Range Weather Forecasting
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ERBE Earth Radiation Budget Experiment
ESM Earth System Model
FIRE.ACE First ↑ISCCP Regional Experiment - Arctic Cloud Experiment
GCM General Circulation Model
GCSS ↑GEWEX Cloud System Study
GEWEX Global Energy and Water Cycle Experiment
GHE GreenHouse Effect
GHG GreenHouse Gases
GISS Goddard Institute for Space Studies
IDRIS Institut de De´veloppement et des Resources en Informatique Scientifique
IFS Integrated Forecasting System
INCA INteraction with Chemistry and Aerosols
INDOEX Indian Ocean Experiment
IPCC Intergovernmental Panel on Climate Change
IPSL Institut Pierre Simon Laplace
ISCCP International Satellite Cloud Climatology Project
ITCZ Inner Tropical Convergence Zone
JJA June-July-August
LES Large Eddy Simulation model
LGGE Laboratoire de Glaciologie et Ge´ophysique de l’Environnement
LMD Laboratoire de Me´te´orologie Dynamique
LMDZ ↑LMD-Zoom ↑GCM
LOA Laboratoire d’Optique Atmosphe´rique
LODyC Laboratoire d’Oce´anographie Dynamique et du Climatologie
LSCE Laboratoire des Sciences du Climat et de l’Environnement
LW Longwave
LWP Liquid Water Path
MAST Monterey Area Ship Track experiment
NCAR National Center for Atmospheric Research
NH Northern Hemisphere
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OPA Oce´an Paralle´lise´
ORCHIDEE Organizing Carbon and Hydrology In Dynamic EcosystEms
PACE Parameterization of the Aerosol Climatic Effects
PDF Probability Density Function
PNNL Pacific Northwest National Laboratory
POLDER POLarization and Directionality of the Earth’s Reflectances
PPH Plane-Parallel Homogeneity
PW Precipitable Water
RACE Radiation, Aerosol, and Cloud Experiment
RAMS Regional Atmospheric Modeling Section
RH Relative Humidity
SA Service d’Ae´ronomie
ScaRaB Scanner of the Earth Radiation Budget
SCM Single-Column Model
SH Southern Hemisphere
SST Sea Surface Temperature
SW Shortwave
TIROS Television Infrared Observation Satellite
TOA Top Of the Atmosphere
TOVS ↑TIROS-N Operational Vertical Sounder
TRMM Tropical Rainfall Measuring Mission
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A.2. Notation list
α Albedo (often also used for parameter constants)
ατ POLDER aerosol index
Al Activation rate of cloud droplets, [m−3 s−1]
Ai Nucleation rate of ice crystals, [m−3 s−1]
cp Specific heat of dry air at constant pressure, 1004.64 J kg−1 K−1
Dj Effective diameter of cloud or precipitation species j, [m]
Dv Coeff. of vapor diffusion in air, [m2 s−1]
 Emissivity
Ejk Collision efficiency between species j and k
esat Saturation vapor pressure, [hPa]
∆F Radiative forcing, [Wm−2]
f Cloud fraction of grid cell
fact Fraction of NCCN activated
Frs Freezing rate of rain drops to form snow, [m−3 s−1]
Fli Freezing rate of liquid water droplets to form ice crystals, [m−3 s−1]
g Asymmetry parameter
H Cloud geometrical thickness, [m]
I Radiative impact, [Wm−2]
k Exponent in droplet activation
λ Climate sensitivity parameter, [K W−1 m2]
λj Slope of size distribution of species j, [m−1]
Lv Latent heat of vaporization of water, 2.501× 106 J kg−1
Ls Latent heat of sublimation of water, 2.834× 106 J kg−1
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Lf Latent heat of freezing of water, 0.333× 106 J kg−1
mj Mass of particle of species j, [kg]
ma Initial mass of activated droplets, [kg]
m0 Initial mass of nucleated ice crystals, 10−12 kg
Nj Number concentration of species j, [m−3]
NCCN Number concentration of CCN, [m−3]
NIN Number concentration of IN, [m−3]
NIC Number concentration of contact-freezing nuclei, [m−3]
Na Number concentration of aerosols, [m−3]
nHM Rate of formation of ice splinter by Hallett-Mossop-process, [kg−1]
ω0 Single scattering albedo
Pj Rate of precipitation of species j, [m s−1]
∆q Parameter in Condensation scheme (“ratqs”), [kg kg−1]
qt Total water mixing ratio, [kg kg−1]
qc Condensed water mixing ratio, [kg kg−1]
qj Mixing ratio of species j, [kg kg−1]
qsat,j Saturation vapor mixing ratio w.r.t. species j, [kg kg−1]
ρair Air density, [kg m−3]
ρj Density of precipitation species j, [kg m−3]
r Correlation coefficient
r0 Minimum radius for autoconversion, 0.8× 10−5 m
rdv Volume-mean cloud droplet radius, [m]
re Cloud droplet effective radius, [m]
rjk Collision rate between species j and k, [m−3 s−1]
σ Stefan-Boltzmann constant, 0.67 10−8 J K−4 m−2 s−1
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Sj Supersaturation w.r.t. species j
T Temperature, [K]
Ts Surface emperature, [K]
T0 Freezing temperature of water, 273.15 K
Ti Temperature, below which no supercooled water exists, 258.15 K
t Time, [s]
∆t Time step [s]
V¯j Terminal fall speed of cloud or precipitation species j, [m s−1]
w Updraft speed, [m s−1]
xice Ice mass fraction in a cloud
∆z Layer thickness, [m]
Indexes
v Water vapor
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