Abstract Let ∆ be the open unit disc in C and let B be the open unit ball in C 2 . We prove that every discrete subset of B is contained in the range ϕ(∆) of a complete, proper holomorphic embedding ϕ: ∆ → B.
Let ∆ be the open unit disc in C and let B be the open unit ball in C
2 . The existence of complete, properly embedded complex curves in B has been proved recently [AL] , see [G] for a different proof. Very recently, examples of such curves with control on topology have been obtained in [AGL] . In particular, it is now known that there is a complete proper holomorphic embedding ϕ: ∆ → B. Completeness means that for any path γ: [0, 1) → ∆, |γ(t)| → 1 as t → 1, the path t → ϕ(γ(t)) (0 ≤ t < 1) has infinite length.
It is known that given a discrete set Z ⊂ B there is a proper holomorphic embedding ϕ: ∆ → B whose range ϕ(∆) contains Z [FGS] . In the present paper we show that there is such a ϕ which is complete: THEOREM 1.1 Given a discrete set Z ⊂ B there is a complete proper holomorphic embedding ϕ: ∆ → B whose range ϕ(∆) contains Z.
Preliminaries
We shall use spherical shells that we denote by Sh: Given an interval J ⊂ IR + we shall write Sh(J) = {z ∈ C 2 : |z| ∈ J}. Thus, if J = (a, b) then Sh(J) = {z ∈ C 2 , a < |z| < b}. If I, J are two intervals contained in IR + then we write I < J provided that I ∩ J = ∅ and provided that J is to the right of I, that is, x < y for every x ∈ I and every y ∈ J.
We shall also use the families of tangent balls, introduced in [AGL] : Let z ∈ C 2 , z = 0 and let ρ > 0. Let H be the real hyperplane in C 2 passing through z and tangent to the sphere b(|z|B). Then T (z, ρ) = {w ∈ H: |w − z| ≤ ρ} is called the tangent ball with center z and radius ρ. So T (z, ρ) is the closed ball in the real hyperplane H centered at z. We shall call a family T of tangent balls contained in B a tidy family provided that there is a sequence r n , 0 < r 1 < r 2 < · · · < 1 = lim n→∞ r n such that (i) the centers of the balls in T are contained in b(r 1 B) ∪ b(r 2 B) ∪ · · · (ii) each ball in T with the center contained in b(r n B) is contained in r n+1 B (iii) if two balls T 1 , T 2 ∈ T , T 1 = T 2 , both have centers in b(r n B ) then they are disjoint and have equal radii. We shall denote by |T | the union of all balls belonging to T . Clearly a tidy family is at most countable. It can be finite. We shall need the following result from [AGL] .
LEMMA 2.1 Given r, R, 0 < r < R < 1, and given L < ∞ there is a finite tidy family T of tangent balls contained in (RB) \ (rB) such that if p: [0, 1] → (RB) \ (rB) is a path, |p(0)| = r, |p(1)| = R, which misses |T |, then the length of p exceeds L.
Outline of the proof
In the proof we shall use the ideas from [FGS] and [AGL] . Let Z ⊂ B be a discrete set. With no loss of generality assume that Z is infinite and that 0 ∈ Z. Choose sequences I n and J n of open intervals contained in (0, 1), converging to 1 as n → ∞, such that
With no loss of generality assume that Z j = Z ∩ Sh(I j ) = ∅ for each j ∈ IN and let Z 0 = {0}.
By Lemma 2.1 there is, for each n ∈ IN, a finite tidy family T n of tangent balls contained in Sh(J n ) such that if p is a path in Sh(J n ) which connects points in different components of b(Sh(J n )) and misses T n then the length of p exceeds 1. Note that T = ∪ ∞ n=1 T n is again a tidy family of tangent balls.
Let L ⊂ C 2 be a complex line passing through the origin. In [AGL] a sequence Φ n of polynomial automorphisms of C 2 was constructed in such a way that Φ n (L) misses more and more balls in T as n increases, such that Φ n converges uniformly on compacta on a Runge pseudoconvex domain Ω containing the origin, to a map Φ mapping Ω biholomorphically to B, which is such that Φ(L ∩ Ω) misses |T |. If Σ is a component of L ∩ Ω then Φ|Σ: Σ → B is a complete proper holomorphic embedding.
In the present paper we try to follow the same general scheme. However, as n increases, we now wish that, Φ n (L), beside missing more and more balls in T , also contains more and more points of Z, and, in addition, in the limit, all points of Z are contained in Φ(Σ) where Σ is a single component of Ω ∩ L. By doing this, our maps Φ n will have to be general holomorphic automorphisms and we will lose the fact that Φ n are polynomial automorphisms which was essential for the proof in [AGL] to work.
We shall use the push-out method to construct a Runge domain Ω ⊂ C 2 containing the origin and a biholomorphic map Φ: Ω → B such that Φ(L ∩ Ω) ∩ |T | = ∅ and such that if Σ is the component of L ∩ Ω containing the origin then Φ(Σ) contains Z. The fact that Ω is pseudoconvex and Runge implies that Σ is simply connected [FGS, p. 561] . Obviously Σ = C and thus Φ(Σ) = ϕ(∆) where ϕ: ∆ → B is a proper holomorphic embedding such that ϕ(∆) contains Z and misses |T |.
Our use of the push-out method involves the following lemma which is [F, Proposition 4.4.1, p.114] adapted to our situation LEMMA 3.1 Let 0 < R 0 < R 1 < · · · < 1, R n → 1 as n → ∞ and let ε j , j ∈ IN be positive numbers such that for each j ∈ IN, 0 < ε j < R j − R j−1 and ε j+1 < ε j /2.
(3.1)
Suppose that for each j ∈ IN, Ψ j is a holomorphic automorphism of C 2 such that
There is an open set Ω ⊂ C 2 such that lim n→∞ Φ n = Φ exists uniformly on compacts in Ω and Φ is a biholomorphic map from Ω onto B. If
Note that Ω is a Runge domain in C 2 : Since every function, holomorphic in a neighbourhood of B can be, on B uniformly approximated by entire functions, the fact that Φ j are holomorphic automorphisms of C 2 implies that every function holomorphic in a neighbourhood of E j = Φ −1 j (R j B) can be, uniformly on E j , approximated by entire functions. Since E j ⊂⊂ E j+1 for each j it follows that every function holomorphic on Ω can be, uniformly on compacta in Ω, approximated by entire functions, that is, Ω is a Runge domain.
Outline of the induction process
We shall construct inductively a sequence of holomorphic automorphisms Ψ j of C 2 and a sequence ε j of positive numbers which will satisfy the assumptions of Lemma 3.1, and, in addition, will be such that for each j ∈ IN,
and, moreover,
and
Suppose for a moment that we have done this. Note the general fact that if a holomorphic automorphism Ψ of
(4.5)
To see this, we use the preceding reasoning. Recall that by (3.2)
, then by the preceding reasoning and by (3.1),
for some k ≥ m + 1, which, as above, by (4.4), again implies that (4.7) holds.
5. Completion of the proof with Ψ j and ε j satisfying (3.1)-(3.2) and (4.1)-(4.4)
Suppose that Ψ j and ε j are as in Sections 3 and 4. Let Φ = lim j→∞ Φ j be the biholomorphic map from Ω to B given by Lemma 3.1. The proof of Theorem 1.1 will be complete once we have shown that Φ(Ω ∩ L) misses |T | and that if Σ is the component of Ω ∩ L containing the origin then Z ⊂ Φ(Σ).
By (4.5), for each m and each
Σ is the component of L ∩ Ω that contains the origin which implies that Z ⊂ Φ(Σ). This completes the proof.
The induction
Recall that to complete the proof of Theorem 1.1 we must construct a sequence Ψ j of holomorphic automorphisms of C 2 and a sequence ε j of positive numbers such that for each j ∈ IN 0 < ε j < R j − R j−1 (6.1)
We shall need the following two lemmas.
LEMMA 6.1 Let 0 < r < R < 1 and let ε > 0. Let S 1 ⊂ rB and S 2 ⊂ (RB) \ (rB) be finite sets and let Λ be the image of C under a proper holomorphic embedding from C to C 2 . Suppose that S 1 is contained in a single component of Λ ∩ (rB). There is a holomorphic
LEMMA 6.2 Let 0 < r < R < 1 and let ε > 0. Let S ⊂ rB be a finite set and let T be a finite tidy family of tangent balls contained in (RB)\(rB) and let Λ be the image of C under a proper holomorphic embedding from C to C 2 . There is a holomorphic automorphism
Assume for a moment that we have proved Lemmas 6.1 and 6.2. To begin the induction, put L 0 = L and choose ε 1 satisfying (6.1) for j = 1. Since L passes through the origin and since Z 0 = {0}, (6.5) is satisfied for j = 0. Note that (6.6) and (6.7) are also satisfied for j = 0.
Suppose now that m ∈ IN. Suppose that ε m satisfies (6.1) for j = m and that L m−1 is the image of C under a proper holomorphic embedding from C to C 2 such that (6.5)-(6.7) are satisfied for j = m − 1. Choose s, t, such that R m < s < t < R m+1 and such that Z m ⊂ (tB) \ (sB) and |T m | ⊂ (R m+1 B) \ (tB).
(6.8)
We shall construct an automorphism Ψ m of C 2 that satisfies (6.3) and (6.4) for
∩ L m and then we choose ε m+1 so small that (6.5) is satisfied for j = m, that (6.1) is satisfied for j = m + 1 and that (6.2), (6.6) and (6.7) are satisfied for j = m.
By Lemma 6.1 there is a holomorphic automorphism F of C 2 such that |F − id| < min{t − s, ε m /2} on sB (6.9) 10) and such that
There is an η > 0 such that for every automorphism G of C 2 such that |G − id| < η on tB, (6.12)
By Lemma 6.2 there is an automorphism G which satisfies (6.12) and |G − id| < ε m /2 on tB (6.13) and also 14) and is such that G(
. If x ∈ R m B then by (6.9) |F (x) − x| < ε m /2 and also |F (x) − x| < t − s so |F (x)| < t and therefore |G(F (x)) − F (x)| < ε m /2 by (6.13). Thus |Ψ m (x) − x| ≤ |G(F (x)) − F (x)| + |F (x)−x| < ε m /2+ε m /2 = ε m so (6.3) is satisfied for j = m. By (6.10) and (6.14), (6.4) is satisfied for j = m. Since (6.6) holds for j = m − 1, (6.3) for j = m implies that L m misses |T 0 | ∪ · · · ∪ |T m | so one can choose ε m+1 such that (6.1) is satisfied for j = m + 1, and that (6.2), (6.6) and (6.7) are satisfied for j = m. We know that Z 0 ∪ · · · ∪ Z m is contained in a single component of L m ∩ (tB) so provided that we choose ε m+1 smaller than R m+1 − t then (6.5) will hold forj = m. This completes the proof of the induction step and thus completes the proof of Theorem 1.1 under the assumption that we have proved Lemma 6.1 and Lemma 6.2.
Proof of Lemma 6.1
To prove Lemma 6.1 we shall need the following lemma which is a special case of [F, Corollary 4.13.5, p.148] LEMMA 7.1 Let λ ⊂ C 2 be a smooth embedded arc contained in C 2 \ B except one endpoint which is contained in bB. Let F : λ → λ ′ be a smooth diffeomorphism which is the identity on λ ∩ (ρB) for some ρ > 1. Given ε > 0 there are a ν, 1 < ν < ρ and a holomorphic automorphism Φ of C 2 such that (i) |Φ − id| < ε on νB (ii) |Φ − F | < ε on λ.
We shall also need the following LEMMA 7.2 Let S ⊂ B be a finite set. There are η 0 > 0 and γ < ∞ such that given η, 0 < η < η 0 , and a map ϕ: S → C 2 , |ϕ − id| < η on S, there is a holomorphic automorphism Φ of C 2 such that
and |Φ − id| < γη on B.
Proof For z, w ∈ C write π 1 (z, w) = z, π 2 (z, w) = w. Let S ⊂ B be a finite set. After a rotation if necessary we may assume that both π 1 and π 2 are one to one on S. Let S = {(z 1 , w 1 ), · · · , (z n , w n )}. Then z 1 , · · · , z n are distinct points in ∆ and w 1 , · · · , w n are distinct points in ∆. Choose η 0 > 0 so small that the closed discs {ζ: |ζ − z j | ≤ η 0 }, 1 ≤ j ≤ n are pairwise disjoint and contained in ∆ and that the closed discs {ζ: |ζ − w j | ≤ η 0 }, 1 ≤ j ≤ n are also pairwise disjoint and contained in ∆. Given distinct points β 1 , · · · , β n in C and i, 1 ≤ i ≤ n, denote by P i,β 1 ,···β n the standard polynomial equal to 1 at β i and vanishing at each β j , 1 ≤ j ≤ n, j = i, that is
By the continuity and by compactness there is a constant M such that
Put γ = 2M n. Passing to a smaller η 0 we may assume that
Now, suppose that 0 < η < η 0 and that
By (7.2) and (7.5) we have
By (7.3) and (7.5) we have
Clearly H(z ′ j , w j ) = (z j , w j ) (1 ≤ j ≤ n). The preceding discussion implies that Φ = H •G is an ambient space holomorphic automorphism satisfying
This completes the proof.
We now turn to the proof of Lemma 6.1. Suppose that 0 < r < R < 1 and let ε > 0. Let S 1 , S 2 and Λ be as in Lemma 6.1. Put S = S 1 ∪ S 2 and let η 0 and γ be as in Lemma 7.2. With no loss of generality increase r slightly so that Λ intersects b(rB) transversely. Choose η, 0 < η < η 0 , so small that (γ + 1)η < ε and S 2 ⊂ [R − (γ + 1)η]B.
(7.6) and r + η < 1, r + (1 + γ)η < R, (7.7)
Let V be the component of Λ ∩ (rB) that contains S 1 . By the maximum priciple and by transversality bV is a smooth simple closed curve contained in b(rB). By transversality there is a smooth arc λ contained in Λ ∩ [RB \ rB] except one of its endpoints which is contained in bV . Choose ρ > r so close to r that S 2 ⊂ (RB) \ (ρB) and that the endpoint of λ contained in C 2 \ (rB) is contained in C 2 \ (ρB). It is easy to construct a smooth diffeomorphism F : λ → F (λ) which is the identity on λ∩(ρB) and is such that
By Lemma 7.1 there are a ν, r < ν < ρ, and a holomorphic automorphism Θ of C 2 such that |Θ − id| < η on νB (7.8)
By our construction there are
and by (7.8) we have |Θ(z) − z| < η (z ∈ S 1 ).
By Lemma 7.2 there is an automorphism Φ of C 2 such that |Φ − id| < γη on B (7.10) and such that
Put Ψ = Φ • Θ. By (7.11) Ψ satisfies (i) in Lemma 6.1. If x ∈ rB then by (7.8), |Θ(x) − x| < η so by (7.9) and (7.6) |Θ(x)| < |x| + η ≤ r + η < 1, thus by (7.10), |Ψ(x) − x| < |Φ(Θ(x)) − Θ(x)| + |Θ(x) − x| < γη + η < ε. So Ψ satisfies (ii) in Lemma 7.1. To see that Ψ satisfies (iii) in Lemma 7.1 note that V ∪ λ ⊂ Λ gets mapped by Ψ to a connected set contained in Ψ(Λ) that, by construction, contains S 1 ∪ S 2 . To see that this set is contained in RB note that V ⊂ rB so by (7.8) and (7.
B which, by (7.10), gives Ψ(λ) ⊂ RB. This completes the proof of Lemma 7.1.
Proof of Lemma 6.2
To prove Lemma 6.2 we shall need the following LEMMA 8.1 Let E ⊂ C 2 be an open halfplane bounded by the real hyperplane H. Let K ⊂ H and Q ⊂ E be compact sets and let S ⊂ Q be a finite set. Suppose that Λ is the image of C under a proper holomorphic embedding from C to C 2 . Given ε > 0 there is a holomorphic automorphism Φ of C 2 such that
Proof With no loss of generality assume that H = {(z, w) ∈ C 2 : ℜz = 0}, E = {(z, w) ∈ C 2 : ℜz < 0} and K = I ×D where I is a cosed segment on the imaginary axis in the z-plane and D is a close disc in the w-plane centered at the origin, and that Q ⊂ E is a closed ball. Let S ⊂ Q be a finite set. Let Q ′ , Q ′′ be closed balls such that Q ⊂⊂ Q ′ ⊂⊂ Q ′′ ⊂ E. Choose ω > 0 so small that
and then choose R > 1 so large that Q ′′ ∪ K ⊂ (R − 1)B. By Lemma 7.2 there are η 0 > 0, and γ < ∞ such that given η, 0 < η < η 0 , and a map ϕ: S → C 2 , |ϕ − id| < η on S there is a holomorphic automorphism G of C 2 such that
Let ε > 0. With no loss of generality we may assume that ε < ω, and choose η, 0 < η < η 0 , so small that
We first show that there is an automorphism Θ of C 2 which fixes each point of S, which satisfies |Θ − id| < ε/2 on Q ′ and is such that Θ(Λ) misses Σ = I × {0}.
To see this, observe first that since the real dimension of Λ is two and the real dimension of Σ is one there are translations Σ ′ = Σ + a of Σ in C 2 with arbitrarily small a ∈ C 2 , Σ ′ ⊂ RB, such that Σ ′ misses Λ. We may assume that Σ ′ ∩ Q ′′ = ∅. Passing to a smaller η, 0 < η < 1, if necessary, we may assume that
Since Σ ∩ Q ′′ = ∅ and Σ ′ ∩ Q ′′ = ∅, Lemma 7.1 applies to show that there is a holomorphic automorphism F of C 2 such that |F − id| < η on Q ′′ and such that |F (w) − (w + a)| < η (w ∈ Σ) which, in particular, implies that F (Σ) ⊂ Σ ′ + ηB. Since |F − id| < η on S ⊂ Q ′′ , (8.4) implies that there is a holomorphic automorphism G of C 2 such that |G − id| < γη on RB and such that Ψ = G • F fixes each point of S.
′ + ηB + γηB and hence by (8.5) it follows that Ψ(Σ) misses let Λ. Let Θ = Ψ −1 . Then Θ(Λ) misses Σ, Θ fixes each point of S and since |Ψ − id| < ε/2 on Q ′′ , (8.1) and the fact that ε < ω imply that |Θ − id| < ε/2 on Q ′ which proves (8.4).
We now use a suggestion of F. Forstnerič. Since Θ(Λ) misses I × {0} there is a ν > 0 such that Θ(Λ) misses I × (ν∆). Assume that Ω is a holomorphic automorphism of C and since |F − id| < η < ε/2 on Q ′′ it follows by (8.4) and (8.8) that |Φ(x) − x| < |Ω(Θ(x)) − Θ(x)| + |Θ(x) − x| < ε/2 + ε/2 = ε. So Φ satisfies (ii) in Lemma 8.1. Since Θ(Λ) misses I × (ν∆) it follows that Ω(Θ(Λ)) misses Ω(I × (ν∆)) which, by (8.6) implies that Φ(Λ) misses I × D, that is, (iii) in Lemma 8.1 is satisfied. By (8.7) and (8.4) Φ fixes each point of S, so (i) in Lemma 8.1 is satisfied.
To construct such an Ω, denote π(z, w) = z and set
where g is a polynomial of one variable which, on I, is approximately equal to a very large positive constant M , which vanishes on π(S) and which is very small on π(Q ′ ). To get such a g let P be a polynomial that vanishes precisely on π(S) and let τ > 0. Use the Runge theorem to get a polynomial h such that |h − M/P | < τ on I and |h| < τ on π(Q ′ ).
Then g = P h will have all the required properties provided that τ is chosen small enough at the beginning. This completes the proof of Lemma 8.1.
Proof of Lemma 6.2. Let r, R, ε, S and T be as in Lemma 6.2. Choose ρ > r such that |T | ⊂ RB \ ρB. Passing to a smaller ε if necessary we may assume that ε < ρ − r. Denote the tangent balls in T by T 1 , T 2 , · · · , T n where the enumeration is chosen so that if z j is the center of T j then |z j+1 | ≥ |z j | for each j, 1 ≤ j ≤ n − 1. For each j, 1 ≤ j ≤ n, let H j be the real hyperplane containing T j and let E j be the halfspace bounded by H j which contains the origin. Since T is a tidy family there is, for each j, 2 ≤ j ≤ n, a δ j > 0 such that if Ω j = {x ∈ E j , dist{x, H j } > δ j }, then ρB ⊂ Ω j and T 1 ∪ T 2 ∪ · · · ∪ T j−1 ⊂ Ω j .
Let Q 1 = ρB and for each j, 2 ≤ j ≤ m, let Q j = Ω j ∩ B. For each j, Q j is a compact set contained in E j that contains the compact set T 1 ∪ · · · ∪ T j−1 in its interior, and which contains ρB.
Let Λ be the image of C under a proper holomorphic embedding from C to C 2 . We show that for each j, 1 ≤ j ≤ n, there is a holomorphic automorphism Φ j such that |Φ j − id| < ε/n on Q j , We prove this by induction. To start the induction use Lemma 8.1 to construct a holomorphic automorphism Φ 1 of C 2 such that (8.9) and (8.10) hold for j = 1 and such that if Λ 1 = Φ 1 (Λ) then (8.11) holds for j = 1.
Assume now that 1 ≤ k ≤ n − 1 and that we have constructed Φ j , 1 ≤ j ≤ k, that satisfy (8.6)-(8.8) for 1 ≤ j ≤ k. Since Λ k misses T 1 ∪ · · · ∪ T k , a compact subset of IntQ k+1 there is an η > 0 such that for every holomorphic automorphism Σ of C 2 such that |Σ − id| < η on Q k+1 , Σ(Λ k ) misses T 1 ∪ · · · ∪ T k . By Lemma 8.1 there is such an automorphism Φ k+1 which satisfies |Φ k+1 − id| < min{η, ε/n} on Q k+1 , (8.12) which fixes each point of S and is such that Λ k+1 = Φ k+1 (Λ k ) misses also T k+1 and thus satisfies (8.9)-(8.11) for j = k + 1. Set Ψ = Φ n • Φ n−1 • · · · • Φ 1 . By (8.11), Ψ(Λ) misses |T |, and by (8.10), Ψ fixes each point of S so that (i) and (iii) in Lemma 6.2 are satisfied. Since ρB ⊂ Q j (1 ≤ j ≤ n), (8.9) implies that |Φ j − id| < ε/n on ρB for each j, 1 ≤ j ≤ n.
Thus, if x ∈ rB then |Φ j+1 (Φ j • · · · Φ 1 )(x)) − (Φ j • · · · Φ 1 )(x))| < ε/n as long as (Φ j • · · · Φ 1 )(x) stays in ρB. But since ε < ρ − r this holds for all j, 1 ≤ j ≤ n.
It follows that
|Ψ(x) − x| ≤ |(Φ n • · · · • Φ 1 )(x) − (Φ n−1 • · · · • Φ 1 )(x)| + · · · + |Φ 1 (x) − x| < n.ε/n = ε which proves that |Ψ − id| < ε on rB so (ii) in Lemma 6.2 is satisfied. This completes the proof of Lemma 6.2. The proof of Theorem 1.1 is complete.
