Using up to nine different ways to represent homogeneous technologies with decreasing returns to scale, this article presents and proves identities between those different representations of such technologies, outlining the homogeneity properties of each representation. These identities, which allow to shift from one representation of a technology to another -and which are summarized in a matrix of identities -can be useful since they provide a tool to obtain explicit functional forms for homogeneous technologies. They can also be useful to simplify computational procedures when different representations of a technology are needed. Finally, the article also refers explicitly to some aspects of producer theory that are often neglected or treated in a marginal way in the literature, such as the inverse supply, the non conditional cost and the inverse input demands functions.
Introduction
This article makes contributions that can be classi…ed in three groups. First, technologies that are homogeneous of degree less than one are represented in nine di¤erent ways: the production, cost, conditional input demands, pro…t, non-conditional input demands, supply, inverse supply, non conditional cost and inverse input demands functions, supported on duality theory and identities. Homogeneity properties of the di¤erent ways in which technologies are represented are also outlined.
Second, identities between the explicit functional forms of the representations of technologies considered in this article, are proposed and proved. These identities -which are summarized in a matrix of identities-can be useful in econometric applications, since they provide a tool to obtain explicit functional forms of technologies from observable data on a range of variables. They can also be useful to simplify computational procedures when di¤erent representations of a technology are required.
Finally, the document also refers explicitly to some aspects of producer theory that are often neglected or treated in a marginal way in the literature, such as the inverse supply, the non conditional cost and the inverse input demands functions.
The article is organized as follows: the next section presents a revision of the previous literature on duality and identities within the theory of the …rm. This is followed by the theoretical framework including the formal de…nitions of the nine di¤erent ways used to represent a technology, and the presentation of the di¤erent identities between representations of a technology and their proposed demonstrations. Then, results are summarized using a matrix of identities. The article ends with some conclusions.
Previous Literature
Many authors have made important contributions on duality in the theory of the …rm. Most of what was done until the mid 1970s has been compiled and explained in detail by Fuss and McFadden (1978) . The authors of this book worked on duality theorems and results linking the production, the pro…t and the cost functions, which are instruments commonly used in the literature to represent a technology.
Some results on duality between production and costs were obtained by Samuelson (1947) , Shephard (1953) , Uzawa (1964) , Diewert (1974) and McFadden (1978a) . Essentially, these authors derived the properties of the cost functions that are obtained by minimization of the total cost given a production set, an input requirement set or a production function, and determined the conditions on the production sets, input requirement sets or production functions, under which they can be uniquely described by the corresponding cost function. Shephard (1953) established well known links between the cost functions and the conditional input demands functions.
Some results between the production set -or the production function-and the pro…t function have been obtained by Diewert (1973 and 1974) , Jorgenson and Lau (1974) , Lau (1978) and McFadden (1978b) . Hotelling (1932) also found well known results between the pro…t function and the supply and nonconditional input demands functions. Jorgenson and Lau (1974) studied the case where demands that maximize pro…ts may not be unique, while and Chambers (1988) presented duality results between cost functions and pro…t functions.
The standard literature has identi…ed many di¤erent ways to represent a technology beyond the production function, the cost function and the pro…t function. These include the already mentioned production set and the input requirement set, along with representations such as those outlined in McFadden (1978a) : the distance function -as in Shephard (1953) and Hanoch (1978) -, the factor price requirement set, the Gauge function, the price possibility set, and the indirect production function. Furthermore, McFadden (1978b) , Diewert (1973) and have suggested alternative functional forms for pro…t functions.
Empirical applications of some duality theorems and results have been made by authors such as Appelbaum and Harris (1977) , Woodland (1977) , and Kohli (1978) . In fact, it is common in the economics theoretical and empirical literature to use homogeneous production functions, for example those included in Fare and Mitchell (1989) , such as the Transcendental, Translog, Constant Elasticity of Substitution, Cobb Douglas, Leontief and linear production functions.
Identities to shift from some ways to represent a technology to another way to represent such technology have long been proposed in the economic theory literature. Identity maps for the theory of the …rm have been outlined, for example, by Madden (1986, p. 266) .
1 However, such map does not present all the possible identities between the …ve representations of technology that are used, and requires in some cases -as is usual in the literature-two representa-1 Madden (1986, p. 270 ) also outlined a similar map for the theory of the household, including the indirect utility function, the expenditure function, the Marshallian demands and the Hicksian demands. Such map is also reproduced by authors such as Deaton and Muellbauer (1980, p. 41) and Mas Collel et al. (1995, p. 75). tions of a technology to obtain another representation of such technology.
Theoretical Framework

General Assumptions
Throughout this article it is assumed that all good and input markets are perfectly competitive. It is also assumed that there are no …xed inputs and that the production process generates only one output.
De…nitions
Production Function
For a …rm using possibly more than one input, its technology can be described by a production function expressing the maximum level of output that can be obtained by the …rm for each vector of inputs.
From now on, it will be assumed that the production function f : R n + ! R + satis…es the following conditions:
C.1 f ( ) is homogeneous of degree , i.e., for all t > 0 and all x 2 R n + ; f (tx) = t f (x), where 2(0; 1).
Cost Function
Given a production function f ( ), the cost function expressing the minimum expenditure at which a …rm can achieve a …xed level of production y 2 R + , taking the input prices w 2 R n ++ as given, can be de…ned as:
c (y; w) = min
As it will be shown soon, such a minimum always exists, so the cost function is well de…ned.
Conditional Input Demands Function
Correspondingly, the inputs vector that minimizes costs can also be expressed as a function of y and w. Such function is known as the conditional input demands function and can be de…ned as:
x (y; w) = arg min
It should be noted that this function is well de…ned, i.e., that a unique minimum exists for all w 2R n ++ and y 0. In fact, since f ( ) is continuous, the set S = x 2R n + : f (x) y is closed and, since f ( ) is not decreasing, it is clear that there exists a k > 0 large enough to guarantee that the halfspace described by w x k intersects it. Both S and the halfspace are closed sets and so is its intersection, which is also bounded, since it is contained in the set x 2R n + : w x k . Then, the set S \ x 2R n + : w x k = x 2R n + : w x k and f (x) y is compact since it is closed and bounded. The dot product is a continuous function so it attains a minimum x in the compact set x 2R n + : w x k and f (x) y 5 and, by construction, w x w x for all x such that f (x) y. It follows that w x always attains a minimum at S so the function c (y; w) is well de…ned. However, the conditional input demands were de…ned as a function instead of as a correspondence, so it remains to be proved that the solution to the cost minimization problem is unique.
Suppose there are two di¤erent vectors x, x 2 R n + that minimize costs at given input prices w and for a …xed level of production y > 0, then f (x) y, f (x ) y. Letting 2 (0; 1), since f ( ) is strictly concave it is also strictly quasiconcave, so it follows that f ( x+ (1 ) x ) > y, and it is clear that w ( x+ (1 ) x ) = w x = w x . It has been assumed that y > 0 (the case where y = 0 is trivial, since in such case the only input demands that minimize costs are x = 0) so there is some i such that
by the continuity of f ( ), there must exist an " > 0 such that f (x " ) >y, but clearly w x " < w x; which contradicts the fact that x minimizes costs. Thus, the solution to the cost minimization problem is unique.
It follows directly from (1) and (2) that c (y; w) = w x (y; w)
5 The extreme value theorem, due to Weierstrass, states that any continuous function from a compact set to the real numbers attains a global minimum (and a global maximum).
Pro…t Function
If the production function f ( ) is known, the maximum pro…ts that the …rm can achieve are de…ned as a function of the product price and the input prices, as follows:
In order for this function to be well de…ned, such a maximum must exist for all w 2R n ++ and p > 0, as it will be shown later, but …rst it is necessary to introduce here a result concerning concave functions, taken from the …eld of convex analisys.
De…nition 1 A direction of recession of a concave function h is a non zero vector e such that h (x + e) h (x), for all x in the domain of h and all > 0.
As stated in Rockafeller (1970) , if h : R n + ! R is a concave function that has no directions of recession, then it attains a maximum.
For a …xed p > 0 and w 2 R n ++ , de…ne a function
which is closed and convex by the continuity and the concavity of the function . If x = 2lev 0 then (0 + x) = (x) < 0 = (0) so x is not a direction of recession of . If x 2lev 0 then pf (x) w x 0: It is convenient to consider two cases separately, so …rst assume that x 6 = 0 and pf (x) w x = 0. In such case p f (x) w x = 0 but, if > 1, f ( x) = f (x) < f (x) and then pf ( x) w ( x) < 0, so x is not a direction of recession of . Finally, suppose that x 6 = 0 and pf (x) w x > 0, then there exists a k < 1 such that kpf (x) w x = 0 and, for all > 0, kpf (x)
It follows that b x is not a direction of recession of , so, obviously neither is x. Since the concave function : R n + ! R has no directions of recession, it can be concluded that it attains a maximum, and so ( ) is well de…ned.
Non Conditional Input Demands Function
This function expresses the inputs vector that maximizes pro…ts in terms of the prices of both the product, p > 0, and the inputs, w 2R n ++ . It can be de…ned correspondingly as:
It should be shown, given the assumptions on the production function, that the input demands vector that maximizes pro…ts is unique and so the non conditional input demands function is well de…ned. In fact, if there were two di¤erent vectors x 1 , x 2 2 R n + for which pro…ts attain a maximum then:
And for any 2 (0; 1), [pf (
For a given 2 (0; 1), the pro…ts corresponding to the convex combination between x 1 and x 2 are pf (
, which contradicts the fact that x 2 maximizes pro…ts. Thus, the non conditional input demands are well de…ned.
Supply Function
Given the product and input prices, and the production function, the supply function can be thought of as describing the maximum level of output that can be attained if the amount of inputs hired by the …rm equals the pro…t maximizing demands, and it can be de…ned by:
Inverse Supply Function
For a given w 2 R n ++ , the inverse supply function can be described as a mapping from D to R ++ , where D = fp 2 R ++ : y (p; w) > 0g is a restriction on the original domain of the supply function, such that it is injective and so it has an inverse. Then, the inverse supply function can be implicitly de…ned by:
To verify that this inverse function actually exists, let y (p 1 ; w) = y (p 2 ; w). Since y ( ) is homogeneous of degree 1 in p, as will be clear later on, using identity I.1, then p 1 1 y (1; w) = p 1 2 y (1; w) and, by assumption, y (p; w) > 0, so p 1 = p 2 . It follows that, for a given w 2 R n ++ , the supply function is injective, so it has an inverse.
Non-Conditional Cost Function
The non-conditional costs c (p; w), can be de…ned as a function giving the expenditure corresponding to the input demands for which pro…ts are maximized when the given prices of the output and the inputs are p and w, respectively. Formally,
Inverse Input Demands Function
The inverse input demands can be de…ned as a function giving the input price vector for which x are the input demands that maximize pro…ts, given an output price p. Formally, w (p; x) = w if and only if x (p; w) = x.
To verify that this function is well de…ned, assume that the production function is di¤erentiable. Since w (p; x) is the inverse of x (p; w), taking p as a constant, it is enough to show that the non-conditional demands are an injective function of the input price vector. To do so, suppose that x (p; w) = x (p; v) = x; for w; v 2R n ++ , then:rf (x) = w p and also rf (x) = v p , but this clearly implies that v = w. Thus, for p constant, the function x (p; w) is injective in w, so it has an inverse function, namely, w (p; x).
Identities Between Representations of a Technology
Identities are de…ned in this article as equations by means of which an explicit functional form of a representation of a technology is expressed in terms of an explicit functional form of other representation of that technology. In order to proof such identities, the following well known propositions are required and proved here for heuristic purposes.
Proposition 1 If the production function satis…es C.2 and is continuous and strictly quasiconcave, it is homogeneous of degree (i.e f (tx) = t f (x)) if and only if the cost function is homogeneous of degree 1 in y (and so it can be written as c (y; w) = y 1 c (1; w)).
Proof. First, assume that f (tx) = t f (x). Taking the price level as …xed, and letting x be the input vector that minimizes costs for a given level of production y, it must be proved that t 1 x minimizes the costs for the level of production ty, and so c (ty; w) = w t 1 x = t 1 w x =t 1 c (y; w). To demonstrate this by contradiction, suppose that t 1 x does not minimize costs when the level of production is …xed at ty. This is the same as stating that there exists a e x such that w e x < w t f (e x) y, which contradicts the fact that x minimizes costs with the level of production y.
Second, assume that c (y; w) is homogeneous of degree 1 in y. Let x 2 R n ++ , and
f (x)g. Since f ( ) is continuous and quasiconcave, the set C is closed and convex and, clearly, x does not belong to its interior so, by the supporting hyperplane theorem, there is w 2 R n , with w 6 = 0 such that w x w z for all z 2C. Furthermore, condition C.2 and strict quasiconcavity imply that w 2 R n ++ . It follows that for all x 2 R n ++ , there exists w x 2 R n ++ such that x is the solution to the cost minimization problem (1), with y = f (x) and w = w x . Applying Shephard's lemma, it can be shown that the conditional input demands have the same degree of homogeneity in y as the cost function. So, by assumption, x (ty; w) = t 1 x (y; w) for all t > 0. Summarizing, x = x (f (x) ; w x ) and t 1 x = x (tf (x) ; w x ), which implies that f t 1 x = f (x (tf (x) ; w x )) = tf (x). Since this holds for all x 2 R n ++ and all t > 0, the function f ( ) is homogeneous of degree in x 2 R n ++ . It remains to be proved that this result also holds for x such that x i = 0 for some i, but this is a direct consequence of the continuity of f ( ) in R 
Proof.
Given an output price p, the pro…t maximizing level of production of a competitive …rm is determined by the equation mc (y; w) = p, that can be equivalently expressed as:
ac(y;w) = p or c(y;w) y = p , by proposition 2. Evaluating this expression in y (p; w), …nd that:
Since it has been assumed that 0 < < 1, the production function has decreasing returns to scale and the pro…t function can be de…ned as (4). It is easy to see that this equation can be expressed as (p; w) pf (x (p; w)) 6 Euler's theorem states that a di¤erentiable function is homogeneous of degree if and c (y (p; w) ; w) and (10) is easily obtained.
Evaluating (10) at p (y; w) and solving for the cost function, it follows that c (y; w) = (p (y; w) ; w) 1
Given perfectly competitive markets, pro…ts are maximized where the marginal cost equals the price of the product, so the inverse supply function, expressing the price at which a production level is pro…t maximizing given an input prices vector, can be identi…ed with the marginal cost function. It follows that p (y; w) = It is worth observing that each side of this identity seems to be depending on di¤erent variables. However, since the supply function is homogeneous of degree 1 in p by I.1 and the inverse supply function is homogeneous of degree 1 in y by I.2, y (p; w) = p 1 y (1; w) and p (y; w) = y 1 p (1; w), so the identity can be written as:
Solving for y (p; w) in identity I.4 and substituting in I.3, obtain
By (4) (I.9) 7 Note that the variables that are not arguments of the given optimal value function are cancelled always due to the degree of homogeneity, as in I.1, I.4, I.5, I.7, I.9, I.10, I.11, I.12, I.14, I.16, I.19, I.20 and I.22.
8 Equations I.3, and I.8 are similar to those proposed in corollary 1.1 of Lau (1978) , except that the pro…t function in Lau is normalized in the price. Here it is speci…ed that the pro…t function must be evaluated at the inverse supply function, and that the cost function must be evaluated at the supply function for equations 10 and 11 to hold. x< w x (p; w). Since f (x (p; w)) = y (p; w), then pf (b x) w b x > pf (x (p; w)) w x (p; w) which contradicts the fact that x (p; w) = arg max
Substituting I.9 into (14)
Identity I.12 can be derived in a straight forward manner, using the fact that the conditional input demands are homogeneous of degree 1 in y by proposition 2 and Shephard's lemma, and the non conditional input demands are homogeneous of degree 
Substituting I.1 into (15) 
According to Hotelling's lemma (1932) x i (p; w) = @ (p; w) @w i (I.13) By I.13 and I.10,
By I.13 and I.3,
By I.13 and I.5
Applying I.13 and using I.8
According to Shephard's lemma (1953) ,
By I.18 and using I.10,
By I.18 and using (12),
By I.18 and using I.2, obtain
Applying I.18 and using I.8
Properties and Identities Concerning the Inverse Input Demands Function
Assume throughout this section that the production function is di¤erentiable.
Remark 1 For a given p, the non-conditional demands function is surjective on R n + , i.e., for all x 2 R n + , there exists a w 2 R n ++ such that x (p; w) = x.
In fact, let x 2 R n + , then, since f ( ) is a strictly concave and non decreasing function,
rf (x) (z x) and also
prf (x) (z x), for all z 2R n + . It follows that pf (x) prf (x) x pf (z) prf (x) z for all z 2 R n + , so at input prices w =prf (x) 2 R n ++ , the input vector x maximizes pro…ts, and so x (p; w) = x.
Remark 2 By remark 1, x (p; prf (x)) = x, so w (p; x) = prf (x) , and in particular, w (1; x) = rf (x). Note further that (1; rf (x)) = f (x) rf (x) x.
As stated in the previous remark,
It follows that w (p; x) = ps (x) and, in particular, w (1; x) = s (x).
This proposition states that the function s (x) ; de…ned following Madden (1986, p 268) , is just the inverse input demand function evaluated in p = 1. Proof. Let s = arg min s2R n + fs x+ (1; s)g, were the dependence on x has been ignored to simplify notation. It follows directly that s x+ (1; s) v x+
In particular, s x+ (1; s) rf (x) x+ (1; rf (x)), but (1; rf (x)) = f (x) rf (x) x, as it was noted in remark 2, so s x+ (1; s) f (x), i.e, (1; s) f (x) s x. However, the de…nition of the pro…t function implies that, (1; s) f (x) s x , so (1; s) = f (x) s x. Thus, x (1; s) = x and by I.10 and Hotelling's lemma, the non conditional demands function is homogeneous of degree 0 in (p; w), so x (p; ps) = x which implies that w (p; x) = ps.
Remark 3 An immediate consequence of remark 2 and proposition 3 is that s (x) = rf (x).
If the production function is homogeneous, it can be easily recovered applying Euler's theorem to the equation in the previous remark. In fact,
Using a duality approach found in Madden (1986) , another identity by means of which the production function can be obtained, will be derived next.
The production set Y = (y; x) 2 R n+1 + : y f (x) , containing all the vectors of feasible inputs x and output levels of the single product y, can equivalently be described in terms of the pro…t function by:
Since the pro…t function is homogeneous of degree one in p and w, then (p; w) = p 1; 
Note that s x+ (1; s) is a convex function in s, so it has a minimum at s if and only if x i + @ (1;s ) @s i = 0, for all i = 1; :::; n. If the pro…t function is di¤erentiable in the input prices, Hotelling's lemma implies that x i = x i (1; s ), for all i = 1; :::; n, where x i (1; s ) is the non conditional input demand function for input i evaluated at (1; s ). In other words, for a given x 2 R n + , the function s x+ (1; s) attains a minimum, if any, at the vector s that solves this system of n equations. Note further that the previous conclusion is just a restatement of proposition 3.
By the de…nition of the functions involved, it follows that (1; s) = y (1; s) s x (1; s) for all s 2 R n ++ , and in particular, y (1; s ) = s x+ (1; s ). 
Exploiting the duality between production and costs, the inverse input demands and the cost functions can also be related.
Given a cost function c (y; w), the production set can be expressed as:
: w x c (y; w) 8w 2 R n ++
Since the production function that is being recovered is homogeneous of degree , the corresponding cost function should be homogeneous of degree Similarly, the degree of homogeneity in p and w of the pro…t function, the supply function, the non conditional cost function and the non conditional input demands, can be obtained applying identities I.10, I.1, I.7 and I.13, respectively.
Finally, the degrees of homogeneity of the inverse input demands follow directly from I.23. 
Matrix of Identities
The identities presented in theorem 1, corollary 1 and the remarks regarding the inverse input demands, can be summarized using the matrix of identities shown in table 2, while a matrix that summarizes these results in terms of the explicit functional forms is included in table A of the appendix.
9 Note that if f (x; y) : R n+m + ! R + , f (tx; y) = t f (x; y) and f (x;ty) = t f (x; y), then f (tx;ty) = t + f (x; y) : For that reason, the last column of table 1 is the sum of the three previous columns.
