Abstract This paper provides a structured, unified, formal and empirical perspective on all geometric semantic crossover operators proposed so far, including the exact geometric crossover by Moraglio, Krawiec, and Johnson, as well as the approximately geometric operators. We start with presenting the theory of geometric semantic genetic programming, and discuss the implications of geometric operators for the structure of fitness landscape. We prove that geometric semantic crossover can by construction produce an offspring that is not worse than the fitter parent, and that under certain conditions such an offspring is guaranteed to be not worse than the worse parent. We review all geometric semantic crossover operators presented to date in the literature, and conduct a comprehensive experimental comparison using a tree-based genetic programming framework and a representative suite of nine symbolic regression and nine Boolean function synthesis tasks. We scrutinize the performance (program error and success rate), generalization, computational cost, bloat, population diversity, and the operators' capability to generate geometric offspring. The experiment leads to several interesting conclusions, the primary one being that an operator's capability to produce geometric offspring is positively correlated with performance. The paper is concluded by recommendations regarding the suitability of operators for the particular domains of program induction tasks.
Introduction
A crossover operator has a special place in evolutionary computation (EC). Conceptually, this search operator is intended to 'blend' the parent candidate solutions and produce an offspring that is similar to them [12, 15] . Such recombination is intended to support the formation and maintenance of potentially useful solution components (building blocks) and the discovery of synergies between them. This characteristic of crossover makes EC quite unique-it can be argued that it was the first widely recognized metaheuristic that featured such capability.
The particular design of crossover obviously depends on the representation of candidate solutions. For solutions represented as vectors of variables, the mixing effect can be achieved by swapping or fusing the values of corresponding (homologous) variables. The popular recombination operators like one-point, twopoint, and uniform crossover are based on these premises [15] .
The way in which a crossover operator mixes solutions at the genotype level may have substantial impact on the efficiency of evolutionary search. What is, however, even more important, is how such manipulations affect fitness or, more generally, propagate to the functional, phenotypic level. If modifications of individual solution components (e.g., variables) have an independent impact on fitness, i.e., the interactions between them are few and far between, crossover is likely to be helpful. However, if the components are highly interlinked, their modifications affect fitness in a complex, hard to predict way. This characteristic gave rise to several lines of research within EC, including those pertaining to genotype-phenotype mapping [1, 35] , linkage [14] and modularity (separable vs. inseparable modules [43] ).
The branch of EC that is particularly susceptible to the above problem is genetic programming (GP). In GP, the genotypes are programs, i.e., syntactic structures composed of symbols (instructions), while the actual evaluation concerns the effects of computations conducted by programs rather than the programs themselves. The mapping from program code to the effects is particularly complex: a minute variation in a program (e.g., replacement of a single instruction) may result in dramatic changes of the output it produces. On the other hand, a overhauling of program syntax may not affect its computation effects at all.
As a result, designing crossover operators that 'blend' program behavior has been notoriously difficult in GP. It was only with the advent of semantic genetic programming (SGP) that this state of affairs started to change. Contrary to the conventional GP where fitness is the only computation effect of interest, SGP brings the detailed effects of program execution to the foreground. SGP methods usually inspect program behavior separately for particular examples, and use the information acquired in this way for the sake of search efficiency (e.g., in the form of semantic-aware search operators [2, 4, 13, 21, 24, 25, 29, 31-33, 38, 39, 44] , population initialization [3, 16] or selection [10] ). A comprehensive survey of such methods has been recently provided in [40] .
The geometric semantic GP (GSGP, [29] ) goes even further. Not only does it inspect computation effects individually for particular examples, but it also embeds them in a multidimensional metric space. This formalism has important implications, in particular helping to design crossover operators with desirable semantic properties (see Sect. 3). As a matter of fact, the pursuit of recombination operators that would mix parents' semantic properties was the main driving force also for the work that predated [29] . However, those older studies resulted in crossover operators that only approximated the desired geometric behavior, while the method proposed in [29] attained that goal. Nevertheless, we will refer to all crossover operators designed with the geometric aspect in mind as 'geometric crossovers'.
The contributions in GSGP crossovers are scattered in multiple papers [21, 24, 25, 29, 33] , where they have been presented using different formal backgrounds, tested in various configurations and different benchmark suites, with not necessarily identical parameter settings and software implementations that may have varied in details. The recently published survey [40] neatly categorizes the semantic methods, but does not provide a unified formal framework nor does it empirically compare the methods. In this paper, we consolidate and extend that past work by providing a structured, multi-aspect perspective on, to our knowledge, all geometric crossover operators proposed so far. This allows us to bring two major contributions. Firstly, we propose a common formal framework, presented in Sects. 2 and 3, followed by a review of geometric semantic crossover operators in Sect. 4 . The second main contribution is a thorough experimental analysis involving various performance indicators (Sect. 5). This analysis includes comparison of conventional performance measures (program error and success rate), as well as generalization, computational cost, bloat, degree of geometricity and its impact on search performance, and diversity analysis. In Sects. 6, 7 and 8 we discuss the conclusions, identify the open issues and challenges, and outline the future research directions.
Program semantics in genetic programming
In this section, we provide the formal background for program semantics in GP, in which we attempt to reconcile different formulations proposed in the past works.
Let p 2 P be a program from a set P of all possible programs. A program is a discrete structure built of atomic instructions. Typically, it is a hierarchy built upon smaller programs, where single instructions are terminal elements of the hierarchy. P is usually implicitly defined by an adopted programming language.
From the formal perspective, a program is a function p : I ! O, where I is the set of inputs and O is the set of outputs. Application of a program p to input datum in; in 2 I is denoted as pðinÞ. Such application produces an output out ¼ pðinÞ; out 2 O.
We consider only programs that halt and have no side effects; i.e., a program is a structure that maps a given input in into an output out and has no state nor memory persistent between particular program executions.
Given this background, we define semantics implicitly by means of semantic space and semantic mapping: Definition 1 A semantic space of a program set P is a set S such that a semantic mapping exists for it, i.e., there exists a function sðÁÞ that maps every program p 2 P into its semantics sðpÞ 2 S and has the following property: sðp 1 Þ ¼ sðp 2 Þ () 8in 2 I : p 1 ðinÞ ¼ p 2 ðinÞ Each program in P has thus exactly one semantics, but two different programs can have the same semantics. Some semantics x 2 S can be infeasible in the considered set P, i.e., such that = 9p 2 P : sðpÞ ¼ x. Programs having the same semantics will be called semantically equivalent.
A semantics can be any formal object that fulfills the above constraint, i.e., such that captures the final effect of computation for all considered input instances. Among the formal frameworks known in computer science, certain variants of operational semantics (so-called big-step or natural semantics) conform to this definition. As it will become clear in the following, the particular formalization of semantics used in the past GP work [5, 10, 13, 21, 25, 29, 33, 38] and adopted in this study meets the above requirement as well.
In GP, a semantics is typically contextualized within a specific programming task that is to be solved in a given program set P. A programming task is specified by an objective function f calculated with respect to a set of fitness cases FC I Â O. A fitness case is a pair of program input in 2 I and a corresponding desired output out 2 O. In this sense, FC forms the training set of the programming task. The tuple of desired outputs of cases in FC forms the target of a programming task. We assume that the inputs are unique in FC, and thus FC defines a function and a programming task features a single target.
Note that by requiring the desired outputs (the target) to be explicitly given for every fitness case, we leave out the GP tasks in which such information is not available and the output of a program is only implicitly evaluated (e.g., control problems, like inverted pendulum or games). We adopt this assumption for consistency with most of the earlier works on semantic GP [2, 13, 21, 25, 33, 38, 39] , and also to ease the understanding of the properties of semantic space. However, as it will become clear in the further reading, none of the crossover operators considered here requires explicit access to the desired outputs. They only assume that a unique desired output exists for every fitness case, and that the fitness function measures a distance of such outputs from those desired outputs. If these conditions hold for a given problem (be it a control problem or a game), each of the considered operators can be legitimately applied.
Given the above formalization of a programming task, we can propose a GPspecific definition of semantics (and adopt it for the rest of this paper):
Definition 2 A semantics in a programming task ðFC; f Þ that features n fitness cases (i.e., jFCj ¼ n) is an n-tuple of elements from O.
A semantics is thus any tuple of values from O, where the elements of the tuple correspond to particular fitness cases in FC. The set of all such tuples forms the abovementioned semantic space S, with some of the tuples being feasible, and some infeasible semantics. For instance, in a real-valued symbolic regression task, a semantics is an n-tuple of real numbers, i.e., a point in R n . This fitness case-based definition of semantics can be used to express the desired program output within a particular programming task or to capture the actual output of a given program. In the latter case, we talk about program semantics.
Definition 3 A semantics sðpÞ of a program p (program semantics) is an n-tuple of outputs pðinÞ produced by p for all fitness cases ðin; outÞ 2 FC: sðpÞ ¼ ðpðinÞÞ ðin;outÞ2FC ¼ ðpðin 1 Þ; pðin 2 Þ; . . .; pðin n ÞÞ When the output values are numerical, sðpÞ is formally a vector [10, 24, 25, 33, 38, 39] . However, in the following we operate on tuples to emphasize that programs can in general return arbitrary data types.
By delineating semantics and program semantics, we can manipulate a semantics without knowing if a program with that semantics exists. We can even synthesize completely 'artificial' semantics if needed. This will ease our further analysis, in particular in the case of search operators like crossover.
Let us now define the last component of a programming task, i.e., the fitness function. Contrary to the common convention which assumes that its domain is the space of programs P, we assume that it assigns fitness to the elements of the semantic space S.
Definition 4 A fitness function f : S ! R ! 0 is a distance between the semantics s and the target t of the associated programming task ðFC; f Þ, i.e.:
where d Á ð Þ is some distance metric. In particular, f can be indirectly applied to programs, i.e., f ðsðpÞÞ. The fitness function defined in this way captures the disparity between any semantics and the desired semantics (the target), and our objective will be thus to minimize it.
It becomes clear now why S is referred to as semantic space (rather than simply a set): it is being endowed with a structure by f . If the elements of O are numbers, semantics in S and the target t become vectors, and S becomes a vector space. This structure has fundamental implications for the search process, which we elaborate on in the next section.
Geometric structure of the semantic space
Defining the fitness function as a distance (Def. 4) is natural and has been practiced in GP from its infancy. It is only recently that, with the advent of semantic GP, the profound implications of this fact have been widely realized.
With S being a metric space, the fitness at any point in that space is the distance from the target, i.e., from the desired semantics as specified by the programming task. Thus, the fitness function spanning S has a conic shape. As a consequence, it is unimodal (f assumes the minimum value of 0 at exactly one point in S, i.e., at t) and does not feature plateaus. This holds for any semantic space, any data type associated with the output set O, and any metric (albeit the cone may have an unintuitive interpretation in non-Euclidean spaces). A visualization of fitness function spanning S under the city-block and the Euclidean metrics is presented in Fig. 1 .
Minimizing f in such a rigorously structured space should be in principle easy. But in general it is not, the reason being that the semantic space S is not the space being searched. The search space is the set of programs P, because it is programs, not semantics, that are constructed and manipulated by the search operators. The semantic space is searched only implicitly, intermediated by the semantic mapping s. As a result, applying a minor change to a program in P can correspond to a big leap in S and, conversely, a major change of a program can leave its semantics intact. Moreover, since some semantics in S can be infeasible in P, the cone may feature 'holes'.
In other words, the shape of the fitness function surface ceases to be a cone when spanned over P rather than over S. Once a specific search operator is adopted, it endows P with a certain structure, and determines a fitness landscape, i.e., the surface of f graphed against P [45] . The fitness landscape may feature multiple global and local optima, as well as plateaus.
Despite its intricate relationship with the fitness landscape, the properties of the semantic space help formulate guidelines for designing search operators. In particular, we can attempt to determine the desired semantic properties of the outcome of a search operator (even if designing a search operator with such properties is technically difficult or impossible). The most prominent attempt to formalize such properties is [29] , where the class of semantic geometric search operators has been delineated, and specific examples thereof have been proposed.
In this paper, we focus on the geometric crossover operators, so it is desirable to redefine the notion of geometricity after [29] . isoquants Fig. 1 The conic shapes of fitness functions under the city-block and Euclidean metrics. The diamond and circle shapes mark the isoquants (level sets), i.e., the semantics with the same fitness Definition 5 An offspring program p ¼ cðp 1 ; p 2 Þ resulting from an application of a crossover operator c : P Â P ! P to a pair of parent programs ðp 1 ; p 2 Þ is geometric with respect to p 1 and p 2 under metric d iff its semantics is located in the d-metric segment connecting the semantics of its parents, i.e., dðsðp 1 Þ; sðp 2 ÞÞ ¼ dðsðp 1 Þ; sðpÞÞ þ dðsðpÞ; sðp 2 ÞÞ: ð2Þ
A crossover operator that guarantees (2) for any pair of parents and the resulting offspring is called a geometric semantic crossover, or geometric crossover for short.
This definition formalizes the property that is widely considered desirable in crossover, namely that an offspring should have some traits in common with both of its parents. In semantic GP, the traits of a program p can be identified with the output it produces for particular fitness cases, i.e., the elements of its semantics sðpÞ. In this sense, inheritance takes place here at the level of program semantics: by belonging to the segment (2), an offspring is guaranteed to minimize the total distance (dissimilarity) to its parents in the semantic space. Note that this is unrelated to the equidistance from the parents, which has been studied elsewhere [20, 21, 28] .
The use of the same metric d in the definition of geometric offspring and in the definition of fitness is not incidental. As it will become clear in the following, this is essential for the geometric semantic crossover to guarantee a certain form of progress. We will now demonstrate this guarantee for the continuous semantic space R n and two common metrics, Euclidean and city-block. To simplify our discourse and notation, we will assume that the target t ¼ 0. As this can be always achieved by translating the original semantic space by Àt, no loss of generality is incurred.
For both the Euclidean and city-block metrics, we consider a geometric offspring p of parent programs p 1 and p 2 , i.e., located in the d-segment between the parents' semantics. This condition can be written as
where s i ðpÞ denotes the ith element of p's semantics, 1 i n, and a i 2 ½0; 1 for both Euclidean and city-block distances. For the Euclidean distance, additionally
The fitness of an offspring is f ðpÞ ¼ dðsðpÞ; tÞ ¼ dðsðpÞ; 0Þ, which for d written as an L z metric is
where z ¼ 1 for the city-block distance (L 1 ) and z ¼ 2 for the Euclidean distance (L 2 ). We are interested in finding the minimal (best) value of (4) within segment (3) . As the root is monotonic, we can equivalently seek a ¼ ða 1 ; a 2 ; . . .; a n Þ such that arg min (3)), and has thus the same fitness as that parent. In any other case, the minimizing combination of a i s either picks, on each dimension i, the smaller value (in absolute terms) from one of the parents, or combines them linearly to reach zero, and thus brings no contribution to the overall distance. In such cases, f ðpÞ\ minðf ðp 1 Þ; f ðp 2 ÞÞ, i.e., the offspring is strictly better than both parents.
For L 2 , expression (5) is a quadratic function of a i s, but because all a i s are equal, there is effectively only one free variable a and (5) is a parabola. Analogously to the L 1 metric, two scenarios are possible. The expression can be minimized at one of the extremes (a ¼ 0 or a ¼ 1), in which case the offspring is semantically equivalent to one of the parents (sðpÞ ¼ sðp 1 Þ or sðpÞ ¼ sðp 2 Þ) and receives the same fitness. Otherwise, by the convexity of parabola, the minimum has to be smaller than the fitness of both parents, i.e., f ðpÞ\ minðf ðp 1 Þ; f ðp 2 ÞÞ.
We have shown that, for L 1 and L 2 , the set of all geometric offspring always contains an offspring that is at least as fit as the better of the parents. But more importantly, we also demonstrated that geometric offspring may exist that are strictly better than both parents. It is these two properties combined that make geometric crossover so attractive: the former makes it likely to produce an offspring that maintains the quality of parents, while the latter gives it a chance to make progress in search.
However, in general geometric offspring does not guarantee progress. Of the two metrics considered above, only L 2 guarantees progress in a weak sense, i.e., the offspring cannot be worse than the worse of the parents (because, by the convexity of parabola, no a exists that would cause f ðpÞ to exceed maxðf ðp 1 Þ; f ðp 2 ÞÞ). For the L 1 metric, such a worse geometric offspring can exist-which can be trivially demonstrated by replacing minimization with maximization in (5)-in that case a i s may exist that cause f ðpÞ to exceed maxðf ðp 1 Þ; f ðp 2 ÞÞ.
Similar analysis has been conducted by Moraglio et al. [30] , who derived a probabilistic model of improving the worst fitness in the population and reaching the target. Here, we focused on bounds of fitness change in a single application of the geometric crossover operator.
The overall conclusion of the above considerations is that an evolutionary search equipped only with a geometric crossover produces offspring located between parents' semantics. This implies that, at the level of the entire population, the semantics of the offspring are located inside the convex hull that spans the semantics of parent programs.
Review of the geometric crossover operators
In the previous section, we showed that geometric offspring have the potential of surpassing the fitness of their parents while maintaining the semantic similarity to them. This characteristic, though rarely formalized to the extent shown above, initiated the research on crossover operators capable of producing geometric offspring. That, however, proved to be difficult due to the fact that GP search takes place in the space of programs, which is related to the semantic space in an intricate way. Most of the proposed operators do not guarantee the offspring to be geometric, but only strive to do so. Despite this, we will for brevity refer to them as geometric operators.
In this section, we review all, to the best of our knowledge, geometric crossovers for tree-based GP, and put them in the formal context provided in the previous section. It is worth noting that geometry is only one of the aspects of semantic GP (albeit arguably the most important one). In the first study on nongeometric semantic crossover [2] , the motivation was to prevent production of Boolean programs that were semantically equivalent to parents. A similar rationale was behind the work of Quang et al., conducted in the domain of symbolic regression [38] . The authors proposed two crossover operators: a simpler one, which allows crossing over only the subtrees of parent programs that are sufficiently distanced; and a more complex one, that allows the crossover act only if the distance between parents' subtrees is in a given range. In [39] , the same team conducted a study on the importance of locality in semantic crossover and proposed a crossover operator that breeds multiple offspring and selects the one being the most similar to any of the parents but different from both of them. Hara et al. [13] proposed a crossover operator that picks subtrees to be crossed over according to a probability distribution defined on semantic distance between the subtrees.
Research efforts in semantic GP also included mutation. For instance, authors in [4] proposed a mutation operator for Boolean problems that forces the offspring to be semantically different from its parent. Nguyen et al. [31] brought the same idea to the symbolic regression domain, however they compare semantics at the point of mutation. Finally, research on generic and operator-independent methods was conducted in [6] .
To the best of our knowledge, the first approximately geometric semantic crossover was proposed in [21] . Later in [29] , an exact geometric crossover was proposed that guarantees the offspring to be strictly geometric in the sense of Definition 5. Recently, [25] introduced a locally geometric semantic crossover, which approximates geometric crossover 'locally', on the level of subprograms. Finally, in [33] an operator was proposed that approximates the geometric recombination by propagating the desired semantics of an offspring through the parent's program tree. These last operators are the subject of this study and will be detailed in the following.
Krawiec and Lichocki geometric crossover
The Krawiec and Lichocki Geometric Crossover (KLX) can be considered a form of brood selection [37] . In its operation, KLX relies on an arbitrary base crossover operator to generate an approximately geometric offspring. Given two parent program trees p 1 and p 2 , KLX applies the base crossover operator k times to them and stores the resulting candidate offspring in a breeding pool. Next, it calculates the following expression for every candidate offspring p: dðsðp 1 Þ; sðpÞÞ þ dðsðpÞ; sðp 2 ÞÞ |fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl} þ jdðsðp 1 Þ; sðpÞÞ À dðsðpÞ; sðp 2 ÞÞj |fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl ffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl ffl} ; distance sum penalty ð6Þ and returns as the final offspring two candidates that provide the lowest values of this indicator. Following [21] , in the experimental part we employ the tree swapping crossover [19] as the base crossover operator.
The distance sum term in Formula (6) captures the 'degree of geometricity' of the offspring, and achieves the minimum for the strictly geometric offspring [cf. Eq. (2)]. This minimum is achieved by parents' semantics too, so minimizing solely this term would promote picking the candidate offspring that are parents' clones, which are quite likely to be present in the breeding pool. As cloning parents renders crossover ineffective, Formula 6 also involves the penalty term, which promotes the offspring that is equidistant or close-to-equidistant from both parents (in the semantic sense). An ideal offspring according to (6) is thus a program that is both geometric with respect to its parents and equidistant from them. The reader is referred to [21] for a more detailed description of KLX (called SX? in that paper). 1 
Exact geometric semantic crossover
Geometric semantic genetic programming [29] is a semantically-grounded approach to designing exact geometric genetic operators, including crossover and mutation. Since mutation is out of the scope of this study, we focus on crossover only, and refer to it as Semantic Geometric Crossover (SGX).
Given two parent programs p 1 ; p 2 , SGX randomly generates a random program p r , and then combines p 1 ; p 2 and p r into an offspring p using one of the following formulas, depending on the problem domain:
This construction of offspring takes place at the level of expression trees, so the symbols aggregating the parents above (^; _; Á; Â; þ; À) are assumed to be available in the underlying instruction set (notice the absence of semantic mapping in the above formula (7) and (8) with the definition of geometric offspring [Eq. (2)] leads to an immediate conclusion that SGX is guaranteed to produce an exactly geometric offspring. For consistency with the other operators presented here, we assume that each application of SGX produces two offspring, the second one by swapping p 1 and p 2 in Eqs. (7) and (8) .
Since it produces a strictly geometric offspring, SGX might be thought to be the pinnacle of semantic GP. However, the offspring program is on average roughly two times larger than its parents. Specifically, the average number of nodes in a program tree is given by the formula:
where p 0 is the average number of nodes in a program in the initial population, p r is the average number of nodes in a random program p r [cf. Eqs. (7) and (8)], and g is the generation number. Thus, programs clearly grow exponentially with time.
To work around this problem, Moraglio et al. [29] proposed to simplify the offspring of every crossover act. Indeed, efficient simplification procedures exist for the constant-length genotypes employed there (disjunctive normal forms for the Boolean domain and vectors of polynomial coefficients for the symbolic regression domain). Unfortunately, for the tree-based programs considered in this study simplification is known to be NP-hard [8] . Using an exact simplification procedure is thus technically infeasible in many real-world applications.
To mitigate this problem, Castelli et al. [5] proposed an approach that implicitly transforms a population of programs into a directed acyclic graph. Because the parent programs get incorporated into the offspring without being modified, SGX can be applied multiple times to the same parents and over the course of multiple generations, without ever copying the parents' code. Technically, it is enough for the offspring to refer to parents' code rather than to copy it. The only new code added in every generation is the expressions that implement Eqs. (7) and (8) and the subprograms p r . As a result, the technique introduced in [5] causes the memory consumption to grow only linearly with the number of generations.
Locally geometric semantic crossover
Locally geometric semantic crossover (LGX) proposed in [22, 23] and analyzed in [25] , combines the ideas of homologous and geometric crossover. The working principle of this operator is an approximate geometric recombination at the level of homologous subprograms in the parents, in expectation that geometric changes propagate towards tree roots and so cause the offspring to be approximately geometric. The motivation for focusing on subprograms is that an approximately geometric subprogram can be efficiently retrieved from a previously prepared library of small programs.
An illustrative example of LGX applied to two parent programs p 1 and p 2 is presented in Fig. 2 . First, LGX calculates the common region, i.e., the set of loci that occur in both of them (informally, the common part of the shapes of both parent program trees [34] ). Then, a crossover point is drawn at random from the common region. Next, for the subtrees p 
where s r is a randomly generated semantics such that the numbers of bits in s D taken from each parent are equal (concerning only the bits that differ). Then, a library of previously prepared programs (typically small-sized trees) is sought for a program with the semantics most similar to s D . Finally, LGX implants the found program into the crossover points in both parents, returning two offspring. More details on LGX can be found in [25] .
Approximately geometric crossover
Approximately Geometric Crossover (AGX), proposed in [24, 33] attempts to produce a geometric offspring by semantic backpropagation of geometric semantics through parents' programs. (10) and (11)] to calculate the desired midpoint semantics s D in the segment connecting sðp 1 Þ and sðp 2 Þ. The subsequent steps are performed for each parent separately. A crossover point is first randomly drawn in the parent. Then, s D is propagated backwards trough the path from the parent's root node to the crossover point. In a single step of this process, the instruction's argument is calculated in such a way that it causes the instruction to return the desired semantics (Fig. 3) . For instance, given the expression ð1 À xÞ and the desired value À2 (for a specific fitness case), the desired value to be propagated to subtree x would be 3, as this value causes the expression to return the value of À2. This process descends recursively, node by node, along the path to the crossover point, resulting in the desired semantics s 0 D for the crossover point. Next, a library of programs is searched for a program having the semantics that is the most similar to s 0 D . The best-matching program then replaces the subtree rooted at the crossover point, creating the offspring.
The details and a more thorough discussion of AGX operator and semantic backpropagation can be found in [33] .
Experiment
In the second part of this study we present a comprehensive experimental comparison of geometric crossover operators. In addition to the operators presented in Sect. 4, we include two control setups: the canonical tree-swapping crossover (GPX) [19] and the tree-swapping crossover combined with subtree mutation [19] with proportions 90 : 10 % (GPX90). GPX90 is thus the only setup that explicitly involves a mutation operator-all other setups use only crossover to search the program space. If not stated otherwise, experiments use the configuration shown in Table 1 .
Though an attempt has been made to make the configurations of particular methods as similar as possible, some differences could not be avoided. For instance, AGX, LGX, and GPX select the nodes to be crossed-over uniformly with respect to 
the depth of a node in a tree. On the other hand, SGX always uses programs' root nodes by design. Similarly, the homologous node selection is an inherent part of the LGX algorithm [25] . SGX uses random program trees p r [cf. Eqs. (7) and (8)] of height at most 3. AGX and LGX make use of a library of programs with known semantics. In our previous study [33] , they were compared using two types of library: a precomputed static library, and a dynamic, population-based library. The experiments indicated the population-based library as computationally less demanding, so AGX and LGX rely on it in the experiments described below. The library is simply the set of all subtrees (subprograms) present in the current population.
We consider two problem domains: symbolic regression and Boolean function synthesis. In consistency with the formalisms introduced in Sect. 2, and adhering to the practice that is common in GP, we pose the programming tasks as singleobjective problems, using fitness minimization as the only objective. 2 The a Selection draws uniformly a random number r from the interval ½1; heightðpÞ, where heightðpÞ is the height of the program tree p. Then, from all nodes at depth r in p, it selects a random node with uniform probability and returns it b log is defined as log jxj; = returns 0 if divisor is 0 c The number of inputs depends on a particular problem instance 2 Though program size is ultimately important, we do not consider it as an objective here, as the geometric semantic framework is not prepared to embrace it explicitly. Though this does not preclude one from controlling the program size using other means (like, e.g., lexicographic parsimony pressure), we do not apply them here to avoid possible 'interference' with the semantic crossover operators.
benchmarks come from [19, 27, 41] and are presented in Table 2 . There are nine benchmarks in each domain. For symbolic regression, the target semantics is defined by 20 equidistant points in the assumed range of program output; for the test set, the target semantics is defined by 20 randomly drawn points from the same range for each benchmark separately. For the Boolean benchmarks, the target semantics determines the desired output for all possible combinations of program inputs. Therefore, the number of fitness cases is problem-dependent and there is no test set in this domain. The Java source code of the experimental suite including benchmarks and implementation of crossover algorithms is available online at http://www.cs.put. poznan.pl/tpawlak/link/?GPEMGeoCrossoverReview. Figure 4 presents the best-of-generation fitness averaged over 30 evolutionary runs, accompanied by a 95 % confidence interval. The best-of-run results are provided in detail in Table 3 . SGX clearly converges very fast, usually in less than 25 For symbolic regression the training set consists of 20 fitness cases distributed equidistantly in the given range, whereas the test set consists of 20 points drawn uniformly from the same range generations, however its final performance is strongly problem-dependent. In six out of nine symbolic regression benchmarks it converges to suboptimal solutions that are worse than the programs evolved by some of other algorithms. Nevertheless, in the Boolean domain it performs very well, obtaining the best fitness in eight out of nine benchmarks. What is worth noting, the fitness achieved by SGX as of 25 generation on the Boolean problems (except MUX11) remains unbeatable by the other operators until the end of evolution. The AGX operator quickly converges to solutions of high quality and achieves the best fitness in the symbolic regression domain. On the other hand, it is less efficient in the Boolean domain, where it usually ceases to make progress after 30 generations. The second best operator on the symbolic regression benchmarks (except Nguyen7) is LGX. In the Boolean domain, it usually performs better than AGX, except the relatively simple benchmarks MAJ7 and CMP6. KLX is usually worse than LGX and seems to achieve relatively better results in the Boolean domain than on the symbolic regression problems. The two variants of GPX perform very similarly, however the additional diversity provided by mutation in GPX90 helps in achieving a bit better fitness in 10 out of 18 benchmarks.
Performance of the operators
To provide a different perspective on the results, we also report the success ratio of particular methods, even though this performance measure depends on the choice of definition of 'success' and is known to have certain limitations [26] . Here, a run is considered successful if it finds an individual with fitness less than 10 À3 , which for the Boolean domain boils down to fitness equal to zero. Table 4 reports the success ratio together with 95 % confidence interval, as discussed in [42] . AGX has the highest success ratio for all the symbolic regression benchmarks, while SGX has the highest success ratio for all Boolean benchmarks except the MUX problems. Note that in five out of nine Boolean benchmarks, SGX achieves the success ratio of 1.0. The highest ratio for MUX6 is achieved by LGX.
Generalization
To assess the generalization abilities of operators, we analyze the test-set error, meant as the fitness of an individual calculated with respect to the test set. In Fig. 5 , we report the median and the 95 % confidence intervals of the error committed by the best-of-generation individual, i.e., the individual that achieved the best fitness on the training set in a given generation. Table 5 reports the test-set error for the bestof-run individuals. Because aggregation by averaging is very sensitive to outliers, we switch to medians here. Also, as the errors committed by particular operators vary by orders of magnitude, we rely on the log scale in the plots. Figure 5 and Table 5 report the results for symbolic regression benchmarks only, since there is no test-set in the Boolean benchmarks.
It is clear that SGX suffers from major overfitting for all the benchmarks. The test-set error achieved by SGX is at least an order of magnitude worse than the error of the second worst operator for all the benchmarks, except both Keijzer benchmarks, for which the difference is less significant. When it comes to the remaining operators, AGX seems to be the most attractive one in achieving low test- Table 4 Success ratio and 95 % confidence interval as of 100th generation, assuming fitness less than 10 The results for KLX, GPX and GPX90 are very similar. Among them, KLX achieves its best test-set error a bit quicker than GPX. It is not conclusive whether mutation added to the GPX90 setup helped evolution to generalize better: in six out of nine benchmarks the results of GPX90 are a bit better than the results of bare GPX, however in other three benchmarks GPX is better.
Statistical significance
In this section, we distill the quantitative results presented so far into qualitative, statistically sound conclusions. Since the aggregate measures used in the assessments on training and test sets are different (average and median), we decided to make use of the non-parametric Friedman's test for multiple achievements of multiple subjects to answer this question [17] . We carried it out for both domains (Boolean, symbolic regression) and each data set (training, testing) separately, and once for all benchmarks together. The outcomes are presented in Table 6 (note that there is no test set in the Boolean domain). The p values resulting from the tests are shown in the headings of particular table insets. Assuming the critical value of a ¼ 0:05, all tests are conclusive, i.e., there is at least one significant difference between the fitness/error of best-of-run programs evolved using particular operators. To find the pairs of operators with statistically different performance, we conducted post-hoc analysis using the symmetry test, the results of which are shown in Table 6 . Figure 6 shows the outranking graphs built from the significant p values, assuming a ¼ 0:05.
AGX fares the best in symbolic regression (Fig. 6a) , outranking four other operators on the training sets and three operators on the test sets. The only operator on a par with it is LGX, which however outperforms significantly only two other Table 6 The outcomes of Friedman's test and post-hoc analysis conducted on the data from Table 3 Every p value in each table inset is the probability of incorrectly judging the respective operator corresponding to a row as outranking the operator corresponding to a column. Significant p values (a ¼ 0:05) are marked in bold operators on both datasets (SGX and KLX). AGX and LGX are also the only nonoutranked operators in the symbolic regression domain. The most outranked operators are SGX and KLX, both being outranked by AGX and LGX.
The situation is quite different in the Boolean domain (Fig. 6b) , where SGX is the best operator by significantly outranking AGX and GPX. The relative order of the best performing methods is therefore reversed here compared to the symbolic regression domain. This explains why the joint statistics of both domains have only one significant difference between LGX and KLX (Fig. 6c) . However, by comparing table insets in Table 6 , we can hypothesize that LGX maintains good overall performance across problem domains, while the performance of the other operators substantially varies across the domains.
Computational costs
From the practical point of view, the actual computational costs behind each operator are of crucial importance. From the range of available measures, we decided to report the CPU time, as it captures not only the costs explicitly visible in an evolutionary workflow (e.g., evaluation of candidate programs), but also the hidden overheads (e.g., searching the library of subprograms in LGX and AGX). Figure 7 presents the average and 95 % confidence interval of the best-so-far fitness over time, obtained using our experimental platform, which was Core i7-950 processor and 6GB of DDR3 RAM running in the 64-bit mode under the control of Linux and Java 1.7. Note the log timescale. SGX is clearly the fastest operator; if it finds the optimum, it does so in less than two seconds, which is an outstanding result compared to the timing of the other operators. On the other hand, AGX seems to be the slowest operator, with a long convergence time, which is mostly due to searching the library of programs in every crossover act. However, given enough time, AGX finally takes the preeminence over the other operators on the symbolic regression benchmarks. In the Boolean domain, AGX is expectedly worse, since the previous sections demonstrated that it does not cope well with the Boolean problems.
LGX operates significantly faster than AGX in the first stage of evolution, and given enough time it achieves similar results on the symbolic regression benchmarks and a lot better results than AGX on the Boolean benchmarks. The methods from the GPX family are indisputably faster than both AGX and LGX, however in the end they often yield to AGX and/or LGX in the symbolic regression domain. Table 6 . Solid arcs denote outranking on both sets, the dashed ones on the training set only 
Bloat
The computational cost of a given GP method strongly depends on the size of programs in a population, which are known to have the unfortunate tendency to grow with evolution time. In Fig. 8 we report the average and 95 % confidence interval of the number of nodes in the best-of-generation individual. We also conducted Friedman's test for multiple achievements of multiple subjects [17] on the number of nodes in the best-of-run individuals to assess the significance of differences between the sizes of programs produced by each operator. Since Friedman's p value is 1:19 Â 10 À10 , the test is conclusive for a ¼ 0:05, and therefore we carried out the post-hoc analysis, reported in Table 7 .
The plots in Fig. 8 suggest that the overall dynamics and final characteristic of the program size are largely problem-independent. The most bloating operator is SGX, which is not surprising given the exponential growth captured in Eq. (9). Although our implementation employs a set of basic simplification rules and thus the number of nodes reported here is smaller than predicted by Eq. (9), SGXevolved programs still grow exponentially with the number of generations. As a result, the programs generated by SGX in 10-20 generations have limited applicability without additional, more thorough simplification.
The other operators cause significantly less bloat than SGX. The second most bloating operator is AGX, however the programs it generates are only insignificantly larger than the trees produced by the third operator, LGX. The least bloating operators are ex aequo KLX, GPX, and GPX90, which produce significantly smaller trees than SGX, AGX and LGX.
The general conclusion is that the geometric semantic crossover operators breed significantly larger programs than the non-geometric ones. The only exception is KLX, which, however, ranks very low with respect to fitness and error (cf. Tables 3, 5).
Degree of geometricity
In the group of considered geometric operators, SGX and AGX proved superior to the other geometric operators, but their relative performances turned out to be substantially different across the symbolic regression and Boolean domains. To explain these phenomena, we examine the geometric properties of the offspring produced by particular crossover operators.
Technically, we monitor each crossover act in the experiment presented in Sect. 5.1 and classify it independently with respect to two aspects:
1. Whether the offspring is:
(a) geometric (cf. Def. 5) and effective, 3 i.e., has a geometric semantics that is different from the semantics of both parents, (b) geometric but ineffective, i.e., the offspring's semantics is equal to the semantics of one of its parents, or (c) not geometric at all; 2. Whether the offspring's fitness is better than the fitnesses of parents, in between them, or worse than both of them.
In total, we consider 3 Â 3 ¼ 9 categories of crossover outcomes: three due to the former aspect and three due to the latter.
To verify whether an offspring is geometric, we use an L 1 segment connecting the parents' semantics, since in general an offspring is more likely to be produced in such a segment than in an L 2 segment. 4 Note that an L 1 segment may contain offspring worse than both parents (cf. Sect. 3). 5 We discard the crossover acts in which any of the parents or offspring includes NaN or AE1 in its semantics, since in that case the geometric property cannot be determined. In the symbolic regression domain, the elements of semantics are compared with a 10 À6 tolerance to account for the floating point errors.
Table 8a-e present the frequencies of crossover acts falling into the nine categories defined above, i.e., the count of crossover acts normalized by the total number of them (over 10 7 ). The 'Better' and the 'Worse' rows of the 'Ineffective' column should in principle contain zeros, since an offspring cannot be strictly better or worse than a parent while having the same semantics (cf. Def. 4). However this may happen, albeit rarely, in the regression domain due to roundoff errors.
The highest fraction of offspring that are simultaneously effective and geometric is produced by SGX in both problem domains, which is not surprising given the exact nature of this operator. In the symbolic regression domain, this fraction is LGX 0.537 0.013 SGX Every p value is the probability of incorrectly judging an operator corresponding to a row as less bloating than an operator corresponding to a column. Significant p values (a ¼ 0:05) are in bold and visualized as arcs in the outranking graph Table 8 The co-occurrence of the geometric offspring and offspring's fitness (compared to the parents' fitnesses) and Cramer's V [7] for strength of association between these two variables Better means that the offspring's fitness is strictly better than the fitnesses of both parents, Between that it is between the parents' fitnesses, Worse that it is worse than both parents. The v 2 test for association between variables is conclusive (p ( 0:05) for Table ( of offspring, respectively, are geometric but ineffective. As a matter of fact, all operators in the Boolean domain, even the purely syntactic GPX, result in geometric but ineffective offspring in more than 50 % of acts. Nevertheless, this statistics is noticeably higher for the geometric crossover operators than for the semantically unaware GPX. On the other hand, in the symbolic regression domain only SGX and KLX are ineffective more than half of the time. In conclusion, the majority of crossover acts do not advance the search, and this seems to be the common problem for all the operators considered here.
The arguably most interesting question is whether producing a geometric offspring is related to fitness improvement. To answer it, we conducted a separate v 2 test for every table in Table 8a -e. One should be, however, aware of a technical problem here: as indicated above, a geometric but ineffective offspring, by being semantically equivalent to one of its parents, cannot be better or worse than this parent. The zero or close-to-zero frequencies resulting from that constraint cause an apparent strong relationship between the considered aspects and can bias the results. Therefore, we conducted two analyses: one involving all table columns, and the other one excluding the 'Ineffective' column.
The v 2 test resulted in p values ( 0:05 for all configurations. Thus all tests were conclusive for a ¼ 0:05. 6 In Table 8f we present Cramer's V [7] , the measure of strength of association in the range ½0; 1 (0 for no and 1 for perfect association). Cramer's V can be easily calculated from the v 2 statistics, but is more informative by factoring in the sample size. With the geometric but ineffective offspring included, the strength of association varies from low to high depending on operator and problem domain. However, with the geometric but ineffective offspring excluded, the strength is very low to medium, and for all operators it reaches substantially higher levels for the Boolean domain. Therefore, the capability of producing geometric offspring has an observable impact on the likelihood of the improvement of offspring's fitness with respect to to its parents.
Impact of operator characteristics on search performance
The previous section considered the impact of geometric recombination on the change of fitness in the context of a single crossover act. Here, we examine the impact of operators' characteristics on the actual course of evolutionary search. To that aim, we calculated, independently for both domains, an aggregated ranking of the operators with respect to the average fitness of the best-of-run individuals presented in Table 3 . In Table 9 , we juxtapose them with the rankings built from the probabilities of producing geometric effective and geometric but ineffective offspring by each operator (calculated from Tables 8a-e). The last but one column of the table presents Spearman's rank correlation coefficient [36] of the fitnessbased rankings and the probability-based ranking. The last column cites the p values of the t test for significance of correlation.
In the symbolic regression domain, we observe medium negative correlation between the best-of-run fitness and the probability of producing geometric but ineffective offspring, and a very low positive correlation between the fitness and producing a geometric effective offspring. For the Boolean domain, the correlation of the fitness and the probability of producing geometric effective offspring is substantially stronger, and the correlation of the fitness and the probability of producing geometric but ineffective offspring is weaker. None of the presented correlation coefficients is statistically significant at a ¼ 0:05. We attribute this primarily to the small size of the sample (equal to 5, i.e., the number of operators). Nevertheless, the observed correlations incline us to claim that the use of geometric recombination may have an observable positive impact on the final result of evolutionary search. This impact seems to be low in the continuous semantic space but much stronger in the discrete semantic space. Moreover, its presence shows that a high fraction of ineffective crossover acts is a factor that significantly reduces search performance. Equipping geometric recombination operators with techniques that prevent the ineffective crossovers is thus desirable and worth considering in the further research.
Diversity analysis
In the previous sections, we hypothesized that some operators may underperform due to the premature convergence of candidate programs. To verify this hypothesis, we carried out a diversity analysis by tracking the average number of semantically unique individuals in every generation of evolutionary runs. Figure 9 presents this statistics, averaged over all 30 runs. The maximum diversity is bound by 1,024, i.e., the population size (cf. Table 1 ). The runs that terminate are excluded from the analysis in the successive generations-once all runs terminate, the curve of semantic diversity is discontinued (which can be verified by juxtaposing Fig. 9 with Fig. 4) . Contrary to the previous experiments, we do not use a tolerance threshold The last two columns show Spearman's rank correlation of the fitness-based ranking and the probabilitybased rankings and the corresponding p values of t test for significance of correlation when testing semantics for equivalence in the symbolic regression domain. The rationale for that choice is that tolerance threshold causes the semantic equivalence relation to become intransitive, in which case the calculated number of semantically unique individuals depends on the ordering of individuals in the population (which is random and thus irrelevant).
In Fig. 9 , we observe two different patterns in the respective problem domains. In the symbolic regression benchmarks, LGX maintains the highest semantic diversity for the most part of evolutionary runs. AGX provides similar, albeit slightly lower diversity, while the SGX-evolved population is substantially less diverse in the first halves of the runs, but increases towards the end of the runs. KLX usually quickly reduces diversity to 200 or less unique semantics in about 30 generations (except for MAJ8). This characteristics, together with the high fraction of ineffective offspring (cf . Table 8d ), explains its poor performance. Both GPXbased setups perform similarly: their populations gradually lose diversity, though with time that degradation typically slows down, and at some point the diversity levels off and remains roughly the same till the end of the run. The mutation featured by GPX90 only slightly improves diversity.
In the Boolean domain, the diversity maintained by most operators is noticeably lower. The exception is SGX, which in the first stage of evolution often manages to make almost every population member semantically unique. Our working explanation is that SGX can in principle 7 generate any semantics in the Hamming segment between the parents. Given two semantically distant parents, such a segment is likely to cover a great part of the entire semantic space (as opposed to the regression problems where the semantic space is infinite). This allows SGX to quickly locate the optimum in most benchmarks (Fig. 4) . The exceptions are the MUX problems: here, from the beginning of the runs, SGX gradually decreases the semantic diversity and converges to a suboptimal solution, where it stagnates. It is interesting to observe that no such gradual convergence takes place for the other Boolean benchmarks, which SGX manages to solve.
A similar dynamics of diversity can be observed for KLX and LGX, albeit it is less prominent there. After SGX, the second most diverse operator in the first phase of evolution is KLX, however after 30 generations it is overtaken by GPX90 and GPX, which behave almost identically.
The overall conclusion is that all geometric crossover operators are more likely to hamper diversity in the Boolean domain. Another common feature is that, on almost all Boolean benchmarks, semantic diversity seems to increase for a short period of time (typically less than 10 generations), before starting to deteriorate. For the nonsemantic operators, this phenomenon is barely observable. This suggests that geometric semantic search in the Boolean spaces spontaneously proceeds in two quite clearly delineated phases of exploration and exploitation.
Discussion of results
In this section, we review the major observations resulting from the performed experiments, sketch the characteristics of particular operators, and propose explanations for some of the observed phenomena.
SGX obtains the best results in the Boolean domain but performs much worse in the symbolic regression domain, where it quickly stagnates. Our working explanation of this difference is underfitting. More formally, SGX is by definition unable to produce an offspring outside the convex hull of semantics of individuals in the population. As a result, if the convex hull spanning the semantics of programs in the initial population does not contain the target, SGX has no means to reach it. This limitation also applies to the Hamming space of the Boolean domain, but seems to be less crippling there. The convex hull may be apparently more likely to include the target in the finite Hamming space than in an infinite Euclidean space. The practical upshot is that SGX alone may be inherently incapable of composing a good solution from the genetic material available in the initial population only. To do so, it needs the diversifying support from another search operator, e.g., the semantic geometric mutation [29] .
Bloat remains a challenge for the exact geometric operators. Sharing parents' code [5] may lessen this problem when evolving the programs, but the resulting best-of-run program can be still large and hard to simplify.
AGX attains the best training set performance and test set results for the symbolic regression domain, and is in that respect statistically better than SGX, KLX, and GPX. We hypothesize that this is due to its ability to explore the semantic space beyond the convex hull spanning the semantics of programs in the current population. There are two technical reasons for this. Firstly, AGX relies on a library of subprograms which, even though collected from the current population only, is semantically more diverse than the working population of programs (while SGX relies only on the latter). Secondly, AGX is inherently approximate in its geometric character, so the offspring it produces can be located outside the segment connecting the parents' semantics, and consequently beyond the convex hull.
The performance of AGX in the Boolean domain is much worse and it clearly suffers from the premature convergence there. It is also the second worse when it comes to bloat, and it has very high computational cost. Overall, it may be thus seen as an alternative to SGX for continuous domains with unrestricted semantic space (like symbolic regression), and in applications where good generalization beyond the training set is essential.
LGX fares well on the symbolic regression problems and is quite resistant to overfitting. It is statistically better than SGX and KLX on these problems. In general, it produces smaller programs and is a bit faster than AGX. Similarly to AGX, the main cost of running LGX is searching the library of subprograms, but LGX employs a much simpler technique for matching the subprograms to the desired semantics [25, 33] , which may explain the observed difference in computational costs. All in all, LGX can be considered a viable alternative to AGX, especially when it comes to computation time requirements and the size of evolved programs.
The results obtained by KLX are similar to those obtained by the canonical treeswapping crossover (GPX). Most of the offspring produced by KLX are geometric but ineffective (85-90 %), therefore the diversity in population drops very fast. It seems that KLX has no meaningful advantages in comparison with the other geometric operators.
Conclusions
The overall conclusion of this study is that there is no ultimate winner among the considered geometric semantic crossover operators. SGX is undoubtedly attractive in its potential of finding a perfect solution in a short time, but at the price of producing extremely large programs that do not necessarily generalize well.
LGX and AGX, on the other hand, yield smaller programs that may still perform reasonably well and have an appealing capability of generalization.
Interestingly, the reason for which SGX does not generalize well may be its core ability of attaining, in the limit, the target semantics. The reasoning behind this hypothesis is as follows. SGX persistently converges to the target, 8 while neglecting all the other program characteristics (e.g., program size). The other operators, by not being able to fully exploit the geometric properties of the semantic space, may yield programs that commit non-zero errors on some fitness cases. As demonstrated in the above experiments, this characteristic results in performance lower than SGX in the Boolean domain, but higher in the symbolic regression domain.
This consideration clearly relates to the well-known bias-variance dilemma known in machine learning [11] . In those terms, SGX has essentially zero bias (in being able to bring the fitting error arbitrarily low), and is thus deemed to pay for that with high variance. The other geometric operators considered here are more biased because they struggle to reach the target, but in exchange for that can enjoy a reasonably low variance.
With this study, we hope not only to share the exciting theoretical aspects of semantic GP, but also to provide some guidance for practitioners. Following the evidence resulting from the experiments and from conceptual analysis, as an overall recommendation concerning crossover operators, we suggest using the Approximately Geometric Semantic Crossover (AGX) [33] in real function synthesis tasks, the exact Semantic Geometric Crossover (SGX) [29] for Boolean function synthesis tasks, and Locally Geometric Semantic Crossover (LGX) [25] as a general purpose operator.
Summary and future work
In this study, we have theoretically shown that geometric crossover is able to produce offspring not worse than the best of its parents, given that fitness function is L 1 or L 2 . We also demonstrated that for L 2 such an offspring is provably not worse than the worse parent. We conducted a thorough experimental examination of all known geometric semantic operators. This included examination of the speed of convergence, the likelihood of producing optimal solutions, capability of generalization, bloat characteristic and time complexity. We also showed the positive correlation between the operators' degree of geometricity and performance. Additionally, we scrutinized an important and so far largely neglected factor which highly influences the performance of geometric crossover-the number of ineffective offspring with respect to their parents.
Semantic GP is still in its infancy, so there are all too many possible followups of this study. Because generalization capability is critical in many domains and applications, an investigation of the bias-variance trade-off for the geometric semantic operators is particularly urgent. It seems to be also worthy to thoroughly verify the relationship between the likelihood of breeding of ineffective offspring and the best-of-run fitness; a large scale experiment would be necessary to prove a statistically sound relationship between these features. For similar reasons, more work is needed on designing crossover operators that lower the likelihood of breeding ineffective offspring while still keeping them geometric (both these goals were clearly behind the design of the oldest operator considered here, i.e., KLX). A similar review and analysis as presented here remains to be conducted for the geometric semantic mutation operators. Finally, many of these aspects clearly have a direct impact on algorithm runtime, which is yet another future research topic to pursue.
