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Book Announcements 
H.F. Mattson Jr, Discrete Mathematics with Applications (Wiley, New York, 1993) 
637 pages 
Chapter 1: Sets. Beginnings (First notation for sets). Membership. Inclusion. Equality of sets. Terminology. 
Membership vs. inclusion. The empty set. Singleton, proper subset, universal set. Shoeboxes. Union and 
intersection. The distributive laws (Epsilon-arguments). The complement. Venn diagrams. The Cartesian 
product. The power set. Postscript. More on ordered pairs. Summary. More about sets (Ordered n-tuples. 
Strings). Further reading. Problems. Answers to practice problems for Chapter 1. Chapter 2: 
Logic. PROPOSITIONAL LOGIC. Propositions. Logical connectives. Truth-tables. Terminology. The com- 
mon meaning of the “logical words”. Propositional formulas; truth-tables. Logical implication and 
equivalence. Tautologies and contradictions. A shortcut. More tautologies; rules of inference (The substitu- 
tion theorem). Some wrong inferences. Theorems and proofs (Types of proof). Conjunctive and disjunctive 
normal forms (Karnaugh maps. Basic facts on propositional formulas and sets). Logical puzzles. Summary 
of propositional logic. Problems on propositional logic. Answers to practice problems. PREDICATE 
LOGIC. Predicates. Set-builder: The second notation for sets. Logical implication between predicates. 
Quantification. Negation of quantified predicates. Quantifying predicates in more than one variable 
(Negation). Epsilon-arguments with predicates. Quantification over the empty set. Analysis of syllogisms: 
Truth-sets and Venn diagrams. The unwritten V.Proofs. A correspondence between sets and propositional 
formulas. Postscript (Paradoxes). Further reading. Problems on predicate logic. Answers to practice 
problems. Chapter 3: Mathematical Induction. Introduction. Sequences of propositions. Mathematical 
induction. Standard induction problems. The second form of induction. An extension. Wrong proofs by 
induction (Proofs in general). The domino analogy. How to solve problems by induction. In logical terms. 
Subsets and strings. Examples (Maximizing a function). Recursion. Applications. Fermat’s method of 
infinite descent. Postscript (Regions in the plane). Further reading. Problems. Answers to practice problems. 
Chapter 4: Equivalence Relations and Partitions. Relations, graphs, and matrices. Equivalence relations 
(Examples. The complete relation). The main theorem. The infix notation. Partitions (The vertical bar 
notation). The connection between partitions and equivalence relations. Refinements. A relation on 
partitions. Postscript. Further reading. Problems. Answers to practice problems. Chapter 5: Func- 
tions. Functions. Equality; partial functions. Some terminology:j What is a “rule”?. Alternate definition of 
function. Functions as relations. Injectivity, surjectivity, and bijectivity. The pigeonhole principle. The 
inverse “function”. Composition of functions. Identity functions. The inverse of a bijective function. The 
restriction of a function. A property of injective functions. A property of surjective functions. Permutations. 
The disjoint-cycle notation for permutations. Composition of permutations. Characteristic functions. 
Boolean functions. Propositions and functions. The Cartesian product again. The axiom of choice. 
Factoring functions. Numbers as sets. A confession. Orders of growth. Postscript. Further reading. 
Problems. Answers to practice problems. Chapter 6: Divisibility in the Integers. Basic ideas (Divisibility. 
Floor and ceiling functions). Division. The division algorithm on a computer. Integers in base b. Proof of 
correctness. Analysis of the algorithm n base b. Greatest common divisor. The Euclidean algorithm (The 
formal version of the Euclidean algorithm). Finding the coefficients (Algorithm EE. Proof that EE is 
correct). Application: Pouring problems. Primes (Unique factorization. GCD and LCM. The square-root 
bound). The sieve of eratosthenes. Mersenne and Fennat primes. Fermat’s method of descent: An example. 
Summary. Further reading. Problems. Answers to practice problems. Chapter 7: Congruences. Introduc- 
tion (Complete system of residues). An application to computers (Two’s complement. One’s complement). 
Basic properties of congruence modm. Some applications. Solving linear congruences. An algorithm 
to solve ax = b (modm). The Chinese remainder theorem. An algorithm for the CRT. Applications. 
Elsevier Science B.V. 
98 Book Announcements / Discrete Applied Mathematics 63 (1995) 97-99 
A generalization of the CRT. Fermat’s theorem. The Euler phi function (Euler’s theorem). Application: 
A cryptographic scheme. The Euler triangle. A short descent. Further reading. Problems. Answers to 
practice problems. Chapter 8: The Binomial Theorem. Introduction. Polynomials (Degree. Multiplication). 
Binomial coefficients. The basic recursion. Pascal’s triangle. Symmetry. The counting property. The 
binomial theorem. Identities involving binomial coefficients (The Knight’s_move identity. The Vander- 
monde convolution. Some suggestions on references). Applications to computer science (Zipper merge. 
Analysis of Zipper merge. The k-subsets of an n-set in lexicographical order. Correctness of the algorithm 
Lex. Analysis of the algorithm Lex). Further reading. Problems. Answers to practice problems. Chapter 
9: Counting. Introduction (Bijections). Basic results (Sums, Products. The number of subsets of an n-set. 
The number of k-subsets of an n-set. Example: Committees with cochairs). Counting functions (Examples. 
Zero to the power zero). The method of inclusion-exclusion. Bijections, injections, and surjections (The 
number of permutations of an n-set. The birthday problem). Partitions. Sets with repetition (First proof. 
Second proof. Third proof. Summary). Flag counts (Examples (Kaplansky’s lemmas). The probleme des 
menages). On terminology. Further reading. Problems. Answers to practice problems. Chapter 10: Prob- 
ability. Introduction. Sample spaces and events (Probability. Odds). Random variables. Expected value. 
Variance. Independence. Mean and variance of independent random variables. Real life. Repeated trials. 
The binomial distribution. The Poisson distribution. Mean and variance. Chebyshev’s inequality. The law 
of large numbers. Little’s formula. More about queues. Further reading. Problems. Answers to practice 
problems. Chapter 1 I: Recurrence Relations. Introduction (A problem on strings). The simplest recurren- 
ces. Repeated roots. Proof for the simplest case (Solution of the problem on strings). Proof when roots are 
repeated. The nonhomogeneous case. Summary, and a look outward. Chebyshev and Legendre poly- 
nomials. Further reading. Problems. Answers to practice problems. Chapter 12: Matrices and Order 
Relations. Introduction. Comparison with functions. The converse of a relation. The composition of two 
relations. Graphs of relations. Relation-matrices M(R). General matrices. Matrix multiplication. Composi- 
tions, products, and transposes. Order relations. Comparison with equivalence relations (Strongly connec- 
ted components). Examples of partial order relations. The Hasse diagram. The “idea” of order relations. 
Transfinite induction (Example). More on composition. Transitivity. Closures. Algorithms for finding 
transitive closures (Warshall’s algorithm). Complexity analysis. The equivalence closure. Appendix. Proof 
that Hasse diagrams exist. Further reading. Problems. Answers to practice problems. Chapter 
13: Trees. Binary search. Trees. Forests. Binary trees. Forests and binary trees. Traversal of binary trees. 
A sorting algorithm (Analysis of Treesort). The complete binary tree. A lower bound. Extended binary trees. 
Counting trees. The equivalence closure. Further reading. Problems. Answers to practice problems. Chapter 
14: Graphs. Introduction. Basic concepts (The edge-degree l mma). Euler tours. Free trees. Subgraphs. 
Spanning trees. Minimum spanning trees. A second proof of correctness. Interval graphs. Directed graphs. 
The shortest-path problem. Complexity and finding the paths. Finite-state machines (Formal languages. 
Operations on languages. The pumping lemma. Examples. How to use the pumping lemma). Application to 
computerized tomography (The surface digraph. An O(n’) algorithm. Euler’s theorem for directed graphs. 
Postscript. Strongly connected igraphs). Mathematical structures. Further reading. Problems. Answers to 
practice problems. Answers to Selected Problems. Index. 
Simon P. Anderson, Andre de Palma and Jacques-Francois Thisse, Discrete Choice 
Theory of Product Differentiation (The MIT Press, Cambridge, MA, 1992) 423 pages 
Chapter 1: Introduction. Product differentiation and discrete choice models. Some basic themes. Organiza- 
tion of the book. Chapter 2: Reuiew of Discrete Choice Models. Introduction. Models with discrete 
responses. Foundations of discrete choice models. Models with stochastic decision rules. Models with 
stochastic utility. The multinomial ogit. Generalizations of the multinomial ogit. Stochastic dependency 
among alternatives. Conclusions. Appendix. Chapter 3: The Representative Consumer Approach. Introduc- 
tion. Discrete choice models and the demand for differentiated products. Reinterpretation of demand with 
a continuum ofconsumers. A representative consumer theorem for discrete choice models. The multinomial 
logit representative consumer. The logit representative consumer with endogenous total consumption. The 
CES representative consumer model. Conclusions. Appendix. Chapter 4: The Address Approach. Introduc- 
tion. Description of the address model. An address theorem for discrete choice models. Some applications. 
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The CES as an address model. Conclusions. Appendix. Chapter 5: A Synthesis of AIternatioe Preference 
Foundations ofProduct Differentiation. Introduction. A three-way synthesis. The alternative interpretations 
of the hotelling model. The logit and CES models. Comparison of parameters: A synthesis of the alternative 
approaches for the logit and CES. Conclusions. Chapter 6: Oligopoly with Product Difirentiation. Intro- 
duction. Models of product differentiation. Existence of a price equilibrium. Properties of short-run and 
long-run equilibria. Market equilibrium and optimum product diversity. Conclusions. Appendix. Chap- 
ter 7: Oligopoly and the Logit Model. Introduction. The basic logit oligopoly model. Optimum and 
equilibrium product diversity: The logit and the CES. The logit with an outside alternative. The logit and 
quality choice. A logit model with search. Multiproduct oligopoly: A nested logit approach. Network 
externalities with differentiated products. Conclusions. Appendix. Chapter 8: Product Selection, Location 
Choice, and Spatial Pricing. Introduction. Locational competition. Product selection and price competi- 
tion. Spatial price policies and location. Conclusions. Chapter 9: Spatial Competition and the Logit 
Model. Introduction. Probabilistic discrete choice approach and spatial competition. Competition over 
locations. Location choice under mill pricing. Market equilibrium and optimum unde alternative spatial 
price policies. Conclusions. Appendix. Chapter 10: Further directions. Index. 
Alan Dolan and Joan Aldous, Networks and Algorithms: An Introductory Approach 
(Wiley, Chichester, 1993) 544 pages 
Chapter 1: Introduction. Basic concepts. Examples of networks. Classification of network problems. 
Efficiency of algorithms. The process of network analysis. Chapter 2: Graphs and Digraphs. Graphs and 
isomorphisms. Adjacency and incidence for graphs. Paths and cycles in graphs. Examples of graphs. 
Representing a graph. Digraphs and isomorphisms. Adjacency and incidence for digraphs. Paths and cycles 
in digraphs. Representing adigraph. Chapter 3: Flows in Basic Networks. Basic networks. Flow-augment- 
ing paths. Maximum flows and minimum cuts. The max-flow min-cut theorem. The maximum flow 
algorithm. Chapter 4: Variations on the Basic Flow Problem. Three transformations. Networks with lower 
and upper capacities. Chapter 5: Multi-Terminal Flows. The capacity rule. The algorithm of Gomory and 
Hu. The basic algorithm. The full algorithm. Chapter 6: Paths and Connectivity. Connected graphs and 
digraphs. Menger’s theorem for graphs (edge-form). Some analogues of Menger’s theorem. The proof of 
Menger’s theorem. Telecommunication etworks. Chapter 7: Longest and Shortest Path Algorithms. The 
shortest path algorithm. The longest path algorithm. The maximum-flow minimum-cost algorithm. 
Chapter 8: Trees. Mathematical properties of trees. Constructing spanning trees. Searching trees. Count- 
ing trees. Offshore natural gas pipe-line systems. Chapter 9: Physical Networks: Modelling. Components 
and through and across variables. Graphical representation. Assumptions made in modelling component 
behaviour. Chapter 10: Electrical Networks: Matrix Equations. Kirchhoff’s voltage law equations. Funda- 
mental cycles. Kirchhoff’s current law equations. Fundamental cutsets. Obtaining the fundamental cycle 
and cutset matrices. Tellegen’s theorem. Chapter 11: Electrical Networks: Solving the Equations. Formula- 
tion of the matrix equations. Solving the matrix equation. State equations. Chapter 12: Matching Prob- 
lems. The marriage problem. The modified marriage problem. Two proofs of the marriage theorem. An 
algorithm for finding a maximum matching. Chapter 13: The Assignment Problem. The Hungarian 
algorithm for the assignment problem. Variations on the assignment problem. Chapter 14: The Transpor- 
tation Problem. The Hungarian algorithm for the transportation problem. An alternative algorithm for the 
transportation problem. The transhipment problem. Chapter 15: Critical Path Analysis. Activity networks 
which use vertices to represent activities. Activity networks which use vertices to represent events. 
Comparison of the two types of activity network. Critical paths. Earliest and latest starting times. 
Chapter 16: Scheduling. Scheduling a project for a given number of workers. The critical path scheduling 
algorithm. Algorithms with protection schemes. Chapter 17: Packing Problems. The bin-packing problem. 
The knapsack problem. Chapter 18: Location Problems. Vertex single-centre location problems. Vertex 
multi-centre location problems. Absolute centre location problems. Chapter 19: Theory of Network 
Analysis. Properties of network models. Linear programming formulation of network problems. The dual 
form of a network problem. Dual forms of other network problems. Chapter 20: Algorithms and NP- 
Completeness. Efficiency of algorithms. NP-complete problems. 
