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In this paper, we study the existence of multiple positive solutions for boundary value
problems based on second-order functional differential equations with the formy
′′(t)+ f (t, y(t − τ)) = 0, ∀t ∈ (0, 1)\{τ },
y(t) = η(t), ∀t ∈ [−τ , 0],
y(1) = 0
where 0 < τ < 1 and f : (0, 1)× (0,+∞)→ (−∞,+∞) is continuous, may be singular
at t = 0, 1, y = 0 and takes negative values. By applying the fixed point index theorem,
we obtain the conditions for the existence of at least two and of three positive solutions.
An example to illustrate our results is given.
© 2010 Elsevier B.V. All rights reserved.
1. Introduction
The purpose of this paper is to establish the conditions for the existence of multiple positive solutions for the following
singular second-order functional differential equation with sign-changing nonlinearity:{y′′(t)+ f (t, y(t − τ)) = 0, ∀t ∈ (0, 1)\{τ },
y(t) = η(t), ∀t ∈ [−τ , 0],
y(1) = 0
(1.1)
where 0 < τ < 1, η(t) ∈ C([−τ , 0]), η(t) > 0 for t ∈ [−τ , 0), η(0) = 0, and f : (0, 1) × D → R is continuous, may be
singular at t = 0, 1, y = 0 and takes negative values, where D = C([−τ , 1],R+0 ),R+0 = (0,+∞),R+ = [0,+∞),R =
(−∞,+∞).
As pointed out by the authors of [1], the study of second-order functional differential equations is of significance since it
arises and has applications in variational problems in control theory and other areas of appliedmathematics. In recent years,
there has been development of the theory of functional differential equations, and also many authors have paid attention
to boundary value problems relating to second-order functional differential equations; for example, see [2–10] and the
references therein.
In [4], Jiang and Zhang used a fixed point index theorem for cones to study the existence of at least one positive solution
for the boundary value problem (1.1) with η(t) ≡ 0. In [6], Xu investigated the existence of a positive solution for the
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boundary value problem (1.1), in which the nonlinear term f may be singular at t = 0, y = 0, and f (t, y) ≥ −M (M is a
positive constant). However, the work in [4,6,10] is on the existence of at least one solution for problem (1.1).
Motivated and inspired by [6,9,10], in the present paper we aim to establish some simple criteria for the existence of at
least two, three, and 2n + 1(n ∈ N) positive solutions for the problem (1.1). The main tool used in this paper is the theory
of the fixed point index in a cone. Our results of this paper extend and supplement some results from [4,6,10].
In obtaining positive solutions of problem (1.1), we will need the following fixed point theorem for cones in the proofs
of our results.
Lemma A ([11]). Let P be a cone in a Banach space E. Let Ω be an open bounded subset of E withΩP = Ω∩P 6= φ and Ω¯P 6= P.
Assume that T : Ω¯P → P is a compact map such that x 6= Tx for x ∈ ∂ΩP . Then the following results hold:
(i) If T (Ω¯P) ⊂ ΩP for x ∈ ΩP , then i(T ,ΩP , P) = 1.
(ii) If there exists a ϕ ∈ P \ {θ} such that x 6= Tx+ λϕ for all x ∈ ∂ΩP and λ > 0, then i(T ,ΩP , P) = 0.
2. Main results and proofs
Let G(t, s) be the Green function of the problem −y′′ = 0, y(0) = y(1) = 0; it is easy to verify that G(t, s) has the
following property:
t(1− t)s(1− s) ≤ G(t, s) ≤ G(s, s) ≤ 1. (2.1)
In order to abbreviate our discussion, we give the following assumptions:
(C1) There exists p(t) ∈ C(0, 1), such that
φ0(t)h0(y) ≤ f (t, y)+ p(t) ≤ φ(t)(g(y)+ h(y))
for all (t, y) ∈ (0, 1) × R+0 , where φ0, φ ∈ C((0, 1),R+0 ), g ∈ C(R+0 ,R+0 ), and g(y) is nonincreasing with respect to
y; h0, h ∈ (R+,R+) and h0(y), h(y) are nondecreasing with respect to y.
(C2) Let 0 ≤
∫ 1
0 G(s, s)p(s)ds <∞, and let there exist a k0 > 0 such that
a :=
∫ 1
τ
s(1− s)[φ(s)g(k0s(1− s))+ φ0(s)]ds <∞,
and
b :=
∫ τ
0
s(1− s)[φ(s)g(η(s− τ))+ φ0(s)]ds <∞.
(C3) There exists an R0 > 2a0 such that
R0
∆+ ∫ 1
τ
s(1− s)φ(s) [g ( 12R0s(1− s))+ h(R0 + 1)] ds > 1
where a0 :=
∫ 1
0 p(s)ds,∆ := 1+
∫ τ
0 s(1− s)φ(s)[g(η(s− τ))+ h(η(s− τ))]ds.
(C4) For any [α, β] ∈ (τ , 1), there exist a1, a2 with a2 > a1 > R0 (R0 as in (C3)) such that
σh0
(
1
2
ai
)∫ β
α
s(1− s)φ0(s)ds > ai, (i = 1, 2),
where σ := min{α(1− α), β(1− β)}.
A function y ∈ C[−τ , 1] ∩ C2((0, 1) \ {τ }), and with y(t) > 0, t ∈ [−τ , 0) ∪ (0, 1), is called a positive solution of
problem (1.1) if it satisfies problem (1.1).
Let Γ = C([−τ , 1],R) be a space with a norm ‖x‖ = maxt∈[−τ ,1] |x(t)| for all x ∈ Γ , and the set P,Q be two cones in Γ
defined by
P = {x ∈ Γ : x(t) ≥ 0, t ∈ [−τ , 1]}, Q = {x ∈ P : x(t) ≥ t(1− t)‖x‖, t ∈ [0, 1]}.
Let
x0(t) =
{
η(t), t ∈ [−τ , 0],
0, t ∈ (0, 1),
w(t) =

0, t ∈ [−τ , 0],∫ 1
0
G(t, s)p(s)ds, t ∈ (0, 1). (2.2)
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Setting F(t, y) = f (t, y)+ p(t), and for any x ∈ P, j ∈ N, define an operator Tj as follows:
Tjx(t) =
j
−1, t ∈ [−τ , 0],
j−1 +
∫ 1
0
G(t, s)F(s, [x(s− τ)]∗ + j−1)ds, t ∈ (0, 1) (2.3)
where
[x(t − τ)]∗ = max{x(t − τ)+ x0(t − τ)− w(t − τ), 0}.
Lemma 2.1. For any j ∈ N, Tj : P → Q is completely continuous.
Proof. For any x ∈ P, j ∈ N, by virtue of (2.3), we have j−1 ≤ Tjx(s) ≤ Tjx(t) for t ∈ [−τ , 1], s ∈ [−τ , 0]. Thus
‖Tjx‖[−τ ,1] = ‖Tjx‖[0,1]. For t ∈ (0, 1), we have
Tjx(t) = j−1 +
∫ 1
0
G(t, s)F(s, [x(s− τ)]∗ + j−1)ds
≥ j−1 + t(1− t)
∫ 1
0
G(s, s)F(s, [x(s− τ)]∗ + j−1)ds
≥ t(1− t)
{
j−1 +
∫ 1
0
G(s, s)F(s, [x(s− τ)]∗ + j−1)
}
ds
≥ t(1− t)‖Tjx‖[0,1] = t(1− t)‖Tjx‖[−τ ,1],
which implies Tj(Q ) ⊂ Q . Thus Tj : P → Q .
It is easy to show that Tj : P → Q is continuous and bounded. Next, we show that Tj is equicontinuous.
Suppose B ⊂ Q is any bounded set; then, for any x ∈ B, there existsM0 > 0 such that ‖x(t)‖ ≤ M0. We write
L(j−1,M0) = g(j−1)+ h(M0 + ‖η‖ + ‖w‖ + 1).
For any ε > 0, from (C2), there exists δ1 > 0 such that∫ δ1
0
s(1− s)φ(s)ds <
∫ δ1
0
φ(s)ds <
ε
6L(j−1,M0)
,∫ 1
1−δ1
s(1− s)φ(s)ds <
∫ 1
1−δ1
φ(s)ds <
ε
6L(j−1,M0)
.
By the property of uniformly continuity of G(t, s), there exists δ : δ1 > δ > 0 such that for any t, t ′ ∈ [0, 1], s ∈
[0, 1], |t − t ′| < δ, we have
|G(t, s)− G(t ′, s)| < ε
3c0L(j−1,M0)
,
where c0 := maxt∈[δ1,1−δ1] φ(t). Then
|Tjx(t)− Tjx(t ′)| ≤
∫ 1
0
|G(t, s)− G(t ′, s)|φ(s)L(j−1,M0)ds
≤ 2L(j−1,M0)
{∫ δ1
0
s(1− s)φ(s)ds+
∫ 1
1−δ1
s(1− s)φ(s)ds
}
+ c0L(j−1,M0)
∫ 1−δ1
δ1
|G(t, s)− G(t ′, s)|ds < ε.
Thus, Tj(B) is equicontinuous in [0, 1]. It is easy to see that Tj(B) is also equicontinuous in [−τ , 0]. By the Arzela–Ascoli
theorem we conclude that Tj : P → Q is compact in [−τ , 1]. So Tj : P → Q is completely continuous. 
Now, we can state and prove our main results.
Theorem 2.2. Suppose that (C1)–(C4) hold, and
lim
y→+∞
h(y)
y
= 0. (H1)
Then the problem (1.1) has at least two positive solutions y1 and y2 with R0 ≤ ‖y1(t)‖ ≤ a1 < a2 ≤ ‖y2(t)‖.
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Proof. By virtue of the definition of Tj and Lemma 2.1, Tj is a completely continuous operator.
First, we show that
i(Tj,Ω0,Q ) = 1, (2.4)
whereΩ0 = {x ∈ Q : ‖x‖ < R0}.
By virtue of (2.2), for any t ∈ (0, 1), we get
w(t) =
∫ 1
0
G(t, s)p(s)ds ≤ t(1− t)
∫ 1
0
p(s)ds = a0t(1− t).
Then
x(t)− w(t) ≥ x(t)− a0t(1− t) ≥ 12x(t) ≥
1
2
R0t(1− t), t ∈ (0, 1). (2.5)
Thus
Tjx(t) ≤ j−1 +
∫ 1
0
G(t, s)(f (s, [x(s− τ)]∗ + j−1)+ p(s))ds
≤ 1+
∫ τ
0
s(1− s)φ(s)(g(η(s− τ))+ h(η(s− τ)+ 1))ds
+
∫ 1
τ
s(1− s)φ(s)
(
g
(
1
2
R0s(1− s)
)
+ h(R0 + 1)
)
ds < R0 = ‖x‖[−τ ,1],
which implies Tj(Ω¯0) ⊂ Ω0. From Lemma A(i), we obtain i(Tj,Ω0,Q ) = 1.
From (C4) and (H1), there exist R∗ > a2 > a1 > R0, 0 < k < 12 such that
h(x) ≤ kx, ∀x ≥ R∗. (2.6)
Let
R1 > max{2R∗, 2ρ}, (2.7)
where
ρ := 1+
∫ τ
0
s(1− s)φ(s)(g(η(s− τ))+ ‖η‖ + 1)ds+
∫ 1
τ
s(1− s)φ(s)
(
g
(
R0
2
s(1− s)
)
+ 1
)
ds.
In the following, let
Ω1 = {x ∈ Q : ‖x‖ < R1},
Ω10 = {x ∈ Q : ‖x‖ < R1, min
t∈[α,β] x(t) > a1},
Ω11 = {x ∈ Q : ‖x‖ < R1, min
t∈[α,β] x(t) > a2}.
It is easy to see thatΩi,Ω1i (i = 0, 1) are bounded sets, satisfying
Ω0 ⊂ Ω1, Ω10 ⊂ Ω1, Ω11 ⊂ Ω10, Ω10 ∩Ω0 = ∅.
For any x ∈ Ω¯1, from (2.6) and (2.7), we get
Tjx(t) ≤ j−1 +
∫ 1
0
G(t, s)F(s, [x(s− τ)]∗ + j−1)ds
≤ 1+
∫ 1
0
s(1− s)φ(s)(g([x(s− τ)]∗ + j−1)+ h([x(s− τ)]∗ + j−1))ds
≤ 1+
∫ τ
0
s(1− s)φ(s)(g(η(s− τ))+ h(η(s− τ)+ 1))ds
+
∫ 1
τ
s(1− s)φ(s)
(
g
(
R1
2
s(1− s)
)
+ h(R1 + 1)
)
ds
≤ 1+
∫ τ
0
s(1− s)φ(s)(g(η(s− τ))+ k(‖η‖ + 1))ds
+
∫ 1
τ
s(1− s)φ(s)
(
g
(
R0
2
s(1− s)
)
+ k(R1 + 1)
)
ds < R1
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which implies Tj(Ω¯1) ⊂ Ω1 for x ∈ Ω¯1. Thus
i(Tj,Ω1,Q ) = 1. (2.8)
For any x ∈ Ω¯10, by (C4),
x(t)− w(t) ≥ 1
2
x(t) ≥ 1
2
a1, ∀t ∈ [α, β] ⊂ (τ , 1).
Thus
min
t∈[α,β] Tjx(t) = mint∈[α,β]
{
j−1 +
∫ 1
0
G(t, s)F(s, [x(s− τ)]∗ + j−1)ds
}
≥ min
t∈[α,β]
∫ 1
0
G(t, s)φ0h0([x(s− τ)]∗ + j−1)ds
≥ σh0
(
1
2
a1
)∫ β
α
s(1− s)φ0(s)ds > a1,
which implies that Tj(Ω¯10) ⊂ Ω10 for x ∈ Ω¯10. Thus, It follows from Lemma A(i) that
i(Tj,Ω10,Q ) = 1. (2.9)
Similarly, we can prove that, for any x ∈ Ω¯11,
i(Tj,Ω11,Q ) = 1. (2.10)
Thus, using (2.8) and (2.9), we obtain
i(Tj,Ω1\(Ω¯0 ∩ Ω¯10),Q ) = i(Tj,Ω1,Q )− i(Tj,Ω0,Q )− i(Tj,Ω10,Q ) = −1
which implies that Tj has at least one fixed point xj1 ∈ Ω1 \ (Ω¯0 ∩ Ω¯10), satisfying
Tjxj1(t) =
j
−1, t ∈ [−τ , 0],
j−1 +
∫ 1
0
G(t, s)F(s, [xj1(s− τ)]∗ + j−1)ds, t ∈ (0, 1)
and R0 ≤ ‖xj1(t)‖ ≤ a1.
By direct computation, we have
x′′j1(t)+ f (t, [xj1(t − τ)]∗ + j−1)+ p(t) = 0, ∀t ∈ (0, 1)\{τ },
xj1(t) = j−1, ∀t ∈ [−τ , 0],
xj1(1) = j−1.
(2.11)
Obviously, the sequence {xj1}∞j=1 is uniformly bounded in C[−τ , 1]. Like in the proof of Lemma 2.1, we can prove that the
sequence {xj1}∞j=1 is equicontinuous in [−τ , 1]. By the Ascoli–Arzela theorem, {xj1}∞j=1 is relatively compact. Thus, there exists
a subsequence {xjm,1}∞m=1 ⊆ {xj1}∞j=1(m ∈ N) such that
lim
m→+∞ xjm,1(t) = x1(t).
This, together with (2.11) and the Lebesgue dominated convergence theorem, implies that{x′′1(t)+ f (t, [x1(t − τ)]∗)+ p(t) = 0, ∀t ∈ (0, 1)\{τ },
x1(t) = 0, ∀t ∈ [−τ , 0],
x1(1) = 0.
(2.12)
Like for (2.5), we have
x1(t − τ)+ x0(t − τ)− w(t − τ) ≥ 0.
Let y1(t) = x1(t)+ x0(t)− w(t); then y1(t) is a positive solution of problem (1.1).
Similarly, there exists a subsequence {xjm,2}∞m=1 ⊆ {xj2}∞j=1(m ∈ N) such that
lim
m→+∞ xjm,2(t) = x2(t) ∈ Ω¯11,
and a2 ≤ ‖x2(t)‖ ≤ R1,∀t ∈ [α, β]. Let y2(t) = x2(t)+x0(t)−w(t); then y2(t) is also a positive solution of theproblem (1.1).
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We have
R0 ≤ ‖x1(t)‖ ≤ a1 < a2 ≤ ‖x2(t)‖ ≤ R1, ∀t ∈ [α, β] ⊂ (τ , 1),
which implies that y1(t), y2(t) are two different positive solutions of the problem (1.1). 
Theorem 2.3. Assume that (C1)–(C4) hold, and further there exists an R1 > a2 such that
∆+
∫ 1
τ
s(1− s)φ(s)
{
g
(
1
2
R1s(1− s)
)
+ h(R1 + 1)
}
ds < R1, (H2)
where∆ is given by (C3), and
lim
y→+∞
h0(y)
y
= +∞. (H3)
Then the problem (1.1) has at least three different positive solutions.
Proof. We first note that assumption (H2) is equal to the condition (H1). As a result, the problem (1.1) has at least two
positive solutions y1(t), y2(t)with ‖y1(t)‖ < ‖y2(t)‖ < R1.
Choose
M∗ > 2
[
(α − τ)(1− β + τ) min
t∈[0,1]
∫ β
α
G(t, s)φ0(s)ds
]−1
. (2.13)
From (H3), there exists an R∗ > R1 such that
h0(x) ≥ M∗x, ∀t ∈ [α, β], ∀x ≥ R∗. (2.14)
Let
R > 2R∗[(α − τ)(1− β + τ)]−1
with ϕ ∈ Q \ {θ}, Ω2 = {x ∈ Q : ‖x‖ < R}.
In the following, we will claim that
x 6= Tjx+ λϕ, ∀x ∈ ∂Q(R), λ ∈ [0, 1], ∀j ∈ N. (2.15)
Suppose that this is false; then there exist λ0 ∈ [0, 1], x+ ∈ ∂Q(R) such that x+ = Tjx+ + λ0ϕ.
Like for (2.5), we get
x+(t)− w(t) ≥ 1
2
x+(t) ≥ t(1− t)‖x+‖, ∀t ∈ [0, 1].
Thus, for any t ∈ [α, β],
[x+(t)]∗ = x+(t − τ)+ x0(t − τ)− w(t − τ) ≥ 12 (α − τ)(1− β + τ)‖x
+‖ ≥ R∗.
It follows from (2.6) that we have
R = ‖x+‖[−τ ,1] = ‖x+‖[0,1]
≥
∫ 1
0
G(t, s)(f (s, [x+(s)]∗ + j)+ p(s))ds
≥
∫ β
α
min
t∈[α,β]G(t, s)φ0(s)M∗(x
+(t − τ)+ x0(t − τ)− w(t − τ)+ j−1)ds
≥ R
2
M∗(α − τ)(1− β + τ) min
t∈[α,β]
∫ β
α
G(t, s)φ0(s)ds > R
which is a contradiction. Thus (2.15) is true; by Lemma A(ii), we obtain
i(Tj,Ω2,Q ) = 0, ∀j ∈ N, (2.16)
and this and (2.8) imply
i(Tj,Ω2\Ω¯1,Q ) = i(Tj,Ω1,Q )− i(Tj,Ω2,Q ) = −1,
which implies that Tj has a fixed point xj3 ∈ Ω2\Ω¯1with R1 ≤ ‖xj3‖ ≤ R2. Similarly, there exists a subsequence {xjm,3}∞m=1 ⊆
{xj3}∞j=1(m ∈ N) such that the subsequence uniformly converges to x3(t) ∈ Ω2 \ Ω¯1. Let y3(t) = x3(t)+ x0(t)−w(t); then
y3(t) is also a positive solution of the problem (1.1). 
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Further we can establish the following multiplicity results for problem (1.1).
Corollary 2.4. Assume that (C1)–(C3) hold, and further there exist [α, β] ⊂ (τ , 1), and 0 < R0 < a11 < a12 < R1 < a21 <
a22 < R2 < · · · < an1 < an2 < Rn such that
∆+
∫ 1
τ
s(1− s)φ(s)
(
g
(
1
2
Ris(1− s)
)
+ h(Ri + 1)
)
ds < Ri, i = 1, 2, . . . , n;
σh0
(
1
2
aij
)∫ β
α
s(1− s)φ0(s)ds > aij, i = 1, 2, . . . , n; j = 1, 2;
and
lim
y→+∞
h0(y)
y
= +∞
where∆ is given by (C3), and σ = min{α(1− α), β(1− β)}. Then the problem (1.1) has at least 2n+ 1 positive solutions.
Now we present an example to illustrate our results.
Example 2.5. Consider the following singular functional differential equation:
y′′(t)+ f
(
t, y
(
t − 1
4
))
= 0, 0 < t < 1, t 6= 1
4
,
y(t) = −t, ∀t ∈
[
−1
4
, 0
]
,
y(1) = 0,
(∗)
where
f
(
t, y
(
t − 1
4
))
= 1√
t(1− t)
 1
4
√
y
(
t − 14
) + h(y(t − 14
))− 1
4
√
t
.
Let p(t) = 1
4
√
t
, φ0(t) = φ(t) = 1√t(1−t) , and g(y) = 14√y ,
h0(y) = h(y) =
 y
2
100
, ∀y ∈ [0, 9× 104],
2.7× 105√y, ∀y ∈ [9× 104,+∞).
Then, a0 =
∫ 1
0 p(s)ds = 12 , and it is easy to see that the assumptions (C1), (C2) and (H1) hold.
Choose [α, β] = [ 12 , 34 ], R0 = 4, a1 = 1.8× 104, a2 = 2× 104. Then we can see that the assumptions (C3) and (C4) are
satisfied. So by applying Theorem 2.2, we obtain that the problem (∗) has at least two positive solutions.
Remark 2.1. Suppose we let
h0(y) = h(y) =

y2
100
, ∀y ∈ [0, 9× 104],
2.7× 105√y, ∀y ∈ [9× 104, 1× 1010],
2.7× 10−10y2, ∀y ∈ [1× 1010,+∞),
and the other conditions of the problem (∗) do not change. Further choose R1 = 8 × 108; then we can see that the
assumptions of Theorem 2.3 are satisfied. So by applying Theorem 2.3 we obtain that the problem (∗) has at least three
positive solutions.
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