1.1 This work is an attempt, among other things, to begin developing a complexity theory in which problem instance data is allowed to consist of real, even irrational, numbers and yet computations are of nite precision.
Complexity theory generally assumes that the exact data specifying a problem instance is used by algorithms. The e ciency of an algorithm is judged relative to the \size" of the input. For the Turing model of computation, size refers to the bit-length of the input, which is required to consist of integers (or rational numbers separated into numerators and denominators).
We replace customary measures of size with \condition measures". These measures re ect the amount of data accuracy necessary to achieve the desired computational goal. The measures are similar in spirit, and closely related, to condition numbers.
1.2
To introduce concepts gradually we begin by discussing the most basic decision problem in linear programming, that of determining if a system of constraints is consistent. Our main technical results do not concern this problem.
Let Ax b; x 0 be the system of interest where A is an m n matrix whose coe cients are real numbers. The system is represented by the \data vector" d := (A; b) 2 R mn+m ; think of the coe cients of A and b as being strung into a long vector. We refer to R mn+m as \data space"; each vector in data space represents a problem instance.
For In attempting to determine if the instance d is a consistent system of constraints we assume algorithms will be provided with rational approximate data d = ( A; b) and an upper bound on its error, i.e., jjd ? djj 1 < . One can think, for instance, as the approximate data consisting of truncated decimal expansions of the actual real number data.
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In working only with the approximate data d and the upper bound , an algorithm will not be able to distinguish the actual instance d from any other instance within distance of d. Thus, to make a decision about the actual instance d, the decision must be correct for all instances within distance of d. With Observe that 1=C(d) is the minimal relative perturbation size required to obtain a system from d whose answer for the decision problem is di erent than the answer for d. Roughly speaking, log C(d) relative bits of data accuracy are necessary to reach a decision. Now we discuss what we want of an algorithm. We consider algorithms with input and output as follows: Input: d = ( A; b); Output: One of the following statements:
A) \Consistent" B) \Inconsistent" C) \Decision Deferred" There are three properties we want such an algorithm to possess.
I.) Correctness. The algorithm should never make an incorrect decision for the actual problem instance d. As the algorithm must be applicable to any instance (i.e. d may vary from one application to the next), if the algorithm replies \Consistent" then correctness requires that all systems within distance of the input d be consistent. Similarly, if the algorithm replies \Inconsistent". II.) Computational E ciency. There are various ways to de ne this. In this paper, we take the approach of traditional complexity theory: Requiring the input d; to consist only of rational numbers, we say the algorithm is computationally e cient if it terminates within polynomial-time as measured in terms of the bit-length of the input. III.) Data E ciency. We want the algorithm to make a decision using nearly minimal data precision. We say that the algorithm is data e cient if there exist a positive constant E and a polynomial p(m; n), both independent of the actual instance d and input ( d; ), such that the algorithm makes a decision if jjdjj 1 1 p(m; n)C(d) E ; (1.2) i.e., the algorithm makes a decision when provided with E times the number of relative bits of accuracy necessary to make a decision (plus a number of bits growing only like the logarithm of the dimensions of the instance). We say that an algorithm for the decision problem is fully e cient if it is correct, computationally e cient and data e cient.
Important Note. It is conceivable that when a more formal framework is developed to encompass a broader class of problems it may be necessary to replace (1.2) with something like jjdjj 1 1 p 1 (m; n)C(d) p 2 (m;n) ; (1.3) i.e., a decision is made when provided with p 2 (m; n) times the number of bits of relative accuracy necessary to make a decision.
Is there an algorithm for the decision problem which is fully e cient? The answer is \yes" as is shown in Section 3. In fact, for constraints of the form Ax b; x 0 as we are considering, the construction and analysis of such an algorithm are deceptively trivial, assuming the algorithm can call on a polynomial-time algorithm for LP as a subroutine. In terms of (1.2) we have E = 1; p(m; n) 2.
(In all of our algorithm constructions we rely on a polynomial-time LP algorithm as a subroutine; any such algorithm is adequate. We treat the polynomial-time LP algorithm as a \black box".)
If one removes the non-negativity constraints, considering systems Ax b, it is not so easy to argue the existence of a fully e cient algorithm for the decision problem. However, Vera 7] has constructed and analyzed one, obtaining E = 3 in (1.2).
A foremost goal in this type of complexity theory is to keep E in (1.2) as small as possible, subject to the condition of polynomially-bounded running time in terms of the bit-length of d; .
It is important to understand that once one has a good algorithm for one form of constraints it does not immediately yield a good algorithm for other forms. This is in contrast to traditional complexity theory. For example, in traditional complexity theory one can replace the single-variable, single-equation system 3x = 6 with the equivalent two-constant system 3x 6; 3x 6; such transformations roughly preserve bit-length. However, when developing a complexity theory based on condition measures, such transformations are inadequate. The rst system is \well-posed" with respect to the decision problem; small perturbations preserve consistency. The second system is ill-posed; arbitrarily small perturbations can destroy consistency.
Judging the e ciency of algorithms relative to condition measures introduces demands on algorithms not required in traditional complexity theory, but the converse is also true. Judged relative to condition measures, algorithms are required to perform few operations in deciding that an instance consistent (inconsistent) if the instance is far from being inconsistent (consistent). However, algorithms are not even required to make a decision for ill-posed instances, regardless of how accurate the data is. The reason why is the requirement that input d; satisfy the strict inequality jj d?djj 1 < .
If we replaced \<" with \ ", the results of this paper would be una ected, but the character of the general theory would not be. The relation \ " would force our theory to be strictly more stringent than traditional complexity theory because it would require that any rational data instance be solved in polynomial-time; just input d = d; = 0. A strict inequality leaves rational data vectors d undistinguished from irrational ones. A strict inequality leaves open the possibility of e cient algorithms, when judged in terms of condition measures, for problems which are NP-hard in the sense of traditional complexity theory; this possibility is not addressed by this paper. Data e ciency is more involved here, primarily because we are not simply dealing with a yes-no answer, but also because the tasks are becoming layered; rst there is the task of deciding consistency; second there is the task of computing x and if the system is determined to be consistent.
We associate a condition measure with each task layer. For the rst layer, that of deciding consistency, the condition measure is the same as before, C(d). The rst requirement of data e ciency is that the algorithm reply statement A or B whenever satis es (1.2) , where E and p(m; n) are again instance-and input-independent.
The second layer of tasks is that of computing x and (possibly 1) if consistency has been determined. The condition measure associated with this should re ect the nest solution accuracy one could hope for with the given data accuracy. There are various non-equivalent ways to formalize this, at least one of which is natural for algorithm analysis.
For i.e., the algorithm requires at most E times the number of relative bits of accuracy required to compute an -approximate solution. In summary: III. Data E ciency. There exist positive constants E i and polynomials p i (m; n); i = 1; 2, all instance-and input-independent, such that: * The algorithm replies A or B if jjdjj 1
( Again we say that an algorithm is fully e cient if it is correct, computationally e cient and data e cient.
There do exist fully e cient algorithms in this context. It is again a deceptively trivial matter to construct and analyze such an algorithm for constraints of the form Ax b; x 0. We do so in Section 3, obtaining E 1 = E 2 = 1; p 1 (m; n) p 2 (m; n) 2.
It is not so easy to argue the existence of fully e cient algorithms for other forms of constraint. Vera 7] has done so.
Some readers must wonder how our so-called condition measures relate to condition numbers. Roughly, one can think of the limit lim sup
as a condition number for instance d. In the context of linear equations, one can easily verify that an analogous limit gives the usual condition number. However, the above limit is not necessarily close to condition numbers for linear inequalities as de ned, say, by Mangasarian 2] ; the main di erence stems from the fact that C(d; A) \There is an optimal solution. Approximation: x Error bound: ." B) \Unbounded optimal solution." C) \Infeasible." D) \Feasible, but decision on the existence of an optimal solution is deferred." E) \All decisions deferred."
As before we allow = 1. If the algorithm replies statement A then it is asserting that there exists x 2 Opt(d) such that jjx ? xjj 1 .
We now have three layers of tasks: (1) decide primal feasibility; (2) if primal feasible then decide dual feasibility; (3) if both primal and dual feasible, then compute x and . With each task layer we have a condition measure:
(1) The same as the value we have been denoting C(d) Our algorithm measures the exact`1-radius of certain polytopes speci ed by rational constraints. This can be done in polynomial time; by contrast, it is NP-hard to measure the`2-radius of polytopes (Bodlaender, Gritzmann, Klee and Van Leeuwen 2]).
It is the author's opinion that the particular norm should not be of extreme importance in a complexity theory based on condition measures. Perhaps the most natural way to remove the dependence is to replace the right-side of (1.12) with Algorithm replies A where p 4 (m; n) ]; (1.14) where p 4 (m; n) is yet another polynomial. This alleviates the technical headaches mentioned above. For our algorithm we obtain 15) does not require the algorithm be able to compute -approximate optimal solutions when~ < < 2~ , whereas (1.13) does.
A nal remark: in a more formal theory pertaining to a broader class of problem one might want to replace the exponents E i with polynomials.
In Section 5 we consider the problem of computing a feasible point whose objective value is nearly optimal, again assuming constraints are of the form Ax b, x 0. As the reader might expect, continuity of the optimal objective value under data perturbations makes this problem much easier than that of approximating optimal solutions. Vera 7] has \extended" all of our results to other forms of LP's. Although he relies on some of our ideas, the other forms of LP's present many complications requiring additional ideas; his work is a signi cant step beyond ours. Readers might be interested to know that he nds analytical centers to be particularly useful.
Questions concerning the stability of linear programming solutions have been studied for many years, although not in the context of complexity theory; c.f., Ashmanov 1] and Robinson 5] . For example, it is well known that C PD (d) is nite if and only if the optimal solution sets of both the instance d and its dual are bounded. Also of related interest are the regularization techniques of Tikhonov and his followers; c.f., Tikhonov, Ryutin and Agayan 6].
In closing the introduction I wish to thank a referee for her/his careful reading of the manuscript and many thoughtful suggestions. In this section we establish a few simple, but crucial, relations between condition measures and sizes of solutions, etc. These relations are similar in spirit, and similar in role, to the following much used relation in traditional complexity theory: if an Lbit linear programming problem has a feasible point (optimal solution) then it has one satisfying jjxjj 1 Whenever we speak of a \dimension independent constant K", we mean that the constant does not depend on the dimensions of the LP instances being considered. The construction of the algorithm, and the proofs of correctness and computational e ciency, are all simple. The interesting aspect is the proof that the algorithm is data e cient in approximating optimal solutions. The \`1-radius" of a closed set S is de ned to be the smallest value r for which there exists x satisfying S fx; jjx ? xjj 1 < rg; a corresponding x is called a \mid-point" of S; the`1-radius may be 1.
If S is speci ed as the feasible region for a system of linear inequalities with rational coe cients, then its`1-radius and a mid-point can be computed in time polynomial in the bit-length of the coe cients, as the reader can easily verify.
Letting d = ( A; b; c) and denote input, de ne We discussed in Section 1.4 that, regarding data e ciency, there are three layers of tasks, each with an appropriate condition measure: C P (d); C PD (d) and C(d; ). The de nition of \data e ciency" in that section addresses the task layers consecutively.
For the rst task layer, that of deciding primal feasibility, the data e ciency of our algorithm is an immediate consequence of (4.2); in fact, it follows immediately that E 1 and p 1 (m; n) in (1.10) can be taken as the constants 1 and 2, respectively. Similarly for the second task layer, that of deciding dual feasibility, i.e., (1.11) .
Finally, we come to something interesting, proving data e ciency of the algorithm in approximating an optimal solution. Fixing > 0, we wish to establish (1.12). In doing so, we may assume the input d; satis es < 1=2C(d; ); it follows we may assume that upon input d; the algorithm does not terminate until step 5. In what follows x and refer to the approximate optimal solution and error bound computed by the algorithm upon input d; . As always, d refers to the actual instance, i.e., the one d is considered to approximate.
Most of the remainder of this section is devoted to proving the following two propositions, the rst of which is largely a consequence of the second. The rst proposition is appropriate for the more stringent de nition of \data e ciency" relying on (1.12). Either proposition is appropriate for the less stringent de nition relying on (1.14), although the second proposition provides better bounds.
Recall that C PD (d) C(d; ). Before proving the propositions we use them.
Theorem 4.3. The preceding algorithm is fully e cient.
Proof. Follows immediately from Proposition 4.1, (1.12) and the preceding discussion.
Remark. Note that in the notation of (1.12), E 3 = 6 and p(m; n) = n=K 3 ; moreover, if C(d; ) is large relative to C PD (d) then, in a sense, E 3 = 3. If one instead uses the weaker de nition of data e ciency relying on (1.14), then Proposition 4. We begin with two lemmas, the rst of which is only an intermediate step to the second. where K 6 is a dimension-independent constant. Together, (4.22) and (4.24) give (4.13).
The fact that the non-negativity constraints x 0 are una ected by data perturbations forces special attention be given the zero vector as an optimal solution; the set of instances for which0 is optimal has non-empty interior. With this in mind we de ne ? ;
completing the proof.
More Simple Stuff
In this section we consider the problem of computing a feasible point whose objective value is nearly optimal assuming, as always, constraints are of the form Ax b, x 0.
The algorithm is identical with that of the previous section except we replace step 5 with the following.
5. Compute an optimal solution x for d 1 , compute k(d 1 ) and k(d 2 ). Let := k(d 2 )?k(d 1 ). Reply \There is an optimal solution. Feasible point x. Bound on the di erence between the optimal value and the objective value of the feasible point: ." Assuming polynomial-time LP algorithms are used as subroutines, the computational e ciency of the algorithm is immediate: it terminates within time polynomial in the bit length of the input d; .
Correctness of the algorithm is a simple exercise relying on relations (4.2), (4.3) and (4.4).
It only remains to prove the algorithm is \data e cient", a phrase which we have yet to de ne in this context but which the reader no doubt can infer from the previous development. The de nition is the same as (1.10), (1.11) and (1.12) except for two changes. This value indicates the data accuracy necessary to approximate the optimal value to within error , but does not seem to indicate the accuracy needed to compute a feasible point whose objective value is within of the optimal value. The fact that it does so follows from the relations (4.2) and (4. Relying on the relations (4.2), (4.3) and (4.4) the reader should have no di culty verifying that the algorithm is data e cient. Once again constraints of the form Ax b; x 0 result in a deceptively simple proof, unlike that of the previous section.
