A technique of uctuation analysis is introduced for the identi cation of characteristic length scales in spatial models, with similarities to the recently introduced methods by . The identi ed length scale provides the optimal size to extract nontrivial large-scale behaviour in such models. The method is demonstrated for three biological models: genetic selection, plant competition and a complex marine system; the rst two are coupled map lattices and the last one is a cellular automaton. These cover the three possibilities for asymptotic (long time) dynamics: xation (the system converges to a xed point), statistical xation (the spatial statistics converge to xed values) and complex statistical structure (the statistics do not converge to xed values). The technique is shown to have an additional use in the identi cation of aggregation or dispersal at various scales. The method is rigorously justi able in the cases when the system under analysis satis es the FKG (Fortuin-Kasteleyn-Ginibre) property and has a fast decay of correlations. We also discuss the connection between the error analysis length scale with hydrodynamic limits methods used by Durrett & Levin (1995) to derive large scale equations for ecological models.
Introduction
The importance of spatial models in ecological systems has become clear over the last few years. Whilst many studies have used continuous systems (such as reactiondi usion equations) or implicit spatial systems (patch models), discrete models are becoming increasingly popular for modelling biological populations. Reviews of these alternative types of spatial models include Cz ar an & Bartha (1992) and Durrett & Levin (1994a) . Discrete biological models have primarily been probabilistic cellular automata or interacting particle systems (Weiner & Conte, 1981; DeRoos et al., 1991 and Durrett, 1993) . In contrast to cellular automata, which take discrete values on a discrete grid, coupled map lattices deal with continuous variables; examples of biological applications of these models include Hassell et al. (1991) and Sol e & Valls (1991).
An important problem in biological modelling and data collection, highlighted by the use of spatial models, is that of the establishment of length scales. It is well known that in spatially extended systems many di erent spatial scales can be important. For example, there are interactions between neighbouring individuals and there are dynamics on population, community and ecosystem scales. Therefore, an important issue in the study of mathematical or computational spatial models is the identi cation of spatial scales intrinsic to the system. The use of a discrete lattice introduces three imposed length scales. The cell size is the smallest of these length scales and may be related to the size, or area of direct in uence of a sessile organism, or the space covered by a motile individual in a xed interval of time. The size of the neighbourhood, usually de ned in terms of the cell size, is the range over which biological interactions occur. The largest imposed scale is the length of the system (L), which gives the total number of cells as L d (where d is the dimension of the spatial model, usually d = 2). All of the above are a priori length scales, set up as the assumptions of a model. An important a posteriori length scale would be the emergent scale at which the dynamics progress. This has usually been approximated by the classical correlation length. The classical correlation length is the separation distance D such that the correlations between two sites at distance r decays as e ?r=D for large r. Unfortunately this is di cult to measure and often a de nite answer cannot be obtained.
In this paper the coherence length scale (`c) is introduced and analyzed. This length scale corresponds (in the way described below) to the one introduced by . For`windows' of a much smaller size than`c there are strong correlations between the individual sites, while disjoint windows of a much larger size are statistically independent. It is desirable to average the data over the boxes of the size of the coherence length`c. If the data is averaged over smaller boxes the observed non-trivial dynamics may be too complicated, and if the data is averaged over larger boxes any non-trivial dynamics will be averaged out. It should be pointed out that, in order to rigorously justify the method that we use, we need a su ciently fast (e.g. exponential) decay of correlations; so, from the mathematical point of view, one is not completely freed from analyzing the decay of correlations using this approach. On the other hand, using the method developed here numerically,`c is typically easily determined, and the prescription that we give does not involve calculating the correlation length. Throughout this work we are assuming that the system size (L) is su ciently larger than the size of the window (`c) so that boundary e ects are negligible. Actually in all simulations shown here the system size is always greater than twice the largest averaging window size.
The length scale problem has been addressed by a few authors, such as Wiens (1989) , DeRoos et al. (1991) , Wissel (1991) , Levin (1992) , and Rand (1994) . This paper presents a method for determining the coherence length scale of spatially extended models, using the analysis of uctuations at varying scales. The method is applied to three examples, of which one is a probabilistic cellular automaton one is a coupled map lattices and one is a hybrid between a probabilistic cellular automaton and a coupled map lattice; this technique has also been successfully applied to other systems and Keeling 1996 . All of the models use toroidal grids (periodic boundary conditions), space discretised into square cells and synchronous updating, although these conditions are not essential for the method described: in fact asynchronous updating allows the formulation of many analytical results on spatially extended models (see Liggett (1985) ). These examples demonstrate di erent types of behaviour. The rst model is the simplest: every tested initial condition approaches an invariant equilibrium con guration at long times, although the conguration depends on the initial conditions. We call this type of a model system with xation. The second model displays asymptotic statistical structure that is constant in time (i.e. the invariant measure to which the system converges is ergodic, see Appendix 1), and we call it a system with statistical xation. The nal example shows more complex asymptotic statistics and the invariant measure to which the system converges is not ergodic. These descriptions are based on our numerical simulations. Unfortunately, none of them can be justi ed rigorously for the systems we study, due to their complexity.
The next section presents the theory and numerical treatment for systems with xation and statistical xation, before extending the ideas to models with complex statistics. This brings out one of the main di erences between our study and the previous work of Rand and Wilson: for stationary and statistically stationary systems the two approaches are similar -the length scale is calculated using the global average density . But, for systems that exhibit nontrivial dynamics of average quantities at some scale, we use the theory of nonlinear prediction (see Casdagli (1989) ). The theory consists of a semi-heuristic approach based on treating neighbouring sites as independent random variables, and a more rigorous treatment, using the FKG (Fortuin-Kasteleyn-Ginibre) property that some coupled map lattices and probabilistic cellular automata possess (see Mezi c 1995). In particular, we show that our genetic selection model possesses the FKG property. In section 3 the models are introduced. The results of the application of the coherence length scale technique are presented and discussed in section 4. In section 5 we provide a connection between the length scale`c and modelling. This connection arises by observing that this length scale determines the size of almost independent boxes, and linking this to the hydrodynamic analysis of the type used by Durrett & Levin (1994b) . For this purpose, we perform uctuation analysis on the same system that Durrett and Levin used in their study: the spatially extended hawk-dove game. The paper ends with the discussion of results in section 6, and three mathematical appendices.
2 The uctuation analysis method 2.1 Systems with xation and statistical xation Let us rst introduce the de nitions for xation and statistical xation. Fixation means that, asymptotically in time, the system approaches a xed point. Di erent spatial structures of the asymptotic con guration can be achieved by starting from di erent initial conditions. Statistical xation means that, after transients, the system moves randomly through di erent con gurations, but each of these con gurations has statistically the same spatial structure. A more precise de nition is that, asymptotically in time, the distribution of a system converges to an invariant ergodic measure (see Appendix 1).
The identi cation of the coherence length scale,`c, can be approached by analysing the uctuations arising at di erent spatial scales. Our models are de ned on the lattice Z 2 , but all the theoretical considerations are valid for systems on Z d , as well.
To each site i 2 Z d we can assign a number x i = V (i) that denotes the state of the system at that site. V is a function V : Z d ! R or V : Z d ! Z. We are going to call x = fx i ; i 2 Z d g a con guration.
For any con guration x the spatial average A`(x), on a window of size`d, is:
Consider the long-term time average of A L , = lim
where L is the system size, and angled brackets denote long term averages. Assuming ergodicity of the process,
where is the invariant measure of the system (see Liggett (1985) ). Note that the ergodicity of the system does not necessarily mean the ergodicity of its invariant measure, as explained in Appendix 1. In the case of systems with more than one asymptotic limit (which depends on initial conditions), we either need to perform an average over all initial conditions, or else treat the di erent basins of attraction of the measure separately.
We analyze the uctuations of A`about for various window sizes`by investigating the scaling of the standard deviation E`,
When`is such that the windows are independent, it is reasonable to ask if the Because we assume spatial homogeneity v = var(x i ) is independent of i, we can deduce: 1
This implies that when X`is increasing the average covariance between a site and the rest of the window (a measure of aggregation) also increases with window size; the converse also holds. Thus if X`> X 1 the sites are aggregated at this scale as the value of the window lies further from the mean, on average, than a distribution of sites using the invariant measure predicts.
It is interesting to discuss these results in terms of renormalization theory. In particular, the change of X`as we increase`gives us some indication of how the system changes if we look at it at larger and larger scales. A typical example of a uctuation diagram shows X`increasing with`and then asymptoting to some constant value (see gure 2). This constant value indicates how much variance is left in the renormalized state of the system, where each big box of the size`is one site. For very large`the system is completely uncorrelated, i.e. the neighbouring boxes are independent, and lim`! 1 X`= c. For a system in which the neighbouring sites are completely independent, X`is a constant which does not depend on`. But for a system that looks the same at all scales, this should also be true. Thus we expect the uctuation analysis to suggest the cases in which the asymptotic state of the system has a self-similar structure on all scales. It is necessary to point out that this vague criterion is based only on analyzing the second moment of the renormalized distribution, and for a proper proof of self-similarity one would have to consider how the whole distribution changes as we increase the length scale (see e.g. Sinai (1976) ). But, one is typically faced with unsurmountable technical problems when trying to establish the self-similarity for complicated multi-species systems. In this sense the above heuristic discussion can be useful.
Systems with complex statistics
We now consider systems in which the behaviour of the averaged quantities in the nite window cannot be described as random uctuations around a global average. As we increase the size of the averaging window, such a system asymptotes to a state in which independent windows exhibit nontrivial dynamics { dynamics which are not just uctuations around the global average, but have a nontrivial deterministic component to them. As we increase the size of the measurement window even more, we start averaging over di erent, almost independent, dynamics. As these dynamics are not in phase, we get closer and closer to some global average . In short, globally the system exhibits average values constant in time, while on some intermediate scale`c the average values show nontrivial deterministic behaviour.
When dealing with this more complex behaviour, have proposed to consider the deviation from the in nite system average to identify the scale at which the dynamics occur, as done for the stationary and statistically stationary systems in the previous sections of this paper. We propose that an improvement in the identi cation of the intermediate scale`c can be obtained when we consider the details of the deterministic dynamics in the window. We assume that the dynamics in the window of the size`c can be approximated by the deterministic rule (t + ) = F( (t); (t ? ); :::; (t ? n )); (1) for some, integer, n. For the systems treated in previous section (t) = . We consider the uctuation
and check if it starts scaling as q 1=`d at the length scale`c, in accordance with the central limit theorem.
In the practical implementation of the method described above, we use prediction algorithms for time series as our function F (see Casdagli (1989) ). This prediction may require the values of several previous states and so we de ne B`(x(t)) = (A`(x(t)); A`(x(t ? )); : : : ; A`(x(t ? n ))) :
For each window size, assuming the dynamics have underlying determinism, it is possible to calculate a predictor function,F`using one of the standard techniques, for example radial basis functions (Casdagli (1989) ) or by comparison to past values.
F`(B`(x(t ? ))) A`(x(t))
The accuracy of the predicting function will increase with the size of the learning set (the set of B values used to calculate the function), and as this becomes large the uctuation will tend to the previous form.
The remainder of the calculation follows as before, nding the characteristic length scale by comparing X`with`. The assumption that there is an underlying deterministic system at the coherence length scale`c can be checked by comparing E`c
with:
which is the average distance between all predicted points and all actual points. If E`c E 0 then the dynamics closely follow the orbit predicted byF , otherwise either all the uctuations over the window are due to noise or the method of prediction has insu cient accuracy.
As pointed out above, this result is related to the length scale proposed by , with the exception that the reference average in the uctuation analysis done by these authors is the global average, and the averaging is performed over a nite time interval. Averaging for nite time T in our case, we obtain a result similar to 
; where c 0 (T) ! 0 as T ! 1 if the deterministic dynamics is chaotic.
Systems with FKG property
Note that the above derivations rely essentially on the fact that the analysed systems satisfy the conditions for the central limit theorem to hold. The central limit theorem would hold if we could treat the value at each site as an independent random variable. But, this is typically not true. What is true, most commonly, is that the correlations between sites decay exponentially fast; however, there are very simple models that are exceptions, e.g. the voter model in one dimension, described for example in Liggett (1985) . If the correlations decay su ciently fast, so that and the system has the so-called FKG property, Newman (1980) has shown that the central limit theorem is satis ed. In that case the discussion above becomes rigorous. The FKG property and its relevance to the length scale problem is examined in Appendix 2. The FKG inequalities (or the preservation of those) are typically easy to verify analytically for the types of systems that we study here. It is the decay of correlations and the convergence to an invariant measure that is typically hard to prove. (1 ? p i;j ) i;j + (1 ? p i;j )(1 ? i;j ) (2) where:
Nhd is the ve cell von Neumann neighbourhood and , and are respectively the tnesses of aa, aA and AA. This model is the spatial equivalent of standard simple genetic competition model with coupling between local sites. Equation (2) is simpli ed by dividing through by and setting: A = ? ; B = ? :
The condition A = B means that both homozygote genotype have equal tness, and so the system is symmetric with respect to switching a and A.
Plant competition model -a system with statistical xation
Competition between annual and perennial plants is modelled using a two dimensional coupled map lattice. Only a single plant may grow in each site of the lattice and the variable m i;j records the plant mass. The model is described in detail in This is an increasing function of P s , and for P s = 1 the seeds are randomly scattered over the whole grid. The perennials propagate vegetatively by ramets depending on the total mass in the four neighbouring cells. At the end of each year there is a small probability of perennial death. The perennial ramets are assumed to have complete competitive advantage over the annual seedlings at the reproduction stage (i.e. seeds from annuals are only able to grow in any cells that remain uncolonised). Thus the surviving perennials, new perennial ramets and the new annual seedlings together contribute to the initial conditions for the following year's growth, controlled by the given di erential equation.
For this system measurements are made at the end of each growing season, recording the mass and type of each plant.
Multi-species marine ecosystem -a system with complex statistics
This model is an arti cial ecology , where sea otters and urchins move over a background of kelp and micro-algae. The otters search for urchins which are a key food source; if it has recently fed (within the last 5 iterations), an otter may breed, but if it has been deprived of food for too long (over 30 iterations) it dies. The urchins can eat either kelp or microalgae, but will only resort to eating algae when there has been no kelp available for 9 iterations. Reproduction and death of urchins again depends upon when food was last consumed (reproduction only occurring within 2 iterations and death after 10 iterations since the last meal). Both algae and kelp grow over bare substrate, but the algae does so far faster; the probabilities for colonising an adjacent site are 0.2 and 0.01 respectively. Kelp however can invade areas covered by algae more rapidly than areas of bare substrate (with probability 0.05); hence algae is a good coloniser but kelp is the better competitor. Feeding occurs when two creatures occupy the same site; movement and growth are to the nearest four cells and otter can`sense' urchins from a distance of two cells and move towards them.
4 Results and discussion
Genetic model with heterozygote inferiority -a system with xation
The numerical simulations show that this system tends to a xed spatial pattern, which is highly dependent on the initial conditions. The transients are fairly rapid and after only 200 iterations convergence to the attractor has been achieved. The system was always started with uniformly-distributed random initial conditions;
however, if the initial conditions are biased or if A 6 = B then the size of the patches is similarly biased, or in extreme cases one allele may become extinct.
When the general spatial pattern of the system is examined for two widely different values (A = B = 0:1 and A = B = 100), it is seen that smaller parameter values give rise to larger structures and therefore a larger length scale ( gure 1).
When A = B = 0:1 there is only a slight advantage in being homozygote, and as might be expected the homogeneous patches are large and the boundaries between the regions are wide and di use. When A and B are increased to 100 there is a huge selective pressure towards being homozygote hence the boundaries become smaller (of the order of one site) and sharper. This in turn leads to smaller patches being stable so that the length scale is smaller. Although this qualitative result is immediate from observation, a more quantitative answer can be found using our technique.
As this is an equilibrium system, E`was averaged over several hundred simulations (as opposed to iterations) for improved numerical accuracy. Plotting X`against( gure 2) the coherence length is easily identi ed. For A = B = 0:1, the length scale is about 40 40 cells, whereas for A = B = 100 the scale has decreased to about 18 18 cells. The uctuation diagram shows an increase in X`before it settles to a constant, which indicates an increase in aggregation until`c, with the larger patches and therefore more aggregated distribution of the rst simulation producing higher values of X`.
It can be checked that this coupled map lattice satis es the conditions for FKG when A = B (see Appendix 3) and we have shown numerically that the correlation between two sites decays exponentially with their separation ( gure 2c). Together these two conditions are all that is necessary for the Central Limit Theorem to hold, hence our assumption that X`tends to a constant is justi ed. Figure 3 shows a typical plant distribution after 100 years for a 100 100 grid, for the case where perennial mortality is zero and P s = 0:7. The uctuation analysis was carried out over a 50 year period, allowing 50 years for transient behaviour. Plotting X`for two values of P s and separate communities of annuals and perennials ( gure 4), it is clear that the asymptotic t is not as close as in the previous example as the sample size is much smaller, and there are strong stochastic elements present in each season.
Plant competition model -a system with statistical xation
For gure 4a P s = 0:7 and hence the seeds tend to be scattered over a fairly large distance, approximately 11 cells. For gure 4b P s has been reduced to 0:3 and this in turn reduces the scattering distance to less than 1 cell. Both simulations display a similar coherence length scale of approximately 130, but whereas for the genetic model X`was monotonic, for this system the behaviour is more complex. There is strong aggregation for windows of less than 100 cells, but above 130 cells X`returns close to the value of X 1 . This means that we should observe large patchy behaviour in windows of around 50-100 cells but at larger sizes there is a regularity about the distribution of patches which reduces X`. It can be seen that in gure 4a the greater dispersal of the annuals leads to a more even distribution of this species which in turn produces smaller uctuations than are observed in gure 4b.
Figures 4c and d are for communities composed solely of annuals and perennials respectively. Perennials are less aggregated than annuals at the larger scales. Perennials propagate by ramets and due to this localised spread are subject to intense intraspeci c competition. This leads to very little aggregation with disaggregation predominating at lengths above 40 cells. Annuals on the other hand spread over a larger area experiencing less competition and therefore demonstrating higher levels of aggregation.
This example not only demonstrates that the length scales technique agrees with our intuitions about the degree of aggregation, but that the shape of the X`curve can tell us a great deal about the spatial patterns.
Multi-species marine ecosystem -a system with complex statistics
In Figure 5 we show a snapshot of the state of the system. The dynamics of this system are in constant ux, with the numbers of otters, urchins, kelp and algae and the statistical structure of the spatial patterns continually varying, in the sense of Appendix 1. Because of this, as discussed in section 2, in our calculation of the uctuation at each window size, we need to utilize nonlinear prediction methodsthe value of A`at the next iteration has to be predicted. Figure 6 shows the uctuations at window sizes from 1 to 150 cells; the critical length scale is around 95 cells, where the prediction error is around one percent. Figure 7a shows the dynamics at the coherence length`c by plotting the number of urchins at times t and t + 30. If the uctuation is simply calculated with respect to the temporal mean, as opposed to the predicted value (as for xation systems), the length scale is much larger -more than 150 cells. This is because an average over more cells is necessary to reach the limiting behaviour of random uctuations about a mean value. Figure 7b shows the rst 10 eigenvalues obtained using Singular Value Decomposition (SVD) analysis. SVD analysis gives us an independent method to check that our length scale is the size at which the deterministic portion of the dynamics is maximal compared to the noise. The results for grids of size 95 and 150 cells should be compared. It is clear that the rst two eigenvalues are maximal at or close tò c , demonstrating that at this scale the dynamics are closest to being given by a deterministic two dimensional system. This gives the evidence that what we are observing is deterministic behaviour and that at`c the ratio of noise to the amplitude of the deterministic dynamics in minimised.
Fluctuation analysis and modelling
In each of the examples considered we have identi ed a distinguished length scale`c. But, how can this observation help us when we are presented with a task of modelling of a particular ecosystem? We will indicate numerically that the coherence length scale is associated with the hydrodynamic limit.
In an illuminating recent paper, Durrett and Levin (1994b) have described and compared di erent ways of modelling ecosystems. The particular system Durrett and Levin have studied is the spatially-extended hawk-dove model. In this model, the interaction of two species is represented by the game matrix
We shall restrict the discussion here on the interacting particle system model based on the above game matrix, with an addition of rapid di usion at the di usion rate , and death due to crowding at rate ( N(u + v) ; (4) and N is the number of points in the neighbourhood. The dynamical system obtained from (??) by putting the spatial derivatives to zero seems to have a globally attracting xed point, with all of the trajectories spiralling towards that point (see gure 9a). Of course, if u; v are the densities of hawks and doves at that xed point, the reaction-di usion equation (??) admits a spatially uniform steady solution given by these densities. Durrett and Levin (1994b) conjecture that such a solution is stable.
Note that in most real systems one cannot take the limit of the in nite system size. Thus arises the necessity of modelling at an intermediate scale characterized bỳ c . For simple models, it is possible to show that, associated with nite size of the window, and in the limit where the size of the window goes to in nity, the hydrodynamic uctuations converge to a Gaussian eld (see e.g. Spohn (1991) . Taking In this regime, the trajectory of a stochastic system will follow the associated nonstochastic trajectory having the same initial condition. In gure 9b we present the result of the simulation of the interacting particle system averaged over a window of size`c. It seems that, for this simulation, the trajectories of the dynamical system associated with (??) really serve as a \template", so that the dynamics can be described as random jumping between its trajectories.
Conclusions
In this paper we have discussed the problem of determining the \right" length scale for the observation of spatially extended problems in ecology. Our approach relies on averaging: we average the data obtained from the dynamics of the system over domains (\boxes") of di erent sizes. When the box size is equal to one cell of the system observed, and the system is probabilistic or deterministic but chaotic, we expect the data-vs.-time plot to have stochastic features. In the case when we take the averaging box to be the whole system, and the system is large, the datavs.-time plot is a at line (after transients). The question of whether there is a spatial scale`c such that there is interesting dynamics in the data-vs.-time plot for data averaged over a box of size`c was tackled in . The answer depends both on the size and the nature of the system. For example, if the system has statistics that is too simple (systems with statistical xation), there is no length-scale that has interesting dynamics. But, we have shown that even in that case (and in the, even simpler, case of systems with xation) interesting biological conclusions can be drawn from the uctuation diagram. For example, the issues of aggregation and disaggregation have been shown to correspond to increases and decreases, respectively, in the graph of the uctuation X`as a function of the box size `. In the case when the answer to the question of the existence of a lenth scale with interesting dynamics is positive we have proposed an approach that takes account of the nontrivial deterministic dynamics. We identify the appropriate length-scale by using nonlinear prediction methods for average values of the data, rather than using the global average.
In the cases when a new method for data analysis, based on the assumptions on the statistical nature of the system is presented, it is useful to identify the cases in which the proposed approach can be rigorously justi ed. We have pointed out that in the case when the invariant measure of the system possesses the so-called FKG property and a fast decay of correlations, the assumption on the asymptotic behaviour of uctuations is justi ed. Strictly speaking, the procedure for justifying our assumption on the scaling of the uctuations when the size of the box is big is:
1. Establish the existence of the invariant measure to which any initial measure is converging. 2. Establish the preservation of FKG property under the dynamics (see Appendix 2). 3. Establish the decay of correlations for the invariant measure.
To establish the preservation of FKG inequalities under the dynamics of the system is typically straightforward. On the other hand, the fast decay of correlations and the existence of the invariant measure are di cult to prove. But, the fact that the dynamics preserves FKG inequalities can serve as a sign that the scaling of the uctuations is as required.The fast decay of correlations can be established numerically. For example, the dynamics of the genetic selection model preserves the FKG inequalities, and we have shown only numerically that the correlations of the asymptotic state ( xed point of the system) decay quickly.
It should be pointed out that the existence of 1=`d =2 scaling of the uctuations for large`is not the necessary requirement for our analysis to work. In particular, the system can exhibit the scaling of uctuations of the 1=` type, with 6 = d=2. In that case, the length scale`c can be identi ed as the scale at which the scaling regime is attained. Such a scaling is related to limiting distributions that are di erent from Gaussian -the so-called stable distributions (see e.g. Ibragimov and Linnik (1971) ).
We have commented in section 5 on the relationship between the hydrodynamic equations for the hawk-dove system and the dynamics on the identi ed coherence length scale`c. We have shown numerically that the simulated trajectory of the system follows approximatelly the trajectory obtained from the hydrodynamic limit. More work is necessary to put this observation on rigorous footing. For example, the variance of the noise could be derived from the second moment of the local Poissonian distributions assumed by Durrett and Levin (1994b) and a stochastic partial di erential equation for the evolution of the densities derived. Even then, the derivation would be heuristic, just as the original derivation in Durrett and Levin's (1994b) paper, due to the complexity of the underlying mathematical apparatus. To appreciate this complexity and get the information on the methods and problems arising in the derivation of the hydrodynamic limits and the analysis of stochastic partial di erential equations the reader can consult Spohn (1991) , De Masi and Presutti (1991), Mueller and Tribe (1995, 1996) and Tribe (1995) .
The applicability of the method of uctuation analysis to the analysis of dynamical (i.e. time-varying) data obtained from remote sensing is apparent. Of course, whether interesting results are to be obtained depends on the size of the sample, as well as on the dynamics of the observables. In particular, the system size might be too small to ever achieve the required scaling limit. In that case we can say that the data has predominantly stochastic quality. On the other hand, if the size of the sample is large enough so that the limit in question is attained, the appropriate length scale can be identi ed and deterministic dynamics uncovered.
Appendix 1: Spatial statistics and invariant measures
Spatially extended systems de ned on Z d can exhibit a variety of asymptotic (in time) behavior. The simplest of these is convergence to a xed point of a system, i.e. to a con guration that is invariant under the dynamics of the system. This is an example of a deterministic asymptotic behaviour of a system. Depending on di erent initial conditions, a system may tend to di erent xed points. Both deterministic systems (e.g. the genetic coupled map lattice that we have studied) and stochastic systems(e.g. the voter model in one dimension and the contact process) can possess such a behaviour. We call these types of models systems with xation. We shall not discuss more complex asymptotically deterministic behavior such as the limit cycles or strange attractors, as we do not analyze any systems that exhibit those.
If the rules of the process are stochastic, in the in nite time limit the motion of the system can, of course, still be stochastic. In this case, if the initial distribution is given, the distribution of the system may converge to an invariant measure . Based on the properties of this invariant measure we shall distinguish between two types of systems. In particular, suppose that this invariant measure is ergodic with respect to the shift transformation de ned by If the distribution of a system with asymptotically stochastic behaviour converges to an invariant measure which is nonergodic, we call such a model a system with complex statistical structure.
Appendix 2: FKG inequalities
We have mentioned that we can assign a number x i to each site i determining the state of the system at that site (e.g. 0 =empty site, 1 =populated site). We can also order the states. For example, we can assign 0 > 1 (note that 0 and 1 are only convenient names here, rather than numbers). In general, we might be able to assign an order on the state space S that x i 's belong to. Now we can de ne that a con guration x = fx i ; i 2 Z d g is larger than another con guration y = fy i ; i 2 Z d g if x i > y i for every i. This introduces only a partial order on the space of all con gurations A, as there are pairs of con gurations that are not ordered (one con guration being bigger on some sites, the other con guration being bigger on The easiest way to show that an invariant measure for a coupled map lattice or a probabilistic cellular automaton satis es the FKG inequalities is to show that it preserves the FKG property of measures at every time step. A su cient condition that this holds (see Mezi c (1995)) is the monotonicity of the system. Monotonicity means that if f is an increasing function, than the expectation (E) x f of f when the system is started from a particular con guration x is an increasing function, too. In contrast with expectations from the complexity of the above de nitions, the monotonicity property is checked quite easily and directly from the local rules of the system (Mezi c (1995)). For example, in the case of a coupled map lattice de ned by 
