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1. INTRODUCTION 
In a previous paper [3] a discrete time stochastic growth process for human 
populations taking into account age, sex, and marital status was introduced. 
All single persons were classified according to their age and sex and married 
persons were classified according to the type (x, y, a) of couple to which 
they belonged, with x denoting the age of the wife, y the age of the husband, 
and z the number of time units they have been married at time t. Three 
mean functions of basic importance to the mathematical analysis of the model 
are M,(t, x), M,(t, y), and M(t, X, y, z), the mean numbers of single females 
of age X, single males of age y, and couples of type (x, y, z) at time t. By 
taking into account that the basic random functions of the process changed 
because of mortality, marriage, the dissolution of couples, and reproduction, 
equations for the mean functions were derived. In fact, by linearizing non- 
linear terms arising from the marital process around the initial values of the 
random functions, it was shown that the mean functions Mf(t, x), &&(t, y), 
and M(t, X, y, z) satisfied the following system of equations: 
W(t, 4 = gAt, x) + c M(t - 1 - x, 6 j, 4 ~(6 j, 4 p 
i,i.k 
- i Mf(t - Y, x - v) Uf(X - v) 
“=l 
m,,dt,y) = g,(t, Y) + 1 Wt - 1 - Y, Cj, k) &ii 4 4 
(1.1) 
(l-2) 
+c C1M(t--,j,y--,k)p,(j,y--,k) 
v=l j,k 
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kqt, X, y, Z) = g(t, X, y, 4 + f CM& - 1 - 4) .rrj(j) 
j=q 
+ Mm(t - I - z,j)77,(j))P(x - 1 - hy - 1 - z> (1.3) 
- lil wt - v, x - v, y - v, z - v) n-(x - v, y - v, z - v). 
Detailed definitions of the coefficients of the mean functions in the right- 
hand sides of Eqs. (l.l), (1.2), and (1.3) were given in a previous paper and 
for present purposes it will be sufficient to recall that p(., ., .), p, 4, p,(., ., .), 
pJ ., ., ,), TV, nnl( .), p(., .) are nonnegative constants, Us and a,(.) are 
any real numbers, and x0 is the lowest marriageable age. The functions 
g,(., .I, g,(., .I, and A., .3 .) contain the initial values of the process as well 
as expected values of non-linear terms in the random functions of the process 
but the details need not concern us here. 
Equations (l.l), (1.2), and (1.3) are actually a system of renewal type 
equations with constant coefficients, and because x, y  = 0, l,..., Y, the 
greatest possible age, the system will be finite. Let the mean functions 
Mj(t, x), Mm(t, y), and M(t, x, y, z) be arranged in a definite order, let x(t) 
be a finite column vector of mean functions, and let g(t) be a column vector 
whose elements are the functions gf(t, .), g,(t, .), and g(t, ., ‘, .) arranged in 
the same order. Then because r is the greatest possible age there are square 
matrices a(v) and some integer h such that Eqs. (I.]), (1.2), and (1.3) may be 
written in the compact form 
x(t) = g(t) + $ a(v)x(t - v). 
v=l 
(1.4) 
The behavior of the process may be analyzed in terms of solutions to 
Eq. (1.4) and to determine the general solution of this equation we introduce 
the generating function 
m 
X(s) = c x(t) St. 
t=o 
To be useful the vector series in (1.5) must converge in some circle of the 
complex plain containing the origin, and to find sufficient conditions for the 
convergence of (1.5) we introduce the following vector and matrix norms. 
For any finite vector x with elements xi put 11 x 11 = maxi 1 xi ) and for any 
finite matrix a = (aij) put 11 a I/ = maxi Cj ( uij j . Then from (1.4) it follows 
that for any large integer N we have 
(1 - 4)) 5 II x(t)ll I s It < 5 II &>ll I s It, (1-6) 
t=o t=o 
409/46/1-13 
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where 
Choose a number s,, > 0 such that b(s,) < 1. Then, if for some p < s,, the 
series 
converges in the circle C = [s: 1 s 1 < p], it follows from (1.6) that the series 
in (1.5) converges for all s E C. 
Put 
G(s) = f  g(t) st and A(s) = i a(v) sy. (1.8) 
t=0 v=l 
Then for s E C we find by passing to generating functions 
X(s) = (I - A(s))-l G(s) 
in (1.4) that 
(1.9) 
for those values of s E C such that the inverse (I - A(s))-l exists, where I is 
an identity matrix. Let H(s) be the adjoint of the matrix I - A(s) and let 
d(s) = det(1 - A(s)) be its determinant. Then 
(1.10) 
The roots of the determinantal equation A(s) = 0 play an important role in 
finding the solution of Eq. (1.4) and suppose this equation has d distinct 
roots si ,..., sd with s, having multiplicity m, , 1 < v  < d. Then by a standard 
partial fraction decomposition of (1.10) it follows that there are column 
vectors c,i ,..., c,, and complex numbers 01, defined by exp(ol,) = l/s” , 
1 < v  ,< d, such that 
x(t) = i (c,, + c,,t + **. + C,,p--l) et (1.11) 
"=l 
for all t = 0, 1, 2 ,.... 
For the case the matrix A(s) is irreducible equation (1.11) differs from the 
corresponding equations for the mean functions of a multitype agedependent 
branching process in an important way. In an irreducible multitype age- 
dependent branching process the elements of the matrix A(s) are nonnegative 
for all s > 0 which implies the existence of a real number 01 = a1 , say, such 
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that m1 = 1 and Re(zV) < 01 for 2 < v  < d (see Mode, [2], p. 126). The 
process is said to be supercritical, critical, or subcritical according as 01 > 0, 
a: = 0, or 01 < 0. In the population process under consideration, however, 
the elements of the matrix A(s) are no longer nonnegative for all s > 0 so 
that the simple trichotomy used in studying branching processes no longer 
applies. Indeed if d is even all the numbers a1 ,..., ad may be complex. There- 
fore, new problems arise in the class of population processes under considera- 
tion and as an initial step toward studying these problems it will be necessary 
to have a systematic method for enumerating the matrix A(s) and finding the 
determinant d(s). The purpose of this paper is, accordingly, to present a 
systematic method for reaching these goals. 
The substantive parts of the paper are divided into five sections. In Sec- 
tion 2 the set S of couple types (x, y, x) is described in detail, and in Section 3 
the matrix A(s) is enumerated. Section 4 is devoted to a method of finding 
the determinant d(s) in terms of basic polynomials, and in Section 5 a method 
for computing the coefficients in the basic polynomials is presented. In 
Section 6 a set of polynomials which are in a sense companions to the basic 
polynomial are derived, and the paper concludes by expressing d(s) in terms 
of the basic polynomials and their companions. 
2. THE SET OF COUPLE TYPES 
In order to get a firm hold on Eqs. (1. l), (1.2), and (I .3) it will be necessary 
to present a precise description of the set S of all couple types (x, y, z). 
It will be supposed that x1 is the lowest possible age a person of either sex 
may be a member of a couple, and if we use the convention that a person 
may not become a member of a couple until one time unit after he reaches 
the lowest mariageable age, then X, = x,, + 1. A marriage is said to be of 
type (x, y) if the age of the bride is x and that of the groom is y  
with x,y = x1, x1 + l,..., Y. The symbol (x,y, 0) will stand for a new 
couple of marriage type (x, y). Because r is supposed to be the greatest 
possible age of either sex, a new couple of type (x, y, 0) may experience at 
most Y - c anniversaries, where c = max(x, y). A convenient and useful way 
of describing the set S is to classify couples according to marriage types 
(x,y). Thus if we put 
then 
S(x, y) = [(x + v, y  + v, v): v  = 0, I)..., r - c], (2.1) 
s = tJ S(X,Y), (2.2) 
Z,Y 
where the union runs over all marriage types (x, y). 
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A question of practical importance is how many elements are contained 
in the set S, and in this connection we have: 
THEOREM 2.1. Put n = r - x1 - 1 and let N be the number of elements 
in the set S. Then 
N=(n+1)3+(n+2)2- 
n(n + 1)(4n + 5) 
6 (2.3) 
Proof. Because x andy may be chosen from the numbers x1 , x1 + l,..., Y, 
there are (n + 2)2 symbols of the form (x, y, 0). I f  max(x, y) = c = x1 + V, 
then a new couple of type (x, y, 0) may experience at most r - (x1 + V) 
anniversaries, where v  = 0, 1, 2 ,..., n. But for every fixed v  there are 2v + 1 
symbols (x, y, 0) such that c = x1 + v. Therefore, 
N = 2 (2v + 1) (r - (x1 + v) + (n + 2)2. (2.4) 
“=O 
To complete the proof observe that (2.4) may be reduced to (2.3) by applying 
the well-known formulas 
n(n + 1) 
I +2+*.*+n= 2 
and P-5) 
1 +4+.*.+n2= n(n + 1) (2n + 1) 
6 ’ 
Q.E.D. 
An important consideration in the analysis of Eqs. (l.l), (1.2) and (1.3) is 
the judicious choice of an ordering of the elements of the set S. The ordering 
of the elements of S should be chosen in such a way that the coefficient 
matrix A(s) is brought into its simplest form. It turns out that if we place the 
elements of S(x, y) in the order, 
<%Y, 0) <x + 1, Y + 1, l),..., <x + c,y + c, c>, 
and order the sets S(x, y) in lexicographical order, then a large submatrix 
A,,(s) of A(s) associated with the functions M(t, x, y, z) will be brought into a 
convenient quasidiagonal form. From now on the elements of the set S will 
be so ordered and the symbols n and N will have the meaning given them in 
Theorem 2.1. 
3. THE MATRIX A(s) 
The purpose of this section is to give a complete description of the matrix 
A(s) in (1.8) in terms of the constant coefficients appearing in the right-hand 
sides of Eq. (l.l), (I .2), and (1.3). The form of the matrix A(s) will depend 
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on the ordering of the functions Mj(t, x), MJt, y), and M(t, X, y, .z) in the 
2(r + 1) + N dimensional column vector x(t), and from now on the elements 
of A(s) will be ordered as follows. Place the functions Mf(t, x), x = 0, 1,2,..., r, 
in the first r + 1 positions, the functions M,(t, y), y = 0, I,2 ,..., Y, in the 
next r + 1 positions, and the functions M(t, X, y, z) with (x, y, x) E S in 
the remaining N positions in the order described in Section 2. Then from an 
inspection of (l.l), (1.2), and (I .3) it follows that the square matrix A(s) of 
order ‘2(~ + 1) + N may be represented in the partitioned form 
7 (3-l) 
where A,,(s), A,,(s), and 0 are (Y + 1) x (r + 1) matrices, A,,(s) and A,,(s) 
are (Y + 1) x N matrices, A,,(s) and A,,(s) are N x (T + 1) matrices, and 
A,,(s) is a N x N matrix. 
An approach to finding the matrix A(s) would be that of enumerating the 
matrices a(v), Y = 1, 2 ,..., h, in (1.4), but this rather onerous task may be 
avoided by passing to generating functions in (1.1), (1.2), and (1.3) and 
reading off the elements of A(s) directly Fix s E C. Then from an inspection 
of Eq. (I. 1) it may be seen that the matrix A,,(s) will be determined by the 
term 
- g1 Mf(t - 
v, x - v) Uf(X - v), (3.2) 
and because Mf(t, X) is zero outside the set [(t, x}: t = 0, l,..., x = 0 ,..., r] 
and Us = 0 if v < 0 or v > Y, the term in (3.2) may be written in the form 
- f  Mf(t - v, x - v) u,(x - v), 
"=l 
(3.3) 
where the sum is zero if x = 0. 
Put 
Mf*(s, x) = f n/ll(t, x) St. (3.4) 
60 
Then by passing to generating functions, it follows that (3.3) is transformed 
into 
- g Mf*(s, x - v) Uf(X - v) S”. (3.5) 
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The rows of the matrix -A,,(s) may be read off from (3.5) directly by letting 
x = 0, 1, 2 ,...) Y. Thus we see that 
--Ads) = 
0 0 0 . . . 0 0’ 
%(O> s 0 0 . . . 0 0 
a,(O) s2 a,(l) s 0 . . . 0 0 
. . . 
. . . 
. . . 
.af (0) sr czf(l)Pl 42)s’~2 ‘.a Uf(T - 1)s 0 1. (3.6) 
From Eq. (1.2) it follows that the matrix A,,(s) will be of the same lower 
triangular form, with uf( .) being replaced by a,( .) throughout. 
From an inspection of (1 .l) it follows that the coefficient matrix A,,(s) 
is generated by the terms 
and 
v’, x - “, i, k) Pf(X - “Ii, 4. (3.8) 
The rows and columns of the matrix Ala(s) are indexed, respectively, by the 
elements of the sets [0, I,..., X] and S. Moreover, if we let Jra(s) and K,,(s) 
be the matrices generated by the terms (3.7) and (3.8) after passing to gene- 
rating functions, then 
Ad4 = J&) + %W (3.9) 
Put 
M*(s, 3, Y, 4 = f M(y, x, Y, 4 st (3.10) 
t=o 
for s E C. Then (3.7) is transformed into 
,;, M*(s, i, j, 4 Ai, j, k) w+l (3.11) 
by passing to generating functions. The rows of the matrix Jra(s) may be 
generated by letting x = 0, l,..., r and reading off the coefficients in the sum 
in (3.11). Thus, if we let p be a 1 x N row vector with elements p(i,j, k), 
(i, j, k) E S, then 
(3.12) 
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For purposes of analysis, however, it will be more useful to cast (3.12) in an 
alternative form. To this end define a N x N diagonal matrix 
D(P) = dia&(C j, 3, Gi, k) E S>, (3.13) 
a (r + 1) x (r + 1) diagonal matrix H(s) by 
H(s) = diag(s, s2 ,..., sr+l), (3.14) 
and let E be a N x (r + 1) matrix consisting of all ones. Then from (3.12) 
it follows that 
J&4 = H-W E’DW, (3.15) 
where E’ is the transpose of E. 
The matrix Kia(s) is unifortunately of a more complicated form and to 
enumerate it let T = [0, I,... 1, put M(t, X, y, a) = 0 for all points (t, x, y, a) 
outside the product set T x S, and put p,(x, y, z) = 0 outside the set S. 
Then (3.8) may be written in the form 
il 2 wt - y, x: - %i, k)p,(x - ?j, k), 
(3.16) 
and by fixing s E C and passing to generating functions (3.16) is transformed 
into 
El ;, M*(s, * - v, j> 4 PAX - %i> 4 sy. (3.17) 
It will be observed that this expression is nonzero only for x = xi + I,..., Y. 
To gain insight into the structure of the matrix K,,(s) it will be helpful to 
partition the columns according to sets in the disjoint union (2.2). Let 
K&x, y, s) be a matrix with rows indexed by the set [O,..., r], columns indexed 
by the set S(x, y) and arrange these sets in lexicographical order. Then the 
matrix K,,(s) may be represented in the partitioned form 
K,,(s) = [K&l , *, 9 4 i a.- ! K&, 7, $1. (3.18) 
The matrix Kia(x, y, s) in turn may be represented in the partitioned form 
0 K&,Y, 4 = [ 1 .a+ I-M, Y> 4 ’ (3.19) 
where 0 is a zero matrix with rows indexed by the elements 0, I, 2,..., x0, and 
Hra(x, y, s) is a matrix with rows indexed by xi ,..., r. A detailed inspection 
of (3.16) shows that the columns of H(x, y, s) may be constructed as follows. 
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For the column corresponding to the index (X + k, y + k, k) E S(x, y) 
place zeros in the row indices corresponding to the set [xi ,..., x + k] and for 
the row indices corresponding to the set [X + k + l,..., Y] place the elements 
pr(x + k, y + k, k) S, p,(x + k, y + k, k) s2 ,.... For example, the matrix 
%3(x1 , x1 , s) is given by 
0 . . . 
0 . . . 
Pf(X1 + 1. Xl + 1, 1) s -*. 
. . . 
. . . 
. . . 
Pf(% + 1, x1 + 1, 1) 9” ..- p,(r 
The matrix H13(r - 1, r - 2, s) is given by 
with the columns being indexed by the set 
(3.20) 
(3.21) 
Finally Hl,(y, r, S) is a zero matrix. It should also be noted that the matrices 
H13(x, y, S) are, in a sense, lower triangular. 
An inspection of Eq. (1.2) shows that the matrix A22(~) will also be of the 
form 
A244 = J2&) + K2&)9 (3.22) 
where 
J2&) = 8W) K’W), (3.23) 
and the matrix K,,(s) is constructed as follows. Let H,,(x, y, s) be the matrix 
in the partitioned form of K23(s) analogous to that described for K,,(s) in 
(3.19). Then, because the roles of x - v and y - Y are interchanged in the 
symbols pf(x - Y, j, k) and pm( j, y  - V, k), it follows that if Q is an operation 
that transforms every pf( ., ., .) in the matrix H,,( ., ., S) into the corresponding 
symbol PA., ., .), then H,&, Y, 4 = Q%(Y, x, 4. 
The matrices A,,(s) and A,,(s) with rows indexed by the set S and columns 
indexed by the set [0, l,..., r] are generated by the middle term in the right- 
hand side of Eq. (1.3). A passage to generating functions yields the term 
i (~~*(s,j) rrf(j) + afm*(s,j) n-,(j)) /3(x - 1 - z, Y - 1 - 2) s”+l, (3.24) 
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for s E C. From an inspection of Eq. (3.24) it follows that the matrices A,(s) 
and AJs) may be expressed in terms of the following matrices. For each 
marriage type (x, y), x, y = x1 ,..., r, define the diagonal matrix D(x, y, s) by 
D(x, y, s) = @(LX - 1, y - 1) diag(s”+l, v = 0, I ,..., Y  - max(x, y)) 
=P(x- 1,~ - ~)F(x,Y,s), 
(3.25) 
and then form the quasi-diagonal matrix 
D(s) = diag(D(x, , X, , s) ,..., D(Y, y, s)). (3.26) 
with the matrices on the diagonal being arranged in lexicographical order. 
Next define the (Y + I) x (r + I) diagonal matrices D(f) and D(m) by 
D(f) = diag(O, O,..., 0, ~f(xJ,..., DAY)) 
and (3.27) 
D(m) = diag(O, 0 ,..., 0, rr,(x,) ,.,., rm(u)). 
Then it follows that 
A&) = D(s) ED(f) and A&) = D(s) EDW, (3.28) 
where E is the N x (r + 1) matrix of ones defined above. 
The last task is to describe the matrix A&s) which is generated by the last 
term on the right in Eq. (1.3). By putting M(t, x, y, x) and ~(x, y, a) equal 
to zero outside the sets T x S and S, respectively, this term may be written 
in the form 
- Ii1 wt - v, x - v, y - “, z - v) ?r(x - v,y - v, .z - Y), (3.29) 
and a passage to generating functions yields the expression 
- z1 M*(s, x - v, y - v, z - v) 77(X - v, y - v, .z - v) S” (3.30) 
for s E C. Both the rows and columns of the matrix A,,(s) are indexed by 
the elements of the set S and with each subset S(x, y) we associate a square 
matrix A,,(%, y, s) defined as follows. In the column corresponding to the 
index (x + K, y + k, k) place zeros in the rows corresponding to the indices 
(x + V, y + Y, v) for v = 0, l,..., K and for v > K place the elements 
-+x + K, y + k, k) s, -V(X + k, y + K, k) s2 ,.... For example, the 3 x 3 
matrix A&Y - 2, Y  - 2, s) corresponding to the set 
S(Y - s, Y  - 2) = [(Y - 2, Y  - 2, O), (Y - 1, Y  - 1, I), (Y, Y,  2)] (3.31) 
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is given by 
0 0 
-A& - 2, r - 2, s) = 0 . 
7+- - 1, Y  - 1, 1)s 
0 I 
0 
(3.32) 
By arranging the matrices A&x, y, S) in lexicographical order and letting 
(x, y, z) vary over S, it may be seen from (3.29) that the matrix A&s) takes 
the simplified quasidiagonal form mentioned earlier; namely 
A&) = d&AM~~ , x1 , s ,..., A&-, 7, 4). (3.33) 
It is of interest to note that the matrix A&x, y, S) is of lower triangular form 
for every (x, y), a property that will play an important role in the sequel. 
4. THE EVALUATION OF THE DETERMINANT d(s) IN 
TERMS OF BASIC POLYNOMIALS 
We seek the determinant of the matrix B(s) = I - A(s) and from (3.1) 
it follows that B(s) may be represented In the partitioned form 
[ 
B,,(s) 0 %(4 
B(s) = 0 Us) B,,(s) 
B,,(s) %4s) B,,(s) 1 
, (4.1) 
where 
B,,(s) = 1 - Ads), B,,(s) = --A&, B,,(s) = 1 - Azz(s), 
J&(s) = --A&h Bsds) = --A& 
B,,(s) = --A&, and B,,(s) = 1 - Ass(s). 
Throughout the remainder of the paper the symbol I will stand for an identity 
matrix of varying dimensions, depending on the context in which it is used. 
An important property of the matrix B(s) in (4.1) is that all the matrices on 
the principal diagonal are of a lower triangular form with ones on their 
principal diagonals. Therefore, their determinants are equal to one for all s. 
Because det B,,(s) = 1 for all s, it follows that B;:(s) exists for all s and 
this property allows us to reduce the problem of finding the determinant of 
the matrix B(s) to that of finding the determinant of a matrix of much smaller 
order by the following operations: 
(i) Multiply column 3 in the matrix (4.1) on the right by -B&S) B,,(s) 
and add it to column 2. 
(ii) Multiply column 3 in the matrix (4.1) on the right by -B;,(S) B,,(s) 
and add it to column 1. 
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Then, if we define the (Y + 1) x (I + 1) matrices L,,(s), L,(S), and L,(s) by 
L,(S) = H(s) E’D(p) B;;(s) D(s) E 
L,(s) = K,,(s) B&) D(s) E 
L,(s) = K,,(s) &ii%) D(s) E> 
and put 
T,(s) = W&) + L&)1 D(f) 
T,(s) = W&) + J&)1 D(m) 
T,(s) = kL&) + L&)1 D(f) 
Tds) = k&(s) + L,(s)1 DW> 
the matrix B(s) is transformed into the simplified form 
[ 
Cl(S) C,(s) 
0 3 W4 ’ 
where 
‘l(‘) = [ 
B,,(s) - TICS) --T,(s) 
-T3(s) B,,(s) - T4 1 ’ 
(4.2) 
(4.3) 
(4.4) 
(4.5) 
(4.6) 
and 0 is a N x (2(r + I)) zero matrix. The determinant, of the matrix B(s) 
is unchanged by these operations [ 1. p. 451. Therefore, because det B&s) = I 
for all s, it follows from (4.4) that 
for all s. 
det B(s) = det C,(s) (4.7) 
The determinant of the matrix Cl(s) may be evaluated in a relatively simple 
way because the matrix 
(4.8) 
has the property that all its column vectors are scalar multiples of a fixed 
vector. To see this observe that because all elements in the matrix E are 
equal to one, the matrix E’D(p) B&s) D(s) E is a (r + 1) x (r + 1) matrix 
with elements equal to the polynomial 
f&) = I D(P) J&i(s) WI (4.9) 
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where the bars stand for the sum of all elements in the matrix. Therefore, 
if we define a row vector by 
f’(s) = (sfo(s), %(+., sT+tfo(s)), (4.10) 
it follows from (4.2) that all column vectors of L,(s) are equal to the column 
vector f(s) so that the matrix L,(s) may be represented in the partitioned form 
L,(s) = [f(s) ; f(s) ; ... ; f(s)]. (4.11) 
Similarly, from (4.2) we see that the matrix E in L,(s) and L,(s) has the 
effect of summing row elements so if we let fr(x, s) and fa(x, s) be the poly- 
nomials generated by summing the rows indexed by x = x1 + I,..., r in the 
matrices K,,(s) B&31(~) D(s) and Kaa(~) B&S) D(s) respectively and define the 
row vectors 
fl’(S) = (0 ,... 9 Wl(% + 1, S),...,h(~, s)) 
$2’(s) = (0 ,... 1 w&l + 11 s),...J&-, s)), 
(4.12) 
then the matrices L,(s) and L2(s) may be partitioned by columns and repre- 
sented in the forms 
and 
L,(s) = [f,(s) ; f,(s) i ‘.. i f,(s)] 
(4.13) 
L,(s) = [fa(s) : f,(s) ; ... fa(s)]. 
Next define polynomials by putting 
g(x, 4 = Psz+1”fo~4 
h(x, s) = p+‘fo(s) 
for x = 0, 1, 2 ,..., x1 , and 
g(x, s) = psZ+%(s) + flh s) 
&G 4 = !zsz+%(4 + &2(x, s> 
for x = x1 + l,..., r. Then by defining the row vectors 
(4.14) 
(4.15) 
we see that 
g’(s) = (g(0, s),-,g(~, 4) 
h’(s) = (h(0, s) ,... > h(r, s)), 
(4.16) 
PW) + L,(s) = MS> : g(s) ! . . . ! &)I 
gL,(s) + L,(s) = [h(s) : h(s) i ... ! h(s)], 
(4.17) 
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where the partitioning is by columns. Finally, from (4.3) and (4.17) it follows 
that the matrices Tk(s), R = I, 2, 3,4, may be partitioned by columns and 
represented in the forms 
T,(s) = [0 i ... ; 0 ; n&v,,) g(s) ; ... i am g(s)] 
T,(s) = [0 ; .*. ! 0 ! %kl) g(s) ! ... ! GL(~> &)I 
T&) = [0 ; ... i 0 ; ~&J h(s) ; *.. i n&) g(s)] 
T&) = [0 ; ... ; 0 ; n&s) h(s) ; ... i q&) h(s)]. 
(4.18) 
The basic idea underlying the calculation of the determinant of the matrix 
C,(S) defined in (4.5) is to reduce it to a lower triangular form by elementary 
column operations so that the determinant may be calculated by taking the 
product of the elements on the principal diagonal. During the process of 
transforming the matrix C,(S) into lower triangular form there arise the poly- 
nomials defined by 
g& 4 = g@, 4, h,(% 4 = 44 4, (4.19) 
for x = 0, I,2 ,..., Y and 
g&v, s) = g,-,(x, s) - a,(k - 1) g,& - 1, s) Fk+l 
h,(x, s) = h,&, s) - a,(k - 1) A,-,(k - 1, s) S”-k+l 
(4.20) 
for k = 1, 2,..., Y and x = k, k + l,..., Y. 
Indeed the determinant d(s) may be expressed in terms of the polynomials 
defined in (4.19) and (4.20) as we shall now see. 
THEOREM 4. I. The determinant of the matvix C,(s) is given by 
‘b) = 1 - & (~kk)gs(k, 4 + s(k) h,(k, s)). (4.21) 
0 
Proof. Without loss of generality we may assume that r,(r) # 0. Multiply 
the right-most column in the matrix C,(S) defined in (4.5) by -T&)/W,(Y) 
and add it to the column indexed by x in the matrix on the left for 
x = x0 ,..., Y. Then multiply the right-most column in the matrix C,(S) by 
-rr,(x)/z,(r) and add it to the column indexed by x in the matrix on the right 
for x = x0 ,..., Y - 1. The operations described above transform the matrix 
C,(S) into the form 
[ 
Bd4 T,U, 4 
T&l, 4 Bdl> 4 1 (4.22) 
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where the (r + 1) x (r + 1) matrices Ts( 1, s), Ts(1, s), and B,a(l, S) are 
defined as follows. The matrix T,( 1, S) has zeros everywhere except the r-th 
column which is equal to the vector -rm(r) g(s). I f  the matrix T,(l, S) is 
partitioned by columns, it takes the form 
T,(l, S) = [0 i 0 ; ... i - n,(r) g(s)]. (4.23) 
The matrix T,(l, s) has zeros everywhere except for the r-th row which has 
zero in the places indexed by x = 0, 1,2,..., x,, - 1 and -~~(x)/rr,(r) in the 
places indexed by x = x,, ,..., r. Thus if we define a row vector y’ by putting 
Y’ = (O,..., 0, -~f~%)/%L(~>,.-, -~~(~hrl(~)), 
and partition Ts( 1, S) by rows then its transpose partitioned by columns may 
be represented in the form 
Ts’(1, s) = [0 i ... ; 0; y]. (4.24) 
The matrix B,,( 1, S) coincides everywhere with the matrix B,,(s) except for 
the r-th row and column. Aside from the extreme lower right diagonal 
element, which is 1 - v,(r) h(r, s), the elements in the u-th row are a,(k) sT-lc, 
for K = 0, I,..., x,, - I, and a,(R) sr-k - r,(t2)/rr,(r), for k = x,, ,..., r - 1, 
and the elements in the r-th column are --TV h(k, S) for K = 0, I, 2,..., r - 1. 
It should be observed that all the elements on the principal diagonal in 
the matrix (4.22) are equal to one except the element in the extreme lower 
right which is equal to 1 - CT,(~) h(r, s). It should also be observed that the 
matrix in (4.22) may be transformed into a lower triangular form by sweeping 
out the elements in the right-most column by elementary column operations. 
To transform the element -?r,(O)g,,(O, S) in the extreme upper right to zero 
multiply the first column on the left by r,(O) g,,(O, S) and add it to the right- 
most column. The resulting elements in the right-most column listed from 
top to bottom are 
0, -~,(Y)g1(1, s),..., -&>g&, 4 
-7&(r) h(1, s) )...) 1 - rr,(r) h(r, s). 
(4.25) 
Next multiply the second column on the left by n,(r) g,( I, s) and add it to 
the right-most column whose elements are listed in (4.25). By continuing this 
process all elements in the column on the extreme right are transformed to 
zero except for the last element which is given by (4.21). Because all elements 
on the principal diagonal of the transformed matrix are equal to one except 
the element in the extreme lower right which is given by (4.21), the theorem 
follows. Q.E.D. 
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From now on the polynomialsf,(s),f,(x, s), andf.(x, s) for x = x1 + l,..., r, 
will be called the basic polynomials because they played a fundamental role 
in finding the determinant of the matrix B(s). 
5. THE COEFFICIENTS OF THE BASIC POLYNOMIALS 
For many purposes (4.21) will be more useful if it is transformed into a 
polynomial in s and the coefficients of powers of s computed from the para- 
meters of the system. From expressions such as (3.32) and (3.33) it may be 
seen that the matrix B,,(s) has the quasidiagonal form 
%ds) = did%& Y, 4, x, Y = x1 ,..., ~1, (5.1) 
where B&x, y, s) = I - Asa(x, y, s). Th ere ore, f the matrix B;:(s) also has 
the quasidiagonal form and is given by 
B~l(s) = diag(Bz(x, y, s), x, y = x1 ,..., r). (5.2) 
Since B&S) has a quasidiagonal form, it will be convenient to define the 
diagonal matrices 
D(P, x, Y) = (14x + v, Y + v, v), v = 0, I,..., r - max(x, Y)) (5.3) 
and write the matrix D(p) in the quasidiagonal form 
D(p) = diag(D(p, x, y), x, y = ~1 ,..., r). (5.4) 
Thus, if we let 3c2 be the highest reproductive age of a woman, then from 
(3.25) and (4.8) it follows that the basic polynomialjO may be written in the 
form 
.fds) = f i P(x - 1, Y - 1) I DG, x, y) B&X, y, s) F(x, y, s)I , (5.5) 
0-z 1 ?/=q 
where the bars again stand for the sum of all elements in a matrix. 
The basic polynomialsf,(x, s) andf,(x, s), x = xi + l,..., r, are generated 
by summing the rows indexed by x = x1 + I,..., r in the matrices 
&&) B,,(s) D(s) and Kd4 BG%) D(s). Th ere f ore, from (5.2) it follows that 
if we put 
‘4,(x, y, s) = P(x - 1, Y - 1) K&G Y, s) K&T Y, 4 W, Y, s) 
(5.6) 
C&(x, y, s) = B(x - 1, Y - 1) J&,(x, Y, s) K+, Y, 4 F(x, Y, 4, 
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then the matrices in question may be written in the partitioned forms 
K,,(s) B&‘(S) D(s) = [C,&, , ~1 , 4 ! ..- ! C,,(r, r, 41 
(5.7) 
I&(S) B&‘(s) D(s) = [G&Q , xl ,s) ; -.. i C,,(r, y, 41. 
Two important tasks in determining the coefficients in the basic polyno- 
mials will be the calculation of the inverses B-l(x, y, S) and of products of the 
form Krs(x, y, S) B,-,‘(x, y, s). It is a fortunate circumstance for the study of 
the class of population processes under consideration that these matrices may 
be expressed in a simple form. For any marriage type (x, y> put 
k==r+ I -max(x,y) 
and set up the correspondence, (x, y, 0) tt 1, (X + 1, y  + I, 1) f-f 2 ,..., 
(X$-k- I,y+k- l,K- l)+-+R, between the elements of the set 
S(x, y) and the integers 1, 2 ,..., K. Then an inspection of (3.32), for example, 
shows that there are constants bij such that the matrix B&x, y, S) may be 
expressed in the lower triangular form 
. . . 0 0 
. . . 0 0 
1:: 0 9 
. . . . 
. . . . 
... b,,,-,s I] 
. (5.8) 
It is important to observe that the matrix Bk(s) may be written in the compact 
form Bk(s) = (b&j), with b,, = 0 if i < j. 
An inspection of (3.19) shows that the matrix product Kr3(z,y, s) B,-,‘(x,y, s) 
may be expressed in the partitioned form 
0 
&3(x, Y, 4 B&X, Y, 4 = . . . . . . . . . . . . . . . . . . . . . ...*.... I. (5.9) H13@, Y > 4 Bii%, Y, 4 
Put k’ = r + 1 - x and set up the correspondence xt) 1, x + 1 tt 2,..., 
r cf k’ between the age groups x,..., Y and the integers I, 2 ,..., k’. Then a 
further inspection of (3.20) and (3.21) h s ows that there is a matrix Ak(s) 
with rows and columns indexed by 1,2 ,..., k’ and 1, 2 ,..., k, respectively, 
such that the matrix H,,(x, y, s) B;~(x, y, s) may be represented in the par- 
titioned form 
I-&,(x, Y, 4 B&x> Y, s) = . . . . . . . ...*. (5.10) 
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Moreover, the matrix Ak(s) may be represented in the compact form 
A,(s) = (a&j), with aij = 0 if i <<j. Put CB(s) = A,(s) Bk(s). Then the 
matrix CA(s) has the interesting property that there are constants cii such that 
CR(s) = (c&j) with cij = 0 if i <j. For let A, = (+) and B, = (b,), 
where ajj and bij are constants in the matrices Ak(s) and B,(s), and let 
C, = A,B, = (cij). Then 
(5.11) 
These observations suggest a method for computing the coefficients of 
powers of s in the basic polynomials as well as the inverse of the matrix 
Bk(s) for any K. The matrix Bk(s) will in general be quite large and we 
begin the derivation of the coefficients in the basic polynomials by finding the 
inverse of B1(s) and presenting an algorithm for computing it, taking advan- 
tage of its lower triangular form. 
THEOREM 5.1. (i) Let B, = (bij) be the matrix of constants in B,(s) 
and let B;’ = (dij) be its inverse. Then 
B,‘(s) = (d,,?‘). 
(ii) For k > 3 partition the matrix BI, as follows 
B, = [2;’ ;] 
(5.12) 
(5.13) 
where b, = (b,, , b,, ,..., b,,,-,). Then for k = 3, 4 ,..., the inverse B;r may 
be computed recursively by the formula 
B;l = 
[ 
B& 0 
-b,B,-, 1 1 ’ 
where 
(5.14) 
Proof. That the matrix defined in (5.12) is indeed the inverse of B,(s) 
may be shown by a computation similar to that in (5.11). A simple computa- 
tion shows that B;’ in (5.15) is the inverse of B, and recursive formula (5.14) 
follows by an induction argument. Q.E.D. 
Index the rows and columns of each of the matrices /3(x - 1, y  - 1) 
D(p, x, y), BG(x, y, s), and F(x, y, S) by the integers 1,2 ,..., k, where 
k = r + 1 - max(x, y). Then from (5.12) it follows that there are constants 
409!4611-14 
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bij , with bij = 0 if i <j, such that the matrix /3(x - 1, y  - 1) D(p, x, y) 
B&x, y, s) is of the form (b&j). Moreover, the multiplication of this matrix 
on the right by the diagonal matrix F(x, y, s) is equivalent to multiplying 
each element b&j by sj. Therefore, the matrix 
B(x - 1, Y  - 1) D&L, x, Y) Kif;,l(x, Y, 4 F(x, Y, s) (5.16) 
has the form (b&). From these observations and (5.5) it follows that the 
coefficient of si in the polynomialf,(s) is determined as follows. Let c(i, X, y) 
be the sum of the i-th row in the matrix (5.16) and put c(i, x, y) = 0 if 
i > k. Then the coefficient of si info(s) is given by 
(5.17) 
for i = 1, 2 ,..., n + 2. 
To determine the coefficients of powers of s in the polynomials 
fl(X, s),fz(x, 4, x = Xl + l,...9 r, the coefficients of powers of s must be 
located in the rows of the matrices in (5.7). From an inspection of (5.6), 
(5.9), (5.10), and (5.11), the matrix C&x, y, s) will have the partitioned form 
0 
Cl,(% Y7 4 = 
L I 
. . . . . 
W> ’ 
(5.18) 
where the matrix Dk(s) has the form Dk(s) = (c&), the rows and columns 
are indexed by (1, 2 ,..., k’) and (1, 2 ,..., k), respectively, and the constants 
cii are given in (5.11). Th e matrix C.&x, y, s) will have a form analogous to 
that in (5.18). In what follows for any matrix A(s) let A be the matrix of 
constants obtained from A(s) by removing s, as we have in the foregoing. For a 
fixed pair (x, y) let C,,(x) and C,,(y) be the partitioned matrices 
The matrix 
Cl&) = L(x, Xl) i --* i C&9 r>l 
C,,(Y) = K&l 7 Y) i **- i GS(~~ Al- 
(5.19) 
L(4 i *-- i C&)1 (5.20) 
is the matrix KisB$D and the matrix K,,B;lD may be obtained from the 
matrix 
L&l) i *.. i G,(r)1 (5.21) 
by a permutation of the columns. Next let d,(x, y) be the sum of the elements 
of the row in the matrix C,,(X) indexed by y, and let d,(y, z) be the sum of 
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the elements in the row of the matrix C,,(y) indexed by z. Then because of 
the correspondence, xt-) 1, x + 1 H 2,..., r~ A’, between the age groups 
x ,..., r and the integers 1, 2 ,..., k’, the row sums of a matrix remain invariant 
under any permutation of the columns, and the maximal degree of s is 71 + 2, 
we have proved the following theorem. 
THEOREM 5.2. The basic polynomial fO(s) is given by 
fo(s) = ClS + c2s2 + “. + C,+2Sn+2, (5.22) 
and the basic polynomials fi(x, s), x = x1 ,..., Y, aye given by 
fi(xl + 1, s) = 4(x, , xl + 1) s2 
fib1 + 2,s) = 4(x, + 1, xl + 2) s2 + 4x1 , xl + 2) s3 
(5.23) 
fl(r, s) = d,(r - I, r) s2 + d& - 2, r> s3 + *** + d,(x, , r) s”+‘. 
The basic polynomials fi(x, s), x = x1 ,.,., Y, are of the same form except that 
d,(., .) is substituted for d,(., *) throughout. 
6. THE COMPANION POLYNOMIALS 
The determinant of the matrix B(s) defined in (4.1) is given in (4.21) 
in term of the polynomials g,(k, s) and h,(h, s), k = x0 ,..., r, which are 
calculated recursively by Eqs. (4.19) and (4.20). The polynomials gO(x, s) 
and h,(x, s) for x = 0, l,..., r are given in terms of the basic polynomials 
fO(s), fi(x, s), and fi(x, s), x = x1 + I ,.. ., Y, by (4.15) and (4.16). Therefore, 
if the polynomials g,(k, s) and h,(R, s), k = x0 ,..., I, are expressed in terms 
of the basic polynomials, certain polynomials will arise as coefficients of 
the basic polynomials in the right side of Eq. (4.21). Then the determinant 
of the matrix B(s) may be expressed in the form 
44 = 1 -fO*(s)f”(s) - i (fi*(k s)f#, s) +f,*(k s)f,(k s)). (6.1) 
k=q+1 
The polynomials fO*(s), fi*(x, s) and fi*(x, s) x = xi + l,..., r, will be called 
the companions of the basic polynomials, and from (6.1) it follows that the 
calculation of the determinant d(s) reduces to finding the basic polynomials 
and their companions. It is therefore of interest from the computational 
point of view to express the companion polynomials in terms of the basic 
parameters of the system. 
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The companion polynomials may be determined by keeping track of the 
basic polynomials in the iteration scheme described in (4.19) and (4.20) and 
the substituting the results into (4.21) but the details will be omitted. For 
k = 0, 1, 2 ,..., 7 - 1 put 
define h,(K) in the same way by replacing u2(.) with a,(.), and put 
4c = PTA4 w - 1) + 4T7lw hn(~ - 1) (6.2) 
for K = x0 ,..., r. Then the companion polynomialjo* takes the form 
fo*(s) = b,& + ... + bJf1. (6.3) 
The companion polynomial fr*(xr + 1, S) is of the form 
fi*(xl + 1, s) = & + 1,O) + 4x1 + 1, 1)s + ... + c&l + l,fi> sn, (6.4) 
where the coefficients are given by 
4% + 1, 1) = -fl&1 + 2) Uf(X, + 1) 
Cl@1 + 1,2) = -4% + 3) 4% + 1) (1 - a&, + 2)) VW 
4% + I,4 = -TAT) %(X1 + 1) fi (1 - +(x1 +j)). 
.L2 
The companion polynomialf,*(x, + 2, s) is of the form 
fl*(xl + 2, s) = C&l + 20) + C&l + 21) s + .. . + C&l + 2, 12 - 1) P-1, 
(6.6) 
where the coefficients are given by 
Cl(XI + 2,O) = TAX1 + 2) 
C&l + 2, 1) = -r&1 + 3) a&, + 2) 
4% + 232) = -~A% + 4) U&l + 2) (1 - U&l + 3)) (6.7) 
cl(T, n - 1) = -n&> 4, + 2) fi (1 - a&, + j)). 
j=3 
Finally, the companion polynomials fr*(r - 1, s) and fi*(r, s) are given by 
fl*(r - 1, s) = 77f(T - 1) - 7rf(Y) u,(r - 1) S w3) 
and 
fl*(l, $1 = T(T)’ (6.9) 
A STOCHASTIC GROWTH PROCESS 211 
The companion polynomialsf,*(x, s), x = x1 + l,..., r, are of the same form 
and the coefficients of the powers of s may be obtained by substituting n,,,(.) 
and a,(.) for TV and q(m) throughout. 
Given the basic polynomials and their companions, the coefficients of 
powers of s in d(s) and the roots of d(s) = 0 may be studied in terms of the 
parameters of the system, but in this paper we shall be content with the 
form of d(s) given in (6.1). 
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