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Abstract
We prove the bicontinuity and homeomorphic property of solutions of stochastic differential
equations driven by infinite many Brownian motions and with non-Lipschitz coefficients.
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1. Introduction
The theory of stochastic flows for stochastic differential equations(SDEs) with Lipschitz
coefficients is now classic [7,10]. Recently it is realized that to study the Brownian motion
on the group of diffeomorphisms of the circle it is necessary to deal with SDEs with non-
Lipschitz coefficients (see [1,8]). In this respect we notice that in [10] profound results,
such as a non-confluence (also called non-contact) property and a strong comparison
theorem, for such equations have been obtained. Moreover, under the local Lipschitz
condition it is also proved in [10] that the solution as a function of the initial values
gives homeomorphisms on R. A careful examination of the proof of this result shows
that the Lipschitz condition is never used but only to assure the existence of a bicontinuous
modification of the solution as a function of both of the time and the starting points.
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of Kolmogorov’s continuity criterion since the Itô calculus and the Gronwall’s lemma
together provide us with all the estimates needed in applying this criterion.
The situation changes completely, however, in the non-Lipschitz case since this time
Gronwall’s lemma does not help at all. To overcome this difficulty, in dealing with the
SDE of the type{
dXt =∑∞n=1 σn(Xt) · dwnt ,
X0 = x ∈R,
(1)
where σn’s are triangular functions with a common period 2π , a technique was first
initiated in [8] and then used in [1] to obtain a modulus of continuity of the solution with
respect to the initial values. The price to pay is that one can only obtain the inequality
E
∣∣X(t, x)−X(t, y)∣∣pt  C|x − y|p0,
where p0 has to be taken close to 1 but pt becomes very large for large t . This inequality
is sufficient to give the continuity in x for every fixed t but gives no information on the
bicontinuity in (t, x), no matter how strongly we can dominate E|X(t, x)−X(s, x)|p .
So the bicontinuity remains an open problem in this case and this is the very motivation
of the present work in which we shall consider the following stochastic differential
equation{
dXt =∑∞n=1 σn(Xt) · dwnt + b(Xt) dt,
X0 = x ∈R,
(2)
where none of σ and b is Lipschitz. Here we put a drift term since, contrary to what
might be guessed, it will change dramatically the behavior of the solution: interaction
between the diffusion coefficients and the drift one will take place, as already noticed
in [10, Theorem 1.1]. Another novelty of (2) compared with (1) is that the solution of (1)
is bounded because of the periodic property of the coefficients whereas those of (2) can go
to infinity. To tackle this trouble a truncation technique is necessary.
The existence and uniqueness of the solution to (2) is obtained in [4] under some non-
Lipschitz conditions. In Section 3 we shall prove that this solution has a modification
X(t, x) which is bicontinuous in (t, x) for small t and x ∈ R. But we are not able to
prove this continuity for all t . In fact, we are not even able to prove that almost surely
x → X(t, x) are continuous for all t . Here we want to stress that it is not possible to use
the flow property of the solution, established in [5], to give the bicontinuity. The point is
that it is in general impossible to find a common negligible set outside of which
X(t + s, x,ω)=X(t,X(s, x,ω),ω+s ),
where ω+ is the usual translation of ω (cf. [3, p. 69]).
To obtain the bicontinuity for all (t, x) we will have to impose a condition on b which
is slightly stronger than what assures the bicontinuity for t close to 0. This is the main
result of the paper and is proved using the Banach valued Kolmogorov’s criterion. See
Theorem 4.1 for the precise statement.
A main feature of this result is the rapid decrease of the modulus of the continuity in x
as t goes to infinity. But if the diffusion coefficient σ has slightly better continuity, then it
is possible to obtain a modulus independent of t . This will be the content of Theorem 4.4.
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x →X(t, x,ω) are homeomorphisms for all t > 0. Lastly in Section 6 we give an example
which covers the Brownian motion on the group of diffeomorphism of the circle (cf. [1,8])
as a special case.
Now we begin with
2. Preliminary results
In this section we prepare some lemmas which will be needed in the sequel. The first
one is the following generalization of the Gronwall–Bellman type inequality which comes
from [2]. For the reader’s convenience, we give its short proof.
Lemma 2.1 (Bihari’s inequality). Let ρ :R+ → R+ be a continuous and non-decreasing
function. If g(s), q(s) are two strictly positive functions on R+ such that
g(t) g(0)+
t∫
0
q(s)ρ
(
g(s)
)
ds, t  0, (3)
then
g(t) f−1
(
f
(
g(0)
)+ t∫
0
q(s) ds
)
, (4)
where f (x) := ∫ xx0 1ρ(y) dy is well defined for some x0 > 0.
Proof. Set
h(t)= g(0)+
t∫
0
q(s)ρ
(
g(s)
)
ds.
Then by the non-decreasing of ρ and (3), we have
q(t)ρ(g(t))
ρ(h(t))
 q(t).
Moreover,
df (h(t))
dt
= h
′(t)
ρ(h(t))
= q(t)ρ(g(t))
ρ(h(t))
 q(t).
Therefore integrating both sides we get
f
(
h(t)
)
 f
(
h(0)
)+ t∫ q(s) ds
0
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g(t) h(t) f−1
(
f
(
g(0)
)+ t∫
0
q(s) ds
)
,
as desired. ✷
Example 2.2. For 0 < η < 1/e, define a concave function by
ρη(x) :=
{
x logx−1, x  η,
η logη−1 + (logη−1 − 1)(x − η), x > η.
Choosing x0 = η, we have
f (x)= log
(
logη
logx
)
, 0 < x < η,
and
f−1(x)= exp{logη · exp{−x}}, x < 0.
If g(0) < η, substituting these into (4), we obtain
g(t)
(
g(0)
)exp{− ∫ t0 q(s) ds}. (5)
Let ρ1,η, ρ2,η be two concave functions defined by
ρj,η(x) :=

x
[
logx−1
]1/j
, x  η,([
logη−1
]1/j − 1
j
[
logη−1
](1/j)−1)
x
+ 1
j
[
logη−1
](1/j)−1
η, x > η,
(6)
where j = 1,2 and 0 < η < 1/e.
We need the following elementary lemma.
Lemma 2.3. 1◦: For j = 1,2, ρj,η is decreasing in η, i.e., ρj,η1  ρj,η2 if 1 > η1 > η2.
2◦: For any p > 1 and η sufficiently small, we have
xpρ
j
j,η(x)
1
j + pρ1,ηj+p
(
xj+p
)
, j = 1,2.
Proof. 1◦ is easy. Let us look at 2◦. It is clear that both sides are equal when x  η. For
x > η, we need to prove that
fj (x) :=
(
logη−1 − 1
j + p
)
xj+p + η
j+p
j + p
− xp
(([
logη−1
]1/j − 1
j
[
logη−1
](1/j)−1)
x + 1
j
[
logη−1
](1/j)−1
η
)j
 0.
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j
[logη−1](1/j)−1), we have
f ′j (x)=
(
(j + p) logη−1 − 1)xj+p−1 − pxp−1(Ax + 1
j
[
logη−1
](1/j)−1
η
)j
− jAxp
(
Ax + 1
j
[
logη−1
](1/j)−1
η
)j−1
.
When j = 1, we have
f ′1(x)= xp−1
(
x
(
(1+ p) logη−1 − 1)
− p([logη−1 − 1]x + η)− [logη−1 − 1]x)
= xp−1(p(x − η)) 0.
When j = 2, by a careful calculation we have
f ′2(x)=
[
(p+ 1)− 1
2 logη−1
]
η(x − η)+
[
(p+ 1)− p+ 2
4 logη−1
]
(x − η)2  0
if η is small enough. Then the lemma follows from fj (η)= 0. ✷
We shall also need a new version of the Kolmogorov continuity criterion. To prove it
we first prove the following
Lemma 2.4. Let I1, I2 ⊂ R be two closed intervals and {X(s, t), (s, t) ∈ I1 × I2} a
stochastically continuous process. For n ∈N let
Xn(s, t) :=
(
X(s, t)∧ n)∨ (−n).
If for all n, Xn(· , ·) has a bicontinuous modification, then X(· , ·) has a bicontinuous
modification.
Proof. Let X˜n denote a bicontinuous modification ofXn and J denote the set of all rational
points in the rectangle I1 × I2. Set
A1 :=
{
ω: ∀n ∈N, (s, t) → X˜n(s, t,ω) is continuous
}
,
A2 :=
{
ω: ∀n, ∀(s, t) ∈ J, X˜n(s, t,ω)=Xn(s, t,ω)
}
,
and
A3 :=
∞⋃
n=1
Bn
where
Bn :=
{
ω: ∀(s, t) ∈ J, ∣∣X˜n(s, t,ω)∣∣< n}.
Then A2 ∩Bn is increasing in n since for all n,
A2 ∩Bn =A2 ∩
{∀(s, t) ∈ J, ∣∣X(s, t,ω)∣∣< n}
⊂A2 ∩
{∀(s, t) ∈ J, ∣∣X(s, t,ω)∣∣< n+ 1}=A2 ∩Bn+1.
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A2 ∩A3 =A2
⋂
(s,t)∈J
{
ω: X(s, t,ω) <∞}.
Consequently A :=A1 ∩A2 ∩A3 has probability one. For ω ∈A, define
X˜(s, t,ω) := X˜n(s, t,ω) if ω ∈ Bn.
We have to show that X˜ is well-defined. In fact, if ω ∈A1 ∩A2 ∩Bn and (s, t) ∈ J then
X˜n+1(s, t,ω)=Xn+1(s, t,ω)=X(s, t,ω)=Xn(s, t,ω)= X˜n(s, t,ω).
Hence by the continuity
X˜n+1(s, t,ω)= X˜n(s, t,ω), ∀(s, t).
This means that X˜ is well-defined. Moreover, it is easy to see that for ω ∈A and (s, t) ∈ J
we have
X˜(s, t,ω)=X(s, t,ω),
and I1 × I2  (s, t) → X˜(s, t,ω) is continuous for ω ∈ A. Finally, by the almost sure
continuity of X˜(s, t) and the stochastic continuity of X(s, t) we know that X˜ is indeed a
modification of X. ✷
Now we can state the following version of the Kolmogorov criterion.
Lemma 2.5. Keep the notations in the above lemma in force. If for every n there exist
pn,Cn,αn > 0 such that
E
[
sup
s∈I1
∣∣Xn(s, t)−Xn(s, t ′)∣∣pn] Cn|t − t ′|1+αn, for all t, t ′ ∈ I2,
then X has a bicontinuous modification X˜. In particular, if p = pn > 1 and α = αn > 0
are independent of n, then the paths I2  t → X˜(·, t) ∈ C(I1) are β-Hölder continuous for
every β < αp−1 .
Proof. The first conclusion is a simple combination of the above lemma and the classical
Kolmogorov’s criterion. For the second one we set
D :=
{
ω: ∀n ∈N, sup
s∈I1, t =t ′∈I2
|X˜n(s, t,ω)− X˜n(s, t ′,ω)|
|t − t ′|β <∞
}
.
Then for each ω ∈ A ∩ D, the path I1 × I2  (s, t) → X˜(s, t,ω) is bicontinuous, and
therefore sup(s,t)∈I1×I2 X˜(s, t,ω) is bounded by some N . Thus X˜(s, t,ω) = X˜N (s, t,ω)
for all (s, t) ∈ I1 × I2 and
sup
s∈I1, t =t ′∈I2
|X˜(s, t,ω)− X˜(s, t ′,ω)|
|t − t ′|β <∞.
The conclusion follows from that A∩D has full measure. ✷
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By [4, Theorems 3.1 and 4.1] (see also [10]), we have
Theorem 3.1. Suppose that∥∥σ(x)− σ(y)∥∥2  C2 · ρ22,η(|x − y|), (7)
where ‖ · ‖ denotes the usual l2-norm and∣∣b(x)− b(y)∣∣ C1 · ρ1,η(|x − y|). (8)
Then Eq. (2) has a unique solution denoted by {Xxt , t  0}. Moveover, the following non-
confluence property holds:
x > y implies P
(
Xxt > X
y
t , 0 < t <∞
)= 1.
The proof of the following lemma is standard and we omit it.
Lemma 3.2. For any p  2, we have
E
∣∣Xxt −Xxs ∣∣p  CT,p|s − t|p/2, s, t  T .
The next result is more delicate.
Lemma 3.3. For any p  2 and t  0, we have
E
∣∣Xxt −Xyt ∣∣p  |x − y|p·exp{−Cpt},
provided that |x − y| is sufficiently small, where Cp = C1 + 12 (p− 1)C2.
Proof. Assume that x > y and set Zt = Xxt − Xyt . By Theorem 3.1 we know Zt > 0.
Moreover, by (2) it satisfies that
Zt = x − y +
t∫
0
∞∑
n=1
[
σn
(
Xxs
)− σn(Xys )] · dwns + t∫
0
[
b
(
Xxs
)− b(Xys )]ds.
Applying Itô’s formula to Zpt , we obtain
Z
p
t =Zp0 + a martingale+
t∫
0
pZ
p−1
t
[
b
(
Xxs
)− b(Xys )]ds
+ 1
2
t∫
0
p(p− 1)Zp−2s
∥∥σ (Xxs )− σ (Xys )∥∥2 ds.
Taking expectation we find by the condition on σ, b and Lemma 2.3
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(
Z
p
t
)
Zp0 + pC1
t∫
0
E
(
Z
p−1
t ρ1,η(Zs)
)
ds
+ 1
2
p(p− 1)C2
t∫
0
E
(
Z
p−2
s ρ
2
2,η(Zs)
)
ds
Zp0 +Cp
t∫
0
E
(
ρ1,ηp
(
Z
p
s
))
ds Zp0 +Cp
t∫
0
ρ1,ηp
(
E
(
Z
p
s
))
ds,
where Cp := C1 + 12 (p − 1)C2 and the last step is due to the Jensen inequality. By the
estimate (5) we get
E
(
Z
p
t
)
Zp·exp{−Cpt}0
as claimed. ✷
By the above two lemmas, Kolmogorov’s criterion allows us to obtain
Theorem 3.4. Let p > 2. For every t ∈ [0, (logp)/Cp), the mapping x → Xxt has a β-
Hölder continuous modification for β < e−Cpt − 1
p
. Moreover, if T < log p2 /Cp , then Xxt
has a bicontinuous modification in (t, x) ∈ [0, T ] ×R.
4. Continuity for all t
In this section we show that under a slightly stronger condition imposed on b than those
in the previous sections, we can get a bicontinuous modification of the solution on the
whole space (t, x) ∈R+ ×R.
We make the following assumption.
(A) Let η ∈ (0, e−1) and denote by ρ the function ρ2,η defined in (6). Let γ be a continuous
function of the form
γ (x)= xg(x),
where g is a continuous positive function on R+, bounded in [1,∞), such that
lim
x↓0
g(x)
logx
= 0.
In particular, γ is of linear growth.
We now state
Theorem 4.1. Assume (A). If
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then there exists a modification Xxt , t ∈R+, x ∈R, such that for every t > 0, x →Xx· ∈
C[0, t] are β-Hölder continuous for every
β <
1−√1− e−(C/2)t
1+√1− e−(C/2)t .
Proof. For ε ∈ (0,1) we put
Tε := −2 log(1− ε)
Cε
.
Then
lim
ε→1Tε =∞.
Put again
ε′ := (1− ε) C
2C1
.
Take δε ∈ (0, e−1) such that g(x)  ε′ logx−1 for x ∈ (0, δε). Then there exists Cε > 0
such that∣∣b(x)− b(y)∣∣ {ε′C1|x − y| log |x − y|−1, 0 < |x − y| δε,
Cε|x − y|, |x − y|> δε.
For every T < Tε put
pT (t)= ε
(
1− exp
{
−εC
2
(T − t)
})−1
, t ∈ [0, T ).
Then t → pT (t) is increasing and
pT (0) > ε
(
1− exp
{
−εCTε
2
})−1
= 1.
Moreover, a direct calculation shows
p′T (t)=
C
2
pT (t)
(
pT (t)− ε
)= C
2
pT (t)
(
pT (t)− 1
)+ ε′C1pT (t). (9)
Let fn be a smooth function from R+ to R+ satisfying
fn(x)= x, x < n; fn(x)= n+ 1, x > n+ 1,
and let x > y . By Theorem 3.1 we have Xxt > X
y
t . Setting Zt :=Xxt −Xyt we have by Itô’s
formula
fn(Zt )
pT (t) = fn(Z0)pT (0) + a martingale+
t∫
p′T (s)fn(Zs)pT (s) logfn(Zs) ds0
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t∫
0
pT (s)
(
fn(Zs)
)pT (s)−1f ′n(Zs)[b(Xxs )− b(Xys )]ds
+ 1
2
t∫
0
pT (s)
(
fn(Zs)
)pT (s)−1f ′′n (Zs)∥∥σ (Xxs )− σ (Xys )∥∥2 ds
+ 1
2
t∫
0
pT (s)
(
pT (s)− 1
)
fn(Zs)
pT (s)−2f ′n(Zs)2
∥∥σ (Xxs )
− σ (Xys )∥∥2 ds
=: fn(Z0)pT (0) + a martingale+
4∑
i=1
t∫
0
ξi(s) ds.
If Zs < δε , then ξ3(s)= 0 and
ξ1(s)+ ξ2(s)+ ξ4(s) 0
by virtue of (9) since∣∣b(Xxs )− b(Xys )∣∣−ε′C1Zs logZs
and ∥∥σ (Xxs )− σ (Xys )∥∥2 −CZ2s logZs.
If Zs  δε , then it is easy to see that there exist constants Cn,ε , depending on n and ε, such
that
4∑
i=1
ξi(s) Cn,ε · g(s) · fn(Zs)pT (s),
where
g(s) := pT (s)
(
pT (s)− 1
)+ pT (s)+ p′T (s).
Hence
fn(Zt )
pT (t)  fn(x − y)pT (0)+ a martingale+Cn,ε
t∫
0
g(s) · fn(Zs)pT (s) ds.
Taking expectation and using Gronwall’s lemma we obtain
E
[
fn(Zt )
pT (t)
]
 fn(x − y)pT (0) exp
{
Cn,ε
t∫
0
g(s) ds
}
, t ∈ [0, T ).
Thus
E
[
fn(Zt )
pT (t)
]
 (x − y)pT (0) exp{Cn,ε,t }, t ∈ [0, T ),
J. Ren, X. Zhang / Bull. Sci. math. 127 (2003) 739–754 749where
Cn,ε,t := Cn,ε
t∫
0
g(s) ds.
Now we look for the T (t, ε) ∈ (t, Tε) such that
pT (t,ε)(0)− 1
pT (t,ε)(t)
= sup
t<T<Tε
pT (0)− 1
pT (t)
.
We find that
T (t, ε)=− 2
εC
log
(
1−
√
ε
(
1− exp
{
−εCt
2
}))
.
Consequently
exp
{
−εC
2
T (t, ε)
}
= 1−
√
ε
(
1− exp
{
−εCt
2
})
.
Thus the Hölder exponent can be any number less than
pT (t,ε)(0)− 1
pT (t,ε)(t)
= exp
{
εCt
2
}(
1−
√
ε−1
(
1− exp
{
−εCt
2
}))2
.
We proceed to prove the continuity of the mappings x →Xx· ∈C[0, t]. By Itô’s formula
we have
fn(Zs)= fn(x − y)+Ms + Vs,
where
Ms :=
s∫
0
f ′n(Zu)
(
σ
(
Xxu
)− σ (Xyu))dwu,
Vs := 12
s∫
0
f ′′n (Zu)
∥∥σ (Xxu)− σ (Xyu)∥∥2 du+ s∫
0
f ′n(Zu)
(
b
(
Xxu
)− b(Xyu))du.
Now fix t ∈ (0, Tε). For any s ∈ (0, t), let
Ss := T (t, ε)− t + s.
Then
pT (t,ε)(t)= pSs (s).
We have by Doob’s maximal inequality
E
[
sup
0st
fn(Zs)
]pT (t,ε)(t )
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[
fn(x − y)pT (t,ε)(t )+
[
sup
0st
|Ms |
]pT (t,ε)(t ) + [ sup
0st
|Vs |
]pT (t,ε)(t )]
 CE
[
fn(x − y)pT (t,ε)(t )+ |Mt |pT (t,ε)(t ) +
[
sup
0st
|Vs |
]pT (t,ε)(t )]
 CE
[
fn(x − y)pT (t,ε)(t )+
∣∣fn(Zt )∣∣pT (t,ε)(t ) + [ sup
0st
|Vs |
]pT (t,ε)(t )]
.
Since pT (t,ε)+α(t) < pT (t,ε)(t) for every α > 0 and (x logx−1)pT (t,ε)(t ) < CαxpT (t,ε)+α(t)
when x is sufficiently small, we have
[
sup
0st
|Vs |
]pT (t,ε)(t )  Cn,ε t∫
0
[
fn(Zs)
]pT (t,ε)+α(t) ds Cn,ε t∫
0
[
fn(Zs)
]pSs+α(s) ds,
which yields
E
[
sup
0st
|Vs |
]pT (t,ε)(t )  Cn,ε t∫
0
E
[
fn(Zs)
]pSs+α(s) ds  Cn,ε t∫
0
fn(x − y)pSs+α(0) ds
= Cn,ε
t∫
0
fn(x − y)pT (t,ε)+α(t−s) ds Cn,ε,t |x − y|pT (t,ε)+α(0).
Therefore,
E
[
sup
0st
fn(Zs)
]pT (t,ε)(t )  Cn,ε,t |x − y|pT (t,ε)+α(0).
Consequently
E
[
sup
0st
∣∣Xn(s, x)−Xn(s, y)∣∣]pT (t,ε)(t )  Cn,ε,t |x − y|pT (t,ε)+α(0),
where
Xn(t, x) := (−n)∨X(t, x)∧ n.
Since
lim
α→0pT (t,ε)+α(0)= pT (t,ε)(0),
by [9, p. 25, Theorem 2.1] Xn has a modification such that for every β ∈ (0, (pT (t,ε)(0)−
1)p−1T (t,ε)(t)), x →Xxn,· ∈C[0, t] is β-Hölder continuous.
Further more, put
βt :=
(
pT (t,1)(0)− 1
)
p−1T (t,1)(t)=
1−√1− e−(C/2)t
1+√1− e−(C/2)t .
Since
lim pT (t,ε)(0)= pT (t,1)(0),
ε→1
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x →Xx· ∈C[0, t]
is β-Hölder continuous for every β < βt . This finishes the proof. ✷
Corollary 4.2. Under the conditions of the above theorem, the mappings
(t, x) →Xxt
are almost surely bicontinuous.
Furthermore we have the following non-confluence property.
Corollary 4.3.
P
(
Xxt < X
y
t , ∀t ∈R+, ∀x < y
)= 1.
If the condition is still better, we can even obtain better continuity, as is shown in the
following
Theorem 4.4. Let g1, g2 be positive and bounded functions satisfying
gi :R
+ →R+, lim
x↓0
gi(x)
logx
= 0, i = 1,2, (10)
such that∥∥σ(x)− σ(y)∥∥2  |x − y|2 · g2(|x − y|),∣∣b(x)− b(y)∣∣ |x − y| · g1(|x − y|)
then for any t > 0 and β1 ∈ (0,1) and β2 ∈ (0, 12 ), (x, t) →Xxt are Hölder continuous of
order β1 in x and β2 in t .
Proof. First of all we choose p sufficiently large such that
β1 + 2
p
< 1, β2 + 2
p
<
1
2
.
For any T > 0, take C1,C2 > 0 sufficiently small such that
Cp = C1 + 12 (p− 1)C2 <
1
T
log
1
β1 + 2/p ,
where Cp is the constant in Lemma 3.3. By the condition (10), there exists an η ∈ (0, e−1)
such that∥∥σ(x)− σ(y)∥∥2  C2ρ22,η(|x − y|),∣∣b(x)− b(y)∣∣ C1ρ1,η(|x − y|).
Hence by Lemmas 3.2 and 3.3
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∣∣Xxt −Xys ∣∣p  Cp,T (|s − t|p/2 + |x − y|p exp{−CpT })
 Cp,T
(|s − t|2+β2p + |x − y|2+β1p)
for sufficiently small |x − y|. The result then follows by Kolmogorov’s lemma. ✷
5. Homeomorphic property of {x →Xxt , x ∈R}
In this section we shall prove that under the assumptions of Theorem 4.1 x → Xxt (ω)
are homeomorphisms onR for almost all ω. To this aim we shall follow the Yamada–Ogura
approach. First of all, we know from Theorems 3.1 and 4.1 that almost surely, x →Xxt are
continuous injections for all t > 0.
The following lemma is crucial in proving the surjective property.
Lemma 5.1. For every α ∈R, there exists a constant CT,α such that
E
(
sup
s∈[0,t ]
(
1+ ∣∣Xxs ∣∣2)2α) CT,α(1+ x2)2α, t ∈ [0, T ].
Proof. We borrow the proof from [6,7]. By Itô’s formula, we have
(
1+ ∣∣Xxt ∣∣2)α = (1+ x2)α + ∞∑
n=1
t∫
0
2α
(
1+ ∣∣Xxs ∣∣2)α−1 ·Xxs · σn(Xxs )dwns
+
t∫
0
2α
(
1+ ∣∣Xxs ∣∣2)α−1 ·Xxs · b(Xxs )ds
+
t∫
0
[
2α(α − 1)(1+ ∣∣Xxs ∣∣2)α−2(Xxs )2
+ α(1+ ∣∣Xxs ∣∣2)α−1]∥∥σ (Xxs )∥∥2 ds.
Since b, σ are of linear growth, by the elementary inequality x2(1 + |x|)2  2(1 + x2)2
we have
(
1+ ∣∣Xxt ∣∣2)α  (1+ x2)α +
∣∣∣∣∣
∞∑
n=1
t∫
0
2α
(
1+ ∣∣Xxs ∣∣2)α−1 ·Xxs · σn(Xxs )dwns
∣∣∣∣∣
+Cα
t∫
0
(
1+ ∣∣Xxs ∣∣2)α ds. (11)
Set g(t, x) :=E(sups∈[0,t ](1+ |Xxs |2)2α). By Burkhölder’s inequality we get from (11)
g(t, x)
(
1+ x2)2α +Cα t∫ g(s, x) ds.0
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Now we are ready to state
Theorem 5.2. For almost all ω, the mappings R  x →Xxt (ω) ∈ R are homeomorphisms
for each t > 0.
The proof is, with the help of Theorems 3.1, 4.1 and the above lemma, just a repeat
of [10, p. 13] and we therefore omit the details.
6. Examples
Let p > 0. Suppose b(x) satisfies the condition of Theorem 4.1 and σ2k+1 = a2k+1(x)
sin(kpx), σ2k = a2k(x) cos(kpx), where supx |a2k(x)|, supx |a2k+1(x)| = O(k−(p+1/2)).
Then (cf. [1,4])∥∥σ(x)− σ(y)∥∥ ρ(|x − y|)
for sufficiently small |x− y|, where ρ(x)= Cx[logx−1]1/2, x > 0. The solution of Eq. (2)
with the initial value θ0 is denoted by {θt(θ0)}t0. Then using Theorems 4.1, 5.2 we get
Theorem 6.1. There exists a modification θt (θ0), t ∈ R+, θ0 ∈ R, such that for every
t > 0, θ0 → θ·(θ0) ∈C[0, t] are β-Hölder continuous for every
β <
1−√1− e−(C/2)t
1+√1− e−(C/2)t .
Moreover, for almost all ω, the mappings θ0 → θt (θ0,ω) are homeomorphisms for all t .
This example includes the equation for Brownian motion on the group of diffeomor-
phism of the circle (cf. [1,8]) as a special case. In fact, it is a diffusion with drift.
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