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Abstract We investigate a stochastic transport equation driven by a multiplicative noise. For
Lq(0, T ;W 1,p(Rd;Rd)) drift coefficient and W 1,r(Rd) initial data, we obtain the existence and
uniqueness of stochastic strong solutions (in W 1,rloc (R
d)). In particular, when r = ∞, we estab-
lish a Lipschitz estimate for solutions and this question is opened by Fedrizzi and Flandoli in
case of Lq(0, T ;Lp(Rd;Rd)) drift coefficient. Moreover, opposite to the deterministic case where
Lq(0, T ;W 1,p(Rd;Rd)) drift coefficient and W 1,p(Rd) initial data may induce non-existence for
strong solutions (in W 1,ploc (R
d)), we prove that a multiplicative stochastic perturbation of Brow-
nian type is enough to render the equation well-posed. It is an interesting example of a deter-
ministic PDE that becomes well-posed under the influence of a multiplicative Brownian type
noise. We extend the existing results [17, 20] partially.
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1
1 Introduction
In recent years the theory of stochastic partial differential equations has had an intensive devel-
opment and many important contributions have been obtained [33]. One of the important branch
in this field is to touch the effect of noise on the solutions. Opposite to the deterministic case, we
find that a multiplicative stochastic perturbation of Brownian type will discover new phenomena
of stochastic nature. For example, noise can make the weak solutions unique in linear transport
equation [2, 20, 32], can make solutions more regular [3], can prevent singularities in linear
transport equations [17, 22], can prevent infinite stretching of the passive field in a stochastic
vector advection equation [23], can prevent collapse of Vlasov-Poisson point charges [9]. Besides
a multiplicative stochastic perturbation, while an additive stochastic perturbation or random
initial value may induce new properties for solutions of differential equations. For example, noise
can regularize the solutions for ordinary differential equations [1, 15, 16, 18, 19, 21, 26, 34].
In this paper, we will discuss this topic and study the effect of noise on the solutions to
a linear transport equation. To be precise, given T > 0, let us consider the following Cauchy
problem{
∂tu(t, x) + b(t, x) · ∇u(t, x) +
∑d
i=1 ∂xiu(t, x) ◦ B˙i(t) = 0, (ω, t, x) ∈ Ω× (0, T ) ×Rd,
u(t, x)|t=0 = u0(x), x ∈ Rd,
(1.1)
where B(t) = (B1(t), B2(t),··· , Bd(t)) is a d-dimensional standard Brownian motion defined on
a stochastic basis (Ω,F ,P, (Ft)t>0), the stochastic integration with a notation ◦ is interpreted
in Stratonovich sense, b : [0, T ] × Rd → Rd, u0 : Rd → R are measurable functions which are
in class of L1(0, T ;L1loc(R
d;Rd)) and L1(0, T ;L1loc(R
d)) respectively. We are going to investigate
stochastic strong solutions. Here the stochastic strong is defined as the following
Definition 1.1 Let r ∈ [1,∞], divb ∈ L1(0, T ;Lr′loc(Rd)) (1/r + 1/r′ = 1). Suppose that u ∈
L∞(Ω×[0, T ];Lr(Rd)) is a random field. We call u a stochastic weak solution of (1.1) if for every
ϕ ∈ C∞0 (Rd),
∫
Rd
ϕ(x)u(t, x)dx has a continuous modification which is an Ft-semimartingale and
for every t ∈ [0, T ],
∫
Rd
ϕ(x)u(t, x)dx =
∫
Rd
ϕ(x)u0(x)dx +
∫ t
0
∫
Rd
div(b(s, x)ϕ(x))u(s, x)dxds
+
d∑
i=1
∫ t
0
◦dBi(s)
∫
Rd
∂xiϕ(x)u(s, x)dx, P− a.s.. (1.2)
Moreover, if
P
(
|∇u| ∈ L∞(0, T ;Lrloc(Rd))
)
= 1, (1.3)
then u is called a stochastic strong solution.
Our first main result is
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Theorem 1.1 (Existence and uniqueness) Let q ∈ (2,∞], p ∈ [2,∞), such that
2
q
+
d
p
< 1, b ∈ Lq(0, T ;W 1,p(Rd;Rd)), divb ∈ L1(0, T ;L∞(Rd)). (1.4)
We assume that r ∈ [1,∞] and u0 ∈ Lr(Rd), |∇u0| ∈ Lrloc(Rd). Then the following statements
hold:
(i) there exists a unique stochastic strong solution to the Cauchy problem (1.1). Moreover, the
unique stochastic strong solution can be represented by u(t, x) = u0(X
−1(t, x)). Here {X(t, x)}
is the unique strong solution of (2.1) with s = 0;
(ii) when r = ∞, if the initial u0 also yields that |∇u0| ∈ L∞(Rd), then the unique strong
solution belongs to ∩a>1La(Ω;W 1,∞loc ([0, T ]× Rd)).
Remark 1.1. (i) In [17] Fedrizzi and Flandoli also discussed the problem (1.1), under the
assumptions that
b ∈ Lq(0, T ;Lp(Rd;Rd)), q, p ∈ [2,∞), 2
q
+
d
p
< 1, u0 ∈ ∩r>1W 1,r(Rd),
they conclude the existence and uniqueness of ∩r>1W 1,rloc solutions, i.e. for every t ∈ [0, T ],
P
(
u(t) ∈ ∩r>1W 1,rloc (Rd)
)
= 1. (1.5)
Then an interesting questions is posed:
• How to extend the persistence property of solutions for a fixed r ∈ [1,∞], i.e. if u0 ∈
W 1,r(Rd), does we have
P
(
u(t) ∈W 1,rloc (Rd)
)
= 1 ?
(posed by Fedrizzi and Flandoli in [17]: ”After the result of Theorem 1 (conclusion (1.5)), it
remains open the question whether the solution is Lipschitz continuous (or more) when u0 ∈
W 1,∞(Rd) (or more)”).
And it is the major source of our present paper. From Theorem 1.1 we gave a positive
answer for above question. However, here we suppose in addition that |∇b| ∈ Lq(0, T ;Lp(Rd))
(divb ∈ L1(0, T ;L∞(Rd)) is not necessary when r =∞).
(ii) When proving Theorem 1.1, the key component is to show that (1.3) holds true. We
give it two proofs. The first one is based on the continuity of the stochastic field ∇xX−1(t, x) in
(t, x) (or see Lemma 2.1). However, it seems impossible to carry over this approach to the case
of stochastic partial differential equations (such as stochastic transport equations) driven by
non-Gaussian Le´vy processes directly since now the stochastic field is not continuous in t. The
second proof is based upon a moment estimate on ‖∇xX−1(t, x)‖L∞((0,T )×BR) (for every R > 0).
It turns out that this device works equally well for stochastic partial differential equations driven
by non-Gaussian Le´vy processes and we will use the device to deal with stochastic transport
equations driven by α-stable Le´vy processes in future.
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(iii) For the drift coefficient in critical Lq(0, T ;Lp(Rd;Rd)) space, i.e.
b ∈ Lq(0, T ;Lp(Rd;Rd)), q, p ∈ [2,∞), 2
q
+
d
p
6 1, or p =∞, q = 2,
and u0 ∈ ∩r>1W 1,r(Rd), Beck, Flandoli, Gubinelli and Maurelli [3] proved that (1.5) holds true
as well. However, in this critical case, we do not know whether or not (1.3) is valid yet.
(iv) For the drift coefficient is bounded, i.e. q = p = ∞ and u0 ∈ C1b , Mohammed, Nilssen
and Proske [31] showed that (1.1) exists a unique bounded weak solution. Moreover, the authors
proved that for every t > 0 and every p ∈ (1,∞), u(t) ∈W 1,p(Rd, w) (a weighted Sobolev space).
Different from this result, under the assumption (1.4), we show that if the initial data is Lipschitz
continuous, then the unique solution is also Lipschitz continuous (but only locally).
In view of Theorem 1.1, we conclude the following comparison principle.
Corollary 1.1 (Comparison Principle) Let p, q, r, d and b be described in Theorem 1.1 and
u0,1, u0,2 ∈ Lr(Rd), |∇u0,1|, |∇u0,2| ∈ Lrloc(Rd) . Assume that u1 and u2 are two stochastic
strong solutions of (1.1), with initial values u0,1 and u0,2. If u0,1 6 u0,2, then with probability
1, u1 6 u2. In particular, if the initial value is nonnegative, then with probability 1, the unique
stochastic strong solution is nonnegative as well.
In applications to nonlinear equations, especially for Euler and Navier-Stokes equations, b
should maintain the same Sobolev regularity as the solutions. From this point, we have the
following persistence property of solutions.
Corollary 1.2 (Persistence property) Let p > d such that u0 ∈ Lp(Rd), |∇u0| ∈ Lploc(Rd),
b ∈ L∞(0, T ;W 1,p(Rd;Rd)) and divb ∈ L1(0, T ;L∞(Rd)). Then there exists a unique stochastic
strong solution to the Cauchy problem (1.1) (i.e. r is replaced by p in Theorems 1.1). Moreover,
the unique stochastic strong solution can be represented by u(t, x) = u0(X
−1(t, x)).
The scope of work is not limited to describe a well-posed result, we also present a counter
example for non-existence of such solutions in the deterministic case. Precisely speaking, when
the noise vanishes, we prove that now the strong solution will not be Sobolev differentiable.
Theorem 1.2 (Non-existence) Let p, b and u0 be stated in Corollary 1.2. Consider the
Cauchy problem {
∂tu(t, x) + b(t, x) · ∇u(t, x) = 0, (t, x) ∈ (0, T )× Rd,
u(t, x)|t=0 = u0(x), x ∈ Rd.
(1.6)
Then there exists a unique weak solution. Moreover, the unique weak solution can be represented
by u(t, x) = u0(X
−1(t, x)). Here X(t, x) is the unique DiPerna-Lions flow dominated by the
ODE
dX(t) = b(t,X(t))dt, t ∈ (0, T ], X(t)|t=0 = x. (1.7)
4
However, if d > 2, one can choose proper functions u0 and b such that u(t, x) = u0(X
−1(t, x))
does not lie in L∞(0, T ;W 1,ploc (R
d)). Here u is said to be a weak solution of (1.6), if it lies in
L∞(0, T ;Lp(Rd)) and for every ϕ ∈ C∞0 (Rd), every t ∈ [0, T ],∫
Rd
ϕ(x)u(t, x)dx =
∫
Rd
ϕ(x)u0(x)dx+
∫ t
0
∫
Rd
div(b(s, x)ϕ(x))u(s, x)dxds. (1.8)
If |∇u| ∈ L∞(0, T ;Lploc(Rd)) in addition, we call u a strong solution of (1.6).
Remark 1.2. The equation in (1.6) is hyperbolic, even though for smooth initial value, solutions
spontaneously develop discontinuities. However, here we prove that the emergence of shocks is
prevented when one adds a multiplicative Brownian type noise which preserves the hyperbolic
structure of the equation.
The rest of the paper is structured as follows. In Sections 2-3, the proof of Theorems 1.1
and 1.2 are given. Section 2 is concerned with the existence and uniqueness of the stochastic
strong solutions and a counter example for non-existence is given in Section 3.
Notations The letter C will mean a positive constant, whose values may change in different
places. For a parameter or a function ̺, C(̺) means the constant is only dependent on ̺. N
is the set of natural numbers and Z denotes the set of integral numbers. For every R > 0,
BR := {x ∈ Rd : |x| < R}. Almost surely can be abbreviated to a.s..
2 Proof of Theorem 1.1
In this section, we shall give the proof of Theorem 1.1. Firstly, we give a definition and a useful
lemma.
Given s ∈ [0, T ] and x ∈ Rd, consider the stochastic differential equation (SDE for short) in
R
d:
dX(s, t) = b(t,X(s, t))dt + dB(t), t ∈ (s, T ], X(s, t)|t=s = x. (2.1)
Definition 2.1 ([30], P114) A stochastic homeomorphism flow (respect. of class C1,β with
β ∈ (0, 1)) on (Ω,F ,P, (Ft)06t6T ) associated to (2.1) is a map (s, t, x, ω)→ X(s, t, x)(ω), defined
for 0 6 s 6 t 6 T, x ∈ Rd, ω ∈ Ω with values in Rd, such that
(i) given any s ∈ [0, T ], x ∈ Rd, the process {X(s, ·, x)} = {X(s, t, x), t ∈ [s, T ]} is a
continuous {Fs,t}s6t6T -adapted solution of (2.1);
(ii) P − a.s., for all 0 6 s 6 t 6 T , the functions X(s, t, x), X−1(s, t, x) are continuous in
(s, t, x);
(iii) P − a.s., X(s, t, x) = X(r, t,X(s, r, x)) for all 0 6 s 6 r 6 t 6 T , x ∈ Rd and
X(s, s, x) = x.
For further use, we review a useful lemma.
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Lemma 2.1 ([20]) Let us assume that there exists α ∈ (0, 1) such that b ∈ L∞(0, T ; Cαb (Rd;Rd)).
Then for every s ∈ [0, T ], x ∈ Rd, the stochastic equation (2.1) has a unique continuous adapted
solution {X(s, t, x), t ∈ [s, T ], ω ∈ Ω}, which forms a C1,α′ (α′ < α) stochastic flow X(s, t)
of diffeomorphisms. Moreover, if we let (bn) ⊂ L∞(0, T ; Cαb (Rd;Rd)) be a sequence of vector
fields and Xn be the corresponding stochastic flows. If bn → b in L∞(0, T ; Cα′b (Rd;Rd)) for some
α′ > 0, then for any a > 1,
lim
n→∞
sup
x∈Rd
sup
06s6T
E[ sup
r∈[s,T ]
|Xn(s, r, x) −X(s, r, x)|a] = 0, (2.2)
sup
n
sup
x∈Rd
sup
06s6T
E[ sup
r∈[s,T ]
‖DXn(s, r, x)‖a] <∞, (2.3)
lim
n→∞
sup
x∈Rd
sup
06s6T
E[ sup
r∈[s,T ]
‖DXn(s, r, x) −DX(s, r, x)‖a] = 0, (2.4)
(recall that ‖ · ‖ is the Hilbert-Schmidt norm on d× d matrices).
Remark 2.1. When the coefficients bn are smooth enough, using the Liouville theorem, we
have Euler’s identity:
det(∇xXn(t, x)) = exp(
∫ t
0
divbn(r,Xn(r, x)))dr).
In view of (2.2) and (2.4), if one suppose in addition that bn → b in L1(0, T ;W 1,aloc (Rd;Rd)) for
some a > 1, up to choosing a subsequence, one derives
det(∇xX(t, x)) = exp(
∫ t
0
divb(r,X(r, x)))dr), (2.5)
here for simplicity, we have used X(t, x) to stand for X(0, t, x).
Proof of Theorem 1.1. (i) Initially, we prove the uniqueness and noticing that the equation
is linear, we need to show u ≡ 0 a.s. if the initial value vanishes. For r =∞, the uniqueness has
been proved by Attanasio and Flandoli [2, Theorem 11]. Therefore, it suffices to show r < ∞.
Let ̺ε be a regularizing kernel i.e.
̺ε =
1
εd
̺(
·
ε
) with 0 6 ̺ ∈ C∞0 (Rd), support(̺) ⊂ B1,
∫
Rd
̺(x)dx = 1.
We define uε = u ∗ ̺ε, then uε yields that
∂tuε(t, x) + b(t, x) · ∇uε(t, x) +
d∑
i=1
∂xiuε(t, x) ◦ B˙i(t) = Iε,
with
Iε = b(t, x) · ∇uε(t, x)− (b · ∇u)ε(t, x).
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With the help of assumption (1.4),
Iε → 0 in Lq(0, T ;Lrloc(Rd)), P− a.s..
By approximation arguments (see [11, Corollary II.1] but with some minor modifications), for
every M > 0 and r <∞ one ends up with
d
dt
∫
Rd
|u(t, x) ∧M |rdx 6 C
∫
Rd
|u(t, x) ∧M |rdx, P− a.s..
From this one proves the uniqueness.
Secondly, we show that u(t, x) = u0(X
−1(t, x)) is a stochastic weak solution of (1.1). Here
{X(t, x)} is the unique strong solution of (2.1) with s = 0. We divide the proof into two cases:
q = ∞, d < p < ∞ and p ∈ [2,∞), q ∈ (2,∞), 2/q + d/p < 1. We begin our proof for the first
case.
• Case 1: q =∞, d < p <∞.
Since p > d, L∞(0, T ;W 1,p(Rd;Rd)) ⊆ L∞(0, T ; Cαb (Rd;Rd)) with α = 1 − d/p. By Lemma
2.1, the stochastic differential equation (2.1) with s = 0 has a unique continuous adapted
solution {X(t, x), t ∈ [0, T ], ω ∈ Ω}, which forms a C1,α′ (α′ < α) stochastic flow X(t, x) of
diffeomorphisms. If one defines u(t, x) = u0(X
−1(t, x)) and uses the Kunita-Itoˆ-Wentzel formula
(see [29, Theorem 8.3] or [5, Lemma 2.1]), for every ϕ ∈ C∞0 (Rd),
∫
Rd
ϕ(x)u(t, x)dx meets
(1.2). Thus
∫
Rd
ϕ(x)u(t, x)dx has a continuous modification which is an Ft-semimartingale. To
complete the proof, we need to show u ∈ L∞(Ω × (0, T );Lr(Rd)) for r ∈ [1,∞]. Clearly when
r =∞, it is true. It remains to show r ∈ [1,∞).
With the help of (2.5), then∫
Rd
|u0(X−1(t, x))|rdx =
∫
Rd
|u0(x)|rdet(∇xX(t, x))dx
=
∫
Rd
|u0(x)|r exp(
∫ t
0
divb(τ,X(τ, x))dτ)dx
6 exp(‖divb‖L1(0,T ;L∞(Rd)))
∫
Rd
|u0(x)|rdx. (2.6)
• Case 2: p ∈ [2,∞), q ∈ (2,∞), 2q + dp < 1.
Recall that SDE (2.1) is equivalent to the following SDE (see [17, 18, 20]):
dY (t) = λU(t, γ−1(t, Y (t)))dt + [I +∇U(t, γ−1(t, Y (t)))]dB(t), t ∈ (0, T ], Y (t)|t=0 = y, (2.7)
where γ(t, x) = x+ U(t, x), γ−1(t, x) is its inverse of the mapping x 7→ γ(t, x), U is given by{
∂tU(t, x) +
1
2∆U(t, x) + b(t, x) · ∇U(t, x) = λU(t, x)− b(t, x), (t, x) ∈ (0, T ) × Rd,
U(T, x) = 0, x ∈ Rd. (2.8)
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In addition the solutions (2.7) and (2.1) has the relationship X(t) = γ−1(t) ◦ Y (t). With
the aid of [18, Theorem 3.3, Lemma 3.4] (or see [25, Theorem 1.2]), there is a unique U ∈
Lq(0, T ;W 2,p(Rd;Rd))∩W 1,q(0, T ;Lp(Rd;Rd)) solving the backward PDE (2.8). Moreover, there
is a finite constant N such that
‖∂tU‖Lq(0,T ;Lp(Rd)) + ‖U‖Lq(0,T ;W 2,p(Rd)) 6 N‖b‖Lq(0,T ;Lp(Rd)). (2.9)
From (2.9), by the Morrey inequality (see [14], P282), the Sobolev embedding inequality (see
[14], P306), (1.4) and the maximum principle then
‖∇U‖L∞((0,T )×Rd) 6 N‖b‖Lq(0,T ;Lp(Rd)), ‖∇U‖L∞((0,T )×Rd) → 0, as λ→∞. (2.10)
For 1 6 i 6 d, if one differentiates xi in equation (2.8) and denotes U1 = ∂xiU then{
∂tU1(t, x) +
1
2∆U1(t, x) + b(t, x) · ∇U1(t, x) = λU1(t, x)− ∂xib(t, x)− ∂xib(t, x) · ∇U(t, x),
U1(T, x) = 0.
Thus U1 ∈ Lq(0, T ;W 2,p(Rd;Rd)) ∩W 1,q(0, T ;Lp(Rd;Rd)). Since 1 6 i 6 d, one concludes that
∇U ∈ Lq(0, T ;W 2,p(Rd;Rd×d)) ∩W 1,q(0, T ;Lp(Rd;Rd×d)) and by (2.10),
‖∇2U‖L∞((0,T )×Rd) 6 N‖∇b‖Lq(0,T ;Lp(Rd))(1 +N‖b‖Lq(0,T ;Lp(Rd))). (2.11)
Combining (2.10) and (2.11), for a given and big enough real number λ, from [18, Lemma 3.5],
for every t ∈ [0, T ], γ(t, x) = x+U(t, x) forms a non-singular diffeomorphism of C2. Moreover, γ
and γ−1 have a bounded first and second spatial derives and ∇2γ is globally Ho¨lder continuous.
Therefore, (2.7) exists a unique strong solution which forms a C1,β (0 < β < 1) stochastic flow
of diffeomorphisms. The remains is the same as discussed in the case of q =∞, d < p <∞. We
achieve the proof.
Thirdly, we show that (1.3) holds. Noticing that both q =∞, d < p <∞ and p ∈ [2,∞), q ∈
(2,∞), 2/q+d/p < 1, the stochastic differential equation (2.1) beginning from s = 0 has a unique
continuous adapted solution {X(t, x), t ∈ [0, T ], ω ∈ Ω}, which forms a C1,α′ (0 < α′ < α)
stochastic flow X(t, x) of diffeomorphisms. We have the following chain rule
∇x(u0(X−1(t, x))) = ∇xu0(X−1(t, x))∇xX−1(t, x), (2.12)
which implies that: for every R > 0 and r ∈ [1,∞),∫
BR
|∇x(u0(X−1(t, x)))|rdx =
∫
BR
|∇xu0(X−1(t, x))|r‖∇xX−1(t, x)‖rdx, (2.13)
where ‖ · ‖ is the Hilbert-Schmidt norm on d× d matrices. We will show that the right hand in
(2.13) is finite almost surely. To reach this aim, let us give it two proofs.
• Case 1: q =∞, d < p <∞.
8
The first proof. We only recall the idea of the proof, see [22] for details. Since now
b ∈ L∞(0, T ; Cαb (Rd;Rd)), X(t, x) and ∇xX−1(t, x) are continuous in (t, x) almost surely. From
(2.12), (2.13) and Euler’s identity (2.5), one fulfills our conclusion.
The second proof. The proof is based on estimating E sup06t6T,x∈BR ‖∇xX−1(t, x)‖ and
the calculations can be divided into four steps.
Step 1. To simplify the problem.
Since the backward flow satisfies the same SDE of the forward flow with a drift coefficient
of opposite, for every t ∈ [0, T ], to calculate E sup06t6T,x∈BR ‖∇xX−1(t, x)‖ it is sufficient to
estimate E sup06t6T,x∈BR ‖∇xX(t, x)‖. Recall that SDE (2.1) is equivalent to (2.7), and X(t) =
γ−1(t) ◦ Y (t). Using [18, Lemma 3.5], then one gets that ‖∇γ−1(t)‖ 6 2, hence if one can
manipulate E sup06t6T,y∈BR ‖∇yY (t, y)‖, then we accomplish our proof. On the other hand,
by scaling transforming: y = 2Ry1 first, and shift transforming y1 = x1 + (1/2,··· , 1/2)(∈ Rd),
we need to show E sup06t6T,x1∈[0,1]d ‖∇Y (t, x1)‖. For notation no confusion, in the following
calculation, one also write x instead of x1.
Step 2. Space Ho¨lder estimates for Y (t).
Let Y (t, x) and Y (t, y) be the unique strong solution of (2.7) with initial data x and y
respectively. If one sets Yt(x, y) = Y (t, x) − Y (t, y) and b˜(t, y) = λU(t, γ−1(t, y)), σ(t, y) =
I +∇U(t, γ−1(t, y)), then{
dYt(x, y) = [b˜(t, Y (t, x)) − b˜(t, Y (t, y))]dt + [σ(t, Y (t, x)) − σ(t, Y (t, x))]dB(t), t ∈ (0, T ),
Yt(x, y)|t=0 = x− y.
Using the Itoˆ formula, for m > 2, we have
d|Yt(x, y)|m
= m|Yt(x, y)|m−2〈Yt(x, y), b˜(t, Y (t, x))− b˜(t, Y (t, y))〉dt
+
1
2
m(m− 1)|Yt(x, y)|m−2tr([σ(t, Y (t, x))− σ(t, Y (t, x))][σ(t, Y (t, x))− σ(t, Y (t, x))]⊤)dt
+m|Yt(x, y)|m−2〈Yt(x, y), [σ(t, Y (t, x))− σ(t, Y (t, x))]dB(t)〉. (2.14)
Observing that U is the unique solution of (2.8) and b ∈ L∞(0, T ;W 1,p(Rd)), so U ∈ L∞(0, T ; C2+αb (Rd))
(α = 1 − d/p), and then b˜ ∈ L∞(0, T ;Lip(Rd;Rd)), σ ∈ L∞(0, T ;Lip(Rd;Rd×d)). We obtain
from (2.14) that
d|Yt(x, y)|m 6 C(m)|Yt(x, y)|mdt
+m|Yt(x, y)|m−2〈Yt(x, y), [σ(t, Y (t, x))− σ(t, Y (t, x))]dB(t)〉,
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i.e.
|Yt(x, y)|m 6 |x− y|m + C(m)
∫ t
0
|Ys(x, y)|mds
+m
∫ t
0
|Ys(x, y)|m−2〈Ys(x, y), [σ(s, Y (s, x))− σ(s, Y (s, x))]dB(s)〉. (2.15)
Therefore
E|Yt(x, y)|m 6 |x− y|m + C(m)
∫ t
0
E|Ys(x, y)|mds. (2.16)
From (2.16), if one uses the Gro¨nwall inequality, it yields that
sup
06t6T
E|Yt(x, y)|m 6 C(m,T )|x− y|m. (2.17)
On the other hand, by virtue of the BDG inequality, from (2.15), one concludes that
E sup
06s6t
|Ys(x, y)|m 6 |x− y|m + C(m)
∫ t
0
E sup
06r6s
|Yr(x, y)|mdr
+C(m)E
[ ∫ t
0
|Ys(x, y)|2mds
] 1
2
.
Since (2.17) holds for every m > 2, by (2.17) and Minkowshi’s inequality, then
E sup
06s6t
|Ys(x, y)|m 6 C(m,T )|x− y|m + C(m)
∫ t
0
E sup
06r6s
|Yr(x, y)|mdr,
which suggests that
E sup
06t6T
|Yt(x, y)|m 6 C(m,T )|x− y|m,
if one uses the Gro¨nwall inequality again. From this, one finishes at
E sup
06t6T
|Xt(x, y)|m 6 C(m,T )|x− y|m. (2.18)
Step 3. Ho¨lder estimate for ‖∇xY (t, x)‖.
Let us set ∇xY (t, x) by ξt(x), from (2.7) then for every t ∈ (0, T ], ξt(x) yields that
dξt(x) = λ∇U(t,X(t, x))∇γ−1(t, Y (t))ξt(x)dt+∇2U(t,X(t, x))∇γ−1(t, Y (t))ξt(x)dB(t),
and ξt(x)|t=0 = I.
By Itoˆ’s formula, for every m > 2, we have
d‖ξt(x)‖m
= m‖ξt(x)‖m−2〈ξt(x), λ∇U(t,X(t, x))∇γ−1(t, Y (t))ξt(x)〉dt
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+
1
2
m(m− 1)‖ξt(x)‖m−2tr([∇2U(t,X(t, x))∇γ−1(t, Y (t))ξt(x)]
·[∇2U(t,X(t, x))∇γ−1(t, Y (t))ξt(x)]⊤)dt
+m‖ξt(x)‖m−2〈ξt(x),∇2U(t,X(t, x))∇γ−1(t, Y (t))ξt(x)dB(t)〉. (2.19)
Observing that U ∈ L∞(0, T ; C2+αb (Rd)) (α = 1− d/p). From (2.19), one fulfills that
d‖ξt(x)‖m 6 C‖ξt(x)‖m +m‖ξt(x)‖m−2〈ξt(x),∇2U(t,X(t, x))∇γ−1(t, Y (t))ξt(x)dB(t)〉,
which suggests
E‖ξt(x)‖m 6 C + C
∫ t
0
E‖ξs(x)‖mds. (2.20)
From (2.20), one applies the Gro¨nwall inequality to get
sup
06t6T,x∈Rd
E‖ξt(x)‖m 6 C. (2.21)
The calculations from (2.17) to (2.18) uses here again, suggests that
sup
x∈Rd
E sup
06t6T
‖ξt(x)‖m 6 C. (2.22)
If one set ξt(x, y) = ξt(x)− ξt(y), by an analogue manipulation of (2.14), it reaches at
d‖ξt(x, y)‖m = m‖ξt(x, y)‖m−2〈ξt(x, y), A1〉dt+m‖ξt(x, y)‖m−2〈ξt(x, y), A2dB(t)〉
+
1
2
m(m− 1)‖ξt(x, y)‖m−2tr(A3A⊤3 )dt,
where
A1 = λ∇U(t,X(t, x))∇γ−1(t, Y (t, x))ξt(x)− λ∇U(t,X(t, y))∇γ−1(t, Y (t, y))ξt(y),
A2 = ∇2U(t,X(t, x))∇γ−1(t, Y (t, x))ξt(x)−∇2U(t,X(t, y))∇γ−1(t, Y (t, y))ξt(y),
A3 = ∇2U(t,X(t, x))∇γ−1(t, Y (t, x))ξt(x)−∇2U(t,X(t, y))∇γ−1(t, Y (t, y))ξt(y),
which implies
d‖ξt(x, y)‖m
6 m‖ξt(x, y)‖m−1‖A1‖dt+ 1
2
m(m− 1)‖ξt(x, y)‖m−2‖A3‖2dt
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+m‖ξt(x, y)‖m−2〈ξt(x, y), A2dB(t)〉
6 C(m)‖ξt(x, y)‖m−1
(
‖ξt(x, y)‖+ ‖ξt(x)‖[|X(t, x) −X(t, y)| + |X(t, x)−X(t, y)|α]
)
dt
+m‖ξt(x, y)‖m−2〈ξt(x, y), A2dB(t)〉.
Therefore
E‖ξt(x, y)‖m 6 C(m)
∫ t
0
E‖ξs(x, y)‖mds
+C(m)E
∫ t
0
‖ξs(x)‖m[|X(s, x) −X(s, y)|m + |X(s, x)−X(s, y)|αm]ds
6 C(m)
∫ t
0
E‖ξs(x, y)‖mds
+C(m)
∫ t
0
(
E‖ξs(x)‖2m
) 1
2
(
E[|X(s, x)−X(s, y)|2m
) 1
2
ds
+C(m)
∫ t
0
(
E‖ξs(x)‖2m
) 1
2
(
E|X(s, x)−X(s, y)|2αm
) 1
2
ds. (2.23)
Combining (2.18) and (2.21), (2.23) induces that
E‖ξt(x, y)‖m 6 C(m)
∫ t
0
E‖ξs(x, y)‖mds+ C(m,T )[|x− y|m + |x− y|αm]. (2.24)
Thus
sup
06t6T
E‖ξt(x, y)‖m 6 C(m,T )[|x− y|m + |x− y|αm]. (2.25)
Similar manipulations of (2.17)-(2.18) applies again, one ends up with
E sup
06s6t
‖ξs(x, y)‖m
6 C(m)
∫ t
0
E sup
06r6s
‖ξs(x, y)‖mds
+C(m)E
∫ t
0
‖ξs(x)‖m[|X(s, x) −X(s, y)|m + |X(s, x)−X(s, y)|αm]ds
+C(m)E
[ ∫ t
0
‖ξs(x, y)‖2mds
]1/2
+C(m)E
[ ∫ t
0
‖ξs(x)‖2m|X(s, x) −X(s, y)|2αmds
] 1
2
6 C(m)
∫ t
0
E sup
06r6s
‖ξs(x, y)‖mds
+C(m)
∫ t
0
[
E‖ξs(x)‖2m
] 1
2
[
E|X(s, x)−X(s, y)|2m + E|X(s, x)−X(s, y)|2αm] 12ds
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+C(m)
[ ∫ t
0
E‖ξs(x, y)‖2mds
]1/2
+C(m)
[ ∫ t
0
(
E‖ξs(x)‖4m
) 1
2
(
E|X(s, x)−X(s, y)|4αm
) 1
2
ds
] 1
2
6 C(m)
∫ t
0
E sup
06r6s
‖ξs(x, y)‖mds+ C(m,T )[|x− y|m + |x− y|αm].
The Gro¨nwall inequality uses again, we gain
E sup
06t6T
‖ξt(x, y)‖m
6 C(m,T )[|x− y|m + |x− y|αm] 6 C(m,T )|x− y|αm, ∀ x, y ∈ [0, 1]d. (2.26)
Step 4. E sup06t6T,x∈[0,1]d ‖∇xY (t, x)‖ <∞.
To arrive our purpose, we introduce a sequence of sets: Sn = {z ∈ Zd | z2−n ∈ [0, 1]d}, n ∈ N.
For an arbitrary e = (e1,··· , e
d) ∈ Zd such that ‖e‖∞ = max16i6d |ei| = 1, and every z, z+e ∈ Sn,
we define ξn,ez (t) = |ξt((z + e)2−n)− ξt(z2−n)|. Then by (2.26), for every m > 2,
E sup
06t6T
|ξn,ez (t)|m 6 C(m,T )2−nαm.
For any τ > 0 and K > 0, one sets a number of events An,ez,τ = {ω ∈ Ω | sup06t6T ξn,ez (t) > Kτn}
(z, z + e ∈ Sn), it yields that
P(An,ez,τ ) 6
E sup06t6T |ξn,ez (t)|m
Kmτmn
6
C(m,T )2−nαq
Kmτmn
.
Observing that for each n, the total number of the events An,ez,τ (z, z + e ∈ Sn) is not greater
than 2c(d)n. Hence the probability of the union Anτ = ∪z,z+e∈Sn(∪‖e‖∞=1An,ez,τ ) meets the estimate
P(Anτ ) 6 C(m,T )
2−nmα
Kmτmn
2c(d)n 6 C(m,T )K−m
( 2c(d)
(2ατ)m
)n
.
One chooses τ = 2−α/2, m = 3c(d)/α∨ 1, then the probability of the event A = ∪n>1Anτ can
be calculated that
P(A) 6 C(T, d)K−m. (2.27)
For every point x ∈ [0, 1]d, we have x = ∑∞i=0 ei2−i (‖ei‖∞ 6 1). Denote xk = ∑ki=0 ei2−i.
For any ω∈A, we have |ξt(xk+1)− ξt(xk)| < Kτk+1, which suggests that
|ξt(x)− ξt(x0)| 6
∞∑
k=0
|ξt(xk+1)− ξt(xk)| < K
∞∑
k=0
τk+1 6 CK, (2.28)
where we have fetched τ = 2−α/2.
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Set ξ1 = sup(t,x)∈[0,T ]×[0,1]d |ξt(x)− ξt(x0)|, then for any 0 < γ < m, it yields that
E|ξ1|γ = γ
∫ ∞
0
λγ−1P(ξ1 > λ)dλ = γ
∫ CK
0
λγ−1P(ξ1 > λ)dλ+ γ
∫ ∞
CK
λγ−1P(v > λ)dr. (2.29)
According to (2.28) and (2.27), from (2.29) one finishes at
E|ξ1|γ 6 (CK)γ + C(T, d)γ
∫ ∞
CK
λγ−1−mdλ 6 (CK)γ + C(T, d)γKγ−m,
which hints that
E sup
(t,x)∈[0,T ]×[0,1]d
|ξt(x)|γ 6 C(γ)
[
E|ξ1|γ + E sup
06t6T
|ξt(x0)|γ
]
6 C(T, d), (2.30)
where in the last inequality we have used the estimate (2.22).
Hence, we conclude that
P(‖ξ·(·)‖L∞((0,T )×[0,1]d) <∞) = 1,
and by Step 1 thus
P(‖ξ·(·)‖L∞((0,T )×BR) <∞) = 1, ∀ R > 0. (2.31)
Therefore
‖∇x(u0(X−1))‖L∞((0,T )×BR) 6 C(ω)‖∇xu0‖L∞(BC(ω)) <∞, P− a.s., when r =∞,∫
BR
|∇x(u0(X−1(t, x)))|rdx 6 C(ω)
∫
BC(ω)
|∇xu0(x)|rdx <∞, P− a.s., when r ∈ [1,∞).
From above estimated, one accomplishes the proof for Case 1.
• Case 2: p ∈ [2,∞), q ∈ (2,∞), 2q + dp < 1.
The proof is the same as the proof for Case 1 since now for every t ∈ [0, T ], γ(t, x) = x+U(t, x)
forms a non-singular diffeomorphism of C2. Moreover, γ and γ−1 have a bounded first and second
spatial derives and ∇2γ is globally Ho¨lder continuous.
(ii) To reach our aim, we firstly notice the following two facts: m is arbitrary in (2.26), and
(2.30) holds true for every 0 < γ < m. Then by the statements in The second proof, Step 1,
for every a > 1, we derive that
E|∇X−1(·, ·)|aL∞((0,T )×BR) 6 C(T, d,R, a), ∀ R > 0. (2.32)
If |∇u0| ∈ L∞(Rd), from (2.32), for every a > 1, and every R > 0, one arrives at
E sup
(t,x)∈[0,T ]×BR
‖∇xu(t, x)‖a = E sup
(t,x)∈[0,T ]×BR
‖∇xu0(X−1(t, x))∇X−1(t, x)‖a
6 C(T, d,R, a)‖∇xu0‖aL∞(Rd).
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So we finish the proof. 
Remark 2.2. (i) From ’The first proof ’, one also achieves that: let β ∈ (0, 1) that u0 ∈
Cβb (Rd), b ∈ L∞(0, T ; Cβb (Rd;Rd)), divb ∈ L∞((0, T ) × Rd), there exists a unique bounded ran-
dom field u which takes value in L∞(0, T ; Cβb (Rd)) P − a.s. such that for every ϕ ∈ C∞0 (Rd),∫
Rd
ϕ(x)u(t, x)dx has a continuous modification which is an Ft-semimartingale and for ev-
ery t ∈ [0, T ], (1.2) holds. Moreover, u(t, x) = u0(X−1(t, x)). On the other hand, if one
applies ’The second proof ’ from Step 1 to Step 4, it yields that for every R > 0, u ∈
∩a>1La(Ω;L∞(0, T ; Cβb (BR))).
(ii) For irregular drift coefficient, the existence and uniqueness of stochastic weak solutions
of (1.1) can be seen in [5]. The existence and non-existence of L∞ ∩ W 1,r solutions for the
deterministic equations of (1.1) can be found in [7, 24].
Remark 2.3. (i) The estimate (2.27) for the tail probability is inspired by [28]. In [28], Kuksin,
Nadirashvili and Piatnitski argued
du(t, x) = Au(t, x)dt + f(t, x)dB(t), t > 0, x ∈ Q, u(t, x)|t=0 = 0,
where Q is a bounded domain, by estimating the tail probability, they gained a space and time
Ho¨lder estimates for solutions, i.e. E‖u‖γ
Cθ(QT
<∞. Here, we get an analogue of [28]. For more
details, one also refers to [27].
(ii) For simplicity, here we only discuss the noise given by
∑d
i=1 ∂xiu ◦ B˙i(t), however, the
method is appropriate for the stochastic transport equation below
∂tu(t, x) + b(t, x) · ∇xu(t, x) +
d∑
i=1
n∑
j=1
∂xiu(t, x)Gi,j(t, x) ◦ B˙j(t) = 0, (ω, t, x) ∈ Ω× (0, T ) × Rd,
here 1 6 i 6 d, 1 6 j 6 n, d, n ∈ N. But now one should replace the SDE (2.1) by
dX(t) = b(t,X(t))dt +G(t,X(t))dB(t), X(0) = x ∈ Rd,
where G(t, x) = (Gi,j(t, x)) ∈ Rd×n, B = (B1, B2,··· , Bn)⊤ is a standard n-dimensional Brownian
motion. For more details about above SDE, the authors can consult to [12].
(iii) How to extend the present result to the nonlinear scalar conservation law{
∂tu(t, x) + divF (u(t, x)) = 0, (t, x) ∈ (0, T ) ×Rd,
u(t, x)|t=0 = u0(x), x ∈ Rd,
(2.33)
may be an very interesting problem. Observing that when F and u are smooth, we rewrite
(2.33) by {
∂tu(t, x) + F
′(u) · ∇u(t, x) = 0, (t, x) ∈ (0, T )× Rd,
u(t, x)|t=0 = u0(x), x ∈ Rd.
With this formulation in mind, it is desirable that the coefficients are random and have no
smoother than the solutions (at least as smooth as solutions). As stated in [20], it would be a
difficult problem. However, for linear transport equation, when b is only depends on the random
perturbation B, there has some celebrate works such as see [13].
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3 Proof of Theorem 1.2
Proof. The existence, uniqueness as well as obvious representation of weak solutions can be
seen in DiPerna and Lions [11], we omit some details. Now let us show the non-existence of
strong solutions.
For simplicity, we assume b is time independent and d = 2. Now we rewrite x by (x, y) ∈ R2.
Let b1(x) and b2(y) be defined as the following:
b1(x) =


x
3
4 , 0 < x < 1
x−
3
4 , x > 1,
0, otherwise,
b2(y) =
{
y
1+y2
, y > 0,
0, otherwise.
Then b1, b2 ∈ L3(R) and 0 6 b1, b2 6 1. Notice that
d
dx
b1(x) =


3
4x
− 1
4 , 0 < x < 1
−34x−
7
4 , x > 1,
0, otherwise,
d
dy
b2(y) =
{
1−y2
(1+y2)2 , y > 0,
0, otherwise,
we conclude that b1, b2 ∈W 1,3(R) and −1/8 6 b′2 6 1, but sup b′1 =∞.
We define b(x, y) = (0, b1(x)b2(y)), then b ∈ W 1,3(R2), divb(x, y) = b1(x)b′2(y) and divb ∈
[−1/8, 1]. Consider the ODE below
d
dt
X(t) = 0,
d
dt
Y (t) = b1(X(t))b2(Y (t)), X(0) = x > 0, Y (0) = y > 0,
we gain
X(t, x) = x, Y (t, x, y) = g−1(g(y)e2b1(x)t), (3.1)
where g(y) = ey
2
y2 (y > 0), g−1 is the inverse of g.
From (3.1), then
∂(X,Y )
∂(x, y)
=
(
1 (g−1)′(g(y)e2b1(x)t)g(y)e2b1(x)t2b′1(x)t
0 (g−1)′(g(y)e2b1(x)t)g′(y)e2b1(x)t
)
,
and for every real number R > 0,
(X(t), Y (t))([0, R] × [0, R]) ⊃ [0, R]× [0, R]. (3.2)
With the inverse function theorem, it yields that
(∂(X(t), Y (t))
∂(x, y)
)−1
(x, y) =
(
1 −(g′(y))−1g(y)2b′1(x)t
0 (g′(g(y)e2b1(x)t)(g′(y))−1e−2b1(x)t
)
. (3.3)
Combining the fact u(t, x, y) = u0((X,Y )
−1(t, x, y)) and (3.2), for every t > 0, every R > 0, one
ends up with∫
[−R,R]×[−R,R]
|∇x,y(u0((X,Y )−1(t, x, y)))|3dxdy
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>∫
[0,R]×[0,R]
|∇x,y(u0((X,Y )−1(t, x, y)))|3dxdy
>
∫
[0,R]×[0,R]
|∇x,yu0(x, y)|3
∥∥∥(∂(X,Y )
∂(x, y)
)−1∥∥∥3exp(∫ t
0
divb(X(r, x), Y (r, x, y))dr)dxdy.(3.4)
With the aid of Louville’s theorem, (3.3) and noticing that −1/8 6 divb 6 1, from (3.4), one
arrives at ∫
[−R,R]×[−R,R]
|∇x,y(u0((X,Y )−1(t, x, y)))|3dxdy
> exp(− t
8
)
∫
[0,R]×[0,R]
|∇x,yu0(x, y)|3|(g′(y))−1g(y)2b′1(x)t|3dxdy
> exp(− t
8
)t3
∫
[0,R]×[0,R]
|∇x,yu0(x, y)|3
( y
1 + y
)3
|b′1(x)|3dxdy, (3.5)
where in the last inequality we have used
(g′(y))−1g(y) =
y
2(1 + y)
, ∀ y > 0.
If one chooses u0(x, y) = u0,1(x)u0,2(y) such that u0,1, u0,2 ∈ W 1,3(R) and u′0,1(x) ≈ x−1/4 near
0+, then ∫
[−R,R]×[−R,R]
|∇x,y(u0((X,Y )−1(t, x, y)))|3dxdy
> exp(− t
8
)t3
∫ R
0
|u′0,2(y)|3
( y
1 + y
)3
dy
∫ R
0
|u′0,1(x)|3|b′1(x)|3dx
> C exp(− t
8
)t3
∫ R
0
x−
3
4 |b′1(x)|3dx
> C exp(− t
8
)t3
∫ ǫ
0
x−
3
4 |b′1(x)|3dx =∞,
where ǫ > 0 is a small enough positive real number. From this we complete the proof. 
Remark 3.1. Based upon Theorem 1.1 and Theorem 1.2, we deduce that noise can prevent
singularities and here let us give an explanation. From above construction we know that if one
chooses u0(x, y) = u0,1(x)u0,2(y) such that u0,1, u0,2 ∈W 1,3(R) and u′0,1(x) ≈ x−1/4 near 0+, for
the deterministic equation, then
∫
[−R,R]×[−R,R]
|∇x,yu(t, x, y)|3dxdy > C(t)
∫ R
0
x−
1
4 |b′1(x)|3dx =∞. (3.6)
However, when one deals with the stochastic equation, the characteristic equation becomes into
dX(t) = dB1(t), dY (t) = b1(X(t))b2(Y (t))dt+ dB2(t), X(0) = x, Y (0) = y.
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Similar calculations implies the estimate∫
[−R,R]×[−R,R]
|∇x,yu(t, x, y)|3dxdy
6 C(t)
[ ∫ R
0
x−
3
4 |b′1(x+B1(t))|3dx+ 1
]
, P− a.s.
6 C(t)
[ ∫ 1
0
x−
3
4 |x+B1(t))|−
3
4dx+ 1
]
, P− a.s. (3.7)
for every R > 0.
Since for every t > 0, B1(t) has a normal distribution with expected value 0 and variance t,
E
∫ 1
0
x−
3
4 |x+B1(t))|−
3
4 dx =
∫ 1
0
x−
3
4dx
∫
R
|y|− 34 1√
2πt
e−
(y−x)2
2t dy. (3.8)
In view of Cauchy-Schwarz’s inequality,
2|xy| 6 y
2
2
+ 2x2,
then
−(y − x)2 6 −y2 − x2 + y
2
2
+ 2x2 = −y
2
2
+ x2. (3.9)
Combining (3.8) and (3.9), we reach at
E
∫ 1
0
x−
3
4 |x+B1(t))|−
3
4dx 6
∫ 1
0
x−
3
4 e
x2
2t dx
∫
R
|y|− 34 1√
2πt
e−
y2
4t dy <∞,
which hints that ∫ 1
0
x−
3
4 |x+B1(t))|−
3
4dx <∞, P− a.s..
From (3.7), therefore∫
[−R,R]×[−R,R]
|∇x,yu(t, x, y)|3dxdy <∞, P− a.s..
Remark 3.2. (i) When W 1,p is replaced by a complete topological vector space S, such that
BVloc ∩ L∞(Rt × Rdx) ⊂ S(Rt × Rdx) ⊂⊂ L1loc ∩ L∞(Rt × Rdx).
The non-existence of (weak) solutions for (1.6) has been proved by Crippa and De Lellis [8] for
d > 3 (similar question can be seen in [4, 10]). But, when one deals with (1.1), one may give a
positive answer for existence and uniqueness. We leave this topic in a further work.
(ii) For linear transport equation (1.6), if one replaces L∞(0, T ;W 1,p(Rd)) byH1/2∩L∞((0, T )×
R
d), then using Leibniz’s rule, Colombini, Luo and Rauch [6] obtained the uniqueness of
H1/2∩L∞((0, T )×Rd) solutions. Without Sobolev regularity, the authors gave a counter example
on uniqueness. Thus there is some proper space S, H1/2∩L∞((0, T )×Rd) ⊂ S ⊂ L∞((0, T )×Rd),
such that the Cauchy problem (1.4) is well-posed in S. Moreover, using stochastic regularization,
we may gain a bigger space S1, so that in S1 the stochastic equation is well-posed.
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