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Abstract
The first class constraints in N = 1 supergravity in 2 + 1 dimensions are used to construct
a generator of three gauge symmetries (including a local supersymmetry) that leave the action
invariant. The algebra of these symmetries closes. This generator is used to quantize the
model; a ghost involving both Bosonic and Fermionic components arises.
1 Introduction
Gravity in 2 + 1 dimensions has been extensively treated [1-3] and its supersymmetric extension
considered [4]. In these discussions, the local symmetries of the theory have been treated as being
manifest. However, it has long been understood that local symmetries (or “gauge” symmetries) are
closely linked with the presence of first-class constraints that arise when using the Dirac constraint
formalism to analyze their canonical structure [5].
Two approaches have been used to derive these gauge symmetries from the first-class constraints.
In the “HTZ” approach [6], symmetries in the Hamiltonian form of the action are examined directly
while in the “C” approach [7] symmetries present in the equations of motion are considered. Nor-
mally, only Bosonic symmetries have been determined in either of these approaches, but recently
Fermionic (or “super”) symmetries have been shown to follow from the presences of Fermionic first-
class constraints [8]. The spinning particle was used to demonstrate this; we now will employ the
1
Fermionic and Bosonic first-class constraints present in 2 + 1 dimensional supergravity to find one
Fermionic and two Bosonic symmetries present in the model. The algebra of these gauge symme-
tries will be shown to close. Quantization is effected through use of the path integral, taking into
account both the first-and second-class constraints present.
Conventions used are given in the appendix.
2 Supergravity in 2 + 1D
We work with the first order Lagrangian
L = ǫµνλ
(
biµRνλi + ψµDνψλ
)
. (1)
There are independent Boson fields (biµ, w
i
µ) and the Fermion field ψµ with
Rµνi = ∂µwνi − ∂νwµi − ǫijkw
j
µw
k
ν (2)
and
Dµ = ∂µ +
i
2
γiwµi (3)
so that [Dµ, Dν ] =
i
2
γiRµνi.
From eq. (1) it follows that the momenta conjugate to (b0i ≡ bi, bαi, w0i ≡ wi, wαi, ψ0 ≡ ψ, ψα)
are respectively
pi = 0 (4a)
pαi = 0 (4b)
IPi = 0 (4c)
IPαi = 2ǫαβb
β
i (4d)
π = 0 (4e)
πα = −ǫαβψβ. (4f)
The constraints of eqs. (4b,d) and (4f) are obviously second class; they result in the Dirac bracket
(DB)
{A,B}∗ = {A,B}+
1
2
ǫαβ
[{
A, πα + ǫαγψγ
}
γ0
{(
πβ + ǫβδψδ
)T
, B
}
+
{
A, IP αi − 2ǫαγb iγ
}{
p
β
i, B
}
−
{
A, pαi
}{
IP
β
i − 2ǫ
βγbγi, B
}]
(5)
where A and B are dynamical variables. From eq. (5) it follows that
{
biα, w
j
β
}∗
=
1
2
ηijǫαβ (6a)
{
ψα, ψβ
}∗
=
1
2
ǫαβ . (6b)
The canonical Hamiltonian now is given by
Hc = ǫ
αβ
[
− biR
i
αβ − 2wi
(
∂αb
i
β − ǫ
ijkwαjbβk −
i
4
ψαγ
iψβ
)
− 2ψ(Dαψβ)
]
. (7)
With this Hc, the primary constraints of eqs. (4a,c,e) lead to the secondary constraints
Φi
1
= ǫαβRiαβ (8a)
Φi
2
= ǫαβ
(
∂αb
i
β − ǫ
ijkwαjbβk −
i
4
ψαγ
iψβ
)
(8b)
and
Ψ = ǫαβDαψβ (8c)
respectively. These primary and secondary constraints are all first class and there are no higher
generation constraints because of the algebra
{
Φi
1
,Φj
2
}∗
= −
1
2
ǫijkΦ1k (9a)
{
Φi
2
,Φj
2
}∗
= −
1
2
ǫijkΦ2k (9b)
{
Ψ,Ψ
}∗
= −
i
8
Φ1iγ
i (9c)
{
Ψ,Φi
2
}∗
=
i
4
γiΨ (9d)
with all other DB between constraints vanishing.
It is possible to show that the HTZ approach [6] to finding gauge symmetries in a theory from
first-class constraints can be used even when Fermionic constraints are present. (In this case, these
are the primary constraint π = 0 and the secondary constraint Ψ = 0.) The form of the generator
of gauge symmetries is
G =
∫
d2x
[
Ai
1
pi + A
i
2
Φ1i +B
i
1
IPi +B
i
2
Φ2i + C
T
1
πT + C2Ψ
]
(10)
where (Ai
1
, Bi
1
, Ai
2
, Bi
2
) are Bosonic and (C1, C2) are Fermionic. It follows from the DB{
G,
∫
d2yHc
}∗
=
∫
d2x
[(
A1k + ǫijk
(
Ai
2
wj +
1
2
B2ib
j
)
−
i
4
C2γkψ
)
Φk
1
+
(
2B1k + ǫijkB
i
2
wj
)
Φk
2
+
(
2C1 +
i
2
(
Bi
2
ψγi − wiC2γ
k
))
Ψ
]
(11)
that the HTZ equation leads to
A˙2k + A1k + ǫkℓm(A
ℓ
2
wm +
1
2
Bℓ
2
bm) +
i
4
C2γkψ = 0 (12a)
B˙k
2
+ 2B1k + ǫkℓmB
ℓ
2
wm = 0 (12b)
C˙2 + 2C1 +
i
2
(
ψB2 · γ − C2w · γ
)
= 0. (12c)
From eq. (12), we find now that G is given by
G =
∫
d2x
[
−
(
A˙k + ǫkℓm(A
ℓwm +
1
2
Bℓbm) +
i
4
C γkψ
)
pk
−
1
2
(
B˙k + ǫkℓmB
lwm
)
IP k
−
1
2
(
C˙ +
i
2
(ψB · γ − Cw · γ)
)
γ0πT
+ AkΦ
k
1
+BkΦ
k
2
+ CΨ
]
. (13)
We now will establish the DB algebra of the generator G; that is, if GI is associated with gauge
functions (AI , BI , CI) we wish to compute {GI , GJ}
∗. This can be done directly, but it is easier to
make use of the following general argument. If one has a set of canonical variables (Qi, IPi), (qi, pi)
after making use of the second class constraints, and if the canonical Hamiltonian is of the form
Hc = −QiΦi(q, p) (14)
with
{Φi(q, p),Φj(q, p)}
∗ = cijkΦk(q, p) (15)
then the gauge generators associated with the first class constraints (IPi,Φi(q, p)) is by the HTZ
approach [6]
GI =
(
−Λ˙Ii + cijkΛIjQk
)
IPi + ΛIiΦi(q, p) (16)
where ΛIi(t) is the gauge parameter. It may be shown now that upon using the Jacobi identity for
the quantities cijk that follow from eq. (15) that
{GI , GJ}
∗ = GK (17)
where
ΛKi = cijkΛIjΛJk. (18)
The model based on eq. (1) is consistent with eqs. (14, 15); we then find that eq. (18) shows that
with G given by eq. (13), then GK in eq. (17) is given by
AKi = −
i
8
CIγiCJ +
1
2
ǫijk
(
A
j
JB
k
I − A
j
IB
k
J
)
(19a)
BKi = −
1
2
ǫijkB
j
IB
k
J (19b)
CK =
i
4
(
CIBJ · γ − CJBI · γ
)
(19c)
upon using the structure functions cijk that follow from eq. (9). The gauge algebra closes without
having to introduce auxiliary fields.
It follows from eq. (13) that the variations in ψµ, b
i
µ and w
i
µ that are generated by G are
δψµ = −
1
2
(
DµC −
i
2
B · γψµ
)
(20a)
δbiµ = −
[
DijµAj −
1
2
ǫijkbjµBk +
i
4
Cγiψµ
]
(20b)
and
δwiµ = −
1
2
DijµBj , (20c)
where
Dijµ = ∂µδ
ij − ǫipjwpµ
(
[Dµ,Dν ]
ij = ǫijpRµνp
)
. (21)
We now turn to the problem of quantizing this model using the path integral.
3 Quantization
In a model with variables (qi(t), pi(t)) in phase space, and governed by a canonical Hamiltonian
Hc(qi, pi), quantization is effected through the path integral for the transitional amplitude
< out|in >=
∫
DpiDqi exp i
∫ ∞
−∞
dt(q˙ipi −Hc) (22)
where qi(t)→ (q
out
i , q
in
i ) as t→ ±∞ [9]. In the presence of first-class [16] and second-class constraints
[17], the measure for this path integral receives the contribution
M = det {φi, γj}det
1/2 {θi, θj} δ(φi)δ(γi)δ(θi) (23)
where φi is the set of first-class constraints, γi are the associated gauge conditions and θi are the
set of second-class constraints.
With the second class constraints of eqs. (4b,d,f) we see that {θi, θj} is field independent and
so in eq. (23) the second-class constraints just serve to rescale M by a constant. (This is unlike the
model discussed in ref. [10].)
The first class constraints which lead to the contributions det {φi, γj} δ(φi)δ(γi) in eq. (23) can
be handled in an alternate manner that accommodates covariant gauge fixing [11]. In this alternate
approach, the Faddeev-Popov quantization procedure is adapted so as to be applicable to a path
integral in phase space.
The constant factor
K =
∫
DAiDBiDC δ
(
(D · b)i +
{
(D · b)i, G
}∗
− kib
)
(24)
δ
(
∂ · wi +
{
∂ · wi, G
}∗
− kiw
)
δ ((D · ψ) + {(D · ψ), G}∗ − kψ)∆
is first defined. From the changes in ψµ, b
i
µ and w
i
µ induced by G that are given in eq. (20), it
follows that
∆ = s det


(D2)ij −1
2
(Dipµ )(ǫ
ℓ
pq b
qµ) − i
4
Dipµ ψ
µ
γp
0 1
2
∂ · Dkℓ 0
0 − i
2
Dµγℓψµ
1
2
D2


(25)
in order that K be a constant.
We now introduce K into the phase-space path integral whose form is given by eq. (22) with the
canonical Hamiltonian of eq. (7). The change of variables induced by −G is then performed; this
leaves the action in phase space unaltered. Upon introducing the integrals over the field independent
quantities kib, k
i
w and kψ as in ref. [12]
K =
∫
DkibDk
i
wDkψ exp−
1
2
∫
dx
[
(kib)
2 + (kiw)
2 + kψkψ
]
(26)
and converting the phase space path integral to a configuration space path integral using the
approach of ref. [13], we are left with the transition amplitude
< out|in >=
∫
DbiµDw
i
µDψµ exp i
∫
dx
[
L −
1
2
(∂ · wi)2 (27)
−
1
2
(Dij · bj)
2 −
1
2
(D · ψ)(D · ψ)
]
∆
with L being given by eq. (1).
The functional determinant of eq. (26) can now be exponentiated using Fermionic ghost fields
(ci, dj) and (di, dj) and the Bosonic ghost field Γ. (The Fermionic ghost fields are all vectors and
the Bosonic ghost field is a Dirac spinor in the tangent space.) We have
∆ =
∫
DciDcjDdiDdjDΓ exp i
∫
dx
(
ci, dk, Γ
)
M(cj , dℓ,Γ)
T (28)
where M is the supermatrix appearing in eq. (26). The presence of a Fermionic gauge invariance
has generalized the functional Faddeev-Popov determinant to being a superdeterminant.
Discussion
We have examined the canonical structure of N = 1 supergravity in 2 + 1 dimensions, and from
the first class constraints that occur, deduced the gauge symmetries that reside in the theory. The
model is quantized using the phase space form of the path integral, in conjunction with a means of
employing a covariant gauge fixing technique while working in phase space.
The form of the path integral appearing in eqs. (27, 28) could have been derived directly
by applying the Faddeev-Popov approach to the configuration space form of the path integral.
However, the transition from the phase space form of the path integral (which follows from canonical
quantization [9]) to the configuration space form of the path integral is not always so straight forward
as it is here and consequently the Faddeev-Popov quantization procedure is not always viable. This
is the case if the model were to have second class constraints with field dependent Poisson Brackets
with each other, such as the model of ref. [10] or the first order Einstein-Hilbert action in D > 2
dimensions [14].
If one were to compute loop corrections to the effective action in eqs. (28, 29), operator regu-
larization as employed with Chern-Simons theory should be a convenient technique that could be
used [15].
The derivation of the gauge generator from the first class constraints in the theory should provide
a useful means of uncovering all gauge symmetries in higher dimensional supergravity theories, such
as N = 8 supergravity in D = 4 dimensions. In this model, apparently fortuitous cancellation of
divergences in higher loop calculations have been attributed to the presence of symmetries that are
not manifest.
Acknowledgements
R. Macleod had a helpful comment.
References
[1] S. Carlip, “Quantum Gravity in 2 + 1 Dimensions” (Cambridge U. Press, Cambridge 1988).
[2] E. Witten, Nucl. Phys. B323, 113 (1989), ibid B311 46 (1988).
[3] A.M. Frolov, N. Kiriushcheva and S.V. Kuzmin, Grav. and Cosmol. 16, 181 (2010),
R. Banerjee and D. Roy, arxiv gr-qc 1110.1720.
[4] P.S. Howe and R.W. Tucker, J. Math. Phys. 19, 869 (1978),
A. Achucarro and P.K. Townsend, Phys. Lett. B180, 89 (1986),
H.J. Matschull and H. Nicolai, Nucl. Phys. B411, 609 (1994).
[5] P.A.M. Dirac, “Lectures on Quantum Mechanics” (Dover, Mineoloa, 2001).
[6] M. Henneaux, C. Teitelboim and J. Zanelli, Nucl. Phys. B332, 169 (1990).
[7] L. Castellani, Ann. Phys. 142, 357 (1982).
[8] D.G.C. McKeon, arxiv hep-th 1203.3156, Can. J. Phys. 90, 701 (2012).
[9] S. Weinberg, “The Quantum Theory of Fields Vol. I” (Ch. 9) (Cambridge U. Press, Cambridge,
1995).
[10] Farrukh Chishtie and D.G.C. McKeon, arxiv hep-th 1110.1425; Int. J. Mod. Phys. A27,
1250077 (2012).
[11] D.G.C. McKeon, arxiv hep-th 1112.3646, Can. J. Phys. 90, 249 (2012).
[12] G. ’t Hooft, Nucl. Phys. B33, 173 (1971).
[13] W. Garczynski, Rep. Math. Phys. 25, 73 (1987);
Phys. Lett. B198, 367 (1987).
[14] Farrukh Chishtie and D.G.C. McKeon, arxiv 1207.2302; Cl. Q. Gr. 29, 235016 (2012).
[15] D.G.C. McKeon and C. Wong, Int. J. Mod. Phys. A10, 2181 (1995).
[16] L. Faddeev, Theor. Math. Phys. 1, 1 (1970).
[17] P. Senjanovic, Ann. Phys. (N.Y.) 100, 227 (1976).
Appendix-Conventions
We use the metric diag ηij = (+− −) with ǫ012 = +1. Dirac matrices γi are related to Pauli spin
matrices by γ0 = σ2, γ
1 = iσ3 γ
2 = iσ1 so that
γiγj = ηij + iǫijkγk (A.1)
and
γ0γiγ0 = −γiT = γi†. (A.2)
Latin indices (i, j, k . . .) are used for the target space, Greek indices (µ, ν, λ . . .) are used for space-
time indices (0, 1, 2) while early Greek indices (α, β, γ . . .) are used for space indices (1, 2). We take
ǫ12 = ǫ012 = ǫ12 = 1.
All spinors ψ are taken to satisfy the Majorana condition ψ = Cψ
T
where ψ = ψ†γ0 and
C = −γ0 so that ψ = ψ∗ is real. We use the equations
χφ = φχ, χγiφ = −φγiχ . (A.3a, b)
For Grassmann variable θa, we use the left derivative so that
d
dθa
(θbθc) = δabθc − δacθb;
d
dt
F (θ(t)) = θ˙(t)F ′(θ(t)). (A.4a, b)
For Bosonic fields B1 and Fermionic fields Fi, we define Poisson brackets with respect to Bosonic
canonical pairs (qi, pi =
∂L
∂q˙i
) and Fermionic canonical pairs (ψi, πi =
∂L
∂ψ˙i
) by
{B1, B2} = (B1,qB2,p −B2,qB1,p) + (B1,ψB2,π −B2,ψB1,π) = −{B2, B1} (A.5a)
{B,F} = (B,qF,p − F,qB,p) + (B,ψF,π + F,ψB,π) = −{F,B} (A.5b)
{F,B} = (Fq,B,p −B,qF,p)− (B,ψF,π + F,πB,π) = −{B,F} (A.5c)
{F1, F2} = (F1,qF2,p + F2,qF1,p)− (F1,ψF2,π + F2,ψF1,π) = {F2, F1} (A.5d)
where B,qF,p =
∑
i
∂B
∂qi
∂F
∂pi
etc. It follows that
{XY,Z} = X {Y, Z}+ (−1)ǫyǫz {X,Z}Y (A.6a)
{X, Y Z} = (−1)ǫxǫyY {X,Z}+ {X, Y }Z (A.6b)
where ǫx = 1 if X is Fermionic and ǫx = 0 if X is Bosonic.
The Hamiltonian is given by
H(qi, pi, ψi, πi) = q˙ipi + ψ˙iπi − L(qi, q˙i, ψi, ψ˙i) (A.7)
