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Abstract
In many recent applications when new materials and technologies are developed
it is important to describe and simulate new nonlinear and nonlocal diffusion
transport processes. A general class of such models deals with nonlocal frac-
tional power elliptic operators. In order to solve these problems numerically it is
proposed (Petr N. Vabishchevich, Journal of Computational Physics. 2015, Vol.
282, No.1, pp. 289–302) to consider equivalent local nonstationary initial value
pseudo-parabolic problems. Previously such problems were solved by using the
standard implicit backward and symmetrical Euler methods. In this paper we
use the one-parameter family of three-level finite difference schemes for solv-
ing the initial value problem for the first order nonstationary pseudo-parabolic
problem. The fourth-order approximation scheme is developed by selecting the
optimal value of the weight parameter. The results of the theoretical analysis
are supplemented by results of extensive computational experiments.
Keywords: elliptic operator, fractional power of an operator, finite element
approximation, three-level schemes, stability of difference schemes
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1. Introduction
In many recent applications the new mathematical models are proposed,
which are based on fractional derivative equations in time and space coordinates
[1, 2, 3]. Very different applied mathematical models of physics, biology or
finance describe a subdiffusion (represented by fractional-in-time derivatives)
or superdiffusion (represented by fractional-in-space derivatives) models. The
latter problems are often simulated by using fractional power elliptic operators.
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Different numerical techniques, such as finite difference, finite volume meth-
ods, can be used to approximate problems with fractional power elliptic opera-
tors. In this paper we will use the method of finite elements, since this method
is well-suited to solve problems in non-regular domains and to use non-uniform
adaptive grids [4, 5]. The implementation of such algorithms require to compute
the action of a matrix (operator) function on a vector Φ(A)b, where A is a given
matrix (operator) and b is a given vector. For example, in order to compute
the solution of the discrete fractional order elliptic problem, we get Φ(z) = z−α,
where 0 < α < 1. There exist various approaches how to compute Φ(A)b [6].
The most important class of iterative methods for this purpose are Krylov
subspace methods. They are used to solve systems of linear equations obtained
after approximation of fractional power elliptic problems (see, e.g. [7]). A
comparison of different approaches to solve fractional-in-space reaction-diffusion
equations is done in [8]. In particular the integral and adaptively preconditioned
Lanczos method are analyzed.
The most straightforward algorithm to solve such systems is to construct
explicitly eigenvectors and eigenvalues of the given discrete elliptic operator
and to diagonalize the matrix A [9, 10, 11]. But we should note that the direct
implementation of this approach is very expensive for general elliptic operators
in multidimensional domains. It requires the computation of all eigenvectors
and eigenvalues of very large matrices.
A general approach to solve fractional power elliptic problems is based on
some approximation of the nonlocal operator.
One can adopt a general approach to solve numerically equations involv-
ing fractional power of operators by a popular method is to split the task to
solve numerically equations involving fractional power into two steps. First the
original elliptic operator is approximated and then the fractional power of its
discrete variant is taken. Using Dunford-Cauchy formula the elliptic operator is
represented as a contour integral in the complex plane. Then applying appro-
priate quadratures with integration nodes in the complex plane we get a method
that involves only inversion of the original elliptic operator. The approximate
operator is treated as a sum of resolvents [12, 13], ensuring the exponential
convergence of quadrature approximations.
In paper [14] a more promising quadratures algorithm is proposed, when the
integration nodes are selected in the real axis. The new method is based on
the integral representation of the power operator [15]. In this case the inverse
operator of the fractional power elliptic problem is treated as a sum of inverse
operators of elliptic operators.
Such a rational approximation is obtained when the fractional power of the
operator is approximated by using the Gauss-Jacobi quadrature formulas for
the corresponding integral representation. In this case, we have (see [16, 17])
a Pade-type approximation of the power function with a fractional exponent.
The optimal rational approximations are investigated in [18, 19].
A separate class of methods approximates the solution of fractional power
elliptic problem by some auxiliary problem of high dimension. In [20] it is
shown that the solution of the fractional Laplacian problem can be obtained
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as a solution of the elliptic problem on the semi-infinite cylinder domain. This
idea is used to construct numerical algorithms for solving stationary and non-
stationary problems with fractional power elliptic operators [21, 22].
In [23], for solving fractional power elliptic problems we have proposed a
numerical algorithm on the basis of a transition to a pseudo-parabolic equation,
so called Cauchy problem method. The computational algorithm is simple for
practical use, robust, and applicable to solving a wide class of problems. We have
used this algorithm also for solving the nonstationary problem with fractional
power elliptic operators [24].
For the auxiliary Cauchy problem, standard two-level schemes are applied.
Depending on the weight parameters the first and second order accuracy of
the approximation is obtained. For many applied problems a small number of
pseudo-time steps is sufficient to get a good approximation of the solution of
the discrete fractional equation. The efficiency of this algorithm is improved in
[25], where a special graded grid in pseudo-time is used.
Another possibility to increase the accuracy of approximations is to use high
order discrete schemes for solving the auxiliary pseudo-parabolic equation. In
this paper we propose and investigate a fourth order three-level scheme.
The paper is organized as follows. In Section 2 a problem for a fractional
power of elliptic operator is formulated. In Section 3 the Cauchy problem
method is given. The main results are described in Section 4, where uncon-
ditionally stable fourth-order three-level scheme is proposed and investigated.
Section 4 provides results of computational experiments, they illustrate the the-
oretical results on the approximation accuracy of fractional power problems. A
model two dimensional problem is solved by using different numerical schemes.
At the end of the work the main results of our study are summarized.
2. Problem Formulation
In a bounded domain Ω ⊂ Rd, d = 2, 3 with the Lipschitz continuous bound-
ary ∂Ω we solve the boundary value problem for the fractional power elliptic
operator. The following elliptic operator is defined by:
Au = −div(k(x)gradu) + c(x)u (1)
where 0 < k1 ≤ k(x) ≤ k2, c(x) ≥ c0 > 0. On ∂Ω the functions u(x) satisfy the
boundary conditions
k(x)
∂u
∂n
+ µ(x)u = 0, x ∈ ∂Ω, (2)
where µ(x) ≥ 0, x ∈ ∂Ω.
In the Hilbert space H = L2(Ω) we define the scalar product and norm:
(u, v) =
∫
Ω
u(x)v(x)dx, ‖u‖ = (u, u)1/2.
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Next we introduce the eigenvalue problem [26] for (1), (2): find ϕj ∈ H and
λj ∈ R so that
Aϕk = λkϕk, x ∈ Ω,
k(x)
∂ϕk
∂n
+ µ(x)ϕk = 0, x ∈ ∂Ω.
The eigenvectors are numbered in such a way, that
λ1 ≤ λ2 ≤ ....
This spectral problem has full set of eigenfunctions {ϕk, ‖ϕk‖ = 1, k = 1, 2, ...}
that span the space L2(Ω):
u =
∞∑
k=1
(u, ϕk)ϕk.
We assume that the operator A is defined on the domain
D(A) = {u : u(x) ∈ L2(Ω), ∞∑
k=0
|(u, ϕk)|2λk <∞
}
.
Then A is self-adjoint and coercive
A = A∗ > δI, δ > 0, (3)
where I is the identity operator in H. For δ we have δ < λ1. In most ap-
plications, the value of λ1 is unknown and it should be obtained numerically
by solving the eigenvalue problem. In our analysis we assume that a reliable
positive bound from below is known δ < λ1 in (3).
The fractional power of A is defined by
Aαu =
∞∑
k=0
(u, ϕk)λ
α
kϕk,
where 0 < α < 1. Now we define the boundary value problem for the fractional
power of A. The solution u(x) satisfies the equation
Aαu = f. (4)
We approximate the problem (4) by using the finite element method [27].
For the elliptic problem (1), (2) the bilinear form is defined by
a(u, v) =
∫
Ω
(k gradu grad v + c uv) dx+
∫
∂Ω
µuvdx.
Due to (3), we have that
a(u, u) > δ‖u‖2.
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We consider a standard sub-space of finite elements Vh ⊂ H1(Ω). Let us consider
a triangulation of the domain Ω into triangles and let xi, i = 1, 2, ...,Mh be the
vertexes of these triangles. As a nodal basis we take the functions χi(x) ⊂ Vh,
i = 1, 2, ...,Mh:
χi(xj) =
{
1, if i = j,
0, if i 6= j.
Then for v ∈ Vh we have
v(x) =
Mh∑
i=i
viχi(x),
where vi = v(xi), i = 1, 2, ...,Mh. We define the discrete elliptic operator A
a(u, v) = (Au, v), ∀ u, v ⊂ Vh.
Similar to (3), the following estimates are valid for A:
A = A∗ > δI, δ > 0. (5)
The corresponding finite element approximation of equation (4) is: find v ⊂ Vh
Aαv = ψ, (6)
where ψ = Pf and P is the L2 projection on Vh. In view of (5), for the solution
(6) we get the following simple a priori estimate:
‖v‖ ≤ δ−α‖ψ‖. (7)
3. Cauchy problem method
For solving numerically problem (6) we use the Cauchy problem method,
proposed in [23]. This method is based on the equivalence of (6) to an auxiliary
pseudo-time evolutionary problem. Assume that
w(t) = δα(t(A− δI) + δI)−αw(0).
Therefore
w(1) = δαA−αw(0)
and then v = w(1) if w(0) = δ−αψ. The function w(t) satisfies the evolutionary
equation
B(t)
dw
dt
+Dw = 0, 0 < t ≤ 1, (8)
where
B =
1
α
(tD + δI), D = A− δI.
We supplement (8) with the initial condition
w(0) = δ−αψ. (9)
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By (5), we get
D = D∗ > 0. (10)
The solution of equation (6) can be defined as the solution of the Cauchy problem
(8), (9) at the final pseudo-time moment t = 1.
For the solution of the problem (8), (9), it is possible to obtain various a
priori estimates. Here we restrict only to a simple estimate that is consistent
with the estimate (7):
‖w(t)‖ ≤ ‖w(0)‖. (11)
In order to prove (11), it is sufficient to multiply scalarly equation (8) by αw+
tdw/dt.
To solve numerically the problem (8), (9), the simple implicit two-level Euler
scheme can be used [28]. Let τ be the step-size of a uniform grid in time:
wn = w(tn), tn = nτ, n = 0, 1, ..., N, Nτ = 1.
Let us approximate equation (8) by the implicit two-level scheme
(tn+σD + δI)
wn+1 − wn
τ
+ αDwn+σ = 0, n = 0, 1, ..., N − 1, (12)
w0 = δ
−αψ. (13)
We use the notation
tn+σ = σtn+1 + (1− σ)tn, wn+σ = σwn+1 + (1− σ)wn.
For sufficiently smooth w(t) and σ = 0.5 (the Crank-Nicolson type scheme), the
difference scheme (12), (13) approximates the problem (8), (9) with the second
order, and with the first order for all other values of σ.
Theorem 1. For σ ≥ 0.5 the difference scheme (12), (13) is unconditionally
stable with respect to the initial data. The approximate solution satisfies the
estimate
‖wn+1‖ ≤ δ−αψ, n = 0, 1, ..., N − 1. (14)
Proof. In order to prove this result we rewrite equation (12) in the following
form:
δ
wn+1 − wn
τ
+D
(
αwn+σ + tn+σ
wn+1 − wn
τ
)
= 0.
Multiplying scalarly it by
αwn+σ + tn+σ
wn+1 − wn
τ
,
and due to (10), we get (
wn+1 − wn
τ
, wn+σ
)
≤ 0.
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Since
wn+σ =
(
σ − 1
2
)
τ
wn+1 − wn
τ
+
1
2
(wn+1 + wn)
then for σ ≥ 0.5 we get the inequalities
‖wn+1‖ ≤ ‖wn‖, n = 0, 1, ..., N − 1.
Applying these estimates recursively we prove the validity of (14).
4. Three level schemes
In this section we consider high order schemes. They are based on three level
finite difference schemes. For solving problem (8), (9) we use the symmetrical
scheme
Bn
wn+1 − wn−1
2τ
+D(σwn+1 + (1− 2σ)wn + σwn−1) = 0,
n = 1, 2, . . . , N − 1,
(15)
with the given initial conditions
w0 = δ
−αψ, w1 = w1. (16)
We note that w1 should be computed by applying some two level numerical
algorithm and the accuracy of this approximation should be the same as of the
main scheme (15). More details will be given below.
It is well-known that for sufficiently smooth solutions the symmetrical sche-
me (15) approximates problem (8)–(10) with the second order accuracy.
Next we formulate the stability conditions for the scheme (15), (16). Here
we use the general stability results for operator-difference schemes [28, 29].
Let S be a self-adjoint positive operator in H. Then we introduce the new
Hilbert space HS , generated by operator S, it consists of elements from H
equipped with the energy norm
(y, v)S = (Sy, v), ‖y‖S = (Sy, y)1/2.
Theorem 2. For σ > 0.25 the three-level scheme (15), (16) is unconditionally
stable with respect to the initial data. The approximate solution satisfies the
estimate
En+1 ≤ En, n = 1, 2, ..., N − 1, (17)
where
En = 1
4
‖wn + wn−1‖2D +
(
σ − 1
4
)
‖wn − wn−1‖2D. (18)
Proof. We rewrite equation (15) in the following form
Bn
wn+1 − wn−1
2τ
+ σD(wn+1 − 2wn + wn−1) +Awn = 0. (19)
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let us introduce new functions
yn =
1
2
(wn + wn−1), zn = wn − wn−1.
Taking into account that
wn =
1
4
(wn+1 + 2wn + wn−1)− 1
4
(wn+1 − 2wn + wn−1)
we write (19) in the following form
Bn
zn+1 + zn
2τ
+
(
σ − 1
4
)
D(zn+1 − zn) +Dyn+1 + yn
2
= 0. (20)
Multiplying it by
2(yn+1 − yn) = zn+1 + zn
and taking a discrete inner product, in view that D is self-adjoint, we get
1
2τ
(Bn(zn+1 + zn), zn+1 + zn) +
(
σ − 1
4
)(
(Dzn+1, zn+1)− (Dzn, zn)
)
+ (Dyn+1, yn+1)− (Dyn, yn) = 0.
Since Bn > 0, then we easily get the estimates (17).
Next we consider how to define the initial condition (16) for w1. A general
approach is to use some two-level solver for t ∈ [0, τ ]. For example, it is possible
to apply the symmetrical scheme (12), with σ = 0.5:
B1/2
w1 − w0
τ
+D
w1 + w0
2
= 0. (21)
It follows from Theorem 1, that the scheme (21) is unconditionally stable
‖w1‖ ≤ ‖w0‖ (22)
and its approximate solution w1 converges to w(t1) with second order.
It is interesting to see if some explicit schemes can be used to find the initial
condition for w1. One possibility is to consider the explicit forward Euler scheme
w1 − w0
τ
+
α
δ
Dw0 = 0, (23)
here the equality B(0) = α−1δI is used. In general for sufficiently smooth
solutions the O(τ2) accuracy is expected for w1. Let us denote the error of
the solution of (23) z˜n = wn − w(tn), n = 0, 1. The function zn satisfies the
equation
z˜1 − z˜0
τ
+
α
δ
Dz˜0 = ψ1,
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where ψ1 is the standard approximation error. Since z˜0 = 0, then with suffi-
ciently small step τ the error z˜1 can be estimated as
‖z˜1‖ ≤ τ‖ψ1‖.
For a sufficiently smooth solution of (8), we have that ‖ψ1‖ ≤ Cτ .
More interesting second order explicit schemes can be constructed by using
the well-known method described in [28]. The accuracy of the basic forward
Euler scheme (23) is increased by using the differential properties of the solution
of equation (8)
w1 − w0
τ
+
α
δ
Dw0 − α(1 + α)
2δ2
τD2w0 = 0. (24)
We rewrite (24) in the following form
w1 = Rw0, R = I − α
δ
τD +
α(1 + α)
2δ2
τ2D2. (25)
Then the stability estimate (22) is valid if ‖R‖ ≤ 1. For a self-adjoint operator
R this estimate is equivalent to the following two-side estimates
− I ≤ R ≤ I. (26)
Due to (25) the right inequality of (26) can be written as
1 + α
2δ
τI ≤ D.
Then the following restrictions on the time step are obtained
τ ≤ τ0 = 2δ
1 + α
1
‖D‖ . (27)
The left inequality can be rewritten as
I − α
2δ
τD +
α(1 + α)
4δ2
τ2 ≥ 0.
For the given values of powers α this inequality is always valid, since
I − α
2δ
τD +
α(1 + α)
4δ2
τ2D2 =
(
I − α
4δ
τD
)2
+
α(4 + 3α)
16δ2
τ2D2.
Due to the obtained stability restrictions (27) the explicit scheme (24) is not
recommended for solving real applications.
It is important to note that in the family of second order unconditionally
stable three-level schemes (15), (16) it is possible to find such a value of the
parameter σ which leads to the high order accuracy scheme.
Using the Taylor expansions we get the relations
wn+1 + wn−1 = 2w + τ2
d2w
dt2
+O(τ4),
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wn+1 − wn−1
2τ
=
dw
dt
+
τ2
6
d3w
dt3
+O(τ4).
Then the residual of the scheme can be written as
Bn
wn+1 − wn−1
2τ
+D(σwn+1 + (1− 2σ)wn + σwn−1)
= B
wn+1 − wn−1
2τ
+ (1− 2σ)Duw + σD(wn+1 + wn−1)
= B
dw
dt
+
τ2
6
B
d3w
dt3
+Dw + στ2D
d2w
dt2
+O(τ4).
Taking the solution of (8) we get
Bn
wn+1 − wn−1
2τ
+D(σwn+1 + (1− 2σ)wn + σwn−1)
=
τ2
6
B
d3w
dt3
+ στ2D
d2u
dt2
+O(τ4).
(28)
Differentiation of the equation (8) leads to the equality
B
d2w
dt2
+
dB
dt
dw
dt
= −Ddw
dt
.
Differentiating once more and taking into account linearity of B with respect to
t we obtain
B
d3w
dt3
+ 2
dB
dt
d2w
dt2
= −Dd
2w
dt2
.
Thus the third order derivative of the solution can be written as
B
d3w
dt3
= −2 + α
α
D
d2w
dt2
.
Substituting this relation into (28) we get the equation
Bn
wn+1 − wn−1
2τ
+D(σwn+1 + (1− 2σ)wn + σwn−1)
=
(
σ − 2 + α
6α
)
τ2D
d2w
dt2
+O(τ4).
(29)
We approximate the second order derivative in (29) by the standard central
difference formula
d2w
dt2
=
wn+1 − 2wn + wn−1
τ2
+O(τ2).
Then from (29) we get the semi-difference scheme of the fourth approximation
order
Bn
wn+1 − wn−1
2τ
+D(σ0wn+1 + (1− 2σ0)wn + σ0wn−1) = 0, (30)
where the optimal weight parameter σ0 is given by
σ0 =
2 + α
6α
. (31)
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Theorem 3. The three-level high order difference scheme (30), (31) is uncon-
ditionally stable with respect to the initial data.
Proof. The scheme (30), (31) belongs to the family of three-level weighted
schemes (15), (16). Thus it is stable if σ0 > 0.25. This condition is satisfied for
all 0 < α < 4, including the considered fractional powers 0 < α < 1.
The implementation of the high order three-level difference scheme (30), (31)
requires to specify the second initial condition w1. It should be computed with
the same fourth order accuracy. We do not have any robust, unconditionally
stable and efficient two-level high-order difference scheme. In all computations
presented in the next section the initial condition w1 is computed by using the
symmetrical two-level scheme (12) and a sufficiently fine grid is constructed on
the time interval [0, τ ].
Let this interval be divided into m sub-intervals. The approximate solutions
wβ/m are computed for time moments tβ/m = βτ/m, β = 1, . . . ,m by using the
following scheme
B(β+1/2)/m
w(β+1)/m − wβ/m
τ/m
+D
w(β+1)/m + wβ/m
2
= 0,
β = 0, 1, . . . ,m− 1.
(32)
For sufficiently smooth solutions of the differential problem (8) and if m ∼
N then the solution w1 is computed with the required accuracy O(τ4). We
note that the computational complexity of the three-level algorithm is increased
approximately twice if such approach is applied to compute the initial condition
w1.
5. Numerical Experiments
Here we present results of the numerical solution of a model problem (1),
(2), (3) in two spatial dimensions, where the computational domain is a unit
square
Ω = {x : x = (x1, x2), 0 < x1 < 1, 0 < x2 < 1}.
The coefficients of the operator A and the right-hand side function f in the
equation (4) are defined as
k(x) = 1, c(x) =
{
100, x21 + x
2
2 ≤ 0.25,
1, x21 + x
2
2 > 0.25,
µ(x) = 0, f(x) = 1.
The piecewise linear continuous P1 Lagrange elements are used to approximate
the elliptic operator. The domain Ω is covered by the uniform grid with 50
intervals in each direction.
The accuracy of different approximations in time will be estimated by a
reference solution. It was obtained using the symmetrical two-level scheme (12)
with σ = 0.5 and taking a sufficiently small time step: N = 5000. The relative
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errors of the approximate solution in the norm ‖ · ‖ of space L2(Ω) and in the
norm ‖ · ‖1 H1(Ω) are defined by
ε1 =
‖wN − w¯N‖
‖w¯N‖ , ε2 =
‖wN − w¯N‖1
‖w¯N‖1 ,
where w¯N is the reference solution. In Fig. 1 we show the reference solution for
various values of the fractional power parameter α.
For the two-level weighted difference scheme (12) the errors of the solution
are presented in Figs. 2 – 4. As it follows from the theoretical analysis the
accuracy of approximation is essentially increased for the values of parameter σ
in the neighbourhood of 0.5.
We also note that the accuracy of the approximate solution is better for
larger values of α. This result is explained by the increased smoothness of the
solution for larger values of α.
The main goal of this paper is to investigate the accuracy of the three-
level difference scheme (15), (16). First we have used the two-level symmetrical
scheme (21) to compute the initial condition for w1. For sufficiently smooth
solutions it defines the initial condition with O(τ2) accuracy. Results of com-
putations for various weight parameters σ are shown in Figs. 5 – 7. It is clearly
seen that the accuracy of the approximation is increased for the optimal weight
parameter σ0.
Next we have investigated the influence of the initial condition for w1. The
accuracy of the approximation is further increased when the initial condition is
computed using the algorithm (32). Results of computations for various weight
parameters σ are shown in Figs. 8 – 10.
Here we note that the observed convergence rates of the two-level and three-
level schemes depend on the discrete regularity of the solution of the discrete
fractional power problem and they are not reaching the maximal possible con-
vergence rates of these schemes. As expected from the theoretical analysis (see,
e.g. [25]), the convergence rate is increased for larger values of α. The depen-
dence on the regularity of the solution can be reduced by using geometrically
refined time grids.
6. Conclusions
1. We have formulated the problem of finding the high order difference
schemes for solving the nonstationary Cauchy type problem which is equivalent
to the fractional power elliptic problem. The high order approximations are used
to approximate the time dependence of the solution, while the elliptic operator
is approximated by the standard finite element scheme.
2. The sufficient stability conditions are given for the two-level discrete
schemes with weight parameters. The second order accuracy is proved for the
symmetrical Crank-Nicolson type scheme.
3. The family of three-level symmetrical discrete schemes is constructed
and investigated. It is proved that the second order approximation is valid for
12
Figure 1: The reference solution w¯N : top – α = 0.25, center – α = 0.5, bottom – α = 0.75
13
Figure 2: The accuracy of the two-level scheme (12) for α = 0.25: top – L2(Ω), bottom –
H1(Ω)
14
Figure 3: The accuracy of the two-level scheme (12) for α = 0.5: top – L2(Ω), bottom –
H1(Ω)
15
Figure 4: The accuracy of the two-level scheme (12) for α = 0.75: top – L2(Ω), bottom –
H1(Ω)
16
Figure 5: The accuracy of the three-level scheme (15) with the initial condition computed
using the standard two-level scheme (21) for α = 0.25 (σ0 = 3/2): top – L2(Ω), bottom –
H1(Ω).
17
Figure 6: The accuracy of the three-level scheme (15) with the initial condition computed
using the standard two-level scheme (21) for α = 0.5 (σ0 = 5/6): top – L2(Ω), bottom –
H1(Ω).
18
Figure 7: The accuracy of the three-level scheme (15) with the initial condition computed
using the standard two-level scheme (21) for α = 0.75 (σ0 = 11/18): top – L2(Ω), bottom –
H1(Ω).
19
Figure 8: The accuracy of the three-level scheme (15) with the initial condition computed
using the two-level scheme (32) for α = 0.25 (σ0 = 3/2): top – L2(Ω), bottom – H1(Ω).
20
Figure 9: The accuracy of the three-level scheme (15) with the initial condition computed
using the two-level scheme (32) for α = 0.5 (σ0 = 5/6): top – L2(Ω), bottom – H1(Ω).
21
Figure 10: The accuracy of the three-level scheme (15) with the initial condition computed
using the two-level scheme (32) for α = 0.75 (σ0 = 11/18): top – L2(Ω), bottom – H1(Ω).
22
sufficiently smooth solutions. The initial condition on the first time level is
computed by using the symmetrical two-level scheme.
4. It is shown that for a special weight parameter σ0 we get the fourth-
order three-level scheme. The value of this optimal parameter depends on the
fractional power α of the elliptic operator. The initial condition on the first time
level of the main grid is computed by using the symmetrical two-level scheme
with a specially selected fine time grid.
5. The theoretical results are illustrated by results of numerical experiments.
A two-dimensional problem is solved for the elliptic operator with the discon-
tinuous sink term coefficient.
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