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W e  address the problem of parallelizing the evaluation of logic programs in data intensive 
applications. W e  argue that the appropriate paral lehzation strategy for logic-program evalua- 
tion depends  on  the program being evaluated. Therefore, this paper  is concerned with the 
issues of program classification and  paral lehzation strategies. W e  propose several paral lehza- 
tion strategies based  on  the concept  of data reduction-the original logic program is evaluated 
by  several processors working in parallel, each  using only a  subset  of the database.  The  
strategies differ on  the evaluation cost, the overhead of communicat ion and  synchronizat ion 
among  processors, and  the programs to which they are applicable. In particular, we start our  
study with pure parallelization, i.e., parallelization without overhead.  An interesting class 
structure of logic programs is demonstrated, when  considering amenabil i ty to pure paral lehza- 
tion. The  relationship to the NC complexity class is demonstrated. Then  we propose strategies 
that do  incur an  overhead,  but are optimal in a  sense that will be  precisely defined. This paper  
makes the initial steps towards a  theory of parallel logic programming. G 1993 Academic 
Press, Inc. 
1. INTR~DUCTL~N 
It is accepted by now that declarative languages present numerous advantages 
over navigational ones, and  should constitute the interface to the next-generation 
databases, such as deductive and  object-oriented databases [B]. We  feel that 
parallelization holds the key to acceptable performance of a  declarative language. 
In this paper  we continue the study of Datalog parallelization, begun  in [WS, W ]. 
Datalog (see [MW]) is a  simple logic-programming language. An example of a  
recursive Datalog program, consisting of two rules, is the following: 
T(x, y) :- T(x, z), &, Y) 
w, VI :- A(& Y). 
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It computes the transitive closure of the relation A. The program is evaluated in a 
set-oriented fashion by initializing the relation T to A, and then iteratively adding 
to T the new tuples obtained by joining (or composing) the relations T and A. 
At the heart of our present study lies the realization that “no single paralleliza- 
tion strategy is appropriate for all logic programs” (to rephrase the analog state- 
ment in [MNSUV], that no single evaluation strategy is appropriate). Therefore, 
a large part of this paper is devoted to the classification of programs according to 
some fundamental parallelization properties. The most powerful property is strong 
decomposability. It enables the evaluation to be separated into any number of com- 
pletely independent tasks, that can be carried out in parallel. Program classes that 
enable partial independence of the evaluation tasks are also introduced (Section 6). 
The other part of the paper is devoted to parallelization strategies, i.e., sets 
of algorithms cooperatively evaluating a program. We propose several classes 
of parallelization strategies, and analyze their properties and lim itations. The 
parallelization strategies proposed are based on the data-reduction principle; each 
processor evaluates the original logic program, but uses only a subset of the 
database. This principle underlies parallelization in many domains, including com- 
puter vision and vector computing. In this paper we demonstrate its application to 
logic programming. For example [WS], the transitive closure program presented 
above can be evaluated in parallel, by having one processor start from the even 
nodes, thus computing the tuples of the relation T in which the first component is 
even, and having the second processor start from the odd nodes. This can be done 
if one processor evaluates the program having the predicate eoen(x) appended to 
the body of both rules, and the other evaluates the program with odd(x) appended. 
The performance of such methods is analyzed in this paper. 
The strategies analyzed in this paper differ in their evaluation cost, overhead, 
and classes of programs to which they can be applied. We postulate that the 
performance of a parallelization strategy depends on these two factors: the total 
evaluation cost, and the overhead of communication and synchronization among 
the algorithms of the strategy.’ 
We first formally define and study pure parallelization, i.e., parallelization 
without overhead. We focus on pure parallelization strategies of m inimal evaluation 
cost, and show that a program can be parallelized by such a strategy, if and only 
if it is strongly decomposable. By cost m inimality we mean that the total evaluation 
cost of all the processors working in parallel is not higher than the cost of a single 
processor performing the evaluation single-handedly; and this holds for every input 
of the logic program. The distribution of the work to processors is static, i.e., inde- 
pendent of the input to the Datalog program, and is performed by a hash function. 
If it distributes the work load evenly, then m inimal total evaluation cost translates 
‘As often demonstrated (e.g., [LY, DIY]), communication overhead limits the potential gains in 
performance by parallelization. For example, the parallel evaluation of the transitive closure, described 
above, does not need any communication between the two processors. 
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into optimal speedup. Our result is obtained using three different evaluation cost 
measures. One, “the number of successful inferences,” was introduced by Bancilhon 
and Ramakrishnan [BR]. The others are introduced in this paper. 
The results of this paper, combined with the results in [W], demonstrate an 
interesting class structure of programs, with respect to pure parallelization. Most 
amenable is the class of strongly decomposable programs. A program in this class 
can be purely parallelized, with minimal total evaluation cost. Next is the class of 
sharable programs. Such a program can be purely parallelized, but the evaluation 
cost may not be minimal. Finally, the class of nonsharable programs cannot be 
purely parallelized. The relationship between these classes of programs, and the 
programs in the NC complexity class is demonstrated. The class of NC programs 
intersects the class of sharable and strongly decomposable programs, but is neither 
contained in, nor contains, any of them. 
Next we consider strategies that do incur an overhead. We distinguish between 
control overhead and data overhead. The former consists of control messages being 
transmitted between processors, and the latter consists of data messages, i.e., rela- 
tions or part of them, being transmitted. We propose an independent parallelization 
strategy, i.e., a strategy that incurs control but not data overhead. It is still restric- 
ted in applicability to the strongly decomposable programs, but is has minimal 
total evaluation cost and it balances the evaluation work load among the 
processors. Load balancing is dynamic; when a processor becomes idle it takes 
work from the other processors. Finally, we introduce a strategy, called DS3, that 
can be applied to parallelize all programs, and it incurs minimal data overhead. 
DS3 also has minimal evaluation cost for the linear programs. 
The parallelization strategies proposed in this paper are “scalable”; i.e., an 
arbitrary number of processors can be effectively utilized. (In any case, we assume 
that the number of processors is significantly smaller than the number of tuples in 
the database.) The Datalog programs considered are the ones with two rules, and 
one, unary or binary, intentional predicate (such a program is called a single-rule 
program, or sirup, in [CK]). They are syntactically simple, yet, as demonstrated, 
provide a rich test bed, with subclasses having different parallelization properties. 
Additionally, the strategy DS3 can be easily generalized to arbitrary Datalog 
programs. 
Concerning relevant work, most efforts in the area of parallelization have been 
devoted to characterization of the logic programs which belong to the NC com- 
plexity class (see [UV, CK, K, API. If a program is in NC, it means that a query 
can be evaluated very fast (in polylogarithmic time), given a very large number of 
processors (polynomial in the number of database tuples). The processors have to 
communicate extensively, usually through common memory. If the number of 
processors is constant, then the NC type of evaluation algorithms can be adapted 
by assigning the work of multiple processors to a single processor. However, it 
turns out that which multiple processors are assigned to the single one is very 
important as far as overhead (particularly if the processors do not have shared 
memory) and evaluation costs are concerned. The work in this paper can be 
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regarded, in some sense, as the study of this issue-how to partition the work 
among the processors. 
An approach, called horizontal partitioning, is taken in the parallelization of 
production systems [IS, M, St, TM]. It partitions the rules among the processors, 
and each processor evaluates its own set of rules, while communicating with the 
other processors. The data-reduction approach advocated here is orthogonal to 
horizontal partitioning (perhaps should also be called vertical partitioning). Data 
reduction partitions the data (or some of it) rather than the rules. However, 
a variant of data reduction, named “copy and constrain,” was proposed 
independently in the production-system literature [SMM], and its merit was 
demonstrated experimentally using OPS5 [PI. But, the topics of this paper, namely 
program classification and parallelization strategies, have not been addressed 
previously. 
Another body of relevant research has been performed on parallel and concurrent 
variations of PROLOG CDL]. Much of this research, along with a description of 
the three leading languages that have emerged (Flat Concurrent Prolog, Parlog, 
and Guarded Horn Clauses), is summarized in a collection of papers [Sh]. 
However, there is a fundamental difference between logic-program evaluation in 
knowledge bases, which is performed bottom-up (or forward chaining), and 
concurrent Prolog, which is evaluated top-down (or backward chaining). As a 
result of this difference we feel that not much of the research on concurrent Prolog 
can be utilized in knowledge bases. 
Bottom-up evaluation for logic programs in knowledge bases usually amounts 
to iteratively performing several relational algebra operations, and deducing new 
facts, until a fixed point is reached. There has been work on parallelization of 
relational algebra operators, particularly the join (e.g., [BBDW]). However, when 
parallelizing these low-level operations in knowledge bases, the processors have to 
be synchronized at the completion of each iteration, then each processor has to 
exchange its newly generated facts with the newly generated facts of every other 
processor, and duplicate elimination has to be centralized at a single processor. 
Therefore, the communication and required synchronization among the processors 
is extremely high. Much of this overhead can be avoided by considering the whole 
sequence of relational operations, performed in all the iterations, rather than each 
individual operation. In some sense, the work in this paper amounts to studying the 
parallelization of a sequence of relational operations. 
Finally, [W, WS] proposed methods for pure parallelization, and analyzed their 
applicability. The methods basically consist of rewriting a program by a set of other 
programs (each of which works with smaller relations), and evaluating them in 
parallel. [W] also formally defined pure parallelization in terms of algorithms that 
evaluate a program in parallel, and studied the class of sharable programs. This 
paper extends that work in several ways. First, it demonstrates that there is 
something fundamental about decomposability, independent of the parallelization 
methods proposed in [W, WS]. This fundamental property, partitioning of the out- 
put domain, is introduced in Section 3 of this paper. In fact, we show that there are 
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two notions, decomposability and strong decomposability. We provide a complete 
characterization of the single-rule programs with respect to both, and show their 
relationship to parallelization strategies with certain desirable properties. Second, in 
the present paper we analyze the evaluation cost of parallelization strategies. Third, 
we propose and analyze strategies with communicating algorithms that overcome 
the limitations of pure parallelization. 
The rest of this paper is organized as follows. In the next section we provide main 
dehnitions used in the rest of the paper. In Section 3 we study decomposability, and 
in Section 4 we study pure parallelization and analyze its cost and its limitations. 
In Section 5 we introduce control overhead for the purpose of load balancing. In 
Section 6 we discuss the general parallelization strategy, DS3, and related program 
classes. We conclude and discuss future research in Section 7. 
2. PRELIMINARIES 
In this section we define the basic terminology as well as provide some relevant 
definitions. The Datalog language has three building blocks: predicate symbols, 
variables, and constants. With each predicate symbol is associated a fixed arity. 
A predicate symbol with arity k followed by a list of k arguments is a literal. An 
atom is a literal with a constant or a variable in each argument position. A constant 
is any natural number. (The results in this paper are applicable to character strings 
as well, since their binary representation is a natural number.) We shall denote con- 
stants by lowercase letters from the beginning of the alphabet, a through n, and 
variables by lowercase letters from the end of the alphabet, w, x, y, z. Predicate 
symbols are denoted by uppercase letters. 
If an atom has a constant in each argument position, then it is a fact. An R-atom 
is an atom having R as the predicate symbol. An atom has a repeated variable if it 
has a variable that appears in more than one argument position. A rule consists of 
an atom, Q, designated as the head, and a finite set of one or more atoms, denoted 
Q’, . . . . Qk, designated as the body. Such a rule is denoted Q :- Q’, . . . . Qk, which 
should be read “Q if Q1 and Q2, and, . . . . and Qk.” A variable that appears in the 
head of the rule is called a distinguished variable. An instantiation of a rule, or a set 
of atoms, H, is a function that maps each variable in H to a constant. If H is a 
set, and f is an instantiation of it, then the instantiated set, denoted H.f is the 
set of facts obtained by replacing the variables in H according to f: If H is a rule 
of the form head :- body, then the instantiated rule, H.f, consists of two sets: 
head.f, the atom derived by f, and body .f: When no confusion can arise, the 
instantiated rule, H .f, rather than denoting two sets, shall denote only one set: 
head. f v b0dy.f: 
A Datalog program (see [MW] ), or a program for short, is a finite set of rules 
whose predicate symbols are divided into two disjoint subsets: the extensional 
predicates and the intentional predicates. The extensional predicates are dis- 
tinguished by the fact that they do not appear in any head of a rule. We restrict 
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our discussion to Datalog programs with one intentional predicate, denoted S, that 
is unary or binary. Furthermore, programs do not have any constants, and each 
one consists of two rules: an exit rule, denoted S(x, JJ) :- B(x, y) or S(x) :- B(x), 
and a recursive rule, in which the predicate symbol B does not appear. The recur- 
sive rule of a program is range restricted; i.e., every variable in the head of a rule 
also appears in the body of the rule. The input Z to a program P is a finite set of 
R-facts, where R is some extensional predicate symbol. The output of P for the 
input Z, denoted O(P, I), is a set of S-facts. A fact, a, is in the output if and only 
if it has a derivation tree. This is a finite tree, with the nodes labeled by facts; a is 
the root, the leaves are facts of Z, and for each internal node, 6, with children 
b i, . . . . bk, there is an instantiated rule which has b as the head and b,, . . . . b, as the 
body. For self-containment of this paper, we describe in Appendix C the most 
popular, bottom-up, serial algorithm that produces the output of a program, 
namely semi-naive evaluation [Ban, Bay]. Given an input Z  to a program, an 
instantiation f of the recursive rule is useless if (1) the atom head .f has a derivation 
tree of height one (representing the instantiated exit rule), or (2) head .f E body .f: 
A derivation tree for a fact is free from useless instantiations if none of its instantia- 
tions is useless. A derivation tree with useless instantiations can always be replaced 
by a smaller tree; thus, this kind of tree is not interesting, and whenever we refer 
to a derivation tree, we assume that it is free from useless instantiations. 
We assume that the recursive rule of a program is m inimal; i.e., there is no atom 
which can be eliminated from the body of the rule to obtain an equivalent program 
(i.e., a program that produces the same output for every input). Sagiv provides a 
polynomial-time algorithm that m inimizes a given sirup [Sal. Let A, B be two 
predicate symbols, and H a set of facts. Then, an A-to-B substitution of H is the set 
of facts obtained by replacing every occurrence of the predicate symbol A in H by 
the predicate symbol B. For example, S-to-B substitution of the set { S(l, l), 
A(1,2), S(2, 1)) is the set {B(l, l), A(1,2), B(2. l)>. The following theorem is an 
immediate consequence of Sagiv’s algorithm. 
THEOREM 2.1 [Sal. Let P be a program (minimal of course), andf a l-l instan- 
tiation of the recursive rule. Let Z be a S-to-B substitution of body .f, and I’ an 
arbitrary nonempty subset of I. Then head . f is not in O(P, I- I’). 
In other words, the theorem says that if we take a l-l instantiation of the 
recursive rule, eliminate at least one atom of it, and feed the resulting set as an 
input to P, then the head of the instantiated rule cannot be obtained. 
3. CHARACTERIZATION OF (STRONGLY)DECOMPOSABLE PROGRAMS 
In this section we study the notion of decomposability. If a program is decom- 
posable, it means that its output domain, i.e., the infinite set of possible output 
tuples, can be partitioned such that the following condition is satisfied. For each 
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input, each intentional fact, u, has a derivation tree in which all the intentional facts 
belong to the same partition member as a. In other words, the evaluation of the 
decomposable programs can be partitioned a priori into a number of completely 
independent tasks, each working on a disjoint set of partition members. As we shall 
explain in the first subsection, the decomposability notion is important for parallel 
as well as sequential processing. We completely characterize the programs that are 
decomposable, and an interesting phenomenon is exhibited. If a program has a 
partition in which more than one member is “nontrivial” (i.e., contains facts that 
cannot be derived from an exit rule alone), then it has a partition with an infinite 
number of members that are nontrivial. We shall argue that programs that satisfy 
the above condition are more interesting. We call them strongly decomposable, and 
completely characterize them as well. 
3.1. Definitions and Complete Characterization of Unary Programs 
A program is unary (binary) if the intentional predicate S is unary (binary). For 
the unary programs we define the output domain, denoted 0, to be the set of all 
S-facts, namely the infinite set {S(a) 1 a is a constant}. Similarly we define the out- 
put domain of binary programs. A set of two or more sets, M,, . . . . Mk, . . . . is a parti- 
tion of the output domain if lJ i Mi = 0, and each Mi is nonempty, and the Mi’s are 
pairwise disjoint. Let D be a partition of the output domain for the program P, and 
let Mi be a member of D. The fact g E Mj is proper if: for every input Z such that 
g is in the output O(P, I), the atom g has a derivation tree in which all the S-facts 
are in Mi. A program P is decomposable if it has a partition D, for which every fact 
in the output domain is proper. Then, the set D is called an eligible partition of P. 
Decomposable programs are interesting for parallel as well as sequential 
processing. For parallelism, each processor can assume responsibility for producing 
the output of the program belonging to some members of an eligible partition. This 
way, each processor works with a smaller S-relation during bottom-up evaluation 
(such an algorithm, e.g., semi-naive evaluation in Appendix C, consists of iteratively 
evaluating the output, when at each iteration, a join involving the relations S 
and/or AS is performed). Furthermore, since each output fact is proper, there is no 
overhead for transmitting intermediate results between processors, and if each 
member of the partition is assigned to a processor, then the complete output is 
guaranteed to be produced (see strategy DSl in the next section). 
For sequential processing, once a fix point is reached within a member of the 
partition, all the output facts of the member can be removed from the relation S. 
This in turn reduces the size of S for further processing. For example, consider the 
transitive closure program P 1: 
Pl : S(X, y) :- S(x, z), A(z, y) 
S(x, Y 1 :- B(x, Y ). 
As we shall see it is decomposable, and assume that it is semi-naively evaluated. If 
at some iteration the differential AS does not contain any more tuples of the form 
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(2, k) (but in prior iterations it did), then all such tuples can be output, and 
removed from S. Thus S is reduced for the next iteration. 
The next lemma is widely referred to in the proofs of this section concerning 
unary as well as binary programs. We define two S-facts to be neighbors with 
respect to P, if there is a l-l instantiation f of the recursive rule of P, such that 
S(e,), S(e,) e rule .f: 
LEMMA 3.1. If a program P has an eligible partition D, then every two neighbors 
with respect to P are in the same member of D. 
Proof: Assume that there is a l-l instantiation, J of the recursive rule of P such 
that S(e,), S(e,)Erufe .f but ,S(e,), S(e,) are not in the same member of D. Let Z 
be the input Z= S-to-B substitution of body .f: Suppose that head .fis in member 
Mi of D. At least one of the facts S(e,), s(e,) is in body .fand is not in Mi. By 
the definition of an eligible partition D, head.f has a derivation tree in which all 
the S-facts are in Mi. If B(e,) is a node in this tree, then S(e,) must also be a node 
in the tree (remember that predicate symbol B does not appear in the recursive 
rule). Therefore, f . head is in O(P, I- (B(e,)}). Contradiction to Theorem 2.1. 1 
Next we characterize the decomposable programs. First the unary programs and 
then the binary ones. 
THEOREM 3.1. A unary program is not decomposable. 
ProoJ Let P be a unary program in which S(x) is the head of the recursive rule. 
Assume that P has an eligible partition D. We shall exhibit that every two S-facts 
in the output domain are in the same member of D, and therefore D is not a parti- 
tion. Let S(a), S(b) be two S-facts in the output domain. Note that there exists an 
S-atom in the body of the recursive rule, in which the argument is a variable dif- 
ferent than x, say y. Such an atom exists since (1) P is recursive, so there is at least 
one S-atom in the body of the recursive rule, and (2) P is minimal, so S(x) is not 
in the body of the recursive rule. Let f be a l-l instantiation of the recursive rule 
of P, in which x is instantiated to “a” and y is instantiated to “b.” By Lemma 3.1, 
S(a), S(b) are in the same member of D. B 
3.2. Sufficient Conditions for Decomposability 
For the rest of this section we only consider binary programs. A set of atoms is 
first-fixed (second-fixed) if all the S-atoms in that set have the same variable in 
the first (second) argument position. A program P is first-fixed (second-fixed) if 
the set of atoms in the recursive rule is first-fixed (second-fixed). For example, the 
transitive closure program Pl, is first-fixed. If the recursive rule is S(x, y) :- 
A(x, z), S(z, y), then the program is second-fixed. Another example of a second- 
fixed program, this time nonlinear, is the following one: S(x, y) :- S(z, y), S(w, y), 
A(z, w, x), C(y). For each natural number i, denote by Mi the infinite set of facts 
{ S(i, k) I k 3 1). Let P be a first-fixed program. Define the infinite set (Mi 1 i > 1 } to 
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be the natural partition for the first-fixed program. Similarly a natural partition is 
defined for a second-fixed program ( Mi = { S(k, i) 1 k 2 1 > ). 
bMMA 3.2. A program, P, which is first-fixed, or second-fixed, is decomposable. 
The natural partition for P is also an eligible partition for P. 
Proof Let P be a first-fixed program, and S(i, j) a fact in member Mj of the 
natural partition for P. It is easy to see that for every I, such that S(i, j) E O(P, I), 
all the derivation trees for S(i, j) contain only S-facts with the constant i as their 
first argument. These S-facts belong to member Mj. Therefore any fact is proper, 
and the natural partition is an eligible partition of P. The proof for a second-fixed 
program is similar. u 
A program is repeating if every S-atom in the recursive rule (head and body) has 
a repeated variable. For example, the program with the recursive rule S(x, x) :- 
S(y, y), S(z, z), A(x, y, z) is repeating. Define the partition (M,, M2}, where 
Ml = {S(i, Al (i=j)) and M, = { S(i, j) 1 i# j}, to be the degenerate partition. 
A fact is a one-constant fact if the same constant appears in its two arguments. 
Otherwise, the fact is a two-constant fact. For example, S(a, a) is a one-constant 
S-fact, while S(a, b) is a two-constant S-fact. 
LEMMA 3.3. A repeating program, P, is decomposable. An eligible partition for P 
is the degenerate one. 
Proof Note that in the output of P, the two-constant S-facts are derived only 
by instantiations of the exit rule. Therefore, these facts are proper in any partition 
of the output domain, particularly, in the degenerate one. The one-constant S-facts 
have the following property. All the derivation trees of a one-constant S-fact 
contain only one-constant S-facts. Therefore, these facts are also proper in the 
degenerate partition. 1 
Next we define a discriminating program. The definition, in contrast to the others 
in this paper, is not entirely syntactic. For an input Z to a program P, define the 
nontrioial output, denoted nt(Z), to be the set of S-facts which are in O(P, I), but not 
in the B-to-S substitution of I. In other words, S(a, b) can be in nt(Z), only if B(a, 6) 
is not in I. Intuitively, the nontrivial output is the output that cannot be obtained 
only by instantiations of the exit rule, i.e., the facts that do not have derivation trees 
of height one. Furthermore, define the two-constant subinput, denoted I*, to be the 
input obtained by eliminating from Z all the one-constant B-facts. Define a program 
to be a reverse program if the head of the recursive rule has distinct variables, and 
if we denote the head atom of the recursive rule by S(x, y), then there is an atom 
S(y, x) in the body. 
A program is discriminating if the following two conditions are satisfied: 
(1) the program is reverse, and 
(2) for each input Z, nt(Z) = nt(Z*). 
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In Appendix A we provide an algorithm for determining whether or not a 
program P is discriminating. The program with the recursive rule S(x, y) :- 
S(y, x), S(x, z), S(z, y) is an example of a discriminating program. The two condi- 
tions in the above definition are independent. For example, the reverse program 
having the recursive rule S(x, y) :- S(y, x), S(x, z), A(x, y, z) does not satisfy 
condition (2). To see this, consider the input I= (B(2, l), B( 1, l), A( 1, 2, 1)). 
S(1,2) is in nt(l), but is not in nt(Z*). 
On the other hand, there are programs, that satisfy only the second condition. 
For example, the program with the recursive rule S(x, x) :- S(x, n), S(n, x) is not 
reverse, but satisfies condition (2). 
LIZMMA 3.4. A discriminating program, P, is decomposable. An eligible partition 
for P is the degenerate one. 
Proof In a reverse program, the nontrivial output, nt(l), contains only two- 
constant S-facts for every I. To see that, note that every instantiation of the recur- 
sive rule, which derives a one-constant S-fact, contains that one-constant S-fact in 
the body of the instantiated rule. Hence, that S-fact could be derived by an instan- 
tiation of the exit rule. The rest of this proof is similar to the proof of Lemma 3.3. 
For every Z, the one-constant S-facts can be derived by an instantiation of the exit 
rule, so they are proper in any partition, particularly in the degenerate one. The 
two-constant S-facts have a derivation tree in which all the S-facts are two-constant 
S-facts (by condition 2 in the definition of a discriminating program). Therefore, 
these facts are also proper in the degenerate partition. u 
3.3. Necessary Conditions for Decomposability 
Next, we characterize all the decomposable programs. We prove that if a 
program is not first-fixed, nor second-fixed, nor repeating, nor discriminating, then 
it is not decomposable. This proof involves a lengthy case analysis. First, we prove 
two lemmas that introduce two properties of decomposable programs. Then, 
Lemma 3.7 shows that among the reverse programs, only the discriminating ones 
are decomposable. Lemma 3.8 proves that among the nonreverse and nonrepeating 
programs, only the first-fixed or second-fixed programs are decomposable. In 
general, we prove that a program is not decomposable by showing that all the out- 
put domain facts of that program must be in one member of any eligible partition. 
Define a set of atoms H to be a variant of another set of atoms H’ if H can be 
obtained from H’ by renaming the variables in H’ (different variables .are renamed 
by different variables). 
LEMMA 3.5. Let P be a decomposable program. If the recursive rule r of P 
contains two S-atoms, M and N, such that 
(1) at most one of the atoms has a repeated variable, and 
(2) the set {N, M} is not first-fixed, nor second-fixed, nor a variant of 
1% Y), sty, xl>. 
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then in every eligible partition D of P, all the two-constant facts in the output domain 
are in the same member of D. 
Proof Consider two two-constant facts, S(e,) = S(j, j) and $(e,) = S(k, 1). We 
shall divide the proof into two cases. 
Case 1. Assume that i # k and i # 1, and j # k and j # 1. Then there are three 
subcases to consider. 
(1.1) A4 and N do not have a shared variable, and neither of them has a 
repeated variable. Then there is a l-l instantiation f of r such that N. f = S(i, j) 
and M. f = S(k, 1). Using Lemma 3.1 ends this subcase. 
(1.2) M and N have at least one shared variable, but do not have any 
repeated variable. Since (A4, IV} is not a variant of {S(x, y), S(y, x)}, there is 
exactly one variable with two occurrences in the set {M, N}. Additionally, since the 
set {M, N} is not first-fixed, nor second-fixed, these two occurrences are not in 
the same position. Therefore, {M, N} is {S(x, y), S(z, x)} (actually a variant of the 
set). Consider the following two instantiations: 
Let f be a l-l instantiation of r, in which f(y) = k, f(x) = j, f(z) = i. By 
Lemma 3.1, S(j, k), S(i, j) are in the same member of D. 
Let g be a l-l instantiation of r, in which g(y) = 1, g(x) = k, g(z) =j. By 
Lemma 3.1, S(k, I), S(j, k) are in the same member of D. 
Therefore, the three facts S(i, j), S(k, l), and S(j, k) are in the same member, 
particularly the first two. 
(1.3) At least one of the atoms M, N has a repeated variable. Assume that 
N= S(x, x) is that atom. Since {M, N} is not first-fixed, nor second-fixed, x does 
not appear in M. Consequently, we can assume that M is S( y, z). Let o be a new 
constant. The following two instantiations end this case. 
Let f be a l-l instantiation of r, in which f(x) = o, f(y) = i, f(z) = j. By 
Lemma 3.1, S(o, o), S( i, j), are in the same member of D. 
Let g be a l-l instantiation of r, in which g(x) = o, g(y) = k, g(z) = 1. By 
Lemma 3.1, S(o, o) and S(k, 1) are in the same member of D. As in subcase 1.2, 
S(i, j) and S(k, I) are in the same member. 
Case 2. Assume that i = k or i = 1, or j = k or j = 1. Then, we can find a third 
two-constant fact, S(e,), with constants that are pairwise different from both, s(e,) 
and S(e,). Based on Case 1, ,S(e,) and S(e,) are in the same member of D, and 
S(e,), S(e,) are in the same member of D. 1 
LEMMA 3.6. Let P be a decomposable program, and assume that the recursive rule 
of P has three atoms that are variants of the set {S(z, z), S(w, z), S(z, w)}. (Note 
that no pair of atoms satisfies the condition of Lemma 3.5.) Then, in every eligible 
partition D of P, all the two-constant S-facts are in the same member of D. 
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Proof We shall prove that every two two-constant facts, S(i, j) and S(k, I), 
with pairwise-different constants, are in the same member of D. The proof is 
obtained by the following five l-l instantiations of the recursive rule. 
Let fi be: fi(w)=j, fi(z)= i. By Lemma 3.1, S(i, i), S(i, j), and S(j, i) are 
in the same member of D. Denote it M,. 
Let fi be: f*(w)= i, f*(z) =j. By Lemma 3.1, S(j, j), S(j, i), and S(i, j) are 
in M,. 
Let f3 be: f3(w) = k, f3(z) = j. By Lemma 3.1, S( j, j), S(k, j), and S(j, k) are 
in Mi. 
Let f4 be: f4(w) = j, f4(z) = k. By Lemma 3.1, S(k, k), S(k, j), and S( j, k) are 
in Mi. 
Let f5 be: f5(w) = f, fS(z) = k. By Lemma 3.1, S(k, k), S(k, I), and S(Z, k) are 
in Mi. Therefore, S(k, I), S(i, j) are in the same member of D. 
If the two facts have common constants, the proof is identical to Case 2 of 
Lemma 3.5. 1 
A linear program is a program with only one S-atom in the body of the recursive 
rule. Define a program to be switching if it is reverse and linear. .4 switching 
program is, in fact, equivalent to a nonrecursive program (replace the S predicate 
symbol in the body of the recursive rule by B). Note that this equivalence does not 
contradict our notion of minimality, since we did not delete an atom, but rather 
replaced one atom by another. 
LEMMA 3.7. If a reverse program is decomposable, then it is discriminating. 
Proof. We first prove the following three claims. 
Claim 3.7.1. A reverse program, whose recursive rule has an S-atom with a 
repeated variable, is not decomposable. 
Proof Let P be a reverse program, and N an atom of the recursive rule, r, 
that has a repeated variable. Denote the head of the recursive rule by S(x, y). 
Assume, by way of contradiction, that P is decomposable. Hence, P has an eligible 
partition D = {M,, . . . . M,, . . . }. We show that all the facts in the output domain are 
in the same member of D. First, we show this for the two-constant facts. There are 
two cases. 
(1) The repeated variable in N is not a distinguished variable. In this 
case, N and the head of r are two atoms that satisfy the conditions of Lemma 3.5. 
Consequently, all the two-constant S-facts are in the same member of D. 
(2) The repeated variable in N is a distinguished variable. Let N = S(x, x). 
Then the recursive rule contains the atoms S(x, x), S(x, y), S(y, x). By Lemma 3.6, 
all the two-constant S-facts are in the same member of D. 
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Now, suppose that Mi is the member of D that contains all the two-constant 
facts. Let s(e) be a one-constant fact. We select a l-l instantiation, f, in which 
N . f = s(e) and head. f is a two-constant fact. By Lemma 3.1, S(e) is in Mi. 1 
Claim 3.7.2. A switching program is discriminating. 
ProoJ: A switching program is a reverse program, and therefore for every 
input Z, the nontrivial output, M(Z), contains only two-constant facts. Additionally, 
in such a program, every derivation tree of a fact in M(Z) contains only one B-fact, 
which is also a two-constant fact. Therefore, every fact in M(Z) is in nt(Z*). 1 
Claim 3.7.3. Let D be an eligible partition of a reverse, nonlinear, and 
decomposable program. Then, all the two-constant facts in the output domain are 
in the same member of D. 
Proof: By Claim 3.7.1, the referred program does not contain an S-atom with a 
repeated variable. Additionally, because of the nonlinearity of the program, there is 
an S-atom in the body of the recursive rule, having at most one distinguished 
variable. Denote this atom by M. Denote the head of the recursive,rule by S(x, y). 
Next, we show that there are two S-atoms in the rule that satisfy the conditions of 
Lemma 3.5. Thus, all the two-constant S-facts are in the same member of D. If A4 
does not have a distinguished variable, then S(x, y) and M are the two desired 
S-atoms. If M has a distinguished variable, say x, then the following holds. If x 
appears in the first position of M, then A4 and S(y, x) are the two desired atoms; 
otherwise A4 and S(x, y) are the two desired atoms. 1 
Proof of Lemma 3.7. Consider a decomposable reverse program P. Assume, by 
way of contradiction, that P is not discriminating. We shall show that in any 
eligible partition D of P, all the facts in the output domain are in the same member 
of D, contradicting the fact that D is a partition. By Claim 3.7.2, P is not linear; 
thus, by Claim 3.7.3, all the two-constant S-facts are in the same member of D, 
say Mi. 
It remains to show that all the one-constant S-facts are also in Mi. Let S(j, j) 
be a one-constant fact. P is a reverse program but not a discriminating one. Thus 
there is an input, Z, such that nt(Z*)cnt(Z). We shall assume without loss of 
generality that Z has the following property (minimality): nt(Z*)cnt(Z), but if 
we eliminate any one-constant B-fact, B(e), from Z, then nt((Z- {B(e)})*) = 
nt(Z- {B(e))). Such an input can be obtained by starting with an input for which 
the proper containment is satilied, and eliminating one-constant B-facts, repeatedly, 
until equality is obtained; then return the last eliminated B-fact. Now suppose, 
again without loss of generality, that the constant j is not in Z (otherwise we can 
add j + 1 to all the constants in I). Obviously Z has a fact B( i, i). Denote by I,, the 
input obtained from Z, by replacing each occurrence of the constant i by j. It is easy 
to see that I0 satisfies the following properties: (i) B(j, j) is in I,,, and (ii) nt(Z,*) c 
nt(Z,); in other words there is a two-constant fact, a, in nt(ZO) that is not in nt(Zz). 
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Consequently (remember minimality), I, forces S(j, j) and a to be in the same 
member of D, namely Mi. 
LEMMA 3.8. Zf a nonreverse and nonrepeating program is decomposable, then the 
program is first-fixed or second-fixed. 
Proof: We first prove the following two claims. 
‘Claim 3.8.1. A nonreverse and nonrepeating program, P, that has at least 
two S-atoms with repeated variables in the recursive rule, is not decomposable. 
Proof: Assume, by way of contradiction, that the program P has an eligible 
partition D. We show that all the facts in the output domain are in the same 
member of D. Every two one-constant facts are in the same member of D because 
they are neighbors with respect to P. Denote this member by Mj. P is not a 
repeating program; therefore, the recursive rule includes an S-atom with two 
different variables. Denote it N. Now consider a two-constant S-fact, S(e), and let 
f be a l-l instantiation of the recursive rule in which N. f = s(e). Since rule. f 
contains a one-constant S-fact, we obtain, using Lemma 3.1, that S(e) is in Mi. 1 
Claim 3.8.2. If a nonreverse and nonrepeating program, P, is decomposable, 
and has an eligible partition, D, then there are two two-constant S-facts that are 
not in the same member of D. 
Proof: Assume, by way of contradiction, that all the two-constant S-facts are 
in one member, Mi, of D. Then, there is a one-constant S-fact that is not in Mi. 
Denote this fact by S(i, i). We consider two cases. 
(1) The recursive rule includes an S-atom with a repeated variable. Assume 
it is M= S(z, z). Since the program is not repeating, there is an S-atom with two 
different variables. Denote this atom by N. Let f be a l-l instantiation such that 
f(z) = i. By Lemma 3.1, both M. f and N. f are in the same member of D, Mi, 
contradicting S(i, i) not being in Mi. 
(2) The recursive rule does not include an S-atom with a repeated variable. 
Denote the head of the recursive rule by S(x, v), and let f be the following instan- 
tiation: f(x) = f(y) = i (which means that f is not l-l) and for all the other 
variables f substitutes distinct constants that are different from i. Let Z be the input 
consisting of the S-to-B substitution of body .f: The relation B in Z contains only 
two-constant facts since (i) the recursive rule does not include an atom with a 
repeated variable, and (ii) the program is nonreverse. Therefore, Z forces S(i, i) to 
be in the same member of the partition as some two-constant S-fact. This member 
is Mi, a contradiction. 1 
Proof of Lemma 3.8. Let P be a decomposable, nonreverse, and nonrepeating 
program. By Claim 3.8.1, P contains at most one S-atom with a repeated variable. 
Assume, by way of contradiction, that P is neither first-fixed nor second-fixed. We 
571/47/l-2 
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shall show that in any eligible partition D of P, all the two-constant S-facts are in 
the same member of D, which contradicts Claim 3.8.2. 
There are two cases: 
(1) The head of the recursive rule has two distinct variables. Since the 
program is nonreverse, there are two S-atoms in the recursive rule that satisfy the 
conditions of Lemma 3.5. From Lemma 3.5 we conclude that all the two-constant 
S-facts are in the same member of D. 
(2) The head of the recursive rule has a repeated variable. In this case, one 
can find either two S-atoms that satisfy the conditions of Lemma 3.5, or two 
S-atoms in the body of the recursive rule that together with the head satisfy the 
conditions of Lemma 3.6. In either case, all the two-constant S-facts are in the same 
member of D. 1 
THEOREM 3.2. A program is decomposable if and only if it is first-fixed, or 
second-fixed, or repeating, or discriminating. 
Proof (If) From Lemmas 3.2, 3.3, 3.4. 
(Only if) From Lemmas 3.7, 3.8. 1 
3.4. Strong Decomposability 
For some decomposable programs, having multiple processors does not provide 
a real advantage compared to a single processor, particularly if the latter, as 
explained in Subsection 3.1, removes members as it reaches the member lixpoint. 
For example, consider a repeating program with the degenerate partition. We can 
assign responsibility for each one of the two members to a different processor, but 
the processor that receives the member M, = { S(i, j) 1 i # j} cannot produce any 
nontrivial output, i.e., output for which the recursive rule has to be instantiated. It 
does remove from the other processor the burden of handling the members of M,, 
when generating the members of M,. But a single processor can also remove the 
members of M,, after the first iteration of (semi-) naive evaluation. Well, maybe a 
repeating program can have another partition, in which more than one processor 
can produce nontrivial facts. We shall prove in Theorem 3.3 that this is not the 
case; i.e., for every partition of a repeating program, there must be one member 
which contains all the facts of M,. The same arguments can be made for dis- 
criminating programs. For them, the “real” work is carried out by the processor 
which is assigned responsibility for M,. 
Therefore, for the purpose of parallelization, we are more interested in the 
programs with an eligible partition, in which the recursive rule has to be “used” for 
more than one partition member. In this subsection we completely characterize the 
strongly decomposable programs, i.e., the program for which there is an eligible 
partition such that more than one processor does “real” work. We determine that 
of the decomposable programs, only the first-fixed, second-fixed, and switching are 
strongly decomposable. Furthermore, a program in each of these classes has a 
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natural partition, i.e., a partition with an infinite number of members, each of which 
requires real work to produce. Consequently, as we shall show in the next section, 
an arbitrary number of processors can be effectively utilized for producing the 
output, given a large enough input. 
For a program P, and an input Z, a fact a E O(P, I) is nontrivial if it belongs to 
the nontrivial output. The program P is strongly decomposable if it is decom- 
posable, and has an eligible partition, D, such that for some input, more than one 
partition member contains a nontrivial fact. The partition D is called a strongly 
eligible partition. Although the definition required some nontrivial facts for some 
input, we shall demonstrate in Corollary 3.4 that if a program is strongly decom- 
posable, then every fact in the output domain is nontrivial for some input. 
Therefore, the “real” work is distributed among the processors. 
In Claim 3.7.2 we proved that a switching program is discriminating. In addition 
to the degenerate eligible partition, it has the eligible partition D = {M, 1 i B 1, 
ja 1 } where each M, is { S(i, j), S(j, i)}. This partition is called the natural 
partition of the switching program (different than the natural partition of a 
first-fixed program). 
THEOREM 3.3. A program is strongly decomposable if and only if it is first-fixed, 
or second-fixed, or switching. 
Proof. (If) It is easy to see that the natural partition for each program in one 
of these classes is a strongly eligible partition, and therefore those programs are 
strongly decomposable. For example, if the program is first-fixed, then the desired 
input is obtained in the following way. Let f be a l-l instantiation of the recursive 
rule in which f(x) = 1. Let g be a l-l instantiation of the same rule, in which 
g(x) = 2. Then, Z is the S-to-B substitution of (body. f u body. g). 
(Only if) All the programs that are not decomposable cannot, of course, be 
strongly decomposable. Thus, it suffices to show that repeating programs, and non- 
linear discriminating programs, are not strongly decomposable. We do it so by 
showing that for every eligible partition, the nontrivial facts must belong to the 
same partition member. 
(1) Repeating programs-The recursive rule contains at least two S-atoms 
with repeated variables: the head and at least one atom in the body. Thus, every 
two one-constant facts are neighbors with respect to the program. Note that only 
one-constant facts can be nontrivial, and that by Lemma 3.1 these facts are in the 
same member of any eligible partition, 
(2) Nonlinear discriminating programs-These programs are reverse 
programs, so only two-constant S-facts can be nontrivial. Additionally, by 
Theorem 3.2, the discriminating programs are decomposable, and by Claim 3.7.3, in 
every eligible partition for the program, all the two-constant S-facts are in one 
member. 1 
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The next corollary establishes the robustness of the strong-decomposability 
concept; when a program is strongly decomposable, then it has a partition with an 
infinite set of members containing nontrivial facts, and furthermore, every fact can 
be nontrivial. 
COROLLARY 3.4. If a program is strongly decomposable, then it has an infinite 
eligible partition (e.g., the natural partition). Furthermore, for each k member of the 
partition R, , . . . . R,, and for each k fact ai E R,, for i = 1, . . . . k, there is an input for 
which each ai is nontrivial. 
The next proposition indicates that for the strongly decomposable programs 
there is no strongly eligible partition which is “liner” than the natural partition. 
PROPOSITION 3.5. Let P be a strongly decomposable program, and let a, b be two 
facts of a member, say Mi, of the natural partition of P. Then, in every strongly 
eligible partition of P, a and b belong to the same member. 
Proof Consider a first-fixed program P. The facts a and b have the same 
constant in their first position; thus, they are neighbors with respect to P. By 
Lemma 3.1, a, b are in the same member of any eligible partition of P. 
Similar arguments are used to prove the proposition for a second-fixed program, 
or a switching one. 1 
The next proposition establishes the relationship between the family of strongly 
decomposable programs and the family of programs in the NC complexity class 
(assuming P # NC). 
PROPOSITION 3.6. There are strongly decomposable programs that are also in NC 
(e.g., the linear transitive closure), there are strongly decomposable programs that are 
not in NC (e.g., the first-fixed program S(w, x) :- S(w, y), S(w, z), H(x, y, z)), and 
there are programs in NC that are not strongly decomposable (e.g., the program 
S(x, Y) :- 4% z), m WI, C(w, Y)). 
Proof The linear transitive closure and the program S(x, y) :- A(x, z), S(z, w), 
C(w, y) are in NC by results from [AP, UV]. The program 
p2: S(w, x) :- S(w y), S(w z), H(x, Y, z) 
is P-complete. We prove it by a reduction from the first known P-complete 
program, path-systems [C], which is S(x) :- S(y), S(z), ZZ(x, y, z). Given an input, 
Z, to path-systems, we transform it to an input, I’, to program P2 as follows. The 
relation H in I’ is the same as in 1. Let “a” be some constant. The relation B in I’ 
consists of all the tuples B(a, i) such that B(i) is in I. Then S(a, i) is in O(P2, I’) 
if and only if S(i) is in O(path-systems, I). 1 
The next comment concerns the extension of the positive results of Theorem 3.3. 
If a program is first-fixed, or second-fixed, or switching, then it is strongly decom- 
posable even if we allow the body of the recursive rule to contain negated exten- 
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sional atoms, provided that the variables in these atoms also appear in nonnegated 
atoms in the body (stratified and safe negation). Furthermore, such programs are 
strongly decomposable even if the predicate symbol B is allowed to appear in the 
body of the recursive rule. 
In summary, in this section we defined two properties of programs: decom- 
posability and strong decomposability. We completely characterized the programs 
that have each one of these properties, and the result is that only a narrow class 
of programs possesses them. In the next section, we prove that only the strongly 
decomposable programs can be evaluated by several processors that do not com- 
municate nor duplicate any work. Thus, the importance of the above characteriza- 
tion is in its “only if” direction, that is, the negative result. Except for the strongly 
decomposable programs, there is no program that can be evaluated with m inimal 
total evalution cost and without communication. New strategies, that involve 
(minimal) communication or duplication of work, are needed. Sections 4.4, 5, and 
6 discuss such strategies. Furthermore, in [WO] we have extended the decom- 
posability definition to arbitrary Datalog programs (not necessarily binary sirups), 
and we have shown that for such programs decomposability is undecidable. 
Similarly, the strong-decomposability definition can be extended, and the proof of 
[WO] can be repeated verbatim to show that strong decomposability is also 
undecidable. Thus, complete characterization can be obtained only for subclasses of 
programs, such as the binary sirups considered in this paper. Moreover, in [WS] 
we syntactically define the pivoting property for arbitrary Datalog programs. The 
strongly decomposable programs (semantic property) are exactly the pivoting binary 
sirups. Also, every pivoting arbitrary-Datalog program is strongly decomposable. 
4. PURE PARALLELIZATION 
In the previous section we have seen that strongly decomposable programs are 
amenable to parallelization that does not incur communication or synchronization 
overhead, namely pure parallelization. It is achieved by replicating the input at 
multiple processors, and assigning output responsibility for each member of a 
strongly eligible partition to some processor. Two questions immediately arise. 
First, what is the performance of this parallelization method? Second, what are the 
lim its of pure parallelization; i.e., can other programs be purely parallelized, 
possibly by another method? In this section we answer these questions, which turn 
out to be related as follows. There are other programs, although not all of them, 
that can be purely parallelized. However, the ones that can be purely parallelized 
while guaranteeing m inimal total evaluation cost are exactly the strongly decom- 
posable ones. Therefore, we discover a class structure of programs with respect to 
pure parallelization. This structure is illustrated in Fig. 1 (also see Fig. 2). 
4.1. Parallelization Schemes 
In this subsection we provide the formal definition of a parallelization scheme, 
i.e., a set of parallel algorithms that together evaluate a program. Each algorithm 
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FIG. 1. When considering amenability to pure parallelization, the following logic-program class 
structure is exhibited. The strongly decomposable programs are most amenable to pure parallelization. 
A representative of this class is the transitive closure program: S(x, y) :- S(x, z), A(z, y), Next in the 
hierarchy is the class of sharable programs. A representative of this class is the canonical sirongly linear 
program: S(x, y) :- UP(x, r), S(z, w), DOWN(w, ,v). Finally, the class of nonsharable programs is not 
amenable to pure parallelization. A representative of this class is the path-systems program: S(x) :-S(z), 
S(y), H(x, z, y). For completeness, we also show the class of decomposable programs and the NC 
complexity class. Point A represents the program: S(x, x) :- S(y, y), A(x, ,I’). Point B represents the 
program: S(x, x) :- S(y, y), S(z, z), H(x, y, z). Point C represents the program: S(w, x) :- S(w, y), 
S(w, z). H(x, y, z). 
in the scheme evaluates the program with less than the whole input; consequently, 
it is faster, but, on the other hand, does not produce the whole output. Then we 
distinguish between two types of parallelization schemes: decomposition and 
sharing. Both of them guarantee that the whole output is obtained as the union 
of all the facts produced by the algorithms; therefore, if these facts are sent to an 
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FIGURE 2 
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output processor, or a common file, completeness of the result is ensured. However, 
decomposition schemes also guarantee that the processors executing the parallel 
algorithms do not duplicate one another’s work. Finally, we define pure paralleliza- 
tion schemes, i.e., schemes that do not incur any overhead. 
Let P be a program, and let Z be an input to P. A partial computation, denoted 
Ai( is a partially ordered set of facts from Zu 0( P, I). The subscript i in Ai 
stands for the identity of the processor that produces the partial computation. Each 
fact s(e) in Ai is labeled computed or transmitted. If S(e) is computed, then it 
must be preceded in Ai by all the facts of one of its derivation trees. Intuitively, 
the partial order in Ai represents the time order in which the output of P is 
evaluated, and the requirement that S(e) must be preceded by all the facts in some 
derivation tree means that i must “know” all these facts before being able to com- 
pute S(e). The set Ai is called a “partial” computation, since not all facts of 
O(P, I) have to be in Ai( A transmitted fact is received from another processor, 
thus a derivation tree does not necessarily precede it. For example, the semi-naive 
evaluation by a single processor produces a partial computation consisting of the 
input facts, followed by all the output facts, in the order in which they are 
evaluated; all the fact are computed. 
An r-parallelization scheme, A, for partial computation of P, is a function which 
maps each input, Z, into r partial computations, A(Z) = (A,(Z), . . . . A,(Z)}, such that 
if some fact is transmitted in some Ai( then it is computed in some Aj(Z).3 A is 
called a scheme for short. The set of all partial computations with subscript i 
constitutes the (output of) algorithm Ai of A. We denote by pi the processor that 
executes Ai. A scheme, A, is sharing if (i) (completeness) for every input Z, each fact 
a E O(P, I) is in some partial computation of A(Z), and (ii) (time-saving input) for 
at least one input, I’, there is no partial computation in A(Z’) that contains the 
whole nontrivial output. A scheme, A, is a decomposition scheme if (i) it is sharing, 
and (ii) (disjointness) for every input Z, no fact is a computed fact in more than one 
partial computation of A(Z). Intuitively, a complete scheme does not lose output, 
and, assuming that a certain amount of work is necessary to produce each output 
fact, processors executing (the algorithms of) a decomposition scheme do not 
duplicate one another’s work. Existence of a time-saving input simply ensures that 
the scheme is not trivial, i.e., does not consist of a single-processor evaluation 
algorithm. 
A scheme A is independent if for every input Z, each partial computation in A(Z) 
does not contain any transmitted facts (i.e., al the intentional facts are computed). 
Independence ensures that facts are not transmitted between algorithms; i.e., there 
is no data overhead. In this section we discuss only independent schemes. An 
independent scheme, A, is data driven if for each input Z, for each fact b E O(P, Z), 
and for each set of input facts, 2, the following two conditions are satisfied for each 
algorithm Ai E A : 
3 Actually, additional requirements have to be satisfied by the set A(I), but we omit them since they 
are not used in this paper. 
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(1) (Contribution) If b EAT and the set of derivation trees of b for the 
input Zu 2 is a superset (not necessarily proper) of the set of derivation trees of b 
for the input Z, then b E A,(Zu Z). 
(2) (Noncontribution) If b 6 Ai( and the set of derivation trees of b for the 
input Z is a superset (not necessarily proper) of the set of derivation trees of b for 
the input Zu Z, then b $ A,(Zu Z). 
Intuitively, the fact that a scheme is data driven ensures that the output of each 
m-ocessor depends solely on the input, and not on communication with another 
processor; in other words, there is no control overhead. The contribution require- 
ment is simply that if the fact b is in Ai( and Z contributes to the derivation of 
b, then its addition to Z cannot suppress the production of b. Note that if Ai is 
monotonic, then the contribution requirement is satisfied, but if stratified negation 
is allowed, Ai is not monotonic but may still satisfy the contribution requirement. 
The noncontribution requirement is that if the fact b is not in Ai( and the set Z 
does not “contribute” to the derivation of b (i.e., there is no derivation tree which 
contains a fact in Z), then b is also not in Ai(Zu Z). 
Remark 4.1. It can be shown that an independent decomposition scheme that 
satisfies the contribution requirement also satisfies the noncontribution require- 
ment. 
Let A be an independent, data-driven, parallelization scheme for the partial 
computation of P. A is called a pure parallelization scheme, or, for short, a pure 
scheme. Such a scheme does not incur the overhead of communication among the 
algorithms. 
4.2. Strong Decomposability and Pure Parallelization 
In this subsection we prove that the programs having pure parallelization 
schemes are exactly the strongly decomposable programs. Then we outline a stategy 
(i.e., a class of schemes), called DSl, that contains all the pure decomposition 
schemes. 
LEMMA 4.1. Assume that A is a pure decomposition scheme for a program P, and 
let b be a fact of the output domain. Zf for some input, Z, and for some algorithm Aj 
of A, the fact be Ai( then for every other input, I’, tf bE O(P, I’) then be A,(Z’). 
Proof Assume, by way of contradiction, that b 4 A,(Z’). Then, by completeness 
of the scheme, be Ak(Z’), j# k. Let I” be the input Zu I’. By the contribution 
requirement of a data-driven scheme, b E A,(Z”) because b E Ak(Z’). By the same 
requirement, b E A,(,“) because b E A,(Z), contradicting the disjointness require- 
ment, i.e., that every fact is computed in a unique processor. 1 
Under the assumptions of the previous lemma we say that Aj is the home 
algorithm of b in A. Note that every fact in the output domain has a unique home 
algorithm (by disjointness and completeness of A). Given a program P, a restricted 
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version Pi of P (see [WS] ) is a program obtained from P by appending evaluable 
predicates to the body of some, or all, of the rules of P. For example, the program 
wit the recursive rule S(x, y) :- S(x, z), A(z, y), odd(x) is a restricted version of Pl, 
defined in Subsection 3.1. A set of facts Z is an input to Pi if and only if it is an input 
to P. The output of Pi is defined as the output of P, with the following exception: 
in a derivation tree, every instantiation of a rule, r, must satisfy the evaluable 
predicate appended to r. 
THEOREM 4.1. A program P has a pure decomposition scheme if and only if it is 
strongly decomposable. Furthermore, let A be a pure decomposition r-scheme, and 
denote by Mi the set of facts in the output domain, which have Ai as their home 
algorithm, for i = 1, . . . . r. Then (M, , . . . . M,) is a strongly eligible partition for P. 
Proof (If) Let P be a strongly decomposable program. By Theorem 3.3 P is 
first-fixed, or second-fixed, or switching. Assume P is first-fixed. We show a pure 
decomposition scheme A = (A,, A2} for P. Ai is the semi-naive evaluation (see 
Appendix C) of the restricted version, Pi. P, (P2) is P with the evaluable predicate 
odd(x) (even(x)) appended to the recursive and exit rules. Now, let us prove that 
A is a pure decomposition scheme. Given an input Z, the partial computation in 
processor i consists of the input facts (unordered), followed by all the output facts, 
in the order in which they are evaluated. A,(Z) contains all the facts in O(P, I) with 
an odd constant in their first position. A,(Z) contains all the other facts in O(P, I) 
(i.e., the output facts with an even constant in their first position). Therefore, 
completeness and disjointness are satisfied. A also has a time-saving input, e.g., the 
input provided in the proof of Theorem 3.3, the (if) part. Consequently, A is a 
decomposition scheme. Moreover, all the facts in the partial computations are 
computed, and therefore A is an independent scheme. Additionally, A, and A2 are 
monotonic; hence, the contribution requirement is satisfied. The noncontribution 
requirement is also satisfied by Remark 4.1. Consequently, A is pure. 
Similarly, we can prove that second-fixed and switching programs have decom- 
position schemes (for switching programs the oddeven(x + y) evaluable predicates 
are used). 
(Only if) P has a pure decomposition scheme A = (A,, . . . . A,}. Let D be the 
following partition of the output domain of P. D = {M,, . . . . M,} where M, contains 
all the facts that their home algorithm is Ai. We shall show that D is a strongly 
eligible partition. Let Z be an input to P, and ,S(e,) a fact in O(P, I) with the home 
algorithm Ai. By Lemma 4.1, S(e,) E Ai( and by the independence of the scheme, 
s(e,) is preceded in Ai by a derivation tree; thus all the intentional facts of that 
tree are in member Mi of D. Consequently, D is an eligible partition. It remains to 
show that D is a strongly eligible partition; i.e., there is an input for which two non- 
trivial facts belong to different members of D. It is easy to see that the input that 
is time-saving in A is such an input. 1 
Next we describe a set of pure decomposition schemes, namely a strategy. 
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Strategy DSI. A strongly decomposable program, P, is evaluated by algo- 
rithms {A,, . . . . A,}, for any number of processors, r. Let h be some hash function 
that maps each natural number (pair of natural numbers for switching programs) 
into a unique member of the set A = { 1, . . . . r} (for example, the modulo r function). 
We assume that some number is mapped by h into each member of A. Each 
algorithm, Aj, evaluates the restricted version of P with the predicate h(x) = i, or 
h(y) = i, or h(x, y) = i (for P a first-fixed, or second-fixed, or switching program, 
respectively) appended to the exit and recursive rules. Thus, for a first-fixed 
program, processor i is assigned responsibility for the members M, of the natural 
partition, for which h(k) = i. If P is switching, then h must be commutative. 1 
A scheme in the strategy DSl is obtained by fixing the hash function, the number 
of processors, and each A, (naive, semi-naive, or some other evaluation method). 
The scheme obtained is obviously a pure decomposition scheme. Observe that 
uniting several (but not all) members of the natural partition into one member 
leaves an eligible partition. 
It can be shown that a scheme is a pure decomposition scheme if and only if it 
is in DS 1. The (if) part of the proof is similar to the if part in Theorem 4.1. For 
showing the converse, let A’ be a pure decomposition scheme for r processors. 
Theorem 4.1 and Proposition 3.5 indicate that in A’, each algorithm is responsible 
for some members of the natural partition. We select a hash function h’ which maps 
each natural number to the set { 1, . . . . r}, such that for every two natural numbers, 
i and j, the following is satisfied: h’(i) = h’(j) (h’(i1, i2) = h’(j1, j2) for switching 
programs) if and only if members Mi and M, (Mil,iZ and Mjl,jZ for switching 
programs) of the natural partition belong to the same member of D. Then A’ is a 
scheme in DSl. for which the hash function is h’. 
4.3. Evaluation Cost of Strategy DSl 
In this subsection, we consider schemes in DSl, where the algorithm of each 
processor is a semi-naive evaluation (see Appendix C). We establish that for these 
schemes, for each given input, the total amount of work performed by all 
processors in evaluating a program is minimal, i.e., not higher than the amount of 
work in semi-naively evaluating the program by a single processor. Therefore, given 
a good hash function, the speedup is maximum. Intuitively, DSl saves time for a 
first-fixed program, because at each iteration of naive or semi-naive evaluation, the 
predicate h(x) = i cuts (approximately by a factor of l/r) the size of every relation, 
extensional or intentional, having the attribute x. Additionally, it can be shown that 
the number of iterations does not increase. Identical results can be shown for the 
naive evaluation algorithm [U]. 
Next we define three cost measures to quantify the amount of work performed 
by an algorithm for evaluating a program P given an input I. These measures will 
be used in our cost analysis of the strategies. The first, denoted cost ‘, assumes that 
the cost of an iteration i of semi-naive evaluation is c .I S’- ’ 1, where IS’- ’ 1 is the 
number of tuples in the relation S at the end of the i- 1, iteration (i.e., at the 
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beginning of the ith iteration). c is fixed for a given input (the results presented 
in this section still hold if cost ’ is a superlinear function of IS’l). Then the cost ’ of 
evaluating O(P, I) is the total cost of all the iterations performed during the evalua- 
tion. Note that the cost of an iteration increases as the evaluation proceeds. 
The second cost measure, denoted COSZ’, is the number of “successful inferences 
of rules” performed during the evaluation. An inference of a rule is a substitution 
of facts, one for each atom in the rule body. For example, every join can be 
regarded as a sequence of such substitutions. If the inference succeeds, namely, 
equal constants replace the same variable, then it is a successful inference. Note that 
a fact can be derived by several successful inferences; then, the price of deriving that 
fact is greater than one. The measure was introduced and justified in [BR]. 
In the third measure, cost3, the cost of a join of two relations is the multiplica- 
tion of their sizes. Here we assume that the join is computed by a trivial nested 
loop. As before, cost 3 of evaluating 0(P, I) is the total cost of all the joins in all 
the iterations. 
In all the three measures, the instantiations of the exit rule are ignored. The 
reason is that these instantiations can be done immediately by copying all of 
relation B to S. Thus, the first iteration of semi-naive evaluation that we speak 
of in the proofs is the first iteration of the “repeat loop” (see Appendix C), and 
contains only instantiations of the recursive rule. Anyway, our results are valid 
even if the price of the instantiations of the exit rule is not zero. 
We demonstrate the three measures by the following example. Consider the 
transitive closure program P 1 of Subsection 3.1, and the input Z = { B( 1, 2), B(2,4), 
B(l, 3), B(3, 4), B(4, 5), A( 1, 2), A(2, 4), A(1, 3) A(3, 4), A(4, 5)}. The costs of 
performing semi-naive evaluation on Pl and Z are cost ’ = c . (5 + 6 + 7), cost2 = 
2 + 1 + 0, and cost 3 = 5 .5 + 1.5 + 1 .5. 
In the rest of this subsection, let (A,, . . . . A,} denote the execution of a scheme 
in DSl that evaluates a strongly decomposable program, P, with an arbitrary 
input, Z. Each Ai is the semi-naive evaluation of the restricted version of P, for some 
hash function denoted h. The semi-naive evaluation of P, on a single processor, 
given the same input Z, is called A. We denote the S-relation at the end of the ith 
iteration of A (i.e., at the beginning of the i+ 1 iteration) by S’ (So is the S-relation 
at the beginning of the first iteration, i.e., the set of facts obtained by instantiations 
of the exit rule). Moreover, the set of new facts derived at that iteration is denoted 
AS’ (AS’= S’- S’- ’ except for AS0 = So). Similarly, the S-relation at the end of 
the ith iteration of Ai is denoted Sj, and the set of new facts derived at that itera- 
tion is denoted AS;. Thus, AS: = Sf: - Sj- ’ except for AS: = Sy. Another notation 
is h,(AS i): the set of facts in AS’ that are mapped by the hash function to j. 
Similarly, hj(Si) is the set of facts in S’ that h maps to j. For example, if the 
program is first-fixed, then h,(AS’) is the set of facts in AS’ such that h maps their 
first argument to 2. 
LEMMA 4.2. For every processor j, and for every iteration i, AS: = h, (AS i). 
Proof: Simple induction on the iteration number. 1 
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COROLLARY 4.3. For each j, the number of iterations in algorithm Aj is not higher 
than the number of iterations in algorithm A (because tfin the ith iteration Aj derives 
a new fact, so does A). 
COROLLARY 4.4. Every successful inference performed in iteration i of algorithm 
Aj is also performed in iteration i of A, and is performed the same number of times 
(because at the beginning of iteration i, ,S-’ = hj(S”) and AS;-’ = h.j(ASipl)). 
THEOREM 4.2. The following inequalities hold for A, A,, . . . . A,: 
(1) i costl(Ai)<cost’(A) 
i= 1 
(2) i cost*(AJ < cost*(A) 
i= I 
(3) i cost3(Aj)<cost3(A). 
i=l 
Proof. (1) By Lemma 4.2, and the disjointness and completeness requirements, 
we obtain that in every iteration i: 
(1x1 denotes the number of facts in relation X). 
If i is greater than the number of iterations in processor j, then 1 Sjl = 0. For 
j= 1, . . . . r we denote by mj (m) the number of iterations that algorithm Aj (A) 
performs when evaluating I. By Corollary 4.3, max(m,, . . . . m,) Q m. 
We obtain 
cost’(Aj)=c. 2 IS;-‘1 
and 
i=l 
cost’(A)=c. f IS”I. 
i= 1 
Based on Eq. 4.1, it is easy to see that 
f: cost’(Aj)<costl(A). 
j=l 
(2) By Corollary 4.4, and the fact that every successful inference is performed 
by a unique algorithm of the scheme, we obtain that for every iteration i: 
c PjQPi, 
j=l 
(4.2) 
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where pj (P’) is the number of successful inferences performed during iteration i of 
algorithm Aj (A). 
An arithmetic manipulation, similar to the one done for cost ’ in (l), completes 
the proof. 
(3) Assume that in the body of the recursive rule, there are k S-atoms. 
Suppose that the sizes of the extensional relations joined by algorithms Aj, for 
j = 1, *.., r, at each iteration are 1. ,, i, . . . . lj,d. (The sizes obviously do not change 
from iteration to iteration.) Let Zj = lj, 1 . . . . . lj,d. Similarly, we denote the size of the 
extensional relations joined by A by I,, . . . . Id, and I= 1i . . . . . I,. Clearly, lj 6 I 
for j= 1, . . . . r. Note that 1, may be strictly smaller than 1. For example, in the 
restricted version S(x, y) :- S(y, x), A(x, y), euen(x + y), the evaluable predicate 
“cuts” the size of the relation A. By Lemma 4.2, and the disjointness and complete- 
ness requirements, we obtain that in every iteration i: 
If i is greater than the number of iterations in processor j, then Ids;/ = 0. 
Additionally, 
m,- 1 
cost3(Aj)=Ij.k. 1 (IS;lkpl. IdS;l) 
i=O 
and 
cod(A)=Z.k. c (J,Sil~k-l+ISil). 
i=O 
An arithmetic manipulation, similar to the one done for cost ’ in (1 ), shows that 
j=l i=O j=l 
Thus, using inequalities (4.1) and (4.3), it is easy to see that 
i cost3(Aj) < cost’(A). fi 
j=l 
4.4. Pure Parallelization of Other Programs 
Theorem 4.2 indicates that if we insist on pure parallelization of programs, we 
must relax the disjointness requirement, and consequently the minimal total evalua- 
tion cost. This approach was taken in [WI, where pure sharing (not decomposi- 
tion) schemes were examined (pure sharing schemes were defined in Section 4.1). 
Programs that have a pure sharing scheme are named sharable. Reference [W] 
showed that all linear programs are sharable, while there .are programs, such as 
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path-systems, blue-blooded-frenchman (see [ CK] ), and others, all of which belong 
to a syntactic class called propagating programs, that are not sharable. The class 
of sharable programs is strictly larger than the class of strongly decomposable 
programs, and is incomparable to the class of decomposable programs (see Fig. 1). 
For evaluating the linear programs in parallel, the following stategy of pure 
sharing schemes was proposed in [W]. The strategy is denoted SSl in this paper. 
It evaluates a linear program P that is not strongly decomposable, by algorithms 
{A 1, ..‘, A,}. Each algorithm, A,, evaluates the restricted version of P having the 
predicate h(x) = i appended to the exit rule only4; h is some hash function. 
Intuitively, a pure sharing scheme does not guarantee a minimal total evaluation 
cost, since the algorithms of the scheme do not necessarily produce disjoint sets of 
facts, and, therefore, the same fact may be “examined” in the scheme by more than 
one algorithm. It can be easily shown that there are programs and inputs for which 
the algorithms of SSl do not satisfy the inequalities of Theorem 4.2. 
However, it can be shown that when considering cost2, the following is satisfied. 
For each input, the maximum (among all participating processors) amount of work 
in semi-naively evaluating a program by SSl is not higher than the amount of 
work in evaluating the program by a single processor. 
In conclusion, the class structure of programs with respect to pure parallelization 
is illustrated in Fig. 1. Finally, consider the following question. Can the class of 
sharable programs be characterized in terms of output domain partitioning, as we 
have done for programs that have a pure decomposition scheme? This is an open 
problem at this point, but observe that the natural way of doing so does not work. 
This natural way is in terms of an output domain “cover,” i.e., a set of fact sets that 
are not necessarily disjoint. For example, S(x, y) :- S(w, z), A(x, y, w, z) does not 
have such a cover but is sharable. 
5. DYNAMIC LOAD DISTRIBUTION 
Pure parallelization pays for lack of overhead with two limitations. First, it is 
applicable only to decomposable programs. Second, even for decomposable 
programs, the evaluation load cannot be balanced dynamically among the pro- 
cessors; thus, for DSl we cannot ensure that minimal total cost translates into time 
minimality. Consequently, in this section we examine independent parallelization, 
i.e., parallelization with control overhead but without data overhead. We suggest a 
strategy, DS2, for the parallel evaluation of a strongly decomposable program. 
Strategy DS2 is an adaptation of DSl that balances the work load dynamically, by 
using control messages. We assume that every two processors can communicate and 
every transmitted message arrives at its destination (no failures). 
Strategy DS2. By using a restricted version of a program, as in DSl, every one 
of the r processors assumes responsibility for computing some members of the 
4 h(y) = i or h(x + y) = i work as well. 
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natural partition (see Subsection 3.2) of the program. Each processor performs its 
evaluation, one member at a time, in increasing order of members. For example, if 
processors 0 and 1 cooperate, and processor 0 is responsible for the even members, 
then it evaluates M, first, then Mq, then M6, etc. When some processor, i, 
terminates evaluating all its members, it announces completion to all the other 
processors. In response, each one of them broadcasts the identification of the parti- 
tion member it is currently working on. Processor i assumes responsibility for l/r 
of the unprocessed members of each processor. Consequently, each processor is left 
with (Y - 1)/r of the members it had before the announcement of i. To continue the 
example, if processor 0 terminates the even members, it sends a control message 
indicating so to processor 1. Processor 1, that is responsible for the odd members, 
responds with the identification of the member it is working on, say 7. This 
indicates to processor 0 that responsibility for the odd partitions that succeed 7 is 
divided; processor 0 takes the members M,, M,,, Mi,, and processor 1 takes 
members Mll, M,,, M,,, . . . . etc. The work continues with each algorithm notifying 
its companion upon completion, and the latter responding with the partition 
number it is working on at that time. 
Note that only control messages, i.e., partition identifications and termination 
messages, are sent between processors, by DS2. It is easy to realize that every 
scheme in DS2 is an independent parallelization scheme (see definitions in Sub- 
section 4.1). 
For the rest of this section assume that the algorithm executed by each processor 
is a semi-naive evaluation. For example, a processor of DS2 semi-naively evaluates 
M2, then it semi-naively evaluates M4, then M9, etc. It is easy to show that each 
scheme in DS2 has minimal evaluation cost, by the three measures introduced in 
Section 4.3, cost ‘, cost 2, and cost 3. In other words, an analog to Theorem 4.2 can 
be shown for schemes in DS2. The proof is based on the observation that the cost 
of semi-naive evaluation of a sequence of members by a processor in DS2 is not 
higher than the cost of a processor in DSl that is assigned responsibility for the 
same members (the latter evaluates all of them together, and not one by one as the 
former does). 
We argue that schemes in DS2 are optimal within the strategy of Partition- 
oriented independent decomposition schemes. Intuitively, this is the strategy of inde- 
pendent decomposition schemes in which for every input, the output in a member 
of the natural partition is never “split” between two or more partial computations. 
Such splitting necessitates extra work to determine that every fact is proper for an 
input, and a partition-oriented independent decomposition scheme avoids this extra 
work. Observe that only strongly decomposable programs have partition-oriented 
independent decomposition schemes. 
Schemes of DS2 are optimal, up to one partition member,S for the following two 
’ This means that in any other scheme, say DSm, for some input, the last processor to finish may do 
SO before the last processor of DS2 linishes. But if so, then the last processor of DS2 trails the last 
processor of DSm by at most the time it takes to evaluate one partition member in that input, 
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reasons combined. First, the total work load of all the processors is minimal, i.e., 
not higher than the work load of one processor performing the evaluation single- 
handedly. Second, all processors are busy until completion. 
Finally, note that strategy SSl can also be extended to strategy SS2 that dis- 
tributes the load dynamically. A scheme in SS2 evaluates any linear program, P, 
as follows. “Member” Mi consists of the set of output facts derived from the input, 
where the relation B is restricted to the set { B(i, c) 1 c is a constant}. Each processor 
evaluates the members in increasing order. The evaluation of a member consists of 
the evaluation of the restricted version of P having x = i appended to the exit rule. 
Work redistribution occurs when a processor completes, as in DS2. 
6. A PARALLELIZATION STRATEGY APPLICABLE TO ALL PROGRAMS 
In this section we present a general purpose parallelization strategy, DS3. In con- 
trast to the strategies presented thus far, DS3 can be used for the parallelization of 
every program. It incurs a data overhead involved in transmitting tuples among the 
processors, but we show that in some sense the overhead is minimal. We also show 
that for the linear programs, the total evaluation cost of the processors is minimal. 
6.1. The Strategy DS3 
As were the previous strategies, DS3 is a data-reduction strategy; i.e., each 
processor evaluates a program P, using less than the whole database. Given a hash 
function, h, processor i is responsible for computing the facts that satisfy h(x) = i, 
where x is the first variable in the head of the recursive rule.6 In DS3, each 
processor executes a modified version of semi-naive evaluation (an adaptation of 
naive evaluation is also posible, and even simpler). To ensure completeness, each 
processor communicates with the others in the following way. Processor i has a set 
of predicates, T,, for j = 1, . . . . r and j # i. Each TV depends on the program being 
evaluated and the hash function. Processor i transmits to processor j all the facts 
that i computes and that satisfy predicate T,. Next we provide the formal 
description. 
Strategy DS3. Given a system of r processors, a hash function h that maps the 
natural numbers into { 1, . . . . r}, and a program P, processor i executes the following 
procedure: 
(1) If P is strongly decomposable-execute DSl or DS2 (no facts have to be 
transmitted). 
(2) Determine the transmission predicates T,. for j= 1, . . . . r and j # i 
according to the flow chart in Fig. 3. 
6 Obviously, an analog of DS3 exists for h(y) = i, where y is the second variable in the head of the 
rules. 
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(3) Let Pi be P with the hash function h(x)= i appended to the exit and 
recursive rules; x is the first variable in the head of both rules. Compute O(P, I) by 
semi-naive evaluation. 
At the end of each iteration do: 
3.1 Denote by ASi the set of new tuples that i computed during its 
last iteration. For j = 1, . . . . r, j # i, transmit to processor j all the facts 
in ASi that satisfy the predicate TV. 
3.2. Add to the relation AS, the set of all tuples that were received 
from other processors during i’s last iteration (this set may be 
empty 1. 
3.3 If AS, is empty, then wait until some tuples are received from 
other processors. 
end. 
The computation ends when all processors are in step 3.3, and no tuples are 
“in transit,” i.e., have been sent but not received yet. 
Note that the processors perform their computation completely asynchronously. 
Also, the only assumption that we make about the communication network is that 
each tuple that is sent eventually reaches the destination processor (no FIFO 
arrival of messages is necessary). In Appendix B we provide an example of an 
evaluation of a program by a scheme in DS3 and discuss its performance. 
6.2. The Transmission Predicates 
In strategy DS3, processor i sends to processor j the facts that i computes and 
that satisfy the transmission predicate T,. In this subsection we define these 
predicates whose purpose is to reduce the number of transmitted facts. Intuitively, 
a fact does not have to be transmitted to j, if once arrived there, it will either be 
eliminated by j’s hash function or it will not contribute to the evaluation performed 
by processor j. Such facts will not satisfy the predicate TV. For example, assume 
that the head of the recursive rule is S(x, y), and there is a single S-atom in the 
body, S(z, x). Then, the program is not decomposable, but regardless of the input, 
a fact S(c, d) such that j # h(d) does not have to be sent to j. Such a fact is never 
instantiated in the body of the recursive rule ofj, because j’s hash function prevents 
this. 
In a unary program, T, is TRUE for any i and j. In other words, each processor 
transmits all its computed facts to all the other processors. Thus, for the rest of this 
subsection we consider only binary programs. 
The predicate TV depends on the class of binary program, P, being evaluated. We 
define several classes of programs, each with its own set of transmission predicates. 
Denote the recursive rule of P by r, and let the first variable in its head be x. A 
program is first-consistent if every S-atom in the body of r contains the variable x. 
For example, the program with the recursive rule S(x, y) :- S(x, z), S(y, x) is first- 
consistent. A program is partially first-consistent (partially first-fixed) if the 
removal of all the S-atoms with repeated variables from the body of r leaves a lirst- 
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consistent program (a first-fixed program, or a program with an empty r-body). 
For example, the program with the recursive rule S(x, y) :- S(x, z), S(y, x), S(z, Z) 
is a partially first-consistent program, while the program with the recursive rule 
S(x, y) :- S(x, z), S(x, m), S(y, y), A(z, m) is partially first-fixed. 
Now we define a partially discriminating program. Given an instantiation, f, of 
the recursive rule of P, denote by Z.T the following input to P. It consists of {the 
facts in S-to-B substitution of body .f} minus {all the one-constant B-facts, except 
B(f(x), f(x))}. P is partially discriminating if head. f E U( P, I,f ) for any instantia- 
tion f of r. In other words, a program is partially discriminating if for every instan- 
tiation, f, there exist a derivation tree of head’f, as follows. Each leaf of the tree 
is in body .f (the S predicate symbol is replaced by B); also, each B-fact in the tree 
is either a two-constant fact, or the fact B(f(x), f(x)). In a discriminating program, 
for every instantiation, f, that derives a new fact, there exists a derivation tree in 
which each B-fact is a two-constant fact. Thus, every discriminating program is also 
a partially discriminating program. The algorithm that decides whether or not a 
program is partially discriminating is described Appendix A. 
The definition of T, is given using the flowchart in Fig. 3. 
We end this subsection with the following remark. The decomposable programs, 
along with the new program classes defined in this section, comprise the set of 
“coverable” programs. We shall not formally define here this extension of the 
decomposability concept, but will just mention that a coverable program has a 
cover of the output domain, for which every fact is proper. The notion of a cover 
is weaker than the notion of a partition, in the sense that the members of a cover 
need not be disjoint, but each one is smaller than the whole output domain. 
6.3. Correctness of the Strategy DS3 
In this subsection we establish that each scheme in strategy DS3 is actually a 
decomposition scheme. A moment of thought will reveal that two of the three 
properties of such a scheme, disjointness and existence of a time-saving input, are 
trivially satisfied. Completeness is not, particularly since a processor executing DS3 
does not send to all the other processors all the facts that it computes. 
THEOREM 6.1. Any scheme in DS3 satisfies the completeness requirement. 
FIG. 3. Defining the transmission predicates. 
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Proof Assume, by way of contradiction, that there is a scheme, A, in DS3, an 
input Z, and a fact S(e) E O(P, I) that is not computed in any one of the partial 
computations Ai( Consider a derivation tree of S(e), with leaves in I. We select 
an instantiation, J in that tree that satisfies the following two conditions: (i) f 
derives a fact, S(a, b), which is not computed in any one of the processors, and (ii) 
every S-fact in body .f is computed by one of the processors. Such an instantiation 
exists since in the considered derivation tree, the root is not computed in any one 
of the processors, but every S-fact in the bottom of the tree (derived by the exit 
rule) is computed by one of the processors. Assume without loss of generality that 
h(a) = j (i.e., processor j is “responsible” for producing S(a, b)). Since the evalua- 
tion had terminated, but S(a, 6) was not computed, we conclude (remember condi- 
tion (ii) off) that there is at least one fact, S(c, d), in body .f that is computed in 
another processor, but not transmitted to j. Suppose that S(c, d) = M. f, where A4 
is some atom in the body of the recursive rule, and that S(c, d) was computed by 
processor i, i # j. Obviously, P is not first-fixed (otherwise h(c) = j). We shall prove 
that for any other program, S(c, d) must satisfy the predicate TV, and therefore 
must have been transmitted to j. 
(1) A’ first-consistent program: In such a program, x appears in all the 
S-atoms in the body of the recursive rule. We know that h(c) # j and that f maps 
x to a, and that h(a) = j. Thus a = d, and S(c, d) must satisfy TV. 
(2) A partially first-fixed program, but not first-consistent: In such a 
program, every atom in the recursive rule is either an atom with a repeated 
variable, or an atom with the variable x in the first position. Since h(c) #h(u), and 
consequently a # c, M is an atom with a repeated variable. Thus S(c, d) is a one- 
constant fact, and therefore satisfies T,. 
(3) A partially first-consistent program, but not first-consistent, nor partially 
first-fixed: In such a program, every atom in the recursive rule is either an atom 
with a repeated variable, or it has the variable x in one of its positions. Since 
h(c) #h(u), M is either with a repeated variable, or x is in its second position. 
Therefore c = d, or d = a A h(d) = j, and consequently S(c, d) satisfies TO. 
(4) A partially discriminating program, but not first-consistent, nor partially 
first-fixed, nor partially first-consistent: By definition of a partially discriminating 
program, S(u, b) can be derived from body. f without using any one-constant facts 
other than S(u, a). We also know that if s(u, a) is computed, then it must be com- 
puted by processor j. Since S(u, 6) is not computed, we conclude that S(c, d) is a 
two-constant fact, and therefore satisfies TV. 
(5) A program which is not of the previous kinds: In such a program, every 
fact satisfies T,, particularly S(c, d). 1 
6.4. The Performance of Strategy DS3 
To estimate the DS3 performance, we consider two factors: evaluation cost and 
data-communication overhead. In this subsection we refer to these factors, and we 
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start with the evaluation cost. Intuitively, time-saving occurs in DS3 compared to 
the single-processor evaluation for the following reasons. First, for a given input, 
each one of the processors computes approximately l/r of the output tuples. 
Second, whenever TV is a proper subset of the computed tuples, the evaluation cost 
of processorj (smaller S) is reduced. Third, the evaluable predicate h(x) = i cuts the 
size of every relation having x as an attribute; consequently the joins involving such 
relations are cheaper. Formally, we establish in the next theorem, that for linear 
programs the total evaluation cost of all the processors participating in DS3 is 
minimal. 
THEOREM 6.2. Let {A,, . . . . A,} be a scheme in DS3 that evaluates a linear 
program P. Denote by A the algorithm that semi-naively evaluates P on a single 
processor. For every input Z to P: CF=, cost2(Ai)< cost2(A) (cost2 is the measure 
introduced in Subsection 4.3). 
Proof: We show that (i) among the algorithms A,, . . . . A,, every successful 
inference is performed by at most one of the algorithms, and in that algorithm, the 
successful inference is performed only once; and (ii) every successful inference 
performed in {A,, . . . . A,} is also performed in A. 
(i) The scheme {A,, . . . . A,} is disjoint, thus every successful inference is per- 
formed by at most one of the algorithms. Additionally, each Ai is semi-naive, and 
the program is linear, thus every successful inference performed by Ai, is performed 
only once (when the differential relation includes the S-fact in the body of the 
instantiated rule). 
(ii) Consider a successful inference, performed by some algorithm in 
{A I, . ..> A,}. The S-fact in the body of the instantiated rule is in the output of A 
(Theorem 6.1), thus belongs to the differential relation in one of the iterations of A. 
In that iteration, the inference is performed by A. 1 
Next, we establish overhead minimality in the following sense. Let A be a decom- 
position scheme for the partial computation of a program P. For an input Z to P, 
the total number of transmitted facts in A,(Z), A,(Z), . . . . A,(Z) is the overhead of A 
for Z (transmitted facts are defined in Subsection 4.1). Given a scheme B in DS3, 
a decomposition scheme A for the partial computation of the same program is 
called B-alike if it satisfies the following condition: for every input, A computes the 
same facts as B at every processor (although A may transmit more or less of them). 
For an input Z to P, let s(e) be a computed fact in Ai( and a transmitted fact 
in A,(Z). In other words, i transmits S(e) to j. Then, A is simple if for every input, 
I’ to P, the following is satisfied. If S(e) is a computed fact in Ai( then it is a 
transmitted fact in Al(Z’). Intuitively, in a simple scheme, if for some input, a 
processor, i, sends a computed fact, s(e), to another processor, j, then for every 
other input, i will send S(e) to j. This means that processor i does not incur the 
additional work of determining when to send a fact and when not to do SO. Note 
that every scheme in DS3 is simple. 
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To prove the minimal overhead theorem, we first prove the following lemma. 
LEMMA 6.1. Let P be a program, let A = {A,, . . . . A,} be a scheme in DS3 for 
partial computation of P, and let h be its hash function. Let f be a l-l instantiation 
of the recursive rule of P, such that S(a, 6) is the instantiated head, and S(c, d) is in 
the instantiated body. Assume that h(a) = j and h(c) = i. Then, in every simple A-alike 
scheme, B = {B,, . . . . B,}, and for every input I, if S(c, d) is computed in Bi(Z), then 
S(c, d) is transmitted in Bj(Z). 
Proof Let I,, be the S-to-B substitution of body .f: In any scheme for the partial 
computation of P, for the input I,, S(a, 6) is preceded by all the facts in body +f, 
as computed facts or as transmitted ones. Since B is A-alike, S(a, b) is a computed 
fact in Bj(Z,,), but S(c, d) is not; thus S(c, d) is a transmitted fact in Bj(Z,,). Since 
B is simple, this is satisfied for every input. a 
The following theorem indicates that DS3 cannot transmit less facts than it 
actually does. 
THEOREM 6.3. For every input, a scheme, A, in DS3 has a minimal overhead, 
among all the simple A-alike schemes. 
Proof Consider an input Z to A = {A,, . . . . A,}, and a fact S(c, d) which is a 
computed fact in Ai and a transmitted fact in Ai( i.e., TU(S(c, d)) = TRUE. We 
show that in every simple A-alike scheme, B = (B,, . . . . B,}, with the input Z, the fact 
S(c, d) is transmitted from i to j. We show it by demonstrating a l-l instantiation 
of the recursive rule, in which S(c, d) is in the instantiated body, and another fact 
S(a, b), such that h(a) = j is the instantiated head. Since S(c, d) is computed by 
processor i in Ai h(c) = i; then using Lemma 6.1 the theorem follows. 
We break down the analysis by program classes. 
(1) A tirst-consistent program, but not first-fixed: S(c, d) is a transmitted fact 
in A,(Z) and h(c) = i. Thus (see flowchart in, Fig. 3) it is a two-constant fact, and 
h(d) = j. In such a program the head of the recursive rule has the variable x in the 
first position while there is an atom N in the body with x in the second position. 
A l-l instantiation, f, in which N. f = S(c, d) is the desired one. 
(2) A partially first-fixed program, but neither first-consistent, nor first-fixed: 
Again, by the flowchart in Fig. 3, c = d. In the body of the recursive rule there is 
an atom with a repeated variable, S(z, z). A l-1 instantiation fin which f(z) = c, 
and f(x) = a such that h(a) = j, is the desired one. 
(3) A partially first-consistent program, but neither partially first-fixed, nor 
first-consistent, nor first-fixed: In this case, S(c, d) is either a one-constant fact, i.e., 
c = d, or a two-constant fact, and h(d) = j. If c = d, then the desired instantiation 
exists as argued in case (2). If c # d, then the desired instantiation exists as argued 
in case (1). 
(4) A partially discriminating program, but neither partially first-consistent 
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nor partially first-fixed, nor first-consistent, nor first-fixed: In this case, c # d. Also, 
there is an S-atom in the recursive rule, ZV, without a repeated variable and without 
the variable x (otherwise the program is of previous kinds, or first-fixed). Let a be 
a constant different than both c and d such that h(a) = Z. Then a l-l instantiation, 
f, in which N .S = S(c, d), and f(x) = a, is the desired instantiation. 
(5) A program which is neither of the four previous kinds, nor first-fixed: If 
c # d, then the desired instantiation exists as argued in case (4). If c = d, we do not 
search for a l-l instantiation as before, but use a different approach. Since the 
program is not partially discriminating, there is an instantiation, f’, such that if 2 
is the S-to-B substitution of body .f’, then the following holds. Every derivation 
tree to head. f’ with leaves in Z contains a one-constant B-fact other than 
B(f’(x), f’(x)). Consider a subset of Z, denoted I’, such that head-f’ E O(P, Z’), 
and the number of one-constant B-facts in I’ is minimal (i.e., if we eliminate a one- 
constant B-fact from I’, then head.f’ is no longer in the output). Obviously, I’ has 
a one-constant B-fact other than B(f’(x), f’(x)). Assume it is B(m, m), and 
m #S’(x). Let a be a constant satisfying h(u) = i, and suppose, without loss of 
generality, that the constants c and a are not in I’ (otherwise we can add a + c + 1 
to all the constants in Z’). Furthermore, denote by I” the input obtained from I’, 
by replacing each occurrence of the constant m by c, and each occurrence of the 
constant f’(x) by a. The number of one-constant B-facts in I” is minimal. Thus, for 
the input I”, S(c, c) has to be transmitted from processor i to processor j in any 
A-alike scheme, B (otherwise processor j cannot compute S(u, b), contradicting 
completeness for Z”). If B is also simple, then S(c, c) has to be transmitted from 
processor i to processor j for every input that produces it. 1 
Note that DS3 can be easily extended to arbitrary Datalog programs, provided 
that an algorithm sends all the new tuples computed at each iteration to all the 
other processors. In conclusion, the properties of the strategies discussed in this 
paper are summarized in Fig. 2. 
7. CONCLUSION AND FUTURE WORK 
In this paper we first defined the notions of decomposability and strong decom- 
posability, and provided a complete characterization of all the unary and binary 
single-rule programs, with respect to both notions. Our notion of program decom- 
posability may be related to algebraic-operator decomposition, discussed in [IW], 
and to clausal decomposition, discussed in [LM] (although both papers, in con- 
trast to ours, do not require disjointness of the output sets, and do not provide a 
syntactic characterization of programs). In the future, we intend to investigate these 
possible relationships. 
We then studied data-reduction parallelization and started by examining pure 
parallelization. We showed that the programs that can be purely parallelized with 
minimal total evaluation cost are exactly- the strongly decomposable ones. Strategy 
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DSl can be used for this purpose. All linear programs can also be purely 
parallelized (strategy SS 1 ), but not at minimal cost. Although strategy DSl has 
minimal total cost, this cost may not be evenly balanced among the processors. 
Strategy DS2, that is not pure but incurs only control overhead, overcomes this 
limitation for the strongly decomposable programs. It is in some sense optimal. 
Strategy SS2 is a adaptation of SSl to balance the load, for linear programs. 
Finally, we proposed strategy DS3, that can be used for parallelization of every 
program. Strategy DS3 incurs data overhead, but it is in a sense minimal; also, 
DS3 has minimal total evaluation cost, for the linear programs. 
An obvious future-research direction is to extend the concept of data-reduction 
parallelization to all Datalog programs and other rule-based languages, such as 
OPS5 [BFKM]. Also, it would be interesting to devise general methods of com- 
bining data-reduction parallelization, with single-processor optimization techniques. 
At this point let us observe that some strategies are applicable in conjunction with 
the magic sets method (see [BMSU] ). For example, the same generation program 
produced by the method in response to a query is 
MAGZC(xp) :-MAGIC(x), PARENT(x, xp) 
MAGIC(a) 
SG(x, x) :-H(x) 
SG(x, y) :- MAGZC(xp), PARENT@, xp), PARENT(y, yp), SG(xp, yp) 
Then schemes SSl, SS2, and DS3 can be applied in the evaluation of the program. 
Finally, we intend to study the enhancement of data reduction with some 
interesting ideas on parallel processing that appeared in the literature [D, GST, 
HAC, R, RSL, VK]. 
APPENDIX A. DISCRIMINATING PROGRAMS 
In this appendix we provide two algorithms. The first, A.l, to determine whether 
or not a program is partially discriminating and the other, A.2, to determine 
whether or not it is discriminating. The two algorithms are quite similar. Both 
check all the partitions of the variables in the recursive rule, r, of the tested 
program, P. A partition of the variables is a set of pairwise disjoint subsets, such 
ihat each variable is in some subset. For each partition, the algorithms consider a 
corresponding instantiation. An instantiation, fi, or r, corresponds to a partition pi 
if for every two variables, the following is satisfied: they are mapped to different 
constants by fi, if and only if they are in different subsets of pi. Note that any 
instantiation of the recursive rule corresponds to a partition of the variables of 
that rule. Additionally, instantiations corresponding to the same partition are 
equivalent, and, consequently, only one representative of each equivalence class 
is considered in our algorithms. 
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Algorithm A.1 below determines whether or not a program is partially dis- 
criminating. It does so by simply checking the definition, and thus its correctness 
is trivial. 
Algorithm A. 1: 
(1) Denote by pr, . . . . pk the partitions of the variables in r. 
For each partition, pi, do: 
Consider an instantiation f, or r, corresponding to pi. If head .fi$ 
O(P, Z;) then P is not partially discriminating. Halt. (The notation 
Z; is mtroduced in Subsection 6.2). 
End. 
(2) P is partially discriminating. 
The algorithm is exponential in the size of the program, but we assumed, as 
in other works (e.g., [UV]), that the size of the program is a constant. Next 
we provide the algorithm, A.2, for determining whether or not a program is 
discriminating. 
Algorithm A.2: 
(1) If the head of r is an atom with a repeated variable, then P is not dis- 
criminating. Halt. 
Otherwise, denote the head of r by S(x, y). If S(y, x) is not in the body 
of r, then P is not discriminating. Halt. 
(2) Denote by pl, . . . . pk the partitions of the variables in r. 
For each partition, pi, do: 
Consider an instantiation, h, or r, corresponding to pi. Let Z 
be the input obtained by the S-to-B substitution of body .fi. If 
head .fi# body .fi and head.fi$ nt(Z*), then P is not discriminating. 
Halt. (The notation Z* is explained in Subsection 3.2.) 
End. 
(3) P is discriminating. 
In contrast to A.l, correctness of A.2 is not trivial, and the difficulty is due to the 
difference in definitions of partially discriminating and discriminating programs. 
A partially discriminating program is defined in terms of inputs created by instan- 
tiations of the recursive rule. In contrast, the definition of a discriminating program 
is in terms of an arbitrary input. 
THEOREM A.3. Algorithm A.2 correctly determines whether or not a program is 
discriminating. 
Proof: If the algorithm halts in step (2), then we found an instantiation fi, and 
an input Z (which is the S-to-B substitution of body .fi) such that (i) head .fi E nt(Z) 
(because we required that head .fi 4 body .fi) and (ii) head .fi $ nt(Z*). Thus for this 
input, nt(Z) # nt(Z*). 
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If the algorithm halts in step (3), then we shall show that the program is 
discriminating. Assume, by way of contradiction, that it is not discriminating. The 
program is reverse; thus, there is an input ZNP, for which nt(ZNP) #nt(ZNP*). 
Thus, there is a derivation tree, T, that satisfies the following condition: the root, 
S(e), of T is in nt(ZNP) (i.e., cannot be derived by the exit rule), but is not in 
nt(ZNP*). Without loss of generality, we assume minimality in the following sense. 
T does not have any subtree whose root is in nt(ZNP) - nt(ZNP*). Furthermore, we 
shall assume, again without loss of generality, that for every subtree of T, if its root 
is in nt(ZNP*), then all its B-leaves are two-constant facts (by definition of 
nt(ZNP*), the root has such a derivation tree). Since the root of T is not in 
nt(ZNP*), T has a one-constant B-leaf, say B(i, i). Consider its father, S(i, i), and 
all S(i, i)‘s brothers. They represent an instantiation, say g. Clearly, head. g is not 
in nt(ZNP*), since its derivation tree has B(i, i) as a leaf. By minimality, head. g is 
the root, S(e). Denote by Zg the S-to-B substitution of body + g. We shall show that 
S(e) 4: nt(Z,*). If S(e) E nt(Z,*), then either every S-fact in body. g-is not in nt(ZNP) 
(i.e., can be derived from the exit rule), or is in nt(ZNP*) (by minimality). In both 
cases, S(e) E nt(ZNP*), contradicting the way T was chosen. Consequently, S(e) 4 
nt(Z,*). Let f be the instantiation we created at step (2) of Algorithm A.2, when we 
considered the same partition of variables as g performs. Let I, be the S-to-B sub- 
stitution of body . J: Clearly, head. f E body . f if and only if head. g E body . g. Since 
the tree is free of useless instantiations, head. f $ body. f: Also head. f E nt(ZJ) if 
and only if head. g E nt(Z,*). Thus, head-f $ nt(Zr*), and the algorithm must have 
stopped at step (2). 1 
APPENDIX B: EXAMPLES 
This appendix demonstrates by an example the execution of strategy DS3, using 
two processors, PO and P 1. The evaluation method of each processor is semi-naive. 
We use the canonical strongly linear (csl) program: 
S(x, y) := UP(x, w), S(w, z), DUWN(z, y) 
S(x, y) := FLAT(x, y). 
The extensional-database relations UP, FLAT, and DOWN represent a directed 
graph with three types of arcs. The csl program defines a tuple (a, b) to be in S, if 
and only if there is a path from a to b having k UP arcs, one FLAT arc, and k 
DOWN arcs, for some integer k. 
Let the input to csl be the extensional database relations of Fig. B.l. UP is the 
relation {(1,2), (2, 3), (3.4), (4, 5)}, DOWN is the relation {(6,7), (7, 8), (8,9), 
(9, lo)}, and FLAT is the relation {(i, 6)1 i= 1, . . . . 5}. For simplicity, we assume 
that both processors finish each iteration of the semi-naive evaluation at the same 
time, and then message exchange occurs. This assumption is justified in this 
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FIG. B.l. Sample input to the csl program, 
example, since both processors do approximately the same amount of work at each 
iteration. 
Next we explain the example, and Fig. B.2, which summarizes it. PO evaluates csl 
with the predicate x mod 2 = 0 appended to the exit and recursive rules; therefore, 
it starts with the differential { (2, 6), (4,6)}. P 1 appends the predicate x mod 2 = 1 
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FIG. B.2. csl execution by strategy DS3. In a line marked by iteration i we specify the differentials 
at the beginning of the ith iteration and after message exchange. In a line marked by i.1 we specify the 
differentials at the end of the ith iteration, and before the message exchange. 
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FIG. B.3. Performance comparison. The table entries consist of three numbers representing the size 
of relations UP, the differential AS, and DOWN, respectively. 
and starts with the differential { (1, 6), (3,6), (5, 6)). After the first iteration both 
processors reach a temporary fix-point, and PO transmits the set {(2,6), (4,6)} 
while Pl transmits the set {(1,6), (3,6), (5,6)}. Each processor adds the received 
set of tuples to its present differential. PO obtains ((1, 6), (3,6), (5,6)} and Pl 
obtains { (2, 6), (4, 6)). After the second iteration PO obtains the differential { (2, 7), 
(4, 7)) and Pl obtains { (1, 7), (3, 7)). A s result of tuples exchange the differentials 
of both processors become the same. Actually after all the following tuples 
exchanges, the differentials are the same. Iteration 3 ends with the differential of PO 
being {(2,8)) and the differential of Pl being {(1,8), (3, S)}. The rest of the 
evaluations are in Fig. B.2. A final fix-point is reached after the sixth iteration. 
For comparison, consider strategy SSl, in which PO (Pl) evaluates csl with the 
predicate x mod 2 = 0 (x mod 2 = 1) appended to the exit rule only. The differen- 
tials at the beginning of each iteration of Pl (which performs worse than PO) 
are ((1, 6), (3, 6), (5,6)}, {(4, 7), (2, 7)}, ((3, 8) (1, 8)}, ((2,9)>, ((1, lo)}, 
respectively. 
For SSl, DS3, and the serial semi-naive evaluation, we summarize the relation 
sizes at each iteration of each strategy in Fig. B.3. The conclusions from this com- 
parison are as follows. For each one of the strategies, SSl and DS3, the hardest- 
working processor performs better than the single processor. In SS 1, P 1 that works 
harder has the same number of iterations as a,single processor, and at three of the 
five iterations the size of the differential is approximately half the size of the single 
processor’s differentials. In DS3, PO and Pl perform six iterations (live for the 
single processor); at each iteration the size of UP is half the size in the single- 
processor case. 
Finally, observe that for DS3 the csl program is a worst-case example in two 
respects. First, the program classification that enables less tuples to be transmitted 
between processors, thus reducing overhead and evaluation cost, does not help in 
the csl case. Second, the size-cutting variable, x, appears in only one relation. 
APPENDIX C 
In this appendix we provide the semi-naive evaluation algorithm for a single-rule 
program. We use Ullman’s terminology [U]. Denote the atoms in the body of the 
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recursive rule by T,, . . . . Tk. The function EVAGRULE(T,, . . . . Tk), is a relation for 
the predicate S. The relation consists of all the tuples that can be derived by instan- 
tiations of the recursive rule, that use facts from relations assigned to the Ti’s. It is 
obtained by joining these relations. EVAL-RULE-ZNCR(T,, . . . . Tk), that com- 
putes the differential relation obtained from the recursive rule, is defined as 
lJy=, EVAL-RULE(T,, . ..y Ti-1, ATi, Ti+l, ...) Tk) where the assigned relations are 
as follqws. For j # i, the assigned relation is the extensional relation, or s, depending 
on the predicate symbol of Ti (the lowercase letters denote the relations for the 
corresponding uppercase predicate symbols). For j= i, if T, has an extensional 
predicate symbol, then the assigned ,relation is 4, otherwise it is As (the differential 
relation computed by the previous iteration). 
Semi-naive Evaluation : 
As t the B-to-S-substitution of the relation b. 
SCAS 
repeat 
As +- EVAL-RULE-ZNCR(T,, . . . . T,) 
As+ As-s *remove tuples that appeared before* 
until As = q5 
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