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therefore provides a compliment to the conventional comparative analysis of markets. The second approach is also based upon the business cycle literature and decomposes the housing data examined into their trend and cyclical components. Two alternative decomposition approaches are considered, namely those of Beveridge-Nelson (1981) and Hodrick-Prescott (1997) . The remainder of the paper is structured as follows. Section 2 discusses the relevant literature pertaining to the inter-linkages between housing markets. Section 3 provides information concerning the data utilized in the paper. Sections 4 and 5 present and report upon the empirical findings, whilst concluding comments are made in Section 6.
2: Literature Review
The literature to have considered the interactions amongst housing markets has largely done so from the context of examining house price diffusion. A large proportion of this literature has investigated either the UK or US and to some degree, and of obvious interest in the context of the current paper, Australia 1 . The UK literature has often specifically considered the ripple effect. Meen & Andrew (1998) highlight five factors that may contribute to the presence of a ripple effect in the UK, namely; migration, transaction and search costs, equity transfer, spatial arbitrage and leads and lags in house prices. The majority of the earlier studies relied heavily upon a causality framework. For example, Giussani & Hadijmatheou (1991) and MacDonald & Taylor (1993) both report evidence supportive of the ripple effect with London as the base region. Whilst reporting broadly similar findings, the paper of Alexander & Barrow (1994) extends the analysis in two respects. Firstly, it uses the more robust Vector Error Correction Mechanism (VECM) framework. Secondly, rather than base their analysis on the premise of London being the base region, the paper considers the surrounding South East as an alternative, finding that it is actually a more appropriate base 2 . Muellbauer & Murphy (1994) report complementary evidence in this respect, noting that regions contiguous to the South East of England are affected not only by house price movements but also by income in the region. This can be taken as supportive of the role of spatial lags in the ripple effect.
In addition to the tests for causality, a number of papers have considered whether UK regions are cointegrated, i.e., if they share a common long-term trend. MacDonald & Taylor (1993) use the bivariate Engle-Granger cointegration test, reporting significant results with respect to pairings of southern and non-southern regions 3 . Cook (2005a) expands upon these tests through the adoption of cointegration tests that allow for asymmetric adjustment. The findings reported indicate that when house prices in the South of England decline relative to other regions, then reversion to equilibrium occurs quite rapidly. However, when the reverse scenario is considered, i.e. prices in the south increase on a relative basis, the degree of reversion to equilibrium observed is slower 4 .
Papers in the last decade have however taken different methodological approaches to the examination of diffusion and the inter-linkages across markets. Following the observation of Meen (1999) , that if the ratio of regional house prices to the overall national figure exhibits evidence of stationarity then this implies long-term convergence, a number of papers have used unit root tests to consider the issue of convergence. Two papers by Cook (2003 Cook ( , 2005b test for stationarity using a variety of unit root approaches. Cook (2003) considers an asymmetric unit root specification, whilst Cook (2005b) uses the Generalised Least Squares variation of the Augmented Dickey-Fuller unit root test, as proposed by Elliot et al. (1996) .
The results in both papers provide evidence of convergence. In the case of Cook (2005b) significant results are reported with respect to six UK regions (North, North West, East Anglia, South East, Wales and Northern Ireland). Holmes (2007) considers the issue of stationarity in a panel setting, this complementing the work of Cook (2005b) . The results indicate that converging behaviour is present in the UK regional markets 5 . Holmes & Grimes (2008) also consider stationarity but in a slightly different context in that they firstly use principal components analysis to identify the linear combination of the regional house price series that captures the highest degree of variation across the series. They then test for stationarity in this first principal component. Holmes & Grimes (2008) find evidence of stationarity, indicating that UK regional house prices have a single common stochastic trend.
A recent paper by Holmes et al. (2011) considers an aspect of specific interest in the context of the current study. The authors use a pair-wise framework to consider convergence across U.S. markets. The approach incorporates distance and supports previous work in illustrating the importance of contiguous and non-contiguous areas. Holly et al. (2011) show that London's global role adds an international element to house price diffusion in the UK. Whilst the results support the previously observed ripple effect, it is also noted that London is significantly linked to other global cities, in this case New York. The modeling approach adopted by Holy et al. (2011) allows it to be observed that whilst a shock to London dissipates relatively quickly (two years), the impact of such a shock to other UK regions is not only extended in a temporal sense but varies depending upon the spatial distance of the region to London.
In contrast to the UK, where the literature has largely been concerned with regional housing markets, much of the international literature has studied either metropolitan or sub-market data. In the US the early house price diffusion literature generally concentrated on diffusion between neighbouring markets, often findings results highlighting the importance of geographic proximity. (e.g. Clapp & Tirtiroglu, 1994 and Pollakowski & Ray, 1997) 6 . The divergence in findings between contiguous and non-contiguous markets is often attributed to factors such as the transfer of information and a positive feedback effect, whereby positive or negative movements in one market have a knock-on effect in neighbouring markets. A recent paper by Gupta & Miller (2012) consider the issue of diffusion in the case of eight metropolitan markets in Southern California, reporting substantial evidence of cointegration and causal relations across the various metropolitan markets 7 .
The distinct differences between the UK and US housing markets make an investigation of the relationships between housing markets in Australia interesting in several aspects. (2011) not only considered the degree of divergence from prices that can be justified according to fundamentals, but also the regional variation in such behaviour. Costello et al. (2011) note that the degree of divergence from fundamentals differs across Australian states, for example finding that whilst some states, such as Victoria, have largely seen prices in line with fundamentals since 2005, others have not. In addition, the paper considers the spill-over effect of 'non-fundamental prices'. As with their initial analysis they report differences across states, with house prices in New South Wales most vulnerable to non-fundamental, or speculative, spill-over effects. In more conventional tests both Tu (2000) and Luo et al. (2007) consider the degree of house price diffusion present. Both papers note a number of significant results with respect to pairings of Australian markets being cointegrated. In addition, evidence of diffusion in a Granger Causality sense is also noted. This is especially evident when Sydney and Melbourne are considered. Luo et al. (2007) provide evidence that there is a distinct diffusion impact, with house price changes originating in Sydney then descending through Melbourne and subsequently to other markets. Evidence of cointegration, in a bilateral context, between a large number of Australian markets is reported. However, it would appear that Sydney, and to a lesser degree Melbourne, are again separated from the other metropolitan markets. Whilst a large number of significant results were noted, there was a marked reduction in the number when Sydney and Melbourne were examined. Sydney was only found to be cointegrated with Melbourne, whilst Melbourne added Adelaide and
Perth. This can be taken as being supportive of a diffusion effect, similar to that observed in the UK, with Sydney, and then Melbourne, as the base regions 9 .
3: Data
The data used in this study consists of the quarterly Australian Bureau of Statistics ( Table 1 .
It can be seen from Figure 1 and Table 1 that while the different markets display broad similarities in terms of their cyclical behaviour there are distinct differences also evident.
Adelaide displays both a lower average quarterly return and standard deviation than the other metropolitan markets, whilst at the other extreme the city that displays both the highest return and volatility is Melbourne. In addition, the relative performance of the cities does diverge in the post 2002 period. In particular, Sydney has observed far lower price appreciation than the other markets, indeed the strongest performing markets over the course of the last decade are the smaller secondary markets such as Darwin. 
4: Synchronisation of Cycles
In order to consider the degree of synchronisation present in the markets considered we adopt the concordance indicator proposed by Harding & Pagan (2001 , 2002 , 2006 and which has been utilised in a large number of papers that have considered business cycles (e.g. Altavilla, 2004 , Harding & Pagan, 2001 , 2002 and also in a recent paper considering the commercial office market (Jackson et al., 2008) . The methodology defines state variables that consider whether a market is in a state of expansion or contraction. Harding and Pagan (2002) propose a non-parametric approach to estimating the level of concordance between two series. The growth rates are expressed as two binary random variables, S it and S jt , which are the state variables for cycles for markets i and j. The state variables are defined as dummy variables equalling unity when the cycle is on an upward trend and zero otherwise. Using these two state variables, the index of concordance between two cities indicates the proportion of time two cycles spend in the same phase. The concordance index can be estimated as follows: Harding and Pagan (2006) In order to control for positive serial correlation in S yt , the ŝ  test-statistics are estimated using robust standard errors obtained via the HAC procedure. Harding and Pagan (2006) also note that the alternative estimation of the index, via the ŝ  , provides an alternative meancorrected measure of concordance. Since the assumtion is that we measure the concordance of two independent series, the regression helps us to identify which relations between two series are significant and validate the information about the degree of their synchronisation.
In a case where ŝ  is insignificant, the high concordance between two series might be caused by a prolonged expansion phase in both series during the time period under examination. The empirical analysis is conducted on a pairwise basis across all eight markets together with the 8 Capital Cities National Index.
The concordance indicators using the modified Harding & Pagan (2006) methodology are reported in Table 2 , whilst the corresponding Rho's, together with the relevant p-values, are displayed in Table 3 A few issues arise from the analysis. Firstly, it is noticeable that despite the distances involved when examining the Australian market, the importance of contiguous and noncontiguous markets is evident. There is a tendency for markets to be relatively close to each other to be more likely to report evidence of synchronised cycles. One such example can be found for Perth, the most geographically isolated market in Australia, with significant results not reported for the city pairing with Brisbane. Given the finding with Sydney and Melbourne, it is also not that surprising a significant result is also observed with respect to the two smallest centres, Hobart and Darwin, albeit at a marginal level and a p-value of nearly 0.08. In addition, Hobart is significantly related to Canberra. Whilst a larger market than either Darwin or Hobart, Canberra is the smallest mainland city near the east and southern coasts. The majority of the significant findings are between the second tier of cities in terms of population. This can be illustrated also by the fact that the two markets with highest number of significant results, especially at a 95% level and above, are Adelaide and Canberra. Their economic structure is also of interest in that they are less dependent on sectors such as financial services and the resource sector in comparison to many of the capitals. With respect to the Eight Capital Cities index it is not too surprising that Sydney and
Melbourne report significant degrees of concordance given their relative size and weight in the aggregate index. Whilst Canberra is not significantly synchronised with either of its two large neighbours, it is also so with the national index.
One result that warrants further mention is the case of Perth and Darwin. Whilst a significant
Rho is reported, it is negative in sign. The modified concordance indicator in this case is also the lowest observed (0.5758). These results indicate that these two markets are actually significantly counter cyclical. This could be the result of not only relative spatial isolation from neighbouring markets, but also due to the heavy reliance on a less diverse base for economic growth in those markets when compared to the relatively large and economically diverse regions to the south and east. Most previous studies of house price diffusion and commonalities in the Australian market have not examined Darwin. It is therefore also hard to explicitly compare the findings reported here with those using an alternative methodological framework. The nature of the empirical tests do however have to be considered. It is especially important to remember that the Harding-Pagan framework does not imply anything concerning price diffusion or causality, nor indeed anything concerning the magnitude of the relationship. Rather it considers the degree to which markets spend time in the same phase of a cycle.
5: Decomposition of Housing Cycles
The final section of the paper considers the cyclical behaviour of the eight Australian
Metropolitan markets in the context of the decomposition approaches of Beveridge-Nelson (1981) and Hodrick-Prescott (1997) . Both of these approaches have been used extensively in the economic cycle's literature to decompose series into their trend and cyclical components.
The rationale behind their application in a business cycle context can be easily transferred to a housing market one. By decomposing the series' we can isolate the cyclical element that can be defined as being the deviation from the long-term trend. It should be made clear that given the nature of the empirical tests the cyclical and trend components examined do not consider the same features of the respective housing markets as analysed in the preceeding empirical analysis on concordance.
The Beveridge-Nelson decomposition separates a time-series (y t ) into permanent (trend) and transitory (cyclical) components as follows:
Assuming that y t is an ARIMA (p,1,q) process we can re-write Equation (7) as below:
Given that the first difference of such a process has a stationary infinite order moving average representation, as displayed in Equation (9) below, we can therefore further define y t as in Equation (10):
. is a polynomial with
. The components can therefore be identified as follows:
 . This means that P t is an I(1) process and T t is I(0). The
Beveridge-Nelson decomposition therefore has two primary characteristics. Firstly, that the shocks in the permanent component are white noise and secondly, that the shocks in the permanent and transitory components are perfectly correlated through the common value (e t ).
To empirically decompose the series in question we therefore estimate the permanent component as follows (Newbold, 1990) : The alternative decomposition model used is that of Hodrick & Prescott (1997) . This decomposition is a linear filter that estimates a smoothed trend series. This is achieved by minimizing the variance of the original series (y) around the trend (T), subject to a constraint concerning the second difference of T. Therefore, T is selected such that it minimizes the following:
The parameter  controls for the smoothness of the series. For the purposes of this paper we use the frequency power rule of Ravn & Uhlig (2002) . This is defined such that the number of periods per annum is divided by 4, squared and multiplied by 1,600. Given that we have quarterly data this provides a figure of 1,600 for our purposes.
The results from the two decompositions are displayed in Figures 2 and 3 and Table 4 . Figure   2 displays the trends estimated from the two approaches, whilst the corresponding cyclical estimates are displayed in Figure 3 . As would be expected the Hodrick-Prescott Filter provides smoother trends than the corresponding Beveridge-Nelson estimates, as can be clearly seen in Figure 2 . This also means that a higher proportion of the variability of the series is captured in the cyclical element of the Hodrick-Prescott decomposition. Therefore, the cyclical elements may display greater variation, a feature that is also captured in the standard deviation figures reported in Table 4 The results with respect to the correlations do not however reveal parallels in the standard deviations reported. There are also quite distinct differences in the volatility of the cyclical components in either framework. In the Beveridge-Nelson case the market with the highest volatility is Brisbane, whilst with the Hodrick-Prescott data, this is the case with Perth.
Broadly speaking the cyclical component tends to be highest across the two methodologies, in Sydney, Hobart and the aforementioned Brisbane and Perth. These four cut across the three broad groupings of Sydney-Melbourne, the remaining eastern cities and the outlying Perth and Hobart. The differences observed in the volatilities are consistent with previous work on business cycles, such as Carlino & Sill (2001) in their analysis of regional income cycles in the US.
6: Concluding Comments
The analysis of interlinkages across metropolitan housing markets has largely considered the issue from the perspective of house price diffusion and convergence. This study has examined the commonalities present in the cyclical behaviour of eight metropolitan centres in Australia using approaches originated in the business cycle literature. Both the measure of concordance of cycles and the decomposition of the price series into their permanent and cyclical elements provide complementary evidence to the existing Australian empirical literature. Sydney and Melbourne, as the two largest markets display high degree of interaction and commonalities using either approach. However, in the vast majority of cases these commonalities are not extended to the remaining six markets. In contrast however, there is widespread evidence of synchronization using either empirical approach, with the remaining markets, and in particular those markets on the eastern and southern seaboards of Australia.
While this empirical framework provides additional support to the notion that Sydney and
Melbourne have distinct cyclical features in relation to the remaining metropolitan markets, the decomposition of the cyclical components suggests areas for further research on the role that demand for resources, and in particular the export of resources, might mean for understanding the relationships between house prices in these cities. Given the relative isolation of many Australian cities and less economic diversification of smaller urban centres, additional research is suggested on the roles that demand for resources and economic growth from countries outside of Australia may play on these housing markets. The results are consistent with much of the existing work to have considered Australia, and given the different empirical framework adopted, provides additional support to the notion that Sydney and Melbourne have distinct cyclical features in comparison to the remaining metropolitan centres in Australia.
The paper does only consider specific aspects of the relationships between the eight capital cities. The methodological framework adopted doesn't consider either non-contemporaneous features in the shape of either house price diffusion or the response to common shocks.
However, the results do highlight a number of issues in terms of the commonalities in cyclical behaviour that may be explored in greater depth in the context of house price diffusion. Table 2 reports the revised concordance indicator of Harding & Pagan (2006) , as displayed in Equation (5). Table 3 reports the rho's estimated from Equation (6). P-values are reported in parenthesis. Those estimates that are of significance of at least 5% are displayed in bold. Figure 3 displays the cyclical components for the eight markets as estimated using both the Beveridge-Nelson and Hodrick-Prescott techniques.
Tables & Figures

