Abstract -In this paper we analyse and evaluate several
II. INTEGRATION OF Low BIT RATE TRAFFIC IN
Usually, a sensor network is composed of a large number of COMMUNICATION NETWORKS small devices, whose main objective is to detect and transmit some physical characteristic of the environment [1] . These Thesmain objectiveaofgthisestudy isto proposeuand evaluatea components or nodes can be used in an efficient way to fulfil a solution that aggregates low bit rate traffic, usually associated single common objective, even when their number is in the to Fieldbuses, for transmission over an integrated services order of thousands. A control system may integrate a large communication network. ATM (Asynchronous Transfer Mode) number of sensors, actuators and respective control entities. technologywas selected due to its capability of multiplexing in Therefore, even when the communication between each pair of an efficient way a large number of data flows, while supporting devices is characterised by a low bit rate and requires moderate different delay requirements [3] . or small transmission delays, the aggregate bit rate to be In order to specify the architecture of the Terminal Adapter, supported by the network can reach very high values and time which supports the interconnections of Fieldbus devices into delays may become unacceptable, if not properly controlled.
the communication network, it is first necessary to characterize This kind of traffic is usually supported by specific networks the way different flows, generated by different devices, will be usually called Fieldbuses; CAN and Profibus are examples of processed by a traffic aggregation system, as well as the time Fieldbus technologies. They have many limitations, mainly in required for data transmission along a network. aspects related with the integration of services and systems, A. Traffic Classes bandwidth and coverage area.
Each traffic class, which aggregates flows with similar QoS On the other hand, until recently, communications networks requirements, will be treated by the scheduling algorithm such have been optimized to support specific services (e.g. that different target performance levels of the control system transmission of voice, video or data files), thus requiring some are achieved. Three traffic classes were proposed:
form of adaptation to support other types of services. The * Maximum Delay (MD) current trend towards integration of services in the same
The flows associated with this class need a maximum and network is usually associated with the need to support well-defined time delay guarantee between the sensing device differentiated Quality of Service (QoS). Moreover, adapting and the control application, and between the control low bit rate services in such networks is concomitant with the application and the acting device. control of time delay in assembling and scheduling packets; these aspects have a significant impact on QoS.
* Data (D) To solve these problems a modular system architecture was In this class, delivery of information has not critical delay studied and specified [2] . Its main component is a Terminal requirements. The only requirement is that all data must be Adapter that allows multiplexing of individual flows generated delivered without losses, which may require a reliable end-toby lo bitrateservies ito asingl aggegat flo, end transport protocol to recover from network losses. The most basic algorithm consists in placing packets of the [7] e Q but is more complex to implement than WRR. WFQ assigns a time-stamp to each packet, which corresponds to the instant 0 S * when the packet would have completed service in GPS, and serves packets in the order of their time-stamps. This algorithm is adequate to real-time traffic, but the assigned bandwidth Algorithm varies inversely with the connection delay, thus becoming less efficient when low delays and high bandwidth utilisation are needed [8] . algorithm must implement a priority mechanism in order to services supported. The details of the simulator are presented satisfy the delay requirements of each service, and at the same in [9] . time optimize the efficiency when assembling CPS packets. The next four sections (A, B, C and D) describe some basic At each instant, the scheduler tries to read from the selected algorithms that help understanding the global functioning of FIFO the maximum possible number of octets (45, according the blocks responsible for scheduling the various information to the AAL-2 specification) in order to completely fill a CPS flows. These algorithms do not use QoS parameters to schedule packet, thus keeping the overhead at the minimum. In case all the information On the other hand, Section B specifies a new FIFOs are empty, the scheduler will not assemble any CPS algorithm that uses QoS parameters as an input to the packet and thealgorithmreturnstothestartingpoint, scheduler, with the aim of optimizing the multiplexing The guarantee of a maximum delay for a given service is efficiency and minimizing the delay associated with time achieved by means of a Loopclock value. However, a low critical service flows. This algorithm is called Traffic Class Loopclock value means poor multiplexing efficiency, due to Oriented Algorithm (TCOA) and, as will be shown in section V, is an efficient solution to guarantee QoS to individual * For the MD class -maximum delay that guarantees in time service flows as well as to promote service integration; in this delivery of the information. way, it allows optimizing the use of bandwidth and thus Taking into account these parameters, the scheduler reducing the associated transmission costs. performs the following algorithm:
A. FIFO Level Criterion Algorithm (FLCA) 1. It calculates the service instants (deadlines) of MD class At each instant, it calculates the length of each FIFO. The FIFOs, as a function of their maximum delays, priority is given to the FIFO with the highest occupation level.
2. While the deadlines are not reached, it sequentially serves The scheduler tries to assemble a packet with a maximum size the largest FIFO (it can be of either class MD or D), (45 bytes) in order to maximize the multiplexing efficiency.
3. When the deadline of one of the MD class FIFOs is However, it is not always possible to reach this packet length reached, it must be served, due to the fact the FIFOs may not contain this amount of 4. If there is no information in the MD or D class FIFOs, it information. This method does not take into account the transmits the packets of the largest ME class FIFO. deadlines associated with time critical service flows, which Thus, while the service instants of the MD class packets are may degrade the QoS guarantees required by these services, not reached, the priority criterion is based on the selection of Despite these characteristics and due to its implementation the FIFO that has, in a given instant, the largest number of simplicity, this algorithm may be adequate in many octets. The ME class FIFOs are served only when there is no applications.
information in the FIFOs of the remaining classes.
B. Oldest Byte Criterion Algorithm (OBCA) V. PERFORMANCE ANALISYS This algorithm is an approximation of WFQ introduced in section III. At each instant, it reads the time-stamp of the first
The system evaluation was based on a simplified test-bed byte of each FIFO (byte at the head of the FIFO). It serves the developed for this purpose. It consists of a set of simulation FIFO whose time-stamp is the oldest. Like the previous programs [2] written in C Language, which include models of method, the scheduler tries to read the maximum number of artificial sources that allowed the creation of specific test bytes in order to achieve maximum efficiency. Although this scenarios, difficult to obtain with real sources. Performance algorithm does not take into account the deadlines of each was evaluated in terms of: information flow, the scheduler mechanism is based on a time * Multiplexing efficiency, criterion. Due to the fact that the oldest byte does not always * Maximum delays and queue sizes of the different flows, belong to a time sensitive flow, this algorithm does not * Maximum bandwidth of the output aggregate flow. minimize the delays associated with these services.
The tests carried out for the Terminal Adapter were based on C. Sequential Criterion Algorithm (SCA) two concrete scenarios that were used to evaluate, respectively, This is a simple algorithm that is a variant of FFQ the capability of integrating flows associated with services with introduced in section III. It serves each FIFO in a round-robin different delay requirements (Scenario-1), and the capability to fashion and, once again, it tries to read the maximum number support a high number of low bit rate flows in an efficient way of bytes in order to attain maximum efficiency. This method is (Scenario-2). not suitable for the majority of applications since it does not Table I shows the characteristics of the sources used in both take into account any QoS related parameter. Nevertheless, it simulation scenarios. may be adequate for some applications where time related Fig. 7 
