Abstmcr-The calculation of near-field fluences of HPM antennas is reviewed. Near-fields close to large square or circular antennas are calculated rapidly using Geometric Theory of Diffraction; one specular and two edge diffkacted rays are used. In the principal planes accuracy is roughly 2 dB at the -40-dB level, for both uniform and tapered excitations. A universal power density curve is obtained along a line parallel to the aperture, when the distance to the line is normalized by 2D2/X, and the transverse distance is normalized by D. Diagonal plane fields are calculated using equivalent edge currents via a single numerical integration. Fluence envelopes are obtained in the sidelobe region simply by summing the magnitudes of the two edge rays.
I. INTRODUCTION HE calculation of accurate fields close to a high gain
T antenna is important because of personnel hazards and equipment interference possibilities. However these calculations represent a difficult problem of long standing. Early approximations utilized Fresnel theory which is useful only for angles near the main beam; see [l] for historical references. More recent work is reviewed in [2] , including the Zernike [3] circle polynomial technique which was applied to electromagnetic problems by Cornbleet [4] and subsequently renamed the Jacobi polynomial technique [5] . It has been shown that the original ordering of the double series has better convergence than the Jacobi version [ 6 ] . In either case, for wide angles the convergence is poor; very many terms are needed. Thus these algorithms are suitable only for small-tomoderate angles. Another method expands the fields in series, whose terms contain radial integrals that involve the aperture distribution and the observation distance only, and angular integrals that involve only the polar angle [7] . These integrals involve spherical Bessel functions and Associated Legendre functions; the former are easily calculated via downward recursion, while the latter provide stable upward recursion. These functions can become very large, while others are very small, thereby incurring scaling and roundoff problems. In addition the number of terms increases with the diameter of the aperture in wavelengths. Thus this method is also not suitable for ready calculation; all of these methods are computationally intensive for wide angles. This paper describes a rapid technique which is suitable for calculation of near-fields of square and circular apertures (or filled arrays); it uses Geometric Theory of Diffraction (GTD) and equivalent edge current integration. It has been Manuscript received September 14, 1990 ; revised December 23, 1991. R. C. Hansen is a consulting engineer, Tarzana, CA 91357. L. R. Libelo is with Harry Diamond Labs., Adelphi, MD 20783. IEEE Log Number 9108336. stated that GTD, while suitable for rectangular apertures, is not applicable to circular apertures. An exception occurs when the circular edge is decomposed into a number of arc segments, with GTD applied to each segment. The problems with applying GTD to a circular aperture are discussed, and modifications are developed which allow simple GTD to give satisfactory results for circular apertures. The GTD results are evaluated by comparison with those obtained from double numerical integration. Since the circular aperture is assumed to be symmetric, the near-field patterns are functions of only the polar angle and distance. Both uniform excitation and the important case of tapered excitation are treated.
NEAR-FIELD GTD
GTD provides excellent far-field patterns for arrays and reflectors, except in the main beam (caustic) region. For background material on GTD, see [8]. In the near-field region the main beam limit is removed, so GTD can provide a complete pattern. The reflector or array is replaced by a planar square or circular aperture, either uniformly excited, or with a one-parameter amplitude taper for sidelobe control. Reflector spillover and phase errors are not included. 'This approach is useful only for the forward hemisphere pattern.
A reflector antenna that has a symmetric feed pattern has E-and H-plane patterns that differ at wide angles due to the 'obliquity factor'. Similarly an array pattern is the product of an isotropic element array pattern and the embedded element pattern. The obliquity factor and the embedded element pattern are subsumed in an element pattern option.
Since an aperture distribution is assumed, only the reflected (radiated) portion of the edge diffraction coefficient is appropriate. This has been verified by the close correspondence of the results with the reference results. In any one plane, there may be three rays that reach the near-field observation point. When this point is within the projected aperture, a specular (reflected) ray will contribute. In the forward hemisphere, there will be two diffracted rays, one from the close edge and the other from the far edge; see Fig. 1 . The aperture diameter or width is D. These diffracted rays also exist in the rear hemisphere, but the field both near and far there depends strongly upon the detailed structure around and behind the antenna. Therefore simple model calculations of the rear field are not usually of use.
For a square aperture the principal plane patterns are obtained simply by adding the three rays, each with the appropriate phase factor, edge diffraction coefficient, and distance factor. This simple prescription will be slightly modified for circular apertures.
The near field is the sum of three rays: reflected E,, close edge diffracted E,, and far edge diffracted E f . The reflected term is just a plane wave with phase reference at the near-field point
The edge diffracted rays include a diffraction coefficient D , a path length phase term, and a wave front expansion factor Note that the far edge ray includes the 90" phase shift incurred as the ray crosses the caustic (aperture axis). The edge diffraction coefficients are those defined by Kouyoumjian and Pathak [9] 
Here F is a transition function
& This is readily calculated using a Fresnel integral subroutine. The angle psi is measured from the disc to the radiated ray; the angle psi' is 90" corresponding to the virtual aperture. For the close edge the angle is
For the far edge the angle is
(6)
A transition region exists around the projected aperture tube; as the observation point moves across this surface, the specular
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ray disappears while the close edge diffracted ray changes sign in order to make the field continuous. The GTD field is then the sum of (1) and (2), using the diffraction coefficients of (3) and the Fresnel transition function. It is desirable to formulate the GTD contributions independent of polarization, so that the element factor, actual or virtual, may contribute the polarization effects. Thus the diffraction coefficient term that does not change sign with polarization is used. HPM applications usually require maximum sidelobe envelopes, thus although an ideal element factor could be utilized, none has been here.
It will be shown subsequently that this formulation gives good results in the principal planes of square apertures. In diagonal planes it would be appropriate to invoke corner diffraction coefficients, but the current empirical functions do not appear to be suitable. Thus for diagonal planes, an equivalent edge current integration, described in the next section, is used.
There is a basic difference between the sidelobe decay of linear or rectangular apertures and circular apertures. Consider, for the moment, uniform excitation. In the far-field, the linear aperture pattern is sin.rru/.rru, which gives a sidelobe decay that varies as 1/ sin 8. The circular aperture far-field is given by ~J~( .~~u ) / ' I T u .
This has a sidelobe decay which varies as 1/ 8. In both cases the variable U is ( D I X ) sin 8. Thus the circular aperture sidelobe decay is more rapid by the square root of sin8. These lower sidelobes, of course, are due to the symmetric sidelobe structure; a square aperture contains roughly the same sidelobe energy, but the principal plane sidelobes are higher, and the remaining sidelobes are lower. A similar behavior occurs in the near-field. For both types of apertures, the near-field sidelobe decay is slower than in the far-field [l] , and again that for circular apertures is faster than that for rectangular apertures. The two ray (in the sidelobe region) GTD formulation has essentially the same U variation for both rectangular and circular apertures; the envelope well away from the transition region, is 1/ sin 812. With the proper scaling factor, this envelope is with f l dB of 1/ sin 19 over a large range of angles. For the more rapid circular aperture sidelobe decay, the formulation is modified. Calculations have shown that the near-field sidelobe peak positions are correct (see Section VI); only the decay is different. The additional decay factor, which gives good results for a wide range of normalized distance and DIX, is 1/ sin3/' 8. Comparisons of this result with the exact calculations will be given later.
EQUIVALENT EDGE CURRENT INTEGRAL
When GTD does not give useful results, such as for farfield caustics and for regions outside the diffraction cone, equivalent currents are often used. These are fictitious currents that flow along the edge of the conducting body, and their integral produces the correct field in a specific direction [lo] , [ 111. Unfortunately the currents change as the observation point changes, so that a new integration is required for each point. The integration is single however, and not complicated. Thus this method is viable. It is used here for diagonal plane calculations for the square aperture. The Taylor one-parameter distribution is representative of all highly efficient aperture distributions, hence it is used here for the square aperture. This one-dimensional distribution is applied to the x and to the y axes of the square aperture or array. It is low Q, robust, and highly efficient, with a far-out sidelobe envelope decreasing as l / u , where U = (D/X) sin 8 cos cp. The pattern is a modified sin x / x through the Taylor parameter B, which controls the sidelobe level. The corresponding aperture distribution is
The sidelobe ratio (inverse of sidelobe level) is given by (12) sinh .rrB SLR = 20 log ~ + 13.26 dB. 
Taking one side of the aperture, y = 0 1 2 ; through a change of variable the integral over that side becomes Similarly, for the circular aperture, the Hansen oneparameter distribution [13] is used. It is a modified 2J1 (TU)/TU pattern, and surprisingly the aperture distribution is also given by a Bessel function of the third kind Here H is the parameter. In both geometries, the edge rays are decreased by the aperture edge taper value.
V. NUMERICALLY INTEGRATED REFERENCE CASES
Accurate near-field patterns, against which the approximate patterns can be compared, are obtained by an exact double numerical integration. The square aperture is considered first.
A spherical coordinate system is used, with the aperture in the x-y plane; z is normal, and 6' is the polar angle from normal. The conventional direction cosines are U, U; Ro is the distance from near-field point to aperture center, while R is to -(D/2)(Y0 
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where g(x) is the Taylor linear one-parameter distribution, and Integrals for the other sides are similar. This equivalent edge current expression for the field has a singularity when the observation point is above the edge, and the integration point The field is integrated by using double Gaussian integration with 32 or 64 steps along each axis. Gaussian has been found to be more efficient than some other integrators because it is based on a nonlinear transformation developed by Shanks [15] . A table of Gaussian integration coefficients has been given by Stroud and Secrest [16] . The double numerical integration of the exact near-field formula gives excellent results, but for a given number of Gaussian steps, there is an upper limit on aperture size in wavelengths. This is due to aliasing that occurs at wide angles when the step size becomes too large. A 32 x 32 Gaussian integration gives accurate results from broadside to endfire, for aperture sizes up to 17X per side. For an aperture of 20 wavelengths, the extraneous grating lobes appear from roughly 70 to 90'. The 64 x 64 case handles aperture sizes up to 34X. Of course larger apertures can be accommodated by using Gaussian integration with more steps; Stroud and Secrest give coefficients for N = 2 (1)64(4)96(8) 168,256,384,512. For the circular aperture again double numerical integration is required. Again a spherical coordinate system is used, with the integration point coordinates p , p. The exact field is:
where R2 = r 2 + p 2 -2RopsinOcosP. Symmetry allows integration over 0 to 7r. Gaussian integration is used for the radial integration. For the azimuthal integration over the aperture, Simpson integration is used. The number of Simpson steps needed is approximately 4 0 sin 6. Thus a 2OX diameter aperture uses 70 steps to give good accuracy out to 60" or 80 steps out to endfire. This is, of course just Shannon sampling at endfire, of 4 samples per wavelength. 32 Gaussian intervals give accurate results to endfire for diameters up to 34X; 64 intervals of course doubles D to 68X.
VI. RESULTS
It is convenient to normalize the observation distance R in terms of the far-field transition distance 2D2/X, and the radial variable by the aperture width. For this define the normalized distance y R y=- Fig. 8 is for 0 = 30°, and it shows both the equivalent edge current and exact results. Agreement is excellent. Unlike far-field behavior, where diagonal plane sidelobe envelopes are always lower, and usually much lower, than principal plane sidelobe envelopes, in the near-field the relationship is more complex. In some angular regions diagonal plane envelopes are higher, and in other angular regions, they are lower. Thus the task for corner diffraction coefficients, were they to represent the diagonal plane near-field, is formidable.
The three ray GTD formulation does not accurately model the near-field behavior of circular apertures within the projected aperture. Both the GTD and the exact curves have the same oscillations, but the amplitudes are different by several decibels. More important, the value on axis can be in error as much as 5 dB. A circular edge diffraction coefficient that is correct for the reflected ray in a plane containing the disc axis would obviate this difficulty. The current curved edge formulations incorporating edge curvature in the divergence factor do not give correct results here. To overcome this difficulty, a linear combination of the GTD field and a constant is used for the projected region; this allows the curve to start at the exact value on-axis and to merge into the exact value at the edge angle. It will be seen that this procedure covers the peak oscillations very well, and thereby may be more useful than the exact data, since only the peaks are of importance. The field is normalized at the edge angle, and at the observation distance R. This requires an exact calculation of edge field; double numerical integration is used as before, Fortunately only one point is needed. Figs. 9 , 10, and 11 are for a circular aperture of 18X diameter, and for normalized radial distances of y = 0.025, 0.05, and 0.1. Again the maximum error is about 2 dB at the -40-dB level. Figs. 12 and 13 are for a 34X circular aperture, at y = 0.025 and 0.05. Although these circular results are also satisfactory, a small adjustment to sidelobe envelope, as indicated for square apertures, will provide a better fit.
Turning now to apertures with tapered excitation, Figs. 14 and 15 are for 16X square apertures or arrays with 25 dB Taylor far-field patterns, for y = 0.025 and 0.05. Agreement is again good, with maximum errors around the transition region and near endfire. Insertion of tapered edge amplitudes into the equivalent edge current formulation did not result in useful patterns. It is not known whether this formulation is unsuitable for tapers, or whether the implementation used was inadequate. Figs. 16 and 17 show patterns for 18X circular apertures or arrays with a 25 dB Hansen far-field pattern, again for y = 0.025 and 0.05. The fit is again good, but it was necessary to remove the circular sidelobe decay factor. Thus, for circular apertures at least, the sidelobe decay factor used depends upon the far-field sidelobe level.
Edge fields (13 = 90') can be peaks or dips, depending on the aperture dimension in wavelengths. In general an even number of wavelengths gives a dip, while an even number plus one half gives a peak. As the distance from the array center to the edge field point decreases, the aperture dimensions that produce peaks and dips change slightly. Perusal of the figures and using data from many other graphs that were calculated but not included herein, indicates that the field envelope at 6 = 90' may be in error by 2-4 dB. And at very close distances, of the order of several wavelengths beyond the actual aperture edge, the GTD error may be larger. It is known that the physical optics results, which are used as reference patterns here, are also in error [17] for aperture antennas, although probably not for array antennas. Some uncertainty thereby exists, although it appears that conventional GTD is inadequate to predict edge fields with the desired accuracy. This may be because the observation point is too close for the plane wave assumptions inherent in GTD to be valid. If so, a more accurate result may utilize the non-plane-wave diffraction theory developed by Tiberio and Kouyoumjian [18] . An alternative is double numerical integration.
VII. UNIVERSAL ENVELOPES
Outside the projected aperture region, an envelope of the near-field is obtained simply by adding the magnitudes of the two edge rays; this removes the interference that produced the lobes and wiggles in the patterns of the previous section.
For large uniform square apertures the envelope, when calculated on a line parallel to the aperture, approaches a universal curve as suggested by Lewis and Newell [19] . It depends only on y. Here z = y2D2/X. The curves are not exactly universal, but are close for large D/X. For these cases, the envelope for the proper y may simply be used.
Outside the projected aperture the diffraction coefficients may be approximated, with the result where R2 = (y f D/2)2 + t 2 .
This simple result must be used with care; at the projected aperture boundary it is infinite. The on-axis power density (or fluence) at distance z is PDo.
For circular apertures the sidelobe decrement factor used previously is included. Apertures with amplitude tapers do not have these universal envelopes.
VIII. CONCLUSIONS
GTD near-field calculations are adequate for HPM hazard purposes, with envelopes being especially useful. Outside the projected aperture region, simple algebraic formulas give the near-field envelope. Accurate calculation of edge fields, needed for rear hemisphere diffraction, requires double numerical integration.
