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Abstract 
A multiphase DNS (direct numerical simulation) method is used to investigate two types of particle-particle interactions relevant 
in dispersed liquid-solid flows: the interaction between two solid particles under non-isothermal conditions, and the interaction 
between a solid particle and a deforming particle (e.g. a bubble). It is shown that the drafting, kissing and tumbling sequence of 
two sedimenting solid particles can be significantly affected by the presence of simultaneous particle-fluid heat transfer. For 
small but finite internal particle heat sources, the drafting sequence is faster and the interaction is speeded up. However, for larger 
internal heat sources, the kissing and tumbling events may be inhibited altogether by the natural convection currents developing 
around the particles. In addition, isothermal interactions between a solid particle and a bubble are investigated. It is shown that 
the particle-bubble attachment process may be significantly altered under conditions of lowered surface tension (i.e. after 
addition of surfactants) due to an increased tendency for the bubble to deform.  
© 2014 The Authors. Published by Elsevier Ltd. 
Selection and peer-review under responsibility of Chinese Society of Particuology, Institute of Process Engineering, Chinese 
Academy of Sciences (CAS). 
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1. Introduction 
Many important industrial processes involve dispersed solid or deformable (i.e. droplets and bubbles) particles 
suspended in a liquid carrier phase. Upon interacting, dispersed entities may come together to form a new “phase” – 
often called aggregates. Such systems represent a particularly challenging form of multiphase flows, but are of high 
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industrial significance. Important examples include flotation equipment (for treatment of waste-water [1], recycled 
paper [2] or minerals [3,4]) and a range of operations within the petrochemical industry [5,6]. 
In flotation processes for water treatment, for example, solid particles and bubbles interact to form buoyant 
agglomerates that rise to the surface. The efficiency, robustness and adaptability of a flotation process are therefore 
highly dependent on the thermal and hydrodynamic interactions between the various phases. Another example where 
such interactions are of utmost importance is in heterogeneous catalytic processes involving liquid-solid flow, where 
suspended catalyst particles move in a carrier fluid of similar density whilst heat is released in the catalyzed 
chemical reactions. 
In order to facilitate the derivation of useful macroscopic models for the interactions among several particles in an 
averaged description of the flow, direct numerical simulations (DNS) at the microlevel are indispensable. With such 
DNS techniques, the Navier-Stokes equations are solved directly, together with a method for taking the presence of 
particles into account. Some of the most common multiphase DNS methods include the Volume of Fluid (VOF) 
method [7], the front tracking method [8], the immersed boundary methods [9-13], and Lagrange multiplier/fictitious 
domain methods [14-18]. In addition, there exist methods where the fluid flow near an immersed object is locally 
matched to the corresponding Stokes flow solution [19]. Although DNS of multiphase systems with simultaneous 
heat transfer and solid particles motion is still an emerging field, a number of methods have already been presented 
in the literature, based on the distributed Lagrange multiplier/fictitious domain method [20, 21], the immersed-
boundary method [22] or by accomplishing the fluid-solid coupling at the level of the discrete momentum and 
thermal energy balance equations [23]. 
For applications also involving fluid-like particles, the VOF multiphase model is considered an appropriate 
framework [24]. Furthermore, among multiphase DNS techniques, the VOF model is relatively simple to implement 
and computationally efficient since it avoids explicit computation of the hydrodynamic force and torque on the 
particles [25]. In the current work, a multiphase DNS method based on the VOF model is used to investigate two 
types of particle-particle interactions relevant in dispersed liquid-solid flows: the interaction between two solid 
particles under non-isothermal conditions, and the interaction between a solid particle and a deforming particle (e.g. 
a bubble). The computational method is based on solving a shared set of momentum and energy balance equations 
for the carrier phase and the particulate phases. Individual particles are tracked using a number of volume fraction 
advection equations. The method is shown to be able to correctly reproduce the particle dynamics in well-established 
test cases and is inherently capable of handling deformable particles co-existing with solid particles. It is also 
discussed how the detailed types of investigations performed in the current work can be used in the derivation of 




cp heat capacity 
d diameter 
E energy per unit mass 
Eo Eötvös number 
FV force 
g gravitational constant 
k thermal conductivity 
N number 
P pressure 
Q normalized heat source 





U characteristic velocity 
1565 Henrik Ström and Srdjan Sasic /  Procedia Engineering  102 ( 2015 )  1563 – 1572 
 
Greek letters 
E thermal expansion coefficient 
J volume fraction 




Subscripts and superscripts 
f fluid 




VF volume fraction fields 
0, ref reference conditions 
2. Modelling 
2.1. Momentum transport 
A shared set of balance equations is used for the continuous phase and the dispersed phases. These dispersed 
phases can be solid particles and/or fluid particles (i.e. droplets or bubbles). For a system of NP solid particles, the 
volume fraction of the carrier fluid in a computational cell is denoted Jf and the volume fraction of the i:th particle is 
designated Jp,i,. To avoid inadvertent particle coalescence, particles that touch each other must be interpreted as 
separate phases and hence exist in different volume fraction fields. The subscript j in the variable Jp,i,j thus represents 
the volume fraction of the i:th particle present in the j:th volume fraction field. The total number of volume fraction 
fields employed is denoted NVF, and the sum of all volume fractions in a computational cell is unity: 
ߛ௙ ൅ σ ൫σ ߛ௣ǡ௜ǡ௝ேು௜ୀଵ ൯ேೇಷ௝ୀଵ ൌ ͳ   (1) 
The herein proposed method puts no restriction on NP, and we drop the particle identity subscript and summation 
for typographical reasons from this point. 
The velocity field is determined from the shared continuity and momentum equations, assuming that the flow is 
incompressible and that the velocity of the two phases is continuous across the interface: 
ߘ ή ࢛ ൌ Ͳ   (2) 
ߩ ቀడ࢛డ௧ ൅ ࢛ ή ߘ࢛ቁ ൌ െߘܲ ൅ ߘ ή ሼߤሾߘ࢛ ൅ ሺߘ࢛ሻ்ሿሽ ൅ ൛ሾͳ െ ߚሺܶ െ ଴ܶሻሿߛ௙ߩ௙ǡ଴ ൅ ߛ௣ߩ௣ൟࢍ ൅ ࡲఙ  (3) 
As may be seen from the gravitational term in equation (3), the Boussinesq model [26] is employed to describe 
the variation of the buoyancy force with temperature.  
The shared density and viscosity in equation (3) are determined locally using: 
ߩ ൌ ߩ௙൫ߛ௙ ൅ ߛ௣ߩ௣௧௙൯   (4) 
ߤ ൌ ߤ௙൫ߛ௙ ൅ ߛ௣ߤ௣௧௙൯   (5) 
where Uptf and Pptf indicate the particle-to-fluid ratio of densities and viscosities, respectively. 
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The presence of the particles is monitored by solving NVF continuity equations for the particulate phase: 
డఊ೛ǡ೔ǡೕ
డ௧ ൅ ߘ ή ൫ߛ௣ǡ௜ǡ௝࢛൯ ൌ Ͳ   (6) 
The VOF methodology used here was originally proposed by Hirt and Nichols [7] for simulations of gas-liquid 
and liquid-liquid systems. Using VOF for handling also solid particles motion requires some additional 
considerations. First, the velocity boundary condition at the interface between the solid particle and the fluid should 
replicate that of no slip. Therefore, Pptf in equation (5) should approach infinity in the regions occupied by solid 
particles. In practice, a sufficiently high numerical value is acceptable [27]. Second, a unidirectional velocity field is 
enforced inside each solid particle by updating the shared velocity field at the end of each time step. Finally, the 
term FV in equation (3) represents a force designed to ensure that a solid particle retains its spherical shape [27-29]. 
It becomes important that each solid particle exists in a different volume fraction field if two or more particles 
come in close proximity of each other. Otherwise, particle coalescence could inadvertently occur. To guarantee that 
solid particles in close proximity of each other always exist in separate volume fraction fields, a control algorithm is 
implemented that moves the particles between different fields as required by the current state of the solution. 
2.2. Energy transport 
The temperature field is obtained by solving an energy balance equation: 
డ
డ௧ ൫ߛ௣ߩ௣ܧ௣ ൅ ߛ௙ߩ௙ܧ௙൯ ൅ ߘ ή ቂ࢛ ቀߛ௣ߩ௣ܧ௣ ൅ ߛ௙ߩ௙ܧ௙ ൅ ܲ ൅
ఘ࢛మ
ଶ ቁቃ ൌ ߘ ή ሺ݇ߘܶሻ  (7) 
where 
ܧ௜ ൌ ׬ ܿ௣ǡ௜்்݀ܶೝ೐೑    (8) 
and i = f or p. 
In the same way as with the pressure and velocity, the continuous and dispersed phases share a single temperature 
field. The local value of the thermal conductivity is determined using: 
݇ ൌ ݇௙൫ߛ௙ ൅ ߛ௣݇௣௧௙൯   (9) 
Equations (2), (3) and (7) are discretized on a co-located grid using the QUICK scheme for the convection terms 
and a second-order accurate central-differencing scheme for the diffusion terms. The pressure-velocity coupling 
algorithm is PISO, and PRESTO! is used as the pressure interpolation scheme. Equation (6) is discretized using the 
CICSAM scheme [30].  
The temporal discretization of all balance equations is first-order implicit, with the exception of equation (6). The 
solution of the latter equation is advanced in time using explicit time stepping and a time step that is limited by the 
constraint that the global CFL number must remain below 0.25. A small CFL number, when used with explicit time 
stepping and a robust spatial discretization scheme with an upwind character, counteracts numerical diffusion that 
could otherwise lead to smearing of the interface profile [31]. It also assists in avoiding convergence problems, at 
the expense of having to take a larger number of time steps in the update of equation (6). To maintain computational 
efficiency, the update of equation (6) is therefore performed only once at the beginning of every fluid flow time step, 
so that the volume fraction fields are frozen during the iterative solution of the continuity, momentum and energy 
balance equations. 
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3. Results and Discussion 
3.1. Isothermal particle-particle interaction 
The choice of variables by which to non-dimensionalize the results is not entirely straightforward [21]. Here, we 
choose the approach of Yu et al. [32] and make the velocity dimensionless by a characteristic velocity ܷ ൌ
݀௣ଶ൫ߩ௣ െ ߩ௙൯݃ ͳ͸ߤΤ  that is representative of the terminal velocity, whereas the position and time are scaled by the 
particle diameter and the characteristic time scale ݐ ൌ ݀௣ ܷΤ  respectively. The drag force is made dimensionless by 
scaling with the Stokes drag, ܨ ൌ ͵ߨߤ݀௣ܷ. 
Since the proposed method is developed for investigations of systems of many particles, it is of great importance 
to verify that the method is indeed capable of predicting the interaction of a particle with another particle. In the 
presence of other particles, the drag force on a particle increases in comparison to the situation when the particle is 
isolated in an unbounded domain. The correct drag force can, under such circumstances, be obtained by multiplying 
the Stokes drag with a drag modification function, O. 
The drag modification function for a particle approaching another (identical) particle was measured 
experimentally by Adamczyk et al. [33]. In Fig. 1, the predicted drag modification from the method used in this 
paper is compared to their data. The governing parameters for this problem are the particle-particle separation and 
the particle-particle size ratio (the latter being unity in our comparison). The particle motion remains within the 
Stokes flow regime throughout the interaction. The agreement observed is good, and the slight disagreement at the 
smallest particle-particle distance can be explained by the decision not to dynamically refine the mesh in the region 
between the two particles. 
 
 
Fig. 1. Drag modification function (O) plotted versus the particle-particle distance. The particle-particle distance is taken from the stationary 
particle surface to the moving particle center and is normalized by the particle radius (i.e. a distance equal to unity indicates that the particle 
surfaces are in contact). 
3.2. Drafting, kissing and tumbling 
The next isothermal test case illustrates the occurrence of “drafting, kissing and tumbling” [34] of two identical 
particles interacting outside the Stokes flow regime. The two particles are located inside a 2D enclosure that 
measures 8dp x 20dp. They are initially placed on the centerline of a quiescent domain with a distance of 2dp 
between their centers, but start to fall towards the bottom of the enclosure due to gravity (Uptf = 1.5) when the 
solution is advanced in time (see Fig. 2). The current results are in very good agreement with those obtained by Hu 
et al. [35] for a similar Reynolds number. 
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Fig. 2. Particle positions during the numerical drafting, kissing and tumbling experiment (Re | 25): a) t = 0.25 s, b) t = 1.75 s, c) t = 2.25 s, d) t = 
3 s. The drafting can be seen from (a) to (b), the kissing occurs in (c), and the tumbling can be seen in (d). 
Fig. 3 illustrates the temporal evolution of the temperature field in and around the two particles in the drafting, 
kissing and tumbling experiment if they both have an internal heat source corresponding to Q = 1 [29]. The 
governing dimensionless parameters are (Uptf, kptf) = (1.5, 5). It can be seen that, in the beginning, the particles have 
not yet attained high downward velocities and they are both seemingly unaffected by the heat release. After some 
time, the leading particle is accelerating and thus being cooled more efficiently at the front, where the boundary 
layer is thinner and the carrier phase cooler. The region in between the particles is beginning to heat up, preventing 
the particle behind the first one from experiencing a similar cooling at the front. Eventually, natural currents created 
by the heat release from both particles start to carry them upwards. In this sequence of events, the initial drafting is 
reversed and no kissing or tumbling occurs. 
 
 
Fig. 3. Temperature fields for the numerical drafting, kissing and tumbling experiment with Q = 1: a) t = 0.25 s, b) t = 1.25 s, c) t = 2.5 s. For this 
magnitude of the internal heat sources, the buoyancy effect lifts both particles and increases the distance between them with time. 
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Fig. 4. Time history of the particle horizontal positions during the numerical drafting, kissing and tumbling experiment: a) isothermal conditions, 
b) internal heat source Q = 0.1, c) internal heat source Q = 1. In (a), the tumbling occurs at t = 2.86 s at a vertical position of 4.47 m, whereas in 
(b) it occurs at t = 2.74 s at vertical position of 4.73 m. In (c), no tumbling occurs at all. The dashed line illustrates the time history of the particle 
located initially in the upper position (UP), whereas the solid line illustrates the time history of the particle located initially in the lower position 
(LP). 
In Fig. 4, the vertical positions of the two particles are shown as functions of time for three different magnitudes 
of the internal heat source, ranging from zero (i.e. isothermal) to one. When the internal heat sources are small but 
finite, the net result is an acceleration of the drafting sequence, which leads to earlier kissing and tumbling that both 
occur at a higher vertical position. This spatial displacement of the tumbling event can be seen in Fig. 4 and is 
approximately one particle diameter. In summary, it is shown here that the well-known drafting, kissing and 
tumbling behavior of two sedimenting particles can be significantly altered – even inhibited altogether – when heat 
transfer phenomena are present. 
3.3. Particle-bubble interactions 
Next, we investigate the interaction between a sedimenting solid particle and a rising bubble. More specifically, 
the aim is to investigate how the possible deformation of the bubble affects the particle-bubble interaction. Bubble 
deformation occurs naturally when the buoyancy force dominates the surface tension force, as signified by the 
Eötvös number (Eo = (U1-U2)gdp2/V) being larger than unity [36]. Because of the explicit presence of the bubble 
diameter in the Eötvös number, bubble deformation is often associated with large bubbles. Another cause of bubble 
deformation is however the lowering of the surface tension that takes place if there is a presence of highly surface-
active components in the liquid phase. This presents us with a physical motivation to provoke a change in the shape 
of a bubble by decreasing the value of the surface tension in the numerical simulation. 
In an interaction between a sedimenting particle and a rising bubble, the approach of the two entities is not 
necessarily aligned with the axis of symmetry (in which case a close interaction becomes unavoidable). The limiting 
case where particle-bubble close contact may still occur hydrodynamically in spite of an initial separation in the 
horizontal plane is denoted the grazing radius configuration. The difference in behavior between a spherical and a 
deformed bubble in this type of interaction is exemplified in Fig. 5. Here, the grazing radius configuration 
corresponds to an initial horizontal separation equal to approximately 65% of the bubble radius [37]. The interaction 
of two different types of bubbles (one spherical and one deforming) with a solid particle is studied. In both cases, the 
interaction with the bubble causes the particle to attain a horizontal velocity away from the bubble as the two entities 
are coming close to each other. Even so, the particle collides with the spherical bubble, as shown in Fig. 5a. 
However, there will be no collision when the bubble deforms (Fig. 5b). This indicates that the probability of 
formation of bubble–particle agglomerates is decreased for bubbles that can easily deform.  
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Fig. 5. Snapshots at different times of the interaction of a settling solid particle with a (a) spherical or a (b) deforming bubble. 
The variation in the distance between the particle and the bubble surface is monitored throughout the interactions 
depicted in Fig. 5. Fig. 6 represents this normalized distance plotted versus the normalized time. This distance is 
taken from the particle center to the bubble surface, normalized by the particle diameter, so that a normalized 
distance of 0.5 corresponds to the two objects touching. Time is normalized using the particle response time. From 
Fig. 6 we see that the distance between the particle and the spherical bubble decreases continuously at all times, 
which results in collision. On the other hand, for the particle approaching the deforming bubble, this distance first 
decreases as the two objects are approaching. Then it starts to level up and eventually becomes almost constant. 
Such behavior implies that no collision takes place.  
 
 
Fig. 6. The normalized distance between the particle and bubble surfaces is plotted versus the normalized time for the cases depicted in Fig. 5. 
3.4. Simulations of industrial units 
Detailed numerical investigations of hydrodynamic interactions between bubbles and particles are of great 
interest in many industrially important applications. One such example is in flotation, where the overall objective is 
to efficiently separate solid/liquid, liquid/solid/oil or oil/water mixtures by the formation of buoyant aggregates [38]. 
In a dissolved air flotation (DAF) unit, for example, air bubbles are injected into the continuous water phase, which 
contains solid particles to be removed from the water. The particles attach to the bubbles and form buoyant 
aggregates. These aggregates rise to the surface of the unit where they are removed. Since the aggregates consist of 
bubbles and particles with entrained water in between, they represent a complex composite of the three other phases. 
As a consequence, the aggregates have significantly different hydrodynamic properties and must be treated as a 
fourth “phase”. Additionally, the turbulence of the water-aggregate flow determines the bubble trajectories and the 
particle concentration field, and also affects the extent of aggregate formation and the aggregate properties. Hence, 
there is a feedback of information from the water-aggregate flow field to the fields that determine the local volume 
fraction of aggregates. A model of such an industrial system must therefore be able to handle all the links in this 
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chain in order to deduce any information about the performance of the equipment. A promising route to such 
simulations is via so-called hybrid schemes [39]. The method presented in the current work can be used for the 
derivation of hydrodynamic interaction forces between different configurations of bubbles and particles, as well as 
bubble-particle attachment probabilities as functions of locally varying parameters. Both these variables are needed 
in the development of accurate hybrid schemes for industrial units. 
4. Conclusions 
In the current work, a multiphase DNS (direct numerical simulation) method is used to investigate particle-
particle interactions in dispersed liquid-solid flows. The two types of interactions include the interaction between 
two solid particles under non-isothermal conditions, and the interaction between a solid particle and a deforming 
particle (e.g. a bubble). It is shown that the presence of simultaneous particle-fluid heat transfer can have a 
significant effect on the drafting, kissing and tumbling sequence of two sedimenting solid particles. For small but 
finite internal particle heat sources, the drafting sequence is faster and the interaction is speeded up. However, the 
natural convection currents developing around the particles are also shown to inhibit the kissing and tumbling events 
altogether for larger internal heat sources. Furthermore, the isothermal interaction is studied between a solid particle 
and a bubble, and it is shown that the particle-bubble attachment process may be significantly altered under 




The computations were partly performed on resources provided by the Swedish National Infrastructure for 
Computing (SNIC) at C3SE. 
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