Introduction
It has previously been shown that a necessaryf and sufficient! condition for a system of second-order differential equations of the form ¿¿i(x, y,-, y/, y/') =0 {i,j = 1, • • • , «) to be the Euler equations of an integral /(*, yu ■ • ■, y», yi, • • •, yi )dx x, is that the equations of variation of the system ¿7j = 0 form a self-adjoint system along every curve y< = y»(x).
The possibility of determining an integral of the above form when given a 2«-parameter family of curves as its extremal arcs is here discussed. An example illustrating the method of procedure is also given.
I. Properties of given equations
Consider the 2«-parameter family of arcs If ax, ■ ■ ■ , an, bx, • ■ ■ , bn are eliminated from these equations we obtain « equations of the form
The general solution of this system is the system (2) where ax, ■ ■ ■ , a", bx, ■ ■ ■ , bn are arbitrary constants of integration. 
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License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use If the equations (3) are to represent the extremal arcs of an integral / of the form (1), then, by the necessary condition stated in the Introduction, the functions Ft of (3) must be the solutions for y/' of a system of equations H¿x,ys,y},y'i') = 0 whose equations of variation are self-adjoint. Hence, there must exist a set of multipliers Pi, of non-zero determinant such that* From the first two of (5) it follows that the expression P¡kVi-remains unchanged for all permutations of the indices i, j, k.
By comparing expressions (4) and (4a), it is evident from the form of (4a) that the desired multipliers have Pi,=P'a, and consequently, that the first two of relations (5) remain the same, namely,
There is also
Mi --PikFk, the substitution of which in (53) with the aid of (62) gives (7) Pijx + Piivkyk + PiivkFk = -2(FikFkVj' + PjkFkvi') ■ * In this and following notation where the indices in two factors of a term of the form P¡j Ff are alike it represents a sum with respect to the repeated index.
t See Theorem I of The inverse problem of the calculus of variations in a space of (n+1) dimensions, loc. cit.
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[January From the last of the self-adjoint relations (5), one obtains
As a consequence of relations (7) and (62) we have
which may be readily verified by writing system (7) with subscripts i, j, k replaced first by i, k, a, secondly by /, k, a respectively; then, after differentiating the first system with respect to y/ and the second with respect to yí and subtracting, the result readily reduces to the above system. The expressions on the left are now replaced by those on the right in the first member of (8), which with the use of (6) readily reduces to
where it is understood that
The above results may be summarized in the following theorem: For a given set of functions F< of the form indicated in the above theorem the theory of partial differential equations assures us that there exist solu-tions of the system (103). Hence, if these solutions Pi,(i, j = 1, • • • , n) are such that they satisfy the remaining self-adjoint relations, namely, the first two and the last of (10), then the primitives of the given equations give the extremal arcs for an integral / of the form (1).
In order to obtain the solutions of the system (103) by means of equations (11). The form of the second members of (13) shows that there arc only \n(n+l) distinct equations and that we shall have Pi,=P,¡. According to the theory of ordinary differential equations, if Pnir)(i^j, r = l, 2, • • • , |w(«+l)) are a set of |»(»+1) independent particular solutions of the system (13) It now remains to determine the functions C, so that the relations (102) and (IO4) are satisfied. The possibility of doing this depends upon the nature of the given functions F{ which we have not been able to define completely. The following example, however, will illustrate the above theory and also a successful method of procedure that may be applied to special problems. (173) with respect to y i we subtract its partial derivative with respect to y/, we obtain the additional relations
From the given functions (15) Since these equations are identities in x, we must have where g is a particular solution of the system (23) and t is an arbitrary function of x, yu ■ ■ •, yn.
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