This study introduces a new method to the family of fuzzy k-nearest neighbor (FKNN) classifiers that is based on the use of power means in the calculation of multi-local means that are used in classification of samples. The proposed new classifier is called multi-local power means fuzzy k-nearest neighbor classifier (MLPM-FKNN). The proposed method can be adapted to the context (of different data sets), due to the power mean being parametric and thus allowing for testing to find the parameter value that can be optimized for the classification accuracy. Furthermore, we can find optimal value for the number of local observations used in calculation of the multi-local mean. The proposed method is usable for example in situations, where class distribution is significantly different and there is only few observations in some classes. The performance of the MLPM-FKNN classifier is studied by testing it with four datasets. The performance is benchmarked against that of the original k-nearest neighbor and the fuzzy k-nearest neighbor classifiers. We find that MLPM-FKNN classifier is able to reach a statistically significantly higher classification accuracy than the benchmarks used and has reasonable performance metrics.
Introduction
The ability to classify samples to classes is a key property in a variety of scientific and engineering systems that range throughout human activities. Methods used in classification are typically divided into either supervised classification methods (with classes predefined) and unsupervised classification methods (with classes not pre-defined) [17] . In this research we concentrate on the k-nearest neighbor algorithm (KNN) [3] and the family of classification algorithms built around it. The KNN is a well-known supervised classification method that has been applied in many fields and is among the more popular techniques used in classification. The KNN is based on calculating the distance between already classified (labeled) samples and the sample to be classified (unlabeled) in determining the class membership [4] . Many enhancements to the original algorithm have been proposed, see, e.g., [2, 11] .
One of the variants of the original KNN is the fuzzy k-nearest neighbor (FKNN) algorithm that was introduced by Keller in 1985 [8] . FKNN models the uncertainty in the data by introducing membership degrees to classes. In this research we develop the FKNN classifier further by using multi-local mean vectors (originally introduced by Pan et al. [11] to kharmonic mean nearest neighbor classifier) to represent the known classes. These multi-local means are further generalized by using power mean and resulting mean vectors are used to calculate the distance of the unlabeled sample from the classes. Examples on such a prototype selection that was used to obtained better accuracy in the nearest classification have been reported in [14, 13, 9] . Moreover, since power mean is used in the calculation of the class representative mean vectors, we need to find what kind of mean is suitable for the particular data set by finding proper parameter value for power mean. By varying the mean controlling parameter in the power mean allows one to find the parameter value (and the mean) that can enhance the classification accuracy since suitable mean value is data dependent. We observe that by adjusting the parameter of the power mean one can arrive at several well-known means like the arithmetic, the geometric, and the harmonic means. The classification is done in a way that an un-labeled sample is assigned membership in the class that has the representative multi-local power mean vector that has the highest membership degree to it.
The performance of the proposed method is studied with four data sets that include binary and multi-class data and compared with the performance of the classical KNN and the FKNN. We also test whether there is a statistically significant difference between the classification results from the MLPM-FKNN and the two benchmark classifiers. In addition to accuracy also performance measures, such as sensitivity and specificity are reported.
The rest of this paper is structured into five sections. Section 2 discusses the theoretical points of departure, the KNN, the FKNN, and the power mean, which all underlie this research study. The proposed MLPM-FKNN approach is described in section 3. Section 4 introduces the data and then goes through the testing of the proposed method and section 5 presents the results obtained with a comprehensive discussion. Section 6 shortly summarizes the findings and some conclusions are drawn.
Preliminaries
The FKNN and KNN classifiers, and the power mean are briefly described in this section.
The k-nearest neighbor and the fuzzy k-nearest neighbor classifiers
The k-nearest neighbor classification is one of the most well-known data mining techniques and has been widely applied for data classifications in many realworld applications. The KNN algorithm starts with the estimation of similarity (distance) of a new query sample (sample to be classified) with the samples in the training set (already classified). A set of k nearest neighbors for the query sample are identified, regardless of the class they belong to. Each neighbor "casts a vote" about to which class the query sample should belong. In the end of the process, the query sample is assigned to a class by way of counting the votesthe query sample is assigned to the class that has the most votes (from the k neighbors). To give a simple example, if k = 1, then the query sample is classified to the class of its closest neighbor.
A formal definition of the above procedure can be given as follows: Suppose a training set X shaped by N samples as X = x 1 , x 2 , ..x N and C classes. Each sample x j = x 1 j , x 2 j , .., x S j , x S t is described by S input variables and an output class variable t (t ∈ C). The nearest neighbor classifier finds the k nearest neighbors in X for a new query sample Q by using a distance function (Euclidean distance is widely used). Then, the class label for Q is assigned by taking into account the class labels t of the k nearest neighbors [4] .
Studies have identified and addressed several weaknesses with the original KNN model. One identified problem is that the KNN model considers each of the k nearest neighbors to have the same importance in the classification [12] . Another observed issue with the KNN model is that once a sample is assigned to a particular class, the strength of the membership in the class is not indicated [8] . To remedy these issues Fuzzy k-nearest neighbor (FKNN) model has been introduced as an extension of the KNN [8] . Compared to the KNN, the range of k in FKNN is often wider and the classification results depend on the membership degree value of the unlabeled samples in the labeled classes in FKNN [16] .
In the FKNN, for the query sample a degree of membership is assigned for each class and the decision is based on the highest membership degree [8] . In the membership function membership degrees are weighed by the inverse of distance between query sample and k nearest neighbors. In addition to this a fuzzy strength parameter m is used. The allocated degree of memberships of the query sample Q in the classes represented by the k nearest neighbors is measured as:
where, u ij is the membership of the j th sample in the i th class in the training set, and m > 1 is the fuzzy strength parameter that influences to the membership degree. Often used value is m = 2. To define u ij , there are two main approaches, one is through the crisp membership and other is through the fuzzy membership [2] . One way to define the fuzzy membership degree is introduced in [8] , where k nearest neighbors are found for each training sample (x j ) and, the degree of membership of x j in each represented class is computed as:
where, n j indicates the number of neighbors observed to belong in the j th class. Once all the degrees of memberships are calculated for the query sample, the class that has the highest degree of membership is assigned to the query sample.
Power mean used in local mean computation
The power mean, also called generalized mean, is a function of a family of means. If x 1 , x 2 , ..., x n is a set of real numbers, and p is a parameter (∈ ) then power mean (M p ) can be defined as follows.
The formula is defined generally for the two cases, one is when p = 0 (it is equal to geometric mean 1 ) and other is p = 0. With the power mean we can get other well-known means, when parameter p is adjusted. These special cases can be defined as harmonic mean (p = −1), geometric mean (p = 0), arithmetic mean (p = 1), quadratic mean (p = 2), cubic mean (p = 3), and so on.
Fuzzy k-nearest neighbor classifier based on the multi-local power mean vectors
As in the FKNN method, the MLPM-FKNN determines first the distance from the labeled sam-
to the query sample Q and the k nearest neighbors nn k (Q) are identified (where C i ∈ (ω 1 , ω 2 , .., ω T : class labels)). Each sample X i (X 1 i , X 2 i , .., X n i ) contains n attributes. The k nearest neighbors are grouped, based on the class they represent into sub-samples. Then power mean vectors for the sub-samples representing each class are computed, these are called "multi-local power mean vectors". That is, if the nn k (Q) is
.ω T ), then the local power mean vectors for the corresponding classes are {M p,r , ω r } t r=1 , 1 ≤ t ≤ T . This also means that the number of local mean vectors depends on the number of classes that can be found from among the k nearest neighbors. Then the Euclidean distance between the local power mean vectors, representing the corresponding classes, and the the query sample is calculated (for each local power mean vector). The distance d EU C (Q, {M p,r } t r=1 ) between each local power mean vector and the query sample is weighted by the degree of membership in each represented class {M p,r , ω r } t r=1 . Finally, the query sample is assigned membership in the class ω * . Algorithm 1 summarizes the MLPM-FKNN method in pseudo-code.
One motivation for building the MLPM-FKNN is that it is well-known [10] that the KNN method encounters problems, when there is a clear imbalance in the
, unlabeled (query) sample: Q, k: number of neighbors and p: power mean scale. Outputs: predicted class: ω * (∈ ω 1 , ω 2 , .., ω T ) for the query sample. procedure step 1: Compute the Euclidean distance between {X i } Ntr i=1 and Q and sort them in an ascending order. step 2: Set the k nearest neighbors: nn k of Q considering sorted distances as:
Find the local power mean sub-samples: {M p,r } t r=1 from among the k nearest neighbors: nn k (Q) for each class: {ω r } t r=1 , 1 ≤ t ≤ T by using eq. (3). step 4: Calculate the Euclidean distance between Q and {M p,r } t r=1 . step 5: Assign the membership to {ω r } t r=1 by using the weighted distance with the help of eq. (1) and crisp method for computing u ij . step 6: Classify Q to the corresponding class (ω * ) with which it has the highest degree of membership.
quantity of labeled samples in the represented classes in the "proximity" of the query sample. The class with more samples tends to dominate the prediction of the query sample. This undesirable dominance can be guided by using the local mean vectors instead of using the k nearest neighbors directly. In the proposed method, the local sub-samples are used to create a local mean vector for all classes that are represented within the k nearest neighbors and thus one vector represents the whole neighborhood of the sub-sample that represents each class. The value chosen for k has potentially a great importance, when producing the local power mean samples, and ultimately in the accuracy of the classification. The classification results might be inadequate, if the chosen k is too small. In contrast, also a too high value of k may cause problems with classification, because then outliers that may be quite dissimilar to the nearest neighbors can become a part of the k nearest neighbors [7] . It seems that the performance of the proposed new model is quite high, even when high k values are used. When the subsamples size increases with higher k the multi-local power mean vectors can be said to become more realistic or more comprehensive representations of the classes they represent, this accordingly leads to the MLPM-FKNN classifier acquiring higher classification accuracies compared with KNN and FKNN classifiers, when value of the parameter k grows. Best classification performance is achieved, when proper parameter values for k and p are search.
Data and testing the proposed model
In this section, the used data sets are shortly introduced and the testing methodology is presented.
Datasets used in testing
Testing the method is carried out by using four data sets all of which are freely available at the UCI Machine learning repository [5] and at the KEEL repository [1] . Table 1 summarizes the fundamental properties of the data sets. Car  KEEL  1728  7  4  Vehicle  KEEL  846  18  2  Ionosphere  UCI  351  34  2  Thyroid  UCI  215  6  3   Table 1 : Information and properties of the data sets.
Dataset Database Samples Attributes Classes
Before using the data we studied it for entry errors and quality issues and corrected any found problems. The data sets do not contain missing values or nominal variables.
Testing methodology and determining the parameter values
The proposed new method and the benchmark methods were coded and implemented using MATLAB 2018. In the code, basic calculations have been done using built-in MATLAB functions.
In the all data sets, the data were divided into 40% for training, 40% for validation, and 20% for testing. Stratified random sampling method was applied to ensure that all samples have the same proportions of units representing the different classes present as the whole data set. For cross validation we used hold out method where division between training samples and validation samples was randomly sampled 30 times. This value was chosen based on the recommendations given in [8, 4] .
The number of neighbors k was selected from the range {1, 2, .., 25}. The assumption here was when the k is increasing the performance of proposed MLPM-FKNN classifier would increase. Evidence in favor of this expectation can be found in the paper by Pan et al. [11] , where a k-nearest neighbor based on the multi-local means reached a drop in the error rate of classification with a higher k. The parameter value for the power mean, p, was chosen (and optimized) from the set {−8, −7, .., 7, 8}. When the optimal parameter values were found through iteration with the training and validation subsets the performance was tested with the test subset. The results presented for the proposed new method and the benchmarks are the mean results from the thirty runs made, e.g., the mean accuracy ((M p) 1×30 ) and the variance of accuracy of the thirty runs with the optimal p and k.
Performance measures used
The key measure we used for the evaluation is accuracy [2, 4, 12] , but in practice, presenting classification results with accuracy alone is often not enough to be able to fully understand the suitability of a method for a given task. For this reason, we compute also additional performance measures such as sensitivity and specificity and we employ the following definitions [15] .
Where, TP (true positive), TN (true negative), FP (false positive), and FN (false negative) are on the 2 × 2 confusion matrix as follows.
These performance measures aid to further understand the performance of the the proposed method (or any method). Illustrating this issue, let us look at a simple example: suppose that a confusion matrix exists, where T P = 0, T N = 95, F P = 0, and F N = 5.
In this matrix accuracy= 95% and specificity= 100%, but the precision and the sensitivity are zero. It is easy to understand that any model with zero precision is too weak to be used in any real-world purposes and this highlights the importance of including also other performance measures than prediction accuracy, when model performance is reported. To compute these performance measures for the binary class problems (Vehicle and Ionosphere), equations (4), (5) , and (6) were used. For the multi-class problems (Car and Thyroid) we applied performance measure computations, such as they are proposed in [15] . Accordingly, T N , T P F P , and F N first and then sensitivity and specificity were computed for each class. The average of sensitivities and specificities for each class were considered to the final performance measures of the classifier exactly as suggested in [6] .
A paired t-test was used, in vein with [2] to test, whether the difference of the (best) mean accuracies achieved with 1) MLPM-FKNN and FKNN and 2) MLPM-FKNN and KNN significantly differs from zero under a 0.05 significance level. This is to say, we tested for whether a statistically significant difference in the classification accuracy of the different methods can be found.
Results and discussions
The first results presented here are from the training & validation step of testing the method. The values of the accuracy and performance measures achieved in the training & validation step are presented in Table 2 .
In the table "Max.Acc." refers to the the maximum of means of accuracy and "sensitivity" and "specificity" the means of these values. As mentioned earlier, optimal values for the parameters (Opt.param.val.) k and p were being picked for when the mean accuracy was at maximum. We can see from the Table 2 , that using arithmetic mean, p = 1 has produced the maximum accuracy with the Vehicle and Ionosphere data sets, while geometric and cubic mean where optimal w.r.t. accuracy with the Car and Thyroid data sets respectively. It can be noted that the specificity is higher than the sensitivity in all cases considered. To understand how well the proposed new method performs in comparison with the two benchmark methods during the training & validation step, we show classification results for the three classifiers with all four data sets in Table 3 . In addition to the maximum of the mean accuracy (Mean Acc.), variance, confidence interval (CI), and the optimal parameter k value (Op. K) is presented. As observed above, the mean accuracy and the variance are the result of the hold out method with 30 repetition. Table 3 that the proposed MLPM-FKNN method can outperform the FKNN and the KNN in mean classification accuracy, while the confidence intervals remain narrow. It seems that using high values for the parameter k significantly increases the performance of the classification. This is interesting, because low values of k seem to be working better Table 4 : T-test results on the statistical significance in classification accuracy of the proposed new method.
It is visible from
for the benchmark methods and k = 1 has been the optimum for the KNN method with two of the data sets used. This finding corroborates what was found previously by Derrac at el. [4] .
In Table 4 , the results from paired t-test for testing the statistical significance of the classification accuracies between the proposed new classifier and the benchmarks are presented. The test results show that the claim that MLPM-FKNN has higher performance over the benchmarks finds statistical corroboration. One can observe that only in the case of the thyroid data the proposed new classifier cannot be said to produce statistically significantly better results in comparison with the result obtained from FKNN.
Performance with the testing data
This section presents the results obtained with the testing data (constituting of 20% of the data set size) on the classifiers, whose parameter values have been optimized in the training & validation phase. In this testing phase, the test sample set was evaluated with training set samples which were saved during the holdout crossvalidation to get optimal parameter values from validation results. Then mean accuracies and other performance measures were computed. Also mean sensitivity and specificity values show improved results compared to FKNN and KNN. Using local means in this manner also seem to lower variances a bit compared to the benchmark methods. Table 6 illustrates the results of the statistical t-test on the accuracies of the proposed method and benchmarks over the test sample. From Table 6 , it is also confirmed that the MLPM-FKNN method has produced significantly higher accuracies in classification for the test set than accuracies of FKNN and KNN classifiers. Table 6 : T-test results on the statistical significance for test set in classification accuracy of the proposed new method with benchmarks.
Conclusions
The aim of this paper was to present a new classification method in the k-nearest neighbor family of classification algorithms that is based on using the power mean to calculate a multi-local mean that serves as a representative for the representative classes near the to-be-classified sample. The proposed new classifier includes also elements of the previously presented fuzzy KNN algorithm in that the strength of class membership of the to-be-classified sample is also taken into consideration in the classification. The results of this research show that the proposed MLPN-FKNN classifier offered improved classification accuracy compared to the KNN and the FKNN classifiers with the benchmark data sets. The performance was tested by using four different data sets and the improvement in classification accuracy was found to be statistically significant.
It can be observed in connection with the new proposed method that the best classification accuracy is found with, high k values (number of nearest neighbors considered). This we attribute to the use of multi-local power mean. We note that the computation time required for using the proposed MLPM-FKNN method is also longer than that of the benchmarks, it is clear that this is a result of the more numerous calculations needed caused by the increase in parameters and thus testing of more possible parameter combinations to find optimal parameters.
