ABSTRACT This paper focuses on islanded microgrids and presents a method to allocate power among the distributed generation units (DGs) to minimize the distribution power loss. Motivated by the need for decentralized control strategies with minimal communication among grid components to support a robust and plug-and-play operation, a communication-free decentralized power control approach is developed for power loss minimization based on the extremum-seeking (ES) method. In this approach, the DGs implement ES simultaneously and separately to minimize their current outputs by controlling the active power. The total power loss is thus reduced without the need for any grid structure information or communication in the optimization process. This approach results in a non-cooperative game. The existence of a Nash equilibrium to this game and its stability are proved. The numerical simulations are conducted to demonstrate the performance of the proposed approach and show its ability to maintain low-power loss under different operating conditions in a plug-and-play manner.
I. INTRODUCTION
As of 2016, 14% of the global population still lacks access to electricity. 80% of these people live in rural areas, where expanding traditional grids to provide electricity could be prohibitively expensive and inefficient. Off-grid or standalone systems that can sustain themselves without being connected to the main grid are promising as the most costeffective solution [1] . Therefore, microgrids are pursued to accomplish rural electrification throughout the world [2] .
Microgrids are localized electricity networks that can operate in either grid-connected mode or islanded mode. In gridconnected mode, the distributed generation units (DGs) of the microgrid are able to provide power to the loads in the microgrid along with the main grid when needed, whereas in the islanded mode, the demand is solely fulfilled by the DGs of the microgrid. In rural or remote applications, there may not be a main grid to which the microgrids can connect. Therefore, these microgrids are typically islanded, and a question that naturally arises is how to share the load among the DGs of the microgrid efficiently. This question is important, because in a microgrid if the power sharing is not done properly, the distribution losses may be unnecessarily high and significant [3] , [4] due to the low operating voltage and the distribution lines with high R/X ratio (resistance-toinductance ratio). In addition, more volatile load profiles as a result of the fewer number of households or facilities served, and the intermittence of renewable power sources if their penetration is high, are two key factors to make an efficient control for power sharing crucial in microgrids.
The motivation to support flexible microgrid structures leads to the preference for decentralized control approaches for microgrids. In addition to the structural changes due to grid expansion and reconfiguration, connection and disconnection of large equipment in microgrids may also significantly influence the grid structure because of microgrids' relatively small size. Therefore, control strategies that heavily rely on grid structure information may not be ideal in accommodating frequent changes in grid structure. Also, for robustness reasons, it would be more favorable if the information that needs to be communicated among the microgrid components to implement the control strategies is minimized and limited to local area. Another benefit of reducing communication is lower cost in infrastructure and associated expenditure for operation and maintenance, as adequate tariffs and quality of maintenance are two of the decisive factors in success of microgrid projects in rural and remote areas [2] .
Previous works on power sharing in microgrids are mainly based on the droop method, which does not rely on communication and thus is preferred for DG control. Most of the papers using the droop method focus on stability (e.g., [5] , [6] ) or how to achieve accurate power sharing (e.g., [7] , [8] ), and fewer of them are on the problem of power loss. In [3] , the droop gains of the DGs are adapted to achieve power loss reduction according to the grid impedances estimated via the injected signals. However, further analysis on stability and convergence are not provided. In [4] , a nonlinear droop control based on the look-up table constructed from the off-line optimal power flow (OPF) solutions is proposed. For computing the OPF solutions, the model of the grid is needed, which may not be ideal for microgrids due to the desired features of expandability and reconfigurability mentioned above.
In addition to the droop-based approaches, several other decentralized strategies for solving the power loss minimization in power grids have been published in the literature. They are typically developed for large grids, but can in principle be applied to microgrids, as well. With power loss minimization problem as a special case, [9] and [10] formulate the OPF problem and solve it in a decentralized fashion using the alternating direction method of multipliers (ADMM) with semidefinite programming (SDP) or second-order cone programming (SOCP) relaxation techniques. In [11] , the power loss minimization is solved as a convex optimization problem based on an approximate network model. Then the reactive powers of the DGs are controlled to reduce the power loss of the grid. These methods require both the knowledge of local grid structure and the line impedance values. Also, communication is needed among immediate neighbors. Reference [12] adopts the sub-gradient method to control the reactive powers of the DGs. In [13] , a decentralized voltage regulation architecture is proposed to minimize the power loss. The methods in both [12] and [13] require local grid structure information (i.e., who the immediate neighbors are) and local communication, but not the line impedance values. Furthermore, a decentralized reactive power control strategy based on π -model identification and a decentralized active power control approach based on three-bus model identification are respectively proposed in [14] and [15] . Both of these methods do not require any grid structure information, but need to construct simplified models identified on-line, which may result in a higher computation load. In addition, communication needed for these two methods may not be limited to local region, depending on the locations of the components, which may hinder expandability. In contrast, we seek the possibility of a computationally efficient approach that maintains low power loss with minimal knowledge about grid structure and minimal communication.
Extremum seeking (ES) is a model-free approach that optimizes the system output without knowing exactly the inputoutput mapping [16] - [19] . ES has been successfully applied to several problems in different fields of study. For those related to power systems, examples include maximum power point tracking for photovoltaic micro-converters [20] and wind energy conversion systems [21] . Grid-level optimization using ES is also pursued in recent works. Reference [22] considers a grid connected to a substation and composed of multiple VAR (volt-ampere reactive) sources (i.e., pure reactive power sources). The active power supply from the substation is minimized by controlling the reactive powers of those VAR sources using ES. This way, the power loss of the entire grid is also minimized. Reference [23] proposes an ES scheme based on the saddle point dynamics to improve the energy economy of users in a smart grid. In this case, the total cost of electricity usage is minimized under the electricity pricing curve that is unknown to the users, as the pricing strategy is normally solely determined by the electricity provider. In contrast to these works, our work focuses on islanded microgrids with DGs producing both active and reactive power and presents a new formulation that allows for power loss reduction without communication.
Traditionally, the Volt/VAR control via distributed capacitor banks or other voltage regulators is adopted for reducing power loss in distribution networks (e.g., the VAR control approach in [22] ). However, in low voltage networks like rural microgrids, the distribution lines are normally more resistive and therefore the voltage magnitudes are more affected by transmitted active power than by reactive power [24] . In addition, the differences of voltage phase angles across line segments are small in normal applications. This leads to the fact that power loss is mainly a function of voltage magnitude differences across the line segments [12] . Therefore, in this paper we choose to control the active power instead of following the traditional Volt/VAR control for reducing power loss.
In the proposed method, the DGs are assumed to interface with the microgrids via inverters, which can modulate the terminal bus voltage and therefore control the power outputs of DGs. The power loss minimization problem is then approximated through multiple current minimization problems. Except for one DG, which is controlled by the droop method for the purpose of maintaining demand-supply balance at all times, every DG applies the gradient-based ES method to find its active power output that minimizes the output current with the voltage magnitude regulated to desired levels. In other words, the DG buses are treated as PV buses. On the other hand, without communication, the proposed method forms a non-cooperative game with the ES-controlled DGs as players and is shown to be able to reduce the power loss significantly in simulations. Computational efficiency is also an advantage of the proposed method, especially compared to those based on model identification. Due to its communication-free and decentralized nature, the proposed approach supports a plug-and-play operation of microgrids.
The work in this paper is based on our previous conference paper [25] , in which a communication-free and modelfree control method using ES for distribution power loss 20880 VOLUME 7, 2019 reduction in islanded microgrids is conceptualized. Compared to the conference version, the novel contributions of this paper are summarized as follows. In this paper, we complete the analysis for the proposed method by presenting the proof of stability of the Nash equilibrium (NE) to the resultant non-cooperative game. The performance of the proposed method, in which the active power is controlled and the voltage magnitude is regulated for each DG, is studied in comparison with the traditional Volt/VAR control. The cases of sudden change of grid structure and mesh grid application are explored. Also, a thorough benchmark for the proposed method with the ADMM approach [10] and the 3-bus model identification approach [15] is conducted.
The rest of this paper is organized as follows. The control concept and problem formulation are introduced in Section II. Section III first presents the gradient-based ES method and its application to our problem, then describes the overall control scheme. The proof of the existence of an NE in the microgrid with the proposed method and the stability analysis are given in Section IV. Then simulation results and conclusions are given respectively in Section V and Section VI.
II. CONTROL CONCEPT AND PROBLEM FORMULATION
In this work, the microgrid is modeled with a connected graph G(N , E), where N := {1, 2, . . . , N } and E ⊆ N × N are respectively the sets of nodes representing the buses and edges representing the lines between buses. Associated with each edge linking node i and node j, denoted as (i, j) ∈ E, is the line admittance Y ij = G ij + jB ij , where G ij and B ij are conductance and susceptance, respectively, and j = √ −1. In this work, it is assumed that a bus is either a DG bus or a load bus, and all the loads are assumed to be constant PQ loads, where P and Q represent active and reactive power, respectively. The total number of buses is N = N G + N L , where N G is the number of DGs and N L is the number of loads.
From each DG's perspective, the entire microgrid can be viewed as an equivalent grid with two nodes, with one node for the DG itself and another node for the lump of all the other DGs and loads. This perspective is illustrated in Fig. 1 , where i is the index for the DGs. The ith DG injects a current I i through the line with the equivalent impedance Z eq,i = R eq,i + jX eq,i . Then, the resulting total distribution power loss is expressed as
where |I i | is the current magnitude. From one DG's point of view, the total power loss can be reduced by minimizing its own output current magnitude. If all DGs are minimizing their output current magnitudes simultaneously without sharing any information and considering others, a non-cooperative game ensues. Meanwhile, however, the voltage magnitudes of the DGs are regulated to maintain the voltage profile of the grid. Hence, the trivial case of zero current outputs is not a solution as long as there are voltage drops along the lines between the DG buses.
In the proposed method, the power loss minimization problem is thus approximated by multiple output current minimization problems, which are solved by the DGs controlled by ES. This method is model-free and thus solving for the parameters of the equivalent grids in Fig. 1 , which requires full knowledge of the grid at every time instance, is not needed. Furthermore, the current magnitude can be expressed in terms of the voltage magnitude |V i | and the complex power magnitude |S i | as |I i | = |S i |/|V i |. Therefore, minimizing the current magnitude is the same as minimizing the complex power magnitude if the voltage magnitude of DG is well regulated around the set point. In addition, |S i | 2 can be expressed in terms of active power P i and reactive power Q i as
In the proposed method, we control the active power of DGs to reduce the overall distribution power loss in the microgrid while regulating their terminal voltage magnitudes to set points. With the individual objective function defined as f i := P 2 i + Q 2 i , the optimization problem for the ith DG is written as In accordance with the motivation to support a plug-andplay and robust operation, we develop an approach that does not need information about the grid structure or communication among the microgrid components. In this approach, each DG aims to minimize its own complex power magnitude as described in detail next.
III. THE PROPOSED METHOD
The previous section introduced the concept of formulating the power loss minimization problem as multiple complex power minimization problems. This section first briefly describes the gradient-based ES for completeness, followed by an explanation of how the ES method is applied to solve these minimization problems and a description of the overall control scheme.
A. THE GRADIENT-BASED EXTREMUM SEEKING METHOD
Let θ * and y * be the optimal input and output of the general, nonlinear mapping y = f (θ ), where the exact form of f (θ ) is unknown. In this case, the ES method can be applied to find the optimal solution. VOLUME 7, 2019 The structure of the discrete gradient-based ES loop with a single input for finding the minimum [17] is shown in Fig. 2 . In the ES process, the gradient of f is learned via the probing signal ρ(k) = a cos(ωk − ψ). With ρ(k), the current estimate of the optimal solutionθ(k) is perturbed, which then changes the output y(k) accordingly. Here a is the probing amplitude. The high-pass filter (HPF) then extracts the alternating part of the output, y ac (k), and with the demodulation signal m(k) = 2 cos(ωk − ψ − φ)/a, an estimate of the 1st derivative is obtained, which is denoted as ξ (k). The phase delay caused by the HPF is compensated by φ in the demodulation signal. Thenθ (k) is updated by the integrated ξ (k). Eventually, θ (k) will converge to the optimal solution θ * [16] , [17] . The ES method is model-free and thus is in line with our goal of developing a control approach that does not rely on grid structure information.
B. THE APPLICATION OF THE EXTREMUM SEEKING METHOD
The gradient-based ES is applied to solve the individual minimization problems (2) . In the proposed method, each ES-controlled DG has its own ES loop as shown in Fig. 3 . The input and output of the mapping for the ith DG are P i and f i = P 2 i + Q 2 i , respectively. It is assumed that the microgrid dynamics are such that the steady state is achieved within a time window of T . Therefore, the time step for the ES process is chosen as T , resulting in a sampling rate of 1/ T and allowing the unknown mappings in the ES loops for all ES-controlled DGs to be considered as static. Another important consideration is the time required for the perturbation of probing signal to take full effect. From the above assumption of achieving steady state in T , the result of the perturbed input at time k − 1 will be fully realized at time k. Therefore, the demodulation signal needs to be shifted back by one step, i.e., m(k −1), to match the mapping output f i measured at time k.
Furthermore, to enhance the performance of ES, in this work a 4th-order IIR (infinite impulse response) bandpass filter (BPF) B(z) is used to replace the original HPF (z − 1)/(z + h) in [17] . B(z) is designed with its bandwidth centered at the probing frequency. The benefits of using a higher-order BPF are two-fold: (a) It can attenuate the highfrequency noise, which would be amplified if (z − 1)/(z + h) is adopted. (b) It can more effectively filter out the lowfrequency noise that may arise from the large loop gain γ ; in other words, a larger γ can be tolerated without hurting the stability to achieve faster convergence. In particular, a high signal-to-noise ratio can be maintained by using a higher-order BPF, especially when the probing amplitude a is small. This is important, since smaller perturbations to the system are normally preferred. For ensuring the stability of the ES loop with B(z), following the same process of derivation in [17, Th. 2], we can obtain the necessary condition Re{e jφ i B(e jω i )} > 0, which can be utilized in designing a B(z) that will not negatively influence the stability. In addition, the shifting of the demodulation signal mentioned above can be incorporated into the phase compensation φ i , so that this stability criterion can be directly applied.
It is also worth noting that in the multi-variable gradient-based ES (one multiple-input-single-output problem), the probing frequencies of the input variables need to satisfy that ω i = ω j and ω i + ω j = ω k , for all i = j = k [22] ; otherwise the gradients of the output function with respect to different input variables cannot be correctly estimated. However, in our proposed method, the ES-controlled DGs have their own individual objective functions (multiple single-input-single-output problems). Therefore, the requirement for probing frequencies above is not necessary as long as the droop-controlled DG, which is controlled by the droop method that will be explained in the next subsection, can maintain the demand-supply balance. This will be further explained in Section IV. As will be shown in the simulation case studies, the same probing frequencies can be used for the DGs.
Under properly designed ES parameters, the convergence of the ES method to the unique solution is guaranteed if the mapping is convex or concave. Otherwise, ES may converge to a local optimum if the mapping contains multiple local extrema. In [26] , a gradient-based ES for global optimum is proposed. Basically, this method adaptively changes the amplitude of the probing signal so that ES can pass through local extrema. However, the probing signal may need a large amplitude initially in this method and whether this amplitude is sufficiently large or not is hinged on the shape of the unknown mapping, which may be difficult to ensure practically. On the other hand, large perturbations from the probing signals may not be desired as mentioned in the last subsection.
In the proposed method, the individual cost function in (2) to be minimized for the ith DG is composed of P i and Q i , 20882 VOLUME 7, 2019 which are dictated by the power flow equations:
A couple of notes are in order. Firstly, even though f i is quadratic in P i and Q i , Q i is actually coupled with all the power outputs of other DGs via the power flow equations (3), which are in general non-convex. As a result, ES cannot guarantee to converge to the global optimum in the proposed method. Nevertheless, as will be shown in the case studies, the proposed method effectively reduces the distribution power loss, which is the primary goal in this study. Secondly, we can see from (3) that for a given grid, once the voltage magnitudes and phase angles of all buses are determined, the power flow is then determined. If for some buses the active and/or reactive powers are given, the solutions for the voltage of buses may not be unique. However, there is normally one solution much closer to the nominal voltage, which is the one preferred. Therefore, for a given grid in normal operation, there are four quantities associated with each bus (i.e., voltage magnitude, phase angle, active power, and reactive power) and we can choose two out of these four variables to control the power flow. As motivated in Section I, in this work we choose to control the active power while regulating the voltage magnitudes of the DGs (treated as PV buses). Therefore, the reactive power of those buses will change accordingly. In addition, even though (3) involves line impedances and voltages of all buses, our proposed method does not require the grid structure information and relies only on local measurements, supporting the plug-and-play operation of microgrids.
C. THE OVERALL CONTROL SCHEME
With the formulation of the power loss minimization problem as multiple complex power minimization problems, the overall distribution power loss can be reduced in a decentralized way. Along the process of minimizing individual complex powers of DGs, one DG is assigned to be controlled by the droop method [24] as follows:
where f m and f 0 are respectively the measured and the nominal AC frequency, which is 60 Hz in this paper, R p is the droop constant, and P 0 and P set are respectively the nominal power and the set point of active power of the DG. The droop method is widely used for keeping demand-supply balance in grid control, since it only relies on locally-measured information. However, to restore the possible frequency deviation from f 0 after the demand-supply balance is achieved, a proportionalintegral controller is included in the proposed method to adjust P 0 and fulfill the secondary control of islanded microgrids [27] .
It is suggested to assign as the droop-controlled DG the DG with the least impedance along its link to the loads. Practically, a reasonable choice is the DG connected to the main line in the distribution feeder, because normally the main line is composed of lines with lower impedance and is linked to most other lines. This way, the droop-controlled DG will be the one electrically close to most of the loads. In an islanded microgrid, there is typically a power source serving as the ''backbone" for the small community, and this DG would be a good candidate to perform the droop control. In practical applications, the ES-controlled DGs can switch to droop control easily if large local frequency deviations are detected. The design of such a higher level safety measure, however, is beyond the scope of this paper.
In summary, in the proposed method one DG is controlled by the droop method to ensure demand-supply balance according to (4) , while all the other DGs are separately and simultaneously minimizing their individual complex power outputs using the ES method as shown in Fig. 4 . All the DGs, including the droop-controlled DG, control their active power outputs while regulating the voltage magnitudes. This approach is totally communication-free and does not rely on the knowledge of the grid structure, i.e., how the buses are interconnected or what the line impedance values are. Therefore, it supports the plug-and-play operation of microgrids. 
IV. ANALYSIS OF THE PROPOSED METHOD
With each ES-controlled DG minimizing its own complex power output in the optimization process without communication, the proposed method leads to a non-cooperative game with those ES-controlled DGs as players. Whether this game has an NE and the stability of it under the proposed method using ES are analyzed in this section.
An NE is, by definition, a point at which no player in the game is incentivized to change his/her own decision unilaterally. As pointed out in the last section, power flow equations are noncovex in general. It is also difficult to determine in advance whether the operating points of the grids are confined in any region in which we can claim the problem is convex. Therefore, the well-known sufficient condition for the existence of a local NE in a non-cooperative game, namely, that the objective function of each player is strictly convex in his/her own decision variable in the local region [28] , is not directly applicable. Note that in [22] , Arnold et al. do VOLUME 7, 2019 prove the convexity. However, in [22] , the loads rely on the single substation for active power and the distributed VAR sources only control the reactive power without regulating the voltage. Then the problem convexity is proved by induction over the tree-like structure of the radial grid. However, this induction approach cannot expand to our method, because we control the active power and regulate the voltage at the DG buses.
Although by definition the NE is a point at which each player's cost is minimized, it is not necessarily stable. After proving the existence of an NE in the proposed method, we show that the NE is locally exponentially stable through the averaging theory based on the assumption that the NE is locally unique.
Without loss of generality, the following sets of nodes are defined for the analysis: (a) the set of node for droopcontrolled DG N DP := {1}, (b) the set of nodes for ES-controlled DGs N ES := {2, 3, . . . , N G }, (c) the set of load nodes
A. THE EXISTENCE OF NASH EQUILIBRIUM
The assumption about the solutions to the power flow equations (3) is stated as follows.
Assumption 1: In the process of optimization, the power flow equations (3) always have solutions.
Assumption 1 implies the following: (a) The droopcontrolled DG is capable of balancing the demand and supply while the ES-controlled DGs are adjusting their outputs. (b) The operating points are away from the voltage collapse point happening at the ''nose" of the P-V curve in the static voltage stability analysis. Therefore, J , the Jacobian of the power flow equations, is always non-singular [29] .
Based on Assumption 1, the existence of NE is established and presented in Theorem 1.
Theorem 1: Consider the non-cooperative game with the ES-controlled DGs as players, whose individual optimization problems are defined by (2) , and voltage magnitudes are well regulated around the desired set points. If Assumption 1 is satisfied, there must exist at least one NE in this game.
Proof: Please see the appendix.
B. CONVERGENCE AND STABILITY ANALYSIS
In this subsection, the local uniqueness of NE is first considered, and then the similar approach of convergence analysis in [30] is adopted to prove the stability of NE in the proposed method. According to the last subsection, the NE corresponds to the solution to the variational inequality (VI) problem VI(K ES , F ES ), where K ES := K 2 × . . . × K N G with K i denotes the feasible domain for the ith DG, and F ES is defined in (11) . The criterion for a solution to a VI problem to be locally unique can be found in [31, Proposition 3.3.4 and Remark 3.3.5]. Then a sufficient condition for the NE of the proposed method, P * ES , to be locally unique is to have strictly positive Jacobian matrix J (F ES ) evaluated at P * ES . It leads to the following assumption about the NE point. not only establishes the local uniqueness of P * ES but also is directly related to its stability. In the simulations that will be presented in the next section, Assumption 2 is shown to hold numerically.
In the following discussions, the output of a transfer function G(z) driven by an input signal u(k) is denoted as G(z) u(k) . The closed-loop system of the ith ES-controlled DG depicted in Fig. 3 is described by the following equations: Theorem 2: Consider the non-cooperative game with the ES-controlled DGs as players whose individual optimization problems are defined by (2), voltage magnitudes are well regulated around the desired set points, and active power update strategy follows (5) and (6) . If Assumption 2 is satisfied and Re{e jφ i B(e jω i )} > 0 for all ES-controlled DGs, i.e., ∀i ∈ N ES , then there exists a constant γ * > 0 such that the NE, which is shown to exist by Theorem 1, is locally exponentially stable for all 0 < γ i < γ * , ∀i ∈ N ES .
V. SIMULATION RESULTS
A series of case studies conducted by numerical simulations using SimPowerSystems toolbox of SIMULINK are presented in this section. In Study 1, the proposed method is applied to a 5-node grid and a 35-node grid inspired from the IEEE 37-node radial test feeder to show its scalability. The 35-node grid encounters a load redistribution event in simulation to demonstrate that the proposed method can maintain low power loss under changing load distributions. Also, the ADMM approach in [10] is used to compute the results of traditional VAR control as a comparison. In Study 2, an additional line with load connected to it is suddenly added to the 35-node grid to simulate the sudden connection of a large load that changes the grid structure. The ADMM approach, which is a model-based method, is applied in an on-line fashion to show the high power loss due to the model error and the benefits of using the proposed modelfree approach in this situation. Lastly, in Study 3 the proposed 20884 VOLUME 7, 2019 method is applied to a meshed grid modified from the radial 35-node grid. This study shows that the proposed method can be applied to meshed grids, where convex relaxation in the ADMM approach in [10] is not exact in general. The threebus model identification approach in [15] is also applied as a benchmark to the 35-node cases in these 3 studies.
A. STUDY 1: SCALABILITY AND LOAD REDISTRIBUTION
The proposed method is first applied to a 5-node grid shown in Fig. 5 . In this 5-node grid, node 1, node 2, and node 5 are DG nodes and connected to DG1, DG2, and DG5, respectively; the remaining two nodes are load nodes. DG1 is assigned as the droop-controlled DG, while DG2 and DG5 are controlled by ES. In all case studies in this paper, the control time step T is 1 s and the probing frequency ω i is 0.1 Hz for all DGs. Therefore, there are 10 samples in one probing period. The BPF used in this paper is then designed with a bandwidth of 0.04 Hz centered at 0.1 Hz as
.
The phase compensation for B(z) is -39.89 deg, so with the phase shift in demodulation signal considered, φ i = −75.89 deg. Therefore Re{e jφ i B(e jω i )} = 0.123 > 0, which means the stability requirement for ES is satisfied. Figure 5 also shows the simulation results. With the proposed control strategy, the power loss is reduced from approximately 14% of the total active power demand to 5.80% after the DGs adjust their power outputs. The optimization results solved off-line with the method based on ADMM in [10] are also shown with dashed lines (the voltage magnitudes of DGs are set to the same values as those used in the proposed method). In contrast to the proposed method, this optimization uses the complete information of the grid structure and line impedance values. In this case, the results obtained with the proposed method converge to the optimal solution from the ADMM approach in terms of both the power loss and the active power outputs.
The power losses achieved by choosing DG2 or DG5 as the droop-controlled DG are 5.83% and 5.84%, respectively (not shown here). Hence, being the one facing the least resistance to the loads, DG1 in this case is the best choice for droop control, which is in line with the suggestion for choosing the droop-controlled DG. Nevertheless, the results obtained with DG2 or DG5 being the droop-DG are also useful, since they are within 1% of the optimal solution.
In order to test the scalability and the ability of maintaining low power loss in different operating conditions, the proposed method is further applied to a 35-node grid inspired from the IEEE 37-node test feeder (with the substation and stepdown transformer removed) as shown in Fig. 6 [33] . The IEEE 37-node test feeder is with nominal voltage 4.8kV and substation nominal power 2500 kVA, and we modify it to create a low-voltage islanded microgrid case with only FIGURE 6. The one-line diagram of the IEEE 37-node test feeder [33] . The segments in the red dashed rectangles are removed in the 35-node cases. The red dotted lines represent the added line segments to form the meshed 35-node grid in Study 3. VOLUME 7, 2019 208 V and nominal power 100 kVA. While the loads in the IEEE 37-node grid are composed of unbalanced constant PQ, constant impedance, and constant current loads, we assume that all the loads are constant PQ loads in the 35-node grid. Furthermore, the power consumption is assumed to be evenly distributed among the three phases to render a balanced grid. The active powers of the loads are kept the same in per unit (pu), while the reactive powers are scaled down to approximately 1/5 of the active power for all loads.
We also redesign the lines in order to better fit the case of low-voltage microgrid. Originally, there are four different line configurations in the IEEE 37-node grid. Without the substation, the line from node 799 to node 701 is not required and there are three line configurations left to be determined. Summarized in Table 1 are the resistance and inductance values chosen for these three line configurations, which are normally used in secondary distribution [34] . Moreover, all the lines are shortened to be only 1/4 in length of those in the IEEE 37-node grid to render an average length of 36 m for line segments between buses. In this example, 5 DGs are utilized to supply the power to the loads, while the substation at node 799 is disconnected to create the scenario of islanded microgrid. The 5 DGs are labeled as DG1 to DG5 and are respectively connected to node 701, 707, 729, 710, and 711. Being connected to the main line of the feeder, DG1 is thus chosen as the droopcontrolled DG. DG2 to DG5 are then the ES-controlled DGs.
To test whether the proposed method can maintain low power loss in different load distribution situations, from t = 150 s to t = 160 s, both active and reactive power at node 701 are gradually reduced by 40% and shifted to loads at node 725, 731, 736, and 744 evenly. The total amount of load demand of the grid remains the same before and after this load redistribution event.
The simulation results are plotted in Fig. 7 . Initially, the 5 DGs produce the same amount of active power, resulting in a very high power loss (about 17%). In the case with the proposed method shown in Fig. 7(a) , the power loss is reduced to 0.88% before the load redistribution and then converges to 1.23% at the end of simulation after load redistribution. During the period of load redistribution (t = 150 s to t = 160 s), DG1, which is controlled by the droop method, first reacts to balance the demand. Then the ES-controlled DGs start adjusting their outputs and bring down the overall power loss. The optimal solutions obtained off-line by the ADMM approach [10] are shown with dashed lines as a comparison. Note that the results with the proposed method are very close to the optimal solutions from the ADMM method, [15] . The dashed lines correspond to the optimal solution obtained with the ADMM approach in [10] .
but unlike the ADMM method, the proposed method achieves these results without any communication or information about the grid structure. Figure 7 (b) shows the results obtained from the threebus model-identification approach in [15] . This approach adopts the token-ring protocol by which the DGs take turns to execute the power update strategy. In other words, at a time instance there is only one DG (with token) actively adjusting its power output while all the other DGs (without token) are controlled by the droop method. In this and the following simulations with the 3-bus model identification approach, the token is passed to the next DG every 10 s. At the time when the load redistribution happens, the token is at DG1 and the other DGs increase their active power outputs to keep the demand and supply balanced by the droop method. The model identification in this approach requires the information of power generation/consumption of all DGs/loads and involves solving the power flow equations of a threebus model. As the power flow equations are non-convex, accurate model identification results are not easy to obtain 20886 VOLUME 7, 2019 and may be computationally expensive. This is reflected by the fluctuations in the power curves.
To compare the proposed method with the traditional Volt/VAR control approach, the results of controlling reactive power outputs of DG2 to DG5 to minimize the power loss are computed using the ADMM approach in [10] and shown in Fig. 8 . In the case with Volt/VAR control, the active power outputs of DG2 to DG5 are maintained at initial values and DG1, which is responsible for keeping demand-supply balance, adjusts its active power as the other DGs change their reactive power generation for power loss minimization. The power losses achieved are 3.15% and 2.49% before and after the load redistribution compared with 0.88% and 1.23% with the proposed method. It is also worth noting that the voltage magnitudes in the proposed method are more unified than those in the Volt/VAR control as a result of direct regulation of voltage and control of active power. In summary, this case study shows the ability of the proposed method to find the new operating points for the DGs to maintain low power loss after the load redistribution. It also shows that the proposed method better supports the voltage and leads to less power loss as compared with the traditional Volt/VAR control in the low voltage resistive microgrids. Furthermore, the 5-node case and the 35-node case together demonstrate the scalability of the proposed method and its ability to adapt to grids with different levels of complexity without communication or knowledge of the grid structure, all of which are in line with the overarching goal of supporting plug-and-play operation.
B. STUDY 2: CHANGE OF GRID STRUCTURE
This study intends to demonstrate the benefit of our modelfree approach in the situation where the grid structure is changed. The 35-node grid supported by 5 DGs introduced in Study 1 with the same parameters is used. At t = 60 s, a load consuming 0.05 pu active power and 0.01 pu reactive power is suddenly connected to node 737 through a line with the same configuration and length as that connecting node 710 and node 734. In a microgrid, the connection of a component that consumes or generates large power may significantly change the grid structure.
As a comparison, the ADMM approach used to compute the optimal solution in Study 1 is implemented in an online fashion. The controllers at the buses communicate every 0.02 s to conduct the decentralized ADMM algorithm. Once the ADMM algorithm converges, the DGs start updating their active power outputs according to the computed optimal solutions. The change rate of active power set point of one DG in every control time step T = 1 s is limited to 0.004 pu for stability. In the updating process, DG1 remains being controlled by droop method to ensure demand-supply balance. For clarity, the same ADMM algorithm applied to compute the optimal solutions in Study 1 and Study 2 is denoted as off-line ADMM.
Shown in Fig. 9(a) , the proposed method keeps the power loss close to the optimal solutions obtained by the off-line ADMM approach with the perfect knowledge of grid structure change. For the results with on-line ADMM, plotted in Fig. 9(b) , at approximately t = 10 s, the ADMM algorithm converges and DG2 to DG5 start to update their power outputs and soon converges to the optimal solutions at about t = 30 s before the grid structure change happens. After t = 60 s, DG1 first reacts to the additional load. However, the grid model used in the on-line ADMM method is still the original one so that the optimal solutions corresponding to the new grid structure cannot be obtained to bring down the power loss and the power loss remains at about 3%. As to the three-bus model identification approach, it implements the control based on the on-line identified models, so the grid structure change is not an issue. Again, even though the power curves are less smooth due to model identification errors, the power loss is maintained close to the optimal solution at the end of the simulation as shown in Fig. 9(c) . This study shows that the model-based methods, e.g. the ADMM approach, tend to face some issues when grid structure change happens without the model information being updated or when some other model errors exist. However, the proposed method is model-free and as shown in the simulation is able to maintain low power loss. This is especially important for plug-and-play operations in small-scale microgrids, in which the grid structure may be influenced more significantly by plugging in or plugging out some equipment.
C. STUDY 3: APPLICATION TO MESHED GRID
As mentioned in Section I, the ADMM approaches in [9] and [10] involve some convex relaxation techniques to convexify the power flow equations. However, this relaxation is in general not exact for meshed grids. In particular, the solutions may not satisfy the cycle condition that the summation of the voltage drops along a cycle must be zero [35] . In other words, the solutions obtained from these approaches may not be practically feasible when the grid is of meshed structure. In contrast, the proposed method is applicable to both radial and meshed grids due to its model-free nature. To demonstrate this wider range of applicability, in this study we apply the proposed method to a meshed grid modified from the radial 35-node grid used in Study 1 and Study 2.
The parameters in the meshed 35-node grid and the DG assignment remain the same as those in the radial 35-node grid, except for the following nodes being connected additionally (shown in Fig. 6 in red dotted lines): (a) node 729 and node 732 by the same line connecting node 710 and node 734, (b) node 725 and node 731 by the same line connecting node 709 and node 731, and (c) node 731 and node 741 by the same line connecting node 711 and node 741, in both configuration and length.
The simulation results of Study 3 using the proposed method are plotted in Fig. 10(a) . The optimal solutions shown by dashed lines are now computed by brute-force instead of the off-line ADMM approach due to its relaxation inexactness issue for meshed grids. With the proposed method, even though the active power allocation among the DGs deviates from the optimal solution, the power loss achieved at the end of simulation is 0.66%, not far from the optimal 0.11% from brute-force. In the case with three-bus model identification approach, the power loss achieved at the later period of simulation varies between approximately 1.6% and 0.7%, as shown in Fig. 10(b) .
D. REMARKS ON THE CASE STUDIES
Recall in the stability analysis, it is assumed that the Jacobian matrix J (F ES ) evaluated at the NE is strictly positive so that the NE is locally unique (Assumption 2) and the local exponential stability of the NE is accordingly established. In Fig. 11 , the eigenvalues of the matrix 1 2 J (F ES ) T +J (F ES ) of the 35-node cases with the proposed method are plotted. Because there are 4 ES-controlled DGs in the 35-node cases, J (F ES ) is a 4-by-4 matrix. As we can see, the eigenvalues are all positive for those cases in above 3 studies, so the NE points being converged to are locally unique and locally exponentially stable according to the analysis in Section IV.
From the three studies presented in this paper, the proposed method is shown to be able to maintain low power loss under the events of load redistribution (Study 1) and grid structure change (Study 2). Its scalability and ability to be applied to meshed grids are also demonstrated through Study 1 and Study 3, respectively. Due to its modelfree nature, the detailed and precise model information is not needed in contrast to the model-based approaches, e.g. ADMM approach in [10] . Even though the three-bus model identification approach in [15] does not require the grid model, the information of power generation/consumption of all DGs/loads is needed for the on-line model identification. It may not be ideal in terms of scalability. On the other hand, the model identification process is relatively computationally expensive, as it involves solving the power flow equations of a three-bus model, which are non-convex. However, the proposed method only deals with some signal filtering, demodulation, and integration in the ES loop, which are simple algebraic operations, so it is computationally efficient. For example, for the 35-node case in Study 1, the computation time spent on control (time spent on grid simulation is subtracted), is on average 211 s and 1.8 × 10 4 s for the proposed method and the three-bus model identification approach, respectively. The simulations in this paper are conducted in MATLAB 2016a on a PC with Intel R Xeon R E5-1620 CPU. The computation time for model identification in the latter approach can increase if higher accuracy of model identification results is demanded. As to the ADMM approach, the solutions to the suboptimization problems for the controllers at the buses have analytical forms, so they can be solved in no significant amount of time. The main factor for the convergence speed of ADMM approach is thus the communication rate, i.e., how frequent the controllers exchange the information. The comparison of the proposed method, the ADMM approach [10] , and the three-bus model identification approach [15] is summarized in Table 2 .
VI. CONCLUSIONS
In this paper, a communication-free decentralized power control method for distribution power loss minimization in islanded microgrids using the gradient-based ES is proposed. VOLUME 7, 2019 The power loss minimization problem is formulated as multiple complex power minimization problems for the DGs in which the active powers are controlled while the voltage magnitudes are regulated. Specifically, one DG is controlled by the droop method to ensure demand-supply balance, while other DGs are implementing ES independently and simultaneously. In the optimization process, no grid structure information or communication is needed. A 4th-order BPF is adopted in the ES loop to improve the convergence speed, as opposed to the 1st-order HPF usually used in literature. It is proved that the resulting non-cooperative game has an NE that is locally exponentially stable under properly designed ES parameters if the NE is locally unique (Assumption 2). Numerical simulations show that the proposed method can successfully reduce power loss in a 5-node grid, and a 35-node grid with a change in operating condition due to load redistribution and grid structure change. The ability of the proposed method to better support the voltage and reduce power loss in low voltage resistive microgrids compared with traditional Volt/VAR control is also demonstrated. In addition, the proposed method is applied to a meshed 35-node grid to show its ability to reduce power loss in grids of meshed structure, where the convex relaxation of the ADMM approach in [10] is in general not exact. Thus, the proposed method is a promising approach for reducing the distribution power loss in microgrids while supporting a plug-and-play operation.
In this paper, the voltage magnitudes of DGs are regulated to predefined values close to 1 pu and those of the load buses are within the range of normal requirement (0.95 to 1.05 pu) in simulations. However, a more comprehensive control approach to guarantee that the voltage levels are maintained in the desired range at all times is needed as voltage regulation is crucial in microgrids. Therefore, in the future we intend to include voltage control to the current work. On the other hand, due to the assorted possible operating conditions and structure of microgrids, and the nonlinearity of power flow equations, it would be difficult to derive a tight enough bound on the power loss that can be achieved by the proposed method, without conducting the full simulations. Motivated by the promising results presented in this paper, we intend to further develop a tool that can quickly evaluate the performance of the proposed method in various microgrids in the future.
APPENDIX

A. PROOF OF THEOREM 1
The power flow equations H (V , δ) = 0 appearing as equality constraints in (2) actually do not restrict the values of P i , but only influence the values of Q i , i.e., Q i = Q i (P i , P −i ). Therefore, the decision region for the ith DG is simply
Then for all the ES-controlled DGs, if an NE exists, denoted as P * ES = [P * 2 , P * 3 , . . . , P *
N G
] T , by definition it must satisfy:
Since K i is convex, the necessary condition for optimality for (9) is (10) is aggregated for all the ES-controlled DGs to form a single variational inequality (VI) problem VI(K ES , F ES ), with
. . .
and : Let C ⊂ R n be a nonempty convex compact set. Every continuous function : C → C has a fixed-point in C.
In Lemma 1, there are two key requirements that need to be satisfied. First, the domain K ES should be a convex compact set. From (8) and the definition of K ES , it is obvious that K ES is compact and convex. The second requirement is that ES (P ES ) needs to be continuous in P ES in order for it to have a fixed-point P * ES , which corresponds to the NE of the proposed method. Recall that ES (P ES ) := K ES [P ES − F ES (P ES )]. Because the projection operator K ES (.) is continuous, the only task is to show that F ES is continuous in P ES . The ith entry of F ES can be written as
In (12), ∂Q i /∂P i can be further expressed as
where J is invertible according to Assumption 1, and e i is the vector of appropriate size with the ith entry equal to 1 and all the other entries equal to 0, and the vector a Q i is
From the power flow equations (3), we can easily observe that a Q i and J are both continuous in δ i and δ −i , which leads to the fact that ∂Q i /∂P i is continuous in δ i and δ −i . Similarly, the vector of active power from the ES-controlled DGs, P ES , is continuous in δ i and δ −i , as can be observed from the power flow equations (3). Further, based on the fact that phase angles are small (a few degrees) in practical applications, it can be claimed that ∂Q i /∂P i and P ES will change continuously along with the change of δ i and δ −i , so ∂Q i /∂P i is continuous in P ES . According to the same argument, Q i is continuous in P ES . Therefore, (12) is continuous in P ES . Accordingly, it follows that F ES is continuous in P ES as long as the microgrid is operated in normal conditions.
Then, according to Lemma 1, there must be at least one fixed-point for ES (P ES ). Equivalently, VI(K ES , F ES ) must have a solution P * ES at which the optimality condition (10) is satisfied for all ES-controlled DGs. Therefore, the existence of at least one NE in the proposed method is proved.
B. PROOF OF THEOREM 2
Define the tracking error with respect to the NE point P * ES for the ith DG:P
Then the difference equation describing the error dynamics of the ith DG can be derived from (5) and (6):
where
For the system of tracking errors of ES-controlled DGs, we can shift the closed ball B NE r , which is defined with respect to the NE, to the origin and define it as B r := {P ES ∈ R N G −1 | P ES ≤ r}. Next is to conduct Taylor expansion on f i about the NE point and express it in terms of the tracking errors:
. The terms in (17) can be divided into three groups:
where L i (P ES ) represents the terms linear in ρ i , the terms independent ofP ES are denoted by d i (P ES ) , and the remaining terms by D i (P ES ). Therefore g i (k,P ES ) = cos(ω i k − ψ i − φ i )B(z) f i (k) can be written as g i (k,P ES ) = g Li (k,P ES ) + g di (k,P ES ) + g Di (k,P ES ), (19) with the subscripts of the terms on the right-hand side indicating the corresponding terms in (18) . With the assumptions that the terms of order higher than two are ignorable in B r and the terms quadratic in probing signals are small, we have 
With similar operations, we can obtain directly that g av di (P ES ) ≈ 0 and g av Di (P ES ) ≈ 0 if the probing frequencies are different and satisfy ω i = ω j and ω i + ω j = ω k , for all i = j = k. On the other hand, if the ES-controlled DGs are using the same probing frequency, we have the following: (26) and (27) [32] . WithP ES fixed, g i (k,P ES ) is approximately a constant added with some zeromean sinusoidal signals and exponentially decaying terms, according to (24) and similar derivations on g di (k,P ES ) and g Di (k,P ES ), which are not shown here. Therefore, the criteria in [32, Th. 2.2.2] are satisfied by the original system (16) and the averaged system (29) for all ES-controlled DGs. So the original system is exponentially stable as long as the averaged system is exponentially stable. The next step is to aggregate (29) for all the ES-controlled DGs to obtain the averaged system for the whole game: for the averaged system. Therefore, the NE is also locally exponentially stable for the original system.
C. SIMULATION PARAMETERS
See Tables 3 and 4. 
