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ABSTRACT: The selection of molecular spin qubits with a long
coherence time, Tm, is a central task for implementing molecule-
based quantum technologies. Even if a sufficiently long Tm can be
achieved through an efficient synthetic strategy and ad hoc
experimental measurement procedures, many factors contributing
to the loss of coherence still need to be thoroughly investigated
and understood. Vibrational properties and nuclear spins of
hydrogens are two of them. The former plays a paramount role,
but a detailed theoretical investigation aimed at studying their
effects on the spin dynamics of molecular complexes such as the
benchmark phthalocyanine (Pc) is still missing, whereas the effect
of the latter deserves to be examined in detail for such a class of
compounds. In this work, we adopted a combined theoretical and experimental approach to investigate the relaxation properties of
classical [Cu(Pc)] and a CuII complex based on the ligand tetrakis(thiadiazole)porphyrazine (H2TTDPz), characterized by a
hydrogen-free molecular structure. Systematic calculations of molecular vibrations exemplify the effect of normal modes on the
spin−lattice relaxation process, unveiling a different contribution to T1 depending on the symmetry of normal modes. Moreover, we
observed that an appreciable Tm enhancement could be achieved by removing hydrogens from the ligand.
■ INTRODUCTION
Quantum bits, or qubits, represent the fundamental units for
the realization of quantum computers. In comparison to their
classical analogues, the ultimate advantage of quantum
computers arises from using quantum gates as the basic units
for logical operations.1 This allows solving problems that
classical computers cannot solve, reaching the so-called
quantum supremacy.2 In recent years, different strategies
have been employed to integrate qubits in specifically
engineered quantum architectures.3 However, the realization
of universal quantum computers4 and fault-tolerant quantum
processors5−7 can still be considered a fundamental challenge
in the field of quantum information science and technology.
Currently, molecular spin qubits, such as CuII and VIV
complexes, seem to be a realistic alternative to the proposed
physical and chemical systems,8−14 such as transmons,15,16
optical cavities,17 and defects in semiconductors and
insulators.18−23 The reason for this is that, in many cases,
they guarantee a long coherence time (Tm) over a wide range
of temperatures,9,12 so that the superposition state of two well-
defined basis states is accessible and employable for logical
operations within algorithms.24 In addition, a great advantage
is represented by the availability of a set of addressable and
accessible electronic and nuclear energy levels that can be
probed by electromagnetic pulses.25,26
VIVO and CuII complexes with macrocyclic conjugated
ligands such as phthalocyanine (H2Pc),
8,9 tetraphenylporphyr-
in (H2TPP),
11,27 and their derivatives (e.g., H2TCPP =
5,10,15,20-tetrakis(4-carboxyphenyl)porphyrin)11,28 have at-
tracted further specific interest in this field because of their
excellent features in terms of semiconducting properties,29−31
thermal stability,32 and surface adsorption.33−36 These proper-
ties should be compared with those of ad hoc designed
molecular systems that either are not thermally stable or are
ineligible for chemical processing while showing longer
coherence times.
Two main contributions affect the coherence time of
phthalocyanine complexes. The first contribution arises from
the localized hyperfine interaction between the central ion and
the four coordinated nitrogen atoms at the macrocyclic core,
while the second contribution stems from the through-space
hyperfine interaction with peripheral hydrogen nuclei.8,37
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The first contribution is to be considered intrinsic to this
class of molecules and sets the limit of their relaxation
properties.37 On the other hand, the nuclear spins of
hydrogens in phthalocyanine scaffolds might affect electronic
coherence through a spectral spin diffusion mechanism.38,39
Here, the decoherence efficiency is not a monotonic function
of the electron−nuclear distance. When it reaches the critical
limit of the spin-diffusion barrier radius, the magnetic
interaction is reduced, and the flip-flop transitions of nuclear
spins are permitted, thus affecting the coherence time.
Following what has been reported in studies conducted on a
VIVO series of metal complexes and organic radicals, the
critical radius may be reasonably expected to be in the 4−8 Å
length scale for molecular spin qubits.38,40 Benzylic hydrogens
of the Pc ligand, which account for the shortest Cu−H
distance (5.89 Å), should then be considered noninnocent
(Figure 1).
Some studies aimed at investigating the coherence times of
α-[Cu(Pc)] cast many doubts about spin diffusion barrier
effects in this class of macrocyclic complexes.8,37 Indeed, when
the CuII concentration is lower than 5% in a diamagnetic
isostructural solution, and nuclear-induced decoherence
becomes predominant, the main contribution to the spin−
nuclear interaction was attributed to the hyperfine contact
term of the four bonded nitrogen atoms of the ligand rather
than to those of the peripheral hydrogen atoms.8
Furthermore, the dramatic loss of coherence observed above
100 K in [Cu(Pc)]8 is mainly due to the rapid decrease in the
spin−lattice relaxation time T1, limiting the coherence of the
system. T1 is affected by several contributions arising from a
blend of molecular and crystal properties,25 i.e. spin−phonon
coupling (SPC) and the phonon spectrum,41,42 but a detailed
vibrational characterization of the isolated molecule can give
more subtle insight into the spin−lattice relaxation.
Recent studies have focused on the hydrogen-free macro-
cy c l i c l i g and t e t r ak i s ( th i ad i a zo l e )po rphy r a z ine
(H2TTDPz),
45,46 belonging to the Pc family, and the metal
complex [VO(TTDPz)]47 revealed that the mean distance
between molecules on metal surfaces is lower than that of the
phthalocyanine analogue because of the absence of C−H
bonds on peripheral positions.48,49 Furthermore, STM
measurements probed that such a feature leads to enhanced
exchange interactions between adsorbed molecules.50 These
previous works inspired us to compare TTDPz and Pc systems
to understand the effect of spin-active nuclei on the coherence
time of molecular qubits, which is still under active
investigation.43,44 Therefore, we present here a combined
experimental and theoretical study on the vibrational and
coherence properties of the CuII complex [Cu(TTDPz)]
compared to those of the structurally similar but hydrogen-rich
[Cu(Pc)]. We expect that, given the lower magnetic moment
of nitrogen nuclei compared to hydrogen ones and the almost
nuclear spin free nature of sulfur atoms, the decoherence
induced by the ligand should be reduced in this complex in
comparison to [Cu(Pc)].
Our resultsbased on pulsed EPR, ac susceptibility, and ab
initio calculations of molecular vibrations and their SP
couplingallowed us to pinpoint the differences and
peculiarities of these two systems.
■ RESULTS
Synthesis and Structural Characterization. The
methods used in this work to obtain H2TTDPz and its
complexes are based on previously reported synthetic
strategies, appropriately adapted to the current case (see
Synthesis Procedures in the Supporting Information). The
ligand H2TTDPz was obtained according to a method
developed by Linstead et al.53 It relies on obtaining at first
the magnesium complex [Mg(TTDPz)], which is then treated
with a strong acid (CF3COOH) to achieve the free ligand
H2TTDPz (H2L).
46 Even though this procedure can be used
to obtain both the CuII complex [Cu(TTDPz)] (1) and its NiII
diamagnetic analogue [Ni(TTDPz)], basically by reacting H2L
with the acetate or chloride salt of the target metal,46,54 we
found it more convenient to obtain compound 1 directly by
templating its formation around the CuII ion, as previously
reported.45
All reported compounds based on this ligand are almost
insoluble in all common organic solvents, but they show an
appreciable solubility in strong acids, such as H2SO4 and
methanesulfonic acid (CH3SO3H). The treatment of these
compounds with these strong acids could lead to small
contaminations of paramagnetic impurities. In the case of
[Ni(TTDPz)], for example, the paramagnetic fraction after
treatment with CH3SO3H was estimated to be 0.25% by direct
current magnetometry, and it has been assigned to the
presence of paramagnetic NiII in an octahedral coordination
environment (Figure S1). Magnetic dilution was then achieved
by using the free ligand H2L, as for the case of [Cu(Pc)] (2),
8
to reduce the paramagnetic contribution to the CuII
decoherence. Moreover, H2L crystals do not show the typical
polymorphism encountered in other compounds of the same
class. Indeed, they can be obtained only as an α-phase
polymorph, which is the same molecular packing encountered
in α-phase [Cu(Pc)].51 CH3SO3H was thus adopted as the
solvent to obtain magnetic dilutions of 1 in H2L, 2% (12%) and
0.1% (10.1%), and of 1 in [Ni(TTDPz)], 20% (120%) (see
Experimental and Theoretical Details and the Supporting
Information). The same strategy involving CH3SO3H as the
solvent was also employed to get the magnetic diluted (in
H2Pc) α-phases [Cu0.2(Pc)] (220%) and [Cu0.001(Pc)] (20.1%).
Direct current (DC) magnetic characterizations of 120% and
220% are reported in Figures S2 and S3.
Because of the limited stability of compounds in acid
solutions, H2SO4 or CH3SO3H cannot be used to obtain large
crystals suitable for single-crystal X-ray diffraction. Therefore,
all compounds were obtained as microcrystalline powders and
structurally characterized by powder X-ray diffraction analysis
(PXRD). Thus, the collected patterns were compared with
Figure 1. Molecular structures of [Cu(TTDPz)] (left)51 and
[Cu(Pc)] (right).52 The violet spheres behind structures highlight
the spin diffusion barrier of 6 Å. Color code: cyan, C; blue, N; yellow,
S; purple, Cu.
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those simulated from atomic coordinates reported in the
literature (Figures S4−S6).51,52 The PXRD measurements
revealed that compound 1 was obtained as a microcrystalline
solid which crystallizes in the γ-phase (Figure S4), while
compound [Ni(TTDPz)] crystallized in a different mesophase
with reference to those reported in the literature.51 A PXRD
analysis confirms that compounds 220% and 20.1% were both
obtained as pure α-phase polymorphs (Figure S6).52 All of the
other diluted compounds were obtained as amorphous solids
and investigated as such.
Continuous-Wave Electron Paramagnetic Resonance.
The static magnetic properties of compounds 1, 120%, 12%,
10.1%, 220%, and 20.1% were investigated by continuous-wave
electron paramagnetic resonance (CW-EPR) spectroscopy at
the X-band (υ ≈ 9.4 GHz) on microcrystalline powder
samples. The EPR spectrum of 1 was recorded at room
temperature, while the other spectra were taken at T = 30 K.
The spectra (Figures S7 and S8) show the characteristic
hyperfine structure due to coupling of the electronic spin S =
1/2 of the CuII ion with the nuclear spin I = 3/2 of both
copper isotopes 63Cu (natural abundance (NA) = 69.17%) and
65Cu (NA = 30.83%).55,56 It is evident that the superhyperfine
interaction with the four 14N atoms (I = 1) of the macrocyclic
ligand is more resolved by increasing the dilution. A complete
characterization of the magnetic anisotropy of the samples was
accomplished by simulating the spectra57 with the following
spin Hamiltonian
∑μ̂ = · · ̂ + ·̂ · ̂ + ·̂ · ̂
=








where g is the tensor characterizing the electronic Zeeman
interaction, while ACu and AN describe the interaction of the
CuII electronic spin with its nuclear spin and those of the four
bonded nitrogen atoms, respectively. For compound 1, the ACu
tensor was assumed to be axial, which is analogous to previous
literature reports on 2.56 Furthermore, the four AN tensors
were assumed to be identical and axial, with the local z axis
oriented along the N−Cu bond. All simulations were
implemented by adopting a Voigtian line shape, obtained as
a convolution of a Gaussian and a Lorentzian distribution with
the same line width. The best simulation parameters are given
in Table S1. The spectra obtained for 220%, and 20.1% are
interpreted and simulated along the same lines. In this case,
simulations were implemented by adopting a set of parameters
reported in the literature (Figure S8).56 Compounds 12% and
10.1% were also characterized via CW-EPR and echo detected
field swept (EDFS) spectroscopy at the Q-band (υ ≈ 34 GHz)
(Figure 2). The simulations of the spectra recorded at the Q-
band were implemented using the same set of spin
Hamiltonian parameters (Table 1) as for X-Band spectra and
by only adjusting the line width and the strain contributions,
which are frequency-dependent. Moreover, all EPR spectra
exhibit a signal due to a radical impurity fraction, separated
from the other features at Q-band frequencies. According to
the Q-band spectral simulations, the radical percentage varies
from 0.005% to 0.01% of the CuII amount, analogously to what
has been found for porphyrins.58
As a further point, the presence of an intense spin−echo
indicates that quantum coherence should be observed for 1 up
to at least 30 K. Indeed, the EDFS spectrum obtained by
integrating the Hahn echo as a function of the applied
magnetic field corresponds to the absorption of the CW
spectrum and demonstrates that coherence is created
throughout the entire spectrum.
Calculation of the spin Hamiltonian parameters was carried
out at the DFT level. The molecular geometry used for these
simulations was obtained by a periodic DFT optimization (see
Experimental and Theoretical Details). The results show good
agreement with experimental CW EPR spectra with collinear g
and A tensors.
The two compounds show similar magnetic properties since
they are characterized by a singly occupied molecular orbital
(SOMO) mainly constituted by the dx2−y2 orbital (Figure 3).
The d orbitals representations are, following the energy ladder
from the lowest to the highest in energy, b2g(dxy) eg(dxz,dyz),
a1g (dz2), and b1g(dx2−y2).
Alternating Current Susceptibility Measurements. A
common way to investigate the magnetization dynamics is by
alternating current (AC) susceptometry.59 Following the
model of Casimir and Du Pre,̀60 the magnetization of a spin
system in the presence of an oscillating magnetic field depends
on the capability of the spin ensemble to exchange energy with
the thermal bath, and it is thus directly correlated to the spin−
lattice interaction. This relaxation process is characterized by a
time constant τ (relaxation time), which is temperature (T)
and magnetic field (B) dependent.
The AC susceptibilities of 120% and 220% were probed in the
frequency range 10 Hz to 10 kHz by sweeping T in the range
2.5−30 K at different B values (Figures S9−S13) and in the
same frequency range by sweeping B from 0 to 8.5 T at
different temperatures (Figures S14−S17). The τ values were
extracted by fitting the frequency dependence of the imaginary
component, χ″, using a generalized Debye model,61 which
considers a distribution of relaxation times. In Figure 4, we
report a comparison between the τ values observed for 120%
and for 220% as a function of B at T = 5 K and as a function of
T when B = 1 T (the complete set of data for the two
derivatives is reported in Figures S18 and S19).
The general temperature and field dependences of τ for the
two complexes are similar, even though the magnetization of
compound 220% relaxes faster than that of 120% under all the
investigated experimental conditions (Figure 4). As B
increases, the relaxation time of 120% and 220% increases until
it reaches a maximum between 1.7 and 1.9 T, in analogy with
previous observations on other S = 1/2 systems.9,11 This
nonmonotonous behavior can be elucidated by considering
Figure 2. Experimental CW-EPR spectrum of 12% (left) and EDFS
spectrum of 10.1% (right) reported with the respective simulated
spectra. The radical impurity signal (g = 2.0) is highlighted with an
asterisk.
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that the magnetic field suppresses the effect of both hyperfine
and electronic spin dipolar interactions, thus increasing the
relaxation time. At the same time, the application of the
magnetic field increases the effect of the direct relaxation
mechanism, which scales as B4.62
For a more detailed comparison, we fit the B-dependent
behavior of τ with the phenomenological model of Brons and
Van Vleck to extract the values of the empirical parameters
from eq 2.63,64











It is evident that, in our case, this model leads to an
overestimation of the τ values below B = 0.1 T (Figure 4),
where the effect of the direct term is negligible.
An analysis of the temperature-dependent behavior of 120%
and 220% leads to the observation of the same behavior
reported for similar macrocyclic complexes of S = 1/2 ions.11
Indeed, the τ values of both compounds at low temperatures
depend on temperature as τ ∝ T−n with an exponent n ≈ 0.7,
which differs from n = 1 expected for a pure direct
mechanism.62
The AC susceptibility was also probed on pure 1 and 2 in
order to highlight the effect of electron spin coupling on the
relaxation time of concentrated samples. The plots of AC
susceptibility data obtained at T = 7.5 K with a variation of B
in the range 0−4 T are reported in Figure S20. Pure samples
show a fast relaxation dynamic, which cannot be probed in the
experimental frequency range. Moreover, the observed incre-
ment in relaxation rate is more relevant for 1 than for 2. Such
an effect may be attributed to a stronger coupling in 1 due to
the presence of polarizable sulfur atoms that drive the
interaction between neighboring units in the crystal lattice.
Pulsed EPR Spectroscopy. Pulsed EPR spectroscopy was
adopted to investigate the coherence time of the system (Tm)
and its spin−lattice relaxation time (T1), as it directly
guarantees access to the spin dynamics of the system.65
The coherence time, Tm, as a function of temperature was
measured for 10.1% and 20.1% polycrystalline powder samples in
the 4.3−150 K range at the Q-band frequency and in a
magnetic field corresponding to the maximum echo intensity
(i.e., probing molecules with their unique axis perpendicular to
the magnetic field). The echo decay traces were fitted using
Table 1. Comparison among Parameters Obtained from the Simulations of the Experimental EPR Spectra of Compounds 12%
and 10.1%, Calculated g Values for 1 and 2, and Experimental Parameters Reported in Ref 56
a








b 2.043(1) 2.043(1) 2.172(1) 69(2) 69(2) 630(1) 45(2) 45(2) 51(2)
10.1%
b 2.043(1) 2.043(1) 2.172(1) 69(2) 69(2) 630(1) 45(2) 45(2) 51(2)
1c 2.044 2.044 2.146 30 30 663 44 46 57
2c 2.042 2.042 2.134 31 31 671 45.2 46.5 57.7
2d 2.0390(5) 2.0390(5) 2.1577(5) 83(3) 83(3) 648(3) 44.7(2) 45.4(2) 56.5(2)
aThe local reference frame for nitrogen atoms (x′y′z′) was chosen with the z′ direction along the Cu−N bond. bExperimental data. cCalculated
data. dData extracted from ref 56 and adopted for the simulations reported in Figure S8 for 220% and 20.1%.
Figure 3. Representative sketch of compound 1 showing the DFT
calculated SOMO UNO orbital (isodensity surface value of 0.08 e/
au3). Color code: cyan, C; blue, N; yellow, S; purple, Cu (covered by
orbital white and blue lobes).
Figure 4. Comparison between the experimental τ (ms) values obtained for 120% and 220%. The relaxation times are reported in a log−log plot as a
function of B (T) at T = 5 K on the left side and as a function of T (K) at B = 1 T on the right side. Solid lines represent the best fits obtained by
using models reported in the main text. The broken line represents the power law that best reproduces the high temperature data of 2.
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both a stretched-exponential and a biexponential equation,
giving qualitatively similar results (Figure S21). The thermal
variation of Tm (Figure 5) shows an almost temperature-
independent behavior in the 4.3−50 K range, with values on
the order of 1 μs, falling to about 0.5 μs at 150 K. Furthermore,
the Tm value of 10.1% is about 1 μs longer than that of 20.1% at
all the investigated temperatures. Both 10.1% and 20.1% present a
peculiar behavior at low T, where Tm has a maximum between
15 and 20 K.
The observed downturn of Tm at T < 20 K has been already
observed in other systems,66 in which it has been attributed to
a switch of the dynamic regime, i.e. from a T1-limited regime to
one affected by the rotation of methyl groups. The proposed
explanation does not seem to be applicable here because (i)
there is a lack of methyl groups or other substituents with
rotational degrees of freedom and (ii) the T1-limited regime
becomes more relevant at temperatures higher than those
involved here.
A direct comparison between the Tm values observed for
10.1% and 12% (Figure S22) shows that stronger spin−spin
interactions lead to a noticeable loss of coherence, confirming
previous reports on [Cu(Pc)].8 Moreover, the observation of
Rabi oscillations in 10.1% up to 50 K (Figure 6) guarantees
control of coherent spin manipulation on this system.
Inversion recovery experiments were performed to inves-
tigate the temperature dependence of T1. The experimental
traces were fit with a stretched-exponential function, and the
corresponding T1 values are plotted in Figure 5. The full set of
T1 and Tm values as a function of T are reported in Table S2.
The fit of T1 as a function of temperature is commonly
performed using the phenomenological equation (3).39
= +−T a T a Tx n1
1
dir Ram (3)
where adir and aRam are two weight constants that define the
relative contributions of direct and Raman processes to the
relaxation, x is usually equal to 1, and n can vary in the range
2−9 depending on the system.11,67 Such a model has been
often employed in previous studies,9−11,68 but it does not give
physical insights into the microscopic features of the system.
We thus adopted a model that relies on a more physical
description of the relaxation process.69 We first note that
Figure 5. Comparison between T1 and Tm values extracted from
experimental measurements conducted on 10.1% and 20.1%. Both T1
and Tm values were obtained by a stretched-exponential fit of the
experimental traces. Data obtained using a biexponential fitting are
reported in Figure S21 in the Supporting Information. Solid lines
represent the best fit obtained by using eq 4.
Figure 6. Rabi oscillations observed for 10.1% at 50 K for three different attenuation values of 0, 6, and 12 dB. On the right side are reported the
Fourier transform of the echo intensities (top) and the linear dependence of the Rabi frequencies with respect to the B1 relative strength.
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Raman relaxation due to lattice vibrations, namely acoustic
phonons, and local-mode relaxation,39 generally associated
with the activity of optical phonons, are both due to a two-
phonon spin relaxation mechanism. The usual distinction
between the two mechanisms is only practical, and it is made
to account for the different T dependences of the relaxation
rate. In the case of acoustic modes following a Debye model,
Raman relaxation rate is predicted to vary as T9, in clear
disagreement with experimental findings for S = 1/2 magnetic
molecules.10 Instead, as it has been recently shown in ref 69,
the use of optical phonons as a source of Raman relaxation
leads to a relaxation rate proportional to T2, in much closer
agreement with experimental findings. The latter mechanism is
equivalent to a local-mode relaxation mechanism,39 and we
adopted it to model the experimental data in this work with eq
4. This includes the contribution of the molecular vibrational
properties and considers both the energy of vibrational modes
and the associated SPC. The model was then rearranged on
the basis of several assumptions reported in Pulsed EPR
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The first term resembles the direct contribution to the
relaxation in which ad̃ir is a pre-exponential parameter, and ω1
represents the Zeeman splitting under the operational
conditions, which was fixed to the Q-band characteristic
energy of about ∼1.17 cm−1. The second term is a sum over all
of the possible contributions arising from the whole set of
normal modes, and it is representative of the Raman
contribution to the relaxation. Here, ωi
s‑ph represents the
energy of the ith optical mode and Vi
s‑ph is the SPC of the
employed mode. Furthermore, aR̃am is a parameter which
rescales the spin−phonon contribution to the relaxation
process. Ab initio calculations of normal-mode frequencies
and their corresponding SPC properties were performed for
compounds 1 and 2 to minimize the number of fitting
parameters.
Ab Initio Spin Dynamics. Atomistic simulation techniques
were applied to copper complexes to catch how the structural
differences between the molecular systems affect the
composition of the normal modes of vibration. Furthermore,
their influence on the spin state can be estimated through the
SPC coefficients. This approach can lead to a detailed
comparison between the SPC of slightly different systems
along the whole vibrational spectrum.
The low-energy spectrum of the S = 1/2 systems analyzed
here is composed by a Kramers doublet of spin levels, whose
degeneracy is removed by the external magnetic field. The total
electronic Hamiltonian can be written as Ĥ0 = ĤBO + ĤSO,
where ĤBO is the nonrelativistic Born−Oppenheimer Hamil-
tonian and ĤSO takes into account all spin−orbit interactions.
The nuclear degrees of freedom are the 3N − 6 normal modes
of vibrations (phonons), calculated from the Hamiltonian
ω̂ = ℏ ̂ +( )H na aph 12 , where n̂ = a†̂a ̂ is the phonon number
operator and a†̂ and a ̂ are the creation and annihilation
operators for a phonon of frequency ωa.
Molecular vibrations modulate the spin−orbit interaction.70
Indeed, the larger the SPC, e.g. modulation of the g tensor
upon geometrical perturbations through SPC, the shorter the
expected T1. The Hamiltonian term that describes the first-
order SPC is l inear in the ionic displacement,
̂ = ̂ + ̂†q a a( )k k k
1
2
, and can be written as71,72




















The dynamics of the whole system (spin and phonons) follows













where Ĥ = Ĥ0 + Ĥph + Ĥs‑ph is the total Hamiltonian. Equation
6 can be simplified by assuming that the phonon dynamics is
much faster than the spin dynamics. The Born−Markov
approximation allows tracing the phonons’ degrees of freedom
of the density matrix. It reduces the problem to a purely
electronic one in the presence of a phonon bath.73 The
dynamics of the spin degrees of freedom can then be studied
through the first-order reduced spin density ρ̂S, as described by
the diagonal elements of the Redfield equation.74
A first qualitative fingerprint of this mechanism, shedding
light on the interaction between magnetism and vibrations in
each molecule, requires the calculation of the phonon
spectrum and the amplitude of spin−phonon coupling














The SPC intensities extracted from the calculations are
reported in Figure 7. Further details on the calculation of static
magnetic properties, normal modes of vibration, and spin−
phonon coupling are reported in Experimental and Theoretical
Details.
At first glance, a qualitative analysis of chemical differences
between 1 and 2 helps rationalize the results of the
calculations. Compound 1 shows eight nitrogen atoms
bonding with the eight β-carbon atoms of pyrrole and bridging
four sulfur atoms. Hence, the four β substituents form a five-
membered ring that does not increase the strain by acting on
Figure 7. Plot of SPC intensities (in au) as a function of normal mode
energy extracted from calculations conducted on 1 and 2 by adopting
the model reported in the main text.
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the peripheral carbon atoms of this tetrakis(thiadiazole)-
tetraazaporphyrin. The same feature is present in 2, and it is
strengthened by the phenyl substituents, establishing a higher
conjugation along the four isoindole groups of this
tetrabenzotetraazaporphyrin. Such outlined features modulate
the structural rigidity of 2, which cannot be considered as
flexible as 1, considering the first normal mode of vibration
occurring at 11.21 cm−1 for 1 and 17.38 cm−1 for 2 (see Tables
S3 and S4).41 The difference is not so particularly relevant if
one considers the coupling of the spin system and the
vibrational modes.
The two compounds 1 and 2 belong to the idealized D4h
point group, whose group order is 16 with 10 representations
(hereafter “reps” for brevity): A1g, A2g, B1g, B2g, Eg, A1u, A2u,
B1u, B2u, and Eu.
75 The inversion center allows us to
discriminate Raman-active modes (gerade) from IR-active
modes (ungerade). One sample normal mode is shown for each
symmetry in Figure S26 (1) and Figure S27 (2). The most
effective normal modes, i.e., those bearing the highest
couplings with the spin systems, are found to show the same
reps of d orbitals.76 The active modes showing the highest SPC
constants over an arbitrary threshold of 10−7 and for ω < 500
cm−1 are reported for compounds 1 and 2 in Table 2. The
complete list of modes with their relative SPC constants is
instead available in Table S3 (1) and Table S4 (2).
The active vibrations displace the donor atoms out of the
plane of the porphyrazine core, as visible in Eg modes 10 and
11 of 1 (Figure S26) and Eg modes 10 and 11 of 2 (Figure
S27), or in-plane, back and forth along with the Cu−N
directions (A1g, B1g, and B2g modes 23, 20, and 21 of 1 and 26,
20, and 23 of 2) (Figure S26). The ungerade modes that cause
out-of-plane displacements (A1u, A2u, B1u, and B2u modes 39,
19, 22, and 18) (Tables S3 and S4) have low couplings since
they leave the four donor atoms still or displace them rigidly. A
rigid shift of the metal atom and its first coordination sphere is
also given by the in-plane modes corresponding to rotations
(A2g mode 22 of 1 and 21 of 2) and translations (Eu modes 13
and 14 of 1 and 16 and 17 of 2) (Table S3 and S4), and
therefore, they show small SPC. In summary, the first
coordination sphere is strongly perturbed only by gerade
modes.
■ DISCUSSION
In the present study, we observed that removing active nuclei
from peripheral positions of 1 entails a moderate but
appreciable coherence gain with respect to compound 2,
when the electronic spin dilution reduces the electron spin−
spin contribution. We notice that Tm values significantly longer
than those measured here were reported for thin films8 of 2
and for frozen solution in D2SO4.
77 We therefore tried to
further validate such a nuclear spin economy strategy by
comparing the behavior of the two complexes in diluted
solutions of D2SO4, but the porphyrazine complex turned out
to show significantly modified EDFS spectra under these
conditions, as evidenced in Figure S24.
In the analysis of T1, the information gained through the ab
initio investigation of the spin and vibrational properties of 1
and 2 allows us to rationalize the spin dynamics of the two
molecules. In the model described by eq 4, the whole set of
vibrational energies and spin−phonon coupling coefficients
resulting from ab initio calculations are adopted to define ωi
s‑ph
and Vi
s‑ph, respectively. It follows that only two parameters of
the model are left free to vary. The first is ad̃ir: its independent
computation will require the computation of acoustic phonons
out of the Γ point of the Brillouin space where energy
matching with Zeeman splitting is observed. This goes far
beyond the scope of our isolated molecule calculation.
Additionally, the unique scale factor aR̃am connecting the
SPC to the relaxation rate is introduced for the whole set of
vibrational modes to preserve the relative weight of each mode
in the relaxation process. Best-fit parameters are given in Table
3.
An extensive comparison between the spin−lattice relaxation
processes of the two systems is provided by the multitechnique
approach employed. As shown in Figure 5, the T1 trends of
10.1% and 20.1% above 40 K are similar, and they are comparable
with AC susceptibility data of 120% and 220% (Figure 3). This is
also highlighted by the results of the fits reported in Table 3.
Indeed, a similar weight of Raman contribution emerged from
the fit performed with the alternative employed model (4).
The further analysis of the single-mode contribution to the
relaxation rate indicated that the most effective modes are
those with SPC coefficients higher than 10−7 and energies
lower than 500 cm−1. Among them, the first two gerade optical
modes placed at 58.16 and 58.47 cm−1 (10.1%) and 57.78 and
58.05 cm−1 (20.1%) have the most influence on the relaxation
(Figure S23). Higher energy optical modes or modes with
lower SPC introduce a small contribution to the relaxation of
the two compounds. In order to understand why relatively high
energy phonons, such as the first optical phonons, can
contribute to spin relaxation, it must be stressed that the
thermal population is not the only ingredient determining the
spin relaxation rate. Indeed, the vibrational density of states
and the magnitude of SPC are two additional quantities that
need to be carefully considered. Both of these quantities are
Table 2. Calculated Values of ω (cm−1) and SPC (au) for 1
and 2 at ω < 500 cm−1 and SPC > 10−7 Reported with Their
Respective Representations Expressed as Mulliken
Notations
1 2
ω (cm−1) SPC (au) Reps. ω (cm−1) SPC (au) Reps.
58.161 1.77 × 10−5 Eg 57.582 1.48 × 10−5 Eg
58.471 1.61 × 10−5 Eg 58.048 1.45 × 10
−5 Eg
131.03 5.82 × 10−6 Eg 117.59 6.41 × 10
−6 Eg
131.27 5.85 × 10−6 Eg 117.77 6.32 × 10
−6 Eg
154.79 3.48 × 10−6 B1g 167.31 2.79 × 10
−6 B1g
244.19 2.55 × 10−5 A1g 234.47 1.32 × 10
−5 Eg
257.81 1.87 × 10−5 Eg 234.55 1.32 × 10
−5 A1g
257.92 1.77 × 10−5 Eg 253.06 2.33 × 10
−5 Eg
277.85 1.63 × 10−7 B2g 270.02 8.06 × 10−6 Eg
293.09 4.08 × 10−6 Eg 270.09 8.02 × 10−6 Eg
293.21 4.26 × 10−6 Eg 411.51 6.91 × 10−7 Eg
499.08 2.18 × 10−7 Eg 411.59 6.96 × 10−7 B2g
499.20 1.85 × 10−7 Eg
Table 3. Best-Fit Parameters Obtained Using the Model (4)





10.1% (3.32 ± 1.47) × 10−2 (1.99 ± 0.41) × 106
20.1% (3.87 ± 0.64) × 10
−1 (4.20 ± 0.55) × 106
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much larger for optical phonons than for acoustic phonons and
largely compensate for the difference in the thermal
population.
The striking dependence of the SPC on the symmetry of the
involved vibrational modes is remarkable. Strong SP coupling
characterizes gerade modes, of which A1g modes present the
most intense coupling constant in both compounds (Table 2).
This can be explained by considering that, in copper(II)
systems, the orbital contribution to the g tensor comes from
the admixing of the ground state with excited states through
spin−orbit coupling. For the analyzed systems, the unpaired
electron occupies the dx2−y2 orbital, which points toward the
Cu−N bonds. The distortion carried out by symmetric
vibrations modifies the overlap between metal and ligand
orbitals, significantly affecting the energy difference between
the ground and excited states. Consequently, this modifies the
weight of the spin−orbit-induced perturbation. In contrast,
asymmetric vibrations present an almost null net variation of
the overlap (see Figure 8).
Disentangling the role of different types of vibrations is
mandatory for a rational design of molecules exhibiting long
coherence times over a wide temperature range.
On the other hand, below 40 K T1 trends are divergent for
the two compounds, and this is reflected in the different values
of the fitting parameter ad̃ir. By relation of this evidence with
what has been extracted from AC susceptibility measurements,
it emerges that, at high concentration, the direct mechanism of
relaxation is affected by spin−spin interactions, which are
similar for the two compounds having comparable Cu−Cu
distances. When the spin concentration is lowered to 0.1%, it
appears that the spin−lattice relaxation is less efficient for the
porphyrazine complex than for the phthalocyanine complex.
We hypothesize that this might be related to the role of the
highly polarizable sulfur atoms, which can be relevant for van
der Waals interactions affecting the acoustic phonon
dispersion, but further calculations are necessary to confirm
this hypothesis.
■ CONCLUSIONS
In conclusion, our investigations conducted with pulsed EPR
spectroscopy verified that both T1 and Tm follow different
temperature dependences when the magnetic dilution is
pushed below the 1% limit. We proved experimentally that a
coherence time enhancement of porphyrazine-based com-
plexes might be achieved by replacing peripheral hydrogen
atoms of [Cu(Pc)] with thiadiazole units of [Cu(TTDPz)],
partially highlighting that hydrogen atoms placed around the 6
Å spin diffusion barrier affect the coherence time of the central
ion.38,40 On the other hand, the temperature dependence of T1
was rationalized by ab initio calculations, allowing us to gain
microscopic insights into spin−lattice relaxation mechanisms.
In the limit of the assumptions mentioned above, the model
adopted to fit the temperature dependence of T1 data
69
revealed that the major difference between the two compounds
lies in the efficiency of the direct mechanism dominating the
low-temperature regime. In contrast, the contributions of
spin−phonon coupling to the Raman relaxation mechanism
have similar weights in the two compounds. This is confirmed
by ab initio calculations, evidencing the pivotal role played by
the low-energy vibrational modes at around 57 cm−1 for both
compounds. Furthermore, vibrational modes with gerade
symmetry are the most coupled modes, confirming previous
indications of the crucial role played by the symmetry of
vibrations.71 In such cases, Raman spectroscopy in the
terahertz regime, more demanding than absorption measure-
ments, appears to be necessary for a complete experimental
characterization of the vibrational properties of relevance for
the spin dynamics of centrosymmetric 3d-metal complexes.
■ EXPERIMENTAL AND THEORETICAL DETAILS
General Remarks. All chemicals were purchased and used
without further purification. The Mg metal used for the preparation
of Mg(PrO)2 was previously treated with a dilute solution of HCl to
remove impurities, stabilized in acetone, and dried under vacuum over
P2O5 overnight. All glassware was previously dried at 120 °C
overnight. The reaction was conducted using anhydrous propanol
99% purchased from Alfa Aesar. A classic Schlenk technique was
adopted using dried N2 as the inert gas.
All compounds were obtained according to previously reported
procedures.45,46,54 All of the employed synthetic procedures are
reported in detail in the Supporting Information. Diamagnetic
dilutions 120%, 220%, 12%, 10.1%, and 20.1% were obtained as follows:
stoichiometric amounts of the paramagnetic species and its
diamagnetic analogue (total amount 100 mg) were added together
to methanesulfonic acid (30 mL) and stirred for 15 min. After the
complete dissolution of compounds, cold 2-propanol (40 mL) was
added dropwise with stirring to the solution cooled at 0 °C.
Centrifugation and subsequent washing cycles with water and acetone
led to the isolation of blue amorphous solids of 120%, 12%, and 10.1%.
Compounds 220% and 20.1% were instead filtered while being kept cold
and stored at −35 °C to prevent a phase transition to the β
polymorph.
Powder X-ray Crystallography. Powder X-ray diffraction
(PXRD) patterns on polycrystalline samples of 1, [Ni(TTDPz)],
220%, and 20.1% were recorded on a Bruker New D8 Advance
DAVINCI diffractometer in a θ−θ configuration equipped with a
linear detector. The patterns were collected within the range 5−50°
(2θ) using Cu Kα radiation (λ = 1.5398 Å) with a step of 0.025° and
an exposure time varying from 0.6 to 1 s/deg. Simulated patterns were
generated from the atomic coordinates of the single-crystal structure
solutions51,52 (CCDC files: 236691, α-NiTTDPz;51 236692, γ-
NiTTDPz;51 236689, γ-CuTTDPz;51 112723, CuPc52) using the
Mercury CSD 4.0 software78 (copyright CCDC, http://www.ccdc.
cam.ac.uk/mercury/) using a fwhm (full width at half-maximum) of
0.3° for 1, 0.1° for [Ni(TTDPz)], and 0.2° for 2, and a 2θ step of
0.025°.
Magnetic Measurements. Alternating Current (AC) magnetic
susceptibility measurements were performed using a Quantum Design
Physical Property Measurement System (PPMS). AC susceptibility
measurements were achieved in the frequency (ν) range 10−10000
Hz by applying an oscillating field of 1 mT in the temperature range
2.0−50 K with applied static magnetic fields up to 8.5 T.
Measurements were performed on randomly oriented powder samples
o f [Cu(TTDPz)] (34 .6 mg) , [Cu(Pc)] (28 .3 mg) ,
[Cu0.2Ni0.8(TTDPz)] (47.5 mg), and [Cu0.2(Pc)] (61.6 mg).
Susceptibility data were corrected for the sample holder previously
measured using the same conditions and for the diamagnetic
contributions as deduced by using Pascal’s constant tables.
Figure 8. Schematic representation of the overlap variation between
the two nitrogen σ orbitals interacting with the copper dx2−y2 orbital in
response to asymmetric (left) and symmetric (right) displacements in
molecular vibrations.
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Electron Paramagnetic Resonance. CW X-band EPR spectra of
all samples were recorded on a Bruker Elexsys E500 spectrometer
equipped with an SHQ cavity (υ ≈ 9.87 GHz for room-temperature
setup, υ ≈ 9.40 GHz for low-temperature setup). Low-temperature
measurements were obtained using an Oxford Instruments ESR900
continuous flow helium cryostat and temperature-controlled by an
Oxford Instrument ITC. Pulsed EPR measurements were carried out
with a Bruker Elexsys E580 spectrometer at X-band (ν = 9.75 GHz)
and Q-band (ν = 33.78 GHz) frequencies equipped with a flexline
dielectric ring ENDOR resonator (Bruker EN 4118X-MD4).
Temperatures between 4.5 and 250 K were obtained with an Oxford
Instruments CF935 continuous-flow helium cryostat. Echo detected
field swept EPR spectra were recorded by using the Hahn Echo pulse
sequence (π/2−t−π−t−echo) with fixed interpulse delay times of t =
200 ns, tπ/2 = 16 ns, and tπ = 32 ns. Phase memory times were
measured by the Hahn echo sequence upon increasing the interpulse
delay τ starting from τ = 110 ns. Typical pulse lengths were tπ/2 = 40
ns and tπ = 80 ns. Spin−lattice relaxation times were measured using
the standard inversion recovery sequence (π−td−π/2−t−π−t−echo),
with π/2 = 16 ns. The uncertainty in T1 estimated from replicate
measurements was 5−10% depending upon the signal to noise ratio at
a given temperature−field combination. Nutation measurements were
performed with a nutation pulse (tp) of variable length followed by a
Hahn echo sequence (tp−td−π/2−t−π−t−echo) with td ≫ Tm (i.e. td
= 5 μs). The interpulse delay t was 200 ns, and the pulse length of the
detection sequence was adjusted depending on the attenuation level
of B1.
Spin Hamiltonian Calculations. Calculations of the spin
Hamiltonian parameters were carried out with the ORCA package.79
The level of theory used was DFT, with the PBE0 hybrid functional
and all-electron basis sets: def2-TZVP basis set for the V, O, and S
atoms and def2-SVP for the C and H atoms, for the Lande ́ factor,
while hyperfine values were calculated by adopting a specialized basis
set for accurate hyperfine coupling constants (aug-cc-pVTZ-J). The
molecular geometry used for these simulations was obtained by the
periodic DFT calculations for the optimized molecular structure in
CP2K.80 The more accurate hybrid DFT functional PBE0 contains an
exact-exchange contribution lacking in GGA functionals. Thus, the
significant potentials imposed by these functionals is different.
Hartree−Fock/DFT hybrid functionals admix a certain amount of
Fock exact exchange (Ex) to the exchange part (Ex
PBE) and correlation
part (Ec
PBE) of the PBE GGA density functional:










This kind of functional turns out to be more accurate than common
local or semilocal DFT functionals.
Normal Mode Calculations. Unrestricted open shell density
functional theory based calculations have been performed for the
magnetic complexes mentioned above. Strict convergence parameters
for DFT structural optimizations are required to improve the
agreement between experimental and calculated vibrational spectra
(Figure S25). The computational box contains one isolated molecule,
allowing calculation of 3N − 6 localized optical normal mode
energies. In the harmonic approximation, the Taylor expansion of
potential energy is truncated at second order around the equilibrium
nuclei positions, where its first derivatives are supposed to vanish.81
The search of a local minimum of the energy, corresponding to the
equilibrium geometry of the N atom system, requires a strict
minimization procedure to ensure the average total forces are around
1 × 10−8 au. The second derivatives of the energy are calculated
numerically by finite differences perturbing the equilibrium geometry
along the 3N coordinates.
The CP2K simulation package provides the algorithm for periodic
ab initio calculations of energies and forces. The force constant
calculation and diagonalization are implemented within an in-house
software; the solution of the eigenproblem gives eigenvalues and
eigenvectors representing the atomic weights and energies of 3N
independent normal modes of vibrations.
The DFT scheme adopted, as implemented in the Quickstep
module,82 uses pseudopotentials (GTH-PBE) in order to integrate
out the core electrons from the problem. The valence pseudowave
functions are expanded in Gaussian-type orbitals (DZVP-MOLOPT-
SR-GTH), and the density is represented in a plane wave auxiliary
basis.
The use of a plane wave basis for the electron density permits
efficient calculation of the Hartree energy using fast Fourier
transforms. The functional approximation by Perdew−Burke−
Ernzerhof (PBE)83,84 was chosen for the present calculations.
However, the basis set size depends on the volume of the cutoff of
plane wave energy and the computational box. The basis set functions
are discretized on numerical grids in the real space. Therefore, adding
high-frequency plane waves will require increasingly finer grid points
to be described, which will quickly increase the computational cost. It
was ascertained that a cutoff of at least 1000 Ry was necessary to
achieve a good quality of vibrational spectra in the low-energy range
(0−100 cm−1).
The symmetry properties of a normal mode with wave vector k can
be determined by studying the transformation properties of the
creation and annihilation operators a+ and a under the operation of
the point group of the molecule and assigning them to the appropriate
representation.85
Spin−Phonon Coupling Calculations. The method to inves-
tigate the spin−phonon coupling has been developed in previous
works72 and is based on the calculation of spin−phonon coupling
within a perturbative approach. The unperturbed Hamiltonian H0 is
evaluated by distorting the equilibrium structure in six points along





0 vs qa displacement with a second-
order polynomial and taking the first-order coefficient, we obtain
directly the first derivative calculated numerically by finite differences.
The H0 value for an =S
1
2
spin system contains only the Zeeman
term ĤZeeman = μBΒ·g·Ŝ, where the only parameter depending on
nuclear coordinates is the Lande ́ factor g. The interaction
Hamiltonian hence assumes the form




































Calculation of the spin−phonon Hamiltonian parameters was carried
out with the ORCA package. The level of theory used was DFT, with
the PBE0 hybrid functional as for static magnetic property
calculations. A balanced polarized triple-ζ basis set was adopted
(def2-TZVP) for metal and sulfur atoms, while a polarized double-ζ
basis set (def2-SVP) was used for light elements such as carbon and
hydrogen atoms. The molecular geometry employed for these
simulations was obtained by the periodic DFT calculation of the
optimized molecular structure in CP2K.
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