Abstract: This paper presents a Genetic Algorithm (CA) approach to evolving robot behaviours. We use fuzzy logic controllers (FLCs) to design robot behaviours. The antecedents of the FLCs are pre-designed, while their consequences are le,arned using a CA. The Sony quadruped robots are used to evaluate proposed approaches in the robotic football domain. Two behaviours, ball-chasing and position-reaching, are studied and implemented. An embodied evolution scheme is adopted, by which the robot autonomously evolves its behaviours based on a layered control architecture. The results show that the robot behaviours can be automatically acquired thmugb the GAbased learning of FLCs.
Introduction
A control system for an autonomous robot has to cope with uncertainty in sensory readings and actuator execution as well as handle dynamic changes in the environment. The traditional robot software architecture uses deliberative reasoning in the form of sensing, planning and action. It is difficult to accommodate sensory uncertainty and the environmental dynamics in such an architecture [4].
Reactive or behaviour-based architectures are better able to handle the problems inherent in the deliberative architecture. The basic component in such an architecture is a group of behaviours. Behaviours directly map sensory information into motor actions without complex reasoning. The mapping enables robots to respond to environmental changes promptly. Behaviours can also operate concurrently to produce emergent behaviours for unknown environments [I] .
When designing control strategies for mobile robots, it is impossible to predict all the potential situations robots may encounter and specify all robot behaviours optimally in advance. Predefined control strategies consume large amounts of time and are usually brittle in practice due to noise or the unpredictable nature of the real world. Robots have to learn from, and adapt to, changes in their operating environment. Evolutionary robotics provides an altemativa way to design the control system for mobile robots. Many successful paradigms have been demonstrated using neural networks [IO] , classifier systems [5] and reinforcement learning [I 1 ] [13] [14]. Though evolutionary robotics hair been criticised for being potentially slow [12] , some examples of embodied evolution have been explored [18] .
In this paper, we present a Genetic Algorithm (GA) approach to learning robot behaviours. Behaviours for soccer playing are evolved for a Sony legged robot. Two behaviours, ball-chasing and position-reaching, are studied and implemented. Our behaviour control uses Fuzzy Logic Controllers (FLCs) to implement the mapping from visual information to actions. A FLC represenls uncertainty by fuzzy sets and an action is generated CO- operatively by several rules that are triggered to some degree, to produce smooth and robust control outputs [2] [3] [16] . In our design, the F'LC antecedents are predefined, including the selection of inputs and the definition of their membership functions. Therefore, the number of the rules is fixed (it is the product of the number of input fuzzy sets). The FLC consequences are defined as fuzzy singletons, which are basic motion commands for the mobile robot. The FA is employed in the selection of output fuzzy singletons.
Evolving FLC for a robot behaviour has been explored by many researchers, such as reported in [31[7] [151[171 etc . However, some of them was tested in simulation, or the learning was conducted in simulation fmt (off-line learning), then tested in real robots. On-line learning was claimed in 1151, which adapted on-board sensors to provi(rle the fitness. The approach proposed in this paper is an online version and it integrates the external assessment into the learning system to improve the learning efficiency.
Furthermore, a finite state machine is employed to coordinate the behaviours to achieve the embodied learning.
The rest of this paper is organised as follows. Section 2 describes the learning setting for this research. The learning algorithm is formulated in section 3. Section 4 presents the simulation and experimental results to show the feasibility of proposed the learning algorithm. Finally section 5 provides a brief conclusion and future work. 
Learning environment
Although the onboard sensors can provide the results of the interaction between a robot and its environment, the perception aliasing is severe for the large perception space and high noised sensors. To evaluate the performance of robot behaviours, the environment should provide payoffs to robots with a certain accuracy to improve the learning efficiency. A global monitor is set up in our laboratory (see figure 2). which includes an overhead camera, a desktop computer, and visual tracking software, to provide the external judgement for the interaction between the robot and its environment. The function of the monitor is to feed the position information of the robot and the ball to the robot. Then, the robot can autonomously test its control strategies and evaluate the results. The monitor recognises the robot and the ball according to their colours. Through the image processing, the monitor updates their position continuously. The robot can ask for the information at any time during its learning process. The communication is achieved through Internet where the monitor system acts as a server and the robot act as a client. The sever provides the global information when the client has a request. Since the robot only evaluates its performance at the end of one run, there is no significant effect of the communication on the learning process.
The Control architecture
To control the robots we employ a layered architecture: a walking layer, a behaviour layer and a cognition layer as shown in Figure At the top, the cognition layer co-ordinates these behaviours to achieve a given task. The feature states in the cognition layer are more abstract predicated states. These predicated states are denoted by binary values, for instance, whether or,not the hall is found. A grid represents a combination of the predicated states. A discrete event system model can 6e used to fonnnlate the behaviour coordination. The learning in this research occurs within the behaviour layer where individual behaviours need to designed to map the noisy feature states to unperfected walking actions. The walking layer provides a substrate for the entire system. The cognition layer is used in this research to provide a mechanism that co-ordinate the behaviours. And it also provides an opportunity for the rohot to learning different behaviours continuously without intervention. For example, the robot can start a run of position-reaching behaviour after a run of the ball-chasing behaviour without Fepositioning the robot by operators.
Learning Algorithms

TheFLC
A behaviour is a mapping from sensory data or an environment state vector S to a walking action a . It 13 Crossover: The crossover will happen for two individuals in offspring with the crossover probability pc One point crossover is used to exchange the genes. Mutation: The mutation is taken for one gene of an offspring with the mutation probability pm. The operator randomly chooses one fuzzy singleton from the allowed set to replace the current gene. rules are used to design these two behaviours. They are just used to help to learn other two behaviours and not learned in this paper.
In ball-chasing behaviour, the ball distance, the ball angle, and the goal angle related to the robot's beading are chosen as the feature states. Three fuzzy sets are defined for each of them. In the position-reaching behaviour, the target distance and angle related to the robot are chosen as the feature states. These two states are calculated from the target co-ordination, the robot's co-ordination, and the robot's heading. Again three fuzzy sets are defined for both of them.
The predicated states in the cognition layer are p I (the ball is found), p z (obstacles are found), p3 (the ball is near enough), p4 (the target is near enough), ps (the ball-chasing behaviour is timed-out), and p6 (the position-reaching behaviour is timed-out). The transition of the behaviour is expressed as a finite state machine (see figure 5) . The initial behaviour is the ball-searching. When the ball is found, the system starts to learn a ball-cbasing behaviour. After one run, the system is transited to the learning of a position-reaching behaviour. Then, learning alternates between these two behaviours in order to keep the learning continuously without external intervention. If obstacles are found, the robot ends the current learning individual to avoid the obstacles until no obstacles are found.
Fitness Functions
The fitness functionsf(t) are defmed with respect to robot behaviours.
0 Ball-chasing behaviour: flt) = (I-distance/3000)*(l-angle/lBO)*(l.
timelmaximum time)
There are three items defined in the fitness function: the final distance between the robot and the ball, the final angle between robot heading and the line connecting the robot and the ball, the time spend on ball-chasing behaviour. All three items are normalised to 1. Three items are defined in the fitness function: the final distance between the robot and the desired position, the final angle between the robot beading and the line connecting the robot and the position, the time spent on position-achieving behaviour. All three items are normalised to 1.
Results
A simulator of the experiment environment was also developed in order to verify the algorithms and decrease learning time. The simulator is constructed from statistical samples of real robot motion.
0 BaU-chasing behnviour In simulation, the population size is 10, the crossover probability is 0.2, and the mutation probability is 0. deviations did not'converge to zero, but they are not diffuse. This was caused by many factors in the real situation. For example, the vision-tracking algorithm could fail to track the ball, the robot could slip on the pitch, the monitor could provide an inaccurate position etc. However, the GA still can find a good FLC that can move the robot to a ball. Figure 9 is a test of the ball-chasing behaviour in a real robot with the best FLC in last generation. The behaviour was successfully acquired. Fig. 9 The ballchasing behaviour test in a real robot 0 Position-reaching behaviour
The GA algorithm and its parameters in this behaviour are the same as that in the hall-chasing behaviour. Figure IO shows the average fitness values and the standard deviations. The average fitness values climb to a high value and the standard deviations converge to small values. Figure 11 shows a test result using the FLC picked up from the last generation with the highest fitness value. The robot faced the right side at the beginning. It can manage to turn left and move to the target (denoted as a cross in the figure).
The evolving of the real robot is shown in figure 12 where the same convergence result was obtained. Although the standard deviations are large due to un-modelled uncertainty, the FLC selected from the last generation is still successful and effective. The testing result is shown in figure 13 . We can see that the target is denoted by a cross and the robot can move to this target. 
Conclusions and Future Work
We believe our results showed that it is feasible to use GA learning in behaviour-based robot control. This is because the learning task can he decomposed into the learning of individual behaviours. Each robot behaviour can be defined as an FLC. We have shown how a GA can be used to evolve the FLCs. The antecedents of these FLCs have been pre-defined and their consequences were left for automatic acquisition. The learning scheme addressed in this paper focused on the embodied evolution, which involves both acquiring the payoffs from on-board sensors and external sensors and learning different behaviours continuously without external intervention. The experiments in both simulation and real robots showed that the behaviours could be acquired through this evolving procedure in an efficient way.
Our future work will be focused on how to transfer the results evolved in the simulation to real robots in order to speed up the learning process. The ability to learn or refine antecedents is also needed.
