Abstract. We propose adaptive grids, an image-based approach for constructing navigation meshes, which are used for path planning. A cellular navigation mesh, called an adaptive grid, is constructed from a top-view range image of a three-dimensional urban model. A navigation graph can then be extracted from this adaptive grid for path planning. We compare our approach with two popular navigation mesh-generation approaches and obtain promising results in terms of path accuracy and memory cost.
Introduction
Path planning is a common problem in a variety of fields such as crowd simulation and robotics. Path planning is used in navigation applications for artificial objects (such as robots or virtual people). For the sake of generality, we name all such objects "agents." Algorithms developed for path planning make use of some special data structures such as road maps, Voronoi diagrams, and navigation meshes (NavMeshes). NavMeshes are a popular way among these methods to represent the navigable space of a domain with obstacles. NavMeshes allow for the geometry of a scene to be represented in a simplified mesh consisting of adjacent convex polygons. To achieve path planning, paths are mapped between polygons by crossing passages, or the edges of the neighboring polygons. A NavMesh can also be represented by a graph (commonly known as a navigation graph) where the polygons correspond to vertices, and edges correspond to graph edges connecting neighboring polygons.
This paper describes a technique called adaptive grids, an image-based approach for generating NavMeshes. The method focuses on a new way of creating a NavMesh for path planning to address challenges centered on the tradeoffs between path accuracy, computational complexity, and memory usage.
As with our approach, other NavMesh approaches also decompose the navigable space into a set of convex polygons. However, there are notable differences. First, exact polygonal decomposition of the navigable space requires significant computational processing for previous approaches. On the other hand, the proposed approach has Oðn 2 Þ complexity, where n is the grid dimension (i.e., resolution of the range image). Second, our iterative approach is easy to understand and implement. It does not require any significant geometric processing on the synthesized three-dimensional (3-D) model. Third, fidelity of the NavMeshes generated by our approach is controllable with a small set of parameters. For static path planning, we also demonstrate that the paths our approach generates are more accurate than the paths generated by existing methods.
The main idea behind this work is to introduce a new way to construct a NavMesh that offers advantages over the previous methods. Our contributions are as follows:
• The concept of adaptive grids is introduced; it generates a NavMesh from a range image by expanding seeds, which are initial cells used to construct the cell clusters.
• The proposed algorithm to generate adaptive grids is easy to implement and can be parallelized.
• Quality of the generated NavMeshes (in terms of resolution and path accuracy) can be controlled with a small set of parameters.
• Convex rectangular decomposition of the domain provides search efficiency for agent locations.
• Adaptive grids can easily be extended to multiple dimensions. It can be used for path planning in 3-D domains.
• Static path planning is achieved in Oð1Þ time per agent with controllable error on agent paths and minimal memory requirements.
We demonstrate the capabilities of our approach within a crowd simulation framework. We consider a low-density massive crowd with thousands of agents navigating within a virtual city model. For this specific example, we generated a low-resolution NavMesh suitable for path preprocessing in terms of memory cost. This setting enables us to perform least-complexity (linear time) path planning for the entire crowd. In this setting, only a minor fraction of the computer resources are dedicated to path planning. Therefore extensive artificial intelligence (i.e., personality) computations can be processed per agent. It is important to note that the focus of this work is on NavMesh generation. Hence, the crowd simulation application we provide depends on traditional approaches taken in the field. However, our approach is perfectly suitable for any path-planning method making use of NavMeshes.
The paper is organized as follows. Section 2 briefly reviews previously proposed approaches for path planning and crowd simulation. Section 3 explains the proposed approach of creating adaptive grids. Section 4 describes the evaluation metrics and parameters used to generate different types of adaptive grids and then discusses them in further detail to find a suitable configuration for the adaptive gridgeneration algorithm. Section 5 provides statistical and empirical results obtained by simulations with different configurations and compares the results with the traditional methods for creating triangular NavMeshes. Section 6 concludes by discussing key results and future work.
Background and Related Work
Path-planning problems in virtual environments can be separated into two parts: local and global path planning. Local path planning is used to avoid or respond to contacts/ collisions between agents and objects in close proximity. Global path planning is used to direct agents toward distant goals such as building entrances or specific spots on the terrain.
For local path planning, various approaches derived from the social force model of Helbing et al. 1 are proposed. The social force model applies tangential, repulsion, and attraction forces to simulate interactions between individuals and other obstacles. There are numerous extensions of the model, such as the Helbing-Molnar-Farkas-Vicsek social force model 2 and the self-organized pedestrian crowd dynamics model. 3 For global path planning, almost all cases require some sort of high-level representation of the simulation environment to support interactive simulations. Common techniques are portal graphs, 4 ,5 roadmaps, 6 potential fields, 7 and NavMeshes. 8 Since the NavMesh concept was first introduced by Snook, various researchers have proposed different ways to construct NavMeshes, which range from triangles to a mix of convex polygons. 8 In these approaches, the roadmaps are constructed from convex polygonal decompositions of the navigable space. Kallmann et al. 9 construct a NavMesh using the constrained Delaunay triangulation. 10 Tozour 11 describes a different approach using the 3-D triangle mesh of a scene to create convex polygons representing the navigable area. The polygons in the mesh can be triangles, quads, or arbitrary convex polygons. O'Neill 12 describes how to efficiently find paths on a NavMesh. Sturtevant and Geisberger 13 extensively analyze the ways of abstraction for NavMesh approaches to reduce storage requirements.
Comprehensive approaches to crowd simulation incorporate both local and global path planning methods. Sud et al. 14 propose adaptive elastic roadmaps (AERO), which can dynamically change to accommodate for itinerant obstacles and agents. Li and Gupta 15 use coordination graphs (CGs) to locally modify agent paths to avoid deadlocks in narrow passages. They parallelize the processing of CGs to achieve real-time performance. Guy et al. 16 use the principle of least effort (PLE) to assign weights to roadmap edges. This approach involves minimization of biomechanical energy along the paths.
A popular approach based on continuum dynamics, continuum crowds, is proposed by Treuille et al. 17 Their method evaluates a potential field over the simulation grid at each frame to direct the agents. Maïm et al. 18 further extend continuum crowds by integrating a navigation graph composed of circular search nodes for global path planning. In this approach, potential fields of the continuum crowds model are used for computing paths within nodes only.
Adaptive Grids
With the adaptive grids approach, a grid composed of adaptive cell clusters is constructed by extracting the navigable space from the virtual environment. This adaptive grid is used as a NavMesh on which different pathfinding algorithms can be applied.
We have developed a crowd-simulation application to demonstrate adaptive grids. The simulation takes place in a 3-D virtual city. The approaches we have taken for crowd simulation are based on static (preprocessed) path planning and combine both local and global path-planning methods to direct agents toward their goals. For the sake of generality, these goals are always meant to be positions in the 3-D space at terrain level. The social force model 19 is used as the base dynamics model that integrates both the global and local path-planning concepts. Local path planning considers the short-term goals and maneuvers of individuals based on immediate factors such as possible collisions. It also takes into account the physical and social forces applied on an individual agent due to its interaction with (1) neighboring agents and (2) the surrounding environment. In the social force model, 19 an equation is proposed which defines the local force applied on the agent due to its interaction with the other agents in the system. Readers may refer to Ref. 1 for additional details.
Conversely, global path planning is used to direct individuals to their long-term goals and calculate the desired direction vector of the agent. Using the social force model as a basis, global path planning can be performed independently from local path planning. In our case, global path planning is performed using a navigation graph extracted from an adaptive grid.
The proposed approach constructs an underlying grid, which can be partitioned into a set of clusters. A navigation graph is then formed from the set of clusters. All paths are computed on this navigation graph as a preprocessing step to make constant-time static path planning possible.
The solution to the crowd-simulation problem with static path planning involves five steps (cf. Fig. 1 ). In step 1, we generate a Boolean navigable grid from a city model. In step 2, an adaptive grid is formed. In step 3, its respective navigation graph is created. In step 4, the Dijkstra or Floyd Warshall algorithm is applied on the navigation graph to find and store the shortest paths.
Step 5 generates the vector field to direct agents toward their global goals in constant time. Agents query the vector fields at their positions to determine their global paths. Steps 1, 2, and 3 clarify the primary contribution (adaptive grids) of this work. Steps 4 and 5 can be customized with respect to the needs of other similar applications. These five steps are discussed in the following sections.
Navigable Space Extraction
A range image is taken from an axis-aligned top-view of a city representing the height map of an outdoor city environment. For virtual cities (and synthetic 3-D models), this range image corresponds to the z-buffer image. The range image does not need to be taken from a synthesized 3-D model as well. It can also be taken from real sources. For instance, range images of real cities can be taken by using laser imaging detection and ranging (LIDAR) technologies. Our approach is strictly image-based compared to the existing geometric NavMesh generation methods.
For a virtual city, small objects that may obstruct this height map (e.g., trees, traffic lights, and benches) are excluded, leaving only buildings and the terrain. For a real city where the 3-D model is not known beforehand, removal of such small details from the range image may be carried out using image-processing methods.
A variety of filters (such as Gaussian and median filters) may be applied to the range image to reduce the effects of noise. This first step is especially necessary for range images belonging to real sources. In the second step, the range image is filtered by Sobel filters in different directions to detect edges. A fixed threshold is applied to each of these Sobelfiltered images to obtain their corresponding Boolean images. Using the logical and operator, these images are combined into a single image. Gaps may occur on this combined image, which may lead to incorrect topological information. We use morphological operators such as closing to close these gaps. In the last step, connected component analysis is applied on this closed image. Navigable components are hand-picked, and the desired navigable space is extracted by assigning a logical one value to all pixels belonging to the navigable components. The rest of the pixels are assigned a logical zero value.
Adaptive Grid Generation
The navigable-space image includes information regarding the topology of the virtual urban environment. Using this information, it is possible to construct the adaptive grid structure.
Our method partitions the navigable space image into a number of convex regions, called cell clusters, including one or multiple cells using an expansion based approach. We use the term "seed" for a single cell, which is expanded into a cell cluster. Figure 2 gives the adaptive grid-formation and navigation graph-construction algorithm. In line 2 of the algorithm, the genInitialSeeds function is used to select a set of initial seeds from the navigable space image and add them to the InitSeeds data structure. The initial seeds cover only one pixel, and they form the first set of clusters to be expanded. The initial seed selection determines the result of the algorithm in terms of cell-cluster size and count; we propose and evaluate different initial seed-selection methods.
In line 9 of the algorithm, the expand function is used to expand a single given seed. A seed can only expand to navigable and unoccupied cells. The expand function returns false if the given seed cannot be expanded; this result usually happens when it is surrounded by non-navigable cells or all cells toward the expansion direction are already occupied by cell clusters generated from other seeds. If a given seed cannot be expanded, it is removed from the queue, as it does not require any further processing. Otherwise, the seed is inserted back into the queue. The behavior of the expansion method can significantly affect the results in terms of cluster size, shape, and count.
The four different characteristics of the seed expansion method are (1) operating dimensions, (2) expansion ordering, (3) memory property, and (4) restrictiveness. The operating dimensions specify the dimension of expansion. For example, a one-dimensional algorithm expands in a single direction (east, south, west, or north), whereas a multidimensional algorithm may expand toward all directions at once or toward intermediate directions. Expansion ordering specifies direction priorities. For instance, a clockwise ordering may cause the algorithm to expand the seed along east, south, west, and north directions. An expansion method with the memory property remembers the last direction it expanded to and continues from the successive directions in a breadthfirst manner. A greedy method (i.e., memoryless) will exhaustively expand toward the same direction before trying other directions. Cell-cluster size can be restricted, and hence, a seed expansion method can be forced to return false whenever the subject seed achieves a certain size. This property ensures that clusters are restricted by a maximum size. Although larger clusters lead to a lower cell count, they also increase the error made in path costs on the navigation graph. Restricting cluster size may keep that error within an acceptable range. Figure 3 shows the behavior of two different expansion methods for adaptive grid construction. Results are collected after running the algorithm for five iterations, starting from the seed with id ¼ 5.
For each cluster that cannot be expanded further, new seed generation is necessary to continue the adaptive grid formation process. New seeds are generated on neighboring unoccupied and navigable areas on the adaptive grid (SGrid). The default algorithm (genSeedsFromSeed) takes a fully expanded seed and operates clockwise, evaluating immediate neighbors of the expanded seed, excluding corners. Each unoccupied navigable grid element, following a series of occupied or unnavigable cells, is marked. New seeds are generated on the marked cells and added as vertices to the seed graph. They are also inserted into the seed queue to continue the adaptive grid formation process. The seed generation process, which is a stage of the adaptive grid construction, is illustrated in Fig. 4 . An example of an adaptive grid of size 156 × 156 cells is given in Fig. 5(a) .
Navigation Graph Construction
When all of the seeds within the queue are evaluated and all expansions are completed, the graph construction step begins (connectSeedToNeighbors in line 14 of algorithm in Fig. 2 ). For each cell cluster, we identify immediate neighbors on the adaptive grid (SGrid) and introduce an edge connecting neighboring cluster pairs with an attached cost, which can be calculated using (1) Manhattan (block), (2) Euclidean, or (3) shortest navigable distance (SND) metrics.
SND is the shortest navigable distance connecting two cluster centers that does not intersect with unnavigable cells. If the cluster centers are in sight of each other, then the SND is equal to the Euclidean distance. Otherwise, the SND is the sum of the separate Euclidean distances between the cluster centers and the shared unnavigable neighbor corners. Figure 6 shows the Manhattan, Euclidean, and SND metrics for evaluating edge costs on the grid. Using one of these methods, edge costs are calculated for each cluster pair by the adaptive grid formation algorithm. and a navigation graph is formed.
Computing Shortest Paths
Navigable space extraction, adaptive grid formation, and navigation graph construction explained in the previous steps are the primary focus of our approach. The constructed navigation graph is suitable for path planning using both dynamic (i.e., A Ã search) and static methods. To demonstrate adaptive grids and to compare it with the existing NavMesh generation techniques, we've proposed a crowd-simulation application using static path planning. Adaptive grids is particularly powerful for this form of path planning because it can narrow down the search space. The memory cost of storing the navigation graph is close to minimum, as the approach reduces the number of vertices significantly. The following sections will explain the static (preprocessed) path-planning approach. For static, preprocessed path planning, it is necessary to find and store paths from each cluster to every other cluster on the grid. To this end, the Floyd-Warshall algorithm or the Dijkstra algorithm can be applied on the navigation graph for all clusters to compute all-pair shortest paths. ClusterIDs are given in consecutive order starting from 1 on the grid; 0 denotes unnavigable cells. An array indexed by target Cluster-IDs can store the immediate links lying on the shortest path from the current cluster toward the target cluster. At any time, a query for a particular target cluster from a root cluster can be answered with Oð1Þ time. An example of a navigation graph corresponding to the adaptive grid given in Fig. 5(a) is shown in Fig. 5(b) . This example uses the SND metric.
Queue type, distance metric, seed expansion method, and initial seed generation method are configurable parameters of the adaptive grids algorithm. These parameters are configured on demand to bound path error and memory. In Secs. 4 and 5, the error made on path costs is defined and comparative results obtained by using different parameters are provided. The targets picked by the agents may not necessarily be clusters; they can also be points in the clusters. Because all clusters are convex (rectangular), it is guaranteed that the paths within clusters are free of static obstacles.
Extraction of the Vector Fields
Having computed and stored all shortest paths, a vector field should be generated on all points within the grid to smoothly direct the agents toward their global goals. Such a vector field may be generated using many different methods. The simplest one is to direct each agent toward the center of the common edge that is shared by the agent's current cluster and the next cluster, which leads to the agent's global target. Such edges may be named "passages." But this approach is not preferable, as it will lead to aligning of agents who share a common goal as they progress through their path, because all such agents are aiming for a single point at each cluster.
A better approach would be to direct all agents that reside within the passage's coverage toward the passage. Passage coverage defines the rectangular zone within the cluster where moving toward the passage would be enough to exit the cluster on the desired path. Agents that are out of the passage's coverage can pick the passage's closest end point as their primary target and move toward this point before exiting the passage. Figure 7 shows an example of the passage-coverage approach. Passage coverage prevents the lining up of agents at common passage centers, as the whole passage is now regarded as an exit.
Evaluation of Grid Adaptation
We first discuss in detail a number of parameters that affect the outcome of the adaptive grid formation algorithm. Then, the performance metrics used to evaluate the results are described.
Adaptive Grid Parameters
Four types of parameters are used in the formation of an adaptive grid. These parameters are (1) distance metric, (2) data structure, (3) initial seed-generation method, and (4) seed-expansion method.
The distance metric determines the way of measuring the distance between two cell clusters in an adaptive grid. It can be chosen as Manhattan (block) distance, Euclidean distance, or SND. SND takes into account the navigable/nonnavigable distance due to the buildings.
The data structure determines the order in which clusters are processed during the adaptive grid formation. We consider (1) queue, (2) stack, (3) min-heap, and (4) max-heap as possible data structures. For min-heap and max-heap data structures, cluster size is considered as a key.
We employ four different methods for initial seed generation: (1) single, (2) border, (3) random, and (4) sampled. The single method uses a single navigable cell at the top left corner of the grid as the initial seed. The border method picks navigable cells at the borders of the regular grid as the initial seeds. The random method randomly draws a number of the navigable cells as the initial seeds. In the sampled method, a set of initial navigable cells is chosen as seeds by sampling the regular grid with a pixel period in two dimensions.
The last parameter, the seed-expansion method, determines the behavior of the seed expander explained in detail Optical Engineering 027002-6 February 2013/Vol. 52 (2) in Sec. 3. The seed expander may choose to expand in one or two dimensions at a time. It can restrict cluster size and may choose to expand using a depth-first strategy (i.e., memoryless) or a breadth-first strategy.
Evaluation Metrics
The adaptive grids obtained using different parameter values are evaluated using four different metrics, which are (1) cluster count, (2) average cluster size, (3) average aspect ratio, and (4) mean square error (MSE).
Cluster count is the total number of clusters in the constructed adaptive grid. Using more clusters reduces the accumulated error on path costs at the cost of exponentially increasing memory and preprocessing time. The average cluster size corresponds to the average size of all clusters in the constructed adaptive grid. Smaller average cluster sizes usually indicate a higher number of clusters as well as reduced error on path costs. Aspect ratio is the ratio of the width of a seed to its height. The average aspect ratio is calculated as the mean of the aspect ratios of all clusters. For static path planning, this number should be as close to 1 as possible, since highly varying aspect ratios have a negative effect on the error introduced. The MSE is calculated with respect to the difference in distances to the same location on both the regular and adaptive grids.
½Xði; jÞ − Rði; jÞ 2 :
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In Eq. (1), m is the number of rows and n is the number of columns of the original regular grid (range image) and also the corresponding adaptive grid. R represents the shortest distance of each pixel to the center of the original grid (using the navigable area), whereas X represents the distances on the navigation graph constructed using the adaptive grid. Figure 8 shows the pixel distances to the center of the regular grid, and Fig. 9 presents the corresponding distances in an adaptive grid.
Results

Forming Adaptive Grids
Figures 10 and 11 present statistics for 132 different adaptive grids constructed with different combinations of parameters. These statistics compare the results obtained using the different evaluation metrics given in Sec. 4.2.
As can be observed from Figs. 10 and 11, although an increase in the cluster count notably reduces MSE (i.e., S8 and S16), it significantly increases the overhead in memory requirements and preprocessing time. For adaptive grids that have few clusters (i.e., those with single [Sng] and border [Bor] initialization) and for grid adaptations that have a large number of clusters (like those with sampled 8 [S8] and random 500 [R500] initialization), the MSE values obtained are lower than those with medium amounts of clusters (such as R100 and S128 initialization). Especially for clusters with high and varying aspect ratios, the accumulated error on the paths grows as the number of clusters on the paths increases. However, an increase in cluster count generally causes a decrease in cluster size and restricts the aspect ratio; after some point, the accumulated error starts to decrease. Hence, the most successful grid adaptations are achieved with R100 and S128 grid initialization schemes and by using a common, round-robin queue.
Comparing Adaptive Grids with Other Approaches
Traditional approaches to creating NavMeshes involve creating a triangular mesh based on the geometry of a scene. We compare the adaptive grid approach with a Delaunay triangulation of the scene, which is similar to Kallmann's use of the constrained Delaunay triangulation. We also compare adaptive grids with various triangular meshes constructed using the recast toolset.
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Fig . 8 Pixel distances on the regular navigation grid.
Optical Engineering 027002-7 February 2013/Vol. 52(2) Fig. 9 Pixel distances on the adaptive grid. Fig. 10 (a) Cluster aspect ratios for adaptive grids with different parameters. Seed initialization methods are single (Sng); border (Bor); random 10 (R10), R50, R100, R500, sampled 8 (S8), S16, S32, S64, and S128, respectively. (b) Cluster sizes for adaptive grids with different parameters. Using the triangular meshes, the navigation graph construction algorithm is applied to compute the MSE. The results for various meshes are shown in Fig. 12 . The Delaunay triangulation, which consists of 192 triangles, results in an MSE of 14,365 and has the smallest average triangle aspect ratio. The recast mesh with the smallest number of triangles (1160 triangles) has an MSE of 14,732. Of the meshes produced by recast, the mesh with the greatest number of triangles results in the smallest MSE. When the number of triangles increases, the MSE drops dramatically. The mesh with 2154 triangles has an MSE of 2259.
In most cases, the adaptive grid approach outperforms the triangle meshes. For instance, the S16 queue generation method results in 2190 clusters and an MSE of 208. When comparing the S16 queue with the triangle mesh having approximately the same number of triangles as clusters, the adaptive grid outperforms the triangle mesh 10-fold. The most similar adaptive grid example to Delaunay triangulation (in terms of number of clusters) uses single initial seed and stack data structure and has 479 clusters and an MSE of 6,958. The adaptive grid method produces much less error than triangular meshes that have approximately the same number of triangles as clusters.
Application of Adaptive Grids on LIDAR Images
Adaptive grids can also be applied on range images captured from real-world sources using technologies such as LIDAR. Figure 13 (a) shows an example LIDAR image taken from Seattle, Washington.
Processing a LIDAR range image to generate a binary navigation grid that represents the navigable space is slightly different than processing depth images of virtual cities. First of all, LIDAR imaging is especially sensitive to refractive surfaces, such as glass. Range values may not be acquired from such surfaces, and hence, they are represented as black pixels in the image. As a preprocessing step, we use median filtering and morphological closing operations on the LIDAR image to remove these black pixels. Second, the distribution of range values over the image is not uniform. We use adaptive thresholding with a fixed window to separate roads from buildings. To clear away any small zones that are misclassified as buildings, we use morphological opening. The rest of the preprocessing follows the steps discussed in Sec. 3.1. Figure 13 (b) depicts the navigable space obtained after these operations.
Finally, we apply the proposed algorithm on the binary navigation grid to obtain a rectangular partitioning of the navigable space. This partitioning has 757 clusters and is generated from a single initial seed using a one-dimensional, depth-first expander. We also construct the associated navigation graph. Figure 13 (c) shows the generated partitioning. It is suitable for many applications of path planning, including traffic and pedestrian simulations.
Crowd-Simulation Application
Simulation results are obtained for an adaptive grid that has 784 clusters. This adaptive grid is generated from uniformly sampled initial seeds with a period of 32 pixels in both directions, and a depth-first, one-dimensional expander is used. The total memory consumed by the adaptive grid is 7.06 megabytes. This memory cost is derived for all possible 784 × 784 pairs. The memory cost can be significantly reduced by computing only the relevant paths. The average error on paths for this adaptive grid is 89 pixels for a grid of 512 × 512 pixel dimensions. These results include 2400, 4800, 9600, and 19,200 agents. Agents are periodically created on prespecified entry points within a virtual city and are assigned global tasks to reach a random entry/exit point. These entry/exit points are assigned to the building entrances and street exits. Still frames from an animation with 2000 agents are shown in Fig. 14 . Five character models (three male and two female) with varying numbers of polygonal complexity (between 2000 and 4000) are randomly assigned to agents upon instantiation. All agents have a wide set of skeletal animations (including idle, walking, running, talking, etc.) for realizing more interactive scenarios. During animation switches, all animations are linearly blended to support smooth transitions. Agents are removed from the simulation once they achieve their goals. As the successful agents are removed, the system maintains the maximum count of agents in the scene by injecting new agents. The removed agents are not destroyed but inserted into a pool (queue) so that they can be used for new injections. This agent-pooling approach significantly reduces the computational overhead of the new agent instantiation process. In this way, all agents within the system are instantiated only once. The virtual city block is composed of 33 buildings and a number of other environmental objects, such as city lights, traffic signs, trees, and benches. These objects are recognized as obstacles by the agents and hence taken into account during local path planning for collision avoidance. The complete geometric model of the virtual city includes 18,342 polygons.
The tests are performed on a machine with an Intel Core i7 920 (8 MB cache, 2.67 GHz clock) processor, 6 GB RAM, 2 × ATI Radeon HD4890 graphics processing unit. Simulation statistics are evaluated for the four different scenarios, 2400-agent, 4800-agent, 9600-agent, and 19,200-agent. Imposter models and low-resolution textures are used for testing massive crowds. These scenarios are defined with respect to the maximum crowd size they permit. The statistics for each scenario include (1) the amount of polygons rendered, (2) average frames per second (fps), and (3) crowd size with respect to simulation time. All statistics are collected within a time period of 200 s. In all scenarios, maximum crowd size is achieved after 80 s. The results are given in Fig. 15 .
The average frame rates for these scenarios are provided in Table 1 , where it can be seen that the system operates at real-time rates for up to 9600 agents. It should be noted that, in the presented results, optimizations such as crowd-based occlusion culling are not applied.
For each frame, the accumulated computational cost for all agent updates is calculated with respect to varying crowd sizes. These values are expected to follow linear scaling as the simulated crowd size increases. Figure 16 gives the computational cost of agent updates, and a line is fitted to the graph.
Conclusions
We propose adaptive grids, a new image-based approach to construct a gridlike NavMesh, and an algorithm to construct the corresponding navigation graph, which facilitates constant-time global path planning for simulated virtual crowds. Adaptive grids addresses the shortcomings of previously proposed NavMesh construction algorithms. Adaptive grids can be configured to generate NavMeshes for both static and dynamic path planning, and it can be adapted to any application where path planning is of primary concern.
Considering the results when comparing adaptive grids with other triangular NavMeshes, adaptive grids offers better performance for static path planning. Adaptive grids also provides the following benefits over the traditional triangular meshes. When searching for an agent's cell location, adaptive grids quickly finds the cell by querying the grid, whereas bounding boxes and inclusion tests are needed for triangular NavMeshes. Adaptive grids is much simpler to implement compared to geometric NavMesh approaches. Adaptive grids is an image-based approach; hence, parallel computation of an adaptive grid is rather trivial. Graphics processing unit (GPU) implementations are possible, further improving the preprocessing time. Existing NavMesh approaches, such as the one proposed in Ref. 8 , simplify the navigable geometry of the 3-D model (i.e., the surfaces with up-normals) until they achieve a minimal NavMesh. Processing time and performance of such approaches strictly depend on the capabilities of the artist who created the 3-D model (i.e., game levels or city models). Our approach, on the other hand, is image-based, where the axis-aligned range image of the model is independent from the model's topology. Thus, adaptive grids is a computationally cheap and easy-to-use approach when constructing a NavMesh.
Considering our simulation results, constant-time static path planning using the adaptive grids approach is feasible in terms of realism, performance, and scalability. Many approaches in current literature restrict the behaviors of agents by either performing path planning only for agent groups (instead of individuals) or forcing the agents to follow strict navigation paths. Using adaptive grids for static path planning provides complete freedom to agents in selecting destination points. Hence, adaptive grids is more appropriate for crowd-simulation applications that spend most of the execution time on extensive artificial intelligence routines per agent. In addition, the proposed system need not store all pairs of shortest paths. In real-life scenarios, the preferred global goals of the pedestrians are within a finite domain. They are usually building entrances or specific locations, such as cafés, parks, etc. This observation justifies precomputation and storage of paths toward goals (in a finite domain) to support for Oð1Þ time complexity. The majority of the existing path-planning approaches in literature use graph search algorithms such as A Ã to compute paths dynamically at run-time with greater precision and cost. Hence, dynamic global planning support versus computational complexity is one tradeoff, which is open to debate, especially for massive crowds.
Although path planning on a two-dimensional terrain is demonstrated, our algorithm can easily be modified to handle 3-D spaces as well. In this case, the adaptive grid will be formed by 3-D axis-aligned rectangular prisms, and our algorithm should be extended to take into account up and down directions (in addition to east, south, west, and north) for the seed expansion process.
