Motion concepts mean those concepts containing motion information such as racing car and dancing. In order to achieve high retrieval accuracy comparing with those static concepts such as car or person in semantic retrieval tasks, the temporal information has to be considered. Additionally, if a video sequence is captured by an amateur using a hand-held camera containing signi¯cant camera motion, the complexities of the uncontrolled backgrounds would aggravate the di±culty of motion concept retrieval. Therefore, the retrieval of semantic concepts containing motion in non-static background is regarded as one of the most challenging tasks in multimedia semantic analysis and video retrieval. To address such a challenge, this paper proposes a motion concept retrieval framework including a motion region detection model and a concept retrieval model that integrates the spatial and temporal information in video sequences. The motion region detection model uses a new integral density method (adopted from the idea of integral images) to quickly identify the motion regions in an unsupervised way. Specially, key information locations on video frames are¯rst obtained as maxima and minima of the result of Di®erence of Gaussian (DoG) function. Then a motion map of adjacent frames is generated from the diversity of the outcomes from the Simultaneous Partition and Class Parameter Estimation (SPCPE) framework. The usage of the motion map is to¯lter key information locations into key motion locations (KMLs) that imply the regions containing motion. The motion map can also indicate the motion direction which guides the proposed \integral density" approach to locate the motion regions quickly and accurately. Based on the motion region detection model, moving object-level information is extracted for semantic retrieval. In the proposed conceptual retrieval model, temporally semantic consistency among the consecutive shots is analyzed and presented into a conditional probability model, which is then used to re-rank the similarity scores to improve the¯nal retrieval results. The results of our proposed novel motion concept retrieval framework are not only illustrated visually demonstrating its robustness in non-static background, but also veri¯ed by the promising experimental results demonstrating that the concept retrieval performance can be improved by integrating the spatial and temporal visual information.
Introduction
With the fast development of the Internet, more and more people search information on the Internet. Consequently, a number of text-based search engines appear on the Internet for topic and event searching tasks [1] . Although texts share certain correlation information with content data, searching for a multimedia content is not easy because multimedia data, as opposed to texts, needs more pre-processing steps to yield indices relevant for the query [2, 3] . With the amount of online multimedia data increasing at an explosive speed, more challenges on data retrieval, browsing, searching and categorization arise. These challenges motivate many researchers to devote their e®orts into the multimedia semantic retrieval area [4À6] . Specially, with the rapid advances of Internet and Web 2.0, in large multimedia databases, the traditional way of manually assigning a set of labels to a record, storing it, and matching the stored label with a query obviously is not feasible and e®ective. The successor methods, called content-based video retrieval approaches, are developed to quickly and automatically identify the semantic concepts and annotate the video sequences [7À11] .
One of the key steps in content-based multimedia data analysis is automatic object detection which aims to segment a visual frame into a set of semantic regions and each region corresponds to an object that is meaningful to the human vision system such as a dog and a tree. However, the available information and the challenges of object detection from image data and video data are di®erent. For example, the temporal information in video sequences enables us to utilize the moving object-level information for moving object detection. After years of development, many object detection models have been proposed with reasonably good performance in videos captured under controlled background. Nevertheless, little progress is achieved toward model robustness when dealing with videos with uncontrolled backgrounds, such as videos recorded by an amateur using a hand-held camera containing signi¯cant camera motion, background clutter, and changes in object appearance, scale, and illumination conditions. Figure 1 shows sample snapshots extracted from video clips recorded in an uncontrolled condition. These videos with uncontrolled backgrounds pose lots of challenges for multimedia retrieval over the Internet. This calls for the development of more advanced techniques for rapid processing and summarization. The drawbacks of the most existing techniques include the requirements of (1) static cameras or approximate compensation of camera motion; (2) foreground objects that move in a consistent direction or have faster variations in appearance than the background; and (3) explicit background models [12] . These requirements are mostly unrealistic and particularly questionable when an ego-motion happens, e.g. a camera that tracks a moving object in a manner such that the latter has very small optical°ow, or the background is dynamic. In addition, background learning requires either a training set of``background-only" images [13] or batch processing (e.g. median¯ltering [14] ) of a large number of``video frames". The latter must be repeated for each scene and is di±cult for dynamic scenes where the background changes continuously.
It is found from psychological studies that a human vision system perceives external features separately [24] and is sensitive to the di®erence between the target region and its neighborhood. The high contrast is able to attract human's¯rst sight more than the surrounding neighbors with low contrast [15] . Motivated by such ndings, a motion region detection model is proposed in this paper. Our proposed model integrates spatial information locations (i.e. the yellow crosses shown in Fig. 2(a) ) and temporal motion cues (i.e. the white and black zones shown in Fig. 2(b) ) to¯nd the locations that are rich in spatio-temporal information (i.e. the yellow crosses shown in Fig. 2(c) ). After that, the proposed integral density method analyses the spatio-temporal information and identi¯es the motion region (i.e. the yellow bounding box shown in Fig. 2(d) ). The motion regions can be viewed as a kind of motion information that may improve the semantic concept retrieval performance. In this paper, a novel concept retrieval model that consists of a more general temporal consistency model and a conditional probability method is also proposed to enhance the semantic retrieval performance by taking into account of the semantic relevance among more than two shots. The main contributions of this paper include:
(1) De¯ne a new concept called key motion locations (KMLs) which are a subset of key information locations. Key information locations are obtained as the maxima and minima of the result of Di®erence of Gaussian (DoG) function. (2) Propose a motion map based on the segmentation results generated from the Simultaneous Partition and Class Parameter Estimation (SPCPE) algorithm [23] in order to select the quali¯ed key information locations as the key motion locations (KMLs). Such a motion map not only shows the motion areas, but also indicates the moving direction of the objects which help the identi¯cation of the motion region later. (3) Propose an integral density method which is inspired by the idea of integral images in order to quickly and accurately detect the motion regions from KMLs. (4) Present a semantic concept retrieval model to integrate global and local features. (5) Utilize temporally semantic consistency among neighboring shots to re-rank the similarity scores to improve the retrieval performance.
The remainder of this paper is organized as follows. Section 2 discusses the related work in motion region detection and concept retrieval. The motion region detection model is presented in Sec. 3. Section 4 describes the proposed semantic retrieval model that combines the global and local features and utilizes temporally semantic consistency to enhance the semantic retrieval performance. Section 5 presents the experimental results and analyzes the performance from the detection and retrieval angles, respectively. Section 6 concludes the proposed semantic motion concept retrieval framework.
Related Work
Following the psychological¯ndings, the detection of feature contrasts to trigger human vision nerves becomes the focus of many research studies. Such research led to the visual attention detection or salient object detection research areas. In [16] , a conditional random¯eld method which e®ectively combines multiple features such as multi-scale contrast, center-surround histogram, and color spatial distribution for salient object detection was proposed. When the saliency concept is moved from a static image domain to video sequences, the motion saliency which is also de¯ned as attention due to motion [17] will dominate the frames. As a result, regardless of the visual texture in the scene, the human perceptual reactions will mainly focus on the motion contrast. To further the research areas, many studies extended the research from the spatial attention to the temporal domain and the prominent motion becomes an important role. For instance, Mahadevan and Vasconcelos proposed an algorithm for spatiotemporal saliency based on a center-surround framework [12] . Their unsupervised algorithm combines spatial and temporal components of saliency in a principled manner, and is completely unsupervised. The main shortcoming of the work was its computational performance, so it is not applicable in real time. In [18] , the authors proposed a backtrack-chain-updation split algorithm to distinguish two separate objects overlapped previously. Their proposed algorithm detected the split objects in the current frame, which are then used to update the overlapped ones in the previous frames in a backtrack-chain manner. In this way, more accurate temporal and spatial information of the semantic objects can be used for video indexing. Liu et al. [19] extended the work in [18] to handle more generalized overlapped situations though it has the constraint that the objects were¯nally split in the video sequences. Another study developed a spatio-temporal video attention detection technique that detects the attended regions corresponding to both interesting objects and actions in video sequences [20] . Their temporal attention model utilizes the geometric transformations between images as well as the interest point correspondences rather than the traditional dense optical¯elds. Furthermore, their model estimates the motion contrast by applying RANSAC (RANdom SAmple Consensus) on point correspondences in the scene, though its performance is greatly in°uenced by the results of point correspondences. Liu et al. [21] proposed a new framework that integrates the temporal information in [18] and the spatial clues used in [20] to achieve better performance in an unsupervised way.
In most of the existing video retrieval approaches, the relevance of a given shot with respect to a semantic concept is determined based on its own content and independently from its neighboring shots. The actual observation is that the temporally adjacent video segments (e.g. shots) usually have similar semantic concept for better semantic coherence and visual smoothness. This implies that those relevant shots matching a speci¯c semantic concept or a query topic tend to gather in temporal neighborhoods or even appear next to each other consecutively. Based on the observed semantic consistency in the video sequences, we can assume that it could provide valuable contextual clues to video analysis and retrieval. With semantic consistency, one can make more informed prediction as to the relevance of the shot by considering the relevance of its neighboring shots, thus enhancing the overall performance of the predictions. Yang and Hauptmann presented a measurement of the temporally semantic consistency, namely transitional probability, to quantize the relevance of the semantic concept in two adjacent shots by calculating the conditional probability of the two shots [22] . This probability model was proved to be able to enhance the performance of video analysis and retrieval, though it only considers the relevance of two consecutive shots with the semantic concept.
Motion Region Detection Model in Non-Static Background
The optical°ow method is considered one of the most commonly used algorithms in motion detection. Its basic idea is to calculate the motion contrast between visual pixels in the image, but it has some drawbacks. First, when multiple motion layers exist in the scene, optical°ows at the edge pixels are noisy. Next, in texture-less regions, optical°ows may return error values. In the paper, a fast object segmentation method called SPCPE (Simultaneous Partition and Class Parameter Estimation) is¯rst employed to approximately segment the frame into background and foreground. Then the di®erence between the SPCPE results of the adjacent frames is calculated to generate a``motion map". This motion map is used to¯lter the key information locations obtained from the result of applying the Di®erence of Gaussian (DoG) function in the scale space to a series of smoothed and re-sampled videos frames [26] . Finally, the integral density method is utilized to identify the motion regions where the density of key motion locations (KMLs) is high. Our proposed motion region detection model is presented in Fig. 3 .
Biological motivation
Extensive psychophysical studies have shown that these mechanisms can be driven by a variety of features including intensity, color, orientation, motion, etc. The local feature contrast plays a predominant role in the perception of saliency. Neurophysiological experiments on primates have also shown that neurons in the middle temporal (MT) visual area compute local motion contrast with center-surround mechanisms. It has, in fact, been hypothesized that such neurons underlie the perception of motion pop-out and¯gure-ground segmentation [25] . On the other hand, this evidence suggests that spatio-temporal saliency or foreground motion detection techniques which (1) rely on grouping of features by motion similarity to identify foreground objects or (2) require compensation of camera motion will have di±cul-ties to match the performance of biological systems. The center-surround mechanisms of biological systems support the idea of``motion map" on measurements of local motion contrast. One of the advantages of the proposed motion region model in the paper is that our method does not need training samples or pre-build a``global background model" for testing instances. Motion region can be e±ciently calculated using merely motion information between the adjacent frames and could immediately adapt to di®erent kinds of unknown scenes. Also, the use of the proposed motion map makes the motion region detection model robust to the camera motion and dynamic background.
Motion map generation
In this section, the motion region is identi¯ed from the non-static background in an unsupervised manner or a bottom-up approach. The top-down approaches are taskdriven and need to know the prior knowledge of the target. In contrast to such approaches, the bottom-up ones are a stimuli-driven mechanism based on the human reaction to the external stimuli such as the prominent motion from the surroundings. Figure 4 shows the comparison between the binary images and the SPCPE segmentation results on some sample frames. In the third row of this¯gure, the segmentation results generated by SPCPE from two adjacent frames are presented and they show that the pixels in the video frames are segmented into two classes (in white and black, respectively). The SPCPE algorithm starts with an arbitrary class partition and employs an iterative process to jointly estimate the class partition and its corresponding class parameters. Typically, we can assume that the content of the adjacent frames in a video sequence does not change much, and thus the estimation result of the two classes of the successive frames does not di®er a lot. These can be demonstrated between Figs. 4(a) and 4(b), and between Figs. 4(e) and 4(f).
Based on such an assumption, we used the segmentation of the previous frame as an initial class partition for the next frame to signi¯cantly reduce the number of iterations for processing. The iteration is terminated when the number of pixels that changed the class label between the two iterations is less than a threshold. Please note that though Figs. 4(e) and 4(f) do not show the precise contours of the objects, the segmentation is considered to re°ect the object-level information in the frame. Though Figs. 4(c) and 4(d) obtained using binary images can in some degrees represent object-level information, the di®erence of binary images shown in Fig. 5(a) contains too much noise and therefore it fails to show the motion of moving objects. On the other hand, the results from SPCPE can better indicate the motion of moving objects as given in Fig. 5(b) .
Assume the white regions and black regions in Figs. 4(e) and 4(f) stand for class 1 and class 2, respectively. The gray area in Fig. 5(b) shows the pixels which do not change the class labels from Fig. 4(e) to Fig. 4(f) . The white zones in Fig. 5(b) illustrate those pixels which change from class 1 to class 2, and the black zones shows the pixels which change from class 2 to class 1. Apparently, these white and black zones contain the contour information of the foreground and background, as well as the motion direction information of the foreground. Thus we de¯ne the white and black zones in information while ignoring the detailed texture information, and therefore it is robust for generating a good motion map. In contrast, the binary images contain more detailed object contour information which may in°uence the quality of the motion map if the background in the frames contains many detailed textural information.
Motion maps for identifying key motion locations
In our proposed motion region detection model, we search the maxima and minima of the results of the DoG function when it is applied in the scale space to a series of smoothed and re-sampled frames to identify the key information locations [26] . In our framework, some key information locations describe the contours of the moving foreground; while the others describe the non-static background. On the basis of such an observation, the motion map generated in the previous step is used to remove the key information locations that are not located on the contour of the moving objects. In fact, we only keep those key information locations on the motion map since we consider them as motion related locations, and call them``key motion locations" (KMLs). For example, those KMLs in Fig. 2 (c) are used to help¯nd the motion regions shown in Fig. 2(d) .
Motion region detection
With a batch of KMLs on hand, the next issue is how to group them into meaningful motion regions, which is a very time-consuming global search problem. To address this issue, the``integral density" method is proposed to quickly identify the motion regions. We de¯ne a motion region as one which has a higher density of KMLs than other regions and satis¯es the direction constraint in the motion map. The idea of our proposed``integral density" method is adopted from the``integral images" in [27] , since it allows fast implementation of the box type convolution¯lters. Let the entry of an integral image I P ðxÞ at a location x ¼ ðx; yÞ represent the sum of all pixels in the input image I of a rectangular region formed by the point x and the origin. We then have the following:
X j y j¼0 I ði; jÞ:
After I P ðxÞ is calculated, the sum of the intensities over any upright rectangular areas can be obtained in only four additions independent of their sizes.
Though the fast calculation idea is adopted from the integral image, it is the density of KMLs in the input image, instead of summarizing all pixels, that needs to be calculated. This leads to the de¯nition of``integral density" in this paper. Through such a method, the region where the density of KMLs is high can be found e®ectively. In addition, such regions are considered to be highly related to the moving foreground. To ensure the bounding of a complete motion region, the constraint that the ratio of two motion zones (namely, the white zone and black zone) in the motion map is not high is imposed on each region. The rationale behind such a constraint is that ideally these two zones should have the same area, indicating the motion direction of the object. However, the question arises as how to decide such a ratio. Though the ratio threshold is set to two in this paper, it can be adjusted°exibly depending on the applications. Take Fig. 6(a) as the example. Since the white zone and black zone are separate, without such a constraint, only a half of the person in Fig. 6(b) where the density of the interest points is high will be bounded. Please note that the ratio does not depend on the speed of the object.
Concept Retrieval Model
Two new clues are introduced to enhance the semantic concept retrieval model. Thē rst one is to extract local features from the motion region and integrate it with the global information for a better retrieval performance. The second one is to utilize the temporally semantic consistency information among shots in the conditional probability model to help re-rank the retrieval results.
Semantic retrieval using global and local features
The motivation is to utilize the information obtained from the motion region detection model in the manner that the local or object-level features are integrated with the commonly used global features for retrieval. Figure 7 presents the training phase of our proposed retrieval model. The training phase has the feature extraction module working on the motion regions, and the subspace training module working on the original frames.
To train the subspace in the proposed concept retrieval model, we adopt the representative subspace projection modeling (RSPM) algorithm [11] . Due to the facts that our proposed framework consists of two models, a subspace called the local subspace is trained for the local features extracted from the motion regions, and a subspace called the global subspace is trained for the global features extracted from the original video frames.
The testing phase of the proposed concept retrieval model is given in Fig. 8 . The visual features are projected onto the subspace obtained in the training phase. That is, the local features extracted from the motion regions in the testing data set will be projected onto the local subspace for motion regions obtained in the training phase, and the global features extracted from the video frames in the testing data set will be projected onto the global subspace for the video frames obtained in the training phase. Each testing feature vector will be converted into a similarity score after the subspace projection. In order to combine the similarity scores from local and global subspaces, a fusion process is developed to generate a¯nal similarity score to represent each video shot. In this paper, the logistic regression method is employed to fuse the global and local similarity scores from the di®erent features. In the future, other fusion methods will be explored in our proposed model.
4.2.
Similarity score re-ranking using temporally semantic consistency
In order to improve the retrieval performance, a conditional probability model is developed that provides a quantitative measurement of the semantic consistency to re-rank the retrieval results. This model considers the semantic relations among the neighboring shots, in particular, three contiguous shots in this study. Suppose C t 2 f0; 1g is a binary variable indicating whether shot t is relevant to semantic concept C . PðC t ¼ 1jC tÀ1 ¼ 1; C tþ1 ¼ 1Þ is de¯ned as the conditional probability of shot t being relevant to C given that its previous shot t À 1 and following shot t þ 1 are both relevant to C (as shown in Eq. (1)).
where ]ðC tÀ1 ¼ 1; C tþ1 ¼ 1Þ is the total number of shots whose preceding shot and succeeding shot are all relevant to concept C in the training set, and ]ðC t ¼ 1; C tÀ1 ¼ 1; C tþ1 ¼ 1Þ is the total number of the three consecutive shot groups that are all relevant to concept C . In the same way, three other conditional probabilities are calculated as follows, considering the relevance between the shot and concept C . PðC t ¼ 1jC tÀ1 ¼ 1; C tþ1 ¼ 0Þ is de¯ned as the conditional probability of shot t being relevant to concept C given that its preceding shot t À 1 is relevant; while the succeeding shot t þ 1 is irrelevant to concept C .
where ]ðC tÀ1 ¼ 1; C tþ1 ¼ 0Þ is the total number of shots whose preceding shot is relevant to concept C ; while the succeeding shot is irrelevant to concept C in the training set, and ]ðC t ¼ 1; C tÀ1 ¼ 1; C tþ1 ¼ 0Þ is the total number of the three consecutive shot groups that the¯rst two shots are relevant to concept C ; while the third one is irrelevant to concept C . In the same way, we may derive the following equations:
Equation (3) de¯nes the conditional probability of shot t being relevant to concept C given that its preceding shot t À 1 is irrelevant; while the succeeding shot t þ 1 is relevant to concept C . ]ðC tÀ1 ¼ 0; C tþ1 ¼ 1Þ is the total number of shots whose preceding shot is irrelevant to concept C ; while the succeeding shot is relevant to concept C , and ]ðC t ¼ 1; C tÀ1 ¼ 0; C tþ1 ¼ 1Þ is the total number of the three consecutive shot groups that the¯rst shot is irrelevant to concept C ; while the succeeding two shots are relevant to concept C . Equation (4) de¯nes the conditional probability of shot t being relevant to concept C given that its preceding shot t À 1 and the succeeding shot t þ 1 are both irrelevant to concept C . where ]ðC tÀ1 ¼ 0; C tþ1 ¼ 0Þ is the total number of shots whose preceding shot and the succeeding shot are irrelevant to concept C , and ]ðC t ¼ 1; C tÀ1 ¼ 0; C tþ1 ¼ 0Þ is the total number of the three consecutive shot groups that the¯rst and the third ones are irrelevant to concept C ; while the second one is relevant to concept C . Equations (1)À(4) provided a quantitative measurement of the semantic consistency in video sequences.
The probability of shot t is relevant to concept C , also called the relevant score in this study, can be calculated as below.
where PðC tÀ1 ¼ 1Þ and PðC tÀ1 ¼ 0Þ are the relevant and irrelevant scores of shot t À 1 to concept C . PðC t ¼ 1jC tÀ1 ¼ 1Þ in Equation (5) can be calculated in Eq. (6).
where PðC tþ1 ¼ 1Þ and PðC tþ1 ¼ 0Þ are the relevant and irrelevant scores of shot t þ 1 to concept C . Equation 6 then can be computed by using Eqs. (1) and (2) . In the same way, PðC t ¼ 1jC tÀ1 ¼ 0Þ in Eq. (5) can be calculated using Eq. (7) that is calculated via Eqs. (3) and (4).
Please note that the relevant score of shot t is predicted using the scores of its adjacent shots, aiming to improve the classi¯cation situation by utilizing the semantic consistency information in the video sequences.
Experimental Results and Analysis
We evaluate the performance of the proposed motion region detection model and the concept retrieval model on a subset of the TRECVID 2010 video collection [28] . The subset contains ten concepts which involve motion information as shown in Table 1 . Some shots are multi-labeled. For example, a shot can be annotated as both`r unning" and``sports".
Performance of the motion region detection model
To form the experimental data set, a reference key frame for each shot is kept, assuming that the reference key frame represents the content of the shot. In the proposed motion region detection model and the semantic concept retrieval model, four extra frames around the reference key frame in each shot are extracted for the purpose of calculating the motion of the shots. In this study, the time interval between two frames is set to 0.2 s. Such a value can be adjusted or adaptively computed based on the motion speed in the shot in our future work. Furthermore, to achieve fast computation, the minimum motion region size is set to 0.4 times of the shorter dimension size of the frame. This assumes that a small region only includes a part of a moving object. Some examples of motion region detection results in the data set are provided in Figs. 9À15. Without considering the temporal motion information in the video sequences, there can be a large number of key information locations which represent a rich texture information area from the spatial angle, but some of them are considered noise (as shown in (a) of Figs. 9À15). As the result of applying our proposed key information location¯ltering via the motion map (in (c) of Figs. 9À15 obtained from the SPCPE algorithm), it can be clearly seen that the resulting key motion locations (KMLs) are able to keep the spatio-temporal information which is suitable for the motion region detection purpose (as shown in (d) of Figs. 9À15). The detection results from the temporal model of [20] are given in (f) of Figs. 9À15. The reason why the model proposed in [20] fails in some cases is that the model is greatly in°uenced by the results of point correspondences. Though the new model proposed in this paper uses a similar strategy as in [20] to locate the key information locations, our proposed motion map removes those motion-unrelated information and the integral density method successfully gets the motion region by precisely analyzing the distribution of the KMLs. Finally, the e®ectiveness of our proposed motion region detection model is demonstrated via (e) of Figs. 9À15. experiments is conducted in three data sets, namely the reference key frame (RF), multiple frames (MFA), and multiple frames plus motion regions (MFA+MR). The data set of the reference key frames is the same data set used in the motion region detection model. Four frames are extracted per shot around the reference key frame. Including the reference key frame, each shot is represented by¯ve frames which consist of the MFA data set. In each frame, one or more motion regions (MR) may be detected. Motion regions detected in the MFA data set plus the MFA data set itself form the MFA+MR data set. The experimental design aims to check whether the motion region features can complement the global features to enhance semantic concept retrieval performance. For the comparison purpose, two kinds of texture features (YCC and LBP) are extracted from each data set. For the YCC features, the frame or region is¯rst converted to the YCC color space from the RGB color space, and then that frame or region is divided into nine blocks. Four values, namely the mean, variance, skewness, and Kurtis, are calculated on the Y, Cb, and Cr components, respectively. We also calculate the mean, variance, skewness, and Kurtis values on the Y, Cb, and Cr components of the global frame, and hence there are totally 120 features extracted from each frame or region. LBP (Local Binary Pattern) is a texture operator that labels the pixels of a frame or region by threshold the neighborhood of each pixel and considers the result as a binary number. After summarizing the binary numbers, 59 LBP features are used to represent the frame or region.
Since there are similarity scores from multiple frames (MFA) and multiple frames and motion region (MFA+MR), the Logistic regression method is adopted to fuse the multiple similarity scores. Hence, the multi-class issue is transferred into the binary class problem. This means that in the training phase, the one-again-all strategy is utilized. The mean average precision (MAP) is de¯ned as the mean of the average precision (AP) of all queries, and is used as the criterion to evaluate and compare the performance of di®erent approaches. Average precision (AP) is a popular measure that takes into account both recall and precision in the information retrieval¯eld. Strictly speaking, the average precision is the precision averaged across all recall values between 0 and 1. In practice, the integral is closely approximated by a sum over the precisions at every possible threshold value, multiplied by the change in recall. Let k be the rank in the sequence of retrieved shots, n be the number of retrieved shots, PðkÞ be the precision at cut-o® k in the list, and ÁrðkÞ be the change in recall from items k À 1 to k [29] . AP is de¯ned as shown in Eq. (8) .
PðkÞÁrðkÞ:
ð8Þ Table 2 and Table 3 present the MAP values on retrieving 10, 100, 1000, 2000, and all shots in the three data sets. In these two tables, RF means the reference key frame data set; MFA means the multiple-frame data set including the reference key frame and four extra frames; and MFA+MR is the union of MFA and motion-region data set, including multiple frames with the motion region obtained from the multiple frames. The two tables show the consistent retrieval results among the three data sets. That is, MFA generally outperforms RF at di®erent numbers of the retrieval shots. This demonstrates that using multiple frames could provide more useful information to improve concept retrieval performance than using a single reference key frame. On the other hand, MFA+MR outperforms both MFA and RF on both sets of features. This veri¯es that the motion region has the concept-related information that can be utilized in semantic concept retrieval. When comparing the MAP values in the same data set between Table 2 and Table 3 , the YCC and LBP return similar MAP values. Also, we observe that the proposed motion region To evaluate the proposed global/local semantic concept retrieval model, a set of experiments conducted to verify the e®ectiveness of the proposed temporal consistency re-ranking approach. The method ranks the similarity scores obtained in the above semantic retrieval model, then using the conditional probability achieved from the training data set to update the similarity scores of the testing shots. The second rows in Tables 4À9 present the re-ranking results that use the temporal consistency information to update the results in Tables 2 and 3 . The values in the¯rst rows in Tables 4À9 are from Tables 2 and 3 for the comparison purposes. The experimental results show that the temporal consistency information extracted from the video sequences can help improve the¯nal retrieval results, specially the MAP at top 10 having 10À25% increasing averagely in Tables 4À9, that greatly improves the preliminary retrieval results. 
Conclusions
This paper proposes a new semantic motion concept retrieval framework consisting of a motion region detection model and semantic retrieval model to analyze and utilize the spatio-temporal video sequence information. The framework is veri¯ed robust to the non-static background. Firstly, a motion map is generated from the SPCPE segmentation results to keep the motion related key information locations, called key motion locations (KMLs). Next, an integral density method is proposed to quickly and precisely identify the motion region by analyzing the density of the KMLs under the motion direction constraint generated by the motion map. Based on the detected motion regions, a new semantic retrieval model using global and local features are presented to e®ectively combine and fuse the texture information from the global features via the original frames and the local features from the motion regions. Finally, a re-ranking method that considers temporally semantic consistency information among continuous shots are proposed to further enhance the retrieval results. Experimental results show that our proposed motion region detection and semantic retrieval model achieves good performance in terms of the motion region detection and multimedia semantic retrieval. 
