Three-phonon and four-phonon interaction processes in a pair-condensed
  Fermi gas by Kurkjian, Hadrien et al.
Three-phonon and four-phonon interaction processes in a pair-condensed Fermi
gas
H. Kurkjian, Y. Castin, A. Sinatra
Laboratoire Kastler Brossel, ENS-PSL, CNRS, UPMC-Sorbonne Universite´s and Colle`ge de France, Paris, France
Abstract
We study the interactions among phonons and the phonon lifetime in a pair-condensed Fermi gas in the BEC-BCS
crossover in the collisionless regime. To compute the phonon-phonon coupling amplitudes we use a microscopic
model based on a generalized BCS Ansatz including moving pairs, which allows for a systematic expansion around
the mean field BCS approximation of the ground state. We show that the quantum hydrodynamic expression of the
amplitudes obtained by Landau and Khalatnikov apply only on the energy shell, that is for resonant processes that
conserve energy. The microscopic model yields the same excitation spectrum as the Random Phase Approximation,
with a linear (phononic) start and a concavity at low wave number that changes from upwards to downwards in the
BEC-BCS crossover. When the concavity of the dispersion relation is upwards at low wave number, the leading
damping mechanism at low temperature is the Beliaev-Landau process 2 phonons ↔ 1 phonon while, when the
concavity is downwards, it is the Landau-Khalatnikov process 2 phonons ↔ 2 phonons. In both cases, by rescaling
the wave vectors to absorb the dependence on the interaction strength, we obtain a universal formula for the damping
rate. This universal formula corrects and extends the original analytic results of Landau and Khalatnikov [ZhETF 19,
637 (1949)] for the 2 ↔ 2 processes in the downward concavity case. In the upward concavity case, for the Beliaev
1↔ 2 process for the unitary gas at zero temperature, we calculate the damping rate of an excitation with wave number
q including the first correction proportional to q7 to the q5 hydrodynamic prediction, which was never done before in
a systematic way.
1. Introduction
In several many-body systems the low-lying collective excitations are phonons. At low temperature, interactions
among phonons determine their lifetime, correlation time and mean-free path. Therefore, they play a central role in
transport phenomena, such as thermal conduction in dielectric solids, in hydrodynamic properties, such as temperature
dependent viscosity and attenuation of sound in liquid helium [1, 2, 3, 4, 5, 6], and in macroscopic coherence properties
of degenerate gases, as they determine the intrinsic coherence time of the condensate both in bosonic and fermionic
gases [7, 8]. The dominant phonon decay channel differs among physical systems, and depends in particular on the
curvature of the phonon excitation branch [9, 10, 11]. For a convex dispersion relation at low wave-number, Beliaev-
Landau 2 ↔ 1 processes involving three quasiparticles dominate [12, 13], while for a concave dispersion relation
at low wave-number, Beliaev-Landau interactions are not resonant, and the Landau-Khalatnikov 2 ↔ 2 processes
involving four quasiparticles dominate the dynamics.
Compared to other many-body systems, cold atomic gases offer the unique possibility to control and tune some
microscopic parameters, in particular the interaction strength. For a cold atomic Fermi gas in two spin states ↑ and
↓, interactions occur only in the s-wave between fermions of opposite spins. We restrict ourselves to the universal
regime of interactions of negligible range b, fully characterized by a single parameter, the s-wave scattering length
a, |a|  b. Using an external magnetic field, one can adjust this parameter of the interaction strength close to a so-
called Feshbach resonance. This feature has allowed cold Fermi gases experiments to study the crossover between the
Bardeen-Cooper-Schrieffer (BCS) regime 1/a → −∞, where the superfluid pairs (k ↑,−k ↓) are localized in Fourier
space close to the Fermi surface, and the Bose-Einstein Condensate (BEC) regime 1/a→ +∞, of dilute tightly bound
dimers that behave as bosonic particles [14, 15, 16, 17, 18, 19, 20, 21, 22]. For the unpolarized gas of spin-1/2
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fermions, the excitation spectrum consists of two branches: a gapped fermionic branch describing the excitation of
the internal degrees of freedom of the ↑↓ pairs, and a bosonic branch describing the collective motion of the pair center
of mass, which has a phononic behavior at small wave vectors [23, 24, 25, 26, 27, 11]. If the density of excitations is
sufficiently small, the elementary excitations are long-lived weakly interacting quasiparticles.
In cold gases of spin-1/2 fermions, the dispersion relation of phonons changes from convex in the BEC regime
[25] to concave in the BCS regime [24]; it is generally expected at unitarity to be convex at low wave number
[28, 29, 30, 31, 26, 11], although the predicted values of the curvature parameter significantly differ and there is no
experimental verdict yet. A complete experimental investigation of the interactions between phonons, in both the
concave and convex cases, seems in any case possible within this same physical system. In particular, experiments
should observe a sharp increase in the phonon lifetime by switching from the convex to the concave case through a
tuning of the scattering length. Experimental studies of collective excitations in cold gases have been performed both
in the spectral domain with Bragg scattering [32, 33] and in the time domain [34, 35]. Those studies combined with
the possibility to realize homogeneous systems in flat-bottom traps [36] make the measurement of the decay caused
by either the 2↔ 1 or the 2↔ 2 processes a concrete prospect.
To date, an exhaustive theoretical study of phonon interactions and a general expression of the phonon damping
rates at low temperature for any interaction strength is missing. The most natural example of a convex dispersion
relation is the Bogoliubov excitation branch of the weakly interacting Bose gas. In this case, Beliaev obtained the
coupling amplitudes in a microscopic framework and, from those, the damping rate associated to the 1→ 2 processes
[12]. The contribution of the 2→ 1 Landau processes, which exist only at nonzero temperature, was obtained later in
[37, 38, 39]. In superfluid spin-1/2 Fermi gases, reference [13] calculated the zero-temperature Beliaev 1→ 2 damp-
ing rate by a phenomenological low-energy effective theory going one step beyond quantum hydrodynamics in order
to include a curvature in the phonon dispersion relation. However, the authors omitted to include corrections to the
phonon coupling amplitude, which makes their treatment inconsistent. In the bosonic case of phase II of 4He, whose
dispersion relation was originally believed to be concave, Landau and Khalatnikov obtained the coupling amplitude
for the 2 ↔ 2 processes, including the contribution of virtual off-resonant 3-phonon processes and introducing by
hand corrections to hydrodynamics in the form of a cubic term in the excitation spectrum. However, the fact that they
computed the damping rates only in the low and high wave-number limits makes this study incomplete and motivates
us to revisit it. Studies of low-energy 2 ↔ 2 processes in 4He were put on hold after 1970, when it was discovered
that the dispersion relation of 4He is in fact convex at low wave-number [3, 4] at least at not too high pressure [4, 5].
Studies on processes in the wave-number ranges where the dispersion relation becomes concave again, particularly
challenging due to the existence of a small convex region, are still an active research topic [10]. To our knowledge,
the study of the 2 ↔ 2 processes in cold Fermi gases is mainly at the unitary limit and in the collisional hydrody-
namic regime where the relevant measure for dissipation is the shear viscosity of the gas [40, 41, 42]. In this article,
we restrict to temperatures low enough to be in the collisionless regime. There, we present a complete study of the
interaction processes between phonons in cold Fermi gases, for any interaction strength in the BEC-BCS crossover,
therefore in both the concave and convex cases.
We describe the unpolarized pair-condensed Fermi gas using a microscopic semiclassical model, based on a vari-
ational state including moving pairs. This model allows for a systematic expansion of the Hamiltonian in terms of
two canonically conjugate fields β and β∗ that are weak if the density of excitations in the gas is low. The microscopic
model and the principle of the method are exposed in section 2.
In section 3 we consider the expansion of the Hamiltonian to the quadratic order in the fields β and β∗. By
diagonalizing the quadratic problem, we find the spectrum of the excitations [23, 24, 25, 26, 27, 11]. Beyond the purely
spectral results known in the literature, we derive here explicitly the quasiparticle modes and the annihilation/creation
amplitudes, which we then quantize. This is rather elegantly done thanks to the Hamiltonian character of the equations
in the semiclassical model.
Section 4 is devoted to the calculation of the coupling amplitudes for three-phonon and four-phonon interaction
processes. We give the quantum hydrodynamics [1] predictions for the amplitudes of the 2 ↔ 1 and the 2 ↔ 2
processes, and compare them on the energy shell to a microscopic derivation, based for 2↔ 1 on the fermionic model
of section 3, and for 2↔ 2 on a model of bosons with finite range interactions designed to have a concave dispersion
relation at low wave numbers. Our microscopic test of the hydrodynamic predictions is particularly valuable for the
2 ↔ 2 processes, as (i) these processes involve nonresonant 2 ↔ 1 and 3 ↔ 0 processes, whose amplitudes are not
correctly given by hydrodynamics, (ii) genuine hydrodynamics leads to a divergence in the 2 ↔ 2 amplitude that
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Landau and Khalatnikov had to regularize “by hand” by introducing a curvature in the phonon dispersion relation.
In section 5 we present a direct application of the previous results by calculating the damping rate of phonons in
a Fermi gas in the whole BEC-BCS crossover in the collisionless regime. To this aim we use the effective on-shell
coupling amplitudes for 2 ↔ 1 and 2 ↔ 2 processes calculated in section 4 within a Master equation approach.
The three main results of section 5 are that (i) both for a convex and concave dispersion, by introducing properly
normalized dimensionless quantities, we obtain a universal curve, giving the damping rate as a function of the wave
vector, for any interaction strength in the BEC-BCS crossover, (ii) we give all the analytic asymptotic behaviors of
the phonon damping rates, for ~cq  kBT and ~cq  kBT where c is the speed of sound and T is the temperature,
correcting in particular the result of Landau and Khalatnikov [1] in the concave case, and (iii) for the unitary gas and
at zero temperature only, we calculate the first correction to the hydrodynamic prediction for the phonon damping
rate, using the effective field theory of Son and Wingate [43, 44], and improving the result of reference [13].
2. The microscopic approach
2.1. Interaction Hamiltonian in the s-wave
We consider a gas of fermions in two internal states ↑ and ↓ on a cubic lattice of step l with periodic boundary
conditions in the finite-size volume [0, L]3. Opposite spin fermions have an on-site interaction characterized by a
coupling constant g0
V(r, r′) = g0
δr,r′
l3
(1)
The discretisation of space automatically provides a momentum cut-off, restricting the single-particle wave vectors
to the first Brillouin zone FBZ = [−pi/l, pi/l[3 of the lattice, while allowing one to keep the simplicity of contact
interactions. The Hamiltonian of the system in the grand canonical ensemble of chemical potential µ is given by:
Hˆ = l3
∑
r,σ=↑/↓
ψˆ†σ(r)
(
− ~
2
2m
∆r − µ
)
ψˆσ(r) + g0l3
∑
r
ψˆ†↑(r)ψˆ
†
↓(r)ψˆ↓(r)ψˆ↑(r) (2)
where the discrete Laplacian operator ∆r has the eigenfunctions eik·r with eigenvalues −k2 and the field operator of
the fermions has the discrete anticommutation relations {ψˆσ(r), ψˆ†σ′ (r′)} = δσσ′δrr′/l3, with σ,σ′ =↑ or ↓. The desired
regime of zero-range interactions is obtained by taking the continuous space limit l → 0 for a scattering length a
fixed to the experimental value. In practice, one eliminates the bare coupling constant g0 using the following relation,
derived from the open space (L = ∞) scattering theory applied to the potential (1) [45, 46]:
1
g0
=
m
4pi~2a
−
∫
FBZ
d3k
(2pi)3
m
~2k2
(3)
2.2. Ground state in the BCS approximation
The idea behind the theory of Bardeen-Cooper-Schrieffer (BCS) [47] is to search for an approximation of the
ground state of the Hamiltonian (2) within the family of states
|ψBCS〉 =
∏
k∈D
(
Uk − Vkaˆ†k↑aˆ†−k↓
)
|0〉 (4)
where D = 2piL Z3 ∩ [−pi/l, pi/l[3 is the ensemble of wavevectors of the first Brillouin zone satisfying the periodic
boundary conditions, the operator aˆkσ is a Fourier component of the field operator ψˆσ(r) and annihilates a fermion of
wavevector k and spin σ, Vk is the probability amplitude of finding a kσ fermion in |ψBCS〉 and Uk =
√
1 − |Vk|2. The
locus of the minimizers of the classical energy functional 〈ψBCS|Hˆ|ψBCS〉 is the circle
Uk = U0k Vk = V
0
ke
iφ (5)
where φ ∈ [0, 2pi[ and the values of reference U0k and V0k are chosen real.
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To study the low-energy behavior of the system, we select on this circle the state of phase φ = 0
|ψBCS0 〉 =
∏
k
(
U0k − V0k aˆ†k↑aˆ†−k↓
)
|0〉 (6)
as the origin of our expansion. In this symmetry-breaking state, we define the order parameter of the BCS theory
∆ ≡ g0〈ψBCS0 |ψˆ↓ψˆ↑|ψBCS0 〉 = −
g0
L3
∑
k∈D
U0kV
0
k , (7)
This quantity replaces g0 or a as the most natural parameter characterizing the interaction strength in the BCS theory.
It can be used to express the coefficients U0k,V
0
k in the form
V0k =
√
1
2
(
1 − ξk
k
)
and U0k =
√
1
2
(
1 +
ξk
k
)
(8)
with the energies
ξk =
~2k2
2m
− µ + g0ρ
2
(9)
k =
√
∆2 + ξ2k (10)
With the useful relation U0kV
0
k = ∆/2k, the gap equation (7) takes its more usual form:
1
g0
= − 1
L3
∑
k∈D
1
2k
(11)
In the state (6), the average total density ρ, or average total number of particles 〈Nˆ〉 per unit volume, is given by
ρ ≡ 〈Nˆ〉
L3
≡ k
3
F
3pi2
=
2
L3
∑
k∈D
(V0k)
2 (12)
where kF is the Fermi wave number of the ideal gas of density ρ. Combined with equation (8) this leads to the BCS
equation of state which relates ρ to µ and ∆.
Performing a Bogoliubov rotation on the particle creation and annihilation operators, one finally defines the cre-
ation and annihilation operators of fermionic excitations:
γˆk↑ = U
0
kaˆk↑ + V
0
k aˆ
†
−k↓ (13)
γˆ−k↓ = −V0k aˆ†k↑ + U0kaˆ−k↓ (14)
The BCS ground state (6) is the vacuum of these operators, that annihilate k ↑ and −k ↓ quasiparticles of energy k.
For completeness we give the corresponding modal expansion of the fermionic fields:(
ψ↑(r)
ψ†↓(r)
)
=
1
L3/2
∑
k∈D
γˆk↑
(
U0k
V0k
)
eik·r + γˆ†k↓
(−V0k
U0k
)
e−ik·r (15)
2.3. Ansatz of moving pairs
To study the fluctuations of the system, we view the symmetry-breaking BCS ground state as the quasiparticle
vacuum and we construct a coherent state of pairs of quasiparticles, or squeezed vacuum, from it:
|ψ(t)〉 = N(t) exp
∑
k,q
zk+q,k(t)γˆ
†
k+q↑γˆ
†
−k↓
 |ψ0BCS〉 (16)
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where the independent variational parameters zk+q,k are the coherent state complex amplitudes and N(t) is the nor-
malisation factor. This Ansatz is inspired from section 9.9b of reference [48]. Contrarily to the BCS ground state (6)
in which all the pairs are at rest it includes pairs of quasiparticles with nonzero center-of-mass wavevector q. This will
allow us to study the gapless, phononlike, collective modes of the system and their interactions. We do not include
in the Ansatz elementary fermionic excitations obtained by the direct action of γˆ†kσ on the BCS ground state |ψ0BCS〉
since they are gapped, and we are interested here in excitation energies much smaller than the gap. Note that the
quasiparticle annihilation and creation operators γˆkσ and γˆ
†
kσ are linear combinations of the particle annihilation and
creation operators aˆkσ and aˆ
†
kσ, see equations (13,14), so that considering a coherent state of quasiparticle pairs (16)
is equivalent to considering a coherent state of pairs of particles, that is in fine a general time-dependent BCS Ansatz.
In the end, all these Ansatz are Gaussian in the fermionic field operators, but the form (16) leads to much simpler
calculations in the weakly excited regime as it immediately identifies the zk+q,k as small parameters of the expansion.
References [48] and [49] explain how to apply the variational principle to the state (16). One cleverly introduces
the variables
βk,k′ = −
(
z(1 + z†z)−1/2
)
k,k′
(17)
with z the matrix (zk,k′ )k,k′∈D, so that the equations of motion take a Hamiltonian form
i~
dβk′,k
dt
=
∂E
∂β∗k′,k
(18)
−i~dβ
∗
k′,k
dt
=
∂E
∂βk′,k
(19)
One evaluates the associated classical Hamiltonian
E ≡ 〈ψ|Hˆ|ψ〉 (20)
through Wick’s theorem, that relates E to averages of operators that are bilinear in γˆkσ. Finally one obtains an elegant
expression for these averages by performing a Schmidt decomposition of the matrix z and expressing the result in
terms of the field β, in matrix notation:
〈γˆ−k↓γˆk′↑〉 = −
(
β(1 − β†β)1/2
)
k′,k
(21)
〈γˆ†k↑γˆ†−k′↓〉 = −
(
β(1 − β†β)1/2
)∗
k,k′
(22)
〈γˆ†k′↑γˆk↑〉 =
(
ββ†
)
k,k′
(23)
〈γˆ†−k′↓γˆ−k↓〉 =
(
β†β
)
k′,k
. (24)
3. Quadratic order of the classical Hamiltonian: normal variables of the bosonic branch and phonon operators
3.1. Linearized equations of motion
To linearize the equations of motion (18) and (19), we assume that the state (16) differs only slightly from the
BCS ground state, so that
∀k,k′, |zk,k′ |  1 and |βk,k′ |  1, (25)
We expand the energy functional in powers of the field β
E = E0 + E2 + O(β3) (26)
where E0 = 〈ψBCS0 |Hˆ|ψBCS0 〉 is a constant and E2 is bilinear in β. There are no linear terms in this expansion since
the BCS ground state (corresponding to β = 0) is a minimizer of E. As in the Random Phase Approximation (RPA)
[23], the linearized equations of motion, which follow from (18) and (19) after replacement of E by E2, are decoupled
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according to the total wavevector q. For this reason, we rewrite the coordinates of the field βk1,k2 in the Anderson
fashion, with the relative wavevector (k1 + k2)/2 in the index and the center-of-mass one k1 − k2 in the exponent,
keeping in mind that βk1,k2 actually involves the physical wave vectors k1 and −k2, see equation (21), so that:
β
q
k ≡ βk+q/2,k−q/2 (27)
In terms of the vectors βq = (βqk)k∈D and β¯
q = ((β−qk )
∗)k∈D, the equations of motion take the matrix form
i~
d
dt
(
βq
β¯q
)
= Lq
(
βq
β¯q
)
, (28)
with an evolution operator Lq that is symplectic
σzLqσz = (Lq)† (29)
and particle-hole symmetric
σxLqσx = −(Lq)∗ (30)
We have introduced σx =
(
0 1
1 0
)
and σz =
(
1 0
0 −1
)
in block notations, and we termed (30) a particle-hole symmetry
because σx exchanges the field β with the complex-conjugate field β¯, which is reminiscent of the fact that, in the
quantum world, the hole field operator is the hermitian conjugate of the particle field operator.
We give an explicit expression of the evolution operator Lq in the sum-and-difference basis
yqk = β
q
k − β¯qk (31)
sqk = β
q
k + β¯
q
k (32)
We have
i~
dyqk
dt
= kqs
q
k +
g0
L3
∑
k′∈D
(
W−kqW
−
k′q + w
+
kqw
+
k′q
)
sqk′ (33)
i~
dsqk
dt
= kqy
q
k +
g0
L3
∑
k′∈D
(
W+kqW
+
k′q − w−kqw−k′q
)
yqk′ (34)
The coefficients W±k,q and w
±
k,q are cleverly chosen combinations of the coefficients U
0
k and V
0
k
W±kq = U
0
k+q/2U
0
k−q/2 ± V0k+q/2V0k−q/2 (35)
w±kq = U
0
k+q/2V
0
k−q/2 ± U0k−q/2V0k+q/2 (36)
and the energies kq are those of the continuum of two fermionic quasiparticles,
kq = k+q/2 + k−q/2 (37)
The equations of motion (33,34) contain two terms: first, an individual part that couples the amplitudes of same
relative and center-of-mass wavevectors k and q and contains the trivial evolution of the operators γˆkσ under the BCS
Hamiltonian HˆBCS = E0 +
∑
kσ kγˆ
†
kσγˆkσ, and second, a collective part that couples the normal amplitudes y
q
k and s
q
k to
collective amplitudes of same total wavevector q. Our semi-classical equations of motion coincide with the quantum
average in state (16) of the RPA equations [23]. This can be seen by using the definitions (13) and (14) to express
equations (78a–d) of reference [23] in terms of the quasiparticle operators and by neglecting the expectation values
of the γˆ†kσγˆk′σ operators, which, by virtue of equations (23) and (24), is justified at the linear order of the variational
theory.
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3.2. Branch of collective excitations
We now look for the eigenmodes of the linear system (33,34) with a positive energy ~ωq below the continuum
k 7→ k+q/2 + k−q/2 of two fermionic excitations, which is the spectrum we would obtain by restricting ourselves to
the individual part of the system (33,34)
0 < ~ωq < inf
k
(k+q/2 + k−q/2) (38)
The eigenvalue problem associated to (33,34) is solved in full generality in reference [49]. We give the main steps
of the solution in the simplifying continuous space limit l → 0 in Appendix A. The implicit equation on the mode
eigenfrequency reads
I++(ωq, q)I−−(ωq, q) = ~2ω2q
[
I+−(ωq, q)
]2
(39)
where we introduced the integrals
I++(ω, q) =
∫
R3
d3k
 kq(W+kq)2(~ω)2 − (kq)2 + 12k
 (40)
I−−(ω, q) =
∫
R3
d3k
 kq(W−kq)2(~ω)2 − (kq)2 + 12k
 (41)
I+−(ω, q) =
∫
R3
d3k
W+kqW
−
kq
(~ω)2 − (kq)2 (42)
We note that the same equation (39) can be obtained by the RPA; this was done by Anderson [23] in the weak
coupling limit and by reference [49] in the general case. Although the linear system of the RPA contains extra terms
proportional to the operators γˆ†k+q↑γˆk↑ and γˆ
†
−k↓γˆ−k−q↓, which are absent in (33,34) because their expectation values
in the Ansatz (16) are quadratic in the field β, these extra terms can be treated as source terms and do not affect the
spectrum. Equation (39) can also be obtained by a Gaussian approximation of the action in a path integral framework
[24, 27] and a Greens functions approach associated with a diagrammatic approximation [25]. The conditions on q
for the existence of a solution ωq are discussed in reference [25], while the concavity of the spectrum is studied in
reference [11]. Beyond those previous works, we construct here in the next section the quantum operators associated
to the collective modes.
3.3. Construction of the normal variables of the collective branch
3.3.1. General case
Using the symmetries (29) and (30) of the evolution operator, we obtain the normal amplitudes exactly as in the
bosonic case with the Bogoliubov theory [50]. The first step is to derive the eigenvector ~e+ of energy ~ωq > 0
~e+(q) =
Mqk
Nqk

k∈D
(43)
To obtain the analytic expression of the coefficients M and N in the continuous limit l → 0, we solve the system
(33,34) setting d/dt → −iωq and we use equations (A.6) and (A.7) to eliminate the collective amplitudes. We have
Mqk − Nqk =
2∆
(
kqW+kq −W−kq I++(ωq,q)I+−(ωq,q)
)
√Nq(2kq − ~2ω2q) (44)
Mqk + N
q
k =
2∆
(
~2ω2qW+kq − kqW−kq I++(ωq,q)I+−(ωq,q)
)
~ωq
√Nq(2kq − ~2ω2q) (45)
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where the dimensionless normalization constant Nq will be determined by equation (51). Important properties of M
and N are their invariance by internal (k → −k) and external (q → −q) parity, where internal and external refers to
the structure of the pairs:
Mqk = M
q
−k = M
−q
k (46)
Nqk = N
q
−k = N
−q
k (47)
This is a consequence of the parity invariance of the problem and of the s-wave pairing. Due to the particle-hole
symmetry (30), one can associate to the eigenvector ~e+ another eigenvector ~e− of energy −~ωq by a multiplication by
σx:
~e−(q) = σx
Mqk
Nqk

k∈D
=
Nqk
Mqk

k∈D
(48)
We now derive the dual vectors with which we will project the field β on the eigenmodes ~e+ and ~e−. The symplectic
symmetry (29) ensures that they are obtained by a mere multiplication by σz
~d+(q) = σz
Mqk
Nqk

k∈D
=
 Mqk−Nqk

k∈D
(49)
~d−(q) = −σz
Nqk
Mqk

k∈D
=
−Nqk
Mqk

k∈D
(50)
Finally the eigenvectors and their dual vectors are normalized by choosing Nq so that(
~d±
)∗ · ~e± = ∑
k∈D
[(Mqk)
2 − (Nqk )2] = 1 (51)
To obtain the amplitudes bq of the collective modes, we project the field β:
bq = ~d+(q) ·
(
βq
β¯q
)
=
∑
k∈D
[Mqkβ
q
k − Nqk (β−qk )∗] (52)
b∗−q = ~d−(q) ·
(
βq
β¯q
)
=
∑
k∈D
[ − Nqkβqk + Mqk(β−qk )∗] (53)
This is the first central result of this paper. The equality b∗q = (bq)∗ suggested by our notation is a consequence of the
invariance by external parity (46–47).
Conversely, to express the classical field in terms of the phonon amplitudes, we expand it on the eigenvectors:(
βq
β¯q
)
= bq~e+(q) + b∗−q~e−(q) + . . . (54)
where in the ellipsis . . . we omitted the component of the field on the other eigenmodes of total wavevector q. One can
show [49] that in the continuous limit those omitted modes are nothing else than the continuum k 7→ k+q/2 + k−q/2
of fermionic-quasiparticle biexcitations with center-of-mass wavevector q. Projecting the vectorial equation (54), we
obtain:
βk+q/2,k−q/2 = M
q
kbq + N
q
kb
∗
−q + . . . (55)
β∗k−q/2,k+q/2 = N
q
kbq + M
q
kb
∗
−q + . . . (56)
After quantization (see Sec.3.4 below), M and N appear in these expressions as the coefficients of a new Bogoliubov
rotation rearranging the fermionic bilinear operators appearing in equations (21,22) into bosonic quasiparticle oper-
ators. It comes on top of the rotation induced by the U0k and V
0
k coefficients rearranging the particle operators into
fermionic quasiparticle operators. This new rotation acts on the pairs of fermions, hence the two indices of M and N.
8
3.3.2. Long-wave limit
In the long-wave limit q→ 0, we recall the expansion of the energy ~ωq obtained by reference [11]:
~ωq =
q→0
~cq
1 + γ8
(
~q
mc
)2
+ O
(
~q
mc
)4 . (57)
In this expression, c is the speed of sound, derived, as in any superfluid, from the equation of state via the hydrody-
namic formula
mc2 = ρ
dµ
dρ
, (58)
where the derivative with respect to ρ is taken for a fixed scattering length a. The coefficient γ of the cubic order of
the expansion (57) is a rational fraction [11] of the variables
x =
∆
µ
and y =
d∆
dµ
=
∫
R3 d
3k ξk
3k∫
R3 d
3k ∆
3k
(59)
Note that y can be related to x by the use of the BCS equation of state (12) in the last equality of (59).
The q→ 0 expansion of the sum (44) and difference (45) of Mqk and Nqk then read:√
Nq(Mqk − Nqk ) =
∆
k
+ O(q2) (60)√
Nq(Mqk + Nqk ) = −
~cqk
2∆
dW−k0
dµ
+ O(q3) (61)
Nq/L3 = ~cq2
dρ
dµ
+ O(q3) (62)
Note that to lowest order these expressions coincide with the coefficients of the zero-energy mode ~en and of the
anomalous mode ~ea of the zero-momentum subspace evolution operator L0 obtained in reference [51].
As an application of the modal expansion (55,56) and of the above low-q limit (60,61) of the corresponding
amplitudes, we derive a modal expansion for the density
ρ(r, t) =
∑
σ
〈ψˆ†σ(r)ψˆσ(r)〉 (63)
and for the phase θ(r, t) of the order parameter, such that
g0〈ψˆ↓(r)ψˆ↑(r)〉 = |g0〈ψˆ↓(r)ψˆ↑(r)〉|eiθ(r,t), (64)
where the expectation value is taken in the time-dependent variational Ansatz (16). Expanding the Ansatz to first order
in the amplitudes zk+q,k(t) ' −βk+q,k(t), using Wick’s theorem to calculate the expectation value in the BCS ground
state and replacing the fermionic fields ψˆσ(r) by their modal expansion from equation (15), we obtain to leading order
the deviations from the BCS ground state values:
δρ(r, t) =
1
L3
∑
k,q
w+kq[βk+ q2 ,k− q2 (t)e
iq·r + c.c.] + O(β2) (65)
δθ(r, t) =
−g0
2i∆L3
∑
k,q
W+kq[βk+ q2 ,k− q2 (t)e
iq·r − c.c.] + O(β2)
(66)
where the coefficients w+kq and W
+
kq are defined by equations (35,36). Next, we replace the field β by its expansion
(55,56) on the collective modes to obtain, using the symmetry property (47),
δρ(r, t) =
1
L3/2
∑
q
Bq(bq + b∗−q)eiq·r + O(β2) (67)
δθ(r, t) =
−i
L3/2
∑
q
Cq(bq − b∗−q)eiq·r + O(β2) (68)
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with the coefficients
Bq = 1L3/2
∑
k
w+kq(M
q
k + N
q
k ) (69)
Cq = g02∆L3/2
∑
k
W+kq(N
q
k − Mqk) (70)
In the low-q limit, also using the density (12), the gap equation (11) and the thermodynamic expression (58) of the
sound velocity, we obtain the simple scaling laws
Bq =
(
~qρ
2mc
)1/2
[1 + O(q2)] (71)
Cq =
(
2mc
~qρ
)1/2
[1 + O(q2)] (72)
This result will be compared to the quantum hydrodynamic theory in section 4.1.2.
3.4. Quantization of the normal variables
To quantize the amplitudes of the bosonic modes obtained in our semi-classical approach, we remember that, at
the linear order of the small amplitude approximation (25), the field βqk reduces to −〈γˆ−k+q/2↓γˆk+q/2↑〉, that is to the
expectation value of a quasiparticle pair operator, see equation (21). We therefore perform the substitution
β
q
k = βk+q/2,k−q/2 → −γˆ−k+q/2↓γˆk+q/2↑ (73)
which transforms the amplitude bq in a quantum operator:
bˆq = −
∑
k∈D
(
Mqk γˆ−k+q/2↓γˆk+q/2↑ − Nqk γˆ†k−q/2↑γˆ†−k−q/2↓
)
(74)
This intuitive action can in fact be justified by several arguments. First, the quantum operator (74) can also be
obtained in the framework of the RPA by diagonalizing the homogeneous system for the quasiparticle pair creation
and annihilation operators γˆk↑γˆk′↓ and γˆ†k′↓γˆ
†
k↑, and treating the operators γˆ
†
kσγˆk′σ, whose dynamics is trivial in the
RPA and whose average value is sub-leading in the variational theory, as source terms. Second, one can apply the
quantization procedure based on bosonic images as described in chapter 11 of reference [48] where the quantum
version of the field β is taken to be a bosonic field operator B (not to be confused with the bosonic excitation operators
bˆq). The expression of the bosonic image of a two-body fermionic operator such as γˆ−k+q/2↓γˆk+q/2↑ in terms of the field
B, which would provide an exact version of the substitution (73), is not simple in the general case since it involves
an infinite series expansion in powers of B. Fortunately, in the limit of a weakly excited gas, one can neglect the
operator population of the bosonic images BB†, and thus justify the substitution (73), once we assimilate the two-
body fermionic operators and their bosonic images. Last, we highlight the bosonic nature of the operator bˆq (74)
when the gas is weakly excited. The commutator of bˆq and bˆ
†
q reads:[
bˆq, bˆ†q
]
− 1 =
∑
k∈D
[(
Nqk
)2 (
γˆ†k−q/2↑γˆk−q/2↑ + γˆ
†
−k−q/2↓γˆ−k−q/2↓
)
−
(
Mqk
)2 (
γˆ†k+q/2↑γˆk+q/2↑ + γˆ
†
−k+q/2↓γˆ−k+q/2↓
)]
(75)
It differs from unity by fermionic quasiparticle population operators, that are exactly zero in the BCS ground state and
of second order in the field z = O(β) in a quasiparticle coherent state such as (16).
4. Beyond the quadratic order: Interactions between phonons and comparison to hydrodynamics
The central actor in this work is the phonon-phonon interaction, that eventually causes phonon damping. It is
derived in this section, in the form of three-phonon or four-phonon coupling amplitudes in phonon-interaction Hamil-
tonians that are cubic or quartic in the phonon field. Although the results involve sometimes lengthy formulas, the
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calculations are conceptually very simple: starting on one side from the microscopic energy functional (20) or the
easier-to-handle bosonic model (E.1) and on the other side from the quantum hydrodynamic Hamiltonian (87), one
performs an expansion up to order three or four in the fields, and one inserts in the cubic or quartic terms the expan-
sion of the fields on the phonon normal modes involving as linear coefficients the phonon creation and annihilation
operators. That is all for the three-phonon processes in subsection 4.1. In the four-phonon processes of subsection
4.2, there is the additional subtlety that the three-phonon processes treated to second order have to be added to the
direct four-phonon ones to get the correct effective four-phonon coupling as already understood in reference [1]. An
important conclusion of this section will be that the three-phonon and four-phonon coupling amplitudes of the micro-
scopic model and of quantum hydrodynamics coincide in the low wave number limit on the energy shell (that is for
processes conserving the unperturbed phonon energy), although they strongly differ outside the energy shell.
4.1. Three-phonon processes
In this subsection, we study the processes involving three bosonic quasiparticles: both the 2↔ 1 Beliaev-Landau
processes and the off-resonant 3↔ 0 processes. Our goal is to identify these processes in the expansion of the Hamil-
tonian in powers of the excitation field, and to extract the associated matrix elements. We shall use two independent
theories and compare them. First, we will use our microscopic variational theory and expand the energy functional E
(20) up to order three in β,
E = E0 + E2 + E3 + O(β4) (76)
and we will insert the expansion (54) of the field on the collective eigenmodes in the trilinear term E3. We shall
perform this microscopic calculation in the case 2 ↔ 1 only. Second, we will use the quantum hydrodynamics of
Landau and Khalatnikov [1]. This mesoscopic theory treats the pairs of fermions at large spatial scale as bosonic
fields. It has the advantage of relying on the exact equation of state. It will be applied to the 2 ↔ 1 and 3 ↔ 0
processes. The comparison of the two theories will allow us to discuss the validity of quantum hydrodynamics.
4.1.1. Microscopic approach
The idea behind the microscopic calculation of the three-phonon coupling amplitudes is simple: we express the
classical Hamiltonian (20) in terms of the amplitudes bq of the collective modes (see Sec.3.3), isolate the terms
containing the creation and annihilation amplitudes b∗q and bq corresponding to the processes we study, and extract
their coefficient. For the three-phonon processes, we focus on the cubic terms gathered in E3.
General case. The cubic part of E can be written as
E3 =
g0
L3
∑
k,k′,q∈D
T qk,k′
[(
βk′+q/2,k′−q/2〈γˆ†k+q/2↑γˆk−q/2↑〉 +βk′−q/2,k′+q/2〈γˆ†−k−q/2↓γˆ−k+q/2↓〉
)
+ c.c.
]
(77)
where we introduced the tensor
T qk,k′ =
W−kqw
+
k′q − w+kqW−k′q − w−kqW+k′q −W+kqw−k′q
2
. (78)
We use the relations (23,24) and we insert the expansion (54) in the expression (77) to obtain the following result 1:
E3 =
mc2
(ρL3)1/2
∑
q1,q2,q3∈D
δq1+q2,q3
(
A2↔1micro(q1,q2;q3)b∗q1 b∗q2 bq3 + c.c.
)
+ . . . (79)
The vectors q1, q2 and q3 are the three wavevectors involved in the Beliaev-Landau process, with q3 the wavevector
of the phonon which decays into phonons of wavevectors q1 and q2 or which originates from the merging of two
such phonons. In the ellipsis . . ., we omit the three-body processes involving non-bosonic excitations and the terms
1. Everywhere in this article the coupling amplitudesAm↔n are symmetric functions of their m first arguments, the wavevectors q1,q2, . . . ,qm
of the incoming phonons, as well as of their n last arguments, the wavevectors qm+1,qm+2, . . . ,qm+n of the outgoing phonons. With this property
the amplitudes are uniquely determined.
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proportional to bq1 bq2 bq3 or b
∗
q1 b
∗
q2 b
∗
q3 describing the off-resonant 3 ↔ 0 processes which we do not study with the
microscopic theory. We have factorized the quantity mc2/(ρL3)1/2 and defined the dimensionless coupling amplitude
A2↔1micro(q1,q2;q3) of the process b∗q1 b∗q2 bq3 , such that it is finite and nonzero in the thermodynamic limit:
mc2
(ρL3)1/2
A2↔1micro(q1,q2;q3) =
g0
L3
∑
k,k′∈D
[
T q1k,k′Mq1k′
(
Mq3k−q2/2M
q2
k−q3/2 + N
q2
k+q3/2N
q3
k+q2/2
)
+T q1k,k′Nq1k′
(
Mq2k+q3/2M
q3
k+q2/2 + N
q3
k−q2/2N
q2
k−q3/2
)
+ T q3k,k′
(
Nq3k′ N
q2
k+q1/2M
q1
k−q2/2 + M
q3
k′ M
q2
k+q1/2N
q1
k−q2/2
)
+ q1 ↔ q2
]
(80)
where the notation +q1 ↔ q2 means that one must add to the terms already present in (80) those obtained by ex-
changing q1 and q2 while leaving q3 unchanged. Although the principle of our microscopic approach to calculate
the 2 ↔ 1 coupling amplitude is fairly simple, we obtain a relatively cumbersome expression (80). This is due to
the resummation over the internal wave vectors k and k′ of the colliding pairs. A much more tractable expression is
obtained in the long-wave limit in the next subsection.
Long-wave limit. At low temperature, the low-wavevector phonons dominate the kinetics of the gas. This motivates a
specific study ofA2↔1 in the limit q1, q2, q3 → 0, where a comparison to hydrodynamics is meaningful. We perform
the expansion of the expression (80) in this limit and for a continuous space, l→ 0, which allows us to integrate over
the internal degrees of freedom k and k′ of the pairs and to obtain an expression of the coupling amplitude that depends
only of the external wavevectors q1, q2 and q3. The microscopic calculation is done in detail in reference [49]; the
underlying fermionic nature of the problem makes it rather tedious. We give here only the final result, expressed in
terms of the energies ~ωq instead of the wavevectors, with the shorthand notation ωi ≡ ωqi , i = 1, 2, 3. The two sets
of variables are connected by the dispersion relation (57) and momentum conservation relations. In the limit ωi → 0,
we obtain:
A2↔1micro(q1,q2;q3) =
(
~
mc2
)−1/2 1
23/2
√
ω1ω2ω3
[
2J(x, y) (ω1 + ω2 − ω3)
+
(
~
mc2
)2 {
A(x, y)(ω1 + ω2 − ω3)(ω21 + ω22 + ω23) + B(x, y)
(
ω33 − ω31 − ω32
)
+ C(x, y)ω1ω2ω3
}
+ O(ω5)
]
(81)
where the rational fractions A, B, C and J of the variables x and y defined in (59) are given in Appendix B. The
denominator (ω1ω2ω3)1/2 leads to a divergence of the coupling amplitude in the long-wave limit whenever the process
is not on the energy shell, that is when it does not obey the energy conservation relation
ω3 = ω1 + ω2. (82)
One can check that the Bose-Einstein Condensate (BEC) limit (a→ 0+) of our result (81) coincides with the prediction
of Bogoliubov theory [52, 7] for a weakly interacting gas of bosonic dimers 2.
Resonant processes. To conclude this microscopic study, we evaluate the coupling amplitude on the energy shell, that
is for processes satisfying the energy conservation (82). Such processes are allowed in the limit ω3 → 0 for a positive
γ parameter only, that is when the dispersion relation q 7→ ωq is convex at low q. We collect the rational fractions B
and C to form the thermodynamic quantity
2B(x, y) +
2
3
C(x, y) = 1 +
ρ
3
d2µ
dρ2
(
dµ
dρ
)−1
≡ 1 + ΛF (83)
2. The BEC limit corresponds to x → 0+ and y ∼ −4/x [11]; in Appendix B we give the expressions (B.12) of the rational fractions in this
limit. It is then straightforward to check that our expression of A2↔1micro in the BEC limit coincides with equation (16) of reference [7] expanded to
third order in q and expressed in terms of the Bogoliubov excitation energies of a gas of 〈NˆB〉 = 〈Nˆ〉/2 bosonic dimers of mass mB = 2m, and speed
of sound c.
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Figure 1: The factor 1 + ΛF, which is the Fermi gas equation-of-state dependent part in the 2↔ 1 phonon coupling amplitude (see equation (83)),
is plotted as a function of the interaction strength 1/kFa. The black solid line is obtained from the equation of state measured in [20]. In the BEC
(kFa→ 0+) and BCS (kFa→ 0−) limits the dashed black lines are the asymptotic behaviors given by the Lee-Huang-Yang corrections [53, 54, 55]
(that include the first correction to the mean field energy, scaling as (kFa)2 on the BCS side and as ρa
√
ρa3 on the BEC side). For comparison the
prediction of the BCS equation of state (12) is plotted as a dash-dotted blue line. Note that 1 + ΛF tends to 1 in the BEC limit, as for a weakly
interacting Bose gas. It is equal to 8/9 in the unitary limit, and tends to the same value in the BCS limit, since in both cases µ ∝ ρ2/3.
Its expression as a function of x and y is given in Appendix B and can also be obtained by differentiating twice the
BCS equation of state (12) with respect to µ. This leads to an elegant expression of the on-shell coupling amplitude:
A2↔1OnS (q1,q2;q3) = 3 (1 + ΛF)
√
~3q1q2q3
32m3c3
+ O
(
q7/23
)
(84)
The thermodynamic quantity 1 + ΛF is related to the so-called Gru¨neisen parameter u = ∂ ln c∂ ln ρ by 1 + ΛF =
2
3 (1 + u).
Its occurrence as a factor in equation (84) is the only difference between this fermionic formula and its equivalent for
a gas of weakly interacting bosons obtained by the Bogoliubov theory (see equations (D8) and (D9) of reference [7]).
It is plotted as a function of the interaction strength in the BEC-BCS crossover in figure 1. It tends to 1 in the BEC
limit (x → 0+, y ∼ −4/x) like in a gas of weakly interacting bosons where µ ∝ ρ, and it is equal to 8/9 at unitarity
(x = y) and in the BCS limit (x→ 0, y→ 0) since in both cases µ ∝ ρ2/3.
4.1.2. Hydrodynamic approach
We now compare our microscopic result (81) to the irrotational quantum hydrodynamics of Landau and Khalat-
nikov. This theory performs a large-scale description of the gas in terms of two hermitian quantum fields ρˆ(r, t) and
vˆ(r, t), directly neglecting the exponentially weak density of fermionic quasiparticles at low T . The velocity field
vˆ(r, t) is assumed to be irrotational and is written as the (discrete) gradient of the phase field operator φˆ(r, t),
vˆ(r, t) =
~
m
∇φˆ(r, t), (85)
canonically conjugated to the density field operator ρˆ(r, t):
[ρˆ(r, t), φˆ(r′, t)] = i
δr,r′
l3
. (86)
The dynamics of these fields is governed by the hydrodynamic Hamiltonian
Hˆhydro = l3
∑
r
[
~2
2m
(∇φˆ) · ρˆ (∇φˆ) + e0,0(ρˆ)
]
, (87)
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where e0,0 is the bare energy density, that shall be renormalized by the eigenmodes zero-point energy as described in
[8] to give rise to the true energy density e0 in the ground state, related to the zero-temperature chemical potential by
µ = de0/dρ.
The procedure to follow is standard and similar to the microscopic approach. We linearize the equations of motion
for weak spatial fluctuations of the density and phase fields:
ρˆ(r, t) = ρˆ0 + δρˆ(r, t) (88)
φˆ(r, t) = φˆ0(t) + δφˆ(r, t) (89)
where ρˆ0 will be replaced by the mean density ρ. We then expand the fields on the eigenmodes of the linearized
dynamics:
δρˆ(r, t) =
ρ1/2
L3/2
∑
q∈D∗
(
~q
2mc
)1/2
(bˆq + bˆ
†
−q) e
iq·r (90)
δφˆ(r, t) =
−i
ρ1/2L3/2
∑
q∈D∗
(
mc
2~q
)1/2
(bˆq − bˆ†−q) eiq·r (91)
where the bosonic operators bˆq are the hydrodynamic counterpart of those in equation (74). The corresponding
bosonic excitations have a purely linear spectrum ~ωhydroq = ~cq where the sound velocity c at density ρ is still given
by the hydrodynamic expression (58). Next, we insert in the cubic part of the Hamiltonian (87)
Hˆ(3)hydro = l
3
∑
r
[
~2
2m
∇δφˆ · δρˆ∇δφˆ + 1
6
d2µ
dρ2
(δρˆ)3
]
, (92)
the modal expansions (90) and (91) to obtain
Hˆ(3)hydro =
mc2(
ρL3
)1/2 ∑
q1,q2,q3∈D∗
[
δq1+q2,q3A2↔1hydro(q1,q2;q3)
(
bˆ†q1 bˆ
†
q2 bˆq3 + h.c.
)
+ δq1+q2+q3,0A3↔0hydro(q1,q2,q3)
(
bˆ†q1 bˆ
†
q2 bˆ
†
q3 + h.c.
)]
(93)
where the coupling amplitudes of the 2↔ 1 and 3↔ 0 processes are given by
A2↔1hydro(q1,q2;q3)=
√
~3q1q2q3
32m3c3
(3ΛF+u12+u13+u23) (94)
A3↔0hydro(q1,q2,q3)=
1
3
√
~3q1q2q3
32m3c3
(3ΛF+u12+u13+u23) (95)
in terms of the parameter ΛF defined in equation (83) and of the cosine of the angle between the wave vectors qi and
q j,
ui j =
qi · q j
qiq j
(96)
The 2 ↔ 1 amplitude clearly differs from the amplitude (81) obtained by the microscopic approach (in particular it
does not diverge in the large wavelength limit). Physically, this may be surprising at first sight. The collective-mode
component of the field in the microscopic theory is indeed expected to correspond to the field of the quantum hydro-
dynamic theory: for example, the modal expansions of the density and phase fields (67,68) in the microscopic theory
seem to match, after quantization of the normal modes bq, the modal expansions (90,91) of quantum hydrodynamics
(apart from an overall factor 2 in equation (68) due to the fact that the phase θ(r, t) of the pairing field is conjugated to
the pair density, rather than to the particle density), so that the operators bˆq in equation (74) indeed seem to correspond
to those in equations (90,91).
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This discrepancy between the three-phonon coupling amplitudes can be attributed to two reasons: (i) the most
obvious one is the difference of the Hamiltonians of the microscopic and hydrodynamic models, (ii) the somehow
more hidden one is the fact that the modal expansions (67,68) in the microscopic model are valid only to first order
in β, whereas the modal expansions (90,91) in quantum hydrodynamics are exact, with the consequence that the
operators bˆq coincide in the two points of view only to first order in β. The first effect is due to the fact that quantum
hydrodynamics is an effective field theory only valid at small wave numbers. The second effect is due to the fact that
quantum hydrodynamics directly use the density field ρˆ(r, t) and the phase field φˆ(r, t) as the canonically conjugated
variables of the theory (this corresponds to a modulus-phase point of view), whereas the microscopy theory uses the
pair fields βk,k′ (t) and β∗k,k′ (t) as conjugate variables, in which case the field density ρ(r, t) and the phase field θ(r, t)
are only specific subfields that are nonlinear functions of β and β∗, see equations (63,64). To qualitatively assess
the relative importance of the two effects in the coupling amplitude discrepancies, the simplest way is to study the
weakly interacting Bose gas case, which leads to less tedious calculations and reproduces the fermionic case in the
BEC limit kFa → 0+. This study is performed in Appendix C. We then conclude that the leading effect is effect (ii),
that is the slight difference between the operators bˆq in the microscopic and hydrodynamic theories, as it explains the
out-of-the-energy-shell divergence of the microscopic model coupling amplitude at vanishing wave numbers qi. On
the contrary, effect (i) only gives a negligible correction O(q7/2i ) to the ≈ q3/2i hydrodynamic coupling amplitude.
One can check however that the microscopic-theory and the hydrodynamic results for the 2 ↔ 1 coupling ampli-
tude agree when the energy is conserved, see equation (84) and equation (94) written on the energy shell,
A2↔1hydroOnS(q1,q2;q3)=3(1 + ΛF)
√
~3q1q2q3
32m3c3
(97)
In the hydrodynamic theory on the energy shell the three wave vectors q1, q2 and q3 must indeed be colinear in the
same direction in order to satisfy the equality |q1 +q2| = q1 + q2 imposed by energy conservation for a linear spectrum
(this is the well-known equality case in the triangular inequality). This is a satisfactory and important conclusion as,
we shall see it, the Beliaev-Landau phonon damping rates Γq of Sec.5.2 only involve the on-shell coupling amplitudes.
In this respect, the microscopic and hydrodynamic theories lead as expected to the same low-energy physics.
4.2. Four-phonon processes
We now consider the 2 ↔ 2 four-phonon process. When the excitation branch q 7→ ωq is concave at low wave
numbers, this is the resonant process involving the minimal number of phonons because the 1 ↔ 2 and 1 ↔ 3
processes are now forbidden by energy conservation. Also, this process is more intriguing on a theoretical point of
view since it involves virtual nonresonant 1 ↔ 2 or 3 ↔ 0 intermediate processes. In this case, the equivalence
of hydrodynamics with the microscopic approach is not obvious, as hydrodynamics does not correctly describe the
1 ↔ 2 processes off-shell. In this section, we give the hydrodynamic prediction for the 2 ↔ 2 effective coupling
amplitude that includes the virtual processes, then we validate the result with a microscopic model. Since the fermionic
microscopic model would be quite cumbersome, we use a boson model with finite range interactions, such that the
excitation branch is concave at low q.
4.2.1. Transition amplitude
We need to calculate the transition amplitude between an initial state of energy Ei, which is an arbitrary Fock state
of bosonic quasiparticles,
|i〉 = |(nq)q∈D〉 (98)
and a final state of energy E f where two phonons of wave vectors q1 and q2 were annihilated and replaced by phonons
of wavevectors q3 and q4:
| f 〉 = bˆ
†
q3 bˆ
†
q4 bˆq1 bˆq2√
nq1 nq2 (1 + nq3 )(1 + nq4 )
|i〉 (99)
Whatever the specific model, the Hamiltonian can be expanded as
Hˆ = E0 + Hˆ2 + Hˆ3 + Hˆ4 + . . . (100)
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where E0 is a constant, Hˆ2 is the free quasiparticle Hamiltonian and Hˆ3, Hˆ4 are the third order and fourth order terms.
Hˆ3 cannot directly couple |i〉 to | f 〉, so we calculate the coupling to second order in perturbation theory, which amounts
to treating Hˆ4 to first order and Hˆ3 to second order to construct an effective Hamiltonian [56]:
〈 f |Hˆ2↔2,eff |i〉 = 〈 f |Hˆ4|i〉 +
∑
λ
〈 f |Hˆ3|λ〉〈λ|Hˆ3|i〉
Ei − Eλ ≡ Ai→ f (101)
There exist 6 intermediate states |λ〉, labeled from I to VI, that can be accessed at zero temperature that is when all
the modes q , q1,q2 are initially empty. These states correspond to the creation and reabsorption of a virtual phonon
by a three-phonon nonresonant process. They are represented by the diagrams on the left part of figure 2, with the
virtual intermediate phonon plotted as a dashed line. To these six intermediate states λ=I–VI correspond six other
diagrams λ=I’–VI’, shown on the right part of figure 2, where the intermediate phonon has the same wave vector but
is annihilated and recreated rather than being created then annihilated. These intermediate states exist only at nonzero
temperature since the intermediate phonon must preexist in state |i〉.
4.2.2. Effective 2↔ 2 coupling amplitude
The effective coupling amplitudeA2↔2,eff of the 2↔ 2 process is defined by the following writing of the effective
Hamiltonian:
Hˆ2↔2,eff =
mc2
ρL3
∑
q1,q2,q3,q4∈D
δq1+q2,q3+q4A2↔2,eff(q1,q2;q3,q4)bˆ†q3 bˆ†q4 bˆq1 bˆq2 (102)
By construction, the matrix element of Hˆ2↔2,eff between |i〉 and | f 〉 is the transition amplitudeAi→ f . We thus have the
relation
Ai→ f =
√
nq1 nq2 (1 + nq3 )(1 + nq4 )
4mc2
ρL3
A2↔2,eff (103)
where the factor 4 is a counting factor.
From now one we restrict to on-shell processes, such that
ω1 + ω2 = ω3 + ω4, (104)
with the shorthand notation ωi = ωqi , i = 1, 2, 3, 4. In this case, a simplification occurs between each of the
λ=I,II,III,IV,V,VI diagrams and its λ′=I’,II’,III’,IV’,V’,VI’ counterpart on the right column of figure 2, which for-
mally reduces the problem to zero temperature. Each diagram and its counterpart have indeed opposite energy de-
nominators, with numerators that differ only through the factor involving the occupation number of the intermediate
phonon q, (1 + nq) in the left column (where the intermediate phonon is first created) and nq in the right column
(where the intermediate phonon is first annihilated). Taking I and I’ as an example, one has Ei−EI = ω1 +ω2−ωq1+q2
and Ei − EI′ = ωq3+q4 − ω3 − ω4 = −(Ei − EI); in the matrix element 〈 f |Hˆ3|I〉〈I|Hˆ3|i〉 one has the factor (1 + nq1+q2 )
and in 〈 f |Hˆ3|I′〉〈I′|Hˆ3|i〉 one has the factor nq1+q2 . Collecting the diagrams by pairs, we obtain an effective coupling
amplitude identical to the zero-temperature one, that is with nq = 0 for all q , q1,q2. In terms of the direct on-shell
2 ↔ 2 coupling amplitude A2↔2,dirOnS (that is related to Hˆ4 in the same way as A2↔2,eff is related to Hˆ2↔2,eff) and of
the amplitudes A2↔1 and A3↔0 introduced in section 4.1, the effective on-shell amplitude can finally be written as
follows:
A2↔2,effOnS (q1,q2,q3,q4) = A2↔2,dirOnS (q1,q2,q3,q4)
+
A2↔1(q1,q2;q1 + q2)A2↔1(q3,q4;q1 + q2)
ωˇ1 + ωˇ2 − ωˇ1+2 +
9A3↔0(q3,q4,−q1 − q2)A3↔0(q1,q2,−q1 − q2)
−(ωˇ1 + ωˇ2 + ωˇ1+2)
+
A2↔1(q3,q1 − q3;q1)A2↔1(q1 − q3,q2;q4)
ωˇ1 − ωˇ3 − ωˇ1−3 +
A2↔1(q4,q3 − q1;q2)A2↔1(q3 − q1,q1;q3)
ωˇ3 − ωˇ1 − ωˇ3−1
+
A2↔1(q4,q1 − q4;q1)A2↔1(q1 − q4,q2;q3)
ωˇ1 − ωˇ4 − ωˇ1−4 +
A2↔1(q3,q4 − q1;q2)A2↔1(q4 − q1,q1;q4)
ωˇ4 − ωˇ1 − ωˇ4−1 (105)
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where the energies were rescaled by mc2,
ωˇ ≡ ~ω
mc2
with the notation ωi± j ≡ ωqi±q j . (106)
Note that the coupling due to diagram VI (whose contribution is written here immediately after the one of diagram I)
has a counting factor equal to 9.
4.2.3. Effective amplitude in hydrodynamics
At low temperature, we need the large wavelength limit of the on-shell expression (105). If one wants to get it
from quantum hydrodynamics, one must introduce in quantum hydrodynamics a correction grasping some element
of microscopic physics. Indeed, the hydrodynamic excitation spectrum is purely linear, which causes the energy
denominators in (105) to vanish, and the effective coupling amplitude to diverge, when the wave vectors are colinear.
This is an artefact of hydrodynamics. In reality the spectrum has a nonzero γ curvature parameter, here γ < 0, so
that the energy denominators do not vanish. For almost colinear wave vectors, it is then natural to regularize the
coupling amplitude by replacing the hydrodynamic dispersion relation ~ωhydroq = ~cq with the expansion (57) as done
by Landau and Khalatnikov [1]. We shall bring a microscopic justification to this: for colinear wave vectors, our
bosonic microscopic model (see subsection 4.2.4) gives a large wavelength equivalent of formula (105) that indeed
agrees with the Landau-Khalatnikov modified hydrodynamics.
First we determine the direct 2↔ 2 process amplitude from the quartic terms of the Hamiltonian:
Hˆ(4)hydro =
1
24
d3µ
dρ3
l3
∑
r
δρˆ4 (107)
As we did previously, we insert the expansions (90) and (91) into Hˆ(4)hydro and we keep only the 2 ↔ 2 terms
bˆ†q3 bˆ
†
q4 bˆq1 bˆq2 :
Hˆ2↔2,dirhydro =
mc2
ρL3
∑
q1,q2,q3,q4∈D
δq1+q2,q3+q4A2↔2,dirhydro (q1,q2;q3,q4)bˆ†q3 bˆ†q4 bˆq1 bˆq2 (108)
to obtain the rescaled direct 2↔ 2 coupling amplitude
A2↔2,dirhydro (q1,q2;q3,q4) =
ΣF
16
√
~4q1q2q3q4
m4c4
(109)
where we introduced
ΣF ≡ ρ
3
mc2
d3µ
dρ3
(110)
Second we combine the amplitude (109) with our previous expressions for the 2 ↔ 1 (94) and 3 ↔ 0 (95)
amplitudes to obtain
A2↔2,effhydro corr,OnS(q1,q2;q3,q4) =
1
16
√
~4ω1ω2ω3ω4
m4c8
(
ΣF +
(ω1 + ω2)2A1234 + ω21+2B1234
(ω1 + ω2)2 − ω21+2
+
(ω1 − ω3)2A1324 + ω21−3B1324
(ω1 − ω3)2 − ω21−3
+
(ω1 − ω4)2A1423 + ω21−4B1423
(ω1 − ω4)2 − ω21−4
 (111)
where the index “corr” means that one goes beyond the hydrodynamic approximation for the dispersion relation in
the denominators of expression (111) by using the cubic approximation (57), and we introduced the coefficients
Ai jkl = (3ΛF + ui j)(1 + ukl) + (3ΛF + ukl)(1 + ui j) + (1 + ui j)(1 + ukl) (112)
Bi jkl = (3ΛF + ui j)(3ΛF + ukl) (113)
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Figure 2: Second order diagrams for the 4-phonon process (q1,q2)→ (q3,q4) with q1 + q2 = q3 + q4, considered as two successive three-phonon
processes. The incoming wave vectors q1 and q2 and the emergent ones q3 and q4 are plotted as a solid line with an arrow. On the left column the
diagrams include a virtual intermediate phonon, plotted as a dashed line with an arrow. On the right column they include a real intermediate phonon,
plotted as a double line with an arrow. On any given row, the two diagrams have the same intermediate phonon: in I and I’ qS = q1 + q2 = q3 + q4,
in II and II’ qt1 = q1 − q3 = q4 − q2, in III and III’ −qt1, in IV and IV’ qt2 = q1 − q4 = q3 − q2, in V and V’ −qt2, in VI and VI’ −qS.
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4.2.4. Effective amplitude in a weakly interacting Bose gas with nonzero range interactions
To study the 2 ↔ 2 process with a microscopic approach and understand how the divergence in hydrodynamics
must be regularised, we shall not use the fermionic variational theory of section 2, which would be very heavy to
manipulate due to the internal degrees of freedom of the pairs. We rather use a bosonic model with a large enough in-
teraction range b so that the Bogoliubov excitation branch is concave at low q. In Appendix E, we describe this model
in detail and we calculate the 2 ↔ 2 effective coupling amplitude in the weakly interacting limit from Bogoliubov
theory. On shell, in the limit of small wave vectors, we then recover the prediction (111) of corrected quantum hydro-
dynamics specialised to the bosonic equation of state (E.11), that is with ΛF = ΣF = 0 and (m, c, ρ) → (mB, cB, ρB),
where mB is the boson mass, cB the sound velocity in the Bose gas and ρB the density of the bosons. The curvature of
the spectrum, which eliminates the divergence of the 2 ↔ 2 effective coupling amplitude, is present from the start in
the microscopic model and does not need to be added by hand. This provides a microscopic justification to the pre-
scription of Landau and Khalatnikov [1] described in the beginning of subsection 4.2.3. The result was not obvious
from the start, and it is due to a subtle cancellation between the large wavelength divergences of the direct coupling
term (E.20) and of the second-order-perturbation-theory virtual coupling term. The details of the microscopic calcu-
lations are thus very different from the hydrodynamic ones, where the direct coupling term is zero for the considered
equation of state (E.11).
5. Application: phonon damping in the BEC-BCS crossover
5.1. A general master-equation expression of the damping rates
To calculate the damping rate, we view the phonon mode of wave vector q as a harmonic oscillator coupled to the
reservoir formed by the other quasiparticle modes [57], assumed to be at thermal equilibrium at temperature T . We
thus split the low-energy effective Hamiltonian as
Hˆ = ~ωqbˆ†qbˆq +
∑
q′,q
~ωq′ bˆ†q′ bˆq′
 + (Rˆ†bˆq + bˆ†qRˆ) + . . . (114)
The first and the second terms, originating from Hˆ2, describe the free evolution of the mode q and of the reservoir,
respectively. The third term, originating from the part of Hˆ3 or Hˆ2↔2,eff involving bˆq or bˆ†q, gives the coupling between
the reservoir and the mode q. The ellipsis . . . includes (i) higher order nonlinear processes, (ii) processes that do not
involve the mode q, and (iii) terms of the form Rˆ′bˆ†qbˆq, where Rˆ′ is an operator of the reservoir, that shift the energy of
the mode q. In the Born-Markov approximation, valid in the weak coupling and collisionless limit of low temperature
T and low wave number q at fixed nonzero ~cq/kBT , 3 one gets for the equation of motion of the mean number of
excitations 〈nˆq〉 in the mode q [56]:
d
dt
〈nˆq〉 = −Γq(〈nˆq〉 − n¯q) (115)
where n¯q is the thermal equilibrium population of the mode:
n¯q =
1
exp
(~ωq
kBT
)
− 1
(116)
The damping rate Γq is given by
Γq =
∫ +∞
−∞
dt
~2
e−iωqtTrR
(
[Rˆ, Rˆ†(t)]σeqR (t)
)
(117)
where TrR is the trace over the states of the reservoir, σ
eq
R is the thermal equilibrium density operator of the reservoir,
[Aˆ, Bˆ] is the commutator of operators Aˆ and Bˆ, and the time evolution of the operator Rˆ†(t) of the reservoir is calculated
in the interaction picture with the Hamiltonian
∑
q′,q ~ωq′ bˆ†q′ bˆq′ .
3. When T and q tend to zero, the wave numbers qi of the intermediate phonons contributing to Γq tend to zero, and so do in general the phonon
coupling amplitudes appearing in the operator Rˆ. Still a validity condition of the result (117) is that ωq  Γqth , with ~cqth = kBT , that is the
angular frequency ωq of the considered mode must greatly exceed the typical relaxation rate of the thermal phonons, which defines the so-called
collisionless regime (as opposed to the hydrodynamic regime).
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5.2. Convex case: Beliaev-Landau damping
For a convex dispersion relation, the bilinear terms in Rˆ lead to resonant processes, so they give the leading
contribution to Γq at low temperature. We thus insert in (117) the following expression for Rˆ†:
Rˆ† =
mc2
(ρL3)1/2
∑
q2,q3
A2↔1(q2,q3;q)bˆ†q2 bˆ†q3δq,q2+q3 +
∑
q1,q2
2A2↔1(q2,q;q1)bˆ†q1 bˆq2δq2+q,q1
 (118)
We split the contribution of the Beliaev process q↔ (q′, (q − q′)) (first contribution in (118)) from the one of the
Landau process (q,q′)↔ q + q′ (second contribution in (118)):
ΓBelq =
(mc2)2
2pi2~2ρ
∫
R3
d3q′|A2↔1OnS (q′,q − q′;q)|2δ(ωq′ + ωq−q′ − ωq)(1 + n¯q−q′ + n¯q′ ) (119)
ΓLanq =
(mc2)2
pi2~2ρ
∫
R3
d3q′|A2↔1OnS (q′,q;q′ + q)|2δ(ωq+q′ − ωq′ − ωq)(n¯q′ − n¯q′+q) (120)
and in the low temperature limit we use the leading order expression (84) of the on-shell coupling amplitude 2↔ 1, or
equivalently the hydrodynamic on-shell expression (97). We integrate over the wave vector q′ in spherical coordinates
of polar axis q to obtain the low temperature equivalents 4
ΓBelq ∼T→0
9(1 + ΛF)2
32pi
mc2
~ρ
(mc
~
)3 (kBT
mc2
)5
Γ˜Bel(q˜) (121)
ΓLanq ∼T→0
9(1 + ΛF)2
32pi
mc2
~ρ
(mc
~
)3 (kBT
mc2
)5
Γ˜Lan(q˜) (122)
The wave numbers are here rescaled by the typical thermal wave number as follows:
q˜ =
~cq
kBT
(123)
and the T → 0 limit is taken at fixed q˜. The functions Γ˜Bel and Γ˜Lan are universal functions of q˜, that can be expressed
in terms of the Bose functions gα(z) =
∑+∞
n=1 z
n/nα, also called polylogarithms Liα(z), and of the Riemann ζ function,
ζ(α) = gα(1), 5
Γ˜Bel(q˜) =
q˜5
30
− 4pi
4
15
q˜ + 48
[
ζ(5) − g5(e−q˜)
]
− 24q˜g4(e−q˜) + 4q˜2[ζ(3) − g3(e−q˜)] (124)
Γ˜Lan(q˜) = Γ˜Bel(q˜) − q˜
5
30
+
8pi4
15
q˜ (125)
This leads to the following limiting behaviors:
Γ˜Bel =
q˜→0
q˜4
6
+
q˜6
360
+ O(q˜8) (126)
Γ˜Bel =
q˜→+∞
q˜5
30
+4ζ(3)q˜2− 4pi
4
15
q˜ + 48ζ(5)+O(q˜2e−q˜) (127)
The corresponding ones for Γ˜Lan can be trivially deduced from equation (125). The two damping rates and their sum
are plotted as functions of q in figure 3.
4. If one directly uses the quantum hydrodynamic linear dispersion relation ωq = cq in the argument of the Dirac distribution in equations
(119,120), we face the polar integral
∫ 1
−1 duδ(u − 1) (u is the cosine of the angle between q and q′ and the energy is conserved for u = 1 only),
which seems to be equal to 1/2. If one correctly takes into account the strict convexity of the dispersion relation, through the curvature parameter
γ > 0, we obtain the correct value
∫ 1
−1 duδ(u − u0) = 1 with the energy conserving root u0 ∈] − 1, 1[ arbitrarily close to 1 in the low temperature
limit. Obviously this value does not depend on γ because the Dirac distribution always has a unit mass, which explains why the results (121,122)
are γ-independent, but in a subtle way it utilises the sign of γ: if γ was negative, there would be no energy conserving root u0 in the interval of
integration, and the resulting integral would vanish, indicating the absence of Beliaev-Landau damping for a concave dispersion relation.
5. One just has to series expand 1/(eq˜
′ − 1) and 1/(eq˜′+q˜ − 1) in powers of the variable e−q˜′ and to exchange summation and integration. We
recall that ζ(4) = pi4/90.
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Figure 3: Low-temperature leading behavior of the total phonon damping rate (solid line) as a function of the rescaled wave number q˜ = ~cq/kBT
for a convex dispersion relation. This is the sum of the Beliaev (124) and Landau (125) rates (dashed lines). The rates are rescaled as in equations
(121) and (122).
5.3. Concave case: Landau-Khalatnikov damping
For a concave dispersion relation, the mode q is damped at sufficiently low temperature by the 2 ↔ 2 process
only; in equation (117), we thus keep in Rˆ† the terms bˆ†q3 bˆ
†
q4 bˆq2 , that originate from the quartic Hamiltonian (102).
More explicitly, we replace Rˆ† in equation (117) by the following expression:
Rˆ† =
mc2
ρL3
∑
q2,q3,q4
2A2↔2eff (q,q2;q3,q4)bˆ†q3 bˆ†q4 bˆq2δq+q2,q3+q4 (128)
This leads to
Γ2↔2q =
(mc2)2
4pi5~2ρ2
∫
R6
d3q2d3q3|A2↔2,effOnS (q,q2;q3,q4)|2δ(ωq3 +ωq4 −ωq2 −ωq)
[
n¯q2 (1 + n¯q3 )(1 + n¯q4 ) − (1 + n¯q2 )n¯q3 n¯q4
]
(129)
where the vector q4 is expressed in terms of the other wave vectors through momentum conservation:
q4 = q + q2 − q3 (130)
In what follows, we explain how to obtain a low-temperature equivalent for the rate Γ2↔2q at fixed q˜ = ~cq/kBT . We
take as the polar z axis of the spherical coordinates the direction of q; the vectors qi then have coordinates (qi, θi, φi).
We consider a temperature T , controlled by the small parameter
 ≡ kBT
mc2
 1, (131)
so low that the typical wave numbers are much smaller than mc/~ and the bosonic branch is populated in its quasi-
linear part only. In this case, the coupling amplitude A2↔2OnS , that would be divergent at vanishing angles for a linear
dispersion relation as already pointed out in section 4.2.3, is extremely peaked around θ2 = θ3 = 0 with a width of
order  in θ2 and θ3, 6 and a height 1/2 times larger than the typical amplitude at nonzero angles, as we shall see.
6. The peak width is of order  because the intermediate-virtual-phonon energy change when the θi vary from 0 to  is of the same order as
the cubic correction to the hydrodynamic dispersion relation, knowing that the typical wave numbers are ≈ kBT/~c. Taking as an example the
intermediate phonon qS = q + q2, one finds that ~c[|q + q2 | − (q + q2)] ∼ − ~cqq2q+q2 θ22 ≈ kBTθ22; this deviation is of the same order as the cubic term
≈ kBT |γ|2 in the equation (57) when θ22 ≈ |γ|2, hence the change of variable (132).
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Using conservation of energy and momentum (130), one also finds that θ4 = O() over the width of the peak. We thus
rescale the wave numbers as in equation (123) and the polar angles as
θ˜i =
θi
|γ|1/2 (132)
with γ < 0 the curvature parameter (57), then we perform a Taylor expansion of the coupling amplitude (111) for
 → 0 at fixed rescaled quantities:
A2↔2OnS (q,q2;q3,q4) =
→0
(
3(1 + ΛF)
4
)2 (q˜q˜2q˜3q˜4)1/2
|γ| A
2↔2
red (q˜, q˜2, q˜3, θ˜2, θ˜3) + O(
2) (133)
The ΣF-dependent term of the A2↔2,dir direct amplitude does not contribute at this order. This property, combined
with the clever rescaling (132) of the polar angles, allowed us in equation (133) to pull out the factors 1 + ΛF and γ
that depend on the interaction strength. This leads to a universalA2↔2red reduced amplitude:
A2↔2red (q˜, q˜2, q˜3, θ˜2, θ˜3) =
1
q˜q˜2
(
θ˜22
(q˜+q˜2)2
+ 34
) − 1
q˜q˜3
(
θ˜23
(q˜−q˜3)2 +
3
4
) − 1
q˜(q˜ + q˜2 − q˜3)
(
θ˜24
(q˜3−q˜2)2 +
3
4
) (134)
The first, second and third terms in (134) originate from the second, third and fourth terms in (111). In the last two
terms, we carefully distinguished the cases q > q3 and q < q3, q > q4 and q < q4 before taking the  → 0 limit.
Next, the implicit relation issued from energy conservation,
q˜4 = q˜ + q˜2 − q˜3 − 
2|γ|
8
(
q˜3 + q˜32 − q˜33 − q˜34
)
+ O(4) (135)
is iterated once and combined with a spherical geometry calculus projecting relation (130) over q. This gives the
following expression for θ˜4:
θ˜24 =
q˜2θ˜22 − q˜3θ˜23 − 14
[
q˜3 + q˜32 − q˜33 − (q˜ + q˜2 − q˜3)3
]
q˜ + q˜2 − q˜3 + O(
2) (136)
Note that q˜3 < q˜ + q˜2 according to (135). Also, due to the rotational invariance around q, the integrand of (129)
depends on the azimuthal angles only through their difference φ ≡ φ2 − φ3.
The last step is to integrate the Dirac distribution ensuring energy conservation. This is conveniently done in a
polar representation of the rescaled angles:
θ˜2 = R cosα θ˜3 = R sinα (137)
We also write the energy difference between the initial state and the final state as
ωq3 + ωq4 − ωq2 − ωq =
mc2
~
3|γ|
2
(
uR2 + v
)
+ O(5) (138)
with
u =
q˜(q˜3 sin2 α − q˜2 cos2 α) + q˜2q˜3(1 − sin 2α cos φ)
q˜ + q˜2 − q˜3 (139)
v =
1
4
[
q˜3 + q˜32 − q˜33 − (q˜ + q˜2 − q˜3)3
]
(140)
In the form (138), the Dirac distribution is readily integrated over R. We can finally express the 2 ↔ 2 damping rate
in terms of a universal function Γ˜2↔2 of the rescaled wave number q˜:
~Γ2↔2q
mc2
∼
→0
81(1 + ΛF)4
256pi4|γ|
(
kBT
mc2
)7 ( mc
~ρ1/3
)6
Γ˜2↔2(q˜) (141)
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This is one of the central results of this paper. The function Γ˜2↔2(q˜) is given by a quadruple integral 7
Γ˜2↔2(q˜) =
∫ ∞
0
dq˜2
∫ q˜+q˜2
0
dq˜3
q˜q˜32q˜
3
3(q˜ + q˜2 − q˜3)
|v|
[1 + f (q˜2)] f (q˜3) f (q˜ + q˜2 − q˜3)
f (q˜)
×
∫ pi/2
0
dα
∫ pi
0
dφ sinα cosαΘ
(
− v
u
) ∣∣∣∣∣∣ vuA2↔2red
(
q˜, q˜2, q˜3,
∣∣∣∣∣ vu
∣∣∣∣∣1/2cosα, ∣∣∣∣∣ vu
∣∣∣∣∣1/2sinα)
∣∣∣∣∣∣2 (142)
where we introduced the Heaviside function Θ(x ≥ 0) = 1, Θ(x < 0) = 0 and the reduced Bose function f (x) =
1/(ex − 1). The occupation numbers in (129) were rewritten using the property (1 + n¯qi )/n¯qi = e~ωqi /kBT and the
conservation of energy. The function Γ˜2↔2 is plotted in figure 4. Its low- and high-q˜ behaviors can be obtained
analytically:
Γ˜2↔2(q˜) =
q˜→0
16pi5
135
q˜3 + O(q˜4) (143)
Γ˜2↔2(q˜) =
q˜→∞
16piζ(5)
3
q˜2 + O(q˜) (144)
These limiting behaviors disagree with the results of Landau and Khalatnikov in reference [1] (see their equations
(7.6) and (7.12) in the version [58]), even for the order in q˜ of the leading terms. This discrepancy is due to the fact
that these authors have neglected in the coupling amplitude at low q˜ and at high q˜ the contribution of the diagrams II
to V of figure 2 (the diagram VI is nonresonant). This is not justified as already pointed out in reference [9], where it
was observed numerically that the neglected diagrams are comparable in magnitude with the kept one. We find that
at leading order, the neglected diagrams actually interfere destructively with the diagram I, which makes the exact
results (143,144) sub-leading with respect to the Landau and Khalatnikov predictions by two orders in q˜.
5.4. Phonon damping beyond hydrodynamics
In this section we concentrate on the zero temperature unitary Fermi gas. Our goal is to calculate the phonon
damping rates beyond the hydrodynamic result (127), which we rewrite in the form
(
ΓBelq
)unitary gas
hydro
=
(
2
9pi
) (
mc2
~
) (
mc
~ρ1/3
)3 qˇ5
30
(145)
where we introduced the notations
qˇ ≡ ~q
mc
and ωˇq ≡ ~ωqmc2 (146)
To this aim, we first calculate the amplitudeA2↔1OnS (q1,q2;q3) to first order in the curvature parameter γ of the excitation
spectrum, that is we go in expression (84) one step beyond the hydrodynamic order in the low wave number limit.
Then we calculate the Beliaev rate from (119) including first order corrections in γ also in the excitation spectrum.
Last, we question the accuracy of the Fermi golden rule delta distribution in (119) and we investigate processes of
higher order than Beliaev.
7. Let us give the explicit intervals of integration [αmin, αmax] and [φmin, φmax] imposed by the Heaviside function. We set χ =
q2q3+q(q3 sin2 α−q2 cos2 α)
q2q3 sin 2α
, A = q2q3 +
q
2q2
, C = 1− q2q3 +
q
2q2
, A′ = A
(1+A2)1/2
and C′ = C
(1+A2)1/2
. (i) If v > 0 and q < q3, 2αmin = acos A′ − acos C′ and
2αmax = acos A′ + acos C′. (ii) If v > 0 and q > q3, αmin = 0 and 2αmax = acos A′ + acos C′. (iii) If v < 0 and q < q3, αmin = 0 and αmax = pi/2.
(iv) If v < 0 and q > q3, 2αmin = acos C′ − acos A′ and αmax = pi/2. In the cases (i) and (ii) (v > 0), φmin = 0, φmax = pi if χ < −1 and φmax = acos χ
otherwise. In the cases (iii) and (iv) (v < 0), φmax = pi, φmin = 0 if χ > 1 and φmin = acos χ otherwise. The integral over φ can be calculated
analytically. One faces
∫ Φ
0 dφ
(∑
i
bi
ai+cos φ
)2
that can be expressed in terms of the primitive F(Φ) =
∫ Φ
0 dφ
1
a+cos φ and of its derivative with respect
to a. If a ∈] − 1, 1[, F(Φ) = 2
(1−a2)1/2 argth
[(
1−a
1+a
)1/2
tan Φ2
]
. If |a| > 1, F(Φ) = 2
(a2−1)1/2 atan
[
a−1
(a2−1)1/2 tan
Φ
2
]
. If a = 1, F(Φ) = tan Φ2 .
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Figure 4: 2 ↔ 2 damping rate as a function of the rescaled wave number q˜= ~cq/kBT . In order to make the limiting behaviors more apparent,
the rate is divided by q˜2 and plotted as a function of argsh(q˜)= ln(q˜ +
√
1 + q˜2). The oblique tangent at q˜ = 0 corresponds to the low-q˜ limiting
behavior (see equation (143)). The horizontal straight line is the q˜ → ∞ limit of Γ˜2↔2/q˜2 (see equation (144)) and the asymptotic curve at large
q˜ is a fit of Γ˜2↔2/q˜2 by an affine function of 1/q˜. The black symbols are numerical calculations of the integral (129). In the numerics, we used
a dispersion relation of the Bogoliubov form (149) restricted to an interval [0, qmax] over which its first order derivative is positive. The used
dispersion relation coincides with (57) up to the third order in q. The discs are obtained by a linear extrapolation of the value of the integral for
 = 0, and the error bars halfwidth is given by the difference with a quadratic extrapolation.
5.4.1. Amplitude of a Beliaev process 2↔ 1 for the unitary gas
In this subsection we calculate the amplitude A2↔1OnS (q1,q2;q3) including the first correction in γ from the results
of Son and Wingate using conformal invariance in an effective field theory [43]. Son and Wingate constructed a
Lagrangian that includes the first correction to hydrodynamics, expressed in terms of a phase field φ. For details on
the formalism, we refer to their work [43], and to reference [44] where it was used to calculate nonzero-temperature
corrections to the sound velocity.
In short, we first quadratize the Lagrangian to determine the phonon excitation spectrum ωq and the corresponding
eigenmode amplitudes. The spectrum is of the cubic form (57) with the curvature parameter γ = − 6445c0
(
c1 + 32 c2
)
,
where the dimensionless constant c0 appears in the leading (hydrodynamic) order of the Lagrangian, and the di-
mensionless constants c1 and c2 appear in the next-to-leading order and parameterize the first corrections beyond
hydrodynamics. The constant c0 is linked to the already measured [21] Bertsch parameter ξB relating the chemical
potential µ to the Fermi wave number kF or the total density ρ:
µ = ξB
~2k2F
2m
and ρ =
k3F
3pi2
(147)
The constants c1 and c2, on the contrary, have not been measured yet; they have not been calculated either with good
precision from a microscopic theory, only estimates are available, see [42] and references therein. Second, we use the
cubic terms in the Lagrangian to obtain the coupling between the phonon modes. This leads to the on-shell Beliaev
coupling amplitude to first order beyond hydrodynamics:
A2↔1OnS (k,k′;q) = −
√
2
3
(ωˇqωˇkωˇk′ )1/2
[
1 − 7γ
32
(ωˇ2q + ωˇ
2
k + ωˇ
2
k′ ) + o(ωˇ
2
q)
]
(148)
Note that the same linear combination γ = − 6445c0
(
c1 + 32 c2
)
as in the spectrum appears in this result. Details of the
calculation are given in Appendix D.
5.4.2. Phonon damping rate for the T = 0 unitary gas
Up to cubic order in q, we can rewrite the excitation spectrum in a Bogoliubov form
ωˇq = qˇ
(
1 +
γ
4
qˇ2
)1/2
(149)
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This allows us to recycle the result (A14) in Appendix A of reference [7] to perform the angular integration in (119),
(
ΓBelq
)unitary gas
=
(
mc2
pi~
) (
mc
~ρ1/3
)3 ∫ qˇ
0
dkˇ|A2↔1OnS (k, k′; q)|2
kˇ
qˇ
ωˇq − ωˇk[
1 + γ(ωˇq − ωˇk)2
]1/2 (150)
where we acknowledge in the notation the fact that the coupling amplitude (148), where ωˇk′ = ωˇq − ωˇk, depends on
the moduli of the wavevectors only. By performing the change of variable κ ≡ kˇ/qˇ, we express [
(
ΓBelq
)unitary gas
γ2/qˇ] as
an integral over κ between 0 and 1 of a function depending only on κ and on the small parameter γqˇ2. By expanding
this function to the sub-leading order, that is to third order in γqˇ2, and performing the integral over κ, we obtain the
provisional result (
ΓBelq
)unitary gas
prov
=
q→0
(
2
9pi
) (
mc2
~
) (
mc
~ρ1/3
)3 qˇ5
30
[
1 − 25
112
γqˇ2 + o(qˇ2)
]
(151)
The sub-leading term in our provisional result (151) is qualitatively different from the one in [13], in particular it
predicts a reduction of the damping rate with respect to the hydrodynamic prediction at low wavevectors rather than an
increase. The disagreement is unexpected as the calculation of reference [13] is performed with the same methodology
as ours and in the same spirit. We think it is due to fact that the dependence of A2↔1 on γ was finally neglected in
[13] while it gives a contribution of the same order as the dependence on γ in the spectrum.
Before accepting the result (151), we should ask ourselves which kind of correction originates from the fact that
the considered one-phonon state is unstable, of width Γq/2, and as a consequence, that the free phonon energy is not
exactly conserved in the one-to-two phonon decay process, contrarily to the constraint imposed by the Dirac delta
function in equation (119). In order to estimate the order of magnitude of this effect, one can replace the Dirac delta
function by a Lorentzian of half-width Γ/2,
δ(ωq′ + ωq−q′ − ωq)→ Γq/2
(ωq′ + ωq−q′ − ωq)2 + Γ2q/4
(152)
where Γq can be identified to its leading term in q5. One finds then that this effect introduces a correction to Γq that
is of order q7 in the limit q → 0. 8 To get the exact contribution of this broadening effect to Γq, we of course do not
use the heuristic prescription (152) but we do a rigorous calculation in Appendix F. In short, using the resolvent of
the Hamiltonian, we write at the Beliaev order a self consistent equation for the complex energy zq = ~ωq − i~Γq/2
of the q phonon. If one replaces zq by its zeroth order approximation ~ωq + iη (η → 0+) in the implicit part of the
equation, one recovers exactly (151). If one performs one self consistence iteration, that is if one replaces −2 Im zq/~
by its usual hydrodynamic approximation (145), one obtains the final result at the Beliaev order:
(
ΓBelq
)unitary gas
=
(
2
9pi
) (
mc2
~
) (
mc
~ρ1/3
)3 qˇ5
30
1 − 25112γqˇ2 + 4
√
3ξ3/2B
243γ
qˇ2 + o(qˇ2)
 (153)
where ξB is the Bertsch parameter (147) of the unitary gas.
In order to conclude, and to make the result (153) rigorous, we have to verify that no other process of higher
order than the Beliaev 1 → 2 process, gives a contribution of order qˇ7. A natural candidate is the cascade process
represented in figure 5, which combines two 1→ 2 processes induced by the cubic Hamiltonian Hˆ3, giving rise to a an
effective coupling amplitude 1→ 3, which is of second order with a virtual phonon 9. We estimate the corresponding
change in the complex energy of the phonon q by treating the effective 1→ 3 coupling to second order in perturbation
theory.
8. Using the note 4, we consider the polar integral J =
∫ 1
−1 du
η′/pi
η′2+(u−u0)2 where η
′ ≈ Γq/qˇ ≈ qˇ4 and 1 − u0 = 1 − cos θ0 ≈ qˇ2 as in (F.26). Then
J − 1 ≈ qˇ2 gives a correction O(qˇ7) to ΓBelq coming from the finite energy width of the initial state.
9. The attentive reader has probably noticed that the quartic Hamiltonian Hˆ4 provides a direct 1→ 3 coupling to first order. The corresponding
amplitude is in q2. This direct coupling contributes to Γq at the order q9, that is here negligible even by taking into account the effect of a small
denominator in q3. For this reason we do not mention it in the main text.
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Figure 5: Effective coupling process, of second order in Hˆ3 involving the emission of a virtual phonon. As one can deduce from simple power
counting (see the text), in the case of a convex dispersion relation and when the phonons q1, q2 and q3 are emitted within a small angle O(~q/mc)
with respect to q, this process contributes to the order (~q/mc)7 to the T = 0 damping rate of a phonon of small wave vector q. Its contribution has
then to be added to the result (153) as we verify in Appendix F by an explicit calculation.
At first sight, the result is O(qˇ9) hence negligible. One has to integrate over two independent emitted phonon wave
vectors, for example q2 and q3, the third one q1 being imposed by momentum conservation. As the wave numbers qi
are of order q, this gives a factor q6. It comes then the product of four matrix elements of Hˆ3, as the effective 1 → 3
coupling contains two matrix elements and it is treated to the second order, which adds a global factor (q3/2)4 = q6.
Finally, there are three energy denominators, one from second order perturbation theory and the other two from the
effective 1 → 3 coupling. As the phonon energies are of order ~cq, this provides a factor q3 in the denominator. The
whole thing is O(qˇ9) as announced.
The previous reasoning however neglects the enhancement effect of the small denominators of order q3, that
occurs when the wave vectors qi are emitted forward, with small angles θi with respect to q, which already played a
crucial role in section 5.3. In the limiting case where q and the qi are all aligned in the same direction, momentum
conservation imposes
q = q1 + q2 + q3 (154)
so that the energy difference ~ωq − (~ωq1 + ~ωq2 + ~ωq3 ) is not of order q but rather of order q3, taking into account
the cubic term in the dispersion relation (57). This conclusion extends to all the energy denominators as far as the
emission angles are O(qˇ). One can check indeed that q1 = |q − q2 − q3| depends in relative value to second order in
the emission angles θ2 and θ3 with coefficients of order qˇ0, in the same way as the true dispersion relation deviates in
relative value from that of hydrodynamics to second order in qˇ.
Let us then refine the naive estimation O(qˇ9) of the previous paragraph, by considering the integration over q2 and
q3 within cones of angular aperture O(qˇ) around q. Each cone occupies a solid angle O(qˇ2) so that we lose a factor
q4 in the integration over polar angles. On the other hand we gain a factor q−2 for each energy denominator, that is a
global factor q−6. We then predict a change in the complex energy of order qˇ7, that is the same order as the correction
to hydrodynamics appearing in equation (153).
In Appendix F, we then explicitly calculate the contribution to the damping rate Γq that comes from the effective
coupling 1→ 3 treated to second order. We find that its expression, a rather tedious quintuple integral, leads to
(
Γ1→3q
)unitary gas
=
(
2
9pi
) (
mc2
~
) (
mc
~ρ1/3
)3 qˇ5
30
−2
√
3ξ3/2B
567γ
qˇ2 + o(qˇ2)
 (155)
In the same appendix, we verify that no other process, of arbitrarily high order in Hˆ3, Hˆ4, etc., contributes to Γq to the
order qˇ7, even accounting for the enhancement due to small denominators in q3. We then can sum the contributions
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Figure 6: We show in relative value the first correction (156) to the hydrodynamic prediction for the phonon damping rate of the unitary gas at zero
temperature. We took for the curvature parameter the RPA value γ ' 0.083769 and the Bertsch parameter ξB = 0.376 experimentally measured
[21].
(153) and (155) to obtain
(
Γq
)unitary gas
=
(
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9pi
) (
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 (156)
an exact expansion, plotted in figure 6, to be counted among the successes of this paper.
6. Conclusion
We presented a complete study of interaction processes between phonons in cold Fermi gases at low temperature,
for any zero-range interaction strength between fermions, therefore in both the concave and convex cases for the
phonon dispersion relation at low wave number q. We clarified the conditions of validity of a low-energy effective
theory such as hydrodynamics by comparing it to a microscopic approach which takes into account the internal degrees
of freedom of the pairs. Those effective theories correctly predict the phonon coupling amplitudes only on the energy
shell.
One of the main contributions of this study is the microscopic derivation of the 2 ↔ 2 coupling amplitude.
Indeed, its expression in second order perturbation theory includes nonresonant 2 ↔ 1 and 3 ↔ 0 processes. Since
these processes can be resonant in the quantum hydrodynamic treatment, where the excitation spectrum is linear,
Landau and Khalatnikov had to introduce “by hand” a curvature to the dispersion relation to avoid the divergence of
the coupling amplitude. At first sight this procedure is risky since, as we just said, quantum hydrodynamics does not
predict correctly the coupling amplitudes for nonresonant (off-shell) processes. To provide a microscopic test of this
procedure would be particularly cumbersome within our fermionic microscopic approach, so we rather considered a
model of weakly interacting bosons with finite range interactions designed to have a concave dispersion relation. We
found that although the microscopic expressions of the coupling amplitudes differ from that of hydrodynamics, when
one sums up all the nonresonant three-phonon processes to second order and the direct 2↔ 2 processes to first order,
and one restricts on-shell with respect to the effective 2↔ 2 interaction, the Landau-Khalatnikov prescription and the
microscopic result for the effective 2↔ 2 coupling amplitude agree.
As a second result of this paper, we gave universal formulas for the damping rates of both the 2 ↔ 1 and 2 ↔ 2
processes at low temperature, universal in the sense that the introduced reduced-rate functions q˜ 7→ Γ˜(q˜) do not
depend on the atomic species, on the interaction strength, or even on the temperature. The most interesting result is
the analytic derivation, as a function of q, of the phonon damping rate in the concave case, given to leading order in
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temperature by the 2 ↔ 2 processes, see (141) and figure 4, that is the subject of a Letter [59]. In the limiting cases
~cq  kBT and ~cq  kBT , our result disagrees with the one of reference [1] and is sub-leading by two orders in
~cq/kBT . This is due to the failed assumption in [1] that some interaction diagrams are negligible while in reality they
destructively interfere with the supposedly leading diagram.
Finally we also calculated, at zero temperature and in the unitary limit, the first correction ∝ q7 to the hydrody-
namic prediction ∝ q5 for the single phonon decay rate. Our calculation allows to refine the prediction of [13] by (i)
the actual inclusion of the beyond-hydrodynamics expression of the coupling amplitude [43], (ii) the inclusion of a
finite width ~Γq in energy conservation in the Fermi golden rule, that is of a purely imaginary term of order q5 in the
energy denominator of perturbation theory and (iii) the inclusion of other processes, of higher order than the Beliaev
process, in particular of the effective coupling 1→ 3 treated to second order.
All our predictions can be tested in state-of-art experiments on cold fermionic gases. In particular, a discussion of
the observability of the Landau-Khalatnikov 2 → 2 damping, using cold atoms trapped in a flat-bottom potential, is
done in [59], with a proposed experimental protocol for the selective excitation of a phonon standing wave in the box
in a thermodynamic-limit regime, that is at a wave number q much larger than the inverse of the system size but still
in the linear part of the excitation spectrum.
Appendix A. Implicit equation on the collective excitation spectrum
We explain here how to obtain from the linear system (33,34) the implicit equation (39) on the collective mode
angular frequency ωq at wave vector q, in the zero lattice spacing limit l→ 0. We introduce the collective amplitudes
Yq =
g0
L3
∑
k∈D
W+kqy
q
k S q =
g0
L3
∑
k∈D
W−kqs
q
k (A.1)
yq =
g0
L3
∑
k∈D
w−kqy
q
k sq =
g0
L3
∑
k∈D
w+kqs
q
k (A.2)
and we solve the 2 × 2 linear system (33,34) to express the unknowns yqk and sqk in terms of the collective amplitudes.
Next, we replace the result in (A.1,A.2) and come up with the homogeneous system
ΣW+W+ − 1 ΣωW+W− −ΣW+w− ΣωW+w+
ΣωW−W+ Σ

W−W− − 1 −ΣωW−w− ΣW−w+
Σw−W+ Σ
ω
w−W− −Σw−w− − 1 Σωw−w+
Σωw+W+ Σ

w+W− −Σωw+w− Σw+w+ − 1


Yq
S q
yq
sq
 = 0 (A.3)
where we introduced the notations
Σab =
g0
L3
∑
k∈D
kqakqbkq
(~ωq)2 − (kq)2 (A.4)
Σωab =
g0
L3
∑
k∈D
~ωqakqbkq
(~ωq)2 − (kq)2 (A.5)
with a and b that can be any of W+,W−,w+,w−. The system (A.3) simplifies in the continuous limit l → 0. Since
g0 → 0 and w±kq =k→+∞ O(1/k
2), all the Σ tend to 0 in the third and fourth lines, and therefore we must have
yq = sq = 0 (A.6)
Next we divide the first two lines of (A.3) by g0. The gap equation (11) ensures that all the divided matrix elements
have a finite nonzero limit. The system therefore reduces to its 2 × 2 upper left block, which, in the thermodynamic
limit, we write as: (
I++(ωq, q) ~ωqI+−(ωq, q)
~ωqI+−(ωq, q) I−−(ωq, q)
) (
Yq
S q
)
= 0 (A.7)
where the integrals I depend on the eigenfrequency ωq and on the wavevector q, see equations (40,41,42). The sought
implicit equation on the eigenfrequency (39) is the condition that the determinant of the 2×2 matrix in equation (A.7)
is zero.
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Appendix B. x and y rational fractions in the three-phonon process amplitudes
The rational fractions of the variables x and y that appear in the expression (81) of the microscopic phonon
coupling amplitude are given by
J(x, y) =
3xy
2xy + 2
(B.1)
A(x, y) =
∑3
i=0 Ai(y)x
i
360
(
x3 + x
) (
y2 + 1
)3 (B.2)
B(x, y) =
∑3
i=0 Bi(y)x
i
18
(
x3 + x
) (
y2 + 1
)2 (B.3)
C(x, y) =
y(xy + 1)
6
(
x3 + x
) (
y2 + 1
)2 [x2 (5y2 + 3) − xy (y2 − 3) + 2 (y2 + 2)]
with
A0(y) = −20y
(
5y4 + 5y2 + 2
)
(B.4)
A1(y) = 2
(
10y6 + 109y4 + 63y2 + 24
)
(B.5)
A2(y) = −y
(
53y4 + 186y2 + 13
)
(B.6)
A3(y) = 25y6 + 116y4 + 167y2 + 36 (B.7)
B0(y) = −2y
(
3y2 + 2
)
(B.8)
B1(y) = 3y4 + 17y2 + 8 (B.9)
B2(y) = −2y
(
y2 + 4
)
(B.10)
B3(y) = 4y4 + 11y2 + 9 (B.11)
Their values in the BEC limit x→ 0, y ∼ −4/x are useful to connect the result (81) to its equivalent in the Bogoliubov
theory:
A(x, y) →
x→0
y∼−4/x
1
8 B(x, y) →x→0
y∼−4/x
1
4
(B.12)
J(x, y) →
x→0
y∼−4/x
2 C(x, y) →
x→0
y∼−4/x
3
4
For resonant processes, these rational fractions add up to give the thermodynamic coefficient
1 +
ρ
3
d2µ
dρ2
(
dµ
dρ
)−1
=
∑3
i=0 Di(y)x
i
9(x3 + x)(y2 + 1)2
(B.13)
with
D0(y) = −4y3 (B.14)
D1(y) = 4
(
y4 + 6y2 + 2
)
(B.15)
D2(y) = −y
(
y4 − 6y2 + 5
)
(B.16)
D3(y) = 9y4 + 14y2 + 9 (B.17)
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Appendix C. Low wave number out-of-the-energy-shell discrepancy between the microscopic and quantum
hydrodynamic Beliaev-Landau coupling amplitudes
In this appendix, as announced in the penultimate paragraph of section 4.1, we clarify the physical origin of the
discrepancy of the Beliaev-Landau 2 phonons ↔ 1 phonon coupling amplitudes of the microscopic model and of
quantum hydrodynamics in the low wave number limit out of the energy shell: the former indeed diverges whereas
the latter tends to zero. To avoid tedious calculations in the fermionic microscopic model, we rather use a bosonic
microscopic model, the weakly interacting spatially homogeneous Bose gas, of grand canonical Hamiltonian Hˆ at
chemical potential µ, with
Hˆ = l3
∑
r
ψˆ†
(
− ~
2
2m
∆r − µ
)
ψˆ +
g0
2
∑
r
l3ψˆ†ψˆ†ψˆψˆ (C.1)
We then easily make the link between this microscopic theory and quantum hydrodynamics through the modulus-
phase representation of the bosonic field operator [60],
ψˆ(r) = eiθˆ(r)ρˆ1/2(r) (C.2)
where the phase field θˆ(r) and the density field ρˆ(r) are canonically conjugated.
In the Bogoliubov U(1)-symmetry breaking formalism, one splits the bosonic field as ψˆ(r) = ψ0 + δψˆ(r), where
ψ0 > 0 is the classical field energy minimiser, and one expands the Hamiltonian in powers of δψˆ, Hˆ = H0+Hˆ2+Hˆ3+. . ..
The field δψˆ(r) is then expanded over the normal modes of Hˆ2 (Bogoliubov expansion):
δψˆ(r) =
1
L3/2
∑
q,0
Uqeiq·rbˆ
δψ
q + Vqe
−iq·r(bˆδψq )† (C.3)
where we omitted for simplicity the contribution of the anomalous modes associated to symmetry breaking and we
explicitly indicated that the quasi-particle creation and annihilation operators are relative to a δψˆ-expansion of Hˆ.
Insertion of the expansion (C.3) in Hˆ3 leads to the reduced Beliaev-Landau coupling amplitude in the Cartesian δψˆ
point of view:
A2↔1δψ (q1,q2;q3) =
3
4
s1s2s3 +
1
4
(s1d2d3 + s2d1d3 − s3d1d2) (C.4)
with si = sqi , sq = Uq + Vq, di = dqi and dq = Uq − Vq.
In the modulus-phase point of view, adapting reference [60] to a symmetry breaking approach, we expand ψˆ(r) in
powers of the density fluctuation δρˆ(r) = ρˆ(r) − ψ20 and of the phase θˆ(r) so that δψˆ(r) = δψˆ1(r) + δψˆ2(r) + . . ., with
δψˆ1(r) =
δρˆ(r)
2ψ0
+ iψ0θˆ(r) (C.5)
δψˆ2(r) = −12ψ0θˆ
2(r) − δρˆ
2(r)
8ψ30
+ i
θˆ(r)δρˆ(r)
2ψ0
(C.6)
To quadratic order in δρˆ and θˆ, one replaces δψˆ in Hˆ2 with δψˆ1; the normal mode expansion of the corresponding
quadratic Hamiltonian in (δρˆ, θˆ) gives (again neglecting for simplicity the symmetry-breaking related anomalous
modes):
δψˆ1(r) =
1
L3/2
∑
q,0
Uqeiq·rbˆ
ρθ
q + Vqe
−iq·r(bˆρθq )† (C.7)
with the same amplitudes (Uq,Vq) as in equation (C.3) but with operator-valued coefficients bˆ
ρθ
q , (bˆ
ρθ
q )† that coincide
with bˆδψq , (bˆ
δψ
q )†, as δψˆ1 and δψˆ do, only to first order in the fluctuations. To cubic order in δρˆ and θˆ, two different
contributions are obtained: (i) the obvious one coming from the replacement of δψˆ with δψˆ1 in Hˆ3, which leads to the
Beliaev-Landau coupling amplitude A2↔1δψ , this time among the bˆρθq , and (ii) the more indirect one, coming from the
replacement of δψˆ with δψˆ1 + δψˆ2 in Hˆ2 and extraction of the corresponding cubic contributions of the type δψˆ
†
2δψˆ1
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and hermitian conjugate, which brings an extra term A2↔1via H2 to the Beliaev-Landau coupling amplitude. At the end,
the Beliaev-Landau coupling amplitude in the (ρˆ, θˆ) point of view reads:
A2↔1ρθ = A2↔1δψ +A2↔1via H2 (C.8)
with
A2↔1via H2 (q1,q2;q3) =
ωˇ3d3
8
(d1d2 − s1s2) + ωˇ3s38 (s1d2 + s2d1)
− ωˇ2d2
8
(d1d3 + s1s3) − ωˇ1d18 (d2d3 + s2s3) +
d3
8
(s1s2ωˇ2 + s2s1ωˇ1) − s38 (d2s1ωˇ1 + d1s2ωˇ2) (C.9)
with ωˇi = ~ωqi/mc2, knowing that mc2 = µ at this order. From the Bogoliubov expressions ωi = [Eˇi(Eˇi + 2)]1/2 and
si = 1/di = [Eˇi/(Eˇi + 2)]1/4, one has ωˇidi = (Eˇi + 2)si and ˇisi = Eˇidi, where Eˇi = Eqi/mc
2 and Eq = ~2q2/2m.
Using as well the conservation of momentum q3 = q1 + q2 and its squares q23 = (q1 + q2)
2, q22 = (q3 − q1)2 and
q21 = (q3 − q2)2, we obtain
A2↔1ρθ (q1,q2;q3) =
1
8
(s3d1d2qˇ1 · qˇ2 + s2d1d3qˇ1 · qˇ3 + s1d2d3qˇ2 · qˇ3) − 116 s1s2s3(qˇ
2
1 + qˇ
2
2 + qˇ
2
3) (C.10)
with qˇi = ~qi/mc.
We can now compare the Beliaev-Landau coupling amplitudes A2↔1δψ and A2↔1ρθ among themselves and to the
quantum hydrodynamic coupling amplitude. With the expressions of si and di given above, it is found from equation
(C.4) that A2↔1δψ diverges when all the qi tend to zero (out of the energy shell). On the contrary, even out of the
energy shell, A2↔1ρθ becomes equivalent to the quantum hydrodynamic result (94) (here ΛF = 0) that tends to zero,
but it does not coincide with it (it differs by relative corrections O(q2i )) due to the difference between the microscopic
Hamiltonian (C.1) and the quantum hydrodynamic Hamiltonian.
As a final check, one can also directly insert the expansion (C.7) (turned into an expansion of δρˆ and θˆ) in the
terms of the Hamiltonian (40) of reference [60] that are cubic in δρˆ and θˆ. One then directly recovers the Beliaev-
Landau coupling amplitude (C.10) among the bˆρθq . Furthermore, if one neglects everywhere in this Hamiltonian (40)
the kinetic energy stored in the density-variation δρˆ of the field, at the origin of the so-called quantum pressure term,
one recovers exactly the quantum hydrodynamic Beliaev-Landau coupling (94) (with here ΛF = 0).
Appendix D. Beliaev coupling beyond hydrodynamics
We give here details of the calculation allowing one to obtain, for the unitary Fermi gas, the first beyond-
hydrodynamic correction to the Beliaev phonon coupling amplitude from the Son and Wingate Lagrangian [43],
see equation (148).
For convenience we move to a Hamiltonian formalism, introducing the field Π that is canonically conjugate to the
phase field φ and that represents (up to a sign) density fluctuations, to obtain (here ~ = m = 1)
H (0)2 =
2µ−1/2
15c0
Π2 +
5
2
c0µ3/2
1
2
(grad φ)2 (D.1)
H (0)3 =
4µ−2
3(15c0)2
Π3 − 1
2
Π(grad φ)2 (D.2)
H (2)2 = −
16c1µ−3/2
(15c0)2
(gradΠ)2 − c2µ1/2(∆φ)2 (D.3)
H (2)3 = −
96c1µ−3
(15c0)3
Π(gradΠ)2 +
2c2µ−1
15c0
Π(∆φ)2 (D.4)
where the index 2 or 3 refers to the expansion order of the Hamiltonian in Π and φ while the exponent (0) or (2) refers
to the expansion order in powers of spatial gradients, the zeroth order being the standard hydrodynamics. Note that
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Π and grad φ are of the same order. At the hydrodynamic level, the Hamiltonian depends on a single constant c0 that
must be determined from a microscopic theory. It is linked as follows to the Bertsch parameter (147):
c0 =
25/2
15pi2ξ3/2B
(D.5)
The first correction to hydrodynamics involves two other dimensionless constants c1 and c2. By following the pro-
cedure already used in this paper, we first use the quadratized Hamiltonian H (0)2 + H (2)2 to determine the excitation
spectrum as in [43]:
ωq =
(
2µ
3
)1/2
q
1 − pi2(2ξB)1/2 (c1 + 32c2
) (
q
kF
)2
+ o(q2)
 ≡ cq 1 + γ8
(
~q
mc
)2
+ o(q2)
 (D.6)
and the modal expansion of the fields in the quantization volume L3:
Π(r) =
1
L3/2
∑
q,0
Πq(bq + b∗−q)e
iq·r (D.7)
φ(r) =
1
L3/2
∑
q,0
φq(bq − b∗−q)eiq·r (D.8)
with the amplitudes
Πq =
1√
2
(
Aq
Bq
)1/4
(D.9)
φq =
i√
2
(
Aq
Bq
)−1/4
(D.10)
Aq
Bq
=
75
8
(c0µq)2
[
1 +
8µ−1
15c0
(
c1 − 32c2
)
q2+ o(q2)
]
(D.11)
Indeed
(
Πq
φq
)
is an eigenvector of eigenvalue −iωq of the matrix
(
0 −Aq
Bq 0
)
that appears in the Hamiltonian
equations of motion. Note that different linear combinations of the constants c1 and c2 appear in the spectrum (D.6)
and in the modal amplitudes (D.11). By inserting the modal decomposition in the cubic HamiltonianH (0)3 +H (2)3 , and
isolating the Beliaev terms 2 ↔ 1 as we did in (93), we obtain the on-shell Beliaev coupling amplitude to first order
beyond hydrodynamics as given in (148).
Appendix E. Three-phonon and four-phonon processes in a bosonic model
Here we describe and we implement the microscopic bosonic model used in section 4.2.4 to test the 2 ↔ 2
effective phonon coupling predicted by quantum hydrodynamics. We consider spinless bosons on a cubic lattice of
lattice constant l, with a large enough interaction range b so that their excitation spectrum is concave at low wave
number q. The Hamiltonian of the lattice model reads
HˆB = l3
∑
r
ψˆ†(r)
(
− ~
2
2mB
∆r
)
ψˆ(r) +
l6
2
∑
r,r′
V(r − r′)ψˆ†(r)ψˆ†(r′)ψˆ(r′)ψˆ(r) (E.1)
with the interaction potential
V(r) = V0e−r
2/2b2 (E.2)
of Fourier transform
V˜(q) = V˜0e−q
2b2/2 with V˜0 = (2pi)3/2b3V0 (E.3)
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The Bose gas is in the weakly interacting regime (ρBa3B)
1/2  1, where ρB = NB/L3 is the density of the bosons and
the s-wave scattering length aB is given by 4pi~2aB/mB = V˜0 in the Born approximation. Following the Bogoliubov
theory [61] in its U(1) symmetry preserving version [62, 50, 63, 7], we split the bosonic field operator as
ψˆ(r) = eiθˆ0
[
nˆ1/20 φ0(r) + Λˆ(r)
]
(E.4)
where θˆ0 is the condensate phase operator, nˆ0 is the number of bosons in the condensate mode φ0(r) = 1/L3/2 and the
non-condensed field operator Λˆ(r), orthogonal to the condensate mode, conserves the number of particles. Within the
subspace with fixed total number of bosons NB, we eliminate nˆ0 through the relation
nˆ0 = NB − l3
∑
r
Λˆ†(r)Λˆ(r) (E.5)
To describe the 2↔ 2 processes, we expand the Hamiltonian in powers of Λˆ up to order 4:
HˆB = HˆB0 + HˆB2 + HˆB3 + HˆB4 + . . . (E.6)
We obtain 10
HˆB0 = V˜0
N2B
2L3
(E.7)
HˆB2 = l3
∑
r
Λˆ†(r)
(
− ~
2
2mB
∆r
)
Λˆ(r) + ρBl6
∑
r,r′
V(r − r′)
(
Λˆ†(r)Λˆ(r′) +
1
2
[
Λˆ†(r)Λˆ†(r′) + Λˆ(r)Λˆ(r′)
])
(E.8)
HˆB3 =
ρ1/2B
2
l6
∑
r,r′
V(r − r′)
([
Λˆ†(r) + Λˆ†(r′)
]
Λˆ(r′)Λˆ(r) + Λˆ†(r′)Λˆ†(r)
[
Λˆ(r) + Λˆ(r′)
])
(E.9)
HˆB4 =
l6
2
∑
r,r′
V(r − r′)Λˆ†(r)Λˆ†(r′)Λˆ(r′)Λˆ(r) − V˜0
2L3
l3 ∑
r
Λˆ†(r)Λˆ(r)
2
− 1
L3
l3 ∑
r
Λˆ†(r)Λˆ(r)

l6 ∑
r,r′
V(r − r′)
[
Λˆ†(r)Λˆ(r′) +
1
2
[
Λˆ†(r)Λˆ†(r′) + Λˆ(r)Λˆ(r′)
]] (E.10)
0th order. From HˆB0 we get the equation of state to leading order:
µB = ρBV˜0 ≡ ~
2
2mξ2
(E.11)
where we introduced the healing length ξ and the chemical potential µB of the Bose gas. We then apply relation (58)
to obtain the sound velocity
mBc2B = µB (E.12)
2nd order. HˆB2 can be diagonalised by a Bogoliubov transformation:
Λˆ(r) =
1
L3/2
∑
q,0
(
UBq bˆqe
iq·r + VBq bˆ
†
qe
−iq·r) (E.13)
where the bˆq are annihilation operators of bosonic quasiparticles and the amplitudes UBq and V
B
q are given by
UBq + V
B
q ≡ S q =

~2q2
2mB
~2q2
2mB
+ 2ρBV˜(q)

1/4
(E.14)
UBq − VBq ≡ Dq =
1
S q
(E.15)
10. We are here in the large NB limit and we neglect 1 as compared to nˆ0 and to NB. In the equations (E.8) and (E.10), there was a cancellation of
the Hartree contribution with a chemical potential-type contribution originating from the expansion of the condensate interaction energy V˜0nˆ20/2L
3
in powers of the number of non-condensed particles.
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We have introduced the angular eigenfrequencies of the Bogoliubov quasiparticles
~ωBq =
[
~2q2
2mB
(
~2q2
2mB
+ 2ρBV˜(q)
)]1/2
(E.16)
The dispersion relation q 7→ ωq is then concave in the vicinity of q = 0 under the condition, assumed to be satisfied in
what follows,
b > ξ (E.17)
3rd order. We insert the modal expansion (E.13) in the cubic Hamiltonian (E.9) that we write in the form (93) with
the constants m, c and ρ replaced with mB, cB and ρB respectively, and with coupling amplitudes now given by
A2↔1B (q1,q2;q3) =
1
4V˜0
[
V˜(q3)S 3(S 1S 2 − D1D2) + V˜(q1)S 1(S 2S 3 + D2D3) + V˜(q2)S 2(S 1S 3 + D1D3)
]
(E.18)
A3↔0B (q1,q2,q3) =
1
12V˜0
[
V˜(q1)S 1(S 2S 3 − D2D3) + V˜(q2)S 2(S 1S 3 − D1D3) + V˜(q3)S 3(S 1S 2 − D1D2)
]
(E.19)
with the notations S i ≡ S qi and Di ≡ Dqi .
4th order. We insert the modal expansion (E.13) in the quartic Hamiltonian (E.10) that we write in the form (108)
with (m, c, ρ)→ (mB, cB, ρB) and a direct 2↔ 2 coupling amplitude given by
A2↔2,dirB (q1,q2;q3,q4) =
1
32V˜0
[(
V˜(q1 + q2) + V˜(q3 + q4)
)
(S 1S 2 − D1D2)(S 3S 4 − D3D4)+
(
V˜(q3 − q1) + V˜(q2 − q4)
)
× (S 1S 3 + D1D3)(S 2S 4 + D2D4) +
(
V˜(q4 − q1) + V˜(q2 − q3)
)
(S 1S 4 + D1D4)(S 2S 3 + D2D3)
]
(E.20)
We considered here the general case where the qi and their opposite are two-by-two distinct, in which case only the
first term of HˆB4 contributes. The other terms of HˆB4, that originate from the expansion (E.5) of nˆ0 in powers of the
number of non-condensed particles, contribute to the equation of state beyond Bogoliubov theory [60].
Effective coupling amplitude. We obtain the on-shell effective coupling amplitude of the bosonic modelA2↔2,effB,OnS from
the amplitudes (E.18,E.19,E.20) as prescribed by the equation (105). We then expand it in the limit of small wave
vectors and express the result in terms of the angular frequencies ωBqi , i = 1, 2, 3, 4 and ω
B
q1+q2 , ω
B
q1−q3 , ω
B
q1−q4 . We then
recover the hydrodynamic prediction corrected by the Landau and Khalatnikov prescription, as explained in section
4.2.4.
Appendix F. Contribution of the Beliaev and higher order processes to the T = 0 decay of the single phonon
state
Appendix F.1. Presentation of the problem and link with the resolvent of the Hamiltonian
We consider the damping rate Γq of a phonon with wave vector q prepared at zero temperature in a spatially
homogeneous gas of fermions. We assume that the phononic excitation branch q 7→ ωq is convex in vicinity of
q = 0. The general problem is to determine the behavior of Γq in the limit q → 0, where one can use an effective
low energy theory to describe the coupling among phonons. The dominant process is of course the 1 → 2 Beliaev
one. By introducing a dimensionless parameter γ > 0 describing both the correction in q3 to the hydrodynamic linear
excitation spectrum, and the first correction to the hydrodynamic coupling amplitude 1 → 2, we have obtained the
provisional result (151) up to the sub-leading order q7. In this appendix, we give some details on the obtention of the
final result at the Beliaev order (153), and we examine the possible contributions of order q7 of all the higher order
processes, such as the cascade process 1 → 2 → 3 in figure 5, leading to the correction (155) and to the final result
(156).
In the subspace with a fixed total momentum ~q, the one-phonon state |q〉 is the only discrete state, as it is the
only one completely characterized by a single wave vector value. It is an eigenstate of Hˆ2, the part of the Hamiltonian
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that is quadratic in the phonon creation bˆ† and annihilation bˆ operators. It is nevertheless coupled to the two-phonon,
three-phonon, etc. continua by the rest of the Hamiltonian Vˆ = Hˆ3 + Hˆ4 + . . ., that contains cubic, quartic, etc. terms,
when written in the normal order for the bˆ.
As a consequence, the discrete state will in general get diluted in the continua, giving rise to a complex pole zq in
the analytic continuation of the resolvent Gˆ(z) = (z − Hˆ)−1 of the full Hamiltonian [56]. This pole can be written as
zq = ~ωq − i~Γq2 (F.1)
where ωq is the angular eigenfrequency of the phonon and Γq its damping rate 11.
Appendix F.2. Perturbative calculation and power counting
The q→ 0 limit corresponds to the weak coupling limit. This is apparent in the quantum hydrodynamic theory as
the modal expansion of the velocity and density fluctuations vˆ and δρˆ involves coefficients that tend to zero as q1/2, so
that the matrix elements of Hˆp between phonon Fock states behave as qp/2:
Hˆp ≈
q→0
qp/2 (F.2)
One can then attempt a perturbative calculation of Γq starting from the exact expression obtained by the projector
method [56]
〈q|Gˆ(z)|q〉 = 1
z − 〈q|Hˆeff(z)|q〉
(F.3)
then expanding in powers of Vˆ the matrix element of the effective Hamiltonian in the state |q〉:
〈q|Heff(z)|q〉 = 〈q|Hˆ2|q〉 + 〈q|Vˆ Qˆ Qˆ
zQˆ − QˆHˆ2Qˆ
QˆVˆ |q〉 + 〈q|Vˆ Qˆ Qˆ
zQˆ − QˆHˆ2Qˆ
QˆVˆQˆ
Qˆ
zQˆ − QˆHˆ2Qˆ
QˆVˆ |q〉 + . . . (F.4)
where Qˆ = 1 − |q〉〈q| projects orthogonally to |q〉. The result (153) corresponds to the second term on the right-hand
side of the equation, the Beliaev term, in which the contribution of Vˆ reduces to that of Hˆ3. In all the following terms
of order 3 in Vˆ or higher, z can be approximated in the denominator by
z = ~ωq + iη, η→ 0+, (F.5)
the displacement of z by an imaginary part that is O(q5) in these terms does not contribute to Γq at the order q7. The
same conclusion does not hold for the Beliaev term, as we shall see in subsection Appendix F.3.
Let us consider in (F.4) the term Tn of order n in Vˆ and let us try to give an upper bound to its order in q as done
in the simple reasoning below equation (153).
Taking (F.2) into account, we must retain in the Vˆ factors as many as possible contributions of Hˆ3 and, if not, those
of Hˆ4. As Hˆ3 changes the parity of the phonon number, while Hˆ4 preserves it, we will retain only Hˆ3 if n is even, but
it will be necessary to keep at least one factor Hˆ4 if n is odd. The minimal number of independent wave vectors of the
virtual phonons is n/2 for n even, (n + 1)/2 for n odd, and the integration over each independent wave vector provides
a factor q3. Finally, one has to count a factor 1/q for each of the n− 1 energy denominators. All together, this leads to
Tn = O(q2n+1) if n even (F.6)
Tn = O(q2n+3) if n odd (F.7)
11. We cannot calculate here the corrections to ωq due to the coupling with the continua, even at the order 2 in Vˆ , because we rely on an effective
Hamiltonian. If we try, we would encounter principal part integrals with ultraviolet divergences that, once inserted in the unperturbed value in Hˆ2
would give, following the ideas of renormalisation, the true value, which would however remain uncalculated and unknown in the absence of a
microscopic model [8]. Within this context, we do not find it useful to distinguish between the non perturbed phonon eigenenergy for Hˆ2, which
we should rigorously note (2)q , and the true energy q. By the way, in order to obtain the scaling laws with q of the perturbative terms of order n
in Vˆ , we assume that the wave numbers of the virtual phonons are O(q), hence that the ultraviolet cutoff is set at a wave number Aq, A  1. This
has the big advantage that the real correction to the angular eigenfrequency (2)q due to Hˆ3 to the leading order is O(q5) and it affects neither the γ
parameter in equation (57) nor the damping rate Γq to the order q7.
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Figure F.7: Diagram of order 2 in Vˆ that contributes to the damping rate Γq of the phonon q to the order q7. It represents the Beliaev process
whose leading order is q5. On the figure, each vertex represents an action of Hˆ(±)3 .
One would then conclude with no surprise, that the processes of higher order than Beliaev, that is of order n ≥ 3 in Vˆ ,
give a contribution to Γq that is O(q9) hence negligible.
The simple reasoning above forgets the possibility that the energy denominators are of order q3. For this case to
occur, the contribution to the energy denominator of the linear part of the spectrum must have a chance to cancel out
so the considered processes must have the possibility to be resonant. One must then keep in Hˆ3 only the terms in
bˆ†bˆ†bˆ, that constitute the raising part Hˆ(+)3 of the cubic Hamiltonian, or the terms in bˆ
†bˆbˆ, that constitute its lowering
part Hˆ(−)3 . The other terms in bˆ
†bˆ†bˆ† and bˆbˆbˆ induce nonresonant processes. In Hˆ4, we shall only keep terms bˆ†bˆ†bˆbˆ,
that are the most favorable potentially resonant terms, as they add a single independent wave vector.
In order to have all the energy denominators of order q3, all the independent wave vectors must be emitted forward,
within a narrow cone of angular aperture O(q) with respect to the direction of q. The angular integration then brings
a factor q2 for each independent wave vector, that is qn for n even and qn+1 for n odd, but we gain a factor q−2(n−1)
thanks to n − 1 small denominators.
This leads to the refined upper bounds
Tn = O(qn+3) if n even (F.8)
Tn = O(qn+6) if n odd (F.9)
The conclusion of this discussion is that only the order 4 in Vˆ has a chance to produce a correction in q7 to the result
ΓBelq in equation (153). We analyze it in more detail in subsection Appendix F.4. We can also confirm that the order
2 in Vˆ gives the leading contribution to Γq in q5. This however does not exonerate us from a rigorous study of its
sub-leading contributions up to the order q7, which is done in subsection Appendix F.3.
Appendix F.3. Study to second order in Vˆ
In this subsection we restrict the effective Hamiltonian in equation (F.4) to second order in Vˆ and calculate the
resulting value of Γq up to the order q7.
To this order in Vˆ several different diagrams actually contribute, as Vˆ = Hˆ3 + Hˆ4 + Hˆ5 + . . .. The leading order
in q can be estimated by power counting. If the two factors Vˆ are both equal to Hˆ3, one has to integrate over at least
one independent wave vector and the leading order is q5 as in equation (F.8). If they are both equal to Hˆ4, one has
to integrate over at least two independent wave vectors and the leading order is q9 without the “small denominators”
effect, but not any better with the “small denominators”. If one of the factors Vˆ involves Hˆp, with p ≥ 5, the
contribution is even smaller and negligible. We can then restrict to Vˆ = Hˆ3, and furthermore to Vˆ = Hˆ
(±)
3 as the non
resonant terms in bˆ†bˆ†bˆ† and bˆbˆbˆ of Hˆ3 involve two independent wave vectors and contribute in O(q8).
There remains then a single diagram, the Beliaev one, represented in figure F.7. Let us introduce the corresponding
Beliaev self-energy, for any complex number z with Im z > 0:
∆Belq (z) =
1
2
∑
k
|〈k,q − k|Hˆ(+)3 |q〉|2
z − (k + q−k) =
2(mc2)2
ρ
∫
d3k
(2pi)3
[A2↔1hydro(k,q − k;q)]2
z − (k + q−k) (F.10)
36
where we considered the thermodynamic limit and we have used the form (93) of the hydrodynamic Hamiltonian. To
this order of approximation, the pole zq associated to the phonon q is the solution of the implicit equation
zBelq = q + ∆
Bel↓
q (z
Bel
q ) (F.11)
where the downward arrow denotes the analytic continuation of the self-energy from the upper half-plane Im z > 0 to
the lower one Im z < 0 through the branch cut on the real positive axis. Let us separate zBelq into the real and imaginary
parts as in (F.1) and let us expand the right-hand side in powers of Γq:
zBelq = q + ∆
Bel↓
q (q) −
i~Γq
2
d
dz
∆Bel↓q (q) + O(q9) (F.12)
It is enough here to truncate the Taylor expansion to the order one; on the other hand the zeroth order is not enough 12.
The values of the analytic continuation and of its derivative in q are obtained as the limits when η → 0+ of the
noncontinuated functions in z = q + iη:
zBelq = q + ∆
Bel
q (q + iη) −
i~Γq
2
d
dz
∆Belq (q + iη) + O(q
9) (F.13)
The second term is the ordinary perturbative result. It leads to the damping rate ΓBelq,pert given by the zero temperature
limit of equation (119),
~ΓBelq,pert
2
= − Im ∆Belq (q + iη) (F.14)
and its value for the unitary gas has been calculated up to the order q7 in equation (151). Once the imaginary part of
equation (F.13) has been taken, we find a nonnegligible correction to this order, resulting from a first self consistent
iteration of zq in the implicit equation (F.11):
ΓBelq = Γ
Bel
q,pert
[
1 + Re
d
dz
∆Belq (q + iη) + O(q
4)
]
(F.15)
with
d
dz
∆Belq (q + iη) = −
2(mc2)2
ρ
∫
d3k
(2pi)3
[A2↔1hydro(k,q − k;q)]2
(q − k − q−k + iη)2 (F.16)
In order to obtain an equivalent of this derivative when qˇ≡ ~q/mc→ 0, we apply the same technique as in section 5.3.
We use spherical coordinates of polar axis q and perform the rescalings k = k¯q and θ = γ1/2qˇθˇ on the modulus and
polar angle of the vector k, with k¯ < 1 to profit from the “small denominators” effect. In the integrand and hence in
the coupling amplitude (94), we take the limit qˇ→ 0 with k¯ and θˇ fixed, with the intermediate results
|q − k| = q(1 − k¯)
[
1 +
γk¯θˇ2qˇ2
2(1 − k¯)2 + O(qˇ
4)
]
(F.17)
q − k − q−k ∼ γqˇ
3mc2
8
[
3k¯(1 − k¯) − 4k¯θˇ
2
1 − k¯
]
(F.18)
[A2↔1hydro(k,q − k;q)]2 ∼
2
9
qˇ3k¯(1 − k¯) (F.19)
taking into account the fact that 1 + ΛF = 8/9 at unitarity. The integration with respect to θˇ over [0,+∞[ is simple
after the change of variable X = θˇ2, and we are left with
d
dz
∆Belq (q + iη) ∼
8qˇ2
9pi2γ
(
mc
~ρ1/3
)3 ∫ 1
0
dk¯
k¯2(1 − k¯)2
3k¯(1 − k¯) + iη (F.20)
The dominated convergence theorem allows us to take the η→ 0 limit in the integrand and to obtain the result (153),
knowing that ρ(~/mc)3 =
√
3/(pi2ξ3/2B ). As a side remark, the fact that the derivative with respect to z (F.20) is real
in the limit η → 0+, means that a change in the real dispersion relation q 7→ ωq of order q5 does not affect Γq to the
order q7, which the calculation technique of subsection 5.4.2 also shows.
12. The Taylor contribution of order n is O(q2n+5) as the nth order derivative of the self-energy, that involves an energy denominator to the power
n + 1, is of order q8/q3(n+1) accounting for the “small denominators” effect.
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Appendix F.4. Study to the order 4 in Vˆ
We have seen in subsection Appendix F.2 that the order 4 in Vˆ may contribute to Γq to the order q7. Let us write
the corresponding correction δΓq restricting to the leading order, that is keeping Hˆ
(−)
3 in the first two factors Vˆ and
Hˆ(+)3 in the last two, this sequence being imposed by the presence of the projectors Qˆ:
− ~δΓq
2
= Im〈q|Wˆ (−) Qˆ
q + iη − Hˆ2
Wˆ (+)|q〉 (F.21)
where we introduced, for ε = ±, the effective coupling operator 1↔ 3 to second order
Wˆ (ε) ≡ Hˆ(ε)3
Qˆ
q + iη − Hˆ2
Hˆ(ε)3 (F.22)
In these expressions, one can use for Hˆ3 the quantum hydrodynamic approximation (93), provided one includes in
q = ~ωq the cubic correction (57) to the linear hydrodynamic spectrum. As the matrix elements of Hˆ3 are real in the
Fock basis, the matrices representing Wˆ (±) are obtained one from the other by transposition. After the insertion of a
closure relation in the three-phonon subspace, one obtains
− ~δΓq
2
= Im
1
3!
∑
q1,q2,q3
δq1+q2+q3,q
(〈q|Wˆ (−)|q1,q2,q3〉)2
q + iη − (q1 + q2 + q3 )
(F.23)
where, by virtue of equation (93),
〈q|Wˆ (−)|q1,q2,q3〉 = 4(mc
2)2
ρL3
A2↔1hydro(q1,q2;q1 + q2)A2↔1hydro(q1 + q2,q3;q)q + iη − (q1+q2 + q3 )
+
A2↔1hydro(q2,q3;q2 + q3)A2↔1hydro(q2 + q3,q1;q)
q + iη − (q2+q3 + q1 )
+
A2↔1hydro(q1,q3;q1 + q3)A2↔1hydro(q1 + q3,q2;q)
q + iη − (q1+q3 + q2 )
 (F.24)
The contribution to the matrix element of the first term between square brackets, that we note P(q1,q2|q3), corresponds
to the process in figure 5. The other two terms, P(q2,q3|q1) and P(q1,q3|q2), are deduced from the first one by
circular permutation. As the rest of the summand in (F.23) is invariant by permutation of the three wave vectors, we
can replace its numerator [P(q1,q2|q3) + P(q2,q3|q1) + P(q1,q3|q2)]2 by 3[P(q1,q2|q3)]2 + 6P(q1,q2|q3)P(q1,q3|q2),
which amounts to considering the two diagrams in figure F.8 and the integral expression
− ~δΓq
2
= lim
η→0+
Im
8(mc2)4
ρ2
∫
d3q2d3q3
(2pi)6
 [A
2↔1
hydro(q1,q2;q1 + q2)A2↔1hydro(q1 + q2,q3;q)]2
[q + iη − (q1 + q2 + q3 )][q + iη − (q1+q2 + q3 )]2
+
2A2↔1hydro(q1,q2;q1 + q2)A2↔1hydro(q1 + q2,q3;q)A2↔1hydro(q1,q3;q1 + q3)A2↔1hydro(q1 + q3,q2;q)
[q + iη − (q1 + q2 + q3 )][q + iη − (q1+q2 + q3 )][q + iη − (q1+q3 + q2 )]
 (F.25)
where we eliminated the sum over q1 thanks to momentum conservation, q1 = q − (q2 + q3), and took the thermody-
namic limit.
In practice, the integration over q2 and q3 is performed in spherical coordinates of polar axis q. To evaluate the
contribution to δΓq of the emission cones of q2 and q3 of angular aperture O(q) around q, we rescale the polar angles
θi as follows:
θˇi =
θi
γ1/2qˇ
(F.26)
then we let qˇ = ~q/mc tend to zero with θˇi fixed. The calculation is similar to the one in section 5.3. One introduces
the polar representation as in (137):
θˇ2 = R cosα θˇ3 = R sinα (F.27)
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Figure F.8: The two diagrams of order 4 in Vˆ that may contribute to the damping rate Γq of the phonon q to the order q7 thanks to the “small
denominator” effect. The one on the left (I) is a Beliaev process with a single loop correction (itself of the Beliaev nature) to the virtual phonons
angular eigenfrequency. The one on the right (II) is a Beliaev process enriched by an interaction between the virtual phonons. Each vertex
corresponds to an action of Hˆ(±)3 .
The wave numbers qi must be rescaled by q, meaning that q¯i ≡ qiq are kept fixed when taking the qˇ→ 0 limit, with the
constraint
q¯2 + q¯3 ≤ 1 (F.28)
following from (154) and from the positivity of q1.
We give as an intermediate result the expression of an energy denominator in the Wˆ (−) matrix elements,
q − (q−q3 + q3 )
mc2
=
qˇ→0
γqˇ3
2
[
3
4
q¯3(1 − q¯3) − q¯3R
2 sin2 α
1 − q¯3
]
+ O(qˇ5) (F.29)
and the energy denominator in the 3 phonon subspace,
q − (q1 + q2 + q3 )
mc2
=
qˇ→0
γqˇ3
2
(v − uR2) + O(qˇ5) (F.30)
whose manifestly positive coefficients (once they are written in the proper form) look like those of equations (139)
and (140):
u ≡ q¯2 cos
2 α + q¯3 sin2 α − q¯2q¯3(1 − cos φ sin 2α)
1 − q¯2 − q¯3
=
(q¯2 cosα − q¯3 sinα)2 + q¯2q¯3(1 + cos φ) sin 2α
1 − q¯2 − q¯3 + q¯2 cos
2 α + q¯3 sin2 α (F.31)
and
v ≡ 1
4
[1 − q¯32 − q¯33 − (1 − q¯2 − q¯3)3] =
3
4
(1 − q¯2)(1 − q¯3)(q¯2 + q¯3) (F.32)
One finally obtains
− ~δΓq
2
=
qˇ→0
mc2
[3(1 + ΛF)]4
3 × 2pi
qˇ7
28pi4γ
(
mc
~ρ1/3
)6
(Im I(I) + Im I(II)) + o(qˇ7) (F.33)
with the parameter ΛF defined in equation (83) and the quintuple integrals, coming from the left (type I) diagram and
the right (type II) diagram of figure F.8, that should be evaluated in the limit η→ 0+:
I(I) = lim
η→0+
∫ 1
0
dq¯2
∫ 1−q¯2
0
dq¯3
∫ pi
−pi
dφ
∫ pi/2
0
dα
∫ A2/qˇ2
0
dX
2
3X sinα cosα(1 − q¯3)2(1 − q¯2 − q¯3)q¯32q¯33
(v − uX + iη)[ 34 q¯3(1 − q¯3) − q¯3X sin
2 α
1−q¯3 + iη]
2
(F.34)
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(a0+iη)/a1
(b0+iη)/b1
(c0+iη)/c1
Im z
Re z
ρ
Figure F.9: Thick line: contour integration in the complex plane that should be used to apply the residue theorem, in order to obtain the identity
(F.39). The real numbers a0, a1, b0, b1, c0, c1 and η are positive. The radius ρ of the half-circle tends to infinity. The crosses correspond to the poles
of the integrand in the case they are all simple, but the result holds also in the general case.
I(II) = lim
η→0+
∫ 1
0
dq¯2
∫ 1−q¯2
0
dq¯3
∫ pi
−pi
dφ
∫ pi/2
0
dα
×
∫ +∞
0
dX
2
6X sinα cosα(1 − q¯2)(1 − q¯3)(1 − q¯2 − q¯3)q¯32q¯33
(v − uX + iη)[ 34 q¯2(1 − q¯2) − q¯2X cos
2 α
1−q¯2 + iη][
3
4 q¯3(1 − q¯3) − q¯3X sin
2 α
1−q¯3 + iη]
(F.35)
In the integration over the radius R we have performed the change of variables X = R2. This allows to see that the
integral over R, that is over X, in (F.35) has a zero imaginary part in the limit η→ 0+, and hence
Im I(II) = 0 (F.36)
Indeed all the factors in the integrand denominator in (F.35) have the form α − βX + iη, with α > 0 and β > 0. As a
consequence, the integral over X ∈ [0,+∞[ can be evaluated using the following elementary theorem:
Theorem: We define a(X) = a0 − a1X, b(X) = b0 − b1X and c(X) = c0 − c1X for all X ∈ R. If all the coefficients
a0, a1, b0, b1, c0, c1 are > 0 and η ∈ R, then
lim
η→0+
∫
R+
dX Im
X
[a(X) + iη][b(X) + iη][c(X) + iη]
= 0 (F.37)
Proof: We first note that the theorem would be trivially proved if the integral over X was taken over R−. Indeed, for
all η > 0 and for all X < 0, ∣∣∣∣∣ X[a(X) + iη][b(X) + iη][c(X) + iη]
∣∣∣∣∣ < Xa(X)b(X)c(X) (F.38)
where the upper bound has a finite integral over R−, so that the dominated convergence theorem can be used to
exchange the order of the integral and limit η→ 0+. We can then extend the integration domain in (F.37) to the whole
R without changing the result. On the other hand we can use the following identity valid for any η > 0 not necessarily
infinitesimal, concerning both the real and the imaginary parts:∫
R
dX
X
[a(X) + iη][b(X) + iη][c(X) + iη]
= 0 (F.39)
To show it, we use the residue theorem by closing downwards the integration contour following a half-circle of radius
ρ → +∞ in the lower half-plane; the behavior of the integrand as 1/X2 for large |X| allows for it, which leads to a
vanishing O(1/ρ) contribution of the half-circle. As the integrand poles are all in the upper half-plane, they are not
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enclosed by the contour, see the figure F.9, hence (F.39) and (F.37) 13. 
One might think that the same reasoning applies to the contribution (F.34) and that Im I(I) = 0, in which case
δΓq = o(qˇ7) and there would be no correction to add to the result (153). This is not the case because, in order
to obtain a finite value of I(I), we have this time to keep in the integral over X a finite value A2/qˇ2 of the upper
bound, which prevents the application of the theorem. Here, A > 0 is a cut-off constant whose precise value is not
relevant, and the power law in qˇ−2 comes from the fact that θi ≤ pi and then θˇi ≤ pi/(γ1/2qˇ) in (F.26), which implies
X = R2 = θˇ22 + θˇ
2
3 = O(qˇ
−2). If one simply replaces A2/qˇ2 by +∞ in equation (F.34), one finds indeed that the integral
over X diverges as α−2 when α tends to zero, which leads to an integral over α that diverges logarithmically for
α = 0. 14 To progress, we cut the integration interval over α into two, a sub-interval [0, ν] for which the cut-off A2/qˇ2
in the integration over X is necessary, and a sub-interval [ν, pi/2] for which the integration over X can be extended to
+∞: ∫ pi/2
0
dα
∫ A2/qˇ2
0
dX f (α, X)→
∫ ν
0
dα
∫ A2/qˇ2
0
dX f (α, X) +
∫ pi/2
ν
dα
∫ +∞
0
dX f (α, X) (F.40)
The contribution of the second bit to Im I(I) is zero, because of the theorem. The contribution of the first bit does not
depend on the value of ν. We can then calculate it for a value of ν sufficiently small to approximate each contribution
depending on α in the integrand by its leading order in α, that is sinα ' α, cosα ' 1, u ' u0 = q¯2(1− q¯3)/(1− q¯2− q¯3).
The dependence in φ then disappears and the integration over φ simply gives a factor 2pi. After a simple calculation
of the integral over α:
∫ ν
0
α dα
[ 34 q¯3(1 − q¯3) − q¯3Xα
2
1−q¯3 + iη]
2
=
 1 − q¯32q¯3X[ 34 q¯3(1 − q¯3) − q¯3Xα21−q¯3 + iη]

α=ν
α=0
(F.41)
we shall concentrate on the integration over X. The fully integrated term α = ν of equation (F.41), after a multiplication
by the factor X in the numerator of (F.34) and a division by the denominator (v − u0X + iη), gives an integrand that is
O(1/X2); one can in this case replace the upper bound A2/qˇ2 in the integration over X by +∞ and use the following
variant of the theorem, in order to show that its contribution to Im I(I) is exactly zero:
lim
η→0+
∫
R+
dX Im
1
[a(X) + iη][b(X) + iη]
= 0 (F.42)
The fully integrated term α = 0 of equation (F.41) leads on the contrary to an integral over X of nonzero imaginary
13. We supposed here that the leading contribution to δΓq comes from the “bicone” configuration in which both q2 and q3 are in the forward
emission cone of angular aperture O(qˇ) with respect to the direction of q. One can imagine a more subtle scenario, called “unicone”, in which
only the vector q3 would be in this cone, while q2 would be at an angle ≈ qˇ0 with q. In this case, only the denominator of P(q1,q2 |q3) is ≈ qˇ3,
while that of P(q1,q3 |q2) is ≈ qˇ. The crossed term P(q1,q3 |q2)P(q1,q2 |q3) is then negligible with respect to [P(q1,q2 |q3)]2. The global energy
denominator q + iη − (q1 + q2 + q3 ) of (F.23) is also ≈ qˇ, which makes us lose a factor qˇ2, but this is exactly compensated by the loss of a
factor qˇ2 in the numerator in the polar integral
∫
dθ2 sin θ2. The ensemble seems then to contribute to the same order qˇ7 as the bicone configuration.
The integration over the polar angle θ3 rescaled as in (F.26), with the inclusion of the three-dimensional Jacobian q¯23 from the integration over q¯3,
however leads to ∫ +∞
0
q¯23θˇ3dθˇ3[
3
4 q¯3(1 − q¯3) −
q¯3 θˇ23
1−q¯3 + iη
]2 = − q¯3(1 − q¯3)/23
4 q¯3(1 − q¯3) + iη
which has a real limit − 23 when η→ 0+. Hence the sought imaginary part in δΓq may only come from the global energy denominator, which would
provide a Dirac δ[q − (q1 + q2 + q3 )]; however, to the leading order in qˇ that we consider here, q3 = q¯3q, with 0 < q¯3 < 1, and the dispersion
relation is linear, so that the argument of the Dirac distribution cannot be zero unless q2 and q are collinear and of the same direction, which is in
contradiction with the hypothesis of having a q2 outside the forward emission cone. The same arguments hold for the damping rate Γ2↔2q of section
5.3, and justifies that we only have considered there the “bicone” configuration.
14. This phenomenon does not occur in the contribution (F.35) because neither the factor containing the term X sin2 α, dangerous when α → 0,
nor the one containing the term X cos2 α, dangerous when α → pi/2, are taken to the square. As a consequence, the integral over X from 0 to
+∞ diverges only as lnα or ln( pi2 − α) when α → 0 or α → pi/2. Mathematically, by replacing in equation (F.35) the integral
∫ +∞
0 dX f (X) by
− ∫ 0−∞ dX f (X) from the identity (F.39), then by using the dominated convergence theorem, we can justify the exchange of the limit η→ 0+ and the
integration over q¯2, q¯3, φ and α, and prove the result (F.36).
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part in the limit η→ 0+:
Im
∫ A2/qˇ2
0
(1 − q¯3)dX
2q¯3(v − u0X + iη)[ 34 q¯3(1 − q¯3) + iη]
= −1 − q¯3
2q¯3u0
Im
[
ln(v − u0A2qˇ−2 + iη) − ln(v + iη)
]
3
4 q¯3(1 − q¯3) + iη
→
η→0+
− pi
u0
Θ(u0A2qˇ−2 − v)
3
2 q¯
2
3
(F.43)
where Θ is the Heaviside function and ln is the usual branch of the complex logarithm, with a branch cut along the
real negative axis. We are then left with
Im I(I) = 2pi2
∫ 1
0
dq¯2
∫ 1−q¯2
0
dq¯3(1 − q¯3)(1 − q¯2 − q¯3)2q¯22q¯3Θ(u0A2qˇ−2 − v) →qˇ→0
pi2
840
(F.44)
hence the correction (155) to be added to the result (153).
To conclude, one might ask whether there is a physical interpretation to the contributing diagram of order 4 in Vˆ ,
which is the left one (I) in figure F.8. In the calculation of the complex energy shift ∆Belq of a phonon q induced by
a Beliaev process, this diagram takes into account the effect of a modification of the angular eigenfrequency of the
virtual phonons, modification itself induced by a Beliaev process at this order. More quantitatively, let us introduce
the Beliaev self-energy (F.10), where we note now more rigorously (2)k the unperturbed eigenenergy of a phonon with
wave vector k in Hˆ2, to distinguish it from the exact energy q (see the note 11). We verified that the change in the
complex energy of the phonon q originating from the left diagram (I) is exactly
δz(I)q =
1
2
∑
q3
(〈q3,q − q3|Hˆ3|q〉)2
[q + iη − ((2)q3 + (2)q−q3 )]2
[
∆Belq3 (q + iη − (2)q−q3 ) + ∆Belq−q3 (q + iη − (2)q3 )
]
(F.45)
The reader will notice that the argument z of ∆Belq−q3 is here the exact energy q minus the non perturbed energy of the
virtual phonon that is spectator in the process of diagram (I), that is the one that does not participate to the loop. The
sum of the correction (I) and of the usual perturbative Beliaev shift of the q phonon energy can then be written, to the
order 4 in Hˆ3, as a Beliaev shift for a renormalized complex dispersion relation:
∆Belq (q + iη) + δz
(I)
q ' 12
∑
q3,q4
(〈q3,q4|Hˆ3|q〉)2δq3+q4,q
q + iη − [(2)q3 + ∆Belq3 (q + iη − (2)q4 ) + (2)q4 + ∆Belq4 (q + iη − (2)q3 )]
(F.46)
By the way, the formulation (F.45) provides a second calculation method, alternative to the one of equation (F.34).
With the rescalings of subsection 5.3 suitable to the “small denominators”, and by using (F.18) with (q,k) successively
equal to (q3,k) and (q,q3), where k is the integration variable appearing in the expression taken from (F.10) of
∆Belq3 (q + iη − (2)q−q3 ), we find
∆Belq3 (q + iη − (2)q−q3 )
mc2
= −9(1 + ΛF)
2
64pi2
(
mc
~ρ1/3
)3
q¯53qˇ
5
×
∫ 1
0
dk¯ k¯2(1 − k¯)2
ipi + ln ( 4q¯3k¯A2(1 − k¯)qˇ2
)
− ln
iη + 3q¯3(1 − q¯3) + 3q¯33k¯(1 − k¯) − 4q¯3θˇ321 − q¯3
 (F.47)
Here q¯3 = q3/q, k¯ = k/q3, θˇ3 = θ3/(γ1/2qˇ), θ3 is the non oriented angle between the vectors q and q3. The integral
over θˇ = θ/(γ1/2qˇ3), where θ is the angle between k and q, has been explicitly performed over the interval [0, A/qˇ3]
with the same cut-off parameter A as in equation (F.34). After the insertion of (F.47) in equation (F.45), we obtain
Im δz(I)q
mc2
= −9
2(1 + ΛF)4
64pi4γ
(
mc
~ρ1/3
)6
qˇ7
∫ 1
0
dq¯3 q¯83(1 − q¯3)
∫ 1
0
dk¯ k¯2(1 − k¯)2
× Im
∫ +∞
0
dX3
ipi − ln
(
iη + 3q¯3(1 − q¯3) + 3q¯33k¯(1 − k¯) − 4q¯3X31−q¯3
)
(
iη + 3q¯3(1 − q¯3) − 4q¯3X31−q¯3
)2 (F.48)
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We omitted here the θˇ3-independent logarithmic real term, in between square brackets in equation (F.47), because its
contribution to the final result is clearly real in the limit η → 0+. The dependence on the cut-off parameter A then
disappears. The integral over X3 = θˇ23 of the bit with the logarithm is calculated by parts, by taking the derivative of
the logarithm; one finds that its contribution is zero in the limit η → 0+ by using the identity (F.42). Finally, only the
term ipi matters, and it leads exactly to the result (155).
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Processus d’interaction à trois et quatre phonons dans un gaz de fermions condensé
par paires
H. Kurkjian, Y. Castin, A. Sinatra
Laboratoire Kastler Brossel, ENS-PSL, CNRS, UPMC-Sorbonne Universités et Collège de France, Paris, France
Nous effectuons une étude détaillée des processus d’interaction et de la durée de vie des phonons
dans un gaz de fermions condensé par paires dans la zone de raccordement CBE-BCS, dans le régime
faiblement collisionnel. Nous déterminons les amplitudes de couplage phonon-phonon par une théorie
microscopique s’appuyant sur un ansatz variationnel BCS généralisé au cas de paires en mouvement,
qui se prête à un développement systématique autour de l’approximation de champ moyen BCS de
l’état fondamental. Nous trouvons que les amplitudes de couplage déduites de l’hydrodynamique
quantique par Landau et Khalatnikov ne sont valables que sur la couche de masse, c’est-à-dire pour
des processus résonnants, qui conservent l’énergie. Notre théorie microscopique conduit au même
spectre d’excitation que la RPA (Random Phase Approximation), avec aux faibles nombres d’onde
une relation de dispersion de départ linéaire (phononique) qui passe de convexe à concave lorsqu’on
passe de la limite CBE à la limite BCS. Dans le cas convexe, le mécanisme d’amortissement dominant
à basse température est celui de Beliaev-Landau 2 phonons ↔ 1 phonon. Dans le cas concave,
c’est le processus de Landau-Khalatnikov 2 phonons ↔ 2 phonons. Dans les deux cas, en sortant la
dépendance en la force des interactions par un adimensionnement astucieux des vecteurs d’onde, nous
obtenons une expression universelle du taux d’amortissement. Dans le cas des processus 2↔ 2, notre
expression universelle corrige et étend les résultats analytiques de Landau et Khalatnikov [ZhETF
19, 637 (1949)]. Dans le cas de l’amortissement de Beliaev 1→ 2 pour le gaz unitaire à température
nulle, nous calculons la première correction en q7 au taux d’amortissement hydrodynamique en q5,
ce qui n’avait pas été fait de manière systématique.
I. INTRODUCTION
Dans de nombreux systèmes à N corps, les excitations
collectives de basse énergie sont des phonons. À basse
température, les interactions entre phonons déterminent
leur durée de vie, leur temps de corrélation et leur libre
parcours moyen. Elles jouent donc un rôle central dans
les phénomènes de transport, tels que la conduction ther-
mique dans les solides diélectriques et les propriétés hy-
drodynamiques dépendant de la température comme la
viscosité et l’atténuation du son dans l’hélium liquide
[1–6], mais aussi dans les propriétés de cohérence ma-
croscopique des gaz dégénérés, puisqu’elles déterminent
le temps de cohérence intrinsèque du condensat de bo-
sons ou de paires de fermions [7, 8]. Le processus domi-
nant dans la décroissance des phonons varie suivant le
système physique considéré, et dépend en particulier de
la concavité de la branche d’excitation phononique [9–
11]. Lorsque la relation de dispersion est convexe aux
faibles nombres d’onde, le processus dominant est ce-
lui de Beliaev-Landau 2 ↔ 1 [12, 13], qui met en jeu
trois quasi-particules. Lorsqu’elle est concave, c’est celui
de Landau-Khalatnikov 2↔ 2 à quatre quasi-particules,
puisque celui de Beliaev-Landau n’est plus résonnant.
Parmi les systèmes à N corps, les gaz d’atomes froids
offrent la possibilité unique de contrôler et d’ajuster la va-
leur de certains paramètres microscopiques, en particulier
la force des interactions. Dans les gaz de fermions froids
à deux états de spin ↑ et ↓, les interactions se produisent
seulement dans l’onde s entre fermions de spin opposé.
Nous les considérons ici dans le régime universel où leur
portée b est négligeable. Elles sont alors caractérisées par
un seul paramètre, la longueur de diffusion a dans l’onde
s, |a|  b, ajustable via un champ magnétique extérieur
au voisinage d’une résonance de Feshbach. Ceci a permis
l’étude dans ces systèmes du raccordement entre la limite
de Bardeen-Cooper-Schrieffer (BCS) 1/a → −∞, où les
paires condensées de fermions (k ↑,−k ↓) sont localisées
dans l’espace des impulsions au voisinage de la surface de
Fermi, et la limite de la condensation de Bose-Einstein
(CBE) 1/a→ +∞, où les dimères de fermions fortement
liés se comportent comme des particules bosoniques [14–
22]. Dans le cas non polarisé, c’est-à-dire avec des po-
pulations égales dans les deux états de spin, le spectre
d’excitation est composé de deux branches : une branche
fermionique à seuil non nul donc avec bande interdite,
qui décrit l’excitation des degrés de liberté internes des
paires ↑↓, et une branche bosonique de départ phono-
nique aux faibles nombres d’onde, qui décrit l’excitation
du mouvement du centre de masse des paires [11, 23–27].
Quand elles ont une densité suffisamment faible, ces ex-
citations élémentaires constituent des quasi-particules en
interaction faible et à longue durée de vie.
La relation de dispersion des phonons dans les gaz de
fermions froids de spin 1/2 passe, près de la limite uni-
taire 1/a = 0, de convexe du côté CBE [25] à concave du
côté BCS [24] ; à la limite unitaire, en l’absence de ver-
dict expérimental, on s’attend à ce qu’elle soit convexe
aux faibles nombres d’onde [11, 26, 28–31], même si les
valeurs prédites du paramètre de courbure varient signi-
ficativement. Ceci veut dire en tout cas que ce système
physique permet, à lui seul, d’étudier expérimentalement
l’interaction entre phonons aussi bien dans le cas concave
que dans le cas convexe. En particulier, en passant du
premier au second cas par changement de la longueur de
diffusion, on devrait observer une augmentation brutale
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2de la durée de vie des phonons. Les excitations collectives
peuvent être étudiées expérimentalement aussi bien dans
le domaine spectral par diffusion de Bragg [32, 33] que
dans le domaine temporel [34, 35]. Si l’on ajoute à cela la
possibilité de créer des gaz spatialement homogènes dans
des potentiels de piégeage à fond plat [36], la mesure de
la décroissance des phonons due aux processus 2↔ 1 ou
2↔ 2 devrait être réalisable à court terme.
En attendant, il manque toujours une étude théorique
exhaustive des interactions entre phonons et une expres-
sion générale des taux d’amortissement à basse tempéra-
ture pour une interaction de force quelconque. L’exemple
le plus immédiat d’une relation de dispersion convexe est
la branche d’excitation de Bogolioubov du gaz de bosons
en interaction faible. Sur cet exemple, Beliaev a obtenu
les amplitudes de couplage dans une théorie microsco-
pique et en a déduit les taux d’amortissement dus aux
processus 1 → 2 [12]. La contribution des processus de
Landau 2 → 1, présents seulement à température non
nulle, a été calculée plus tard [37–39]. Dans le cas qui nous
intéresse des gaz superfluides de fermions de spin 1/2, la
référence [13] a calculé le taux d’amortissement de Be-
liaev 1→ 2 à température nulle à l’aide d’une théorie ef-
fective de basse énergie phénoménologique allant un cran
au-delà de l’hydrodynamique quantique, afin de prendre
en compte la courbure de la relation de dispersion des
phonons. Cependant, les auteurs ont omis d’inclure les
corrections du même ordre à l’amplitude de couplage
entre phonons, ce qui rend leur traitement inconsistant.
Dans le cas bosonique de la phase II de l’4He, dont on
croyait à l’origine la relation de dispersion concave, Lan-
dau et Khalatnikov ont obtenu l’amplitude de couplage
des processus 2↔ 2 en tenant compte des processus vir-
tuels non résonnants à trois phonons et en introduisant à
la main un terme correctif cubique dans le spectre d’ex-
citation hydrodynamique. Cependant, ils ont calculé les
taux d’amortissement seulement dans la limite des pe-
tits et des grands nombres d’onde, ce qui nous a incités
à reprendre et compléter leur travail, d’autant plus que
l’étude des processus 2 ↔ 2 à basse énergie dans l’4He
a été suspendue vers 1970, quand il a été découvert que
la relation de dispersion y est en fait convexe aux faibles
nombres d’onde [3, 4], du moins à pression pas trop élevée
[4, 5]. Les processus 2↔ 2 dans l’4He font toujours l’ob-
jet de recherches dans l’intervalle de nombre d’onde où
la relation de dispersion redevient concave, ce que la pré-
sence d’une petite région convexe rend assez difficile [10].
À notre connaissance, les études existantes des processus
2↔ 2 dans les gaz de fermions froids se restreignent à la
limite unitaire et au régime hydrodynamique fortement
collisionnel, où l’indicateur de la dissipation est la visco-
sité de cisaillement du gaz [40–42]. Dans cet article, nous
présentons au contraire une étude complète des proces-
sus d’interaction entre phonons dans un gaz de fermions
froid à suffisamment basse température pour être dans
le régime faiblement collisionnel, et ceci pour une inter-
action de force quelconque dans la zone de raccordement
CBE-BCS, ce qui inclut les cas concave et convexe.
Nous décrivons pour cela le gaz de fermions non pola-
risé condensé par paires à l’aide d’un modèle microsco-
pique semi-classique, s’appuyant sur un état variationnel
comportant des paires en mouvement. Ce modèle permet
de développer de façon systématique le hamiltonien en
puissances de deux champs canoniquement conjugués β
et β∗, qui sont de faible amplitude à basse densité d’ex-
citations du gaz. Le modèle microscopique et le principe
du développement sont exposés dans la section II.
Dans la section III nous développons le hamiltonien
jusqu’à l’ordre deux en les champs β et β∗, et nous dia-
gonalisons cette approximation quadratique pour obtenir
le spectre d’excitation [11, 23–27]. À part ces résultats
spectraux déjà connus, nous obtenons les modes propres
de quasi-particule et les amplitudes correspondantes de
création et d’annihilation, que nous quantifions ensuite.
Le tout procède d’une certaine élégance grâce à la nature
hamiltonienne des équations du modèle semi-classique.
Dans la section IV, nous calculons les amplitudes de
couplage des processus d’interaction à trois et à quatre
phonons. Sur la couche de masse, nous comparons avec
succès les prédictions de l’hydrodynamique quantique [1]
sur les amplitudes des processus 2↔ 1 et 2↔ 2 aux ré-
sultats d’une théorie microscopique, théorie qui est pour
2 ↔ 1 celle du modèle fermionique de la section III,
et pour 2 ↔ 2 celle d’un modèle de bosons en interac-
tion de portée ajustée pour que la relation de dispersion
soit concave aux faibles nombres d’onde. Le test micro-
scopique des prédictions de l’hydrodynamique que cela
constitue est particulièrement intéressant pour 2 ↔ 2,
puisque (i) ce cas met en jeu des processus non réson-
nants 2 ↔ 1 et 3 ↔ 0, dont les amplitudes ne sont pas
correctement données par l’hydrodynamique, (ii) l’hy-
drodynamique de base conduit à une divergence de l’am-
plitude 2↔ 2 que Landau et Khalatnikov ont dû régula-
riser en mettant à la main un terme de courbure dans la
relation de dispersion des phonons.
Dans la section V, nous appliquons directement les ré-
sultats précédents au calcul du taux d’amortissement des
phonons dans un gaz de fermions dans tout le raccorde-
ment CBE-BCS dans le régime faiblement collisionnel.
Pour ce faire, nous incorporons dans une équation pilote
les amplitudes de couplage des processus 2↔ 1 et 2↔ 2
de la section IV. Annonçons déjà les principaux résultats
de cette section V : (i) pour une relation de dispersion
aussi bien convexe que concave, grâce à l’introduction de
quantités soigneusement adimensionnées, nous obtenons
une courbe universelle donnant le taux d’amortissement
en fonction du nombre d’onde, pour une interaction de
force quelconque entre les limites CBE et BCS, (ii) nous
donnons analytiquement tous les comportements aux li-
mites des taux d’amortissement, pour ~cq  kBT et
~cq  kBT où c est la vitesse du son et T la température,
ce qui, dans le cas concave, nous conduit à corriger les
résultats de Landau et Khalatnikov [1], enfin (iii) dans le
cas particulier du gaz unitaire à température nulle, nous
calculons la première correction à la prédiction hydrody-
namique pour le taux d’amortissement des phonons, en
3utilisant la théorie des champs effective de Son et Win-
gate [43, 44], ce qui nous permet de compléter le résultat
de la référence [13].
II. PRINCIPE DE L’APPROCHE
MICROSCOPIQUE
A. Hamiltonien d’interaction dans l’onde s
Nous considérons un gaz de fermions dans deux états
internes notés ↑ et ↓ évoluant sur un réseau cubique de
pas l avec des conditions aux limites périodiques dans un
volume [0, L]3 de taille finie. Les fermions de spin opposé
ont une interaction sur site caractérisée par une constante
de couplage g0
V (r, r′) = g0
δr,r′
l3
(1)
La discrétisation de l’espace introduit automatiquement
une coupure ultraviolette, puisque les vecteurs d’onde
à une particule sont restreints à la première zone de
Brillouin PZB = [−pi/l, pi/l[3 du réseau, tout en préser-
vant la simplicité d’une interaction de contact. Le hamil-
tonien du système dans l’ensemble grand canonique de
potentiel chimique µ s’écrit :
Hˆ = l3
∑
r,σ=↑/↓
ψˆ†σ(r)
(
− ~
2
2m
∆r − µ
)
ψˆσ(r)
+ g0l
3
∑
r
ψˆ†↑(r)ψˆ
†
↓(r)ψˆ↓(r)ψˆ↑(r) (2)
où l’opérateur laplacien discret ∆r admet les fonc-
tions eik·r comme fonctions propres de valeur propre
−k2 et l’opérateur champ des fermions possède les re-
lations d’anticommutation discrètes {ψˆσ(r), ψˆ†σ′(r′)} =
δσσ′δrr′/l
3, avec σ, σ′ =↑ ou ↓. Le régime d’interactions
de portée nulle s’obtient en passant à la limite d’un espace
continu l → 0 à valeur fixée de la longueur de diffusion
a. Il est alors d’usage d’éliminer la constante de couplage
g0, qui tend vers 0 lorsque l→ 0, au profit de la longueur
de diffusion a mesurable expérimentalement. On utilise
pour cela la relation issue de la théorie de la diffusion
dans l’espace libre (L = ∞) appliquée au potentiel (1)
[45, 46] :
1
g0
=
m
4pi~2a
−
∫
PZB
d3k
(2pi)3
m
~2k2
(3)
B. Approximation BCS de l’état fondamental
L’idée de la théorie BCS [47] est de chercher une ex-
pression approchée de l’état fondamental du hamiltonien
(2) parmi la famille d’états
|ψBCS〉 =
∏
k∈D
(
Uk − Vkaˆ†k↑aˆ†−k↓
)
|0〉 (4)
où D = 2piL Z3 ∩ [−pi/l, pi/l[3 est l’ensemble des vecteurs
de la première zone de Brillouin compatibles avec les
conditions aux limites périodiques, l’opérateur aˆkσ, co-
efficient de Fourier de l’opérateur champ ψˆσ(r), crée un
fermion de vecteur d’onde k et de spin σ, Vk est l’am-
plitude de probabilité de présence d’un fermion kσ dans
|ψBCS〉 et Uk =
√
1− |Vk|2. Les minimiseurs de la fonc-
tionnelle énergie classique 〈ψBCS|Hˆ|ψBCS〉 sont répartis
sur un cercle
Uk = U
0
k Vk = V
0
k e
iφ (5)
où φ ∈ [0, 2pi[ et les valeurs de référence U0k et V 0k sont
choisies réelles.
Pour étudier le comportement du système à basse éner-
gie, nous choisissons un état donné du cercle, celui de
phase nulle
|ψBCS0 〉 =
∏
k
(
U0k − V 0k aˆ†k↑aˆ†−k↓
)
|0〉 (6)
comme origine du développement. Dans cet état à symé-
trie brisé, on définit le paramètre d’ordre de la théorie
BCS
∆ ≡ g0〈ψBCS0 |ψˆ↓ψˆ↑|ψBCS0 〉 = −
g0
L3
∑
k∈D
U0kV
0
k , (7)
quantité qui remplace g0 ou a comme paramètre naturel
de la force des interactions dans la théorie BCS. Il permet
d’écrire les coefficients U0k, V
0
k sous la forme
V 0k =
√
1
2
(
1− ξk
k
)
et U0k =
√
1
2
(
1 +
ξk
k
)
(8)
avec les énergies
ξk =
~2k2
2m
− µ+ g0ρ
2
(9)
k =
√
∆2 + ξ2k (10)
À l’aide de la relation fort utile U0kV
0
k = ∆/2k, l’équa-
tion (7) peut être mise sous la forme plus habituelle
1
g0
= − 1
L3
∑
k∈D
1
2k
(11)
La densité totale moyenne ρ, nombre total moyen 〈Nˆ〉 de
particules par unité de volume, vaut dans l’état (6)
ρ ≡ 〈Nˆ〉
L3
≡ k
3
F
3pi2
=
2
L3
∑
k∈D
(V 0k )
2 (12)
où kF est le nombre d’onde de Fermi du gaz parfait de
densité ρ. Associé à la relation (8) ceci conduit conduit
à l’équation d’état BCS du gaz reliant ρ à µ et ∆.
On définit enfin des opérateurs de création et d’anni-
hilation d’excitations fermioniques, obtenus à partir des
4opérateurs de création et d’annihilation de particules par
la transformation de Bogolioubov :
γˆk↑ = U0k aˆk↑ + V
0
k aˆ
†
−k↓ (13)
γˆ−k↓ = −V 0k aˆ†k↑ + U0k aˆ−k↓ (14)
Ce sont les opérateurs dont l’état (6) est le vide. Ils an-
nihilent des quasi-particules k ↑ et −k ↓ d’énergie k.
Pour être complets, nous donnons le développement mo-
dal correspondant des champs fermioniques :(
ψ↑(r)
ψ†↓(r)
)
=
1
L3/2
∑
k∈D
γˆk↑
(
U0k
V 0k
)
eik·r+ γˆ†k↓
(−V 0k
U0k
)
e−ik·r
(15)
C. Ansatz de paires en mouvement
Nous paramétrons les fluctuations autour du fonda-
mental BCS à symétrie brisée (le vide de quasi-particules)
par l’état cohérent de quasi-particules ou vide comprimé :
|ψ〉(t) = N (t) exp
∑
k,q
zk+q,k(t)γˆ
†
k+q↑γˆ
†
−k↓
 |ψ0BCS〉
(16)
où les amplitudes complexes zk+q,k sont pris comme les
paramètres variationnels indépendants etN (t) est un fac-
teur de normalisation. Cet ansatz est inspiré de la section
9.9b de la référence [48]. Contrairement au fondamental
BCS (6) dans lequel toutes les paires de particules sont
au repos, les paires de quasi-particules ont maintenant
un vecteur d’onde du centre de masse q non nul. Ceci
va nous permettre d’accéder aux modes collectifs phono-
niques (sans bande interdite) du système et de détermi-
ner leurs interactions. Nous n’incluons pas dans l’ansatz
les excitations fermioniques élémentaires, que produirait
l’action directe des opérateurs γˆ†kσ sur l’état BCS fonda-
mental |ψ0BCS〉 ; elles présentent en effet une bande d’éner-
gie interdite, de largeur bien plus grande que les énergies
d’excitation qui nous intéressent ici. Remarquons cepen-
dant que les opérateurs γˆkσ et γˆ
†
kσ d’annihilation et de
création de quasi-particules fermioniques sont des combi-
naisons linéaires des opérateurs aˆkσ et aˆ
†
kσ d’annihilation
et de création de particules, voir les équations (13,14), si
bien que notre état cohérent de paires de quasi-particules
(16) peut être vu aussi comme un état cohérent de paires
de particules, c’est-à-dire in fine comme un ansatz BCS
dépendant du temps. Parmi tous ces ansatz équivalents,
et gaussiens en les champs fermioniques, la forme (16)
nous paraît conduire aux calculs les plus simples dans
le régime de faible excitation, puisqu’elle fait apparaître
directement les amplitudes zk+q,k comme petits para-
mètres du développement.
Les références [48] et [49] expliquent comment appli-
quer le principe variationnel dans l’état (16). On intro-
duit les variables
βk,k′ = −
(
z(1 + z†z)−1/2
)
k,k′
(17)
où z est la matrice (zk,k′)k,k′∈D afin de mettre les équa-
tions du mouvement sous la forme hamiltonienne
i~
dβk′,k
dt
=
∂E
∂β∗k′,k
(18)
−i~dβ
∗
k′,k
dt
=
∂E
∂βk′,k
(19)
Le hamiltonien classique correspondant
E ≡ 〈ψ|Hˆ|ψ〉 (20)
s’évalue grâce au théorème de Wick, qui relie E à
des moyennes d’opérateurs bilinéaires en les γˆkσ. Ces
moyennes s’obtiennent par décomposition de Schmidt de
la matrice z et s’expriment naturellement en fonction du
champ β avec une notation matricielle :
〈γˆ−k↓γˆk′↑〉 = −
(
β(1− β†β)1/2
)
k′,k
(21)
〈γˆ†k↑γˆ†−k′↓〉 = −
(
β(1− β†β)1/2
)∗
k,k′
(22)
〈γˆ†k′↑γˆk↑〉 =
(
ββ†
)
k,k′ (23)
〈γˆ†−k′↓γˆ−k↓〉 =
(
β†β
)
k′,k (24)
III. HAMILTONIEN CLASSIQUE À L’ORDRE
QUADRATIQUE : VARIABLES NORMALES DE
LA BRANCHE BOSONIQUE ET OPÉRATEURS
DE PHONONS
A. Équations du mouvement linéarisées
Pour linéariser les équations du mouvement (18) et
(19), nous supposons que l’état (16) diffère peu du fon-
damental BCS et donc que
∀k,k′, |zk,k′ |  1 et |βk,k′ |  1 (25)
Puis nous développons la fonctionnelle énergie en puis-
sances du champ β
E = E0 + E2 +O(β
3) (26)
où E0 = 〈ψBCS0 |Hˆ|ψBCS0 〉 est une constante et E2 est
bilinéaire en β. Le développement est dépourvu de termes
linéaires puisque le fondamental BCS (qui correspond à
β = 0) est un minimiseur de E. Comme dans la RPA
d’Anderson [23], les équations du mouvement linéarisées
qui découlent de ce développement par remplacement de
E par E2 dans (18) et (19) sont découplées par valeur du
vecteur d’onde total q. Pour cette raison, nous récrivons
les coordonnées du champ βk1,k2 sous une forme indice-
exposant à la Anderson, en mettant en indice le vecteur
d’onde relatif (k1+k2)/2 et en exposant le vecteur d’onde
du centre de masse k1 − k2 de la paire physique (k1 ↑
,−k2 ↓), voir l’équation (21),
βqk ≡ βk+q/2,k−q/2 (27)
5et nous définissons les vecteurs βq = (βqk)k∈D et β¯
q =
((β−qk )
∗)k∈D. Les équations du mouvement se mettent
alors sous la forme matricielle
i~
d
dt
(
βq
β¯q
)
= Lq
(
βq
β¯q
)
, (28)
avec un opérateur d’évolution Lq symplectique
σzLqσz = (Lq)† (29)
et présentant une symétrie particule-trou
σxLqσx = −(Lq)∗ (30)
avec σx =
(
0 1
1 0
)
et σz =
(
1 0
0 −1
)
en notation par blocs.
La relation (30) est une symétrie particule-trou au sens
où l’action de σx échange le champ β et son complexe
conjugué β¯, ce qui évoque bien le fait que, dans le for-
malisme quantique, l’opérateur de champ des trous est
l’hermitien conjugué de l’opérateur de champ des parti-
cules.
Pour écrire explicitement l’opérateur Lq, il est plus aisé
de faire un changement de base « somme et différence »
en définissant
yqk = β
q
k − β¯qk (31)
sqk = β
q
k + β¯
q
k (32)
pour obtenir
i~
dyqk
dt
= kqs
q
k +
g0
L3
∑
k′∈D
(
W−kqW
−
k′q + w
+
kqw
+
k′q
)
sqk′
(33)
i~
dsqk
dt
= kqy
q
k +
g0
L3
∑
k′∈D
(
W+kqW
+
k′q − w−kqw−k′q
)
yqk′
(34)
Les coefficients W±k,q et w
±
k,q sont des regroupements as-
tucieux des coefficients U0k et V
0
k
W±kq = U
0
k+q/2U
0
k−q/2 ± V 0k+q/2V 0k−q/2 (35)
w±kq = U
0
k+q/2V
0
k−q/2 ± U0k−q/2V 0k+q/2 (36)
et les énergies kq sont celles du continuum à deux exci-
tations fermioniques
kq = k+q/2 + k−q/2 (37)
Les équations du mouvement (33) et (34) contiennent
deux contributions : premièrement, une partie indivi-
duelle, qui ne couple que les amplitudes de même vec-
teur d’onde relatif k et qui contient l’évolution triviale
des opérateurs γˆkσ sous le hamiltonien BCS HˆBCS =
E0 +
∑
kσ kγˆ
†
kσγˆkσ, et deuxièmement, une partie col-
lective qui couple les amplitudes normales yqk et s
q
k à des
amplitudes collectives de même impulsion totale q. No-
tons aussi que ces équations semi-classiques coïncident
avec les équations de la RPA d’Anderson [23] prises en
valeur moyenne dans l’état (16). Pour s’en convaincre, il
faut exprimer les équations (78a–d) de la référence [23]
en termes des opérateurs de quasi-particules grâce aux
relations (13) et (14) et remarquer que les moyennes des
opérateurs γˆ†kσγˆk′σ sont négligeables à l’ordre linéaire de
la théorie variationnelle d’après (23) et (24).
B. Branche d’excitation collective
Nous cherchons maintenant les modes propres du sys-
tème d’équations (33,34) d’énergie ~ωq positive mais in-
férieure au continuum k 7→ k+q/2 + k−q/2 à deux exci-
tation fermioniques, que l’on obtient en diagonalisant la
partie individuelle de (33,34)
0 < ~ωq < inf
k
(k+q/2 + k−q/2) (38)
L’équation aux valeurs propres associée au système
(33,34) est écrite dans le cas général dans la référence
[49]. Nous donnons dans l’annexe A les grandes étapes de
son obtention, dans la limite simplificatrice d’un espace
continu l→ 0. Nous obtenons ainsi l’équation implicite
I++(ωq, q)I−−(ωq, q) = ~2ω2q [I+−(ωq, q)]
2 (39)
où l’on a introduit les intégrales
I++(ω, q)=
∫
R3
d3k
[
kq(W
+
kq)
2
(~ω)2 − (kq)2 +
1
2k
]
(40)
I−−(ω, q)=
∫
R3
d3k
[
kq(W
−
kq)
2
(~ω)2 − (kq)2 +
1
2k
]
(41)
I+−(ω, q)=
∫
R3
d3k
W+kqW
−
kq
(~ω)2 − (kq)2 (42)
La même équation (39) peut être obtenue par la RPA,
comme il a été fait par Anderson [23] dans la limite de
couplage faible et par la référence [49] dans le cas géné-
ral. Il est à noter que le système linéaire obtenu par la
RPA contient des termes supplémentaires proportionnels
aux opérateurs γˆ†k+q↑γˆk↑ et γˆ
†
−k↓γˆ−k−q↓. Ces termes ne
peuvent contribuer aux équations (33,34) puisque leur
valeur moyenne dans l’ansatz (16) est quadratique en le
champ β. De plus, ils jouent le rôle de termes sources
et n’affectent pas le spectre d’excitation. L’équation (39)
s’obtient par d’autres approches encore : une approxima-
tion gaussienne de l’action dans un formalisme d’intégrale
de chemin [24, 27] et une méthode de fonctions de Green
combinée à une approximation diagrammatique [25]. Les
conditions sur q d’existence de la solution ωq sont discu-
tées dans la référence [25], et la concavité du spectre est
étudiée dans la référence [11]. Au-delà des travaux cités,
nous construisons ici les opérateurs associés aux modes
collectifs.
6C. Construction des variables normales de la
branche bosonique
1. Cas général
Grâce aux symétries (29) et (30) de l’opérateur d’évo-
lution, l’obtention des amplitudes normales s’effectue
de manière entièrement analogue au cas bosonique par
la théorie de Bogolioubov [50]. La première étape est
d’écrire le mode propre ~e+ d’énergie ~ωq > 0
~e+(q) =
(
Mqk
Nqk
)
k∈D
(43)
Pour obtenir l’expression analytique des coefficients M
et N dans la limite continue l → 0, nous résolvons le
système (33,34) avec d/dt → −iωq et nous utilisons les
équations (A6) et (A7) pour éliminer les amplitudes col-
lectives, ce qui conduit à
Mqk −Nqk =
2∆
(
kqW
+
kq −W−kq I++(ωq,q)I+−(ωq,q)
)
√Nq(2kq − ~2ω2q) (44)
Mqk +N
q
k =
2∆
(
~2ω2qW
+
kq − kqW−kq I++(ωq,q)I+−(ωq,q)
)
~ωq
√Nq(2kq − ~2ω2q) (45)
oùNq est une constante de normalisation sans dimension,
déterminée plus bas par l’équation (51). Relevons une
propriété importante de M et N : leur invariance aussi
bien par parité interne (k → −k) qu’externe (q → −q)
vis-à-vis des paires, qui résulte de l’invariance par parité
du problème et de l’appariement dans l’onde s,
Mqk = M
q
−k = M
−q
k (46)
Nqk = N
q
−k = N
−q
k (47)
En vertu de la symétrie particule-trou (30), le vecteur
propre ~e+ possède un vecteur propre associé ~e− d’énergie
−~ωq qui s’obtient par simple multiplication par σx
~e−(q) = σx
(
Mqk
Nqk
)
k∈D
=
(
Nqk
Mqk
)
k∈D
(48)
Nous cherchons ensuite les vecteurs duaux qui servent à
calculer la projection du champ β sur les modes propres
~e+ et ~e−. En vertu de la symétrie symplectique (29), ils
s’obtiennent par multiplication par σz
~d+(q) = σz
(
Mqk
Nqk
)
k∈D
=
(
Mqk
−Nqk
)
k∈D
(49)
~d−(q) = −σz
(
Nqk
Mqk
)
k∈D
=
(−Nqk
Mqk
)
k∈D
(50)
Finalement, les vecteurs et leurs duaux sont normalisés
en fixant la valeur de Nq de façon que(
~d±
)∗
· ~e± =
∑
k∈D
[
(Mqk )
2 − (Nqk )2
]
= 1 (51)
Pour définir les amplitudes bq des modes collectifs,
nous projetons le champ β :
bq = ~d+(q) ·
(
βq
β¯q
)
=
∑
k∈D
[
Mqkβ
q
k −Nqk (β−qk )∗
]
(52)
b∗−q = ~d−(q) ·
(
βq
β¯q
)
=
∑
k∈D
[−Nqkβqk +Mqk (β−qk )∗] (53)
ce qui constitue le premier résultat majeur de cet article.
L’égalité b∗q = (bq)∗ suggérée par la notation est une
conséquence de l’invariance par transposition (46). Pour
exprimer en sens inverse le champ classique en fonction
des amplitudes de phonons, nous le développons sur les
vecteurs propres :(
βq
β¯q
)
= bq~e+(q) + b
∗
−q~e−(q) + . . . (54)
L’ellipse matérialisée par les points de suspension
concerne ici la composante du champ sur les autres modes
excités de vecteur d’onde total q. On montre [49] qu’à la
limite d’un espace continu ces modes excités constituent
le continuum k 7→ k+q/2+k−q/2 à deux quasi-particules
fermioniques ayant un vecteur d’onde du centre de masse
q. En projetant l’équation vectorielle (54), nous obte-
nons :
βk+q/2,k−q/2 = M
q
k bq +N
q
k b
∗
−q + . . . (55)
β∗k−q/2,k+q/2 = N
q
k bq +M
q
k b
∗
−q + . . . (56)
Ces dernières relations permettent d’interpréter M et N
comme les coefficients d’une nouvelle transformation de
Bogolioubov, qui, après quantification, réarrange cette
fois les opérateurs bilinéaires de quasi-particules fermio-
niques des équations (21,22) en opérateurs de quasi-
particules bosoniques, et qui se superpose à celle induite
par les coefficients U0k et V
0
k , qui réarrange les opérateurs
de particules en opérateurs de quasi-particules fermio-
niques. Cette transformation agit au niveau des paires,
d’où le fait que les coefficientsM et N aient deux indices.
2. Limite des grandes longueurs d’onde
À la limite des grandeurs longueurs d’onde q → 0, nous
rappelons le développement de l’énergie ~ωq qu’obtient
la référence [11] :
~ωq =
q→0
~cq
[
1 +
γ
8
(
~q
mc
)2
+O
(
~q
mc
)4]
. (57)
Dans cette expression, c est la vitesse du son, reliée,
comme pour tout superfluide, à l’équation d’état par la
formule hydrodynamique
mc2 = ρ
dµ
dρ
, (58)
7où la dérivée est prise à longueur de diffusion a fixée, et
le coefficient γ de l’ordre suivant du développement est
donné comme une fraction rationnelle en les variables
x =
∆
µ
et y =
d∆
dµ
=
∫
R3 d
3k ξk
3k∫
R3 d
3k ∆
3k
(59)
reliées entre elles dans la dernière égalité par l’équation
d’état BCS (12).
Les combinaisons (44) et (45) deMqk et N
q
k introduites
dans le présent article possèdent alors les développements
suivants en q = 0 :√Nq(Mqk −Nqk ) = ∆k +O(q2) (60)√Nq(Mqk +Nqk ) = −~cqk2∆ dW−k0dµ +O(q3) (61)
Nq/L3 = ~cq
2
dρ
dµ
+O(q3) (62)
Notons que ces expressions se raccordent à l’ordre le plus
bas avec les coefficients des modes d’énergie nul ~en et
anormal ~ea de l’opérateur d’évolution L0 du sous-espace
d’impulsion nul qu’obtient la référence [51].
Comme exemple d’application du développement mo-
dal (55,56) et de la limite à faible q (60,61) des amplitudes
correspondantes, déterminons le développement modal
de la densité du gaz
ρ(r, t) =
∑
σ
〈ψˆ†σ(r)ψˆσ(r)〉 (63)
et de la phase θ(r, t) du paramètre d’ordre définie par
g0〈ψˆ↓(r)ψˆ↑(r)〉 = |g0〈ψˆ↓(r)ψˆ↑(r)〉|eiθ(r,t), (64)
où la valeur moyenne est prise dans l’ansatz variationnel
(16) dépendant du temps. En développant l’ansatz au
premier ordre en les amplitudes zk+q,k(t) ' −βk+q,k(t),
en utilisant le théorème de Wick pour calculer les valeurs
moyennes dans l’état BCS fondamental et en remplaçant
les champs fermioniques ψˆσ(r) par leur développement
modal (15), nous mettons les premiers écarts aux valeurs
BCS fondamentales sous la forme
δρ(r, t)=
1
L3
∑
k,q
w+kq[βk+ q2 ,k− q2 (t)e
iq·r + c.c.] +O(β2) (65)
δθ(r, t)=
−g0
2i∆L3
∑
k,q
W+kq[βk+ q2 ,k− q2 (t)e
iq·r − c.c.] +O(β2)
(66)
où les coefficients w+kq et W
+
kq sont ceux des équations
(35,36). Nous remplaçons ensuite le champ β par son dé-
veloppement (55,56) sur les modes collectifs et utilisons
la propriété de symétrie (47) pour obtenir
δρ(r, t) =
1
L3/2
∑
q
Bq(bq + b∗−q)eiq·r +O(β2) (67)
δθ(r, t) =
−i
L3/2
∑
q
Cq(bq − b∗−q)eiq·r +O(β2) (68)
avec les coefficients
Bq = 1
L3/2
∑
k
w+kq(M
q
k +N
q
k ) (69)
Cq = g0
2∆L3/2
∑
k
W+kq(N
q
k −Mqk ) (70)
Dans la limite des faibles q, compte tenu de la valeur (12)
de la densité, de l’équation (11) sur le paramètre d’ordre
et de l’expression thermodynamique (58) de la vitesse du
son, nous obtenons les lois d’échelle simples suivantes :
Bq =
(
~qρ
2mc
)1/2
[1 +O(q2)] (71)
Cq =
(
2mc
~qρ
)1/2
[1 +O(q2)] (72)
Ces résultats font l’objet d’une comparaison à l’hydrody-
namique quantique dans la section IVA2.
D. Quantification des variables normales
Pour quantifier les amplitudes des modes bosoniques
obtenus par notre approche semi-classique, nous nous
souvenons qu’au premier ordre de l’approximation des
petites amplitudes (25), le champ βqk se confond avec−〈γˆ−k+q/2↓γˆk+q/2↑〉, c’est-à-dire avec la valeur moyenne
d’un opérateur de paire de quasi-particules, voir l’équa-
tion (21). Nous sommes donc tentés de faire la substitu-
tion
βqk = βk+q/2,k−q/2 → −γˆ−k+q/2↓γˆk+q/2↑. (73)
En soumettant l’amplitude normale bq à cette substitu-
tion, nous obtenons l’opérateur quantique :
bˆq = −
∑
k∈D
(
Mqk γˆ−k+q/2↓γˆk+q/2↑ −Nqk γˆ†k−q/2↑γˆ†−k−q/2↓
)
(74)
Ce geste intuitif peut en fait être justifié par plusieurs ar-
guments. Le premier est que l’opérateur quantique (74)
coïncide avec celui que nous aurions obtenu dans le cadre
de la RPA d’Anderson en diagonalisant le système homo-
gène pour les opérateurs de création et d’annihilation de
paires de quasi-particules γˆk↑γˆk′↓ et γˆ
†
k′↓γˆ
†
k↑, les opéra-
teurs γˆ†kσγˆk′σ, dont la dynamique par la RPA est tri-
viale et dont la valeur moyenne est d’ordre supérieur
pour la théorie variationnelle, étant traités comme des
termes source. Le second est l’application de la procé-
dure de quantification par images bosoniques du cha-
pitre 11 de la référence [48] où apparaît un équivalent
quantique du champ β, le champ d’opérateurs bosoniques
B (à ne pas confondre avec les opérateurs de création
d’excitations bosoniques bˆq). L’expression de l’image bo-
sonique des opérateurs fermioniques à deux corps tel
γˆ−k+q/2↓γˆk+q/2↑, en termes de ce champ bosonique B,
qui permettrait d’envisager une substitution telle que
8(73), n’est pas simple dans le cas général car elle implique
une série infinie en puissances de B. Mais, dans limite où
le gaz est faiblement excité, l’opérateur population des
images bosoniques BB† peut être négligé, ce qui autorise
la substitution (73), où nous confondons les opérateurs
fermioniques à deux corps et leur image bosonique. Enfin,
le dernier argument est le caractère quasi-bosonique (74)
de l’opérateur bˆq lorsque le gaz est faiblement excité. En
effet, calculons le commutateur de bˆq et bˆ†q :[
bˆq, bˆ
†
q
]
− 1 =∑
k∈D
[
(Nqk )
2
(
γˆ†k−q/2↑γˆk−q/2↑ + γˆ
†
−k−q/2↓γˆ−k−q/2↓
)
− (Mqk )2
(
γˆ†k+q/2↑γˆk+q/2↑ + γˆ
†
−k+q/2↓γˆ−k+q/2↓
)]
(75)
Les termes par lesquels ce commutateur diffère de l’unité
sont des opérateurs de populations de quasi-particules
fermioniques. Ils sont donc exactement nuls dans le fon-
damental BCS et du second ordre en le champ z = O(β)
dans un état cohérent (16) de quasi-particules.
IV. AU-DELÀ DE L’ORDRE QUADRATIQUE :
INTERACTIONS ENTRE PHONONS ET
COMPARAISON À L’HYDRODYNAMIQUE
L’interaction entre les phonons, responsable de leur
amortissement, est au cœur de ce travail. Elle est ob-
tenue dans cette section, sous la forme d’amplitudes de
couplage à trois ou quatre phonons apparaissant dans des
hamiltoniens d’interaction phononique cubiques ou quar-
tiques en le champ des phonons. Bien que les expressions
obtenues soient un peu longues, les calculs sont concep-
tuellement très simples : on part soit d’un modèle mi-
croscopique, la fonctionnelle énergie (20) des fermions ou
le hamiltonien bosonique (E1) plus simple à manipuler,
soit du hamiltonien (87) de l’hydrodynamique quantique,
puis on développe cette fonctionnelle ou ces hamiltoniens
à l’ordre trois ou quatre en les fluctuations des champs,
et enfin on injecte dans les termes cubiques ou quartiques
obtenus le développement linéaire des fluctuations sur les
modes normaux phononiques, dont les coefficients sont
justement les opérateurs de création et d’annihilation de
phonons. Dans le cas des processus à trois phonons, trai-
tés dans la section IVA, cette procédure suffit. Pour les
processus à quatre phonons de la section IVB, il y a une
étape supplémentaire : si l’on veut obtenir la véritable
amplitude de couplage à quatre phonons, dite effective,
il faut ajouter à l’amplitude du couplage direct à quatre
phonons celle des processus à trois phonons traités au se-
cond ordre de la théorie des perturbations, comme l’avait
déjà compris la référence [1]. Un résultat marquant de
cette section sera que, dans la limite des faibles nombres
d’onde, les amplitudes de couplage à trois ou quatre pho-
nons issues des modèles microscopiques coïncident avec
celles de l’hydrodynamique quantique sur la couche de
masse (processus conservant l’énergie des phonons non
perturbée), mais s’en écartent violemment en dehors.
A. Processus à trois phonons
Nous étudions dans cette sous-section les processus à
trois quasi-particules bosoniques, ce qui inclut les pro-
cessus 2 ↔ 1 dits de Beliaev-Landau et les processus
non résonnants 3 ↔ 0. Notre objectif est de faire appa-
raître ces processus dans le développement d’un hamilto-
nien en puissances d’un champ d’excitations, et d’extraire
les éléments de matrice associés. Pour cela nous utilise-
rons deux théories que nous comparerons. Premièrement,
nous utiliserons la théorie variationnelle microscopique
que nous venons d’exposer en prenant la fonctionnelle
énergie E (20) comme hamiltonien classique, en la déve-
loppant maintenant jusqu’à l’ordre trois en β,
E = E0 + E2 + E3 +O(β
4) (76)
et en injectant le développement (54) du champ sur les
modes propres collectifs dans le terme trilinéaire E3. Ce
calcul microscopique sera mis en œuvre seulement dans
le cas 2↔ 1. Deuxièmement, nous utiliserons l’hydrody-
namique quantique de Landau et Khalatnikov [1], théorie
mésoscopique qui traite les paires de fermions à grande
échelle comme des champs bosoniques mais qui a l’avan-
tage de reposer sur l’équation d’état exacte. Elle sera
appliquée aux processus 2↔ 1 et 3↔ 0. La comparaison
des deux théories nous permettra de discuter la validité
de l’hydrodynamique quantique.
1. Approche microscopique
L’esprit du calcul microscopique de l’amplitude de cou-
plage est simple : il faut exprimer le hamiltonien classique
(20) en termes des amplitudes bq associées au modes
propres collectifs de la théorie linéarisée (cf. la sous-
section III C), isoler les termes contenant les amplitudes
de création ou d’annihilation b∗q et bq correspondant aux
processus étudiés et extraire leur coefficient. Pour les pro-
cessus à trois phonons, ce sont les termes cubiques du ha-
miltonien (26), rassemblés dans E3, qu’il faut exprimer
en fonction des amplitudes bq.
a. Cas général La partie cubique de E se met sous
la forme
E3 =
g0
L3
∑
k,k′,q∈D
T qk,k′
[(
βk′+q/2,k′−q/2〈γˆ†k+q/2↑γˆk−q/2↑〉
+βk′−q/2,k′+q/2〈γˆ†−k−q/2↓γˆ−k+q/2↓〉
)
+ c.c.
]
(77)
où nous avons introduit le tenseur
T qk,k′ =
W−kqw
+
k′q − w+kqW−k′q − w−kqW+k′q −W+kqw−k′q
2
(78)
9Nous utilisons les relations (23,24) et injectons le déve-
loppement (54) du champ sur les modes propres collectifs
dans l’expression (77) pour obtenir le résultat suivant 1 :
E3 =
mc2
(ρL3)1/2
∑
q1,q2,q3∈D
δq1+q2,q3
× (A2↔1micro(q1,q2;q3)b∗q1b∗q2bq3 + c.c.)+ . . . (79)
Les vecteurs q1, q2 et q3 sont les trois vecteurs d’onde des
phonons impliqués dans le processus de Beliaev-Landau,
q3 étant le vecteur d’onde du phonon qui se désintègre
ou se forme à partir des phonons q1 et q2. L’ellipse . . .
dans (79) concerne les processus à trois excitations im-
pliquant des excitations autres que bosoniques ainsi que
les processus non résonnants 3 ↔ 0 qui seraient décrits
par les termes bq1bq2bq3 et b∗q1b
∗
q2b
∗
q3 mais que nous n’étu-
dions pas par la théorie microscopique. Nous avons mis en
facteur mc2/(ρL3)1/2, pour faire apparaître l’amplitude
de couplage adimensionnée A2↔1micro(q1,q2;q3) du proces-
sus b∗q1b
∗
q2bq3 , finie et non nulle à la limite thermodyna-
mique :
mc2
(ρL3)1/2
A2↔1micro(q1,q2;q3) =
g0
L3
∑
k,k′∈D[
T q1k,k′Mq1k′
(
Mq3k−q2/2M
q2
k−q3/2 +N
q2
k+q3/2
Nq3k+q2/2
)
+T q1k,k′Nq1k′
(
Mq2k+q3/2M
q3
k+q2/2
+Nq3k−q2/2N
q2
k−q3/2
)
+T q3k,k′
(
Nq3k′ N
q2
k+q1/2
Mq1k−q2/2 +M
q3
k′ M
q2
k+q1/2
Nq1k−q2/2
)
+q1 ↔ q2
]
(80)
où la notation +q1 ↔ q2 signifie qu’il faut ajouter aux
termes déjà présents dans l’équation (80) ceux obtenus en
échangeant q1 et q2 et en laissant q3 inchangé. Malgré la
simplicité de notre méthode de calcul microscopique de
l’amplitude de couplage 2↔ 1, l’expression (80) obtenue
est assez lourde, à cause de la resommation sur les vec-
teurs d’onde internes k et k′ des paires en interaction.
Une expression beaucoup plus maniable peut être écrite
dans la limite des grandes longueurs d’onde, comme nous
le voyons maintenant.
b. Limite des grandes longueurs d’onde À basse
température, ce sont les phonons de faibles vecteurs
d’onde qui dominent la cinétique du gaz, ce qui motive
l’étude de l’amplitude A2↔1 dans la limite q1, q2, q3 → 0.
En outre, c’est seulement dans cette limite que nous
pouvons espérer comparer au résultat hydrodynamique.
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Figure 1. Le facteur 1+ΛF, contribution de l’équation d’état
du gaz de fermions à l’amplitude de couplage à trois pho-
nons 2 ↔ 1 (cf. l’équation (83)), est représenté en fonction
de la force des interactions 1/kFa. La courbe en trait noir
plein provient de l’équation d’état mesurée expérimentale-
ment dans la référence [20]. Dans les limites CBE (kFa→ 0+)
et BCS (kFa→ 0−) nous donnons en tireté noir ses compor-
tements asymptotiques obtenus à partir des corrections dites
de Lee-Huang-Yang [53–55] (inclusion de la première correc-
tion à l’énergie de champ moyen, en (kFa)2 du côté BCS et
en ρa
√
ρa3 du côté CBE). La courbe prédite par l’équation
d’état BCS (12) est donnée à fin de comparaison en tireté-
pointillé bleu. Relevons que le facteur 1 + ΛF tend vers 1 à
la limite CBE, comme pour un gaz de bosons en interaction
faible. Il vaut 8/9 à la limite unitaire, et tend vers cette valeur
dans le régime BCS, puisque dans les deux cas on a µ ∝ ρ2/3.
Nous effectuons donc le développement limité de l’expres-
sion (80), en nous plaçant à la limite d’un espace continu
l → 0, ce qui permet d’effectuer les intégrales sur les de-
grés de liberté internes k et k′ des paires et d’obtenir une
expression qui dépend uniquement des vecteurs q1, q2 et
q3 du processus. Le calcul microscopique, qui ne sera pas
détaillé ici, figure dans la référence [49]. C’est le caractère
fermionique sous-jacent du problème qui lui donne tout
son sel.
Plutôt que d’utiliser les vecteurs d’onde, nous choisis-
sons de paramétrer le résultat par les énergies ~ωq, en
nous autorisant le raccourci ωi ≡ ωqi , i = 1, 2, 3. Le
passage d’un jeu de variables à l’autre se fait grâce aux
relations de dispersion (57) et de conservation de l’im-
pulsion. Nous obtenons dans la limite ωi → 0 :
1. Tout au long de cet article, les amplitudes de couplage
Am↔n seront des fonctions symétriques de leurs m premiers
arguments, les vecteurs d’onde q1,q2, . . . ,qm des phonons en-
trants, ainsi que de leurs n derniers arguments, les vecteurs d’onde
qm+1,qm+2, . . . ,qm+n des phonons sortants. Cette propriété de
symétrie détermine les amplitudes de manière unique.
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A2↔1micro(q1,q2;q3) =
(
~
mc2
)−1/2
1
23/2
√
ω1ω2ω3
[
2J(x, y) (ω1 + ω2 − ω3)
+
(
~
mc2
)2 {
A(x, y)(ω1 + ω2 − ω3)(ω21 + ω22 + ω23) +B(x, y)
(
ω33 − ω31 − ω32
)
+ C(x, y)ω1ω2ω3
}
+O(ω5)
]
(81)
où les fractions rationnelles A, B, C et J en les variables
x et y de l’équation (59) sont données dans l’annexe B.
Cette amplitude de couplage contient un dénominateur
en (ω1ω2ω3)1/2 qui peut la faire diverger à la limite des
grandes longueurs d’onde si le processus considéré n’est
pas sur la couche de masse, c’est-à-dire ne vérifie pas la
relation de conservation de l’énergie
ω3 = ω1 + ω2. (82)
Nous avons vérifié que la limite CBE de notre résultat
(81) coïncide avec l’expression prédite par la théorie de
Bogolioubov [7, 52] pour un gaz de dimères bosoniques
faiblement interagissant. 2
c. Processus résonnants Nous concluons cette étude
microscopique en calculant l’amplitude de couplage sur
la couche de masse, c’est-à-dire pour les processus qui
vérifient la conservation de l’énergie (82), ce qui n’est
possible dans la présente limite ω3 → 0 que si le para-
mètre γ est positif, c’est-à-dire si la relation de dispersion
q 7→ ωq est convexe aux faibles q. Les fractions ration-
nelles B et C se regroupent alors pour former la quantité
thermodynamique
2B(x, y)+
2
3
C(x, y) = 1+
ρ
3
d2µ
dρ2
(
dµ
dρ
)−1
≡ 1+ΛF (83)
dont l’expression en termes de x et y s’obtient en dérivant
deux fois l’équation d’état BCS (12) par rapport à µ et est
donnée en annexe B. Ceci conduit à la très jolie formule
de l’amplitude de couplage sur la couche de masse :
A2↔1Cdm(q1,q2;q3) = 3 (1 + ΛF)
√
~3q1q2q3
32m3c3
+O
(
q
7/2
3
)
(84)
L’apparition du facteur thermodynamique 1 + ΛF, relié
au paramètre de Grüneisen u = ∂ ln c∂ ln ρ par 1+ΛF =
2
3 (1+
u), est la seule différence entre cette formule (84) et son
équivalent pour un gaz de bosons en interaction faible
2. Prendre la limite CBE revient à faire [11] x → 0+ avec y ∼
−4/x ; nous donnons dans l’annexe B les expressions (B13) des
fractions rationnelles dans cette limite. Grâce à elles, on vérifie
sans mal que l’expression de A2↔1micro dans la limite CBE coïncide
avec l’équation (16) de la référence [7] développée jusqu’à l’ordre
3 en q et écrite en termes des énergies des excitations élémentaires
de Bogolioubov pour un gaz de 〈NˆB〉 = 〈Nˆ〉/2 dimères bosoniques
de masse mB = 2m, et de vitesse du son c.
(|ΛF|  1) découlant de la théorie de Bogolioubov (à ce
sujet, voir les équations (D8) et (D9) de la référence [7]).
Les variations de ce facteur dans la zone de raccordement
CBE-BCS sont représentées sur la figure 1. Notons qu’il
vaut 1 dans la limite CBE (x → 0+, y ∼ −4/x) comme
dans un gaz de bosons en interaction faible où µ ∝ ρ.
Il vaut 8/9 tant à la limite unitaire (x = y) que dans la
limite BCS (x→ 0, y → 0), où µ ∝ ρ2/3.
2. Approche hydrodynamique
Nous cherchons maintenant à comparer notre résul-
tat microscopique (81) à la prédiction de l’hydrodyna-
mique quantique irrotationnelle de Landau et Khalat-
nikov. Cette théorie décrit le gaz aux grandes échelles
spatiales par deux champs quantiques hermitiens ρˆ(r, t)
et vˆ(r, t), en omettant directement la densité de quasi-
particules fermioniques, exponentiellement petite en 1/T .
En le supposant irrotationnel, nous écrivons le champ de
vitesse vˆ(r, t) comme le gradient (discret) d’un opérateur
champ de phase φˆ(r, t),
vˆ(r, t) =
~
m
∇φˆ(r, t), (85)
canoniquement conjugué à l’opérateur champ de densité
ρˆ(r, t) :
[ρˆ(r, t), φˆ(r′, t)] = i
δr,r′
l3
. (86)
La dynamique de ces deux champs est alors donnée par
le hamiltonien hydrodynamique
Hˆhydro = l
3
∑
r
[
~2
2m
(∇φˆ) · ρˆ (∇φˆ) + e0,0(ρˆ)
]
, (87)
où e0,0 est la densité volumique d’énergie nue, qui sera
renormalisée par l’énergie de point zéro des modes selon
la procédure décrite dans la référence [8] pour donner la
densité volumique d’énergie vraie e0 dans l’état fonda-
mental. Cette dernière est reliée au potentiel chimique à
température nulle par µ = de0/dρ.
La suite est classique et similaire à l’approche micro-
scopique. Nous linéarisons les équations du mouvement
pour de faibles fluctuations spatiales du champ de densité
et de phase
ρˆ(r, t) = ρˆ0 + δρˆ(r, t) (88)
φˆ(r, t) = φˆ0(t) + δφˆ(r, t) (89)
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où nous nous autoriserons à remplacer ρˆ0 par la densité
moyenne ρ. Nous développons ensuite les champs sur les
modes propres de la dynamique linéarisée
δρˆ(r, t) =
ρ1/2
L3/2
∑
q∈D∗
(
~q
2mc
)1/2
(bˆq + bˆ
†
−q) e
iq·r (90)
δφˆ(r, t) =
−i
ρ1/2L3/2
∑
q∈D∗
(
mc
2~q
)1/2
(bˆq − bˆ†−q) eiq·r (91)
ce qui fait apparaître des opérateurs bosoniques bˆq qui
sont le pendant hydrodynamique de ceux que nous avons
définis à l’équation (74). Le spectre de ces excitations bo-
soniques est purement linéaire ~ωhydroq = ~cq et la vitesse
du son c à la densité ρ s’obtient par la même formule
hydrodynamique que plus haut à l’équation (58). Nous
isolons ensuite la partie cubique du hamiltonien (87)
Hˆ
(3)
hydro = l
3
∑
r
[
~2
2m
∇δφˆ · δρˆ∇δφˆ+ 1
6
d2µ
dρ2
(δρˆ)3
]
, (92)
et y injectons les développements (90) et (91). Ceci
conduit au résultat
Hˆ
(3)
hydro =
mc2
(ρL3)
1/2
∑
q1,q2,q3∈D∗
[
δq1+q2,q3A2↔1hydro(q1,q2;q3)
(
bˆ†q1 bˆ
†
q2 bˆq3 + h.c.
)
+ δq1+q2+q3,0A3↔0hydro(q1,q2,q3)
(
bˆ†q1 bˆ
†
q2 bˆ
†
q3 + h.c.
)]
(93)
où les amplitude de couplage des processus 2 ↔ 1 et
3↔ 0 valent respectivement
A2↔1hydro(q1,q2;q3)=
√
~3q1q2q3
32m3c3
(3ΛF+u12+u13+u23)
(94)
A3↔0hydro(q1,q2,q3)=
1
3
√
~3q1q2q3
32m3c3
(3ΛF+u12+u13+u23)
(95)
en termes du paramètre ΛF défini à l’équation (83) et du
cosinus de l’angle entre les vecteurs qi et qj ,
uij =
qi · qj
qiqj
(96)
L’amplitude 2↔ 1 est manifestement différente de l’am-
plitude (81) obtenue par l’approche microscopique (en
particulier elle ne diverge pas à la limite des grandes lon-
gueurs d’onde). Ceci peut surprendre à première vue. On
pourrait s’attendre en effet à ce que les composantes du
champ sur les modes collectifs dans la théorie microsco-
pique soient l’équivalent exact des champs de l’hydrody-
namique quantique ; ainsi, le développement modal des
champs de phase et de densité (67,68) de la théorie mi-
croscopique semble reproduire, après quantification des
variables normales bq, celui (90,91) de l’hydrodynamique
quantique (à un facteur global 2 près dans l’équation (68)
dû au fait que la phase θ(r, t) du champ d’appariement
est conjugué à la densité de paires plutôt qu’à la densité
de particules), si bien que les opérateurs bˆq dans l’équa-
tion (74) devraient être les équivalents exacts de ceux des
équations (90,91).
Le désaccord constaté sur les amplitudes de couplage
à trois phonons peut recevoir deux explications : (i) la
plus naturelle, l’écart entre les hamiltoniens du modèle
microscopique et de l’hydrodynamique, (ii) la moins évi-
dente, le fait que les développements modaux (67,68) du
modèle microscopique sont valables seulement au pre-
mier ordre en β, alors que ceux (90,91) de l’hydrody-
namique quantique sont exacts, ce qui fait que les opé-
rateurs bˆq des deux modèles ne coïncident qu’au premier
ordre en β. La première explication repose sur le fait que
l’hydrodynamique quantique n’est qu’une théorie effec-
tive de basse énergie qui ne vaut qu’aux grandes lon-
gueurs d’onde. La seconde explication repose sur le fait
que l’hydrodynamique quantique introduit directement
les champs de densité ρˆ(r, t) et de phase φˆ(r, t) comme
variables canoniquement conjuguées, en une représenta-
tion phase-module, alors que la théorie microscopique in-
troduit les champs de paires βk,k′(t) et β∗k,k′(t) comme
variables conjuguées, si bien que les champs de densité
ρ(r, t) et de phase θ(r, t) ne sont que des champs déri-
vés fonctions non linéaires des champs primitifs β et β∗,
voir les équations (63,64). Pour déterminer qualitative-
ment la contribution relative de ces deux explications au
désaccord observé sur les amplitudes de couplage, le plus
simple est refaire toute l’étude pour un gaz de bosons
en interaction faible, ce qui conduit à des calculs moins
lourds et rejoint le cas fermionique dans la limite CBE
kFa→ 0+, voir l’annexe C. Ceci nous permet de conclure
que l’explication (ii) est la bonne : le faible écart entre
les opérateurs bˆq dans les théories microscopique et hy-
drodynamique explique la divergence de l’amplitude de
couplage dans le modèle microscopique hors de la couche
de masse dans la limite des faibles nombres d’onde qi.
Au contraire, l’explication (i) ne rend compte que d’une
correction O(q7/2i ) négligeable à l’amplitude de couplage
≈ q3/2i de l’hydrodynamique.
On vérifie cependant aisément que les résultats de
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la théorie microscopique et de l’hydrodynamique quan-
tique pour l’amplitude de couplage 2 ↔ 1 sont équiva-
lents lorsque l’énergie est conservée, cf. l’équation (84) et
l’équation (94) écrite sur la couche de masse comme suit,
A2↔1hydroCdM(q1,q2;q3)=3(1 + ΛF)
√
~3q1q2q3
32m3c3
(97)
En effet, dans la théorie hydrodynamique, les trois vec-
teurs d’onde q1, q2 et q3 sont colinéaires et de même
sens sur la couche de masse, en vertu du cas d’égalité
|q1+q2| = q1+q2 dans l’inégalité triangulaire. Cette équi-
valence des résultats est fort satisfaisante pour la suite
puisque, comme nous le verrons, les taux d’amortisse-
ment Γq de Beliaev-Landau des phonons dans la section
VB font intervenir les amplitudes de couplage seulement
sur la couche de masse. De ce point de vue, la théorie mi-
croscopique et l’hydrodynamique quantique conduisent à
la même physique de basse énergie, comme on pouvait
s’y attendre.
B. Processus à quatre phonons
Nous nous intéressons maintenant au processus à
quatre phonons 2 ↔ 2 lorsque la branche d’excitation
q 7→ ωq est concave aux faibles nombres d’onde. Dans
ce cas, c’est en effet le processus à plus petit nombre de
phonons qui puisse être résonnant, les processus 1↔ 2 et
1 ↔ 3 étant interdits [11] par la conservation de l’éner-
gie. Ce processus est aussi plus riche du point de vue
théorique puisqu’il s’obtient entre autres par des pro-
cessus intermédiaires 1 ↔ 2 ou 3 ↔ 0 virtuels et non
résonnants. Pour cette raison, l’équivalence de l’hydro-
dynamique, qui décrit mal les processus 1 ↔ 2 hors de
la couche de masse, et de l’approche microscopique est
tout sauf évidente. Dans cette section, nous donnons la
prédiction hydrodynamique pour l’amplitude de couplage
2↔ 2 effective, incluant les processus virtuels puis nous
validons ce résultat par un modèle microscopique. Plu-
tôt que le modèle microscopique fermionique particuliè-
rement lourd, nous optons pour un modèle de bosons avec
des interactions de portée non nulle, ajustées pour qu’il
présente une branche d’excitation concave aux faibles q.
1. Amplitude de transition
Nous cherchons l’amplitude de transition entre un état
initial d’énergie Ei, état de Fock quelconque de quasi-
particules bosoniques
|i〉 = |(nq)q∈D〉 (98)
et un état final d’énergie Ef où deux phonons de vecteur
d’onde q1 et q2 ont été annihilés et remplacés par des
phonons de vecteur d’onde q3 et q4 :
|f〉 = bˆ
†
q3 bˆ
†
q4 bˆq1 bˆq2√
nq1nq2(1 + nq3)(1 + nq4)
|i〉 (99)
Quel que soit le modèle considéré, le hamiltonien se met
sous la forme
Hˆ = E0 + Hˆ2 + Hˆ3 + Hˆ4 + . . . (100)
où E0 est une constante, Hˆ2 le hamiltonien quadratique
libre des quasi-particules et Hˆ3 et Hˆ4 les développements
aux ordres suivants. Comme Hˆ3 ne couple pas |i〉 à |f〉
directement, nous calculons le couplage au second ordre
de la théorie des perturbations, ce qui revient à traiter Hˆ4
au premier ordre et Hˆ3 au second ordre pour construire
un hamiltonien effectif [56] :
〈f |Hˆ2↔2,eff |i〉 = 〈f |Hˆ4|i〉+
∑
λ
〈f |Hˆ3|λ〉〈λ|Hˆ3|i〉
Ei − Eλ ≡ Ai→f
(101)
Il y a 6 états intermédiaires |λ〉, numérotés de I à VI,
accessibles à température nulle c’est-à-dire lorsque tous
les modes q 6= q1,q2 sont initialement vides. Ce sont des
états où un phonon virtuel est créé et réabsorbé par un
processus à trois phonons non résonnant. Nous les repré-
sentons par les diagrammes de gauche sur la figure 2, avec
une ligne tiretée pour figurer le phonon intermédiaire vir-
tuel. À ces six états intermédiaires λ=I–VI correspondent
les diagrammes λ=I’–VI’, représentés à droite sur la fi-
gure 2, où le phonon intermédiaire a le même vecteur
d’onde mais est détruit puis recréé plutôt que créé puis
détruit. Ces états intermédiaires ne sont possibles qu’à
température non nulle puisque le phonon intermédiaire
doit être initialement présent dans |i〉.
2. Amplitude de couplage 2↔ 2 effective
Nous définissons l’amplitude effective A2↔2,eff du cou-
plage du processus 2 ↔ 2 à partir de l’écriture suivante
du hamiltonien effectif
Hˆ2↔2,eff =
mc2
ρL3
∑
q1,q2,q3,q4∈D
δq1+q2,q3+q4
×A2↔2,eff(q1,q2;q3,q4)bˆ†q3 bˆ†q4 bˆq1 bˆq2 (102)
dont, par construction, l’élément de matrice entre |i〉 et
|f〉 est l’amplitude de transition Ai→f . Ceci conduit à
poser
Ai→f =
√
nq1nq2(1 + nq3)(1 + nq4)
4mc2
ρL3
A2↔2,eff
(103)
où le facteur 4 est un simple facteur de comptage.
Nous envisageons à partir de maintenant un processus
sur la couche de masse, c’est-à-dire vérifiant la relation
ω1 + ω2 = ω3 + ω4, (104)
où nous nous permettons à nouveau le raccourci ωi = ωqi ,
i = 1, 2, 3, 4. Dans ce cas, une simplification intervient
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Figure 2. Diagrammes du second ordre pour le processus à 4
phonons (q1,q2)→ (q3,q4) avec q1 +q2 = q3 +q4 vu comme
deux processus à trois phonons successifs. Les vecteurs inci-
dents q1 et q2 et émergents q3 et q4 sont représentés par un
trait plein fléché. Sur la colonne de gauche les diagrammes
incluent un phonon intermédiaire virtuel, représenté par un
tireté fléché. Sur la colonne de droite ils incluent un phonon
intermédiaire réel, représenté par un trait double fléché. Les
deux diagrammes d’une même ligne possèdent le même pho-
non intermédiaire : en I et I’ qS = q1 +q2 = q3 +q4, en II et
II’ qt1 = q1 − q3 = q4 − q2, en III et III’ −qt1, en IV et IV’
qt2 = q1 − q4 = q3 − q2, en V et V’ −qt2, en VI et VI’ −qS.
entre chaque diagramme λ=I,II,III,IV,V,VI et son corres-
pondant λ′=I’,II’,III’,IV’,V’,VI’ sur la colonne de droite
de la figure 2, qui permet de se ramener au cas à tempéra-
ture nulle. En effet, d’un diagramme à l’autre les dénomi-
nateurs d’énergie sont opposés tandis que les numérateurs
ne diffèrent que par un facteur de population du phonon
intermédiaire q, facteur qui vaut (1 + nq) pour les dia-
grammes où le phonon intermédiaire est d’abord virtuel-
lement créé et nq pour ceux où il est d’abord détruit. Par
exemple pour I et I’ nous avons Ei−EI = ω1+ω2−ωq1+q2
tandis que Ei − EI′ = ωq3+q4 − ω3 − ω4 = −(Ei − EI) ;
dans l’élément de matrice 〈f |Hˆ3|I〉〈I|Hˆ3|i〉 nous avons le
facteur (1 + nq1+q2) tandis que dans 〈f |Hˆ3|I′〉〈I′|Hˆ3|i〉
nous avons le facteur nq1+q2 . Ainsi, en regroupant les
diagrammes deux à deux, nous obtenons une amplitude
de couplage effective identique à celle que l’on aurait à
température nulle, soit avec nq = 0 pour q 6= q1,q2. En
fonction de l’amplitude de couplage 2↔ 2 directe sur la
couche de masse A2↔2,dirCdm (reliée à Hˆ4 comme A2↔2,eff est
reliée à Hˆ2↔2,eff) et des amplitudes A2↔1 et A3↔0 déjà
introduites dans la section IVA, cette amplitude effective
sur la couche de masse s’écrit alors
A2↔2,effCdm (q1,q2;q3,q4) = A2↔2,dirCdm (q1,q2;q3,q4)
+
A2↔1(q1,q2;q1 + q2)A2↔1(q3,q4;q1 + q2)
ωˇ1 + ωˇ2 − ωˇ1+2
+
9A3↔0(q3,q4,−q1 − q2)A3↔0(q1,q2,−q1 − q2)
−(ωˇ1 + ωˇ2 + ωˇ1+2)
+
A2↔1(q3,q1 − q3;q1)A2↔1(q1 − q3,q2;q4)
ωˇ1 − ωˇ3 − ωˇ1−3
+
A2↔1(q4,q3 − q1;q2)A2↔1(q3 − q1,q1;q3)
ωˇ3 − ωˇ1 − ωˇ3−1
+
A2↔1(q4,q1 − q4;q1)A2↔1(q1 − q4,q2;q3)
ωˇ1 − ωˇ4 − ωˇ1−4
+
A2↔1(q3,q4 − q1;q2)A2↔1(q4 − q1,q1;q4)
ωˇ4 − ωˇ1 − ωˇ4−1 (105)
où nous avons adimensionné les énergies par mc2,
ωˇ ≡ ~ω
mc2
avec la convention ωi±j ≡ ωqi±qj . (106)
Notons que le couplage du diagramme VI (qu’en chan-
geant légèrement l’ordre de la figure 2 nous écrivons ici
juste après celui du diagramme I) présente un facteur de
comptage égal à 9.
3. Amplitude effective dans l’hydrodynamique
À basse température nous cherchons la limite des
grandes longueurs d’onde de l’expression (105) sur la
couche de masse. Si l’on veut pouvoir utiliser l’hydro-
dynamique quantique pour ce faire, il est impératif de
la corriger d’abord par analogie avec une approche mi-
croscopique. En effet, le spectre obtenu par l’hydrody-
namique est purement linéaire ce qui conduit les déno-
minateurs d’énergie dans (105) à s’annuler lorsque les
vecteurs d’onde sont colinéaires, et fait diverger l’ampli-
tude de couplage effective. Cette divergence est un arte-
fact de la théorie hydrodynamique : en réalité le spectre
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possède un paramètre de courbure γ non nul, ici néga-
tif, qui empêche les dénominateurs de s’annuler. Lorsque
les vecteurs d’onde sont presque colinéaires, nous régu-
larisons donc la divergence de l’amplitude de couplage
en remplaçant la relation de dispersion hydrodynamique
~ωhydroq = ~cq par le développement (57) comme l’ont fait
à l’origine Landau et Khalatnikov [1]. À l’argument d’au-
torité, nous ajouterons une justification microscopique :
pour des vecteurs d’onde colinéaires, notre modèle mi-
croscopique bosonique (cf. la sous-section IVB4) donne
un équivalent aux grandes longueurs d’onde de la for-
mule (105) qui coïncide avec celui obtenu par l’hydro-
dynamique modifiée de Landau et Khalatnikov. Ajouter
à la main la courbure du spectre est donc une façon de
réconcilier l’approche hydrodynamique avec le résultat
microscopique.
Établissons d’abord l’amplitude directe du processus
2 ↔ 2, celle qui s’obtient à partir des termes quartiques
du hamiltonien
Hˆ
(4)
hydro =
1
24
d3µ
dρ3
l3
∑
r
δρˆ4 (107)
Comme précédemment, nous injectons les développe-
ments (90) et (91) dans Hˆ(4)hydro. Nous ne gardons que
les termes 2↔ 2 bˆ†q3 bˆ†q4 bˆq1 bˆq2 :
Hˆ2↔2,dirhydro =
mc2
ρL3
∑
q1,q2,q3,q4∈D
δq1+q2,q3+q4
×A2↔2,dirhydro (q1,q2;q3,q4)bˆ†q3 bˆ†q4 bˆq1 bˆq2 (108)
L’amplitude de couplage 2 ↔ 2 directe adimensionnée
est donnée par
A2↔2,dirhydro (q1,q2;q3,q4) =
ΣF
16
√
~4q1q2q3q4
m4c4
(109)
où nous avons défini
ΣF ≡ ρ
3
mc2
d3µ
dρ3
(110)
Nous combinons alors l’amplitude (109) et nos expres-
sions précédentes des amplitudes 2 ↔ 1 (94) et 3 ↔ 0
(95) pour obtenir
A2↔2,effhydro corr,Cdm(q1,q2;q3,q4) =
1
16
√
~4ω1ω2ω3ω4
m4c8
(
ΣF
+
(ω1 + ω2)
2A1234 + ω
2
1+2B1234
(ω1 + ω2)2 − ω21+2
+
(ω1 − ω3)2A1324 + ω21−3B1324
(ω1 − ω3)2 − ω21−3
+
(ω1 − ω4)2A1423 + ω21−4B1423
(ω1 − ω4)2 − ω21−4
)
(111)
où l’indice « corr » signifie que l’on va au-delà de l’ap-
proximation hydrodynamique dans la relation de disper-
sion au dénominateur de l’expression (111), c’est-à-dire
qu’on utilise l’approximation cubique (57). Nous avons
introduit les coefficients
Aijkl = (3ΛF + uij)(1 + ukl) + (3ΛF + ukl)(1 + uij)
+(1 + uij)(1 + ukl) (112)
Bijkl = (3ΛF + uij)(3ΛF + ukl) (113)
4. Amplitude effective dans un gaz de bosons en interaction
faible de portée non nulle
Pour aborder les processus 2↔ 2 par une approche mi-
croscopique, et comprendre comment l’hydrodynamique
doit être corrigée pour éliminer sa divergence, nous choi-
sissons, plutôt que la théorie variationnelle fermionique
de la partie II, rendue particulièrement lourde par la
prise en compte des degrés de liberté internes des paires,
un modèle de bosons possédant une branche d’excita-
tion concave aux faibles q. L’idée est d’utiliser un poten-
tiel d’interaction entre bosons de portée b suffisamment
grande pour donner un départ concave à la branche d’ex-
citation de Bogolioubov. Dans l’annexe E, nous décrivons
le modèle et calculons l’amplitude de couplage effective
2↔ 2 dans la limite d’interactions faibles avec la théorie
de Bogolioubov. Sur la couche de masse, dans la limite
des faibles nombres d’onde, nous retrouvons alors la pré-
diction (111) de l’hydrodynamique quantique corrigée,
pour peu qu’on la spécialise à l’équation d’état (E11) des
bosons en prenant ΛF = ΣF = 0 et en effectuant la substi-
tution (m, c, ρ)→ (mB, cB, ρB), où mB est la masse d’un
boson et cB est la vitesse du son dans le gaz de bosons
de densité ρB. La courbure de la branche d’excitation,
qui supprime la divergence de l’amplitude de couplage
effective 2 ↔ 2, apparaît naturellement dans le modèle
microscopique et n’a pas besoin d’être ajoutée à la main.
Ceci fournit une justification microscopique à la prescrip-
tion de Landau et Khalatnikov [1] décrite au début de la
section IVB3. Ceci n’avait rien d’évident a priori car le
terme de couplage 2↔ 2 direct (E20) diverge à la limite
des grandes longueurs d’onde d’une façon qui compense
subtilement la divergence du terme de couplage virtuel
issu du second ordre de la théorie des perturbations. La
physionomie du calcul microscopique est donc fort diffé-
rente de celle du calcul hydrodynamique, dans lequel le
terme de couplage direct est nul pour l’équation d’état
(E11) considérée.
V. APPLICATION : AMORTISSEMENT DES
PHONONS DANS TOUT LE RACCORDEMENT
CBE-BCS
A. Expression générale des taux par équation
pilote
Pour calculer le taux d’amortissement des phonons
du mode q, nous voyons ce mode comme un oscillateur
harmonique couplé au réservoir que constitue l’ensemble
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des autres modes de quasi-particules [57], supposé être à
l’équilibre thermique à la température T . Nous récrivons
donc le hamiltonien effectif de basse énergie sous la forme
Hˆ = ~ωqbˆ†qbˆq +
∑
q′ 6=q
~ωq′ bˆ†q′ bˆq′
+ (Rˆ†bˆq + bˆ†qRˆ) + . . .
(114)
Le premier et le second terme, tous deux issus de Hˆ2, dé-
crivent l’évolution libre respectivement du mode q et du
réservoir. Le troisième terme, simple récriture des termes
de Hˆ3 ou de Hˆ2↔2,eff contenant bˆq ou bˆ†q, décrit le cou-
plage entre le réservoir et le mode q. L’ellipse . . . concerne
les processus non linéaires d’ordre plus élevé et tous ceux
qui n’impliquent pas le mode q, ainsi que les termes de
déplacement d’énergie du mode q, de la forme Rˆ′bˆ†qbˆq
avec Rˆ′ un opérateur du réservoir. Dans l’approximation
de Born-Markov, valable dans la limite de couplage faible
et faiblement collisionnelle d’une température T et d’un
nombre d’onde q tendant vers zéro à ~cq/kBT non nul
fixé, 3 l’équation d’évolution du nombre moyen d’excita-
tions 〈nˆq〉 dans le mode q s’écrit [56]
d
dt
〈nˆq〉 = −Γq(〈nˆq〉 − n¯q) (115)
où n¯q désigne la population du mode q à l’équilibre ther-
mique
n¯q =
1
exp
(
~ωq
kBT
)
− 1
(116)
Le taux d’amortissement Γq est donné par
Γq =
∫ +∞
−∞
dt
~2
e−iωqtTrR
(
[Rˆ, Rˆ†(t)]σe´qR (t)
)
(117)
où TrR désigne la trace sur tous les états possibles du ré-
servoir, σe´qR est l’opérateur densité du réservoir à l’équi-
libre thermique, [Aˆ, Bˆ] est le commutateur des opérateurs
Aˆ et Bˆ et l’évolution de l’opérateur Rˆ†(t) du réservoir est
celle en représentation d’interaction donnée par le hamil-
tonien
∑
q′ 6=q ~ωq′ bˆ
†
q′ bˆq′ .
B. Cas convexe : amortissement de Beliaev-Landau
Dans le cas d’une relation de dispersion convexe, les
termes bilinéaires présents dans Rˆ conduisent à des pro-
3. Lorsque T et q tendent vers zéro, les nombres d’onde qi des
phonons intermédiaires contribuant à Γq tendent vers zéro, ainsi
que les amplitudes de couplage phonon-phonon qui interviennent
dans l’opérateur Rˆ. Pourtant, le résultat (117) reste soumis à la
condition de validité ωq  Γqth , avec ~cqth = kBT : la pulsa-
tion ωq du mode considéré doit être bien plus grande que le taux
de relaxation typique des phonons thermiques, ce qui définit le
régime faiblement collisionnel (par opposition au régime hydrody-
namique).
cessus résonnants et sont donc ceux qui déterminent l’ex-
pression de Γq à l’ordre le plus bas en la température. Il
faut donc utiliser dans l’équation (117) l’expression sui-
vante de Rˆ† :
Rˆ† =
mc2
(ρL3)1/2
[∑
q2,q3
A2↔1(q2,q3;q)bˆ†q2 bˆ†q3δq,q2+q3
+
∑
q1,q2
2A2↔1(q2,q;q1)bˆ†q1 bˆq2δq2+q,q1
]
(118)
Nous séparons la contribution du processus de Beliaev
(q′, (q−q′))↔ q (premier terme dans (118)) et de Lan-
dau (q,q′)↔ q + q′ (second terme dans (118)) :
ΓBelq =
(mc2)2
2pi2~2ρ
∫
R3
d3q′|A2↔1Cdm(q′,q− q′;q)|2
×δ(ωq′ + ωq−q′ − ωq)(1 + n¯q−q′ + n¯q′) (119)
ΓLanq =
(mc2)2
pi2~2ρ
∫
R3
d3q′|A2↔1Cdm(q′,q;q′ + q)|2
× δ(ωq+q′ − ωq′ − ωq)(n¯q′ − n¯q′+q) (120)
À basse température, nous pouvons utiliser l’expression
à l’ordre dominant (84) de l’amplitude de couplage 2↔ 1
sur la couche de masse, ou de manière équivalente l’ex-
pression hydrodynamique (97) sur la couche de masse.
Après intégration sur le vecteur d’onde q′ en coordon-
nées sphériques d’axe polaire q, nous obtenons les équi-
valents4 :
ΓBelq ∼
T→0
9(1 + ΛF)
2
32pi
mc2
~ρ
(mc
~
)3(kBT
mc2
)5
Γ˜Bel(q˜) (121)
ΓLanq ∼
T→0
9(1 + ΛF)
2
32pi
mc2
~ρ
(mc
~
)3(kBT
mc2
)5
Γ˜Lan(q˜) (122)
où nous avons adimensionné les nombres d’onde par le
nombre d’onde thermique typique comme suit :
q˜ =
~cq
kBT
(123)
4. Si l’on utilise directement la relation de dispersion linéaire
ωq = cq de l’hydrodynamique quantique dans l’argument de la
distribution de Dirac des équations (119,120), on tombe sur l’inté-
grale polaire
∫ 1
−1 duδ(u−1) (u est le cosinus de l’angle entre q et q′,
l’énergie n’est conservée que lorsque u = 1) dont on pourrait penser
à tort qu’elle vaut 1/2. En tenant compte de la stricte convexité de
la relation de dispersion au moyen du paramètre de courbure γ > 0,
on tombe sur la valeur correcte
∫ 1
−1 duδ(u − u0) = 1, où la racine
u0 ∈]−1, 1[ assurant la conservation de l’énergie tend vers 1 à basse
température. Ceci montre bien pourquoi les résultats (121,122) ne
dépendent pas de la valeur de γ, un Dirac ayant toujours une masse
totale unité. Ils dépendent cependant, si l’on veut, du signe de γ :
si γ était négatif, il n’y aurait dans l’intervalle d’intégration aucune
racine u0 assurant la conservation de l’énergie et l’intégrale polaire
serait nulle, ce qui signifierait l’absence d’amortissement Beliaev-
Landau pour une relation de dispersion concave.
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et où la limite T → 0 est prise à q˜ fixé. Les fonctions Γ˜Bel
et Γ˜Lan sont des fonctions universelles de q˜ s’exprimant
en termes des fonctions de Bose gα(z) =
∑+∞
n=1 z
n/nα,
aussi appelées fonctions polylogarithmes Liα(z), et de la
fonction ζ de Riemann, ζ(α) = gα(1),5
Γ˜Bel(q˜) =
q˜5
30
− 4pi
4
15
q˜ + 48
[
ζ(5)− g5(e−q˜)
]
− 24q˜ g4(e−q˜) + 4q˜2[ζ(3)− g3(e−q˜)] (124)
Γ˜Lan(q˜) = Γ˜Bel(q˜)− q˜
5
30
+
8pi4
15
q˜ (125)
On en déduit les comportements aux limites suivants :
Γ˜Bel =
q˜→0
q˜4
6
+
q˜6
360
+O(q˜8) (126)
Γ˜Bel =
q˜→+∞
q˜5
30
+4ζ(3)q˜2− 4pi
4
15
q˜ + 48ζ(5)+O(q˜2e−q˜) (127)
ceux de Γ˜Lan s’en déduisant trivialement par l’équation
(125). Enfin, les variations des deux taux et de leur
somme entre ces deux extrêmes sont représentées sur la
figure 3.
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Figure 3. Comportement limite à basse température du taux
total d’amortissement des phonons en fonction du nombre
d’onde adimensionné q˜ = ~cq/kBT dans le cas d’une relation
de dispersion convexe, en trait plein, somme des taux de Be-
liaev (124) et de Landau (125) représentés en tireté. Les taux
sont adimensionnés comme dans les équations (121) et (122).
5. Il suffit de développer 1/(eq˜
′ − 1) et 1/(eq˜′+q˜ − 1) en série
entière de la variable e−q˜
′
et d’échanger la sommation et l’intégra-
tion. On rappelle que ζ(4) = pi4/90.
C. Cas concave : amortissement de
Landau-Khalatnikov
Dans le cas d’une relation de dispersion concave, le
mode q est amorti à suffisamment basse température par
des processus 2↔ 2 ; nous retenons donc dans l’opérateur
Rˆ† de l’équation (117) les termes en bˆ†q3 bˆ
†
q4 bˆq2 , issus du
hamiltonien quartique (102), c’est-à-dire
Rˆ† =
mc2
ρL3
∑
q2,q3,q4
2A2↔2eff (q,q2;q3,q4)bˆ†q3 bˆ†q4 bˆq2δq+q2,q3+q4
(128)
Ceci conduit à
Γ2↔2q =
(mc2)2
4pi5~2ρ2
∫
R6
d3q2d
3q3|A2↔2,effCdm (q,q2;q3,q4)|2
× δ(ωq3 + ωq4 − ωq2 − ωq) [n¯q2(1 + n¯q3)(1 + n¯q4)
−(1 + n¯q2)n¯q3 n¯q4 ] (129)
où le vecteur q4 est relié aux autres vecteurs d’onde par
la conservation de l’impulsion
q4 = q + q2 − q3 (130)
Il nous faut maintenant obtenir, à q˜ = ~cq/kBT fixé, un
équivalent du taux Γ2↔2q à basse température. Choisis-
sons l’axe Oz du repère sphérique selon le vecteur q ;
les vecteurs qi ont alors pour coordonnées (qi, θi, φi).
Plaçons-nous à température T , contrôlée par le petit pa-
ramètre
 ≡ kBT
mc2
 1, (131)
suffisamment basse pour que les nombres d’onde typiques
soient petits devant mc/~, de sorte que la branche boso-
nique n’est peuplée que dans la partie où elle est qua-
siment linéaire. Dans ce cas, l’amplitude de couplage
A2↔2Cdm, qui serait divergente aux angles nuls pour une
relation de dispersion linéaire comme nous l’avons déjà
signalé dans la section IVB3, est extrêmement piquée
autour de θ2 = θ3 = 0, avec, comme nous le verrons,
un pic de largeur d’ordre  en θ2 et θ3,6 s’élevant d’un
facteur 1/2 au-dessus de la valeur typique de l’ampli-
tude à angles non nuls. Compte tenu de la conservation
de l’impulsion (130) et de l’énergie, on trouve aussi que
θ4 = O() sur la largeur du pic. Nous redéfinissons alors
6. La largeur du pic est d’ordre  car le changement d’énergie
des phonons virtuels intermédiaires lorsque les θi varient de 0 à  est
du même ordre que la correction cubique à la relation de dispersion
hydrodynamique, sachant que les nombres d’onde typiques sont ≈
kBT/~c. En prenant comme exemple le phonon intermédiaire qS =
q+q2, on trouve que ~c[|q+q2|− (q+ q2)] ∼ − ~cqq2q+q2 θ
2
2 ≈ kBTθ22 ;
cet écart est du même ordre que le terme cubique ≈ kBT |γ|2 dans
l’équation (57) lorsque θ22 ≈ |γ|2, d’où le changement de variable
(132).
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les nombres d’onde comme dans l’équation (123) et les
angles polaires par
θ˜i =
θi
|γ|1/2 (132)
avec γ < 0 le paramètre de courbure (57), puis nous ef-
fectuons un développement limité de l’amplitude de cou-
plage (111) lorsque  → 0 à valeurs fixées des quantités
redimensionnées :
A2↔2Cdm(q,q2;q3,q4) =
→0
(
3(1 + ΛF)
4
)2
(q˜q˜2q˜3q˜4)
1/2
|γ|
× A2↔2réd (q˜, q˜2, q˜3, θ˜2, θ˜3) +O(2) (133)
La contribution en ΣF de l’amplitude directe A2↔2,dir
disparaît à cet ordre du développement en  ce qui, com-
biné à notre redéfinition astucieuse (132) des angles po-
laires, nous a permis de sortir les facteurs 1 + ΛF et γ
dépendant de la force des interactions. On obtient ainsi
une amplitude réduite A2↔2réd universelle :
A2↔2réd (q˜, q˜2, q˜3, θ˜2, θ˜3) =
1
q˜q˜2
(
θ˜22
(q˜+q˜2)2
+ 34
)
− 1
q˜q˜3
(
θ˜23
(q˜−q˜3)2 +
3
4
) − 1
q˜(q˜ + q˜2 − q˜3)
(
θ˜24
(q˜3−q˜2)2 +
3
4
)
(134)
Les premier, deuxième et troisième termes de (134) pro-
viennent respectivement des deuxième, troisième et qua-
trième termes de (111). Dans ces deux derniers, on a pris
soin de distinguer les cas q > q3 et q < q3, q > q4 et
q < q4 avant de passer à la limite  → 0. En combinant
la relation implicite issue de la conservation de l’énergie,
q˜4 = q˜+ q˜2− q˜3− 
2|γ|
8
(
q˜3 + q˜32 − q˜33 − q˜34
)
+O(4) (135)
itérée une fois, à un calcul de géométrie sphérique consis-
tant à projeter la relation (130) sur q, on obtient l’ex-
pression de θ˜4 :
θ˜24 =
q˜2θ˜
2
2 − q˜3θ˜23 − 14
[
q˜3 + q˜32 − q˜33 − (q˜ + q˜2 − q˜3)3
]
q˜ + q˜2 − q˜3
+O(2) (136)
Notons que q˜3 < q˜ + q˜2 d’après (135) et que l’intégrande
de (129) dépend azimutalement seulement de φ ≡ φ2−φ3
par invariance par rotation autour de q.
Il nous reste à intégrer le Dirac de conservation de
l’énergie. Pour cela, nous passons en représentation po-
laire pour les angles redimensionnés
θ˜2 = R cosα θ˜3 = R sinα (137)
et mettons la différence d’énergie entre état initial et final
sous la forme
ωq3 +ωq4 −ωq2 −ωq =
mc2
~
3|γ|
2
(
uR2 + v
)
+O(5)
(138)
avec
u =
q˜(q˜3 sin
2 α− q˜2 cos2 α) + q˜2q˜3(1− sin 2α cosφ)
q˜ + q˜2 − q˜3
(139)
v =
1
4
[
q˜3 + q˜32 − q˜33 − (q˜ + q˜2 − q˜3)3
]
(140)
Écrit sous la forme (138), le Dirac de conservation de
l’énergie est immédiat à intégrer sur R. Nous exprimons
alors le taux d’amortissement 2 ↔ 2 en termes d’une
fonction universelle Γ˜2↔2 dépendant uniquement du vec-
teur d’onde adimensionné q˜ :
~Γ2↔2q
mc2
∼
→0
81(1 + ΛF)
4
256pi4|γ|
(
kBT
mc2
)7(
mc
~ρ1/3
)6
Γ˜2↔2(q˜)
(141)
ce qui constitue un autre résultat majeur de cet article.
La fonction Γ˜2↔2(q˜) est donnée par une intégrale qua-
druple 7
Γ˜2↔2(q˜) =
∫ +∞
0
dq˜2
∫ q˜+q˜2
0
dq˜3
q˜q˜32 q˜
3
3(q˜ + q˜2 − q˜3)
|v|
× [1 + f(q˜2)]f(q˜3)f(q˜ + q˜2 − q˜3)
f(q˜)
×
∫ pi/2
0
dα
∫ pi
0
dφ sinα cosαΘ
(
− v
u
)
×
∣∣∣∣ vuA2↔2réd
(
q˜, q˜2, q˜3,
∣∣∣ v
u
∣∣∣1/2cosα, ∣∣∣ v
u
∣∣∣1/2sinα)∣∣∣∣2 (142)
expression dans laquelle nous avons introduit la fonction
de Heaviside Θ(x ≥ 0) = 1, Θ(x < 0) = 0 et la fonc-
tion de Bose réduite f(x) = 1/(ex−1). Nous avons récrit
les nombres d’occupation dans (129) grâce à la propriété
(1 + n¯qi)/n¯qi = e~ωqi/kBT et à la conservation de l’éner-
gie. La fonction Γ˜2↔2 est représentée sur la figure 4. Ses
comportements aux faibles et aux grands q˜ peuvent être
7. Précisons les intervalles d’intégration [αmin, αmax] et
[φmin, φmax] imposés par la fonction de Heaviside. On définit
χ =
q2q3+q(q3 sin
2 α−q2 cos2 α)
q2q3 sin 2α
, A = q
2q3
+ q
2q2
, C = 1− q
2q3
+ q
2q2
,
A′ = A
(1+A2)1/2
et C′ = C
(1+A2)1/2
. (i) Si v > 0 et q < q3,
2αmin = acosA′−acosC′ et 2αmax = acosA′+acosC′. (ii) Si v > 0
et q > q3, αmin = 0 et 2αmax = acosA′ + acosC′. (iii) Si v < 0 et
q < q3, αmin = 0 et αmax = pi/2. (iv) Si v < 0 et q > q3, 2αmin =
acosC′ − acosA′ et αmax = pi/2. Dans les cas (i) et (ii) (v > 0),
φmin = 0, φmax = pi si χ < −1 et φmax = acosχ sinon. Dans les cas
(iii) et (iv) (v < 0), φmax = pi, φmin = 0 si χ > 1 et φmin = acosχ
sinon. L’intégrale sur φ est en fait calculable analytiquement. On
se ramène à
∫ Φ
0 dφ
(∑
i
bi
ai+cosφ
)2
qui s’exprime en termes de la
primitive F (Φ) =
∫ Φ
0 dφ
1
a+cosφ
et de sa dérivée par rapport à a. Si
a ∈]− 1, 1[, F (Φ) = 2
(1−a2)1/2 argth
[(
1−a
1+a
)1/2
tan Φ
2
]
. Si |a| > 1,
F (Φ) = 2
(a2−1)1/2 atan
[
a−1
(a2−1)1/2 tan
Φ
2
]
. Si a = 1, F (Φ) = tan Φ
2
.
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obtenus analytiquement :
Γ˜2↔2(q˜) =
q˜→0
16pi5
135
q˜3 +O(q˜4) (143)
Γ˜2↔2(q˜) =
q˜→∞
16piζ(5)
3
q˜2 +O(q˜) (144)
Ces comportements aux limites diffèrent de ceux obtenus
par Landau et Khalatnikov dans la référence [1] (voir
leurs équations (7.6) et (7.12) dans la version [58]), y
compris sur l’ordre en q˜ des termes dominants. La raison
de ce désaccord est que ces auteurs négligent dans l’am-
plitude de couplage, aussi bien à faible q˜ qu’à grand q˜,
la contribution des diagrammes II à V de la figure 2 (le
diagramme VI est non résonnant), ce qui n’est pas jus-
tifié, comme l’avait déjà remarqué la référence [9] dans
un calcul numérique. En réalité, ceux-ci interfèrent des-
tructivement à l’ordre dominant avec le diagramme I,
et rendent les résultats exacts (143,144) sous-dominants
par rapport aux prédictions de Landau et Khalatnikov
de deux ordres en q˜.
1 2 3 4 5 6 7
argsh(/hcq/kBT)
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20
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  2
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Figure 4. Taux d’amortissement 2 ↔ 2 en fonction du
nombre d’onde adimensionné q˜ = ~cq/kBT . Afin de faire res-
sortir les comportements aux limites, nous divisons le taux
par q˜2 et traçons en fonction de argsh(q˜)= ln(q˜ +
√
1 + q˜2).
La tangente oblique en q˜ = 0 figure le comportement li-
mite à petits q˜ (cf. l’équation (143)). La droite horizontale
est la limite de Γ˜2↔2(q˜)/q˜2 lorsque q˜ → ∞ (cf. l’équation
(144)) et la courbe asymptote aux grands q˜ est un ajustement
de Γ˜2↔2(q˜)/q˜2 affine en 1/q˜. Les disques noirs proviennent
d’un calcul numérique de l’intégrale (129) pour la relation
de dispersion bogolioubovienne (149) tronquée à un intervalle
[0, qmax] sur lequel sa dérivée est strictement positive ; les va-
leurs représentées correspondent à une extrapolation linéaire
à  = 0, et la mi-largeur des barres d’erreur à l’écart à une
extrapolation quadratique.
D. Amortissement des phonons au-delà de
l’hydrodynamique
Cette sous-section est consacrée au gaz unitaire de
fermions à température nulle. Nous y calculons le taux
d’amortissement des phonons au-delà du résultat hydro-
dynamique (127) que l’on peut récrire sous la forme
(
ΓBelq
)gaz unitaire
hydro
=
(
2
9pi
)(
mc2
~
)(
mc
~ρ1/3
)3
qˇ5
30
(145)
avec les notations
qˇ ≡ ~q
mc
et ωˇq ≡ ~ωq
mc2
(146)
À cette fin, nous calculons d’abord l’amplitude de cou-
plage A2↔1Cdm(q1,q2;q3) au premier ordre en le paramètre
de courbure γ du spectre d’excitation, ce qui nous donne
dans l’expression (84) la première correction au résultat
hydrodynamique, puis nous déduisons le taux d’amortis-
sement de Beliaev de l’équation (119), sans oublier d’in-
clure la correction d’ordre un en γ au spectre d’excitation
lui-même. Nous trouvons aussi qu’il faut aller au-delà
d’une simple distribution de Dirac dans la règle d’or de
Fermi (119) et qu’il faut prendre en compte des processus
d’ordre plus élevé que celui de Beliaev.
1. Amplitude du processus de Beliaev 2↔ 1 pour le gaz
unitaire
Nous calculons ici l’amplitude de couplage
A2↔1Cdm(q1,q2;q3) à l’ordre un en γ, à l’aide de la
théorie des champs effective de Son et Wingate déduite
de l’invariance conforme du gaz unitaire [43]. Ces
auteurs ont construit un lagrangien incluant la première
correction à l’hydrodynamique, fonction d’un « champ
de phase » φ. Le lecteur trouvera tous les détails sur le
formalisme dans leur publication [43], ainsi que dans la
référence [44] qui l’a utilisé pour calculer des corrections
à la vitesse du son à température non nulle.
En bref, dans un premier temps, nous quadratisons
le lagrangien pour obtenir le spectre d’excitation phono-
nique ωq et les amplitudes modales correspondantes. Le
spectre est de la forme cubique (57) avec un paramètre
de courbure γ = − 6445c0
(
c1 +
3
2c2
)
; ici, la constante sans
dimension c0 apparaît dans le lagrangien à l’ordre domi-
nant (hydrodynamique), et les constantes sans dimension
c1 et c2 à l’ordre sous-dominant (première correction à
l’hydrodynamique). La constante c0 s’exprime en termes
du paramètre de Bertsch ξB , mesuré avec précision [21],
et qui relie le potentiel chimique µ au nombre d’onde de
Fermi kF ou à la densité totale ρ du gaz unitaire :
µ = ξB
~2k2F
2m
et ρ =
k3F
3pi2
(147)
Les constantes c1 et c2 n’ont pas encore été mesurées,
ni même calculées avec précision à partir d’une théorie
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microscopique. On ne dispose que d’estimations, voir la
référence [42] et les articles qu’elle cite. Dans un deuxième
temps, nous déduisons des termes cubiques du lagrangien
le couplage entre les phonons puis l’amplitude des pro-
cessus de Beliaev sur la couche de masse au premier ordre
au-delà de l’hydrodynamique :
A2↔1Cdm(k,k′;q) = −
√
2
3
(ωˇqωˇkωˇk′)
1/2
×
[
1− 7γ
32
(ωˇ2q + ωˇ
2
k + ωˇ
2
k′) + o(ωˇ
2
q )
]
(148)
De façon remarquable, ce résultat fait intervenir exacte-
ment la même combinaison linéaire γ = − 6445c0
(
c1 +
3
2c2
)
de c1 et c2 que dans le spectre d’excitation. Les détails
de notre calcul ont été relégués dans l’annexe D.
2. Taux d’amortissement des phonons dans le gaz unitaire
à T = 0
À l’ordre trois en q, nous pouvons mettre le spectre
d’excitation sous une forme de Bogolioubov :
ωˇq = qˇ
(
1 +
γ
4
qˇ2
)1/2
(149)
et donc réutiliser le résultat (A14) de l’annexe A de la
référence [7] pour effectuer l’intégration angulaire dans
l’équation (119),
(
ΓBelq
)gaz unitaire
=
(
mc2
pi~
)(
mc
~ρ1/3
)3
×
∫ qˇ
0
dkˇ|A2↔1Cdm(k, k′; q)|2
kˇ
qˇ
ωˇq − ωˇk
[1 + γ(ωˇq − ωˇk)2]1/2
(150)
où nous avons tenu compte, dans notre notation, du
fait que l’amplitude de couplage (148), dans laquelle
ωˇk′ = ωˇq− ωˇk, dépend seulement du module des vecteurs
d’onde. À l’aide du changement de variable κ ≡ kˇ/qˇ,
nous mettons [
(
ΓBelq
)Unitary gas
γ2/qˇ] sous la forme d’une
intégrale sur κ ∈ [0, 1] d’une fonction de κ et du petit
paramètre γqˇ2. En développant cette fonction en puis-
sances de γqˇ2 jusqu’à l’ordre trois sous-dominant, puis
en effectuant l’intégration sur κ, nous obtenons le résul-
tat provisoire
(
ΓBelq
)gaz unitaire
prov
=
q→0
(
2
9pi
)(
mc2
~
)(
mc
~ρ1/3
)3
× qˇ
5
30
[
1− 25
112
γqˇ2 + o(qˇ2)
]
(151)
Le terme sous-dominant de notre résultat provisoire (151)
diffère, même en signe, de celui de la référence [13] : il
correspond à une réduction du taux d’amortissement par
rapport au résultat hydrodynamique plutôt qu’à une aug-
mentation. Ce désaccord est surprenant car notre calcul
et celui de [13] ont été effectués dans le même esprit et
avec la même méthodologie. Il pourrait résulter du fait
que la dépendance de A2↔1 en γ a été en définitive négli-
gée dans la référence [13], alors qu’elle donne une contri-
bution du même ordre que la dépendance du spectre en
γ.
Avant d’accepter le résultat (151), il est prudent de se
demander quelle correction y apporterait le fait que l’état
à un phonon considéré est instable, de largeur ~Γq/2, si
bien que l’énergie des phonons libres, lors du processus
de décroissance à deux phonons, n’est certainement pas
conservée de manière exacte, contrairement à ce que sup-
pose la distribution de Dirac dans l’équation (119). Afin
d’estimer l’ordre de grandeur de cet effet, nous rempla-
çons le Dirac par une lorentzienne de mi-largeur Γq/2,
piδ(ωq′ + ωq−q′ − ωq)→ Γq/2
(ωq′ + ωq−q′ − ωq)2 + Γ2q/4
(152)
où Γq peut être assimilé à son terme dominant en q5.
Nous trouvons alors8 que ceci conduit, dans la limite
q → 0, à une modification de Γq à l’ordre q7. Pour ob-
tenir la correction exacte sur Γq, nous allons au-delà de
ce calcul heuristique dans l’annexe F. À l’aide de la ré-
solvante du hamiltonien, nous écrivons à l’ordre de Be-
liaev une équation autocohérente sur l’énergie complexe
zq = ~ωq− i~Γq/2 du phonon q. Si l’on remplace dans la
partie implicite de l’équation zq par son approximation
d’ordre zéro ~ωq + iη, on retrouve exactement (151). Si
l’on effectue une itération d’autocohérence, c’est-à-dire
que l’on prend pour −2 Im zq/~ son approximation hy-
drodynamique habituelle (145), on obtient le résultat dé-
finitif à l’ordre de Beliaev :
(
ΓBelq
)gaz unitaire
=
(
2
9pi
)(
mc2
~
)(
mc
~ρ1/3
)3
× qˇ
5
30
[
1− 25
112
γqˇ2 +
4
√
3ξ
3/2
B
243γ
qˇ2 + o(qˇ2)
]
(153)
8. Instruits par la note 4, nous considérons l’intégrale polaire
J =
∫ 1
−1 du
η′/pi
η′2+(u−u0)2 où η
′ ≈ Γq/qˇ ≈ qˇ4 et 1−u0 = 1−cos θ0 ≈
qˇ2 comme dans (F26). Alors J − 1 ≈ qˇ2, d’où une correction O(qˇ7)
non négligeable à ΓBelq due à la largeur en énergie de l’état initial.
La correction en qˇ7 dans l’approche heuristique (152) peut être
calculée jusqu’au bout. De manière amusante, elle coïncide avec
le résultat exact au signe près. On le voit bien d’ailleurs dans le
modèle simple d’une fonction énergie propre Σ(z) =
∫ Ω
−Ω dω
~A
z−~ω
où Ω > 0 est fixé et A > 0 est le petit paramètre du dévelop-
pement. La résonance z0 = ~ω0 − i~Γ0/2 dont il faut calculer le
taux de décroissance est solution de z0 = Σ↓(z0), où Σ↓(z) est
le prolongement analytique de Σ(z) du demi-plan complexe supé-
rieur au demi-plan inférieur. Le développement perturbatif exact
comme dans l’équation (F15) donne ~Γ0/2 = piA+ 2piA
2
~Ω +O(A
3),
puisque Σ↓(0) = −ipiA et d
dz
Σ↓(0) = 2A~Ω . Au contraire, l’approche
heuristique ~Γ/2 =
∫ Ω
−Ω dω
AΓ/2
ω2+(Γ/2)2
conduit au développement
incorrect ~Γ/2 = piA− 2piA2~Ω +O(A3).
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Figure 5. Processus de couplage effectif 1 → 3 du second
ordre en Hˆ3 avec émission d’un phonon virtuel. Dans le cas
d’une relation de dispersion de départ convexe, il contribue
à l’ordre (~q/mc)7 au taux de décroissance à T = 0 d’un
phonon de faible vecteur d’onde q lorsque les phonons q1, q2
et q3 sont émis avec un petit angle O(~q/mc) par rapport à
q, comme le montre un simple comptage de puissances (voir
le texte), et il doit être ajouté au résultat (153), comme on le
vérifie dans l’annexe F par un calcul explicite.
où ξB est le paramètre de Bertsch (147) du gaz unitaire.
Pour terminer, et rendre le résultat (153) rigoureux, il
faut vérifier qu’aucun processus d’ordre plus élevé que le
processus de Beliaev 1→ 2 ne fournit de contribution en
qˇ7. Un candidat naturel est le processus de décroissance
en cascade représenté sur la figure 5, qui enchaîne deux
processus 1 → 2 induits par le hamiltonien cubique Hˆ3
et conduit à une amplitude de couplage effective 1 → 3
du second ordre avec un phonon virtuel. 9 Cherchons à
estimer le changement correspondant de l’énergie com-
plexe du phonon q en traitant ce couplage effectif 1→ 3
au second ordre de la théorie des perturbations.
À première vue, le résultat est O(qˇ9) donc négligeable.
Il faut en effet intégrer sur deux vecteurs d’onde de pho-
nons émis indépendants, par exemple q2 et q3, le troi-
sième q1 étant imposé par la conservation de l’impul-
sion. Comme les nombres d’onde qi sont d’ordre q, ceci
sort déjà un facteur q6. Vient ensuite le produit de quatre
éléments de matrice de Hˆ3, puisque le couplage effectif
1 → 3 contient deux éléments de matrice en facteur et
qu’il est traité au second ordre ; voilà qui ajoute un fac-
teur global (q3/2)4 = q6. Enfin, viennent en facteur trois
dénominateurs d’énergie, l’un issu de la formule des per-
turbations au second ordre et les deux autres provenant
9. Le lecteur attentif aura remarqué que le hamiltonien quar-
tique Hˆ4 donne directement un couplage 1 → 3 au premier ordre.
L’amplitude correspondante est en q2. Ce couplage direct contri-
bue à Γq à l’ordre q9, négligeable, même si l’on prend en compte
comme dans ce qui suit l’effet d’un petit dénominateur en q3. Aussi
l’avons-nous passé sous silence dans le corps du texte.
de celui du couplage effectif 1→ 3 traité au second ordre ;
comme les énergies des phonons sont d’ordre ~cq, il vient
un facteur q3 au dénominateur. Le tout est O(qˇ9) comme
nous l’annoncions.
0 0,2 0,4 0,6 0,8 1
/h q / (m c)
0
0,01
0,02
0,03
0,04
0,05
[Γ
q 
-
(Γ
q) h
yd
ro
] /
 (Γ
q) h
yd
ro
Figure 6. En valeur relative, première correction (156) à la
prédiction hydrodynamique sur le taux d’amortissement des
phonons du gaz unitaire à température nulle. On a pris pour le
paramètre de courbure la prédiction de la RPA γ ' 0,083769
et pour le paramètre de Bertsch la valeur expérimentale ξB '
0,376 de la référence [21].
Cependant, le raisonnement précédent ignore l’exalta-
tion due aux petits dénominateurs d’ordre q3, qui se pro-
duit lorsque les vecteurs d’onde qi sont émis vers l’avant,
avec de petits angles θi par rapport à q, et qui joue un
rôle crucial dans la section VC. Dans le cas limite où q
et les qi sont tous colinéaires et de même sens, la conser-
vation de l’impulsion impose
q = q1 + q2 + q3 (154)
si bien que la différence d’énergie ~ωq − (~ωq1 + ~ωq2 +
~ωq3) n’est plus d’ordre q mais d’ordre q3, compte tenu
du terme cubique dans la relation de dispersion (57).
Cette conclusion s’étend à tous les dénominateurs d’éner-
gie et perdure tant que les angles d’émission sont O(qˇ).
En effet, q1 = |q − q2 − q3| varie en valeur relative au
second ordre en les angles d’émission θ2 et θ3 avec des
coefficients d’ordre qˇ0, de même que la relation de dis-
persion vraie dévie en valeur relative de celle de l’hydro-
dynamique au second ordre en qˇ.
Affinons donc l’estimation naïve O(qˇ9) précédente, en
tenant compte de l’intégration sur q2 et q3 dans des cônes
d’ouverture angulaire O(qˇ) autour de q. Chaque cône oc-
cupe un angle solide O(qˇ2) donc on perd un facteur q4
dans l’intégration sur les angles polaires. En revanche, on
gagne un facteur q−2 pour chaque dénominateur d’éner-
gie, donc un facteur global q−6. On prédit désormais
un changement d’énergie complexe d’ordre qˇ7, du même
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ordre que la correction à l’hydrodynamique dans l’équa-
tion (153).
Dans l’annexe F, nous calculons donc explicitement la
contribution au taux de décroissance Γq des couplages
effectifs 1→ 3 traités au second ordre. Nous trouvons que
son expression, une intégrale quintuple assez rébarbative,
conduit à
(
Γ1→3q
)gaz unitaire
=
(
2
9pi
)(
mc2
~
)(
mc
~ρ1/3
)3
× qˇ
5
30
[
−2
√
3ξ
3/2
B
567γ
qˇ2 + o(qˇ2)
]
(155)
Dans la même annexe, nous vérifions qu’aucun autre pro-
cessus, d’ordre arbitrairement élevé en Hˆ3, Hˆ4, etc, n’est
susceptible de contribuer à l’ordre qˇ7 à Γq, même en ti-
rant parti de petits dénominateurs en q3. Aussi pouvons-
nous additionner les contributions (153) et (155) pour
obtenir
(Γq)
gaz unitaire
=
q→0
(
2
9pi
)(
mc2
~
)(
mc
~ρ1/3
)3
× qˇ
5
30
[
1− 25
112
γqˇ2 +
22
√
3ξ
3/2
B
1701γ
qˇ2 + o(qˇ2)
]
(156)
un développement exact représenté sur la figure 6 et à
mettre au nombre des succès de cet article.
VI. CONCLUSION
Nous avons présenté dans cet article une étude com-
plète des processus d’interaction entre phonons dans des
gaz de fermions froids à basse température, pour une in-
teraction entre fermions de portée nulle mais de force
quelconque, donc aussi bien pour une relation de dis-
persion des phonons concave que convexe aux faibles
nombres d’onde q. Ceci nous a permis de clarifier les
conditions de validité des théories effectives de basse
énergie, telles que l’hydrodynamique, en les comparant
à une approche microscopique tenant compte des degrés
de liberté internes des paires. Ces théories effectives ne
prédisent correctement les amplitudes de couplage entre
phonons que sur la couche de masse.
Un des principaux apports de cette étude est l’obten-
tion microscopique de l’amplitude de couplage 2 ↔ 2.
En effet, son expression au second ordre de la théorie des
perturbations inclut des processus non résonnants 2↔ 1
et 3 ↔ 0. Comme ces processus peuvent en fait être ré-
sonnants dans un traitement d’hydrodynamique quan-
tique, où le spectre d’excitation est linéaire, Landau et
Khalatnikov ont dû introduire à la main un terme de
courbure dans la relation de dispersion, afin d’éviter une
divergence de l’amplitude de couplage. À première vue,
cette procédure est risquée puisque, comme nous l’avons
dit, l’hydrodynamique quantique ne prédit pas correc-
tement l’amplitude des processus non résonnants (donc
hors de la couche de masse). Afin d’y apporter une jus-
tification microscopique, sans avoir à effectuer les calculs
très lourds que requerrait notre approche microscopique
fermionique, nous nous sommes rabattus sur un modèle
de bosons en interaction faible, avec une portée de l’inter-
action conduisant à une relation de dispersion concave.
Bien que les expressions microscopiques des amplitudes
de couplage diffèrent de celles de l’hydrodynamique, nous
trouvons, après sommation au second ordre de tous les
processus non résonnants à trois phonons et sommation
au premier ordre du processus 2↔ 2 direct, et après res-
triction à la couche de masse du couplage 2 ↔ 2 effectif
résultant, que la prescription de Landau-Khalatnikov et
la théorie microscopique sont en accord.
Enfin, nous avons donné des expressions universelles
des taux d’amortissement pour les processus 2 ↔ 1 et
2 ↔ 2 à basse température, universelles au sens où les
fonctions réduites q˜ 7→ Γ˜(q˜) apparaissant dans les taux
ne dépendent ni de l’espèce atomique, ni de la force des
interactions, ni de la température. Le plus intéressant est
l’obtention analytique, en fonction de q, du taux d’amor-
tissement des phonons dans le cas concave, déterminé à
l’ordre dominant en température par les processus 2↔ 2,
voir l’équation (141) et la Fig. 4, et qui a fait l’objet
d’une lettre [59]. Dans les cas limites ~cq  kBT et
~cq  kBT , notre résultat est en désaccord avec celui de
la référence [1] et lui est sous-dominant par deux ordres
en ~cq/kBT . Ceci résulte de l’hypothèse erronée faite
dans [1] que certains diagrammes d’interaction sont né-
gligeables, alors qu’en fait ils interfèrent destructivement
avec le diagramme supposé être dominant. Nous avons
aussi calculé, pour le gaz unitaire à température nulle, la
première correction ∝ q7 à la prédiction hydrodynamique
∝ q5 sur le taux d’amortissement d’un phonon unique, ce
qui permet d’affiner la prédiction de [13] par (i) inclusion
véritable d’une amplitude de couplage au-delà de l’hydro-
dynamique [43], (ii) prise en compte d’une conservation
de l’énergie à ~Γq près dans la règle d’or de Fermi, c’est-
à-dire d’un terme imaginaire pur d’ordre q5 dans le dé-
nominateur d’énergie de la théorie des perturbations, et
(iii) prise en compte des processus d’ordre plus élevé que
Beliaev, en particulier du processus de couplage effectif
1→ 3 traité au second ordre.
Toutes nos prédictions peuvent être vérifiées en labo-
ratoire, dans l’état de l’art des expériences sur les gaz
d’atomes froids fermioniques. En particulier, une dis-
cussion précise de l’observabilité de l’amortissement de
Landau-Khalatnikov 2↔ 2 avec des atomes froids piégés
dans un potentiel à fond plat est présentée dans la réfé-
rence [59] ; une méthode d’excitation y est proposée, qui
doit permettre de peupler un mode d’onde stationnaire de
phonons bien précis dans la boîte dans un régime proche
de la limite thermodynamique, avec un nombre d’onde q
bien plus grand que la taille du système mais encore dans
la partie linéaire de la branche phononique.
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Annexe A: Équation implicite pour la branche
d’excitation collective
Nous expliquons ici comment passer du système li-
néaire (33,34) à l’équation implicite (39) sur la pulsation
ωq du mode collectif de vecteur d’onde q, dans la limite
d’un pas du réseau tendant vers zéro, l→ 0. On introduit
pour cela les amplitudes collectives
Yq =
g0
L3
∑
k∈D
W+kqy
q
k Sq =
g0
L3
∑
k∈D
W−kqs
q
k (A1)
yq =
g0
L3
∑
k∈D
w−kqy
q
k sq =
g0
L3
∑
k∈D
w+kqs
q
k (A2)
On résout le système linéaire 2 × 2 (33,34) pour expri-
mer les inconnues yqk et s
q
k en fonction des amplitudes
collectives. Puis on injecte les expressions obtenues dans
les définitions (A1,A2) pour aboutir au système linéaire
homogène Σ

W+W+ − 1 ΣωW+W− −ΣW+w− ΣωW+w+
ΣωW−W+ Σ

W−W− − 1 −ΣωW−w− ΣW−w+
Σw−W+ Σ
ω
w−W− −Σw−w− − 1 Σωw−w+
Σωw+W+ Σ

w+W− −Σωw+w− Σw+w+ − 1

×
YqSqyq
sq
 = 0 (A3)
Dans les notations
Σab =
g0
L3
∑
k∈D
kqakqbkq
(~ωq)2 − (kq)2 (A4)
Σωab =
g0
L3
∑
k∈D
~ωqakqbkq
(~ωq)2 − (kq)2 (A5)
les caractères a et b représentent l’un quelconque des
W+,W−, w+, w−. Le système (A3) se simplifie à la limite
continue l → 0. Comme g0 → 0 et w±kq =
k→+∞
O(1/k2),
on constate que dans les troisième et quatrième lignes
tous les Σ tendent vers 0, ce qui conduit à
yq = sq = 0 (A6)
Nous divisons ensuite les deux premières lignes de (A3)
par g0. En vertu de l’équation (11), on constate que tous
les éléments de matrice divisés ont une limite finie et non
nulle. Le système se réduit alors à son bloc supérieur
gauche, que nous écrivons à la limite thermodynamique
sous la forme :(
I++(ωq, q) ~ωqI+−(ωq, q)
~ωqI+−(ωq, q) I−−(ωq, q)
)(
Yq
Sq
)
= 0 (A7)
avec des intégrales I, fonctions de la pulsation propre ωq
et du nombre d’onde q définies par (40,41,42). L’équation
implicite recherchée sur la pulsation propre (39) exprime
simplement l’annulation du déterminant de la matrice
2× 2 dans l’équation (A7).
Annexe B: Fractions rationnelles en x et y
apparaissant dans l’amplitude des processus à trois
phonons
Les fractions rationnelles en x et y intervenant dans
l’expression (81) de l’amplitude de couplage microsco-
pique entre phonons valent
J(x, y)=
3xy
2xy + 2
(B1)
A(x, y)=
∑3
i=0Ai(y)x
i
360 (x3 + x) (y2 + 1)
3 (B2)
B(x, y)=
∑3
i=0Bi(y)x
i
18 (x3 + x) (y2 + 1)
2 (B3)
C(x, y)=
y(xy + 1)
6 (x3 + x) (y2 + 1)
2 (B4)
× [x2 (5y2 + 3)− xy (y2 − 3)+ 2 (y2 + 2)]
avec
A0(y) = −20y
(
5y4 + 5y2 + 2
)
(B5)
A1(y) = 2
(
10y6 + 109y4 + 63y2 + 24
)
(B6)
A2(y) = −y
(
53y4 + 186y2 + 13
)
(B7)
A3(y) = 25y
6 + 116y4 + 167y2 + 36 (B8)
B0(y) = −2y
(
3y2 + 2
)
(B9)
B1(y) = 3y
4 + 17y2 + 8 (B10)
B2(y) = −2y
(
y2 + 4
)
(B11)
B3(y) = 4y
4 + 11y2 + 9 (B12)
Leurs valeurs dans la limite CBE x→ 0, y ∼ −4/x, utiles
pour raccorder le résultat (81) à son équivalent dans la
théorie de Bogolioubov sont
A(x, y) →
x→0
y∼−4/x
1
8 B(x, y) →x→0
y∼−4/x
1
4
(B13)
J(x, y) →
x→0
y∼−4/x
2 C(x, y) →
x→0
y∼−4/x
3
4
Pour des processus résonnants, ces fractions rationnelles
se combinent pour donner le coefficient thermodyna-
mique
1 +
ρ
3
d2µ
dρ2
(
dµ
dρ
)−1
=
∑3
i=0Di(y)x
i
9(x3 + x)(y2 + 1)2
(B14)
avec
D0(y) = −4y3 (B15)
D1(y) = 4
(
y4 + 6y2 + 2
)
(B16)
D2(y) = −y
(
y4 − 6y2 + 5) (B17)
D3(y) = 9y
4 + 14y2 + 9 (B18)
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Annexe C: L’origine du désaccord sur les amplitudes
de couplage Beliaev-Landau aux faibles nombres
d’onde en dehors de la couche de masse, entre la
théorie microscopique et l’hydrodynamique
quantique
Dans cette annexe, comme nous l’annoncions dans
l’avant-dernier paragraphe de la section IVA, nous cher-
chons à percer à jour l’origine physique du désaccord sur
les amplitudes de couplage Beliaev-Landau aux faibles
nombres d’onde en dehors de la couche de masse, entre
la théorie microscopique et l’hydrodynamique quantique,
les amplitudes divergeant dans le premier cas et ten-
dant vers zéro dans le deuxième cas. Pour nous épargner
les calculs assez pénibles auxquels conduirait le modèle
fermionique microscopique, nous utilisons ici un modèle
bosonique microscopique, celui du gaz spatialement uni-
forme de bosons en interaction faible, avec un hamilto-
nien Hˆ grand canonique au potentiel chimique µ de la
forme
Hˆ = l3
∑
r
ψˆ†
(
− ~
2
2m
∆r − µ
)
ψˆ +
g0
2
∑
r
l3ψˆ†ψˆ†ψˆψˆ
(C1)
Il est alors aisé de faire le lien entre cette théorie micro-
scopique et l’hydrodynamique quantique au travers de la
représentation module-phase de l’opérateur champ boso-
nique [60],
ψˆ(r) = eiθˆ(r)ρˆ1/2(r) (C2)
le champ de phase θˆ(r) et le champ de densité ρˆ(r) étant
canoniquement conjugués.
Dans le formalisme de Bogolioubov brisant la symé-
trie U(1), on décompose le champ bosonique comme suit,
ψˆ(r) = ψ0+δψˆ(r), où ψ0 > 0 minimise l’énergie de champ
classique, et l’on développe le hamiltonien en puissances
de δψˆ, Hˆ = H0 + Hˆ2 + Hˆ3 + . . .. Le champ δψˆ(r) est
ensuite développé sur les modes normaux de Hˆ2 (déve-
loppement de Bogolioubov) :
δψˆ(r) =
1
L3/2
∑
q 6=0
Uqeiq·rbˆδψq + Vqe
−iq·r(bˆδψq )
† (C3)
Pour simplifier, nous omettons ici la contribution des
modes anormaux induits par la brisure de symétrie. Notre
notation fait explicitement référence au fait que les opé-
rateurs de création et d’annihilation de quasi-particules
résultent d’un développement de Hˆ en puissances de δψˆ.
L’injection du développement (C3) dans Hˆ3 conduit à
l’amplitude de couplage Beliaev-Landau réduite dans la
représentation cartésienne δψˆ :
A2↔1δψ (q1,q2;q3) =
3
4
s1s2s3+
1
4
(s1d2d3+s2d1d3−s3d1d2)
(C4)
avec si = sqi , sq = Uq + Vq, di = dqi et dq = Uq − Vq.
Dans la représentation phase-module, en adaptant la
référence [60] au cas à symétrie brisée, nous développons
ψˆ(r) en puissances des fluctuations de densité δρˆ(r) =
ρˆ(r)− ψ20 et de phase θˆ(r) si bien que δψˆ(r) = δψˆ1(r) +
δψˆ2(r) + . . ., avec
δψˆ1(r) =
δρˆ(r)
2ψ0
+ iψ0θˆ(r) (C5)
δψˆ2(r) = −1
2
ψ0θˆ
2(r)− δρˆ
2(r)
8ψ30
+ i
θˆ(r)δρˆ(r)
2ψ0
(C6)
À l’ordre quadratique en δρˆ et θˆ, nous pouvons remplacer
δψˆ par δψˆ1 dans Hˆ2 ; le développement modal habituel du
hamiltonian correspondant quadratique en (δρˆ, θˆ) donne
(en omettant toujours les modes anormaux liés à la bri-
sure de symétrie) :
δψˆ1(r) =
1
L3/2
∑
q 6=0
Uqeiq·rbˆρθq + Vqe
−iq·r(bˆρθq )
† (C7)
avec les mêmes amplitudes (Uq, Vq) que dans l’équa-
tion (C3) mais avec des coefficients à valeurs opérateurs
bˆρθq , (bˆ
ρθ
q )
† qui coïncident avec bˆδψq , (bˆδψq )†, tout comme
δψˆ1 coïncide avec δψˆ, seulement au premier ordre en les
fluctuations. À l’ordre cubique en δρˆ et θˆ, deux types
de contributions apparaissent : (i) une contribution évi-
dente, provenant du remplacement de δψˆ par δψˆ1 dans
Hˆ3, ce qui conduit à l’amplitude de couplage Beliaev-
Landau A2↔1δψ , cette fois entre les bˆρθq , et (ii) une contri-
bution plus indirecte, provenant du remplacement de δψˆ
par δψˆ1+δψˆ2 dans Hˆ2 et de l’extraction des contributions
cubiques correspondantes, de la forme δψˆ†2δψˆ1 et hermi-
tien conjugué, ce qui donne naissance à un terme supplé-
mentaire A2↔1viaH2 dans l’amplitude de couplage Beliaev-
Landau. Finalement, l’amplitude de couplage Beliaev-
Landau en représentation (ρˆ, θˆ) s’écrit :
A2↔1ρθ = A2↔1δψ +A2↔1viaH2 (C8)
avec
A2↔1viaH2(q1,q2;q3) =
ωˇ3d3
8
(d1d2 − s1s2) + ωˇ3s3
8
(s1d2 + s2d1)
− ωˇ2d2
8
(d1d3 + s1s3)− ωˇ1d1
8
(d2d3 + s2s3)
+
d3
8
(s1s2ωˇ2 + s2s1ωˇ1)− s3
8
(d2s1ωˇ1 + d1s2ωˇ2) (C9)
et ωˇi = ~ωqi/mc2, sachant que mc2 = µ à cet ordre. Les
expressions de Bogolioubov ωi = [Eˇi(Eˇi + 2)]1/2 et si =
1/di = [Eˇi/(Eˇi + 2)]
1/4 conduisent à ωˇidi = (Eˇi + 2)si et
ˇisi = Eˇidi, où Eˇi = Eqi/mc2 et Eq = ~2q2/2m. À partir
de la conservation de l’impulsion q3 = q1 + q2 et ses
carrés q23 = (q1 +q2)2, q22 = (q3−q1)2 et q21 = (q3−q2)2,
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nous obtenons
A2↔1ρθ (q1,q2;q3) =
1
8
(s3d1d2qˇ1 · qˇ2 + s2d1d3qˇ1 · qˇ3 + s1d2d3qˇ2 · qˇ3)
− 1
16
s1s2s3(qˇ
2
1 + qˇ
2
2 + qˇ
2
3) (C10)
avec qˇi = ~qi/mc.
Nous sommes désormais en mesure de comparer les am-
plitudes de couplage Beliaev-LandauA2↔1δψ etA2↔1ρθ entre
elles et à l’hydrodynamique quantique. En utilisant les
expressions de si et di ci-dessus, ainsi que l’équation (C4),
nous trouvons que l’amplitude A2↔1δψ diverge lorsque tous
les qi tendant vers zéro en dehors de la couche de masse.
Au contraire, même en dehors de la couche de masse,
l’amplitude A2↔1ρθ tend vers zéro dans cette limite et de-
vient équivalente à l’amplitude (94) de l’hydrodynamique
quantique (ici ΛF = 0) ; ces deux amplitudes ne coïn-
cident pas, cependant, mais diffèrent par des corrections
relatives O(q2i ), parce que les hamiltoniens microscopique
(C1) et de l’hydrodynamique quantique diffèrent.
À titre d’ultime vérification, nous injectons directe-
ment le développement (C7) (récrit sous la forme d’un
développement de δρˆ et θˆ) dans les termes du hamiltonien
(40) de la référence [60] cubiques en δρˆ et θˆ. Nous retrou-
vons alors directement l’amplitude de couplage Beliaev-
Landau (C10) entre les bˆρθq . De plus, en négligeant par-
tout dans ce hamiltonien (40) l’énergie cinétique conte-
nue dans la variation spatiale de la fluctuation de densité
δρˆ du champ (à l’origine du terme dit de pression quan-
tique), nous retrouvons exactement le couplage Beliaev-
Landau (94) de l’hydrodynamique (avec ici ΛF = 0).
Annexe D: Couplage de Beliaev au-delà de
l’hydrodynamique
Nous expliquons ici comment obtenir, pour le gaz uni-
taire, l’amplitude de couplage (148) des phonons par pro-
cessus de Beliaev sur la couche de masse au premier ordre
au-delà de l’hydrodynamique quantique, en partant du
lagrangien de Son et Wingate [43].
Il nous est commode de passer au formalisme hamilto-
nien en introduisant le champ Π, canoniquement conju-
gué au champ de phase φ et qui représente les fluctua-
tions de densité au signe près. Dans un système d’unités
tel que ~ = m = 1, nous obtenons les contributions au
hamiltonien :
H(0)2 =
2µ−1/2
15c0
Π2 +
5
2
c0µ
3/2 1
2
(gradφ)2 (D1)
H(0)3 =
4µ−2
3(15c0)2
Π3 − 1
2
Π(gradφ)2 (D2)
H(2)2 = −
16c1µ
−3/2
(15c0)2
(gradΠ)2 − c2µ1/2(∆φ)2 (D3)
H(2)3 = −
96c1µ
−3
(15c0)3
Π(gradΠ)2 +
2c2µ
−1
15c0
Π(∆φ)2 (D4)
où l’indice 2 ou 3 est l’ordre du développement du hamil-
tonien en puissances de Π et φ et l’exposant (0) ou (2)
est l’ordre du développement en puissances des gradients
spatiaux, l’ordre (0) étant l’hydrodynamique usuelle. On
aura compris que les champs Π et gradφ sont en fait du
même ordre. À l’ordre de l’hydrodynamique, le hamilto-
nien ne dépend que d’une seule constante c0 qu’il faille dé-
duire d’une théorie microscopique. Elle s’exprime comme
suit en fonction du paramètre de Bertsch ξB (147) :
c0 =
25/2
15pi2ξ
3/2
B
(D5)
La première correction à l’hydrodynamique fait interve-
nir deux autres constantes sans dimension c1 et c2 qui, au
contraire de c0, n’ont pas encore été mesurées ni même
déduites d’une théorie microscopique. En suivant la pro-
cédure déjà utilisée dans cet article, nous obtenons à par-
tir de l’approximation quadratique H(0)2 +H(2)2 du hamil-
tonien le spectre d’excitation comme dans la référence
[43] :
ωq =
(
2µ
3
)1/2
q
[
1− pi2(2ξB)1/2
(
c1 +
3
2
c2
)(
q
kF
)2
+ o(q2)
]
≡ cq
[
1 +
γ
8
(
~q
mc
)2
+ o(q2)
]
(D6)
et le développement modal des champs dans le volume
de quantification L3 :
Π(r) =
1
L3/2
∑
q6=0
Πq(bq + b
∗
−q)e
iq·r (D7)
φ(r) =
1
L3/2
∑
q6=0
φq(bq − b∗−q)eiq·r (D8)
avec les amplitudes
Πq =
1√
2
(
Aq
Bq
)1/4
(D9)
φq =
i√
2
(
Aq
Bq
)−1/4
(D10)
Aq
Bq
=
75
8
(c0µq)
2
[
1 +
8µ−1
15c0
(
c1− 3
2
c2
)
q2+ o(q2)
]
(D11)
En effet,
(
Πq
φq
)
est un vecteur propre de la matrice(
0 −Aq
Bq 0
)
avec la valeur propre −iωq, cette matrice
résultant des équations du mouvement hamiltoniennes.
Soulignons que ce ne sont pas les mêmes combinaisons
linéaires des constantes c1 et c2 qui apparaissent dans
le spectre (D6) et dans les amplitudes des modes (D11).
Ensuite, en injectant la décomposition modale dans les
termes cubiques H(0)3 +H(2)3 du hamiltonien et en isolant
les termes de Beliaev 2↔ 1 comme nous l’avons fait dans
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l’équation (93), nous obtenons les amplitudes de couplage
de Beliaev sur la couche de masse au premier ordre au-
delà de l’hydrodynamique, sous la forme (148).
Annexe E: Processus à trois et quatre phonons dans
un modèle de bosons
Nous décrivons et implémentons ici le modèle micro-
scopique de bosons utilisé dans la section IVB4 pour
tester la valeur du couplage effectif 2↔ 2 entre phonons
prédite par l’hydrodynamique quantique. Nous considé-
rons donc des bosons sans spin sur un réseau cubique
de pas l, avec une interaction de portée b suffisamment
grande pour que leur spectre d’excitation soit concave
aux faibles nombres d’onde q. Le hamiltonien du gaz dans
le modèle sur réseau s’écrit
HˆB = l
3
∑
r
ψˆ†(r)
(
− ~
2
2mB
∆r
)
ψˆ(r)
+
l6
2
∑
r,r′
V (r− r′)ψˆ†(r)ψˆ†(r′)ψˆ(r′)ψˆ(r) (E1)
avec le potentiel d’interaction
V (r) = V0e−r
2/2b2 (E2)
de transformée de Fourier
V˜ (q) = V˜0e−q
2b2/2 avec V˜0 = (2pi)3/2b3V0 (E3)
Le gaz de bosons est dans le régime d’interaction faible
(ρBa
3
B)
1/2  1, où ρB = NB/L3 est la densité de bo-
sons et aB, la longueur de diffusion dans l’onde s entre
bosons, est donnée dans l’approximation de Born par
4pi~2aB/mB = V˜0. Suivant la méthode habituelle de la
théorie de Bogolioubov [61] à symétrie U(1) conservée
[7, 50, 62, 63], nous écrivons l’opérateur champ bosonique
sous la forme
ψˆ(r) = eiθˆ0
[
nˆ
1/2
0 φ0(r) + Λˆ(r)
]
(E4)
où θˆ0 est l’opérateur phase du condensat, nˆ0 le nombre
de bosons dans le mode φ0(r) = 1/L3/2 du condensat
et l’opérateur champ non condensé Λˆ(r), orthogonal au
mode du condensat φ0(r), conserve le nombre de parti-
cules. Nous nous plaçons dans le sous-espace à nombre
total de bosons NB fixé et nous éliminons nˆ0 grâce à la
relation
nˆ0 = NB − l3
∑
r
Λˆ†(r)Λˆ(r) (E5)
Pour décrire les processus 2↔ 2, nous devons développer
le hamiltonien en puissances de Λˆ jusqu’à l’ordre 4
HˆB = HˆB0 + HˆB2 + HˆB3 + HˆB4 + . . . (E6)
Nous avons 10
HˆB0 = V˜0
N2B
2L3
(E7)
HˆB2 = l
3
∑
r
Λˆ†(r)
(
− ~
2
2mB
∆r
)
Λˆ(r) + ρBl
6
∑
r,r′
V (r− r′)
×
(
Λˆ†(r)Λˆ(r′) +
1
2
[
Λˆ†(r)Λˆ†(r′) + Λˆ(r)Λˆ(r′)
])
(E8)
HˆB3 =
ρ
1/2
B
2
l6
∑
r,r′
V (r− r′)
([
Λˆ†(r) + Λˆ†(r′)
]
Λˆ(r′)Λˆ(r)
+ Λˆ†(r′)Λˆ†(r)
[
Λˆ(r) + Λˆ(r′)
])
(E9)
HˆB4 =
l6
2
∑
r,r′
V (r− r′)Λˆ†(r)Λˆ†(r′)Λˆ(r′)Λˆ(r)
− V˜0
2L3
(
l3
∑
r
Λˆ†(r)Λˆ(r)
)2
− 1
L3
(
l3
∑
r
Λˆ†(r)Λˆ(r)
)
×
l6∑
r,r′
V (r− r′)
[
Λˆ†(r)Λˆ(r′) +
1
2
[
Λˆ†(r)Λˆ†(r′)
+ Λˆ(r)Λˆ(r′)
] ] (E10)
a. Ordre 0 HˆB0 donne l’équation d’état à l’ordre le
plus bas de la théorie
µB = ρBV˜0 ≡ ~
2
2mξ2
(E11)
où nous avons introduit la longueur de relaxation ξ et le
potentiel chimique µB du gaz de bosons. En appliquant
la relation (58) à cette équation d’état, nous obtenons
l’expression correspondante de la vitesse du son
mBc
2
B = µB (E12)
b. Ordre 2 La diagonalisation de HˆB2 s’obtient par
la transformation de Bogolioubov
Λˆ(r) =
1
L3/2
∑
q 6=0
(
UBq bˆqe
iq·r + V Bq bˆ
†
qe
−iq·r
)
(E13)
où les opérateurs bˆq sont les opérateurs d’annihilation de
quasi-particules bosoniques, et les amplitudes UBq et V Bq
10. Nous sommes ici à la limite des grands NB et nous négligeons
1 devant nˆ0 donc devantNB. Dans les équations (E8) et (E10), nous
avons avons simplifié la contribution de Hartree avec la contribu-
tion de type potentiel chimique provenant du développement de
l’énergie d’interaction du condensat V˜0nˆ20/2L
3 en puissances du
nombre de particules non condensées.
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sont données par
UBq + V
B
q ≡ Sq =
( ~2q2
2mB
~2q2
2mB
+ 2ρBV˜ (q)
)1/4
(E14)
UBq − V Bq ≡ Dq =
1
Sq
(E15)
Nous avons introduit les pulsations propres des quasi-
particules de Bogolioubov
~ωBq =
[
~2q2
2mB
(
~2q2
2mB
+ 2ρBV˜ (q)
)]1/2
(E16)
Nous voulons une relation de dispersion q 7→ ωq concave
au voisinage de q = 0, ce qui nous conduit à imposer la
condition
b > ξ (E17)
c. Ordre 3 Nous injectons maintenant le développe-
ment modal (E13) dans le hamiltonien cubique (E9) que
nous mettons sous la forme (93) avec les constantes m, c
et ρ remplacées respectivement par mB, cB et ρB et des
amplitudes de couplage cette fois-ci données par
A2↔1B (q1,q2;q3) =
1
4V˜0
[
V˜ (q3)S3(S1S2 −D1D2)
+V˜ (q1)S1(S2S3 +D2D3) + V˜ (q2)S2(S1S3 +D1D3)
]
(E18)
A3↔0B (q1,q2,q3) =
1
12V˜0
[
V˜ (q1)S1(S2S3 −D2D3)
+V˜ (q2)S2(S1S3 −D1D3) + V˜ (q3)S3(S1S2 −D1D2)
]
(E19)
avec la convention Si ≡ Sqi et Di ≡ Dqi .
d. Ordre 4 Nous injectons le développement modal
(E13) dans le hamiltonien quartique (E10) que nous met-
tons sous la forme (108) avec la substitution (m, c, ρ)→
(mB, cB, ρB) et une amplitude de couplage 2↔ 2 directe
donnée par
A2↔2,dirB (q1,q2;q3,q4) =
1
32V˜0
×[(
V˜ (q1+q2)+V˜ (q3+q4)
)
(S1S2−D1D2)(S3S4−D3D4)
+
(
V˜ (q3−q1)+V˜ (q2−q4)
)
(S1S3+D1D3)(S2S4+D2D4)
+
(
V˜ (q4−q1)+V˜ (q2−q3)
)
(S1S4+D1D4)(S2S3+D2D3)
]
(E20)
Nous nous sommes placés ici dans le cas général où les qi
et leurs opposés sont deux à deux distincts, auquel cas
seul le premier terme de HˆB4 contribue. En revanche les
autres termes de HˆB4, qui proviennent du développement
(E5) de nˆ0 en puissances du nombre de particules non
condensées, contribuent à l’équation d’état au-delà de la
théorie de Bogolioubov [60].
e. Amplitude de couplage effective À partir des am-
plitudes (E18,E19,E20) nous formons l’amplitude de cou-
plage effective du modèle bosonique sur la couche de
masse, A2↔2,effB,Cdm comme prescrit par l’équation (105).
Nous développons ensuite cette amplitude aux faibles
vecteurs d’onde et l’exprimons en fonction des pulsa-
tions ωBqi , i = 1, 2, 3, 4 ainsi que ω
B
q1+q2 , ω
B
q1−q3 et
ωBq1−q4 . Nous retrouvons alors la prédiction hydrodyna-
mique (111) corrigée selon la prescription de Landau et
Khalatnikov [1], comme il est dit au début de la section
IVB3.
Annexe F: Contribution de Beliaev et des processus
d’ordre supérieur dans le taux de décroissance d’un
phonon à T = 0
1. Présentation du problème et lien avec la
résolvante
On considère ici le taux de décroissance Γq d’un pho-
non de vecteur d’onde q préparé à température nulle dans
un gaz spatialement homogène de fermions présentant
une branche d’excitation phononique q 7→ ωq convexe au
voisinage de q = 0. La problématique générale est de dé-
terminer le comportement de Γq dans la limite q → 0,
où l’on peut utiliser une théorie effective de basse énergie
pour décrire le couplage entre les phonons. Le processus
dominant est bien entendu celui 1→ 2 de Beliaev ; en in-
troduisant un paramètre sans dimension γ > 0 décrivant
aussi bien la correction en q3 au spectre linéaire de l’hy-
drodynamique que la première correction à l’amplitude
de couplage hydrodynamique 1 → 2, nous avons obtenu
le résultat provisoire (151) jusqu’à l’ordre sous-dominant
q7. Dans cette annexe, il s’agit de donner quelques détails
sur l’obtention du résultat complet (153) à l’ordre de Be-
liaev et de voir dans quelle mesure les processus d’ordre
supérieur à celui de Beliaev, en réalité le processus en
cascade 1 → 2 → 3 de la figure 5, contribuent à l’ordre
q7 pour conduire à la correction (155) et au résultat final
(156).
Dans le sous-espace de quantité de mouvement totale
fixée ~q, l’état à un phonon |q〉 est le seul état discret,
puisqu’il est le seul à être totalement caractérisé par la
donnée d’un unique vecteur d’onde. C’est un état propre
de la partie Hˆ2 du hamiltonien quadratique en les opé-
rateurs de création bˆ† et d’annihilation bˆ de phonons.
Cependant, il est couplé aux continua à deux phonons et
plus par le reste du hamiltonien Vˆ = Hˆ3 + Hˆ4 + . . ., qui
contient des termes cubiques, quartiques, etc, écrits dans
l’ordre normal vis-à-vis des bˆ. L’état discret va donc géné-
riquement se diluer dans les continua et donner naissance
à un pôle complexe zq dans le prolongement analytique
de la résolvante Gˆ(z) = (z − Hˆ)−1 du hamiltonien com-
plet [56]. Ce pôle s’écrit
zq = ~ωq − i~Γq
2
(F1)
27
où ωq est la pulsation propre du phonon et Γq son taux
de décroissance. 11
2. Calcul perturbatif et comptage de puissances
La limite q → 0 correspond au régime de couplage
faible. On le voit bien dans la théorie de de l’hydrody-
namique quantique : le développement des fluctuations
de densité δρˆ et de vitesse vˆ sur les modes de phonons
fait apparaître des coefficients s’annulant en q1/2 si bien
que les éléments de matrice de Hˆp entre états de Fock de
phonons s’annulent en qp/2 :
Hˆp ≈
q→0
qp/2 (F2)
On peut donc tenter un calcul perturbatif de Γq, en par-
tant de l’écriture exacte obtenue par la méthode des pro-
jecteurs [56]
〈q|Gˆ(z)|q〉 = 1
z − 〈q|Hˆeff(z)|q〉
(F3)
puis en développant en puissances de Vˆ l’élément de ma-
trice du hamiltonien effectif dans l’état |q〉 :
〈q|Heff(z)|q〉 = 〈q|Hˆ2|q〉+ 〈q|Vˆ Qˆ Qˆ
zQˆ− QˆHˆ2Qˆ
QˆVˆ |q〉
+ 〈q|Vˆ Qˆ Qˆ
zQˆ− QˆHˆ2Qˆ
QˆVˆ Qˆ
Qˆ
zQˆ− QˆHˆ2Qˆ
QˆVˆ |q〉+ . . .
(F4)
où Qˆ = 1 − |q〉〈q| projette orthogonalement à |q〉. Le
résultat (153) correspond au second terme du second
membre, le terme de Beliaev, dans lequel la contribu-
tion de Vˆ se réduit à celle de Hˆ3. Dans tous les termes
successifs d’ordre > 2 en Vˆ , z peut être approximé au
dénominateur par
z = ~ωq + iη, η → 0+, (F5)
11. On ne peut pas à proprement parler calculer ici des « cor-
rections » à ωq dues au couplage aux continua, même à l’ordre 2
en Vˆ , puisqu’on se base sur un hamiltonien effectif. Si on cherchait
à le faire, on tomberait sur des intégrales de parties principales
divergentes ultraviolettes, dont l’incorporation dans la valeur non
perturbée présente dans Hˆ2 donnerait, suivant les idées de la renor-
malisation, la valeur vraie, qui resterait non calculée et inconnue
en l’absence d’un modèle microscopique [8]. Dans ce contexte, nous
n’avons pas jugé utile de distinguer l’énergie propre non perturbée
des phonons dans Hˆ2, en tout rigueur 
(2)
q , de l’énergie vraie q.
Par ailleurs, pour obtenir les lois d’échelle en q des termes pertur-
batifs d’ordre n en Vˆ , nous supposerons que les nombres d’onde
des phonons virtuels sont O(q) donc que la coupure ultraviolette
est mise à un nombre d’onde Aq, A  1. Ceci a le grand avan-
tage que la correction réelle à la pulsation propre (2)q , due à Hˆ3 à
l’ordre dominant, est un O(q5) et n’affecte ni le paramètre γ dans
l’équation (57), ni le taux d’amortissement Γq à l’ordre q7.
le déplacement de z par une partie imaginaire en O(q5)
dans ces termes ne contribuant pas à Γq à l’ordre q7. Il
n’en va pas de même dans le terme de Beliaev, comme
nous le verrons dans la sous-section F 3.
Considérons dans (F4) le terme Tn d’ordre n en Vˆ et
cherchons à majorer son ordre en q, comme dans le raison-
nement simple du paragraphe qui suit l’équation (153).
Compte tenu de (F2), il faut garder autant que possible
dans les facteurs Vˆ la contribution de Hˆ3, à défaut celle
de Hˆ4. Comme Hˆ3 change la parité du nombre de pho-
nons, alors que Hˆ4 la conserve, on ne gardera que des
facteurs Hˆ3 si n est pair, mais il faudra caser au moins
un facteur Hˆ4 si n est impair. Par ailleurs, le nombre mi-
nimal de vecteurs d’onde indépendants caractérisant les
phonons virtuels est n/2 pour n pair, (n + 1)/2 pour n
impair, l’intégration sur chaque vecteur d’onde indépen-
dant sortant un facteur q3. Enfin, on compte un facteur
1/q pour chacun des n−1 dénominateurs d’énergie. Ceci
conduit à
Tn = O(q2n+1) si n pair (F6)
Tn = O(q2n+3) si n impair (F7)
On tend alors à conclure sans surprise que les processus
au-delà de Beliaev, c’est-à-dire d’ordre n ≥ 3 en Vˆ , ont
une contribution O(q9) négligeable à Γq.
Le raisonnement simple précédent ne prend pas en
compte la possibilité que les dénominateurs d’énergie
soient d’ordre q3. Pour que ceci se produise, il faut que la
contribution de la partie linéaire du spectre aux dénomi-
nateurs puisse s’annuler, ce qui implique que les processus
considérés puissent être résonnants. Il faut donc garder
dans Hˆ3 seulement les termes en bˆ†bˆ†bˆ, qui en forment
la partie ascendante Hˆ(+)3 , ou les termes en bˆ
†bˆbˆ, qui en
forment la partie descendante Hˆ(−)3 . Les autres termes
en bˆ†bˆ†bˆ† et bˆbˆbˆ induisent des processus non résonnants.
Dans Hˆ4, on se limitera aux bˆ†bˆ†bˆbˆ, qui sont les termes
potentiellement résonnants les plus favorables puisqu’ils
n’ajoutent qu’un seul vecteur d’onde indépendant. Pour
que tous les dénominateurs d’énergie soient en q3, il faut
aussi que tous les vecteurs d’onde indépendants soient
émis presque vers l’avant, dans un petit cône d’ouverture
angulaire O(q) autour de la direction de q. L’intégration
sur les angles solides fait sortir un facteur pénalisant q2
par vecteur d’onde indépendant, soit qn pour n pair et
qn+1 pour n impair, mais l’on gagne un facteur q−2(n−1)
grâce aux n − 1 petits dénominateurs. Ceci conduit aux
majorations affinées
Tn = O(qn+3) si n pair (F8)
Tn = O(qn+6) si n impair (F9)
On en déduit que l’ordre 4 en Vˆ , et lui seul, est sus-
ceptible de corriger le terme en q7 de ΓBelq de l’équa-
tion (153). Il fait l’objet d’une analyse détaillée dans la
sous-section F 4. On confirme aussi que l’ordre 2 en Vˆ
a une contribution dominante à Γq en q5. Ceci ne nous
dispense pas d’une étude rigoureuse de ses contributions
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Figure 7. Le diagramme d’ordre 2 en Vˆ contribuant au taux
d’amortissement Γq du phonon q à l’ordre q7. Il constitue
le processus de Beliaev d’ordre dominant q5. Sur la figure,
chaque vertex correspond à une action de Hˆ(±)3 .
sous-dominantes jusqu’à l’ordre q7, effectuée dans la sous-
section F 3.
3. Étude à l’ordre 2 en Vˆ
Nous tronquons ici le hamiltonien effectif dans l’équa-
tion (F4) à l’ordre 2 en Vˆ et voyons quelle valeur de Γq
en résulte à l’ordre q7.
À cet ordre en Vˆ correspondent en réalité plusieurs dia-
grammes puisque Vˆ = Hˆ3 + Hˆ4 + Hˆ5 + . . ., dont on peut
estimer l’ordre dominant par comptage de puissances. Si
les deux facteurs Vˆ sont égaux à Hˆ3, il faut intégrer sur
au moins un vecteur d’onde indépendant et l’ordre domi-
nant est q5 comme dans l’équation (F8). S’ils sont égaux à
Hˆ4, il faut intégrer sur au moins deux vecteurs d’onde in-
dépendants et l’ordre dominant est q9 sans l’effet « petit
dénominateur », pas mieux avec l’effet « petit dénomina-
teur ». Si l’un des facteurs Vˆ fait intervenir Hˆp, p ≥ 5,
la contribution est encore plus négligeable. On peut donc
se limiter ici à Vˆ = Hˆ3, et même à Vˆ = Hˆ
(±)
3 puisque
les termes non résonnants en bˆ†bˆ†bˆ† et bˆbˆbˆ de Hˆ3 font
intervenir deux vecteurs indépendants et contribuent en
O(q8).
Il reste ainsi un seul diagramme, celui de Beliaev, re-
présenté sur la figure 7. Introduisons la fonction énergie
propre correspondante, dite de Beliaev, pour tout nombre
complexe z de Im z > 0 :
∆Belq (z) =
1
2
∑
k
|〈k,q− k|Hˆ(+)3 |q〉|2
z − (k + q−k)
=
2(mc2)2
ρ
∫
d3k
(2pi)3
[A2↔1hydro(k,q− k;q)]2
z − (k + q−k) (F10)
où nous sommes passés à la limite thermodynamique et
avons utilisé la forme (93) du hamiltonien hydrodyna-
mique. À cet ordre d’approximation, le pôle zq associé
au phonon q est solution de l’équation implicite
zBelq = q + ∆
Bel↓
q (z
Bel
q ) (F11)
où la flèche vers le bas indique le prolongement analy-
tique de la fonction énergie propre du demi-plan supé-
rieur Im z > 0 au demi-plan inférieur Im z < 0 à travers
la ligne de coupure située sur l’axe réel positif. Séparons
zBelq en partie réelle et partie imaginaire comme dans (F1)
et développons le second membre en puissances de Γq :
zBelq = q + ∆
Bel↓
q (q)−
i~Γq
2
d
dz
∆Bel↓q (q) +O(q
9)
(F12)
Il suffit ici de tronquer le développement de Taylor à
l’ordre un ; en revanche, l’ordre zéro ne suffit pas . 12
Les valeurs du prolongement analytique et de sa dérivée
en q s’obtiennent comme limites lorsque η → 0+ des
fonctions non prolongées en z = q + iη :
zBelq = q+∆
Bel
q (q+iη)−
i~Γq
2
d
dz
∆Belq (q+iη)+O(q
9)
(F13)
Le deuxième terme est le résultat perturbatif ordinaire.
Il conduit au taux d’amortissement ΓBelq,pert donné par la
limite à température nulle de l’équation (119),
~ΓBelq,pert
2
= − Im ∆Belq (q + iη) (F14)
et sa valeur pour le gaz unitaire a été calculée jusqu’à
l’ordre q7 dans l’équation (151). Après prise de la par-
tie imaginaire dans l’équation (F13), nous trouvons ce-
pendant un facteur correctif non négligeable à cet ordre,
premier effet d’une autocohérence en zq dans l’équation
implicite (F11) :
ΓBelq = Γ
Bel
q,pert
[
1 + Re
d
dz
∆Belq (q + iη) +O(q
4)
]
(F15)
avec
d
dz
∆Belq (q + iη) = −
2(mc2)2
ρ
×
∫
d3k
(2pi)3
[A2↔1hydro(k,q− k;q)]2
(q − k − q−k + iη)2 (F16)
Pour obtenir un équivalent de cette dérivée lorsque qˇ ≡
~q/mc→ 0, nous appliquons la même technique que dans
la section VC. Nous passons en coordonnées sphériques
d’axe polaire la direction de q et effectuons les change-
ments d’échelle k = k¯q et θ = γ1/2qˇθˇ sur le module et
l’angle polaire du vecteur k, avec k¯ < 1 pour bénéficier
12. La contribution de Taylor d’ordre n est O(q2n+5) puisque la
dérivée d’ordre n de la fonction énergie propre, qui fait intervenir un
dénominateur d’énergie à la puissance n+1, est d’ordre q8/q3(n+1)
compte tenu de l’effet « petit dénominateur ».
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de l’effet « petit dénominateur ». Dans l’intégrande et
donc dans l’amplitude de couplage (94), nous passons à
la limite qˇ → 0 à k¯ et θˇ fixés, avec les résultats intermé-
diaires
|q− k| = q(1− k¯)
[
1 +
γk¯θˇ2qˇ2
2(1− k¯)2 +O(qˇ
4)
]
(F17)
q − k − q−k ∼ γqˇ
3mc2
8
[
3k¯(1− k¯)− 4k¯θˇ
2
1− k¯
]
(F18)
[A2↔1hydro(k,q− k;q)]2 ∼
2
9
qˇ3k¯(1− k¯)(F19)
compte tenu du fait que 1+ΛF = 8/9 à la limite unitaire.
L’intégration par rapport à θˇ sur [0,+∞[ est immédiate
après le changement de variable X = θˇ2, et il reste
d
dz
∆Belq (q+iη) ∼
8qˇ2
9pi2γ
(
mc
~ρ1/3
)3 ∫ 1
0
dk¯
k¯2(1− k¯)2
3k¯(1− k¯) + iη
(F20)
Le théorème de convergence dominée nous autorise à faire
tendre η vers zéro sous le signe intégral pour obtenir le
résultat (153), sachant que ρ(~/mc)3 =
√
3/(pi2ξ
3/2
B ). No-
tons en passant que le fait que la dérivée par rapport à z
(F20) soit réelle à la limite η → 0+ signifie qu’un change-
ment de la relation de dispersion réelle q 7→ ωq à l’ordre
q5 est sans effet sur le taux de décroissance Γq à l’ordre
q7, ce que la méthode de calcul de la sous-section VD2
montrait déjà.
4. Étude à l’ordre 4 en Vˆ
Nous avons vu dans la sous-section F 2 que l’ordre 4 en
Vˆ est susceptible de contribuer à Γq à l’ordre q7. Écrivons
la correction correspondante δΓq en la limitant tout de
suite à son ordre dominant, c’est-à-dire en gardant Hˆ(−)3
dans les deux premiers facteurs Vˆ et Hˆ(+)3 dans les deux
derniers, cet agencement étant imposé par la présence des
projecteurs Qˆ :
− ~δΓq
2
= Im〈q|Wˆ (−) Qˆ
q + iη − Hˆ2
Wˆ (+)|q〉 (F21)
où l’on a introduit, pour ε = ±, l’opérateur de couplage
effectif 1↔ 3 au second ordre
Wˆ (ε) ≡ Hˆ(ε)3
Qˆ
q + iη − Hˆ2
Hˆ
(ε)
3 (F22)
Dans ces expressions, on peut utiliser pour Hˆ3 l’approxi-
mation (93) qu’en donne l’hydrodynamique quantique,
mais il faut inclure dans q = ~ωq la correction cubique
(57) au spectre linéaire de l’hydrodynamique. Comme les
éléments de matrice de Hˆ3 sont réels dans la base de
Fock, les matrices qui y représentent Wˆ (±) sont trans-
posées l’une de l’autre. Après injection d’une relation de
fermeture dans le sous-espace à trois phonons, on obtient
− ~δΓq
2
= Im
1
3!
∑
q1,q2,q3
δq1+q2+q3,q
× (〈q|Wˆ
(−)|q1,q2,q3〉)2
q + iη − (q1 + q2 + q3)
(F23)
avec, compte tenu de l’équation (93),
〈q|Wˆ (−)|q1,q2,q3〉 = 4(mc
2)2
ρL3
[A2↔1hydro(q1,q2;q1 + q2)A2↔1hydro(q1 + q2,q3;q)
q + iη − (q1+q2 + q3)
+
A2↔1hydro(q2,q3;q2 + q3)A2↔1hydro(q2 + q3,q1;q)
q + iη − (q2+q3 + q1)
+
A2↔1hydro(q1,q3;q1 + q3)A2↔1hydro(q1 + q3,q2;q)
q + iη − (q1+q3 + q2)
]
(F24)
La contribution du premier terme entre crochets à l’élément de matrice, soit P (q1,q2|q3), correspond au processus
de la figure 5. Les deux autres contributions, P (q2,q3|q1) et P (q1,q3|q2), s’en déduisent par permutation circulaire.
Comme le reste du sommande dans (F23) est invariant par permutation des trois vecteurs d’onde, on peut remplacer
son numérateur [P (q1,q2|q3)+P (q2,q3|q1)+P (q1,q3|q2)]2 par 3[P (q1,q2|q3)]2 +6P (q1,q2|q3)P (q1,q3|q2), ce qui
conduit à se ramener aux deux diagrammes de la figure 8 et à l’expression intégrale
− ~δΓq
2
= lim
η→0+
Im
8(mc2)4
ρ2
∫
d3q2d
3q3
(2pi)6
{
[A2↔1hydro(q1,q2;q1 + q2)A2↔1hydro(q1 + q2,q3;q)]2
[q + iη − (q1 + q2 + q3)][q + iη − (q1+q2 + q3)]2
+
2A2↔1hydro(q1,q2;q1 + q2)A2↔1hydro(q1 + q2,q3;q)A2↔1hydro(q1,q3;q1 + q3)A2↔1hydro(q1 + q3,q2;q)
[q + iη − (q1 + q2 + q3)][q + iη − (q1+q2 + q3)][q + iη − (q1+q3 + q2)]
}
(F25)
où l’on a éliminé la sommation sur q1 grâce à la conservation de l’impulsion, q1 = q − (q2 + q3), avant de passer à
la limite thermodynamique.
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Figure 8. Les deux types de diagrammes d’ordre 4 en Vˆ sus-
ceptibles de contribuer au taux d’amortissement Γq du pho-
non q à l’ordre q7 au travers de l’effet « petit dénominateur »
en q3. Celui de gauche (I) est un processus de Beliaev avec
correction à une boucle (donc elle aussi beliaevienne) de la
pulsation propre des phonons virtuels. Celui de droite (II) est
un processus de Beliaev enrichi par une interaction entre les
phonons virtuels, elle-même médiée par l’échange d’un pho-
non. Chaque vertex correspond à une action de Hˆ(±)3 .
En pratique, l’intégration sur q2 et q3 s’effectue en
coordonnées sphériques d’axe polaire q. Pour évaluer la
contribution à δΓq des cônes d’émission de q2 et q3 d’ou-
verture angulaire O(q) autour de q, nous redimension-
nons les angles polaires θi comme suit :
θˇi =
θi
γ1/2qˇ
(F26)
puis nous faisons tendre qˇ = ~q/mc vers 0 à θˇi fixés. Le
calcul est proche de celui de la section VC. On utilise la
représentation polaire (137) :
θˇ2 = R cosα θˇ3 = R sinα (F27)
Les nombres d’onde qi doivent être rééchelonnés par q,
c’est-à-dire qu’on garde les q¯i ≡ qiq fixés dans le passage
à la limite qˇ → 0, avec la contrainte issue de (154) et de
la positivité de q1,
q¯2 + q¯3 ≤ 1 (F28)
Donnons comme seul intermédiaire de calcul un dénomi-
nateur d’énergie dans les éléments de matrice de Wˆ (−),
q − (q−q3 + q3)
mc2
=
qˇ→0
γqˇ3
2
[
3
4
q¯3(1− q¯3)− q¯3R
2 sin2 α
1− q¯3
]
+O(qˇ5) (F29)
et le dénominateur d’énergie du sous-espace à 3 phonons,
q − (q1 + q2 + q3)
mc2
=
qˇ→0
γqˇ3
2
(v−uR2)+O(qˇ5) (F30)
dont les coefficients manifestement positifs (pour peu
qu’on les écrive convenablement) ressemblent beaucoup
à ceux des équations (139) et (140) :
u ≡ q¯2 cos
2 α+ q¯3 sin
2 α− q¯2q¯3(1− cosφ sin 2α)
1− q¯2 − q¯3
=
(q¯2 cosα− q¯3 sinα)2 + q¯2q¯3(1 + cosφ) sin 2α
1− q¯2 − q¯3
+ q¯2 cos
2 α+ q¯3 sin
2 α (F31)
et
v ≡ 1
4
[1−q¯32−q¯33−(1−q¯2−q¯3)3] =
3
4
(1−q¯2)(1−q¯3)(q¯2+q¯3)
(F32)
On obtient finalement
− ~δΓq
2
=
qˇ→0
mc2
[3(1 + ΛF)]
4
3× 2pi
qˇ7
28pi4γ
(
mc
~ρ1/3
)6
× (Im I(I) + Im I(II)) + o(qˇ7) (F33)
avec le paramètre ΛF défini à l’équation (83) et les in-
tégrales quintuples, issues respectivement du diagramme
de gauche (type I) et du diagramme de droite (type II)
de la figure 8, à prendre dans la limite η → 0+ :
I(I) = lim
η→0+
∫ 1
0
dq¯2
∫ 1−q¯2
0
dq¯3
∫ pi
−pi
dφ
∫ pi/2
0
dα
∫ A2/qˇ2
0
dX
2
3X sinα cosα(1− q¯3)2(1− q¯2 − q¯3)q¯32 q¯33
(v − uX + iη)[ 34 q¯3(1− q¯3)− q¯3X sin
2 α
1−q¯3 + iη]
2
(F34)
I(II) = lim
η→0+
∫ 1
0
dq¯2
∫ 1−q¯2
0
dq¯3
∫ pi
−pi
dφ
∫ pi/2
0
dα
×
∫ +∞
0
dX
2
6X sinα cosα(1− q¯2)(1− q¯3)(1− q¯2 − q¯3)q¯32 q¯33
(v − uX + iη)[ 34 q¯2(1− q¯2)− q¯2X cos
2 α
1−q¯2 + iη][
3
4 q¯3(1− q¯3)− q¯3X sin
2 α
1−q¯3 + iη]
(F35)
Dans l’intégration sur le rayon R nous avons effectué le changement de variable X = R2. Ceci permet de voir
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facilement que l’intégrale sur R, c’est-à-dire sur X, dans
(F35) est de partie imaginaire nulle à la limite η → 0+,
et donc que
Im I(II) = 0 (F36)
En effet, tous les facteurs au dénominateur de l’inté-
grande dans (F35) sont de la forme α − βX + iη, avec
α > 0 et β > 0. L’intégrale sur X ∈ [0,+∞[ tombe donc
sous le coup du théorème élémentaire suivant :
Théorème : On définit a(X) = a0 − a1X, b(X) = b0 −
b1X et c(X) = c0 − c1X pour tout X ∈ R. Si tous les
coefficients a0, a1, b0, b1, c0, c1 sont > 0 et η ∈ R, alors
lim
η→0+
∫
R+
dX Im
X
[a(X) + iη][b(X) + iη][c(X) + iη]
= 0
(F37)
Démonstration : On remarque d’abord que le théorème
serait évident si l’intégrale sur X était prise sur R−. En
effet, pour tout η > 0 et pour tout X < 0,∣∣∣∣ X[a(X) + iη][b(X) + iη][c(X) + iη]
∣∣∣∣ < Xa(X)b(X)c(X)
(F38)
et le majorant est d’intégrale finie sur R− si bien que
l’on peut utiliser le théorème de convergence dominée
pour échanger l’intégration sur X et le passage à la limite
η → 0+. On peut donc, dans l’énoncé (F37), étendre le
domaine d’intégration à R tout entier sans changer le
résultat. Or nous disposons de l’identité suivante pour
tout η > 0 non nécessairement infinitésimal, aussi bien
en partie réelle qu’en partie imaginaire :∫
R
dX
X
[a(X) + iη][b(X) + iη][c(X) + iη]
= 0 (F39)
Il suffit en effet d’utiliser le théorème des résidus en refer-
mant le contour d’intégration par le bas selon un demi-
cercle de rayon ρ → +∞ dans le demi-plan inférieur ;
la décroissance de l’intégrande en 1/X2 à grand |X| le
permet, qui conduit à une contribution du demi-cercle
en O(1/ρ), tendant vers zéro. Comme les pôles de l’in-
tégrande sont tous situés dans le demi-plan supérieur,
aucun n’est enserré par le contour d’intégration, voir la
figure 9, et il vient (F39) donc (F37). 13 
13. On a supposé ici que la contribution dominante à δΓq pro-
vient de la configuration « bicône » dans laquelle à la fois q2 et
q3 sont dans le cône d’émission vers l’avant, c’est-à-dire d’ouver-
ture angulaire O(qˇ) autour de la direction de q. On peut ima-
giner un scénario plus subtil, dit « unicône », dans lequel seul
le vecteur q3 se trouverait dans ce cône, le vecteur q2 faisant
lui un angle ≈ qˇ0 avec q. Dans ce cas, seul le dénominateur de
P (q1,q2|q3) est ≈ qˇ3, celui de P (q1,q3|q2) étant ≈ qˇ. Le terme
croisé P (q1,q3|q2)P (q1,q2|q3) est donc négligeable par rapport
à [P (q1,q2|q3)]2. Par ailleurs, le dénominateur d’énergie global
q + iη − (q1 + q2 + q3 ) de (F23) est lui aussi ≈ qˇ, ce qui
fait perdre un facteur qˇ2, mais ceci est exactement compensé par
la perte au numérateur d’un facteur qˇ2 dans l’intégrale polaire
On pourrait croire que le même raisonnement s’ap-
plique à la contribution (F34) et que Im I(I) = 0, au-
quel cas δΓq = o(qˇ7) et il n’y aurait pas de correction à
apporter au résultat (153). Ce n’est pas le cas, car nous
sommes cette fois obligés de garder dans l’intégrale sur X
une valeur finie A2/qˇ2 de la borne supérieure, pour obte-
nir une valeur finie de I(I), ce qui bloque l’application du
théorème. Ici, A > 0 est une constante de coupure dont la
valeur précise n’importe pas, et la loi de puissance en qˇ−2
provient du fait que θi = O(1) donc θˇi = O(qˇ−1) dans
(F26), et donc X = R2 = θˇ22 + θˇ23 = O(qˇ−2). En effet, si
l’on remplace froidement A2/qˇ2 par +∞ dans l’équation
(F34), on trouve que l’intégrale surX diverge comme α−2
lorsque α tend vers zéro, ce qui conduit à une intégrale sur
α logarithmiquement divergente en α = 0. 14 Pour avan-
cer, nous coupons l’intervalle d’intégration sur α en deux,
un sous-intervalle [0, ν] pour lequel la coupure de l’inté-
gration sur X à A2/qˇ2 est requise, et un sous-intervalle
[ν, pi/2] pour lequel l’intégration sur X peut être étendue
à +∞ :∫ pi/2
0
dα
∫ A2/qˇ2
0
dXf(α,X)→
∫ ν
0
dα
∫ A2/qˇ2
0
dXf(α,X)
+
∫ pi/2
ν
dα
∫ +∞
0
dXf(α,X) (F40)
La contribution du second bout à Im I(I) est nulle, en
vertu du théorème. La contribution du premier bout ne
dépend pas de la valeur de ν. Il suffit donc de la calculer
∫
dθ2 sin θ2. L’ensemble semble donc devoir contribuer au même
ordre qˇ7 que la configuration bicône. L’intégration sur l’angle po-
laire θ3 rééchelonné comme dans (F26), et avec inclusion du jaco-
bien tridimensionnel q¯23 de l’intégration sur q¯3, conduit cependant
à ∫ +∞
0
q¯23 θˇ3dθˇ3[
3
4
q¯3(1− q¯3)− q¯3θˇ
2
3
1−q¯3 + iη
]2 = − q¯3(1− q¯3)/23
4
q¯3(1− q¯3) + iη
de limite réelle − 2
3
lorsque η → 0+ même au sens des distributions.
Aussi la partie imaginaire nécessaire à δΓq ne pourrait-elle provenir
que du dénominateur d’énergie global, qui sortirait un Dirac δ[q−
(q1 + q2 + q3 )] ; mais, à l’ordre dominant en qˇ où nous sommes
désormais, q3 = q¯3q, avec 0 < q¯3 < 1, et la relation de dispersion
est linéaire, si bien que l’argument du Dirac ne peut s’annuler que
si q2 et q sont colinéaires et de même sens, en contradiction avec
l’hypothèse d’un q2 en dehors du cône d’émission vers l’avant. La
même argumentation vaut pour le taux d’amortissement Γ2↔2q de
la section VC, et justifie le fait que l’on n’y ait considéré que la
configuration « bicône ».
14. Ce phénomène ne se produit pas dans la contribution (F35)
car ni le facteur contenant le terme X sin2 α, dangereux lorsque
α → 0, ni celui contenant le terme X cos2 α, dangereux lorsque
α→ pi/2, ne sont élevés au carré. Du coup, l’intégrale sur X de 0 à
+∞ diverge seulement comme lnα ou ln(pi
2
− α) lorsque α→ 0 ou
α→ pi/2. Mathématiquement, en remplaçant dans l’équation (F35)
l’intégrale
∫+∞
0 dXf(X) par −
∫ 0
−∞ dXf(X) en vertu de l’identité
(F39), puis en utilisant le théorème de convergence dominée, nous
pouvons justifier l’échange de la limite η → 0+ et de l’intégration
sur q¯2, q¯3, φ et α, et donc démontrer le résultat (F36).
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explicitement en prenant ν suffisamment petit pour que
l’on puisse approximer chaque contribution dépendant de
α dans l’intégrande par son terme d’ordre dominant en
α, à savoir sinα ' α, cosα ' 1, u ' u0 = q¯2(1− q¯3)/(1−
q¯2 − q¯3). La dépendance en φ disparaît et l’intégration
sur φ sort simplement un facteur 2pi. On calcule aisément
l’intégrale sur α :∫ ν
0
α dα
[ 34 q¯3(1− q¯3)− q¯3Xα
2
1−q¯3 + iη]
2
=[
1− q¯3
2q¯3X[
3
4 q¯3(1− q¯3)− q¯3Xα
2
1−q¯3 + iη]
]α=ν
α=0
(F41)
On passe ensuite à l’intégration sur X. Le terme tout
intégré α = ν de l’équation (F41), après multiplication
par le facteur X au numérateur de (F34) et division par
le dénominateur (v− u0X + iη), donne un intégrande en
O(1/X2) ; on peut dans ce cas remplacer la borne supé-
rieure A2/qˇ2 de l’intégration sur X par +∞ et utiliser
la variante suivante du théorème pour montrer que sa
contribution à Im I(I) est exactement nulle :
lim
η→0+
∫
R+
dX Im
1
[a(X) + iη][b(X) + iη]
= 0 (F42)
Le terme tout intégré α = 0 de l’équation (F41) conduit
au contraire à une intégrale sur X de partie imaginaire
non nulle à la limite η → 0+ :
Im
∫ A2/qˇ2
0
(1− q¯3)dX
2q¯3(v − u0X + iη)[ 34 q¯3(1− q¯3) + iη]
=
− 1− q¯3
2q¯3u0
Im
[
ln(v − u0A2qˇ−2 + iη)− ln(v + iη)
]
3
4 q¯3(1− q¯3) + iη
→
η→0+
− pi
u0
Θ(u0A
2qˇ−2 − v)
3
2 q¯
2
3
(F43)
où Θ est la fonction de Heaviside et ln est la détermina-
tion habituelle du logarithme complexe, avec une ligne
de coupure sur les réels négatifs. Il reste donc
Im I(I) = 2pi2
∫ 1
0
dq¯2
∫ 1−q¯2
0
dq¯3(1− q¯3)(1− q¯2− q¯3)2q¯22 q¯3
×Θ(u0A2qˇ−2 − v) →ˇ
q→0
pi2
840
(F44)
d’où la correction (155) à apporter au résultat (153).
Pour terminer, on peut se demander s’il existe une in-
terprétation physique aux diagrammes d’ordre 4 en Vˆ .
Nous sommes en mesure d’en proposer une pour celui
de gauche (I) de la figure 8. Ce diagramme prend en
compte l’effet d’une modification de la pulsation propre
des phonons virtuels sur le déplacement d’énergie com-
plexe ∆Belq du phonon q induit par le processus de Be-
liaev, cette modification étant elle-même imputable à cet
ordre à un processus de Beliaev. Plus quantitativement,
introduisons la fonction énergie propre de Beliaev (F10),
(a0+iη)/a1
(b0+iη)/b1
(c0+iη)/c1
Im z
Re z
ρ
Figure 9. Contour d’intégration dans le plan complexe à uti-
liser dans le théorème des résidus pour établir l’identité (F39),
en trait gras. Les nombres réels a0, a1, b0, b1, c0, c1 et η sont
strictement positifs. Le rayon ρ du demi-cercle tend vers l’in-
fini. Les croix correspondent aux pôles de l’intégrande dans
le cas où ils sont tous simples, mais le résultat vaut bien sûr
dans le cas général.
en notant désormais de façon plus rigoureuse l’énergie
propre non perturbée des phonons de vecteur d’onde k
dans Hˆ2 sous la forme 
(2)
k , pour la distinguer de l’éner-
gie réelle vraie q (voir la note 11). Nous avons vérifié
alors que le changement d’énergie complexe du phonon q
associé au diagramme de gauche vaut exactement
δz(I)q =
1
2
∑
q3
(〈q3,q− q3|Hˆ3|q〉)2
[q + iη − ((2)q3 + (2)q−q3)]2
×
[
∆Belq3 (q + iη − (2)q−q3) + ∆Belq−q3(q + iη − (2)q3 )
]
(F45)
On notera que l’argument z de ∆Belq−q3 vaut ici l’énergie
vraie q diminuée de l’énergie non perturbée du phonon
virtuel spectateur dans le diagramme (I), c’est-à-dire non
partie prenante dans la boucle. La somme de la correc-
tion (I) et du déplacement de Beliaev perturbatif habituel
du phonon q peut donc s’interpréter, à l’ordre 4 en Hˆ3,
comme un déplacement de Beliaev pour une relation de
dispersion complexe renormalisée :
∆Belq (q + iη) + δz
(I)
q '
1
2
∑
q3,q4
(〈q3,q4|Hˆ3|q〉)2δq3+q4,q
q + iη − [(2)q3 + ∆Belq3 (q + iη − (2)q4 ) + (2)q4 + ∆Belq4 (q + iη − (2)q3 )]
(F46)
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La formulation (F45) donne d’ailleurs une autre méthode
de calcul que celle de l’équation (F34). Avec les change-
ments d’échelle de la sous-section VC adaptés à l’exis-
tence des « petits dénominateurs », et en utilisant (F18)
avec (q,k) valant successivement (q3,k) et (q,q3), où k
est la variable d’intégration apparaissant dans l’expres-
sion tirée de (F10) de ∆Belq3 (q + iη − (2)q−q3), nous trou-
vons
∆Belq3 (q + iη − (2)q−q3)
mc2
= −9(1 + ΛF)
2
64pi2
(
mc
~ρ1/3
)3
q¯53 qˇ
5
×
∫ 1
0
dk¯ k¯2(1− k¯)2
[
ipi + ln
(
4q¯3k¯A
2
(1− k¯)qˇ2
)
− ln
(
iη + 3q¯3(1− q¯3) + 3q¯33 k¯(1− k¯)−
4q¯3θˇ3
2
1− q¯3
)]
(F47)
Ici q¯3 = q3/q, k¯ = k/q3, θˇ3 = θ3/(γ1/2qˇ), θ3 étant l’angle non orienté entre les vecteurs q et q3. L’intégrale sur
θˇ = θ/(γ1/2qˇ3), où θ est l’angle entre k et q, a été effectuée explicitement sur l’intervalle [0, A/qˇ3] avec le même
paramètre de coupure A que dans l’équation (F34). Après report de (F47) dans l’équation (F45), nous obtenons
Im δz
(I)
q
mc2
= −9
2(1 + ΛF)
4
64pi4γ
(
mc
~ρ1/3
)6
qˇ7
∫ 1
0
dq¯3 q¯
8
3(1− q¯3)
∫ 1
0
dk¯ k¯2(1− k¯)2
× Im
∫ +∞
0
dX3
ipi − ln
(
iη + 3q¯3(1− q¯3) + 3q¯33 k¯(1− k¯)− 4q¯3X31−q¯3
)
(
iη + 3q¯3(1− q¯3)− 4q¯3X31−q¯3
)2 (F48)
Nous avons omis le terme logarithmique réel et indépendant de θˇ3 entre crochets dans l’équation (F47) car sa contri-
bution au résultat final est clairement réelle dans la limite η → 0+. C’est ainsi que disparaît la dépendance en le
paramètre de coupure A. L’intégrale sur X3 = θˇ23 du bout avec logarithme se calcule par parties, bien entendu en déri-
vant le logarithme ; on trouve que sa contribution est nulle à la limite η → 0+ en utilisant l’identité (F42). Finalement,
seul le terme ipi importe, et il conduit exactement au résultat (155).
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