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Abstract 
In the first part we give a survey of some recent results on constructing finitely many generators 
for a subgroup of finite index in the unit group of an integral group ring ZG of a finite group 
G. In the second part we consider the class of indecomposable finite groups G which modulo 
their center Z(G) are a direct product of two copies of the cyclic group C$ of odd prime order 
p. In case Z(G) is cyclic, a description of the full unit group is given. In the general case a 
subgroup of finite index is described. 
1991 Math. Subj. Class.: 16U60 
1. Introduction 
It is still a major problem to determine the structure of the unit group of the integral 
group ring of a finite non-commutative group. For a survey on this topic we refer the 
reader to [31]. The first part of this paper are the contents of the lecture presented by 
the first named author at this conference. A presentation is given of some recent results 
on how to generate a large subgroup of the unit group; i.e. we give generators for a 
subgroup of finite index. The proofs of these results rely heavily on the congruence 
subgroup theorems of Bass-Milnor-Serre [3], Vaserstein [32], Bak-Rehman [ 1,241. To 
make use of these theorems one has to obtain, in each matrix Wedderburn component 
of the rational group algebra QG, units that give multiples of a basis of matrix units. 
For concrete classes of groups one actually can compute such bases of matrix units 
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and as a consequence compute the full unit group. This method has been applied 
successfully to compute the full unit group of the integral group ring of several classes 
of groups [9,10,13,17,18,20]. In the second part of the paper, this is the actual joint 
work of both authors, we will explain this method on another class of groups. In case 
the center of these groups is cyclic, we obtain a full description of the unit group. This 
method has also the benefit that one obtains a “concrete” description of the rational 
group algebra. 
2. Some recent results on large subgroups 
The unit group of an integral group ring ZG of a finite group G is denoted by 
%(ZG). So 
%(ZG) = {ct E ZG (cc/l = /Ia = 1, for some p E ZG}. 
Clearly all elements of the form fg, g E G, are units. They are called the trivial units. 
For a finite Abelian group A, Higman [7] showed that 
@(Zz4) = fA x F, 
where F is a free Abelian group of rank i( JA) + n2 - 2c + 1) and n2 is the number 
of cyclic subgroups of order 2, and c is the number of cyclic subgroups. However, 
generators for F (called fundamental units) are unknown. 
Bass [2] introduced units (now called Bass cyclic units) in the integral group ring 
of a finite cyclic group C that generate a subgroup of finite index in @(ZC). Bass and 
Milnor [2] then showed that these units generate a subgroup of finite index in S?(U) 
for any finite Abelian group. 
We recall the definition of the Bass cyclic units. Let G be a finite group of order 
m, a E G, n = [(a) I. The Euler cp-function is denoted by cp. For any integer i with 
1 5 i < n, (i,n) = 1, let 
where a^ = (l/n)( 1 + a + . . . + a”-‘). The collection of all such elements constitutes 
the set of Bass cyclic units. 
We now concentrate on non-commutative finite groups. From H&man’s Theorem it 
follows that if (u) is a cyclic group of order 1, 2, 3, 4 or 6, then all its units are trivial. 
Hence, since the Bass cyclic units are units in integral group rings of cyclic groups, it 
follows that for flnite groups of exponent 2, 3, 4 or 6, so far we have only constructed 
trivial units. However there are well-known groups G (for example the dihedral group 
of order 8 [lo]) such that ZG has infinitely many units. In this context there is the 
Hartley-Pickel result [6]. 
Theorem 2.1. Let G be a jinite group. Then %(ZG) contains a free group of rank 
2 if and only if G is neither a Hamiltonian 2-group nor an Abeiian group. 
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So to describe large subgroups, one needs to construct more units. One way of 
doing this is as follows. Let tx E ZG and a2 = 0. Then (1 + CC)( 1 - CX) = 1, so 1 + a 
is a unit. It is easy to construct such elements CC. Indeed, let a E G and n = Ial, 
the order of a. Then (1 + a + . . + a”-‘)( 1 - a) = 0 implies that for any b E G, 
((1 - u)b(l + a + ... +un-I))* = ((1 +a+.. . + a”-‘)b(l - a))* = 0. So, for any 
a,b E G, 
1+(1-u)b(1+u+~~~+&‘) and l+(l+a+...+u”-‘)b(l-a) 
are units. The former are called bicyclic units by Ritter and Sehgal [27]. 
For several classes of groups (such as nilpotent groups of odd order [27]) it has been 
shown that the Bass cyclic units together with the bicyclic units generate a subgroup 
of finite index. Hence, surprisingly, these easily constructed units determine a large 
part of the unit group. This work was started by Ritter and Sehgal [26-291 and for 
a survey of related results we refer the reader to [31]. Most of their results follow 
from the following recent theorem of Jespers and Lea1 [ 111. The main idea here is to 
construct units from non-central idempotents. 
Theorem 2.2. Let G be a finite group such that the rational group algebra QG does 
not have simple components of the following type: 
1. a non-commutative division algebra other than a totally definite quaternion al- 
gebra; 
2. a 2 x 2-matrix ring over the rationals; 
3. a 2 x 2-matrix ring over a quadratic imaginary extension of the rationals; 
4. a 2 x 2-matrix ring over a noncommutative division algebra. 
For every primitive central idempotent ei for which (QG)ei is not a division ring, 
let fi be a non-central idempotent in (QG)ei and nh a positive integer such that 
nh fi E ZG. Then the group generated by the Buss cyclic units and the units of the 
f orm 
1 +n$fih(l - fi) and 1 +ni(l -fi)hfi, 
h E G, is of finite index in %(ZG). 
The restriction 1 is such that the unit group of a maximal order in the respective 
division ring is finite (in general one does not know how to deal with simple compo- 
nents that are division rings). The Bass cyclic units, although not necessarily central, 
are used to obtain a subgroup of finite index in the center. The other units are used to 
generate a subgroup of finite index in each SL,( Loi), where for each primitive central 
idempotent ei of QG the simple component QGei g A&(Di), a matrix ring over a 
division ring, and 0; is a maximal order in Di. For the latter, one ultimately makes use 
of the congruence theorems [1,3,24,32]; hence the restrictions 2, 3 and 4 are needed. 
To apply the result one has now to find non-central idempotents fi. In many cases 
it turns out that one can take elements of the form gei. It is then easly shown that in 
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the theorem one may replace the units 
1 +n;fih(l -fi) and 1 +ni(l -fi)hfi, 
h E G, by 
1 +(l +g+... +gn-‘)h(l -g) and 1 +(l -g)h(l+g+...+g”-‘), 
kg E G, IZ = I(s)]. 
The following corollary [l l] provides a large class of groups for which this is 
possible. Recall that a group F is said to be fixed point free if it has an irreducible 
complex representation p such that for every 1 # f E F, p(f) does not have eigenvalue 
one. These groups are the Frobenius complements and are well known (cf. [22]). 
Corollary 2.3. Let G be a finite group such that QG satisjies conditions 2,3 and 4 
of Theorem 2.2. If G has no non-abelian homomorphic image which is fixed point 
free, then the group generated by the Bass cyclic units and the units of the form 
l+(l +g+...+g”-‘)h(l -9) and 1 +(l -g)h(l+g+...+g”-‘), 
g,h E G n = I(s is of jinite index in %!(ZG). If one, furthermore, assumes that 
QG has no non-commutative division ring as a simple component, then the converse 
is also true. 
We give some examples of classes for which the assumptions of the corollary are 
satisfied: 
1. Groups of odd order which do not have a non-abelian homomorphic image that 
is fixed point free [l 11. Examples of these are nilpotent groups of odd order. In the 
latter case, Ritter and Sehgal [27] showed that only the Bass cyclic and bicyclics are 
needed to generate a subgroup of finite index. 
2. Symmetric groups S, with n > 5: the units 1+( 1 +a)g( 1 -a) and 1+( 1 -a)g( 1 +a), 
g E S,, and a a fixed transposition generate a subgroup of finite index in the unit group 
ill]. 
3. Metacyclic groups of the type 
(a,b 1 am = 1, b” = 1, b-lab = a’), 
where s is odd, (s,m) = 1 and 
rji E i(mod m) implies ri z i(mod m), 
for each 1 < i 5 m, 1 5 j < s - 1. The Bass cyclic units together with the units 
l+(l-b)g(l+b+...+b$-‘)and l+(l+b+...+bS-‘)g(l-b),gEG,generate 
a subgroup of finite index [ 1 I]. 
4. Many metacyclic groups of the type (for details see [13]) 
(a,b / a” = 1, b2 = 1, ba = a’b), 
and satisfying the assumptions of Theorem 2.2. 
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Concerning Ss, S4 and some other metacyclic groups of the type (a, b ( a” = 1, b* = 
1, ba = a’b), in general, such as dihedral groups Dz,, of order 2n, Jespers, Lea1 and 
Parmenter [9,10,17,18,20,2 l] described the unit group of the integral group ring of any 
non-commutative group of order less than or equal to 16. It follows that Dg x C2 and 
016 are the only groups of order 16 for which the Bass cyclic units together with the 
bicyclic units generate a subgroup of finite index. Furthermore, the latter also generate 
a subgroup of finite index for Ss and S4. Note that these examples all have a simple 
component of the type A&(Q) in the Wedderburn decomposition of their respective 
group algebra, and thus these facts are not an immediate consequence of the corollary. 
However one can show (cf. [31]) that if the rational group algebra QG of a finite 
group G has only one component of the type A&(D), D a division ring with maximal 
order Co, then the first part of Corollary 2.3 remains true provided the group generated 
by the proposed generators contains a subgroup which projects onto a subgroup of 
finite index in SLz(cO). Examples for which there is more than one such component 
are dihedral groups with homomorphic image onto 012 or 024. Studying these groups 
one then obtains 
Corollary 2.4 (Jespers [9] and Sehgal [31]). The Buss cyclic and bicyclic units gen- 
erate a subgroup of $nite index in &(u>,,). 
It turns out that finite groups G which have precisely one simple Wedderburn com- 
ponent which is not a division ring, and which is furthermore of the exceptional type 
M*(Q), are closely related to having a free normal complement. 
Proposition 2.5 (Jespers [S]). Let G be a finite group. The following conditions are 
equivalent: 
1. %(ZG) has a non-cyclic free subgroup of jinite index. 
2. Every element of G has order 1,2,3,4,6,8 or 12 and QG % M*(Q) $ (Bi Di), 
where each Di is a division ring and Di is neither Q(5g) nor a quaternion algebra 
over Q(a). (58 denotes a primitive root of unity of order 8.) 
3. G is isomorphic to one of the following groups: S3, Dg, T = (a,b 1 a6 = 1, 
b* = a3, ba = a5b), the dicyclic group of order 12, or P = (a, b 1 a4 = 1, b4 = 1, 
aba-‘b-’ = a*), a group of order 16. 
Furthermore, each of the four groups mentioned has a free normal complement V(G) 
in the unit group: V(S3) is free of rank 3 and generated by the three bicyclic units 
(up to inverses), V(Dg) is free of rank 3 and generated by any three of the four 
bicyclic units (up to inverses), V(T) is free of rank 5 and V(P) is free of rank 9. 
Note that in all of the above-mentioned applications, the Bass cyclic units and the 
units ofthe type l+(l-g)h(l+g+...+g”-‘) and l+(l+g+...+g”-‘)h(l-g), 
g,h E G, n = t(s)], g enerate a large subgroup of the unit group. However, for G non- 
commutative, the latter units are all trivial precisely when G is Hamiltonian. So for 
these groups we have, so far, constructed very few units. In [12] for many such groups 
generators for a subgroup of finite index of the unit group have been constructed. 
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As explained in [Ill, the proof of Theorem 2.2 remains true for group rings over 
commutative coefficient rings that are finitely generated commutative domains of char- 
acteristic zero. However, in the statement of Theorem 2.2 one has possibly to replace 
the Bass cyclic units by some other units (such as a generalised notion of Bass cyclic 
unit in the case R = Z[{], 5 a root of unity) and add the generators of the type 
1 +nifi&(l -fi) and 1 +ni(l -fi)rhfi, 
where Y E R. For example for R = Z[&,], &, a p rimitive root of unity, one obtains a 
finite set of generators for a subgroup of finite index of Z[t]G for any finite group G 
of order n. 
Corollary 2.6 (Jespers and Lea1 [ 111). Let G be a group of order n and r,, a primitive 
root of order n. Then the group generated by the following units is of jinite index in 
WZ[LlG): 
(1 + &a + (&a)* + . . ~+(ea)i-l)m+(l -i”)&, 
1 + (1 - cg)6h( 1 + (sg) + . . . + (Eg)k-‘)) 
and 
1 + (1 + (cg) +. . . + (Eg~k-‘))wl - ql), 
where a,g,h E G, m = (p(n’), E,C? E (t,), 1 I i I d, (i,d) = 1, d = ord(ta) and 
k = ord(Eg). 
3. A class of examples 
In the remainder we shall consider indecomposable groups G such that 
where p is an odd prime and C, is the cyclic group of order p. These groups were 
studied in [ 193 where it was shown that Z(G) is of rank at most 3. In the first subsection 
we show that, up to isomorphism, there are 2 such groups of a given order with cyclic 
center. These include the groups studied by Ritter and Sehgal in [25]. The aim is to give 
a description of the full unit group in case Z(G) is cyclic, and to describe a subgroup 
of finite index in the general case; part of the description is similar to that in [25]. 
Our method of study is different in the sense that we first completely determine the 
structure of the corresponding rational group algebras and give a concrete description 
of a basis of matrix units for each simple matrix component. 
Since these groups are nilpotent it follows from the results in the second section that 
the Bass cyclic units, together with the bicyclic units, generate a subgroup of finite 
index in %(ZG). It will be shown in Section 3.4 that in the present case this result 
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follows easily from our description. The proof also makes clear the ultimate need of 
the congruence theorems. 
Throughout the remainder of this section G denotes a finite group such that G/Z(G) E 
C, x C,, where p is an odd prime and C, denotes the cyclic group of order p. Since 
such a group is the direct product of an abelian group and an indecomposable p-group 
of the same type [ 19, Theorem 1.21, we restrict our attention to the indecomposable 
case. 
3.1. A class of indecomposable p-groups 
In this subsection we describe those indecomposable p-groups which have cyclic 
center. This will enable us in Section 3.3 to give a full description of the rational 
group algebra QG, in the general case. We begin with mentioning some basic facts. 
First of all, it is clear that G contains elements x, Y such that 
G = (x, Y, Z(G) I xp E Z(G), YP E Z(G)). 
It was shown in [19, Lemma 1.41 that the commutator subgroup G’ is of order p. 
Assume for the remainder of this subsection that Z(G) = (t 1 tJ’” = l), i.e. the center 
is cyclic of order p”. 
Lemma 3.1. There exist x, y E G such that 
G = (x, y, t I x p = t’, yp = tS, yx = t’xy), 
where 0 < r,s 5 p - 1, and o(t’) = p. Moreover, either r = s = 0 or r = 1, s = 0. 
Proof. Set xp = P, y* = P, yx = t’xy. As ]G’] = p, it is clear that o(6) = p. Write 
Si = pqi + ri, 0 5 ri 5 p - 1, i = 1,2. Then 
(tP”-‘-4’ x)P = tP”-“lxP = t-PqltPql+rl = fl. 
So replacing x by tp”-‘-qIx, and similarly y by tp”-‘-qzy, we may assume that xp = 
t’, yp = P, with 0 5 r, s < p - 1. 
Let c = t’, then 
(xy)P&L'~(xPyP) 
=cP(P-1Y2 P XY P 
=.pyp. 
Since the groups are symmetric in x and y, to prove the lemma, let us assume that 
r # 0. Then replacing t by tl = t’, also a generator of Z(G), we obtain 
(xy)P = t, tt’ 
for some si 2 0. So replacing y by xy we get that yP = $I+‘. Repeating this argument, 
possibly several times, we may assume that yp = tSl, where pls, . Hence, by an 
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argument as in the first part of the proof we may also assume yP = 1. The result 
follows. 0 
Proposition 3.2. Let G be a jnite indecomposable group such that G/Z(G) 2 C, x C, 
and Z(G) is cyclic. Then G is isomorphic to one of the following groups: 
G1 = (x, y, t j x* = yp = tP” = l), 
G2 = (x, y, t j xp = t, yp = tP” = I), 
where we are assuming that t is central and the commutator [x, y] = tp”-‘. Also, G1 
and G2 are non-isomorphic. 
Proof. Note that because of Lemma 3.1 it is enough to show that we can choose x 
and y such that [x, y] = tJ’“-’ _ 
First note that the commutator must be of the form [x, y] = tPn-“, where (i, p) = 1. 
So let a, p E Z be such that ap” + pi = 1. Since G’ C Z(G), it follows that 
[x’, #] = [x, y]‘B = (tp”-‘i)iB = (ti)p”-‘, 
So replacing x by xi, y by yfl and t by t’, it follows that G is isomorphic with either 
Gt or Gz. 
To show that Gt is not isomorphic with G2 we count elements of order p. Let 
z E Z. In G2 we get 
(t’x)P = (t’xy)P = trp+l # 1, 
(t”)P = (t’y)P = t=p. 
It follows that there are 2p - 1 elements of order p in G2. On the other hand Gt has 
4p - 1 elements of order p. So G1 y G2. q 
In [25] Ritter and Sehgal studied the unit group of the group H = (a, b 1 aP”-’ = 
bP = 1, b-lab = aP”-2+1 ). If one sets t = aJ’ it is clear that t is central, and thus H 
is of type G2. 
3.2. Rational group algebras 
In this subsection we give a description of the structure of QG. The following 
notation will be used. For a subgroup H of G we denote 
So, for g E G, i = G). Let c be a generator of G’. As in [5, Lemma 1.11 it is easy 
to see that 
QG=QGz@QG(l-2) 
” Q(G/G’) @ A(G : G’), 
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where A(G : G’) = QG( 1 - ?) is the kernel of the augmentation mapping QG --) 
Q(G/G’), and Q(G/G’) is the sum of all commutative simple Wedderbum components 
of QG. 
Lemma 3.3. If Z(G) is cyclic, then A( G : G’) is a simple ring with center Z(A(G : 
G’)) ” Q(t), where 5 is a primitive root of unity of order p”. 
Proof. Since A(G : G’) is a direct sum of simple components, it is sufficient to show 
that Z(A(G : G’)) is a field. By [ 19, Lemma 2.21 
Z(A(G : G’)) = Z(QG)(l - 2) = Q(Z(G))(l - ?), 
and since Z(G) is cyclic, Lemma 2.1 in [ 191 shows that 1 - 2 is a primitive central 
idempotent of Q(Z(G)) and that Z(A(G : G’)) % Q(r), c a primitive root of unity of 
degree p”-‘( p - 1). The result follows. 0 
Proposition 3.4. Assume Z(G) is cyclic. Then A(G : G’) has a basis of matrix units 
over its center given by 
..h 
eij = XJ-'(cjy)(l -2), 
where 0 5 i, j < p - 1 , x and y are chosen as in Proposition 3.2 and c = [x, y]. 
Proof. Since [A(G : G’) : Q] = ]GI - [G/G’1 = P”+~ - pnf’ = p2p”-‘(p - l), it 
follows from Lemma 3.3 that the dimension of A(G : G’) over its center is p2. Hence, 
it suffices to show that 
for 0 5 i,j,k,l I p- 1. 
Note first that yx” = c”x”y, for every c( E Z. So, for all a, b E Z, 
E;j;Xb=;(l+C.y+.. . + (c”y)qxb 
= +(Xb + ca+bXby + . . . + ,a(p-l)+b(p-l),byp-‘) 
Let a, b and v be integers such that-(p-l)Ib-(a+v)<(p-l).Then 
cSy&(l -2) = 
i 
-ii- c Y(1 - o 
2) ifv+a=b, 
if v + a # b. 
Indeed, 
= +-(;;;)+b,l + c“+Vy + C2(n+v)y2 + . . . + ,(P-~)(~+~)~PP~I(~ -2). 
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If b = a + v, then 
On the other hand, if b # a + v, then the restriction on b - (a + v) yields that 
&%)+b =z 
Since also E( 1 - Z) = 0, the claim follows. 
Finally it is easy to verify that 
eijekl = X j--i+l-kCj~kyC~y( 1 _ 2). 
So setting b = 1, a = j and v = I - k, the desired result follows from the claim. 0 
From the above proposition it is clear that A(G : G’) 2 M,(Q(<)), where 5 is a 
primitive root of unity of order p”. Applying Perlis and Walker’s Theorem [23] to 
Q(G/G’) we obtain the complete structure of Q(G). 
CoroIIary 3.5. Let G be as in Proposition 3.4. Then 
n+l 
QG ” @aiQ(Ti) @ Mp(Q(O), 
i=O 
where <i is a primitive root of unity of order pi, ai is the number of cyclic factors 
of GIG’ of order pi, and 5 is a primitive root of unity of order p”. 
3.3. Units of integral group rings 
In this subsection we compute units of ZG, where G has cyclic center. First we 
give a representation of the elements of G in A(G : G’) and then we give a concrete 
embedding of Az(G : G’) into this matrix ring, dealing separately with Gi and Gz. 
Proposition 3.6. With notations and assumptions as in Proposition 3.4, for every 
0 I: k, 1 < p - 1, the following holds: 
xky’(l - 2) = C c-‘jeij + tScG) C c-ljeij, 
ll<,<,<p--I 0<,<r<p-l ,--‘=k ,--‘=k--p 
where 6(G) = 0 if G 2 G1, and 6(G) = 1 if G g G2. 
Proof. Although the proof is straightforward we will exhibit the computations. 
c c-lieij + tKG) c c-lje,i 
oj,<,<,-1 ll<,<<<p-l 
,-,=k ,--l=k-p 
= 0&4c 
-lj+(&)(l _ z) + t”(G) c c-ljXj-i(z)(l _ 2:). 
tK,ti<p--l 
,--l=k ,--i=k-p 
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If j - i = k - p, then xjdi = ant-“. Hence 
243 
c c -l.ieij + t”(G) c c-b,ij 
DS,<,Cp-l O~,‘r~p--l 
j-4 I--‘k--p 
=X 
k ( c c-‘j(G) + c c-“(ZQ (1 - 2) O~,~,Cp-1 O<,<z<p-I ,-id ,--l&--p 
=x k ~~,-K~+Oc~y (1 _ 2). 
Now Cizo c ‘-’ -‘(kti)cmy( 1 - ?) is in Q(y). The term containing ym, 0 5 m 5 p - 1, 
is 
P--l 
,g c-l(k+i) $(c*i’ y)“(l - 2) 
= gjc- l(k+i)+(k+i)myyl _ 2) 
= $l+m)kyyl _ 2) ‘2 &Z+m)i 
P i=O 
{ 
0 ifl#m 
= 
~“(1 -E) if1 =m. 
The result follows. 0 
For a given p x p matrix A = (au), 0 5 i, j 5 p- 1, let AD denote the matrix obtained 
from A by putting in the kth row (0 5 k 5 p - 1) of AD, the kth pseudodiagonal of 
A, i.e. 
I 
aa,0 al,1 . . . ap-2,p-2 ap-l,p-l 
up--l,0 ao,l . - - ap-3,p-2 ap-2,p-1 
AD = up-2,0 up--l,1 . . . 1 ap-4,p-2 ap-3,p-1 . 
I! ! . . . : al,0 a2,1 - . ap-l,p-2 aO,p--l 1 
Proposition 3.7. Let 5 be a primitive p”th root of unity and let V E MP(Z[{]) be 
the matrix whose i, j entry is WV, where w = (PEP’. Then the mapping 
9 c Pk,lXkYf(l -2:) = (h,j>, 
O<k,Z< p 
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where 
_( 
p-1 
cli,j = 
~O~i.K” ifO<i<j<qp-1 
P--l 
ZIj-i+p,Iw-‘j ifO<j<i<p-1 
and Pi,j is obtained from pi,j E Z(t) by replacing t by 4, is a ring isomorphism. 
Proof. Let u = Coltl < p &xk y’( 1 -z), where each Bk,[ E Z(t). So by Proposition 3.6, 
a = ,,~~,~k,l c C-‘jeij + o<,~p_,C-'jeij . 
-1 
o<lQ<p--I 
/--‘=k ;-;=k_p 
Thus 
Cl= c C flj_i,[C-'j eij 
O<i<j<p-1 OIl<p-1 ) 
+ c 
( 
C /?j_i+p,,C-‘j eij. 
O<j<iip-1 O<[<p-1 ) 
Because of Proposition 3.4, the cij’s form a matrix basis for M,(Q(~)). Hence we have 
a ring monomorphism (as defined in the statement of the proposition) 
$ : ZG( 1 - 2) + Mp(Z[<]). 
To prove the result we now have to compute the image of II/. For this let (ai,j) E 
M,(Z[t]), then (CCi,j) E IC/(ZG(l -2)) if and only if there exist pk,[ E Z(t), 0 5 k,Z 5 
p - 1 with 
or equivalently 
p-1 
c pi_blw-‘j =ai,j ifOsi<jIp-1, 
I=0 
P-l 
2 Bj--i+p,lO -lj = ai,j if0 < j < i 5 p- 1. 
Let W = (c&j). Then the equations read 
(P,,i) W = (d,j), 
where di,j = Uj-i,j if i 5 j, otherwise d,j = aj_i+p,j. AS W is invertible and W-’ = 
(l/p)V, it follows that (Ui,j) is in the image of II/ if and only if there exist Pi,j E Z(t) 
with 
(Bi,i) = $(d,jIV 
E. Jespers, C. P. Miliesl Journal of Pure and Applied Algebra 107 (1996) 233-2.51 
or equivalently (di,j)Y E M,(pZ[t]). This means, for all 0 < k,i < p - 1, 
P-l i-l 
C o"j-ij ) okj + CCtj-i+pj kj E pZ[t] 
The r:ult follows. j=‘, ’ co ’ 
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Let us now consider the case of G2. We obtain exactly the same result as Ritter and 
Sehgal in [25]. 
Proposition 3.8. Let 
4 : ZG2(1 -2:) -+ {A E ~,V[tfl) I @‘jDV E ~p(~Z[tl)} 
be the mapping given by 
d’ c bk,lxkY’(l - z) = (ai,j), 
O<k,l<p 
where 
i 
P-1 
cIi,j = 
pal’ $O<i<j<p-1, 
P-l 
c ti&ydj lj-Olj<i<p-1, 
l=O 
5, pi,j, V are as in Proposition 3.7, and A’ is obtained from A by dividing all entries 
below the main diagonal by 5. Then I$ is a ring isomorphism. 
Proof. Let CI = C OSk,llp_l bk,lXky’(l - 3, where each &l E Z(t). So by Proposi- 
tion 3.6, 
a = c pk,l o<,<~p_,Cp!ieij + o<j~p_,tC-liey . 
O<k,Kp-1 
(--- ,--‘=k ;-,z_ p 
Thus 
c(= c ( C fij_i,lC-'j eij O<i<j<p-1 O<llp-1 ) 
+ c t C Bj__i+p,,C-'j eij. 
Olj<i<p-1 ogsp-I 
) 
Hence we have obtained a ring monomorphism 
4 : ZG2(1 - 2:) + M,(Z[51), 
as defined in the statement of the proposition. 
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To prove the result, we have to compute, once more, the image of 4. For this let 
(Q) E Mp(Z[r]), then (CQ) E c$(Z[G~]( 1 -z)) if and only if there exist /3k,[ E Z(t), 
0 5 k, I 5 p - 1 with 
4 C Pk,Pk.Y’(l - 3 
O<k,l<p-1 
or equivalently 
P---l_ 
2 Pj-W -lj = ai,j 
P---l 
2 Pj-i+p,lW-‘j = %,j 
The rest of the proof now 
3.7. 0 
ifO<i<j<p-1, 
ifOLj<i<p-1. 
follows as in the last part of the proof of Proposition 
In order to give a 
commutative diagram: 
description of the full unit group, we consider the following 
ZG - ZG/pZGz ” ZG(l -E) 
1 1 02 
ZG/ZG( 1 - c) 2 Z-6 -% Z,G 
with all maps natural, and G = G/G’. Since ZG( 1 - c) n pZG2 = { 0) and 
ZG 
,.“ZpG, 
ZG( 1 - c) + pZGc 
this diagram defines a fiber product in the sense that 
ZG 2 {(~,/3) 1 E E ZG, /j’ E ZG(l -2),0,(~1) = 02(/3)}, 
which also induces a fiber product of the respective unit groups. Hence we obtain the 
following description of the integral group rings and their unit groups. 
Theorem 3.9. With notations as in Proposition 3.7 
1. 
2. 
ZG g (6~0 I ct E ZG, A E Mp(Z[tl), ADV E M,(pZ[Sl), 
&(a) = ‘32($-‘(A)), $-‘(A) = (ll~)C(A~W?j(l -z:>}. 
WZG) ” {@,A) ICI E WZC,), A E W~p(Z[tl)), 
ADV E M,(pZESI), &(~I = fJ2W’W)). 
Proof. The first part is clear from the fiber product and Proposition 3.7. For the second 
part we remark that if A E ??L(Mp(Z[t]) Al R, where 
R = {A E MpWtl) I ADV E ~,(pZKl)), 
then A E %!(R) (cf. [30, 11.2.91). 0 
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Theorem 3.10. With notations as in Proposition 3.8, 
1. ZG2 ” {(a,4 I LY E ZG, A E M,(Z[tl), GODJ E M,(pZ[tl), 
b(ol> = ~2($-%4)), 4-‘(A) = (UP) C(WDO’v’(l - ;I}. 
2. %(ZGz) ” {(a,4 I ct E 4%45G2), A E WM,(Z[51)), 
(A’IDv E ~,(pZ[tl), ‘A(~> =~2W1W)}. 
The fiber product description of the unit group is somehow unsatisfactory; therefore 
we will now describe a subgroup of finite index of the unit group which turns out to 
be a direct product of two groups. 
For this we denote by s = a([ 1 + ZG( 1 - c)]( 1 - 2)) the group 
%(ZG(l -?))n[(l +ZG(l -c))(l -E)]. 
Clearly, q C %(ZG( 1 -E)) and (I&(%&) = { 1). Furthermore, since 0;’ = (1 + ZG( 1 - 
c))( 1 - 2) it follows that q(ZG( 1 - 2))/4!& is isomorphic to a subgroup of q(Z,G), 
which is a finite group. Hence %?$ is a subgroup of finite index in %!(ZG( 1 - 2)). 
Similarly 4!!( 1 + pZG) is a subgroup of finite index in @(Z??) and 
elyqi + PZG)) = (11. 
One should notice that, under the isomorphisms stated in Propositions 3.7 and 3.8, the 
elements of (1 + ZG( 1 - c))( 1 - 2) correspond to matrices of the form 1 + (1 - o)A, 
where A is such that (AD)V (respectively (A’)DV) belongs to M,(pZ[<]). So we have 
shown 
Corollary 3.11. 1. %(ZG,) has a subgroup of jinite index isomorphic with the direct 
product 
%(I + pZG) x { 1 + (1 - o)A E @(M,(Z[51)) I ADV E M,(PZ[SI)}. 
2. @(ZGl) has a subgroup of jinite index isomorphic with the direct product 
W + PZ~) x { 1 + (1 - o)A E W$(Z[51)) I (A’>+’ E ~,W%l)}. 
We now give another subgroup of finite index which is somehow easier to describe; 
the non-commutative direct factor being the same for all groups G. 
Corollary 3.12. @(ZG) has a subgroup of finite index isomorphic with the direct 
product 
%(l + pZ@ x (1 + ~(1 - o)A I 1 + ~(1 - w)A E ~!(~pGWl))) 
Proof. Let d = { 1 + p( 1 - w)A I 1 + p(1 - w)A E %(M,(Z[t]))}, and set 
R1 = ZZ + p( 1 - u)M,(Z[~]) , R2 = W + (1 - o)M,(Z[~]). Clearly RI is a subring of 
R2, with pR2 C RI, and R1 is of finite index in R2 as additive groups. So it follows from 
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[30, 11.2.91 that [a(&) : @(RI)] < CO. Since @(RI) = { 1, -l}&’ the result 
follows. 0 
Note that if u = 1 + a( 1 - c), a E ZG, then 
UC = 1 + (ca - 1 )( 1 - c). 
So replacing u by cu one changes the augmentation E(U) by one unit and we may thus 
assume that E(M) = 0. Since s E %( 1 + ZG( 1 - c)), it follows that 
where 
“y^, = (1 + cl(l - c) 1 CI E ZG, E(M) = 0} n %(ZG). 
Since $$ and @( 1 + pZ??) are torsion-free groups (cf. [4] and [30, 11.1.31) it follows 
that we have obtained a description of a torsion-free subgroup of finite index in S!(ZG), 
namely %( 1 + pZ-6) x Vc. 
3.4. The general case 
In this subsection G is an arbitrary indecomposable group such that G/Z(G) 2 
C, x C,. The structure of the rational group algebra of G can be obtained using the 
methods applied in [ 151 to obtain the structure of alternative loop algebras. For the 
sake of completeness we will include all the proofs. 
Lemma 3.13. The number of primitive central idempotents in A(G : G’) is equal 
to the number of subgroups H in Z(G) such that Z(G)/H is cyclic and c 6 H . 
Furthermore, all primitive central idempotents are of the form g(l - 2). 
Proof. Since Z(G) is a finite abelian p-group, the number of simple components in 
QZ( G) is equal to the number of cyclic factors of Z(G) (see for example [ 14, Lemma 
3.11). Actually, if e is a primitive idempotent in QZ(G), then the cyclic quotient 
corre!ponding to it is of the form Z(G)/H where H = {x E Z(G) 1 xe = e} and 
e = H( 1 - 2). It is then also clear that QZ(G)e C: A(G : G’) if and only if c 6 H. As 
Z(A(G : G’)) = Z(QG)(l -2) (see [19, Lemma 2.2]), the result follows. 0 
Note that if H is a subgroup of Z(G) as in the lemma, then G/H is a group of the 
same type as G but with cyclic center. 
Theorem 3.14. 
QG e Q( G/G’) CB A( G : G’) 
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and 
1. Q(G/G’) g @,d, IGI adQ(&), where ad is equal to the number of cyclic factors 
of GIG’ of order d, and & is a primitive d-th root of unity, 
2. A(G : G’) = $ QGii( 1 --) c , w h ere the sum runs over all subgroups H of Z(G) 
such that .Z(G)/H is cyclic and c @ H, and each QGfi(l - 2) ” Mp(Q(~~)), where 
C& is a primitive root of unity of order IZ(G)/HI. 
Proof. The first part of the proof follows from Perlis and Walker’s [23] result ap- 
plied to the group G/G’; and the second part follows from Lemmas 3.13 and 3.3 and 
Proposition 3.4. 0 
Using this theorem and the matrix basis constructed in Proposition 3.4 one is now 
able, in principle, to compute the full unit group as in the cyclic case, using fiber 
products. For simplicity, we concentrate on a description of a subgroup of finite index. 
Theorem 3.15. Let m be the number of primitive central idempotents in 
A(G : G’). Then @(ZG) has a subgroup of fkite index which is isomorphic to the 
direct product of 
@( 1+ pZG) 
with 
G { 1 + IHlp(l - rj$+)A I 1 + IHlp(l - t$+M E @(M,(Whl)}, 
where the product runs over all subgroups H of Z(G) such that Z(G)/H is cyclic 
with c # H, and & is a primitive root of unity of order IZ(G)/HI = pnx. 
Proof. This follows at once from Theorem 3.14 and Corollary 3.12, because the ele- 
ments l+]H]p(l--tgH-’ )A correspond with the elements of the form 1 + IHI( 1 -c)gicr 
in ZG, c1 E ZG, and because the subgroup 
{l+ ]Hlp(l -<r-l >A I 1+ IHlp(l - c)(l - &$+)A E @I(Mp(ZM)) 
is of finite index in 
{1+ p(l - ,$-’ )‘4 I 1 + p(1 - c)(l - g+)A E @(lqqSHI)}. 0 
We now easily obtain the following corollary which is a special case of the gen- 
eral results mentioned in Section 2. The proof however indicates all the necessary 
ingredients needed for the general case. 
Corollary 3.16. The Bass cyclic units and the bicyclic units generate a subgroup of 
finite index in @(ZG). 
Proof. Because of Lemma 3.2 in [27] it is sufficient to show that for every primitive 
central idempotent e = H( 1-Z) E A(G : G’), the subgroup B generated by the bicyclic 
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units in ZG contains a subgroup B, C ZGe + (1 - e) such that B,e is of finite index 
in the special linear group SL,,(Z[&]), where QGe 2 Mp(Z[&]). 
Let 
Bd=(l+(cjy- l)t&$-‘(1 +cjy+.~.+(~jy)‘(~‘~)-’ IO 5 i,j 5 p- 1, k E Z), 
where tH is a preimage of the generator of Z(G/H). Clearly, Bi C B. Put 
B, = (1 + plGj]glfi(c - l)(cjy - l)t$-i~ 1 0 5 i,j 5 p - 1, k E Z). 
As &(cj) = 0 and the elements of HU{c} are central, it follows that B, is a subgroup 
of BA, and thus of B. 
As in Theorem 3.14 and using Proposition 3.6, we obtain that B,e is isomorphic 
with 
(1 + PIGIWC~H - l)(wi C co;‘elr - 1)(&l 1 0 1. i, j 2 p - 1, k E Z), 
O<I<p-I 
and thus 
B,e 2 (1 + p]G]]fil(~H - l)(ggi - l)&$eij I 0 5 i,j < p - 1, k E Z), 
where WH = (r-l. 
Clearly this group contains all elementary matrices 
1 + neij, 
where n is in the ideal N = 
( 
&i+j(c$, - l)(o j-i - l)plGI]fi]) Z[t;]. Since p > 2, 
Lemma 2.2.(l) in [27] yields that B,e is of finite index in S&(Z[<]). 0 
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