Abstract. Non-Newtonian fluid motions are often modeled by a power-law ansatz. In the present paper, we consider shear thinning singular power-law models which feature an unbounded viscosity in the limit of zero shear rate, and we study the finite element (FE) discretization of the equations of motion. In the case under consideration, numerical instabilities usually arise when the FE equations are solved via Newton's method. In this paper, we propose a numerical method that enables the stable approximation of singular powerlaw systems and that is based on a simple regularization of the power-law model. Our proposed method generates a sequence of discrete functions that is computable in practice via Newton's method and that converges to the exact solution of the power-law system for diminishing mesh size. First, for the regularized model we discuss Newton's method and we show its stability in the sense that we derive an upper bound for the condition number of the Newton matrix. Then, we prove a priori error estimates that quantify the convergence of the proposed method. Finally, we illustrate numerically that our regularized approximation method surpasses the nonregularized one regarding accuracy and numerical efficiency.
Introduction
We study the steady flow of an incompressible homogeneous fluid in a bounded domain Ω ⊂ R d , d ∈ {2, 3}, governed by the following system of PDEs:
Here, v = (v 1 , . . . , v d ) is the velocity, π denotes the kinematic pressure, and f describes an external body force. The symbol Dv stands for the symmetric part of the velocity gradient ∇v, i.e., Dv := 1 2 ∇v + ∇v T . Note that we neglect inertial forces in (1.1) 1 and, hence, we avoid mathematical difficulties related to the convective term. In this paper we consider the extra stress tensors S(Dv) := μ(|Dv| 2 )Dv (1.2) in which, for p > 1, ε ≥ 0, the generalized kinematic viscosity μ is given by μ(|Dv| 2 ) := μ 0 ε 2 + |Dv| 3) is frequently used in engineering, blood rheology, and geology (see, e.g., [6, 21, 12] ). Concerning models of type (1.3), extensive discussions can also be found in [19, 20] . Most real fluids modeled by (1.3) exhibit shear thinning behavior that corresponds to exponents p < 2. This paper is restricted to the shear thinning case.
We assume that the boundary ∂Ω of the domain Ω is Lipschitz. Then, we complement system (1.1) with homogeneous Dirichlet boundary conditions
Since Dirichlet boundary conditions are prescribed on the whole boundary, we fix the absolute value of the pressure by postulating the additional constraint 1 |Ω| Ω π dx = 0. (1.5) This paper is dedicated to the finite element (FE) approximation of (1.1)-(1.5) in the case p < 2. Optimal a priori error estimates quantifying the convergence of the finite element method (FEM) have recently been derived (see [15, 4] ). They include the singular case ε = 0. However, numerical methods solving the FE systems generally suffer from instabilities as soon as ε 0. The nonlinear discrete equations are frequently solved by means of Newton's method (cf. [10] ). It can be seen easily that, in the singular case, the nonlinear operator associated with S(Dv) is not differentiable on the critical set {x ∈ Ω; ∇v(x) = 0}. (Note that this set is not empty for typical solutions to (1.1)-(1.5).) Since Newton's method requires the existence of first derivatives, for ε = 0 the FE solution cannot be determined via Newton's method in general. This paper aims at developing a numerical method which enables the stable approximation of singular power-law systems.
First, in the context of models (1.3) we discuss Newton's method and its stability. For the Carreau model (ε > 0) the associated operator is differentiable and Newton's method is stable in the sense that the matrix resulting from linearization of the viscous part remains positive definite for ε > 0. In particular, we prove the upper bound c(p − 1) −1 ε p−2 h −2 for the condition number of this matrix. Then we propose an approximation scheme for singular power-law systems that generates a sequence of discrete functions which is computable in practice via Newton's method and which converges to the exact solution of the power-law system. To this end we show that the solutions (v ε , π ε ) to the Carreau systems, whose dependence on ε > 0 is highlighted by the additional superscript, approximate the solution (v, π) to the power-law system for diminishing ε 0. In particular, we establish an
. As a result we obtain an approximation method for power-law systems whose convergence is quantified by the a priori error estimates
Here, v h denotes the FE solution for the singular power-law model (ε = 0), and v ε h represents the FE solution for the Carreau model (ε > 0). Note that, in general, v h cannot be determined by means of Newton's method. In contrast, v ε h is computable via Newton's method. Concerning the discretization errors (v, π)−(v h , π h ), optimal a priori error estimates are well known for particular finite elements; see [4, 15] . We couple the regularization parameter ε with the mesh size h so that the error caused by the regularization is of at least the same order as the discretization error. Finally, we demonstrate numerically that the proposed regularized approximation method surpasses the nonregularized one regarding accuracy and numerical efficiency. The paper is organized as follows: In Section 2, we recall basic properties of the extra stress tensor, and we introduce the weak formulation of (1.1)-(1.5) and its discretization. Section 3 deals with Newton's method and its numerical stability. In Section 4, we present our numerical method which enables the stable approximation of singular power-law systems. Finally, in Section 5 we illustrate the theoretical results by numerical experiments.
Preliminaries
We introduce the weak formulation of (1.1)-(1.5) and its discretization. To begin with, we clarify our notation and we state important properties of the stress tensor.
Notation. The set of all positive real numbers is denoted by R + . Let R
The Euclidean scalar product of two vectors p, q ∈ R d is denoted by p · q, the scalar product of P , Q ∈ R d×d is defined by P :
1/2 . Often we use c as a generic constant whose value may change from line to line but does not depend on important variables. We write a ∼ b if there exist constants c, C > 0 independent of all relevant quantities such that cb ≤ a ≤ Cb. Similarly, the notation a b stands for a ≤ Cb.
If 
, where the constants c 1 , c 2 > 0 only depend on ν and Ω. Let X, Y be Banach spaces. If a mapping J : X → Y is Gâteaux differentiable in x ∈ X, then J (x)(h) is referred to as the Gâteaux-derivative of J at x evaluated in direction h ∈ X:
Similarly, if a(x)(y) is a semi-linear form, then a (x)(h, y) denotes its directional derivative. 
Extra stress tensor.
The additional subscript ε highlights the dependence on ε which will be of relevance below. For p and ε as in (2.1), we introduce the function
The extra stress tensor S ε is closely related to the function F ε as depicted by Lemma 2.1. Although we will only deal with the shear thinning case later on, we formulate all results as general as possible.
let the extra stress tensor S ε be given by (2.1) and let F ε be defined by (2.2) . Then, for all P , Q ∈ R d×d sym there holds
All constants only depend on p. In particular, they are independent of ε ≥ 0.
Proof. The lemma is proven in Diening/Ettwein [11] .
2 . The distance suggested by the right-hand (or left-hand) side is referred to as the natural distance (cf. Belenki et al. [4] ). It is well known that the natural distance is equivalent to the quasi-norm introduced by Barrett and Liu [2] .
The next lemma indicates how the natural distance relates to the Sobolev-norm: Lemma 2.3. For p ∈ (1, 2] and ε ∈ [0, ∞) let the extra stress tensor S ε be given by (2.1) and let F ε be defined by (2.2) . For all v, w ∈ W 1,p (Ω) there holds
where the constant c only depends on p.
Proof. It holds that |F
∼ |Dv − Dw| a.e. in Ω due to Lemma 2.1. Raising this to the power p, integrating the result over Ω, and applying Hölder's inequality with 
Proof. It holds that |S
p−2 |Dv − Dw| a.e. in Ω due to Lemma 2.1. Raising this to the power p and integrating the result over Ω, in view of p ≥ 2 we easily derive the desired estimate.
Below we always assume that the extra stress tensor S ε is given by (2.1).
Weak formulation. The natural spaces for the velocity and pressure are given by
As usual, p := p/(p − 1). Then the weak formulation of system (1.1)-(1.5) reads:
We can reformulate Problem (P ε ) by using divergence-free trial functions in (2.5):
It is well known that the two formulations are equivalent and that they are wellposed. Using the theory of monotone operators, we can easily conclude that there exists a unique solution v ε ∈ V p to Problem (Q ε ); cf. [4] . Since S ε is derived from the potential Φ ε , we can introduce a functional J ε : X p → R associated with Φ ε :
It is easy to check that the functional J ε is Gâteaux differentiable on X p and that its derivative is given by
Because V p is a closed convex subset of X p , it follows that there exists a unique solution to the minimization problem:
, is the unique v ε solving (P ε ). In order to prove the existence of a unique pressure π ε ∈ Q p , we recall that the pairing X p × Q p satisfies the "inf-sup" (or Babuška-Brezzi) condition. In fact, the following result is well known (see [1] ): For any ν ∈ (1, ∞) there exists a positive constant β(ν) such that (2.10) inf
. This implies the existence of a unique solution (v ε , π ε ) to (P ε ). In particular, the mixed weak formulation (P ε ) is equivalent to (Q ε ) ≡ (M ε ).
Lemma 2.5. There exists a unique solution
where c 1 > 0 only depends on Ω, p and c 2 = 1 if p < 2 and c 2 = 0 otherwise. Proof. We prove the a priori estimate (2.11) which will play a crucial role in the subsequent analysis. We restrict ourselves to the proof of (2.11) for p < 2 since we can derive (2.11) for p ≥ 2 using exactly the same arguments. Setting w := v ε in (2.7), applying Lemma 2.1 and Lemma 2.3, for p < 2 we conclude that
. As a result, we arrive at (2.11).
Finite element discretization. For ease of exposition we assume that Ω is a polygonal/polyhedral domain. Following the literature such as [8, 9] , we introduce a shape-regular decomposition T h of Ω into d-dimensional simplices (or quadrilaterals/hexahedra) so that Ω = K∈T h K. As usual, the symbol h K stands for the diameter of an element K ∈ T h ; The mesh parameter h represents the maximum diameter of the cells, i.e., h :
and Q p h be two appropriate finite element spaces defined on T h that satisfy
Note that the inclusions
In order to ensure the well-posedness of (P ε h ), we require a discrete version of (2.10): (IS): For any ν ∈ (1, ∞) there exists a constantβ(ν) independent of h so that
If (IS) holds, then the well-posedness of Problem (P ε h ) can easily be verified: may become unbounded in L p (Ω) as h 0 or it may exhibit oscillations which do not reflect the physical objectivity. In this case, we need to stabilize the Galerkin discretization (P ε h ). Stabilization methods, that are frequently used, are the local projection stabilization (LPS) and the pressure-stabilization Petrov-Galerkin (PSPG) method (see [7] ); e.g., LPS is particularly designed for equal-order discretizations. In this case, both the velocity and pressure are discretized with finite elements based on piecewise polynomials of the same degree. It is known that such discretizations are not stable. In the case of LPS, one adds an appropriate stabilization term s h (π h , q h ) to (2.14), which controls the fluctuations of the pressure-gradient.
In order to ensure approximation properties, one clearly needs to specify the choice of the discrete spaces. Since approximation properties are not important for the purpose of the forthcoming section, we will discuss particular choices of the discrete spaces later on.
Stability of Newton's method
In this section we discuss Newton's method and its stability in the context of power-law/Carreau models. In particular, we derive an upper bound for the condition number of the matrix resulting from linearization of the viscous part.
Solution of the discrete problems. We deal with the numerical solution of the algebraic systems. Due to its nonlinear nature, the discrete system (2.13)-(2.14) needs to be linearized. Here, we apply Newton's method for linearization. In order to describe the algorithm, we define a semi-linear form a ε (·)(·) associated with S ε :
Formally, we can compute the Gâteaux-derivative of a ε in the direction ξ ∈ X p :
In order to determine a solution
h , we carry out Newton's algorithm with step-size control:
where the directional derivative is given by
and denote it by l * , where the nonlinear residual R(·) is defined by
Here, {ψ i } and {χ j } is the nodal basis of X Stability of Newton's method. First of all, we discuss the algebraic structure of Newton's algorithm. For simplicity, we assume that Problem (P ε ) is discretized with inf-sup stable finite elements. In this case, the Galerkin discretization (3. 
Newton's system (3.3) is equivalent to the linear system of equations
for the unknowns α k ∈ R N and β k ∈ R M , where
The following theorem provides an upper bound for the condition number of A k . 
Here, λ max (A k ) and λ min (A k ) denote the largest and smallest eigenvalue of A k . The constant c only depends on Ω and the shape-regularity of the grid T h .
Proof. Clearly, the matrix A k defined in (3.6) is symmetric. Let w h ∈ X p h be an arbitrary finite element function with corresponding nodal vector ζ = (ζ i )
Then, the following identity holds true:
In view of (3.1), we observe that
Due to p < 2 we can estimate this quantity as follows:
Using the Korn-Poincaré inequality, for some c = c(Ω) > 0 we arrive at
Hence, the matrix A k is positive definite. Let M be the mass matrix associated with X p h , i.e., let M ∈ R N ×N be defined by
The smallest eigenvalue λ min (A k ) is bounded from below by
Using (3.9) and applying the Korn-Poincaré inequality, we conclude that
for some c = c(Ω) > 0. Similarly, we get an upper bound for the largest eigenvalue:
In view of p < 2, it easily follows from (3.8) that
Furthermore, the inverse estimate for FE functions (see [9] , Theorem 3.2.6),
holds true in the case of quasi-uniform meshes. The constant C > 0 only depends on the shape-regularity of T h . Thus, the largest eigenvalue of A k can be estimated by
To sum up, we have proven that
Using (3.10), we easily complete the proof. that, indeed, the condition number of A k can behave as the expression on the righthand side of (3.7). This means that, for diminishing > 0 and p > 1, the condition number of A k increases. Since A k is regular for all k ∈ N, one can eliminate the variable α k in the system of equations (3.5) so that β k , α k can be determined from
The matrix B T (A k ) −1 B is referred to as the "Schur complement". For its computation, one needs to determine the inverse matrix of A k . According to (3.7), the condition number of A k can be large for 0 < ε 1 and p < 2. Hence, one has to construct appropriate preconditioning methods in order to solve (3.11) numerically. ). We discretized the p-Laplace problem with piecewise linear finite elements. On a fixed grid with 128 elements, the discrete problems were solved by means of Newton's method for diminishing values of ε. In doing so, we determined the condition number cond 2 (A) of the Newton matrix A = A k * , where k * denotes the iteration-index for which the Newton residual is sufficiently small. In Table 1 we depict the condition numbers cond 2 (A) with respect to ε for two values of p. We observe that, indeed, cond 2 (A) behaves as c(p)ε p−2 . Moreover, we realize that cond 2 (A) increases for diminishing p. We suppose that, in the higher-dimensional case, the condition numbers behave similarly and diverge for ε 0. Hence, we may expect numerical trouble when for ε ≈ 0 the linear systems of equations (3.5) are solved via iterative methods without appropriate preconditioning. 
Approximation of singular power-law systems
This section is dedicated to the finite element approximation of power-law systems (ε = 0). As already mentioned, the nonlinear operator related to S ε is not differentiable for ε = 0 in the shear thinning case. The lack of differentiability may cause numerical instabilities when the nonlinear discrete systems are solved via Newton's method. In this section, we propose a numerical method that enables the stable approximation of singular power-law systems. The proposed method is based on a simple regularization of the power-law model.
Clearly, the Carreau model (1.3) with ε > 0 can be interpreted as the regularized power-law model. Let the quantities S ε , F ε , Φ ε , J ε be defined as in Section 2. The subscript highlights the dependence on ε which is of relevance for the subsequent analysis. Let us set S := S 0 , Φ := Φ 0 , F := F 0 , J := J 0 . As depicted by the following theorem, the solutions to the Carreau systems (ε > 0) approximate the solution to the power-law system (ε = 0) for diminishing ε 0. 
where the constants only depend on the quantities quoted within the brackets. In
Proof. Since v ε is the unique solution to (P ε ) for ε ≥ 0, it can be characterized as the unique minimizer of the functional J ε in V p , i.e., it satisfies
for each ε ≥ 0. Using the trivial inequality
we conclude that J (u) ≤ J (u) for all u ∈ V p . We recall that v ∈ V p is the unique minimizer of J . Consequently, we arrive at the inequalities
From the main theorem of calculus we deduce that
Since v ε is the minimizer of J , the last term equals zero:
Let us estimate the term I. On the one hand, inequality (4.4) implies that
On the other hand, Lemma 2.1 implies that
where the constants only depend on p. This inequality together with the upper bound (4.5) yields the desired estimate (4.1). Using Lemma 2.3, we conclude that
where the constant c only depends on p. Hence, in view of (4.1) the inequality
follows. Due to the a priori bound (2.11), the expression within the brackets is uniformly bounded by a constant only depending on p, ε 0 , Ω and f . This proves (4.2). In order to show (4.3), we recall that the functions (v, π) and (v ε , π ε ) satisfy
for all w ∈ X p . Subtracting these equations, we immediately conclude that
Using the inf-sup inequality (2.10) for X p × Q p and the identity (4.6), we deduce
In order to estimate J 1 , we have to control |Φ (t) − Φ ε (t)|. We recall that
for each q > 0 (cf. Lemma 2.1). Applying (4.8) with q := 2−p 2 , we conclude that
2 ). In particular, (4.9) implies that
where the constant c only depends on p. It remains to estimate the term J 2 . Using Lemma 2.4 and inequality (4.1), we deduce that
where the constant c only depends on p and Ω. Combining (4.7), (4.10), and (4.11), we arrive at the desired result (4.3).
Remark 4.2. One can also derive error estimates similar to those in Theorem 4.1 without using the minimization property of the energy functional. Since v ε are the solutions to Problem (P ε ) for ε ≥ 0, they satisfy the equations
Subtracting the latter equations, we immediately conclude that (S ε (Dv ε ) − S(Dv), Dw) Ω = 0 for all w ∈ V p . By means of (4.9) we deduce that
The real function g(t) :=
, is bounded by one:
Therefore, the integral in (4.12) is well defined. Using the continuous embedding Lemma 2.3 , and the a priori bound (2.11), we finally arrive at
where the constant c only depends on p, ε 0 , Ω, f .
Application to the FE approximation. On the basis of Theorem 4.1 we now construct our approximation scheme for singular power-law systems. For this, we require certain approximation properties of the finite element method. For particular finite elements, the following result is well known (see [4, 15] and π ε ∈ W 1,p (Ω), then the discretization error can be estimated in terms of the maximum mesh size h as follows:
The constants C 1 and C 2 depend on ∇F ε (Dv ε ) 2 , π ε 1,p , p, ε 0 , Ω, and f . In particular, they do not depend on ε explicitly. Note that (4.13) remains valid for ε = 0. The error estimates (4.13) have been proven for various finite elements by [4, 15] . In particular, in [4] they are derived for inf-sup stable finite elements based on dsimplices such as: P 2 /P 0 , Crouzeix-Raviart (P 2 plus bubble / discontinuous P 1 ), MINI-element (P 1 plus bubble / P 1 ). In [15] the error estimates (4.13) are proven for equal-order d-linear finite elements (Q 1 /Q 1 ) based on quadrilateral meshes provided that the discrete equations are stabilized by a certain modified LPS method (see [15] ). Note that (4.13) provides optimal convergence rates with respect to the supposed regularity of the solution. The following corollary is a simple consequence of Theorem 4.1. It yields the desired approximation scheme for singular power-law systems. Our approximation method generates a sequence of discrete functions {v ε h } which is computable in practice via Newton's method and which converges to the exact solution of the power-law system, (v, π). 
Numerical experiments
For p < 2, ε ≥ 0 let the generalized viscosity μ be given by (1.3) and let the extra stress tensor S ε be defined by S ε (Dv) ≡ μ(|Dv| 2 )Dv. From a numerical point of view, the singular power-law model (ε = 0) is more challenging than its regularized counterpart (ε > 0): In general, the discrete power-law systems cannot numerically be solved without regularization. In this section, we numerically justify the regularized approximation method proposed by Corollary 4.3.
Let us consider a planar flow between two steady parallel plates driven by the difference of pressure between inlet and outlet. We assume that Ω := (0, L) × (−H/2, +H/2) is a simple channel and that its boundary ∂Ω consists of a solid part Γ (upper and lower edge), of an inflow boundary S 1 (left edge), and of a free outflow boundary S 2 (right edge). On the solid part we prescribe homogeneous Dirichlet boundary conditions: v = 0 on Γ. On the inlet and outlet we require
for given b i ∈ R. Here, n denotes the outer normal on ∂Ω, and ∂ n v is the corresponding directional derivative. We recall that ∇v
The boundary conditions (5.1) arise from the variational formulation and they implicitly normalize the pressure without an additional constraint on its mean value; cf. Remark 5.1. Related to boundary conditions of type (5.1), extensive discussions can be found in [14] .
Remark 5.1. Alternatively, we can prescribe the boundary conditions (see [17] 
In the case of simple channel flows, the boundary conditions (5.1) and (5. T n = ∇v n , we equivalently write the condition (5.2) as follows:
Integrating this over S i , observing ∂ n v n = −∂ t v t (div v = 0), we finally arrive at
Multiplying (5.1) by n and integrating the result over S i , we obtain the condition (5.3) as well. As a result, both (5.1) and (5.2) lead to (5.3). If v = (v · n)n on S i , i.e., if v t ≡ 0 on S i , then ∂ t v t = 0 and, hence, S i π do = |S i |b i . We realize that the prescribed value b i can be interpreted as the mean-value of the pressure over S i . for h 0, we couple the parameter ε with the mesh size h so that we preserve the convergence rate of the discretization error. The choice ε = ε 0 h 2/p implies that the regularization error is of same order as the discretization error at least. Example 2. We solved the regularized discrete system (5.6) with ε = ε 0 h 2/p . It is easy to see that π ε coincides with π given by (5.5) for all ε ≥ 0. Indeed, π ε is a linear function that satisfies ∂ x 2 π ε = 0; cf. Remark 5.2. Hence, the condition Tables 3 and 4 , we realize that the numerical results agree with the theoretical ones very well. In the case of ε 0 = 0, the numerical results coincide with those from Example 1. The missing numbers indicate that Newton's method did not converge. More precisely, the Newton iteration did not reach the prescribed tolerance T OL = 10 −11 for the residual. Comparing the absolute errors for ε 0 = 0 with those for ε 0 = 0 depicted in Tables 3 and 4 , we finally observe that, despite additional regularization errors, the proposed approximation method leads to higher accuracy compared to the nonregularized FEM.
with 4 4 cells. The number within the brackets represents the total number of iterations performed by the step-size control and it equals the number l * that appears in the Newton algorithm stated in Section 3 for λ = 3/4. As an initial guess for Newton's method on level L, we chose the FE solution corresponding to level L − 1. In particular, as initial guess for Newton's method on level L = 1, we took the discrete solution on the mesh with 4 3 cells. Comparing the number of iterations for ε 0 = 0 with those for ε 0 = 0 depicted in Table 7 , we observe that the solution of the nonregularized systems (ε 0 = 0) requires more iterations of the Newton algorithm and step-size control than the solution of the regularized systems (ε 0 = 0). We recall that in view of Tables 3 and 4 we achieved higher accuracy for reasonable values of ε 0 > 0. Hence, we realize that the approximation method proposed by Corollary 4.3 is more efficient than the standard (nonregularized) FEM. Table 7 . Total number of Newton iterations (T OL = 10 −11 ) with respect to the refinement level L Conclusion. In this paper we studied singular power-law systems and their numerical approximation. The application of Newton's method usually suffers from instabilities. We proposed a numerical method that is based on a simple regularization of the singular power-law model and which enables the stable approximation of singular power-law systems via Newton's method. In Corollary 4.3 we derived a priori error estimates that quantify the convergence of the proposed method. We practically validated them by numerical experiments. The numerical examples indicate that our regularized approximation method surpasses the nonregularized one regarding accuracy and numerical efficiency.
