This paper is concerned with finding an optimal policy -i.e. one whose associated average cost is as small as possible.
NONTECHNICAL SUMMARY
A Markovian Decision Process Is a process which Is observed at distinct time points to be In sane state.
After observing the state of the system an action Is chosen -corresponding to the action (and the present state) a cost Is Incurred and the transition probabilities for the next state are determined. A policy is any rule for choosing actions. Corresponding to each policy there Is an expected long run average cost per unit time.
This paper is concerned with finding an optimal policy -i.e. one whose associated average cost is as small as possible.
For example we might have a machine which deteriorates with time.
The state of the system could be the condition of the machine, and the possible actions could be either to replace the machine or not.
Associated with each state there would be em operating cost. Thus a policy is a rule for determining when to replace the machine and an optimal one is one which minimizes the long run average cost.
In this paper we let the state space be countable and present sufficient conditions for the existence of an optimal policy and for it to be of simple form. Tille form -called stationary deterministic -is of the form of a function fron the state space to the action space. For example in the machine problem a stationary deterministic policy would replace whenever the machine is in a certain specified class of states.
In a special case the average cost criterion is shown to be equivalent to the discounted cost criterion. This latter criterion has been extensively studied. Under certain conditions the optimal discounted cost policies are shown to be almost optimal for the average cost criterion.
ii It is also shown that when a replacement action exists (as In the machine problem) then there always exists an optimal policy and the form of this policy Is given, nie final section gives a counterexample which shows that the optimal rule cannot always be taken to be of the stationary form where a stationary policy Is one which at each state the action may be chosen according to seme fixed randomization scheme.
For Instance in the machine problem a stationary policy is one which for I each state gives a probability for replacing the machine. In the first section of this paper, by following the approach of Taylor, we give a somewhat simpler proof of Derman's results. Also our sufficient conditions will be somewhat weaker: we won't require condition (i) and won't require that M i0 (R) < T for all rules R. We also show the connection between the average cost optimal rule and the optimal discounted cost rules, -speaking loosely the former is a limit point of the latter rules. I Die second section shows how, in a special case, the average cost case can be recuced to the discounted cost case.
Hie third section deals with e-optimal rules and a sufficient conditions is given for the opitmal discounted rules to te e-optimal.
ühe fourth section deals with the Replacement Problem and it is shown that an optimal rule always exists but it may not be of the stationary deterministic type.
Bie fifth section given an example of an optimal nonstationcry rule which is better than any stationary rule.
1.
On the existence of a stationary deterministic optimal rule
We shall need the following result given by Blackwell [ there exists an optimal stationary deterministic rule which is a limit point of (Rg.'O < ß < 1) and any rule which is a limit point of (Ro ) r is optimal«
Ihe following theorem gives a sufficient condition for Assumption (*) to hold.
Theorem l.h:
If for some state J, and sequence ß -»1 there is a constant N < »o such that Mj, (Ro) < N for all ici, r -1,2,... r then Assumption (*) holds;
where II (Rg ) is the mean recurrence time to go from state i to state J when using the ß -optimal discount rule R .
Proof:
Consider the fixed rule Rg . Suppose the process starts We shall need the following assumptior .
Assumption:
Note this is so if and only if there is a state j and a > 0 such that P(i,j;K) >a for all iel, FfeK. , For the sakp of definiteness denote the state j for which the above holds by state 0. By Lemm't 5 there exists a stationary deterministic optimal rule for this process.
Consider now a new process (the prime process) with identical state and action spaces but with transition probabilities now given by
Denote by <lf'(i,ß.R) the total expected ß-discounted costs when using rule R with respect to the new (prime) process.
Note that any rule for the prime proce^,. uan also be considered as a rule for the original process and vice versa. 
On €-optlmal Rules
It is known (see [k] ) that even under the conditions that K. < » for all i, and C(i,K) uniformly bounded that there need not exist an optimal rule in the "averaße cost" sense; Also there may exist an optimal rule but there may be no stationary deterministic rule which iz optimal.
Tl.is brings up the question whether there always exist e-optimal stationary deterministic rules. We say that RcC" is c-optimal for state i if
We say that ReC" is €-optimal if it is e-optimal for every state i.
One possible source of €-optimal stationary deterministic rules are the optimal ß-discount rules {RQ:0 < ß < 1). one might conjecture, that for any state i, that these rules are €-optimal for state i in the sense that lira inf co(i,Rg) = g(i)
ß -»!'
P
The following counter-example shows that this need not be the case.
K (i,j) -i, j^o
The costs depend only on the state If Assumption (*) holds then there exists a stationary deterministic optimal rule which is a limit point of the optimal ß -discount rules, and for any € the ß -discount rules are e-optimal for r large. (ii) If R is optimal, among the stationary detcn..inistic rules then R is optimal (for the replacement problem),
Def;
We say that rule R is a Markov rule 11 the action it chooses at time t only depends on the past history thru the state at time t, and t.
We say that R Is non-random Markov if it is Markov tmi IU j.-randc'.T , 
there are 2 cases [Actually the replacement action is superfluous in the sense that action 1 is always a better action).
Let R be any stationary deterministic rule It is easy to see that cp(R*) = 0.
It is also interesting to note that the stationary (but nondeterministic) rule R**-is also optimal, i.e. ^(R**-) = 0 25 where R** is the rule which when in state i selects action 2 with probability i/i+1 and action 1 with probability 1/i+l. QED We defined, for the replacement problem, the average cost in terms of the lim sup as opposed to the lim inf. The question arises whether or not this is a meaningful difference. We show that it is not and both criteria are in a sense alike. Thus the process is now in state 0 and we consider it as starting all over again -i.e. we forget that the history up to this time has ever taken place. R now follows R for the next N stages, then takes a n then follows R (pretending the previous history never took place)
for the next N stages, then takes a», etc.
Then it is easy to see that •Countable state, finite action Markovian decision processes are studied under the average cost criterion. The problem is studied by using the known results for the dlscounted-cost problem. Sufficient conditions are given for the existence of an optimal rule which is of the stationary deterministic type. This rule is shown to be, in some sense, a limit point of the optimal discounted-cost rules. Sufficient conditions are also given for the optimal dlscounted-cost rules to be £-optimal with respect to the average cost criterion. It is shown that if there is a replacement action then there exists an optimal rule but it may not be of the stationary deterministic type. It is also shown how, in a special case, the average cost criterion can be reduced to the discounted cost criterion. Lastly, an exa pie is given ol a process ; or which there exists an optimal nonstationary rule which is better than any stationary rule.
