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Abstract-We introduce an alternative notion of controllability of a discrete stationary 
system with a single lag and show its equivalence to that of the standard notion of 
controllability. We then extend our notion of controllability to systems with arbitrary 
lag and derive necessary and sufficient conditions for controllability in the general 
context. Necessary and sufficient conditions for structural controllability of the general 
systetn are also derived. We also compare the notion of controllability to Phat of 
identifiability of a complete system of stochastic equations with lagged dependent 
variables in which the errors are correlated but with no definite pattern of aulutocor- 
relation. 
1. INTRODUCTION . 
Consider the discrete stationary system with a single lag given by 
xt = Axt-, -I- Cu,, (I.I) 
where xi = (xlrs x21. I o xnt) is the m-vector of state variables and ui = (ult, 1621 _ . . umc) is the 
m-vector of control variables; the matrices A and C are of orders n x n and n X m, 
respectively, and are assumed to be constants. (When the question of structural 
controllability is considered, we will assume that A and C are parameter matrices some 
of whose elements are specified to be zero on prior grounds. However, the elements of 
A and C that are not specified to be zero will be assumed to be arbitrary parameters.) It 
is well known that a necessary and sufficient condition for the controllability of the 
system (1 D I) is given by 
rank(C, AC. _ . A”-‘C) = n. (1.2) 
Consider, e.g., the two-variate system with one lag given by 
It is clear that, in the above example, 
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so that the system of (1.3) is not (completely) controllable. Subtracting the second 
equation of (1.3) from the first, we obtain 
x11 - X2t = X1,+1- X2,t-1, (1.9 
which is an identity involving x, and its first lag and is of the form 
k’(x, - xt-1) = 0, (1.6) 
*here k’ = (1, -1). The above example demonstrates that if there exists an identity 
involving the state variables separated by one lag, i.e., if there exists an n-vector k such 
that (1.6) holds good identically under all potential controls uI, then not all targetable final 
states are attainable from a given initial state. Thus, that the system does not imply 
identities of the type (1.6) is necessary for its complete controllability. [Identities of 
type (1.6) will in future be called identities of Fisher’s type, in honor of Franklin M. 
Fisher who first considered identities with similar relevance in the context of identi- 
fiability of a system of simultaneous equations with lagged dependent variables. However, 
the similarity of the identities is only in the relevance of the identities for the respective 
purposes under consideration but not in the form of the identities.] In the next section, 
we will show that such a condition is also sufficient for the same purpose. Section 3 will 
extend the results to systems with arbitrary lags. However, identities of Fisher’s type 
take a generalized form in the generalized context of arbitrary lags. Section 4 will be 
devoted to an alternative characterization of structural controllability of system (1.1) and 
of systems with higher lags. Section 5 will be devoted to drawing parallels of the 
theory of controllability to that of identifiability in simultaneous equations and Sec. 6 to 
some concluding remarks. 
2. CONTROLLABILITY UNDER SIMPLE LAG 
As mentioned earlier, in this section, we will show that the system (1.1) is completely 
controllable in the conventional sense iff the system does not imply identities of Fisher’s 
type. This will be done by proving that a necessary and sufficient condition for the 
system not to imply identities of Fisher’s type is the same as the standard Kalman’s rank 
condition of controllability. Towards this end, we first prove the following lemma. 
Lemma 2.1. An identity of Fisher’s type 
k’(xr - Xl-,) = 0 (2.1) 
is implied by the system (1.1) under all possible values of the control variables nt (and 
ut-1, up-2. . , ) iff the n-vector k satisfies the equations 
k’A’C = 0, r = 0, 1 . . . n - l(, n, n + 1 . . .). 
Proof. Let p be the smallest integer such that the row vectors k’, k’A 
linearly dependent. By repeated lagging of (1.1) and substitution, we get 
xt = Cu, + A&_, + A2Culm3 + . . . 
which yields the following expression for the identity under consideration 
m 
k’(x, - xt-]) = k’Cu, + 2 k’(A - I)A’-‘Cu,-, = 0. 
r=l dS 
(2.2) 
k’A* are 
(2.3) 
(2.4) 
Discrete stationary linear systems 61 
To prove the necessity of the conditions, we assume that (2.4) and its lagged versions are 
true and consider (2.4) and its successive p-lags given by the (p + 1) equations stated 
below: 
k’cut-i + zl k'(A - I)A’-‘Cul_i_, G 0, i = 0,1 . . . p. (2.5) 
Observe that the expression 
CU+~-, + AC+,_2 + A2C~,_p_~ + . 9 . (2.6) 
is common to the (p + 1) equations of (2.5) and it occurs with coefficient vectors k’A”, 
k’AP-’ 
. . . k’A, k’ which are linearly dependent. Thus, there exist scalars ao, al . . D ap 
such that 
aok’AP + alk’Ap-’ $_. 1 . + ap_lkrA + apk’ = 0. (2.7) 
Eliminate the infinite part given by (2.6) from the equations of (2.5). This is done by 
multiplying the (p + 1) successive equations of (2.5) by ao, al . . . ap, respectively, and 
adding the results of such multiplications. When the result of (2.7) is used in the outcome 
of such operations, we obtain the next equation: 
aok’Cu, + [aok’(A - I)C + alk’C]ut_l+ [aok’(A - I)AC -t a,k’(A - I)C + azk’]ut-2 
- s - + [aok’(A - I)AP-‘C + a,k’(A - I)AP-‘C +a 0 . -t apk’C]ut_p = 0. (2.8) 
Equation (2.8) is true identically under all possible controls ut and (ur_, . . .) iff the 
coefficient of each of Ut-i is equal to zero, i = 0.. . p. This yields the (p + 1) equations 
given by (2.9.0)-(2.9.~): 
aok’C = 0, 
Qok’(A - I)C + aik’C = 0, 
(2.9.0) 
(2.9.1) 
a,,k’(A - P)A’-‘C + a,k’(A - I)Ap-‘C +a 9 . + a,k’C = 0. (2.9.P) 
Observe that a0 # 0 since p is the smallest such integer for which the vectors k’AP, 
k’AP-’ k’ are linearly dependent. Hence (2.9.0) yields k’C = 0 substituting which in 
(2,9.1) yields k’AC = 0. Substituting such results in the succeeding equations of (2.9.2)- 
(2.9.~) and extending for P > pp we obtain the required result of (2.2). This completes the 
proof of the necessity of the conditions of (2.2). Sufficiency of same conditions is 
obvious from Eq. (2.4). This completes the proof of Lemma 2.1. 
Since the conditions of Lemma 2.1 are both necessary and sufficient and since the 
rank(C, AC a o . A”-‘C) cannot exceed n, it follows that the system does not imply 
identities of Fisher’s type iff 
rank(C, AC. . . A”-‘C) = n. (2.10) 
But the condition of (2.10) is also the (Kalman’s) necessary and sufficient condition for 
the (complete) controllability of the system (1.1). From the considerations discussed 
above, the following result is immediate. 
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THEOREM 2.1. The system (1.1) is completely controllable iff the system does not 
imply identities of Fisher’s type given by (2.1), a necessary and sufficient condition for 
which is given by (2.10). 
3. CONTROLLABILITY UNDER ARBITRARY LAG 
We first consider the case of a system with two lags given by 
x, = Axt-, + Bx+2+ Cu, (3.1) 
and extend the result to the case of arbitrary lag. This will be done by reducing the 
system with more than one lag to the case discussed in Sec. 2, viz., a system with one 
lag. The form of the identities of Fisher’s type for the case of a system with more than 
one lag will be derived in the course of the discussion. The matrices A and B are each of 
order n x n and the matrix C is of order n X m. Define the new variable zt given by 
2, = x-1, 0.2) 
then system (3.1) can be written as 
xt = AZ, + Bzt-1 + Cu,. (3.3) 
Combining (3.2) and (3.3), we obtain a system with 2n equations with a single lag given 
by 
(3.4) \ 
Defining the 2n-vector yi = (z:, xi) and solving for yI from (3.4), we get 
yt = A*y,-, + C*ug, (3.5) 
where the 2n X 2n matrix A* and the 2n x m matrix C* are given by 
A*=(; :), C*=(i). (3.6) 
Observe that an identity of Fisher’s type is given by k’(y[ - yI_,)=O, where k is a 
2n-vector. Rewriting yr and Y,_~ in the original variables, we obtain 
ki(x, - XI-l) + ki(xt_, - x+2) = 0, (3.7) 
where (k;, k6) is obtained by splitting k’ in the middle. Equation (3.7) gives the form of an 
identity of Fisher’s type in the case of a system with two lags. Equation (3.7) shows that, 
given the initial states x0 and xi, the state variable x2 is constrained by 
k;x2 = (k; - ki)x, + kixo, (3.8) 
which shows that complete controllability of the system (3.1) is not possible if the 
system implies identities of Fisher’s type. 
In general, an n-equation system with r lags is given by 
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xt = A ~xr-r + AZXH + . . * + AJ-, + Cu, 
and an identity of Fisher’s type in (3.9) is of the form 
k;(x, - X,-l) + ki(xt_, - act_2) + . . . -I- k@_,+, - x,_,) = 0. 
System (3.9) with r lags can be reduced that of a single lag given by 
yt = A*y,_, + C*ut, 
(3.9) 
where the m-vector of new state variables yt is defined by 
y: = (xi, xl-, . . . XL,+,) 
and the matrices A* (of order r-n x m) and C* (of order m x m) are given by 
(3.10) 
(3.11) 
(3.12) 
(3.%3) A*= 
0 
0 
f-b-1 
I 
0 
h-2 
. ~ e 0 
. . . 1 
..a A, 
From the preceding discussion, it is clear that system (3.9) is completely controllable iff 
system (3.11) is completely controllable and the latter is completely controllable iff it 
does not imply identities of Fisher’s type for which necessary and sufficient conditions 
are given by Theorem 2.1. The result is quite general and as such will be stated as a 
theorem in its own right. 
THEOREM 3.1. The n-equation system (3.9) with r lags is completely controllable iff 
the system does not imply identities of Fisher’s type given by (3.110), a necessary and 
sufficient condition for which is given by 
rank(C*, A*C* o . . A*“-‘C*) = pn, (3.14) 
where the matrices A* and C* are given by (3.13). 
Before proceding to the next section, a remark of minor importance is in order. This 
remark is concerning Theorem 3.1. Observe that the condition of (3.14) states that the 
rank of the specified matrix be equal to rn and this is rightly so since such a condition is 
the result of the application of Theorem 2.1 to the m-equation system (3.111). 
4. STRUCTURAL CONTROLLABILITY 
We consider system (1.1) again but now we assume that the matrices A and C are 
parameter matrices some of whose elements are specified to be equal to zero on prior 
grounds, say, economic theory which specifies that in any given equation of (I.%), some 
components of xtel and u, do not appear. Those components of xt-r and iuI that are 
missing from the different equations may be different. The coefficients of the different 
variables present in the different equations are assumed to be arbitrary. The matrices A and 
B can now be considered as parameter matrices over the space of nonzero elements of 
which a measure is defined, say, the Lebesgue measure. We can treat the system as a 
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structural system and consider the problem of its controllability almost everywhere in the 
parameter space. It is easy to see the rank condition of (2.10) is fulfilled iff the following 
matrix of order nz x n(n + m - 1) has the property given by 
1 0 .*.o*.-o.~-o... oc 
-A 1 . ..() . . . . ()...o...cO 
0 -A . ..O...()...(-J...O 0 
rank i 2 =n. 
() (j . ..I..-.()._c...() 0 
() 0 . ..-A...C...O...OO 
(4.1) 
Observe that (4.1) provides an alternative condition for complete and/or structural 
controllability of (1.1). It is generally known that the rank condition of (4.1) is fulfilled iff 
the matrix in (4.1) is of the form (n*)-see Casti [l, Theorem 3.17, p. 60*]. In a 
somewhat different context, Mallela and Rao [5, Theorem 2.1, p. 1631 obtained necessary 
and sufficient conditions for the rank condition of (2.10) to hold almost everywhere in 
the parameter space. In the context of the system (l.l), the result of Mallela and Rao 
claims that the system is structurally controllable iff there exist no subset of equations of 
(1.1) in which the only variables (including control variables) to appear are the com- 
ponents of xt and xt+ corresponding to the subset. A formal statement of this result is 
given in the following theorem. 
THEOREM 4.1. The system (1.1) is structurally controllable iff it does not imply 
identities of Fisher’s type, a set of necessary and sufficient conditions for which are 
given by 
(i) rank(A, C) = n almost everywhere in the parameter space. {Let D be an n x 3. say, 
n I s, parameter matrix some of whose elements are specified to be zero. Then 
the rank(D) 2 r if there exist a set of I elements, not specified to be zero under 
the restrictions, one element in each row and one element in each column of D. 
Further, rank(D) = r, if r is the maximum such with the above property. A 
necessary and sufficient condition for rank(D) = n is as follows: there does not 
exist a set of q rows which have zeros in at least (s - q + 1) columns, q = 1, 
2 n. Similar conditions for rank(D) = r, r < n, can easily be stated (see Mallela 
[4,Theorem 4.1, p_ 282-3831)). 
(ii) the matrices A and C cannot be partitioned (after reindexing the variables, if 
necessary) 
whereAllisqxq,theOinCissxm,OIq~s<n,andC2issuchthatnorowof 
it is identically equal to zero. 
It is obvious that a similar result holds for the structural controllability of the system 
(3.9) with r lags. This result is stated below. 
THEOREM 4.2. System (3.9) with r lags is structurally controllable iff it does not imply 
*An n x s matrix D, n 5 s, is said to be of the form (r) for some 15 r 5 n if for some k in the range 
s-r<k=s,Dcontainsazerosubmatrixoforder(n+s-r+k+I)xk--see[l,p.59]. 
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identities of Fisher’s type, a set of necessary and sufficient conditions for which are 
given by [A* and C* are defined by (3.13)] 
(i) rank(A*, C*) = m almost everywhere in the parameter space, 
(ii) the matrices A* and C* cannot be partitioned (after reindexing the variables, if 
necessary): 
where ATI is q x q, (r - l)n <q, the 0 in C* is s x m, 0 zz q zz s < m, and Cl is 
such that no row of it is identically equal to zero. 
5. CONTROLLABILITY AND IDENTIFIABILITY 
This section is devoted to drawing parallels of the theory of controllability of the 
system (1.1) to that of identifiability of a stable dynamic system of simultaneous 
equations with lagged dependent variables given by 
Ryt + Sy,-I + Dz, = e,. (5.1) 
In system (5-l), the matrix R is n X n and is assumed to be nonsingular; the components 
of yt and .zt are the jointly dependent and truly exogenous variables, respectively, and e, 
is a n-component stochastic error term with expectation zero. The matrices R, S, and D 
are assumed to be parameter matrices some of whose elements are specified to be zero 
on grounds of economic theory. System (5.1) is said to imply identities of Fisher’s type 
iff there exist vectors k, and kz such that 
where j$_, is the systematic part of y,+ given by the conditional expectation of ~~-1 given 
.z~_.~ and all further lagged exogenous variables. Identities (5.2) of Fisher’s type in the 
context of the system (5.1) are somewhat different from their namesake in the context of 
controllability of system (1.1). However, they serve analogous purposes. In any case, the 
existence of such identities is the result of the specification of the coefficient matrices in 
the two types of systems. In both cases, such identities are the result of the columns of a 
given matrix belonging to an invariant subspace of another matrix; in the case of (La), 
the identities are the result of the columns of C belonging to an invariant subspace of A 
and in the case of (5.1), due to the columns of PZ belonging to an invariant subspace of 
P,, where 
PI = - R-‘S and RZ = - R-ID. (5.3) 
Even though both situations look alike, there is considerable difference between the two. 
In the first place, the matrices PI and PZ are fairly complex functions of the coefficient 
matrices of (5.1). The second important difference is that in the context of (5-l), the 
desired invariance property is in the sense of almost everywhere due to the parametric 
nature of the coefficient matrices R, S, and D. The second consideration prevails in the 
comparison of complete controllability and structural controllability of system (1.1). To 
illustrate the point more clearly, let us reconsider the example of the %-equation control 
system of Sec. 1. This system is given by 
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and as observed earlier, the system is not completely controllable. The structural 
counterpart of the same system is given by 
Theorem 4.1 claims that system (5.5) is structurally controllable in the sense that the set 
of points in the parameter space of aIt, au, a~, cl, and c2 over which (5.5) is not 
controllable is of (Lebesgue) measure zero. Observe that one such point in the above- 
mentioned set of measure zero is given by (5.4). 
Returning to the importance of the identities of type (5.2) implied by the stochastic 
econometric system (5.1), the relevance of such identities arises in the context of 
identifiability of an equation of (5.1) and depends on the behavior of the stochastic error 
term et. If the error term et were uncorrelated with its own past values, then identities of 
Fisher’s type, if any, implied by the model do not matter for the purposes of 
identification. However, when el is correlated with its own past values but with no 
definite pattern of autocorrelation, then identities (5.2) of Fisher’s type do become 
relevant for the purposes of identifiability, in the sense that the existence of such 
identities could render the standard rank condition of identifiability inapplicable with 
respect to a given equation of (5.1). This leaves open the possibility that one or more 
equations of the system could still be identified despite the existence of identities of 
Fisher’s type. However, the nonexistence of identities of Fisher’s type is necessary and 
sufficient for the applicability of the standard’rank condition for the purposes of 
identification. An excellent and detailed discussion of this topic can be found in Fisher 
[2, Sec. 6.21. 
6. CONCLUDING REMARKS 
In this paper, we considered an alternative notion of controllability of a discrete 
stationary system based on the nonexistence of identities of Fisher’s type implied by the 
model. Necessary and sufficient conditions were derived for a system with single lag not to 
imply such identities. These conditions are identical to the standard Kalman’s conditions 
for complete controllabiiity of the same system [see 3, Sec. 13.1, p. 469-4741. We then 
considered systems with arbitrary lag and derived the form assumed by identities of 
Fisher’s type in such generalized systems. It was then shown that a system with an 
arbitrary lag is completely controllable iff the system does not imply identities of 
Fisher’s type. Necessary and sufficient conditions for the same purpose were also 
derived. Next, we considered the question of structural controllability of a system with 
single lag and derived necessary and sufficient conditions for the same purpose. The 
conditions derived by us are different from those found in the literature and are more 
intuitively appealing. These alternative conditions stated in our paper are analogous to 
those that render transformations in time inadmissible in the context of a stable dynamic 
system of simultaneous equations with lagged dependent variables in which the stochas- 
tic errors are correlated with their own past values but with no definite pattern of 
autocorrelation. Necessary and sufficient conditions for the structural controllability of a 
system with arbitrary lags were also derived. 
The paper brings out the considerable similarity between the problems of con- 
trollability of a given system and the identifiability of the corresponding econometric 
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system. Tl$.s similarity arises from the possibility of the existence of identities of 
Fisher’s type implied by the models. It was the purpose of this exercise to expose and 
exploit this similarity between the problems even though identities of Fisher’s type have 
different meanings in the different contexts. 
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