Abstract: This paper presents a convergence analysis of particle swarm optimization system by treating it as a discrete-time linear time-variant system firstly. And then, based on the results of system convergence conditions, dynamic optimal control of a deterministic PSO system for parameters optimization is studied by using dynamic programming; and an approximate dynamic programming algorithm -swarm-based approximate dynamic programming (swarm-ADP) is proposed in this paper. Finally, numerical simulations proved the validated of this presented dynamic optimization method.
Introduction
The particle swarm optimization (PSO) system is a population-based heuristic global optimization technology first introduced by Kennedy and Eberhart (1995) . It belongs to the category of swarm intelligence methods, and its basic idea is based on the simulation of simplified animal social behaviours such as fish schooling, bird flocking, etc. During the last decade, PSO gained increasing popularity due to its effectiveness in performing difficult optimization tasks (Eberhart and Shi, 2001) , as well as simplicity of implementation and the ability to quickly converge to a reasonably good solution. There has been a considerable amount of work done in developing PSO, through empirical simulations (Wang et al., 2004; Yang et al., 2007; Asanga et al., 2004) , in the integration of its self-adaptation, parameter selection, swarm topology and integrating with other intelligent methods. In addition, it has been effectively applied to power system optimization (Esmin et al., 2005; Abido, 2002) , product scheduling (Xia et al., 2004) , traffic planning (Zhang and Lu, 2007) , computer network optimization (Yuan et al., 2004) , neural network training (Chia-feng, 2004) , and multiple objectives optimization (Carlos et al., 2004), etc. Recently, the analysis of the stability and convergence of the particle swarm system is getting more attention by researchers in computational intelligence. Kennedy carried out the first analysis of the simplified particles behaviour (Kennedy, 1998) , who showed the different particle trajectories for a range of design choices for the gain through simulations. Ozcan and Mohan (1999) showed that a particle in a simple one-dimensional PSO system follows a trajectory defined by a sinusoidal wave, randomly deciding on both its amplitude and frequency, under the premise of time-invariant. Under the same premise, Clerc and Kennedy (2002) formally studied the analysis of the stability properties of the algorithm, which presented three models of construction factor method and analysed a particle's trajectory in discrete time, then progressed to the view of it in continuous time. Emara and Fattah (2004) presented a kind of continuous PSO system model, and proved its stability using Lyapunov method. Visakan et al. (2006) provided a stability analysis of the stochastic particle dynamics, by representing the particle dynamics as a non-linear feedback control system, without the assumption that all parameters are non-random, as formulated by Lure. Jin et al. (2007) presents a sufficient condition for the PSO system mean-square to be stable, based on the assumption of the previous articles and the theory of stochastic processes.
In this paper, we will provide convergence analysis of PSO by treating it as a discrete-time linear time-variant system ground on above results firstly; and then, based on the results of system convergence condition, dynamic optimal control for PSO system is studied; and an approximate dynamic optimization method -swarm-based approximate dynamic programming (swarm-ADP) is proposed in this paper. Finally, numerical simulations proved the validated of this presented dynamic optimization method.
The paper is organised as follows: in Section 2, the standard PSO algorithm is given. In Section 3, the convergence analysis of the PSO system is discussed to obtain the admissible control space. In Section 4, the swarm-based approximate dynamic optimization used to parameter selection for a discrete PSO system is studied. In Section 5, illustrative numerical simulations and results are given, followed by the conclusion of the paper.
The PSO system
The PSO system is a population-based heuristic global optimization technology first introduced by Kennedy and Eberhart in 1995 . The algorithm maintains a population of particles, where each particle represents a potential solution to an optimization problem. In the particle swarm algorithm, the trajectory of each individual in the search space is adjusted by dynamically altering the velocity of each particle, according to its own flying experience and the flying experience of the other particles in the search space.
Assume an m-dimensional c determine the relative influence of the social and cognition components, and are often both set to the same value to give each component (the cognition and social learning rates) equal weight.
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and 2~( 0,1) r U are elements from uniform random sequences in the range (0,1).
The new position for individuals is the addition of the position at time t and the distance that individuals will fly with the new velocity. The synchronous update of position is thus:
Each particle will compute their fitness value ( )
then, the personal best position of each individual is updated using the following equation:
The global best position found by any particle during all previous steps, ~g p is defined as:
The pseudo code for PSO algorithm is described in Figure 1 . 
While (termination criterion is not met) Do
Evaluate swarm using corresponding fitness function; Update the personal best position i p (personal thinking) and the global best position~g p (swarm collaboration);
Update the velocity v using equation (1); Update the position x using equation (2); Iteration = Iteration + 1;
End Do (until termination criterion is met) End 3 The convergence analysis of PSO system
In this section, we will present convergence analysis of PSO by treating it as a discrete-time linear time-variant system. To simplify the notation, the derivation will be performed in only one dimension in the whole paper, using a single particle. This allows us to drop both i and j subscripts, further implying that t x denotes the value of x at time t, rather than the value x associated with particle number t. The stochastic component will also be removed temporarily with the substitutions φ φ φ = + . Further, the position of particle will be considered in discrete time only, resulting in the following equations:
Considering the variety of parameter , ω φ , a discrete-time linear time-variant PSO system is derived. Here, we treat the PSO dynamic system as a feedback control system, in which is ω still constant. The equations governing the dynamics can be expressed as: 
Theorem 1: (Visakan et al., 2006) : Let the particle dynamics be represented by equations (6)- (8) and satisfy with an equilibrium point at the origin. Then, the origin is asymptotically stable if
Proof: Consider the Lyapunov function ( )
Where, Q is a symmetric positive definite matrix. The decrease in the system energy as represented by the Lyapunov function between two discrete-time instants is given by
Since 2 ( ) 0
The right-hand side is negative by completing a square term if the following matrix equations are satisfied:
Comparing these with the relationship established in the Discrete-time Positive Real Lemma indicates that if and only if the linear system with the transfer function ( ) H z satisfies all the conditions stated in the Positive Real Lemma.
It is straightforward then to show that ( ) H z satisfies the conditions in the Positive Real Lemma if { } 1, 0 and 1
Here, 
Since the difference t V Δ in the Lyapunov function is nonincreasing, the particle dynamic are guaranteed to be stable, according to the Lyapunov stability theorem.
Dynamic optimization of PSO system
In Section 3, the convergence of time-variant PSO system is discussed; and corresponding parameter admissible regions ensure system stable is worked out. In this section, under the corresponding parameter restriction, we will perform the dynamic parameter optimization based on the feedback PSO system using dynamic programming theory, on purpose to find the optimal trajectory of PSO parameters including feedback control for parameter setting. Dynamic programming was developed by R.E. Bellman in the later 1950s (Bellman, 1957) . It can be used to solve control problems for non-linear, time-varying systems and it is straightforward to program, which is based on Bellman's principle of optimality.
Finite horizon dynamic optimization for deterministic unbounded PSO system
Consider the PSO dynamic system described by equations (6)- (8), which has the associated performance index:
Where, ( ) Obj ⋅ is defined as the objective function, N denotes the maximum iterative times.
The framework of dynamic optimiser for PSO systemdynamic optimization is described as Figure 2 . To begin, let t N = and write
It is the evaluation of objective function to be optimised at time N. Decrement t to and N -1 write 
If we continued to decrement t and apply the optimality principle, the result for each 1, ,1, 0
Swarm-ADP for deterministic PSO system
Dynamic programming is a very useful tool in solving optimization and optimal control problems. However, it is often computationally untenable to run true dynamic programming due to the backward numerical process required for its solution, i.e., as a result of the well-known 'curse of dimensionality' (Powell, 2007) . One has to find a series of control actions that must be taken in sequence. This sequence will give the optimal performance cost, but the total cost of those actions is unknown until the end of that sequence. Considering the 'curse of dimensionality' of dynamic programming, many approximate methods are proposed. A very general algorithm is based on the approximation of the cost-to-go function by means of some fixed-structure parametric architecture, which is 'trained' on the basis of sample points coming from the discretisation of the state space. There are many examples of such approach, where different structures are employed, polynomial approximate, splines, multivariate adaptive regression splines and neural networks. There are several synonyms used including 'adaptive critic designs' (ACD), 'approximate dynamic programming', 'neural dynamic programming', 'reinforcement learning' and so on.
For the computer implement of both discrete-time PSO system and continuous-time PSO system, we cannot get the optimal general solution like equation (24), but a serial discrete data of * k φ , which is used to fit out the dynamic of * k φ . In addition, it is hard to obtain the results by solving the HJB equations directly, because different problems have distinct objective functions, and is usually non-linear; furthermore, the control restriction reduces the computation complexity, but it cannot avoid 'curse of dimensionality' radically.
Therefore, we propose a swarm-ADP for optimization of PSO system. In the swarm-ADP, the heuristic stochastic population searching method is adopted to try control laws in its admissible territory to find a near optimal control for PSO dynamic system. If control variable is defined in a multi-dimensional space, swarm-ADP will put up more advantages because of its characteristics of stochastic search and swarm intelligence. Instead of solving HJB differential equation, swarm-ADP finds the minimal by direct calculations using some learning cells, such as neural networks, etc. We will study the system step by step to find the relationship of optimal controls and optimal performance costs using particle swarm to determine the optimal control sequence. 
That is, at any given time, the origin must be reachable from the present state, and the present state must be reachable from the set of given initial states. Thus, the admissible state set is defined as : accurately. Therefore, a kind of linear interpolation approximate method is adopted in training networks.
Using the same method, we compute The rest may be deduced by analogy, we get
until the sequence converge. Meanwhile, the optimal policy sequence
After getting the optimal policy sequence ~( ) u x , we should carry out the data fitting according to feedback control mode of the PSO dynamic system, to approximate optimal parameters accordingly. The results will help to instruct the parameter setting for achieving better algorithm performance.
Algorithm 1: Swarm-ADP
Step 1 Step 2 
Here, control policy ( ) t A P u s ⊂ Ω brings a state transition.
Step 3 Heuristic stochastic optimization of control policy ( ) t A P u s ⊂ Ω for the PSO dynamic feedback system described by equations (25)- (26) For the objective function, defined in the associated performance index, two benchmarks are adopted in the numerical simulation, which is presented in Table 1 . 
Bellman's dynamic programming equation:
The parameters of our swarm dynamic programming algorithm is set as follows: the size of the particle swarm is N = 50; the range of inertia weight factor ω is set as min max [ , ] ω ω = [0.3, 1.0], and it is linear dynamic reduced during the whole optimization process; acceleration constants 
Conclusions
This paper provides the convergence analysis of PSO by treating it as a discrete time-variant feedback system. Based on the results of system convergence conditions, dynamic optimal control for a deterministic PSO system is studied for parameters optimization; and a swarm-ADP is proposed. Numerical simulations proved the validated of this presented method. In swarm-ADP, approximate is used to reduce the computation complexity; the final results may have deviation from the precise values. However, the objective of the PSO optimal control problem discussed in this paper is parameter optimization, in which the requirement of result precision is not so strict; therefore, this kind of precision sacrifice is deserved, which reduce the complexity greatly.
In the work of this paper, random variables in PSO system are ignored; in addition, it is ground on the premise of single individual flying in one-dimensional space. Therefore, it is our future work and promising project to study approximate dynamic optimization for a stochastic PSO system, as well as multi-dimensional PSO system.
