Cognition emerges from interactions within spatially distributed but synchronized brain networks. Such networks are transient and dynamic, established on the timescale of milliseconds in order to perform specific cognitive operations. But it is not known whether topological features of transient cognitive networks contribute to cognitive processing. Cognition might merely change weights of intrinsic functional networks or, conversely, cognitive processing might require qualitatively new topological arrangements. To address this question, we recorded high-density EEG when subjects performed a visual discrimination task and characterized source-space weighted functional networks with graph measures. We revealed rapid, transient, and frequency-specific reorganization of the network's topology during cognition. Specifically, cognitive networks were characterized by strong clustering, low modularity, and strong interactions between hubnodes. Our findings suggest that dense and clustered connectivity between the hub nodes belonging to different modules is the "network fingerprint" of cognition. Such reorganization patterns might facilitate global integration of information and provide a substrate for a "global workspace" necessary for cognition and consciousness to occur. Thus, characterizing topology of the event-related networks opens new vistas to interpret cognitive dynamics in the broader conceptual framework of graph theory.
Introduction

Spectral decomposition
The main steps of the conducted analysis are presented in Figure 1 . Spectral decomposition of EEG from single trials (both, sensor-space and source-space) was conducted with Morlet wavelet (EEGlab newtimef function) and 200 linearly spaced time points and 40 linearly spaced frequencies were estimated. The window size used for decomposition was 211 data points (844ms). The wavelet contained 3 cycles at the lowest frequency (3.9Hz) and the number of cycles was increasing up to 11.4 cycles at highest frequency (30Hz) and 40 frequency points linearly spaced between 3.9Hz and 30Hz were estimated. Therefore, for every subject, condition, and channel/ROI, we obtained a 3D matrix of 40 (frequency points) X 200 (time points) X 'number of trials' (which varied between participants). Absolute values of the decomposed sensorspace signals were analyzed to investigate event-related changes in oscillatory power.
Functional connectivity estimation
Two measures of coupling were calculated for each frequency-and time-point between all pairs of ROIs.
Phase Locking Value (PLV; Lachaux et al., 1999) measures variability of phase between two signals is classically defined as, ( , ) = 1 |∑ exp ( ( 1 ( , ) − 2 ( , ))) =1 |,
where 1 ( , ) and 2 ( , )denotes phase from ROI 1 and 2 respectively, from trial n and for frequencypoint f and time-point t. N denotes the number of trials, and i is the imaginary unit. In the present study PLV was implemented as, ( , ) = 1 �∑ 〈 1 ( , ) 2 * ( , )〉 � 1 ( , ) 2 ( , )� =1 �,
where 1 ( , ) and 2 ( , ) are wavelet-decomposed EEG signals from ROIs 1 and 2 respectively, and * indicates the complex conjugate. Both implementations give exactly the same estimates.
Imaginary part of coherence (iCoh; Nolte et al., 2004) , which is a conservative measure of functional coupling insensitive to volume conduction, was calculated as,
For every subject, condition, and all pairs of ROIs (2278 pairs) we obtained PLV and iCoh matrices 40 (frequency points) X 200 (time points). In other words, for every subject (n=16), condition (2), and time-(200), and frequency point (40) we obtained a full 68 X 68 adjacency matrix.
Weighted graphs
The main aim of the study was to analyze topology of the event-related functional networks. To this end we converted full PLV adjacency matrices into sparse, undirected, weighted graphs which can be analyzed with graph measures. Graphs comprise of nodes, being systems' elements (here brain areas), and edges/connections, indicating interactions between elements (here phase synchronization). In order to obtain a sparse, weighted, undirected graph/network A (f,t) , a full adjacency matrices were thresholded, so that all the values below the threshold were set to 0. The values above the threshold retained original values (weights).
For each matrix the threshold was individually adjusted, so that the density, defined as the proportion of existing edges out of all possible edges, was equal for each graph. Density can be also represented as degree (K), which is defined as average number of edges coupled to a node. The main analysis was conducted with networks of density=0.29 (K = 10). Yet, the control analyses indicated that the main effects found in the study are independent of networks' density.
The basic parameter which can be calculated for weighted networks is networks' strength defined as an average over weights of all connections within a network. Further nodal strength can be calculated for each node defined as sum of weights of all edges coupled to a node.
Graph measures
Weighted networks
Weighted graphs A (f,t) were characterized with several graph measures generalized for analysis of weighted networks as implemented in Brain Connectivity Toolbox. Formal definitions of all measures can be found in (Rubinov and Sporns, 2010) . Clustering Coefficient (CC (f,t) ) and Characteristic Path Length (CPL (f,t) ) were calculated with functions clustering_coef_wu and charpath/distance_wei, respectively. Three surrogate random graphs with the same number of nodes and edges, and preserved weight, degree, and strength distributions were created for every original graph by reshuffling edges of the original graph (null_model_und_si). Three surrogate lattice networks with the same number of nodes and edges were also created for each original graph (makelatticeCIJ). CC and CPL were calculated for each surrogate graph, averaged to obtain CC rand (f,t) , CPL rand (f,t) , CC latt(f,t) , CPL latt (f,t) , and used to calculate two measures of "smallworldness": Sigma and Omega.
Sigma (Humphries and Gurney, 2008) , which evaluates whether a network can be considered "small-world" (if Sigma>1), was defined as,
(4)
Omega (Telesford et al., 2011) takes values between -1 (for lattice-like, clustered network) and 1 (for random network). Omega≈0 indicates "small-world" structure of a network. Omega was defined as,
.
Further, we calculated the weighted Rich Club Coefficient (RCC). Many systems exhibit so called rich-club organization, meaning that nodes with high degree (i.e. network hubs) are more strongly interconnected among themselves than nodes of a low degree (Colizza et al., 2006) . The anatomical networks of the human brain were shown to exhibit the rich-club topology (van den Heuvel and Sporns, 2011) . RCC quantifies how strong the interactions among networks' hubs are. To calculate RCC all edges of the analyzed graphs were ranked by weight, resulting in a vector W ranked . RCC is typically calculated for a range of rcK values and for each value of rcK, a group of nodes with degree>rcK belongs to a rich-club. The number of edges E rc between the rich-club nodes was counted, together with their collective weight W rc calculated as the sum of weights of all rich-club edges. The weighted RCC was then calculated as the ratio between W rc and the sum of weights of the strongest E rc edges of the whole graph, given by the top E rc number of edges of the collection of ranked edges in W ranked . RCC was formally was defined as follows (Opsahl et al., 2008) :
The main analysis was conducted with rcK=25 but all the individual rich-club curves are also presented.
RCC was calculated with the Brain Connectivity Toolbox function rich_club_wu.
Finally, k-core decomposition of graphs was calculated with a kcore_bu function. For this analysis weighted graphs were binarized, as otherwise the network strength would affect results to a great extent. K-core decomposition defines maximal connected sub-graphs in which all nodes have degree>k. K-core decomposition is implemented in steps. In each step nodes (together with their edges) with degree<k are pruned. Then k is increased and again the nodes with degree<k are pruned, until all nodes are removed. For each step removed nodes have the value k assigned as the nodal k-core value. A high nodal k-core indicates a more central role of a node in a network. The subset of nodes pruned in the last step (i.e. set of nodes with highest nodal k-core) constitute the k-core of a network.
Binary graphs
The same procedures were followed to create binary graphs. Full adjacency matrices were thresholded to obtain graphs with the same density (0.29) as the weighted graphs, but now all the preserved entries (i.e. above the threshold) were set to 1. To analyze binary graphs the same graph measures (but implemented specifically for analysis of binary graphs) were used. Clustering coefficient and characteristic path length were calculated with functions clustering_coef_bu and charpath/distance_bin respectively. Binary RCC was calculated with the rich_club_bu function. Three surrogate random graphs with preserved number of nodes, edges, and degree distribution, were created with randmio_und function. Three surrogate lattice networks with preserved number of nodes and edges were created with makelatticeCIJ function. Sigma and Omega were calculated according to the same definitions.
Modularity
A module (community) is defined as a group of nodes which are more strongly connected among each other than with nodes in other modules. Typically a quality function Q is used to evaluate modularity of a network (Newman and Girvan, 2004) . In binary networks Q quantifies the number of intra-modular connections relative to the inter-modular connections. In weighed networks Q quantifies the weights of intra-modular connections relative to the inter-modular connections. Therefore, maximization of Q allows partitioning a network into the most optimal community structure.
Uni-layer and multi-layer networks
We firstly studied modularity of uni-layer weighted networks. Each network A (f,t) represents one time-and frequency-point thus modularity at each time-point was evaluated independently from modularity at other time-points. A (f,t) is a 68 X 68 matrix whose elements A ij specific weights of edge between nodes i and j.
Suppose that node i is assigned to community g i and node j is assigned to community g j . The quality function Q uni evaluating modularity of a uni-layer network can be defined as:
where � � = 1 if = and 0 otherwise, and (gamma) is a resolution parameter. is the expected weight of the edge connecting node i and node j under the Newman-Girvan null model, which was defined as,
where k i is the strength of node i and k j is the strength of node j. The resolution parameter was set to 1 in the main analysis but we repeated the analysis with different values of gamma to demonstrate robustness of the results.
Further, for each frequency we created multilayer networks B (f) where each layer ("slice") of a network represented networks' state at one time point. Each layer was linked to proceeding (t-1) and subsequent (t+1) layers. The temporal links allowed estimating evolution of the community structure in the time domain. Neuroimaging data have been already studied as multilayer networks (Basset et al., 2011 (Basset et al., , 2013 Doron et al., 2012) . To ensure that mainly the evoked component is represented, and not the pre-stimulus activity, only the time-points from 0ms to 800ms after the stimulus onset were included in the multi-layer networks. Thus each multilayer network comprised 96 layers (time-points). The quality function Q ml evaluating modularity of a multilayer network can be defined as,
where the adjacency matrix of layer l has components B ijl , the element P ijl gives the components of the corresponding null model matrix, and is the structural resolution parameter of layer l, g il gives the community assignment of node i in layer l, g jr , gives community assignment of node j in layer r, the parameter (omega) is the interlayer coupling strength between node j in layer r and node j in layer l, = 1 2 ∑ , the strength of node j in layer l is = + , the intra-layer strength of node j in layer l is k jl , and the inter-layer strength of node j in layer l is = ∑ . The Newman-Girvan null model was employed within each layer and defined as,
where = 1 2 ∑ is the total edge weight in layer l. The resolution parameter (gamma) was set to 1 and all non-zero were set to 1 in the main analysis. The multilayer analysis was repeated with different values of gamma and omega to demonstrate robustness of results.
Analysis of networks partitions
We used a Louvain greedy community detection algorithm (Mucha et al., 2010) to optimize Q uni and Q ml .
Networks were partitioned into non-overlapping communities, i.e. each node belonged to one community only. Importantly, algorithms partitioning networks by optimization of modularity function tend to produce many near-optimal partitions which form the so called high-modularity plateau. Hence, two partitions optimizing the function Q to the same degree might indicate different community structure. To deal with this problem the high-modularity plateau is typically extensively sampled, i.e. that same network is partitioned a 
Null network models
Importantly, investigating qualities of the community structure is of relevance only if the analyzed network is indeed modular. Therefore, before comparing modularity between experimental conditions we tested whether event-related networks exhibit modular structure by comparing them to null (surrogate) networks.
Null networks were created by destroying the possible modular structure of original networks by randomization.
For each uni-layer network A (t,f) we created 25 null networks by randomizing edges of the original network but preserving weight, degree, and strength distributions (function: null_model_und_si). See Rubinov and Sporns (2011) for details of the algorithm When analyzing multilayer networks we used three different null models proposed by Bassett et al., (2011) :
(i) we randomized edges in each layer, but preserved weight, degree, and strength distributions (function:
null_model_und_si; the same procedure as for static networks); (ii) we randomized nodes in each slice so that node A in slice t was not linked to node A in slice t+1 but to some other node; (iii) we randomized slices, so that slice t+1 did not follow slice t. For each multilayer network B (f) we created 25 instantiations of each null model. Each null network was partitioned into communities using the same procedure as for the original networks. From each partition network features were calculated and averaged over 25 null networks. Difference between features of original networks and null networks was calculated and tested against 0.
Due to high computational time needed to calculate numerous network partitions we limited the community structure analysis to three frequencies representing 3 frequency bands (3.9Hz -theta; 10.6Hz -alpha; and Panels depicting results of statistical comparisons organized in the same manner as in Fig 2 and 3. (B) The RCC difference between conditions in the theta band at 500ms plotted as a function of rcK. Each subject is plotted in one color and yellow vertical line indicated rcK for RCC plotted in A. Higher RCC during target processing can be found across wide range of rcK. (C) K-core of the theta band network at baseline and at 500ms after target presentation plotted for each subject. weighted network (density=0.12) at two time-points. The difference plot depicts edges present at baseline but missing during cognitive processing (in red), and edges present during cognitive processing but missing at baseline (in green). (D) Spatio-temporal dynamics of community structure in the theta band network (multi-layer analysis). Each module is represented by one color. Below, snapshots of the community structure at two time-points. Fig. 10 . The proposed network topological "fingerprint" of cognition. In this scheme baseline network is characterized by modular structure (with four modules here) and high clustering within modules, in agreement with the literature. Hub-nodes (in magenta) exhibit high degree and transfer information across modules. We propose that dense and clustered inter-modular connectivity (in green) among hub-nodes is established during cognition. Such reorganization pattern accounts for the three findings of the present study, namely: (i) increase in clustering; (ii) decrease in modularity; (iii) increase in Rich-Club Coefficient.
