ABSTRACT Modulation format identification is an important part of optical performance monitoring in elastic optical networks. We propose a modulation format identification scheme based on the information entropy analysis of received optical communication signal. In our method, the information entropy is calculated based on the amplitude distribution of the received signal and employed to identify four commonly used modulation formats, including QPSK, 16QAM, 32QAM, and 64QAM. The results demonstrate that the modulation format can be identified with the required OSNR not higher than the FEC threshold. The influence of the residual chromatic dispersion on the proposed scheme is also discussed. It is insensitive to phase noise caused by laser linewidth and frequency offset, and can tolerate a range of fiber nonlinearity, which is also an advantage of our method. Compared to other blind modulation formats identification methods, the proposed method needs no additional hardware or training samples, is more simple and cost-effective.
I. INTRODUCTION
Since the mid-1980s, to satisfy the exponential growth of global communication, optical fiber communication systems have developed toward large capacity, long transmission distance, and high spectral [1] . Researchers propose an optical transmission method based on orthogonal frequency division multiplexing (OFDM) technology named elastic optical networks (EONs) and flexible allocation of spectrum can improve the efficiency and flexibility of traditional wavelength division multiplexing optical networks. In EON, the modulation formats (MFs) can be identified and adjusted in combination with real-time network conditions, the modulation format identification (MFI) method has attracted lots interests [2] .
Various MFI techniques have been proposed recently. MFI method based on elementary fourth-order cumulant is proposed. The phase error must be corrected before extracting
The associate editor coordinating the review of this manuscript and approving it for publication was San-Liang Lee. the cumulant features [3] . J. Liu et al propose a MFI method based on identifying features extracted from the distributions of received signal power. The method needs 10000 symbols to form empirical distributions of received signal power for MFI and the calculation of four feature values is of high complexity [4] . X. Lin et al propose a MFI algorithm based on the cumulative distribution function (CDF) of received signal's normalized amplitude for coherent optical receivers and 10000 samples of the received signal need to be collected to derive the empirical CDF of the normalized amplitude [5] . S.M. Bilal et al propose a peak-to-average-power ratio (PAPR) based MFI scheme at a particular optical-signalto-noise ratio (OSNR) value, so prior information of OSNR is required [6] . G. Liu et al have demonstrated a method identifying the unknown modulation format by evaluating the PAPR of the fast Fourier Transformation (FFT) of the received samples after different power operations, and multiple power operations and FFT operations are needed to obtain the peak tone spectrum. The complexity of the MFI in the work is higher than the time-domain methods due to the FFT block [7] . M. Xiang et al propose a RF-pilot aided MFI technique which is capable of supporting arbitrary modulation formats, achieving high identification accuracy and tracking a fast switching of modulation formats. But RF-pilot aided MFI needs make change to transmitted signal [8] . Because of the inherent insensitivity to carrier phase noise, frequency offset as well as polarization mixing, the Stokes-space-based MFI method has attracted many researchers [9] - [13] . The component analysis based on Stokes space is appropriate only for lower-order MFs and tracking the state of polarization and recovering the initial polarization state are required before the MFI stage. Over the last few years, a number of machine learning techniques are reported to extract format sensitive features to identify the MFs such as artificial neural networks (ANNs), deep neural networks (DNNs), convolutional neural networks (CNNs) and principal component analysis (PCA) [14] - [19] . Based on the characteristics of machine learning, a large number of signal samples are needed as training data before performing MFI.
In this paper, a MFI method is proposed by analyzing the information entropy of the received signal amplitude. The amplitude distribution of received signal varies with different MFs, thus the information entropy contained in the amplitude can be used to distinguish the MFs. In our method, the information entropy is calculated based on the amplitude distribution of received signal, 4 commonly used MFs in optical coherent transmission systems, QPSK, 16QAM, 32QAM, and 64QAM can be identified. The proposed method is not sensitive to the phase noise caused by the frequency offset between the transmitter laser and local oscillator (LO) laser and laser linewidth, and can tolerate the a range of fiber nonlinearity because of the advantage of amplitude analysis. Furthermore, no training samples or additional hardware are needed in our method, so is simple and cost effective. The total time complexity of the proposed method is O(n), better than some previously reported MFI methods. We also discuss the influence of the residual chromatic dispersion (CD) in the paper.
II. PRINCIPLE
According to the information theory put forward by C.E.Shannon, the average information of a collection consisting of n discrete independently random variables X = {x 1 , x 2 . . . x n }, named information entropy, is defined as
where p 1 , p 2 . . . p n are the probabilities for n discrete independent variables x 1 , x 2 . . . x n with 0 < p i ≤ 1(i = 1, 2 . . . n), and
, the unit of information entropy is bit. At present, the information entropy theory is applied in many fields, such as signal image processing [20] , circuit fault diagnosis [21] , mechanical vibration failure diagnosis [22] and signal analysis of engineering [23] to realize state identification [24] . In a digital communication system, the transmitted and received signal is random. For multilevel modulation formats in coherent optical communication systems, like QPSK, 16QAM, 32QAM, 64QAM and so on, the number and distribution probability of the amplitude levels are different. Since the information entropy is a measure of event uncertainty, it can be used to describe the difference of different MFs. It is assumed that the electric field for an ideal QPSK, 16QAM, 32QAM, or 64QAM symbol can be expressed as
If the possible symbols for QPSK, 16QAM, 32QAM, or 64QAM distribute uniformly, the normalized amplitudes of ideal QPSK, 16QAM, 32QAM, or 64QAM signals with average power equaling to 1 and the distribution probability are listed in Table 1 . Normally, the transmitted optical signal will be corrupted by the amplifier spontaneous emission (ASE) noise of erbium-doped fiber amplifier (EDFA), crosstalk caused by the CD and nonlinearity along the fiber link. The distribution of received signal amplitude will be spread even if the CD is equalized by digital signal processing (DSP) at the receiver. In this case, the amplitude histogram is employed to describe the distribution of four MFs. If the amplitude is normalized to the square root of average optical signal power, Figure 1 shows the normalized amplitude histogram of QPSK, 16QAM, 32QAM, or 64QAM signal with the OSNR of 30 dB. It is not hard to understand the information entropy varies with the number of bins if it is calculated based on the distribution probability of received signal amplitude. Considering that the normalized amplitude falls in the range of (0, 2), the histograms of normalized amplitude with different number of bins and the corresponding information entropy is calculated to characterize the MFs. The information entropy is expressed as H i if the bin number is i. Table 2 lists the information entropy of different modulation formats with OSNR of 30 dB, and the bin number is set as 3, 5, 7, and 9 respectively. It can be seen that, H 7 can be used to distinguish different modulation formats with appropriate threshold values. In our work, we set the threshold value of 1.4 bit for H 7 to identify QPSK signal from QAM signals and the threshold values as 2.3 bit or 1.95 bit to identify 16QAM, 32QAM, and 64QAM signals. Figure 2 is the flow chart of identifying MFs with our proposed method. Firstly, we calculate the H 7 of received signal. If H 7 is less than 1.4 bit, the signal is identified as QPSK. If H 7 is between 1.4 bit and 1.95 bit, the signal is decided as 16QAM. If H 7 is greater than 1.95 bit and less than 2.3 bit, the signal is identified as 32QAM. If H 7 is greater than 2.3 bit, the signal is decided as 64QAM.
III. SIMULATION RESULTS
We have adopted the simulation system of a recently proposed MFI scheme [25] . We use the commercial software Virtual Photonics Inc. (VPI) to set up the simulation system. Figure 3 shows the schematic diagram of proposed method. The polarization division multiplexed optical signal of four widely used formats QPSK, 16QAM, 32QAM, or 64QAM, is transmitted in the fiber transmission system. We set the symbol rate as 28 GBaud and the range of launch power is 0 to 5dBm. The wavelength of laser at transmitter is 1553.6 nm with a linewidth of 100 KHz. The signal is then transmitted through optical fiber link which has an EDFA and 100 km standard single-mode fiber (SSMF) in span. The CD of each SSMF is 16 ps/(km.nm) and polarization mode dispersion (PMD) parameter is set as 0.1ps/ √ km. Before the optical signal is input to a balanced detected coherent receiver, we use a variable optical attenuator (VOA) and an EDFA to vary OSNR of the optical signal in the range of 10 to 36 with fixed step of 2dB.The linewidth of LO is 100 KHz. Following the ADC, CD equalization and timing recovery algorithms are performed on the coherently detected signal. Because of the existence of PMD, the constant modulus algorithm (CMA) is also performed for polarization demultiplexing before the MFI stage. The output of CMA equalizer is 2 Sa/Symbol. After CMA, the signal is downsampled by 1 Sa/Symbol. The frequency offset estimator, adaptive equalizer, and carrier phase recovery performed with known MF, are as subsequent blocks in DSP after MFI.
A coherent optical fiber communication system with the launch optical power of 0 dBm and the fiber length of 500 km is setup. Figure 4 shows that the values of H 7 vary with different MFs and OSNR values. The value of H 7 for QPSK is less than 1.4 bit, so QPSK can be distinguished from other MFs. The value of H 7 for 64QAM is greater than 2.3 bit, so 64QAM Fiber nonlinearity is a non-negligible factor in long-haul optical fiber transmission systems. We also investigate the impact of fiber nonlinearity on our proposed method. The fiber nonlinearity is related to the fiber length and launch power. With the OSNR of each MF equaling to the FEC threshold and 28 dB, the effect of launch power on H 7 values are shown in Figure 5 . When the signal is QPSK, 16QAM, 32QAM, and 64QAM, the fiber length is set as 2500 km, 1500 km, 1500 km, and 1000km respectively. It can be seen that the variations of H 7 values remain in the range of respective thresholds even when the launch power is 5dBm for single channel system and 3 dBm for 5-channel system.
It is known that the residual CD caused by imperfection of CD equalization algorithm in a practical optical fiber communication system also affects the quality of received signal. To discuss the influence of residual CD, we simulate signals with different residual CD and OSNR of each MF equals to the FEC threshold, ignoring the effects of nonlinearity. As shown in Figure 6 , the proposed method can tolerate a range of residual CD for QPSK system (-120 to 130 ps/nm), 16QAM system (-40 to 40 ps/nm) and 32QAM system (-110 to 110 ps/nm) without sacrificing the performance.
Different MFs have different tolerances to residual CD as shown in Figure 6 . This has been confirmed in the reference [11] ; our method's tolerance to residual CD is normal compared to the reference [11] . After CD equalization, residual CD is better than 100 ps/nm, indicating that the MFI method for the signal after CD will not be influenced by residual CD.
According to the law of large numbers, the statistical properties of the amplitude distribution will be independent of VOLUME 7, 2019 sufficient symbol numbers. We analyze the variation of average H 7 under different symbol numbers shows in Figure 7 . The simulation results show that 64QAM needs 3000 symbols and other three MFs only need 1000 symbols. The histograms of MFs with different symbol numbers are shown by the inset figures.
Comparing time complexity, the proposed method also has advantages over other MFI methods. The total time complexity of our proposed method is O(n) to compute the information entropy of the received signals. Other methods, such as k-Nearest Neighbor (KNN) method and Stokes space analysis method, the calculation time is on the order of O(n 2 ) [11] , [14] . Our method is more efficiently.
The values of H 7 change with different signal patterns by changing PRBS seeds (the length of PRBS is 2 31 − 1) for different MFs when the OSNR values are lower or much higher than FEC thresholds (11&40 dB for QPSK, 17&40 dB for 16QAM, 21&40 dB for 32QAM, 23&40 dB for 64QAM) as shown in Figure 8 . The results show that, the statistical properties of the amplitude distribution will be independent of Figure 4 with the OSNR values, we believe that our method can perform MFI for practical optical communication systems.
IV. RESULTS OF PROOF EXPERIMENTS
The proof experiments were carried on dual-polarization system based on the schematic diagram of Figure 3 and measured experimental results for QPSK, 16QAM, 32QAM, and 64QAM. The transmitter laser is set to 1550nm and linewidth is 5 kHz, and is modulated by an IQ modulator, with I and Q branches driven independently by two PRBS produced by arbitrary waveform generator (AWG) and generate four MFs which symbol rate is 10 GBaud. The length of PRBS is 2 31 − 1. The launch optical power to SSMF is 0.0 dBm. A 50 GSa/s sampling rate real-time scope is used as ADC to sample the signal detected by the balance detector. The sampled received signal is processed with offline DSP, performs CD equalization, resampling, CMA and MFI. Figure 9 shows the experimental results with transmission distance of 100 km, 300 km, 500 km for QPSK, 16QAM, 64QAM; and 500 km for 32QAM signals. It can be seen that four MFs can be successfully distinguished with the thresholds of H 7 . The theoretical OSNR values of 10 GBaud QPSK, 16QAM, 32QAM, and 64QAM under 7% FEC threshold are about 11.5 dB, 15.5 dB, 17 dB, and 19.5 dB. With the proposed threshold of H 7 , the minimum OSNRs for identifying QPSK, 16QAM, 32QAM, and 64QAM signals are 12 dB, 16 dB, 18 dB, 18 dB. The minimum required OSNR of our method is less or slightly 1.0 dB higher than FEC threshold and we believe than the small penalty is not a big problem in a practical system [11] .
V. CONCLUSIONS
In this work, we propose a modulation format identification scheme by analyzing the information entropy of received optical amplitude. The histograms of normalized amplitude with different number of bins and the corresponding information entropy are utilized to distinguish commonly used modulation formats, i.e. QPSK, 16QAM, 32QAM, and 64QAM.Our method is verified by polarization division multiplexing transmission system with different modulation formats. The proposed method is based on amplitude analysis, so it's easily to see that the method can tolerate the laser phase noise such as laser linewidth and frequency offset, and a range of fiber nonlinearity. The required minimum OSNR of respective modulation format for this modulation format identification method are below the FEC threshold values. Our method requires less time complexity compared with many other blind MFI method. We believe that the proposed technique can be applied in OPM module to ensure robust network operation and bring great convenience into future EONs. 
