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TRIANGULARIZABILITY OF TRACE-CLASS OPERATORS WITH
INCREASING SPECTRUM
ROMAN DRNOVSˇEK
Abstract. For any measurable set E of a measure space (X,µ), let PE be the (orthog-
onal) projection on the Hilbert space L2(X,µ) with the range ranPE = {f ∈ L
2(X,µ) :
f = 0 a.e. on Ec} that is called a standard subspace of L2(X,µ). Let T be an operator
on L2(X,µ) having increasing spectrum relative to standard compressions, that is, for
any measurable sets E and F with E ⊆ F , the spectrum of the operator PET |ranPE is
contained in the spectrum of the operator PFT |ranPF . In 2009, Marcoux, Mastnak and
Radjavi asked whether the operator T has a non-trivial invariant standard subspace.
They answered this question affirmatively when either the measure space (X,µ) is dis-
crete or the operator T has finite rank. We study this problem in the case of trace-class
kernel operators. We also slightly strengthen the above-mentioned result for finite-rank
operators.
Key words: Invariant subspace; Standard subspace; Trace-class operator; Kernel opera-
tor; Positive operator; Triangularization
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1. Introduction
Let µ be a positive measure on a set X such that L2(X, µ) is a separable complex
Hilbert space. For each φ ∈ L∞(X, µ), we define the multiplication operator Mφ on
L2(X, µ) by Mφ(f) = φf (f ∈ L
2(X, µ)). Let M∞(X, µ) = {Mφ : φ ∈ L
∞(X, µ)} be the
collection of all multiplication operators. This collection is a maximal abelian, selfadjoint
algebra (usually abbreviated as masa) in the Banach algebra of all (bounded) operators
on L2(X, µ). The spectrum and the spectral radius of an operator T on L2(X, µ) are
denoted by σ(T ) and r(T ), respectively. An operator T on L2(X, µ) is said to be positive
if it maps nonnegative functions to nonnegative ones.
An operator P on the Hilbert space L2(X, µ) is called a standard projection correspond-
ing to a measurable set E ⊆ X if it is the multiplication operator by the characteristic
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function χE of E. In this case its range ranP can be identified with the Hilbert space
L2(E, µ|E), and it is said to be a standard subspace; in the Banach lattice theory it is
called a closed ideal (or a band) of L2(X, µ). If such a subspace is non-trivial and invari-
ant under an operator T on L2(X, µ), we say that T is decomposable (or, in the Banach
lattice theory, T is ideal-reducible).
We shall say that an operator T on L2(X, µ) admits a standard triangularization (or
T is completely decomposable or ideal-triangularizable) if we can find a totally ordered
set Λ and an increasing family {Pλ}λ∈Λ of standard projections such that {ranPλ}λ∈Λ is
a maximal increasing family of standard subspaces that are all invariant under T . If the
closed span of {Pλ}λ∈Λ in the weak operator topology is equal to M
∞(X, µ), we say that
T admits a multiplicity-free standard triangularization.
Following [3], we say that an operator T on L2(X, µ) has increasing spectrum relative
to standard compressions if
σ(PT |ranP ) ⊆ σ(QT |ranQ)
whenever P and Q are standard projections with ranP ⊆ ranQ. When this condition is
required only for finite-dimensional standard projections P and Q, the operator T is said
to have increasing spectrum relative to finite-dimensional standard compressions. The
following two theorems are proved in [3, Theorems 2.4 and 3.17].
Theorem 1. Let µ be the counting measure on a set X. If an operator T on L2(X, µ) has
increasing spectrum relative to finite-dimensional standard compressions, then it admits
a standard, multiplicity-free triangularization.
Theorem 2. Let T be an operator on L2(X, µ) of rank k ∈ N. If T has increasing
spectrum relative to standard compressions, then it admits a standard, multiplicity-free
triangularization. Furthermore, there is a chain of projections
0 = P0 < P1 < · · · < P3k−1 < P3k = I
in M∞(X, µ), whose ranges are all invariant under T , such that
(Pj − Pj−1)T (Pj − Pj−1) = 0
whenever Pj − Pj−1 has rank more than one.
Furthermore, [3, Corollary 3.5] provides an example of a compact quasinilpotent oper-
ator that has increasing spectrum relative to standard compressions, but it only admits
a standard triangularization that is not multiplicity-free.
The authors of [3] left open the following question:
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Question 3. Suppose that K is a compact operator on L2(X, µ) that has increasing spec-
trum relative to standard compressions. Does K admit a standard triangularization (which
need not be multiplicity-free)? In particular, is K decomposable?
It is worth mentioning that an affirmative answer to Question 3 would extend the well-
known de Pagter’s theorem (see [5] or [1, Theorem 9.19]) asserting that a positive compact
quasinilpotent operator K on L2(X, µ) is decomposable. Namely, it is easy to show (see,
e.g., the beginning of [3, page 3520]) that positivity of K implies that the operator PKP
is quasinilpotent for each standard projection P , so that K has increasing spectrum in
this case.
In this paper we consider Question 3 in the case of trace-class kernel operators. In
Section 2 the underlying measure space is the unit interval [0, 1], while in Section 3 we
add atoms to it, and we prove the main result of the paper (Theorem 7). In Section 4 we
slightly improve Theorem 2 that is the main result of [3]. In the rest of this section we
recall some relevant definitions and facts.
An operator K on L2(X, µ) is called a kernel operator if there exists a measurable
function k : X ×X → C such that, for every f ∈ L2(X, µ), the equality
(Kf)(x) =
∫
X
k(x, y)f(y)dµ(y)
holds for almost every x ∈ X . The function k is called the kernel of the operator K. The
kernel operator K is positive if and only if its kernel k is nonnegative almost everywhere.
If the kernel operator K with kernel k has the modulus |K|, then the kernel of |K| is
equal to |k| almost everywhere. For more details on kernel operators we refer the reader
to [7].
Given a compact operator T on L2(X, µ), let {sj(T )}j be a decreasing sequence of
singular values of T , i.e., the square roots of the eigenvalues of the self-adjoint operator
T ∗T , where T ∗ denotes the adjoint of T . If
∑
j sj(T ) <∞, the operator T is said to be a
trace-class operator. In this case, the trace of T is defined by
tr (T ) =
∞∑
n=1
〈Tfn, fn〉,
where {fn}
∞
n=1 is any orthonormal basis of L
2(X, µ). By Lidskii’s Theorem, the trace of
a trace-class operator T is equal to the sum of all eigenvalues of T counting algebraic
multiplicity. We will use freely the equality tr (AT ) = tr (TA) that holds for every trace-
class operator T and every operator A. For more details on trace-class operators see, e.g.,
[6].
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2. The unit interval [0, 1]
Let K be a kernel operator on L2[0, 1] with a continuous kernel k : [0, 1]× [0, 1]→ C. If
K is a trace-class operator, then the trace of K is equal to the integral of its kernel along
the diagonal:
tr (K) =
∫ 1
0
k(x, x)dx.
This equality is proved, for example, in [2, Theorem 12 in Chapter 30].
The proof of the following theorem is a slight modification of the proof of [3, Theorem
3.6]. For t ∈ [0, 1], let Pt denote the standard projection corresponding to the interval
[0, t].
Theorem 4. Let K be a compact operator on L2[0, 1]. Suppose that σ(PtKPt) ⊆ σ(K)
for each t ∈ [0, 1] (in particular, if K has increasing spectrum relative to standard com-
pressions). Then K is quasinilpotent.
Proof. Assume that r(K) > 0. Since K is compact, the map t 7→ PtKPt is continuous,
and so the map ϕ : t 7→ r(PtKPt) is continuous on [0, 1] (see, for example, [4]). Since
ϕ(0) = 0 and ϕ(1) = r(K), we conclude that [0, r(K)] ⊆ ranϕ. Now, for each t ∈ [0, 1],
there exists a complex number λt ∈ σ(PtKPt) such that |λt| = r(PtKPt) = ϕ(t). Since
σ(PtKPt) ⊆ σ(K), this implies that {λt : t ∈ [0, 1]} ⊆ σ(K) contradicting the fact that
σ(K) is at most countable set. Hence K must be quasinilpotent. 
Following the definition in [3], we say that a kernel operator K on L2[0, 1] with a
continuous kernel k admits a non-degenerate cycle of length n ≥ 2 if there exist n pairwise
distinct numbers x1, x2, . . ., xn in [0, 1] such that
k(x1, x2)k(x2, x3)k(x3, x4) · · · k(xn−1, xn)k(xn, x1) 6= 0.
The following theorem provides a partial answer to Question 3.
Theorem 5. Let K be a trace-class kernel operator on L2[0, 1] with a continuous kernel
k. Suppose that K has increasing spectrum relative to standard compressions and that the
modulus |K| is also a trace-class operator. Then K and |K| are quasinilpotent operators
admitting a (common) standard triangularization.
Proof. By Theorem 4, K is quasinilpotent. For x ∈ [0, 1) and r ∈ (0, 1−x), let Px,r be the
standard projection corresponding to the interval [x, x+ r]. Since the operator Px,rKPx,r
is a quasinilpotent trace-class kernel operator on L2[0, 1], we have
0 = tr (Px,rKPx,r) =
∫ x+r
x
k(t, t)dt,
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and so
0 = lim
r→0
1
r
∫ x+r
x
k(t, t) dt = k(x, x).
Now choose distinct x, y ∈ [0, 1) and r > 0 such that [x, x+ r] and [y, y+ r] are disjoint
intervals contained in [0, 1]. Since the operators (Px,r+Py,r)K(Px,r+Py,r), Px,rKPx,r and
Py,rKPy,r are quasinilpotent trace-class kernel operators on L
2[0, 1], we have
0 = tr (((Px,r + Py,r)K(Px,r + Py,r))
2) = tr ((Px,r + Py,r)K(Px,r + Py,r)K) =
= tr ((Px,rKPx,r)
2) + tr (Px,rKPy,rK) + tr (Py,rKPx,rK) + tr ((Py,rKPy,r)
2) =
= 2 · tr (Px,rKPy,rK) = 2 ·
∫ x+r
x
ds
∫ y+r
y
k(s, t)k(t, s)dt.
Dividing by r2 and letting r tend to 0 we conclude that k(x, y)k(y, x) = 0 for all x, y ∈
[0, 1). Since k is continuous, this holds for all x, y ∈ [0, 1], and therefore K does not admit
any non-degenerate cycles of length 2.
We claim that K does not admit any non-degenerate cycles of length n for any n ≥ 3.
Assume otherwise. Let n ≥ 3 be the smallest positive integer for which K admits a
non-degenerate cycle of length n. Let x1, x2, . . ., xn be pairwise distinct numbers in [0, 1)
such that
k(x1, x2)k(x2, x3)k(x3, x4) · · · k(xn−1, xn)k(xn, x1) 6= 0.
If 1 ≤ i < j ≤ n with j − i ≤ n− 2, it follows from
k(xi, xi+1)k(xi+1, xi+2) · · ·k(xj−1, xj) 6= 0
and
k(xi, xi+1)k(xi+1, xi+2) · · ·k(xj−1, xj)k(xj , xi) = 0
that k(xj , xi) = 0.
Let r > 0 be small enough so that {[xi, xi + r]}
n
i=1 are pairwise disjoint intervals con-
tained in [0, 1]. Then the standard projections Pi := Pxi,r are pairwise orthogonal. Set
Ki,j := PiKPj. Since the operator (P1 + . . . + Pn)K(P1 + . . . + Pn) is a quasinilpotent
trace-class kernel operator on L2[0, 1], we have
0 = tr (((P1 + . . .+ Pn)K(P1 + . . .+ Pn))
n) = tr
((
n∑
i=1
n∑
j=1
Ki,j
)n)
=
(1) =
n∑
i1,...,in=1
tr (Ki1,i2Ki2,i3 · · ·Kin−1,inKin,i1).
The last trace is equal to the integral∫ xi1+r
xi1
dt1
∫ xi2+r
xi2
dt2 · · ·
∫ xin+r
xin
k(t1, t2) k(t2, t3) k(t3, t4) · · · k(tn−1, tn) k(tn, t1) dtn.
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Dividing by rn and letting r tend to 0 we conclude from (1) that
0 =
n∑
i1,...,in=1
k(xi1 , xi2)k(xi2 , xi3) · · ·k(xin−1 , xin)k(xin , xi1).
Since k(xj , xi) = 0 for all i, j with 1 ≤ i ≤ j ≤ n and j − i ≤ n− 2 and since K does not
admit any non-degenerate cycles of length smaller than n, we finally obtain that
0 = n k(x1, x2)k(x2, x3)k(x3, x4) · · ·k(xn−1, xn)k(xn, x1).
This contradiction shows that K does not admit any non-degenerate cycles.
For every n ≥ 2 and for every numbers x1, x2, . . ., xn in [0, 1], we therefore have
k(x1, x2)k(x2, x3) · · · k(xn−1, xn)k(xn, x1) = 0.
The modulus |K| of K has kernel |k|, so that the kernel of |K|n at point (x, x) ∈ [0, 1]×
[0, 1] is equal to the integral∫ 1
0
dt1
∫ 1
0
dt2 · · ·
∫ 1
0
|k(x, t1)| |k(t1, t2)| |k(t2, t3)| · · · |k(tn−1, x)| dtn−1 = 0.
Therefore, tr (|K|n) = 0 for all n ∈ N. By a well-known theorem (see e. g. [2, Theorem
14 in Chapter 30]), we conclude that |K| is a quasinilpotent trace-class positive operator.
It follows that |K| admits a standard triangularization, by (a corollary to) de Pagter’s
theorem (see, e.g., [6, Theorem 8.7.9]). It is clear that the same family of standard
subspaces is also invariant under K. This completes the proof. 
The example following the proof of [3, Corollary 3.5] shows that in Theorem 5 we cannot
conclude that K admits a multiplicity-free standard triangularization. It is also worth to
mention that there exist kernel operators with continuous kernels that are not trace-class
operators (see [2, Section 30.6]).
3. The disjoint union of the unit interval and atoms
In this section we extend Theorem 5 to the measure space (X, µ) obtained by adding
N ∈ N ∪ {∞} atoms to the unit interval [0, 1]. To define this more precisely, let A =
{2, 3, 4, . . . , N + 1} if N ∈ N, and A = N \ {1} if N = ∞. We assume that µ is a Borel
measure on [0,∞) such that its support is X = [0, 1] ∪ A, the restriction of µ to [0, 1]
is the Lebesgue measure, and {j} is an atom of measure 1 for each j ∈ A. Clearly, the
Hilbert space L2(X, µ) is the direct sum of L2[0, 1] and l2(A). Let PC denote the standard
projection corresponding to the interval [0, 1], and let PA denote the standard projection
corresponding to the set A.
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The following proposition was actually proved in [3, Proposition 3.7]. We state it here,
because in [3, Proposition 3.7] the assumption that K has increasing spectrum is missing.
Proposition 6. Let K be a compact operator on L2(X, µ) having increasing spectrum
relative to standard compressions. Then the operators K and PAKPA have the same
non-zero eigenvalues with the same algebraic multiplicities, while the operator PCKPC is
quasinilpotent.
LetK be a trace-class kernel operator on L2(X, µ) with a continuous kernel k : X×X →
C. Then
tr (K) = tr (PCKPC) + tr (PAKPA) =
∫ 1
0
k(x, x)dx+
N+1∑
j=2
k(j, j) =
∫
X
k(x, x)dµ(x).
Similarly as before, we say that a kernel operator K on L2(X, µ) with a continuous
kernel k admits a non-degenerate cycle of length n ≥ 2 if there exist n pairwise distinct
numbers x1, x2, . . ., xn in X such that
k(x1, x2)k(x2, x3)k(x3, x4) · · · k(xn−1, xn)k(xn, x1) 6= 0.
The following theorem extends Theorem 5, and it gives a more general answer to
Question 3.
Theorem 7. Let K be a trace-class kernel operator on L2(X, µ) with a continuous kernel
k. Suppose that K has increasing spectrum relative to standard compressions and that its
modulus |K| is also a trace-class operator. Then K and |K| admit a (common) standard
triangularization. Furthermore, the operators K and PAKPA have the same non-zero
eigenvalues with the same algebraic multiplicities. This holds also for the operators |K|
and PA|K|PA, while the operators PCKPC and PC |K|PC are both quasinilpotent.
Proof. We intend to modify the proof of Theorem 5. We still have k(x, x) = 0 for all
x ∈ [0, 1], but {k(j, j) : j ∈ A} contains the set of all non-zero eigenvalues of K or
PAKPA, by Proposition 6 and Theorem 1.
We claim that K does not admit any non-degenerate cycles of length 2. In view
of Theorem 1 and Theorem 5 it is enough to show that k(x, j)k(j, x) = 0 for every
x ∈ [0, 1] and every j ∈ A. To this end, let Px,r be the standard projection corresponding
to the interval [x, x + r] for some r ∈ (0, 1), and let Qj be the standard projection
corresponding to the atom {j}. If the operators (Px,r +Qj)K(Px,r +Qj) and QjKQj are
not both quasinilpotent, they have only one non-zero eigenvalue (that is equal to k(j, j)).
Furthermore, Px,rKPx,r is a quasinilpotent trace-class kernel operator, and so we have
0 = tr (((Px,r +Qj)K(Px,r +Qj))
2)− tr ((QjKQj)
2) =
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= tr ((Px,r +Qj)K(Px,r +Qj)K)− tr (QjKQjK) =
= tr ((Px,rKPx,r)
2) + tr (Px,rKQjK) + tr (QjKPx,rK) =
= 2 · tr (Px,rKQjK) = 2 ·
∫ x+r
x
k(t, j)k(j, t)dt.
Dividing by r and letting r tend to 0 we conclude that k(x, j)k(j, x) = 0 as claimed.
Let us prove thatK does not admit any non-degenerate cycles of length n for any n ≥ 3.
Assuming the contrary, let n ≥ 3 be the smallest positive integer for which K admits a
non-degenerate cycle of length n. Let x1, x2, . . ., xn be pairwise distinct numbers in X
such that
k(x1, x2)k(x2, x3)k(x3, x4) · · · k(xn−1, xn)k(xn, x1) 6= 0.
As in the proof of Theorem 5, we have k(xj , xi) = 0 if 1 ≤ i < j ≤ n with j − i ≤ n− 2,
since
k(xi, xi+1)k(xi+1, xi+2) · · ·k(xj−1, xj) 6= 0
and
k(xi, xi+1)k(xi+1, xi+2) · · · k(xj−1, xj)k(xj , xi) = 0.
Let m be the number of x1, x2, . . ., xn belonging to [0, 1]. In view of Theorem 1 and
Theorem 5 we can assume that 1 ≤ m ≤ n− 1.
Let r ∈ (0, 1) be small enough so that {[xi, xi + r]}
n
i=1 are pairwise disjoint intervals.
Then the standard projections Pi := Pxi,r (i = 1, 2, . . . , n) are pairwise orthogonal. Put
P := P1 + . . .+ Pn and Ki,j := PiKPj. Now, we have
tr ((PKP )n) = tr
((
n∑
i=1
n∑
j=1
Ki,j
)n)
=
(2) =
n∑
i1,...,in=1
tr (Ki1,i2Ki2,i3 · · ·Kin−1,inKin,i1).
The last trace is equal to the integral∫ xi1+r
xi1
dµ(t1)
∫ xi2+r
xi2
dµ(t2) · · ·
∫ xin+r
xin
k(t1, t2) k(t2, t3) k(t3, t4) · · · k(tn−1, tn) k(tn, t1) dµ(tn),
which can be non-zero only in two cases:
(a) i1 = i2 = . . . = in and xi1 = j for some j ∈ A, in which case it is equal to k(j, j)
n;
(b) (i1, i2, . . . , in) is a permutation of (1, 2, . . . , n) that is an n-cycle (i.e., a cycle of
maximal length).
If Cn denotes the set of all n-cycles, it follows from (2) that
(3) tr ((PKP )n) =
∑
j∈{x1,...,xn}∩A
k(j, j)n +
∑
(i1,...,in)∈Cn
tr (Ki1,i2Ki2,i3 · · ·Kin−1,inKin,i1).
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By Proposition 6, the operators PKP and PAPKPPA have the same non-zero eigen-
values with the same algebraic multiplicities, and these eigenvalues are equal to the set
{k(j, j) : j ∈ {x1, . . . , xn} ∩ A} \ {0} by Theorem 1. Therefore, we obtain from (3) that
0 =
∑
(i1,...,in)∈Cn
tr (Ki1,i2Ki2,i3 · · ·Kin−1,inKin,i1).
Dividing by rm and letting r tend to 0 we conclude that
0 =
∑
(i1,...,in)∈Cn
k(xi1 , xi2)k(xi2 , xi3) · · ·k(xin−1 , xin)k(xin , xi1).
Since k(xj , xi) = 0 for all i, j with 1 ≤ i ≤ j ≤ n and j− i ≤ n− 2, we finally obtain that
0 = n k(x1, x2)k(x2, x3)k(x3, x4) · · ·k(xn−1, xn)k(xn, x1).
This contradiction shows that K does not admit any non-degenerate cycles.
Let D be the (diagonal) kernel operator on L2(X, µ) with the kernel obtained from k
by multiplication with the characteristic function of the set {(j, j) : j ∈ A}. Thus, the
kernel g of the kernel operator G = K − D has all diagonal entries equal zero, and for
every n ∈ N and for every numbers x1, x2, . . ., xn in X , we have
g(x1, x2)g(x2, x3) · · · g(xn−1, xn)g(xn, x1) = 0.
The modulus |G| of G has kernel |g|, so that the kernel of |G|n at point (x, x) ∈ X ×X
is equal to the integral∫
X
dµ(t1)
∫
X
dµ(t2) · · ·
∫
X
|g(x, t1)| |g(t1, t2)| |g(t2, t3)| · · · |g(tn−1, x)| dµ(tn−1) = 0.
Therefore, tr (|G|n) = 0 for all n ∈ N. By [2, Theorem 14 in Chapter 30]), |G| is quasinilpo-
tent trace-class operator. It follows that |G| admits a standard triangularization, by (a
corollary to) de Pagter’s theorem. Clearly, the same family of standard subspaces is also
invariant under |K| = |G|+D and K = G+D. The rest assertions of the theorem follow
from Proposition 6. 
4. Finite-rank operators
Throughout this section, we assume again that µ is a positive measure on a set X
such that L2(X, µ) is a separable complex Hilbert space. Lemma 3.14 and Proposition
3.15 in [3] are the key assertions for the proof of Theorem 2. However, the conclusion
in the last line of the proof of [3, Lemma 3.14] is not established, and so we first give a
more convincing proof of [3, Lemma 3.14 and Proposition 3.15]. We then slightly improve
Theorem 2.
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Proposition 8. Let K be a finite-rank operator on L2(X, µ) with nilpotent standard
compressions. Then there exist non-zero standard projections Q and R on L2(X, µ) such
that
QK = 0 and KR = 0.
Proof. If the space L2(X, µ) is finite-dimensional, this proposition follows easily from
Theorem 1. So, assume that the space L2(X, µ) is infinite-dimensional. It suffices to
prove the existence of a non-zero standard projection Q such that QK = 0, as then this
can be applied for the adjoint operator K∗ to obtain a non-zero standard projection R
such that RK∗ = 0, implying that KR = 0.
Let n be the rank of K. We may assume that K 6= 0, so that n ≥ 1. The operator K
can be viewed as a kernel operator whose kernel is
k(x, y) =
n∑
i=1
fi(x)gi(y),
where each of the sets {fi}
n
i=1 and {gi}
n
i=1 is linearly independent in L
2(X, µ). Then
Kf =
n∑
i=1
〈f, gi〉fi
for all f ∈ L2(X, µ). Note that K is a trace-class operator on L2(X, µ), and its trace is
equal to tr (K) =
∫
X
k(x, x) dµ(x). To show the latter, we can assume that {fi}
n
i=1 is an
orthonormal basis for the range of K, and so we have
tr (K) =
n∑
j=1
〈Kfj , fj〉 =
n∑
j=1
n∑
i=1
〈fj, gi〉〈fi, fj〉 =
n∑
i=1
〈fi, gi〉 =
∫
X
k(x, x) dµ(x).
Let P be the standard projection corresponding to a measurable subset E of X . Since
the operator PKP is a nilpotent kernel operator on L2(X, µ), we have
0 = tr (PKP ) =
∫
E
k(x, x) dµ(x).
This holds for any measurable subset E of X , so that k(x, x) = 0 for almost every x ∈ X .
It is easy to verify that we may henceforth assume that k(x, x) = 0 for all x ∈ X , by
suitably redefining the functions {gi}
n
i=1 on sets of measure zero.
Define two maps from X to Cn by
F (x) =
[
f1(x) f2(x) · · · fn(x)
]t
and G(x) =
[
g1(x) g2(x) · · · gn(x)
]t
.
Then k(x, y) = F (x)tG(y) for all x and y. Let us denote the support of a function
f : X → C by
supp (f) := {x ∈ X : f(x) 6= 0},
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and define
supp (F ) =
n⋃
i=1
supp (fi) and supp (G) =
n⋃
i=1
supp (gi) .
We must show that there is a non-zero standard projection Q on L2(X, µ) such that
Qfi = 0 for all i = 1, 2, . . . , n, or equivalently, the complement ( supp (F ))
c of supp (F )
has positive measure, as we can then takeQ to be the standard projection corresponding to
this complement. For n = 1 this easily follows from the facts that 0 = k(x, x) = f1(x)g1(x)
for all x, and µ( supp (f1)) > 0 and µ( supp (g1)) > 0. Assume now that K has the
smallest rank n ≥ 2 among all operators satisfying the assumptions of the proposition
and having the property that µ(( supp (F ))c) = 0. We can assume that supp (G) = X ,
since, otherwise, we can replace the operator K with the operator PGKPG (considered as
an operator on ranPG), where PG is the standard projection corresponding to supp (G).
Define an n× n matrix of functions on X by
M(x) = G(x)F (x)t.
Since F (x)tG(x) = k(x, x) = 0, M(x) is a nilpotent rank-one matrix. For any measurable
subset E of X let us define
M(E) =
∫
E
M(x) dµ(x).
Let P be the standard projection corresponding to a measurable set E. As the operator
PKP is a nilpotent finite-rank kernel operator on L2(X, µ), we have
(4) 0 = tr ((PKP )2) =
∫
E
dµ(x)
∫
E
k(x, y)k(y, x)dµ(y).
Since
tr (M(x)M(y)) = tr (G(x)F (x)tG(y)F (y)t) = F (x)tG(y) tr (G(x)F (y)t) =
= k(x, y)F (y)tG(x) = k(x, y)k(y, x),
we obtain that
(5) tr ((M(E))2) = tr
((∫
E
M(x) dµ(x)
)(∫
E
M(y) dµ(y)
))
=
∫
E
dµ(x)
∫
E
tr (M(x)M(y)) dµ(y) =
∫
E
dµ(x)
∫
E
k(x, y)k(y, x)dµ(y) = 0,
by (4). Now, let E and F be disjoint measurable sets. Since
tr ((M(E ∪ F ))2) = tr ((M(E) +M(F ))2) =
= tr ((M(E))2) + tr ((M(F ))2) + 2 tr (M(E)M(F )),
(5) gives that tr (M(E)M(F )) = 0.
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Let V be the linear span of the set {M(E) : E measurable set}, and let m be its
dimension. Clearly, m ≤ n2. Pick measurable sets E1, E2, . . . , Em such that M(E1),
M(E2), . . . , M(Em) is a basis for V. As the set function M is finitely additive, we
may assume that the sets E1, E2, . . . , Em are pairwise disjoint. Put E0 = ∪
m
i=1Ei. Let
us show that we can also assume that µ(Ec0) > 0. If µ(E
c
0) > 0, we are done, and if
µ(Ec0) = 0, then at least one of the sets E1, E2, . . . , Em, say E1, can be decomposed into
two disjoint measurable sets F1 and F2 of positive measure, since the space L
2(X, µ) is
infinite-dimensional. For j ∈ {1, 2}, let Vj be the linear span of the set {M(Fj)}∪{M(Ek) :
k = 2, 3, . . . , m}. If the dimensions of V1 and V2 were both smaller than m, then M(F1)
and M(F2) would be linear combinations of matrices M(E2), M(E3),. . . , M(Em), and so
M(E1) = M(F1) +M(F2) would also be a linear combination of the same matrices. This
would contradict the choice of the sets E1, E2, . . . , Em, and so we must have that Vj = V
for some j ∈ {1, 2}. Therefore, we can replace E1 by Fj , showing that we can assume
that µ(Ec0) > 0.
Since for every k ∈ {1, . . . , m} and for every measurable subset F ⊆ Ec0 it holds that
0 = tr (M(F )M(Ek)) =
∫
F
tr (M(x)M(Ek)) dµ(x),
for almost every x ∈ Ec0 we have tr (M(x)M(Ek)) = 0 for all k ∈ {1, . . . , m}. Therefore,
we can find an x0 ∈ E
c
0∩ supp (F ) such that tr (M(x0)M(Ek)) = 0 for all k ∈ {1, . . . , m}.
By linearity of the trace, we have tr (M(x0) T ) = 0 for all T ∈ V. Since M(x0) =
G(x0)F (x0)
t is a rank-one nilpotent matrix, we can find an invertible n × n matrix S
such that M(x0) = S
−1ene
t
1S, where e1, e2, . . ., en are the standard basis vectors of C
n.
Therefore, 0 = tr (S−1ene
t
1S T ) = tr (ene
t
1S TS
−1) = et1(S TS
−1)en, that is, the (1, n)-
entry of S TS−1 is zero for all T ∈ V. Now, define two maps from X to Cn by
F˜ (x)t =
[
f˜1(x) f˜2(x) · · · f˜n(x)
]
:= F (x)tS−1 and
G˜(x) =
[
g˜1(x) g˜2(x) · · · g˜n(x)
]t
:= S G(x).
If T = M(E) ∈ V for arbitrary measurable set E, then
STS−1 =
∫
E
SG(x)F (x)tS−1 dµ(x) =
∫
E
G˜(x)F˜ (x)t dµ(x),
and so the (1, n)-entry of G˜(x)F˜ (x)t is zero for almost all x ∈ X , that is, g˜1(x)f˜n(x) = 0
for almost all x ∈ X . Since F˜ (x)tG˜(x) = F (x)tS−1S G(x) = k(x, y), we may therefore
assume already for the original functions that g1(x)fn(x) = 0 for almost all x ∈ X .
Since the functions fn and g1 are non-zero, there exists a measurable set E such that
µ(E) > 0, µ(Ec) > 0, fn = 0 on E and g1 = 0 a.e. on E
c. If P is the standard projection
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corresponding to E, then the operator PKP has kernel
kP (x, y) =
n−1∑
i=1
fi(x)gi(y),
and it is a finite-rank operator on L2(E, µ|E) with nilpotent standard compressions. By
the choice of n, there is a set A ⊆ E of positive measure such that fi = 0 on A for all
i = 1, 2, . . . , n− 1. Since fn = 0 on A as well, this contradiction completes the proof. 
We now slightly improve Theorem 2 that is the main result of [3]. We begin with the
case of a nilpotent operator.
Theorem 9. Let K be an operator on L2(X, µ) of rank n ∈ N. If K has nilpotent
standard compressions, then there exist a positive integer m ≤ n + 1 and a partition
{E1, E2, . . . , Em} of X such that, relative to the decomposition L
2(X, µ) =
⊕m
j=1 L
2(Ej , µ|Ej),
the operator K has the block-matrix form
K =


0 K1,2 K1,3 K1,4 . . . K1,m−1 K1,m
0 0 K2,3 K2,4 . . . K2,m−1 K2,m
0 0 0 K3,4 . . . K3,m−1 K3,m
0 0 0 0
. . . K4,m−1 K4,m
...
...
...
. . .
. . .
...
...
0 0 0 0 . . . 0 Km−1,m
0 0 0 0 . . . 0 0


,
with Kj,j+1 6= 0 for all j = 1, 2, . . . , m− 1.
Proof. We will use induction on n. Assume that the theorem holds for operators of ranks
strictly less than n. Define the standard projection on L2(X, µ) by
Q1 = sup{R ∈M
∞(X, µ) : R2 = R = R∗, KR = 0}.
Since K is continuous, we have KQ1 = 0. It follows from Proposition 8 that Q1 6= 0. Let
E1 be a measurable set corresponding to Q1, and let K1 = (I − Q1)K(I − Q1). Define
the standard projection on L2(X, µ) by
Q2 = sup{R ∈M
∞(X, µ) : R2 = R = R∗, R ≤ I −Q1, K1R = 0}.
ThenK1Q2 = 0 and Q2 ≤ I−Q1. Since (I−Q1)KQ2 = (I−Q1)K(I−Q1)Q2 = K1Q2 = 0,
we have Q1KQ2 = KQ2 6= 0, by the definition of Q1. From Q1KQ2 6= 0 and K1Q2 = 0
it follows that rank(K1) ≤ n− 1. So, if n = 1 then K1 = 0, and {E1, E
c
1} is the desired
partition of X . Assume therefore that K1 6= 0, so that n ≥ 2. By induction hypothesis,
there exist a positive integer m and a partition {E2, E3, . . . , Em} of E
c
1 such that m−1 ≤
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rank(K1) + 1 ≤ n and, relative to the decomposition L
2(Ec1, µ|Ec1) =
⊕m
j=2L
2(Ej, µ|Ej),
the restriction of K1 to the range ran (I −Q1) = L
2(Ec1, µ|Ec1) has the block-matrix form
K1 =


0 K2,3 K2,4 . . . K2,m−1 K2,m
0 0 K3,4 . . . K3,m−1 K3,m
0 0 0
. . . K4,m−1 K4,m
...
...
. . .
. . .
...
...
0 0 0 . . . 0 Km−1,m
0 0 0 . . . 0 0


,
with Kj,j+1 6= 0 for all j = 2, 3, . . . , m − 1. Since K1,2 := Q1KQ2 6= 0, the partition
{E1, E2, . . . , Em} of X has the desired properties. 
Theorem 10. Let K be an operator on L2(X, µ) of rank n ∈ N. If K has increas-
ing spectrum relative to standard compressions, then it admits a standard, multiplicity-
free triangularization. Furthermore, there exist a positive integer m ≤ 2n + 1 and a
partition {E1, E2, . . . , Em} of X such that, relative to the decomposition L
2(X, µ) =⊕m
j=1L
2(Ej , µ|Ej), the operator K has the block-matrix form
K =


K1,1 K1,2 K1,3 K1,4 . . . K1,m−1 K1,m
0 K2,2 K2,3 K2,4 . . . K2,m−1 K2,m
0 0 K3,3 K3,4 . . . K3,m−1 K3,m
0 0 0 0
. . . K4,m−1 K4,m
...
...
...
. . .
. . .
...
...
0 0 0 0 . . . Km−1,m−1 Km−1,m
0 0 0 0 . . . 0 Km,m


,
where each diagonal blockKj,j can be non-zero only when L
2(Ej , µ|Ej) is a one-dimensional
space (corresponding to an atom), and in this case Kj,j is a non-zero eigenvalue of K.
Proof. In view of Theorem 9 we may assume that K has at least one non-zero eigenvalue.
Let λ1, . . ., λr be non-zero eigenvalues of K, with algebraic multiplicities m1, . . ., mr,
respectively. For each i = 1, . . . , r, let Mi,1, . . ., Mi,mi be the standard projections (corre-
sponding to the atoms Ai,1, . . ., Ai,mi, respectively) for which Mi,jKMi,j = λiMi,j for all
j = 1, . . . , mi. The existence of these atoms is guaranteed by [3, Corollary 3.8]. Now we
apply [3, Corollary 3.12] to conclude that the finite-rank operator
G = K −
r∑
i=1
mi∑
j=1
λiMi,j
has nilpotent standard compressions. Since rank(K) = n and
∑r
i=1mi ≤ n, it holds that
rank(G) ≤ 2n.
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By Theorem 9, there exist a positive integerm ≤ 2n+1 and a partition {E1, E2, . . . , Em}
of X such that, relative to the decomposition L2(X, µ) =
⊕m
k=1 L
2(Ek, µ|Ek), the operator
G has the block-matrix form
G =


0 G1,2 G1,3 G1,4 . . . G1,m−1 G1,m
0 0 G2,3 G2,4 . . . G2,m−1 G2,m
0 0 0 G3,4 . . . G3,m−1 G3,m
0 0 0 0
. . . G4,m−1 G4,m
...
...
...
. . .
. . .
...
...
0 0 0 0 . . . 0 Gm−1,m
0 0 0 0 . . . 0 0


,
with Gj,j+1 6= 0 for all j = 1, 2, . . . , m−1. The block-matrix form ofK differs from the last
one only on some diagonal blocks, which are restrictions of some λiMi,j to L
2(Ek, µ|Ek).
Clearly, this block-matrix form of K is not necessarily the desired one.
We will complete the proof of the theorem with induction on n. Assume that the
theorem holds for operators of ranks strictly less than n. Among the sets E1, . . ., Em
there is exactly one, say Ep, that contains the atom A1,1. Let F1 = ∪
p−1
j=1Ej and F2 =
(Ep \A1,1) ∪ (∪
m
j=p+1Ej). It follows from the above block-matrix form of K that, relative
to the decomposition
L2(X, µ) = L2(F1, µ|F1)⊕ L
2(A1,1, µ|A1,1)⊕ L
2(F2, µ|F2),
the operator K has the block-matrix form
K =

K1 ∗ ∗0 λ1 ∗
0 0 K2

 .
Now, if n = 1 then K1 = 0 and K2 = 0, so that the theorem holds in this case. Assume
therefore that n ≥ 2. Then, for each j ∈ {1, 2}, the operator Kj on L
2(Fj, µ|Fj) has the
desired block-matrix form with at most (2 rank(Kj)+1) diagonal blocks, by the induction
hypothesis. Therefore, the operator K has the block-matrix form in which the number of
diagonal blocks is at most
(2 rank(K1) + 1) + 1 + (2 rank(K2) + 1) = 2 (rank(K1) + 1 + rank(K2)) + 1 ≤ 2n+ 1.
This completes the proof of the theorem. 
We complete this paper by an example showing that the bound 2n+ 1 in Theorem 10
cannot be improved.
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Example 11. Let n ∈ N, and let e1, e2, . . ., e2n+1 be the standard basis vectors of C
2n+1.
For each j = 1, 2, . . . , n, let fj =
∑2n+1
i=2j ei. Define
K =
n∑
j=1
(e2j−1 + e2j) · f
t
j .
For example, if n = 2 then
K =


0 1 1 1 1
0 1 1 1 1
0 0 0 1 1
0 0 0 1 1
0 0 0 0 0

 .
Then K is an upper triangular matrix of rank n, and so it has increasing spectrum relative
to standard compressions. Furthermore, it already has the form guaranteed by Theorem
10, and it is easy to see that there is no such form with a number of diagonal blocks
smaller than 2n + 1.
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