Abstrnct -' W e say that a signal is rkndomly sampled w h e n the samples a r e taken at random instants of time. The study of random sampling and randomly sampled signals is motivated b o t h by practical and theoretical interests.'' The fmst ones include s p e c t r a l analysis (estimation of spectra f r o m a finite number of samples) and quality of service (signal reconstruction), and the second ones include statistical analysis of reconstruction methods.
I. INTRODUCTION
Random sampling of a continuous time random signal X (t), t E R, yields a sequence of samples X(Tn), n E Z
where T,, n E Z, is the sequence of points (times of events) of a point process.
At the extremities of the spectrum of randomness, we find the completely random sampling, or Poisson sampling, where T,,, n E Z, is a homogeneous Poisson p r e cess [l] , and the regular sampling, where T,, = nT, T-' being the sampling frequency.
Random sampling is in most cases not deliberate. Regular sampling can become random due to jitter (lack of synchronization) or to thinning (loss of samples). Communication systems provide several examples of such a situation. It can, however, be inherent to the sampling proccdure, as in laser velocimetry [2], where a sample is collected only at the passage of a grain of matter through the laser beam.
In the following, the signal X ( t ) , t 6 IR, is called the sampled signal, the point process Tn, n E Z, the sampler, the sequence (1) is the s a m p l e sequence, and the process Two theoretical question arise. The first one is related to spectral analysis, the second one to signal reconstruction.
1. What is the relation between the spectrum of the sample comb (or the sample sequence) to that of the sampled signal? 2. To what extent can we recover the sampled signal from the sampled comb (or the sample sequence)? Several works have contributed in answering such quesmostly motivated by the searching of alias-free sampling schemes, i.e. sampling schemes leading to a one-to-one relation between the spectrum of the sample comb to that of the sampled signal. The aim was to find a sampling framework without the band-limited requirement of the classical Shannon's sampling theorem 151.
The first attempts of a detailed analysis of randomly sanipled signals were based on the modeling of the sample comb using the Dirac (pseudo) process 6. Beutler and Leneman [G, 7, 81 obtained formulas for the moments of the sample comb that lead to the expression of the correlation of the sample comb a s a function of the correlation of the sampled signal. Leneman and Lewis 191 investigated the reconstruction error for several interpolators of the random samples. Such results depend on the sampling scheme through statistics related to the intervals between successive points of the sampler.
Results on the spectral analysis of randomly sampled signals have been obtained by Masry [lo, 111. Using a point process approach, the spectrum of the sample sequence is expressed as a function of the spectrum of the sampled signal and of the second order quantities of the point process. Then, by reformulating the alia-free concept, alias-free sampling schemes axe proved to lead to a consistent spectral estimator.
However, the mentioned works are limited to the sampling on the line (R) and most of the results depend on the sampling scheme through formulas that cannot be extended to R"': 711 2 2.
In the present paper we consider a point process approach to random sampling. With such a formalism, random sampling is formulated in the general spatial case. By modeling the sample comb as a point process, and by using the notion of Bartlett spectrum, we give a gentions. Early investigation on random sampling [3,4] were .
era1 formula for the reconstruction error in terms of the spectrum of the sampled signal and the spectrum of the sample conlb. The sampled signal and the sampler are assumed stationary (or at least wide-sense stationary for the sampled process). We treat the case where the sampled signal and the general sampler are independent, and the case where the rate of a Poisson sampler depends on the sampled signal.
SPATIAL RANDOM SAMPLING
We formulate random sampling in thc general spatial case. Here the sampled signal is a wide-sense stationary Let Q ( z ) , z E R"', be the probability measure of the composition {ZX (A)}Ac,+ 1121 (a" = Bore1 o-field on IR") .
Then [l],
Moreover, {X (t)}tEIRm admits the Cram&-Khinchin de-
Lm
where the integral thereof is a Wiener integral.
--
"
The sampler is now a stationary point Process on Rm, denoted N. Let p the probability of losing a sample, and q = 1 -p .
Then, Rm such that for all functions 'p : Rm + 02 that are in The sample "brush" is the pseudo process
that can be identified with the measure CBEN X (s) 6, (.).
To express its spectrum, we consider the generalized Cram&--Khinchin spectrum, i.e. a measure fiy (du) such that, for any 'p ( t ) E L' n Lz,
The reconstruction of the signal X ( t ) is obtained by filtering the sample comb {Y ( t ) }
where 'p E L' nL2. The difference E between X ( t ) and its approximation, i.e. the reconstruction error, is measured bv .-
SPECTRA OF THE SAMPLE COMB A N D .

RECONSTRUCTION ERROR WHEN THE SAMPLER IS
~
INDEPENDENT FROM THE SIGNAL
Let N be a wide-sense stationary simple point process on Rm with intensity X < 00, and Bartlett spectrum p~.
We have the following: and, when the process is a homogeneous Poisson process
In this last case the reconstruction error is Let us now consider the "classical" sampling framework for a centered signal {X ( t ) } t E R (in the univariate case), Therefore, sampling at the Nyquist rate X =. 2B gives" very poor performances, not better than the estimate li based on no observation at all. This does not mean, however, that below the rate X = 2B, there is no information (or in a sense as the result suggests "negative information") concerning the process itself contained in its samples. A better choice of a filter would indeed give'. a linear estimate with error less than U' = Cx (0). For instance, if we let Q be real, we find for the error
where it is assumed that {X (t)}tEm has the power spectral density fx (U). At the minimum, where 7~ (U) is the normalized power spectral density is "randomly thinned" (as described in example 11.4) the spectrum of the resulting sample comb is
Let E be the reconstruction error when the sample brush is characterized by p-and the sampler by p~. Then, from the effect of thinning on p y , the reconstruction error becomes
y.
Remark that when there the probability of a loss is zero, 0 R i.e. q = 1, we have E = ?. ' can be obtained as a particular case. Indeed, when the sampling is uniform and on the line (for a centered signal, for notation ease) from (9) we obtain the aliased spectrum Moreover, in the classical sampling situation where the signal { X ( t ) l t E R has a spectral measure p x with finite support S, and the filter 'p E L' f l L2 verifies (13), with X = 1 IT, the reconstruction is perfect. Then
which is the usual reconstruction formula [5] Iv. SPECTRA Rm with the conditional (w.r.t. X ) intensity of the form
X ( t ) = X ( t , X )
For instance, in the univariate case, X ( t ) = IX(t)I2, X ( t ) = IX (t)I where X is the derivative at t of t + X ( t ) . More complicated functionals can be considered. 'Such formulas are valid in the general spatial case.
