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ON WISHART AND NON-CENTRAL WISHART
DISTRIBUTIONS ON SYMMETRIC CONES
EBERHARD MAYERHOFER
Abstract. Necessary conditions for the existence of non-central Wishart dis-
tributions are given. Our method relies on positivity properties of spherical
polynomials on Euclidean Jordan Algebras and advances an approach by Ped-
dada and Richards (1991), where only a special case (positive semidefinite
matrices, rank one non-centrality parameter) is treated. Not only needs the
shape parameters be in the Wallach set - as is the case for Riesz measures - but
also the rank of the non-centrality parameter is constrained by the size of the
shape parameter. This rank condition has been recently proved with differ-
ent methods for the special case of symmetric, positive semidefinite matrices
(Letac and Massam (2011) and Graczyk, Malecki and Mayerhofer (2016)).
1. Introduction
For specific parameter instances, the Wishart distribution arises as the distri-
bution of the covariance of samples from the multivariate normal distribution and
was discovered as such by Wishart [17]. The Wishart distribution Γ(β,Σ) on the
cone of positive semidefinite m × m matrices S+m, can be defined via its Laplace
transform1
Φ(u;β,Σ) :=
∫
S+d
e− tr(uξ)p(dξ) = det(Im + 2uΣ)−β, u ∈ S+m,
where p ∼ Γ(β,Σ). Here one assumes non-degenerate scale parameter Σ ∈ S++m
(the positive definite matrices) and a non-negative shape parameter β ≥ 0. From
its definition, one can see that the Wishart distribution is a natural multivariate
generalization of the Gamma distribution to the cone of positive semidefinite ma-
trices. Unlike this one-dimensional distribution, the Wishart distribution does not
exist for all natural parameter choices. In fact, it is well known that Γ(β,Σ) exists,
if and only if
(1.1) β ∈ Λ = {0, 1
2
, . . . ,
m− 2
2
} ∪ [m− 1
2
,∞).
The set Λ is often referred to as Gindikin set, in honor of Gindikin who studied
Gamma distributions on homogeneous cones [8].
Graczyk, Malecki and Mayerhofer [9] prove that in the more general case of the
non-central Wishart distribution Γ(β,Σ;Ω) (with non-centrality parameter Ω ∈
2010 Mathematics Subject Classification. Primary 60B15; Secondary 05A10, 05A05,33C80.
Key words and phrases. Wishart Distribution, Jack Polynomials, Generalized Binomial Coef-
ficients, Jack Polynomials, Symmetric Cones.
1The characteristic function as computed for half-integers β by [14, p.444], and used in [15] as
defining equation is cumbersome, due to the use of the complex power function zβ , β > 0, and is
therefore avoided throughout this paper.
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S+m) whose Laplace transform is given by
Φ(u;β,Σ,Ω) = det(Im + 2uΣ)
−βe−2 tr(ΩuΣ(Im+2uΣ)
−1), u ∈ S+m,
in addition to (1.1), the rank condition must hold:
(1.2) If β <
m− 1
2
, then rank(Ω) ≤ 2β.
Their proof uses the modern theory of affine Markov semigroups with state space S+m
[3], and studies the action of these on elementary symmetric functions. Another,
perhaps more elementary but rather technical proof of Letac and Massam [11]
requires the precise decomposition of Γ(m−12 ,Σ;Ω) into its singular and absolute
continuous parts, and a detailed analysis of the support of non-central Wishart
distributions.
This paper advances the very first approach to the existence issue of non-central
Wishart distributions by Peddada and Richards [15, Theorem 2] who use properties
of spherical polynomials with matrix argument to derive the weaker condition (1.1),
albeit only for the rank(Ω) = 1 case. Besides, they were not aware of the rank
condition (1.2), which had first been conjectured by the author in a talk at a
CIMPA workshop in Hammamet in 2011 (this rank condition is termed “Mayerhofer
conjecture” in [11] and “Non-central Gindikin set conjecture” in [9]).
The refinement of Peddada and Richards’ method produces the shortest and
most elementary proof of the statements in [9, 11]:
Theorem 1.1. Let β ≥ 0, Ω ∈ S+m and Σ ∈ S++m . If Γ(β,Σ;Ω) exists, then
conditions (1.1) and (1.2) must hold.
It turns out that Peddada and Richards’ method is perfectly suited for an ap-
plication in the general setting of symmetric cones. The appropriate generalization
of Theorem 1.1 is developed in Section 4 (Theorem 4.10). This result offers also a
solution to [15, Conjecture 1] in the Hermitian case (but goes beyond it, including a
rank condition), while it of course comprises all other irreducible symmetric cones:
The Lorentz cones and the positive self-adjoint cones of arbitrary dimensions (over
the reals, complex numbers, quaternions) as well as the exceptional 27 dimensional
cone of 3× 3 matrices over the octonions.
Program. In Section 2 some facts on generalized binomial coefficients are elabo-
rated, in particular their non-negativity, as well as strict positivity in certain cases
(Theorem 2.3). These coefficients arise in expansions of zonal polynomials which in
turn are normalized Jack polynomials, with a parameter depending on the geome-
try of the particular symmetric cone (Theorem 4.2). The above stated Theorem 1.1
is proved in Section 3.1.This result is then extended to the irreducible symmetric
cone setting in Section 4 (Theorem 4.10). For the convenience of the reader, who
might not be familiar with the algebraic structure of Euclidean Jordan Algebras,
sections 3 and 4 are kept independent and self-contained.
In Appendix A some facts of symmetric cones, and algebraic properties for Eu-
clidean Jordan algebras are summarized. Essential formulas for the so-called con-
tiguous binomial coefficients are given in Appendix B. Finally, in Appendix C we
elaborate the maximal domain of the moment generating function of Wishart distri-
butions. Furthermore, the action of linear automorphisms as well as of the natural
exponential family on non-central Wishart distributions, which is required for the
proof of Theorem 4.10, is studied.
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2. Positivity of Generalized Binomial Coefficients
Let m ∈ N, and σ = (σ1, . . . , σm) be a multi-index. The degree of a multi-index
σ ∈ Nm0 is |σ| := σ1 + · · · + σm. All multi-indices that we consider here are in
non-increasing order. The length l(σ) is the last index i for which σi 6= 0. The set
of length m multi-indices is denoted by Em := {σ ∈ Nm0 | σ1 ≥ σ2 ≥ · · · ≥ σm}.
The ith contiguous multi-index is defined by σi := (σ1, . . . , σi +1, . . . , σm). Denote
by 1m the m-vector (1, . . . , 1).
For a given α > 0, the Jack polynomials Jκ( ;α) indexed by κ ∈ ∪m≥0Em are
the unique normalized symmetric polynomials in several variables with coefficients
in the field Q(α), which satisfy both a triangular, and an orthogonality property
with respect to the a certain scalar product (for details, see [12, Chapter VI, (4.5)]).
This paper uses another characterization put forward by R. Stanley ([16, Theorem
3.1]).
Theorem 2.1. The polynomial Jκ( ;α) is an eigenfunction of the Laplace-Beltrami-
type operator
(2.1) D(α) :=
α
2
m∑
i=1
t2i
∂2
∂t2i
+
∑
1≤i,j≤m
i6=j
t2i
ti − tj
∂
∂ti
,
associated with the eigenvalue
eκ(α) := α
m∑
i=1
κi
(κi − 1)
2
−
m∑
i=1
(i− 1)κi + (m− 1)|κ|.
There are no further eigenfunctions linearly independent from the Jκ’s.
Remark 2.2. [16] gives a formula in terms of conjugate indices. The quoted form
in (2.1) can be obtained by using the computations in the proof of [14, Theorem
7.2.2] together with the proof of [16, Theorem 3.1], where one needs only to prove
that Dαt
κ1
1 . . . t
κm
m = eκ(α)t
κ1
1 . . . t
κm
m + lower order terms.
The generalized binomial coefficients
(
κ
σ
)
α
are implicitly defined2 by the
identity
(2.2)
Jκ(t+ 1
m;α)
Jκ(1m;α)
=
k∑
s=0
∑
|σ|=s
(
κ
σ
)
α
Jσ(t;α)
Jσ(1m;α)
.
The coefficients (2.2) are rational numbers by construction. Peddada and Richards
remark [15],
“In the real case no explicit formula is available for the generalized
binomial coefficients, and it does not even appear to be known
whether they are nonnegative always.”
We will need more and less: It turns out that we need strict positivity, yet only
for a special class of coefficients, the contiguous ones.
2The generalized binomial coefficients are well-defined, since the Jack polynomials Jλ(;α) with
λ1 + λ2 + · · · = n form a basis of homogeneous symmetric functions of degree n with coefficients
in Q(α) ([16], p.83). Note that in (2.2) the left side is a symmetric polynomial of the same degree
as Jκ( ;α) and the coefficients Jκ(1m;α) are strictly positive, see [16, Theorem 5.4].
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Theorem 2.3.
(
κ
σ
)
α
is a nonnegative rational number for any κ, σ ∈ Nm0 . Further-
more, the contiguous coefficients
(
σi
σ
)
α
are strictly positive.
Proof. By [10, Lemma 4] (and for zonal polynomials, where α = 2, [14, Exercise
7.13]),
(2.3)
m∑
i=1
(
σi
σ
)
α
(
κ
σi
)
α
= (|κ| − |σ|)
(
κ
σ
)
α
.
If |κ| = |σ|, there is nothing to prove, due to the fact that (cf. [14, p. 268, (5)])
(2.4)
(
κ
σ
)
α
= δκσ ∈ {0, 1}.
The contiguous coefficients
(
σi
σ
)
α
can be explicitly computed for each i = 1, . . . ,m.
It follows immediately from the formula in Lemma B.2 below that
(2.5)
(
σi
σ
)
α
≥ 0.
Induction over d = |κ| − |σ| is used. For any κ, σ and d = 0, 1, the statement
holds, see (2.5), (2.4)). These cases form the induction basis.
Supposing the induction hypothesis
(2.6)
(
µ
ν
)
α
≥ 0, for all µ, ν satisfying |µ| − |σ| ≤ d− 1
it follows that
(2.7)
(
κ
σi
)
α
≥ 0
for each i = 1, . . . , n, because |κ| − |σi| = d− 1.
Hence by (2.3), (2.5) and (2.7),(
κ
σ
)
α
=
1
k − s
(
m∑
i=1
(
σi
σ
)
α
(
κ
σi
)
α
)
≥ 0,
and thus the first part of the statement is proved. The strict positivity of the
contiguous coefficients follows directly from their explicit expressions provided by
Lemma B.2. 
3. The Wishart Distribution on Positive Semidefinite Matrices
Denote by Sm the symmetric m×m matrices.
Recall the definition of zonal polynomials of matrix argument. For a strictly
positive constant Cκ(Im),
(3.1) Cκ(x) = Cκ(Im)Φκ(x), Φκ(x) =
∫
u∈O(m)
∆κ(uxu
∗)du, x ∈ Sm,
where du is the Haar measure on the orthogonal group O(m), and for κ1 ∈ Em
∆κ(x) = ∆1(x)
κ1−κ2∆2(x)κ2−κ3 . . .∆m(x)κm ,
where ∆i is the i
th subminor of the matrix x ∈ Sm.
Lemma 3.1. Cκ(Ω) ≥ 0. Furthermore, if rank(x) = k and l(κ) = k, then Cκ(x) >
0.
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Proof. Cκ(Ω) ≥ 0, because of the nonnegative integrand in the very definition of
the zonal polynomials, eq. (3.1). Concerning strict positivity, note that the non-
negative map u 7→ ∆κ(uxu⊤) is strictly positive in a non-empty open neighborhood
U0 of the identity u = Im. Since O(m) is a compact set, it can be covered by finitely
many translates of U0. The translation invariance of the Haar measure implies that
strictly positive mass is assigned to U0, whence
Φκ(x) ≥
∫
u∈O(m)∩U0
∆κ(uxu
∗)du > 0.

Lemma 3.2. Let β ≥ 0, Ω ∈ S+m and Σ ∈ S++m . If the Wishart distribution
Γ(β,Σ;Ω) exists, so does Γ(β,Σ; tΩ) exist for any t ≥ 0.
Note that for t = 0 the standard Wishart distribution is recovered.
Proof. [9, Lemma 3.5 (iii)] (replace Ω↔ Ω, Σ↔ 2Σ, Ω˜ = tΩ, Σ˜↔ 2Σ). 
3.1. Proof of Theorem 1.1.
Proof. Suppose Γ(β,Σ;Ω) exists. By Lemma 3.2 this is implies the existence of
Γ(β, Im; tΩ), for each t ≥ 0. Assume a random matrix S(t) ∼ Γ(β, Im; tΩ), each t ≥
0, as random variables on a probability space (Ω,F ,P) with expectation operator
E.
Denote by (a)κ the “generalized Pochhammer symbol”
(a)κ :=
l(κ)∏
i=1
(a− 1
2
(i− 1))κi ,
where the classical Pochhammer symbol is used, which is defined for b ∈ R as
(3.2) (b)0 := 1, (b)k := b(b− 1) . . . (b− k + 1), k ∈ N.
By [15, Equations (12)], for any κ ∈ Em the following moment formula holds
(note the slightly rewritten formula)
(3.3) ECκ(S(t)) = Cκ(Im)
∑
σ
(
κ
σ
)
(β)κ
(β)σ
Cσ(tΩ)
Cσ(Im)
.
If β ≥ (m − 1)/2, nothing need to be shown. Suppose therefore β < (m − 1)/2,
and k = rank(Ω). If k = 0, then Ω = 0, and there is nothing to show. To outline
a rigorous proof for [15, Theorem 2] of Peddada and Richards, and their result’s
extension including the rank condition, the rank one case is shown first: So assume
rank(Ω) = 1 and m ≥ 2. For κ = (1, 1) = 12, Cκ(Ω) = 0, and therefore eq. (3.3)
yields
EC12 (S(t)) = C12(Im)
(
(β)12 +
(β)12
(β)1
C1(tΩ)
C1(Im)
)
= C12(Im)
(
β(β − 1/2) + (β − 1/2)
(
κ
1
)
C1(tΩ)
C1(Im)
)
.
Since each zonal polynomail value is strictly positive (Lemma 3.1), β ∈ [0, 1/2) is
impossible, as it leads to strictly negative expectation, whence 2β ≥ 1 = rank(Ω).
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For the general case rank(Ω) = k, consider κ = 1k+1. Then
ECκ(S(t)) = Cκ(Im)
(
(β)1k+1 + (β)1k/β
(
κ
1
)
C1(tΩ)
C1(Im)
+ . . .
+(β − k/2)
(
κ
1k
)
C1k(tΩ)
C1k(Im)
)
.
The last summand is the leading coefficient in t. Furthermore, the contiguous
coefficient
(
κ
1k
)
in this last summand is strictly positive, due to Lemma B.2. Hence
β ∈ [0, k/2) implies that ECκ(S(t)) < 0, a mere impossibility. Whence 2β ≥ k.
It remains to show that 2β ∈ {k/2, . . . , (m − 2)/2}. For small t, the zero order
coefficient in (3.3) dominates all other coefficients, implying thus
(β)κ ≥ 0
for each κ. In particular, for each 1 ≤ l ≤ m, and κ = 1l+1,
(β)κ = β(β − 1/2) . . . (β − l/2) ≥ 0,
which is violated, unless β ∈ {k/2, . . . ,m− 2/2} (for instance, if β ∈ (k/2, (k +
1)/2), take l = k + 1, and thus (β)κ < 0). 
4. The Wishart Distribution on Symmetric Cones
Let C be an irreducible symmetric cone in a finite dimensional vector space V ,
dimV = n. We denote by r the rank of the associated simple Euclidean Jordan
algebra, with unit element e, and let d its Peirce invariant. The inner product on V
is chosen as 〈x, y〉 := tr(xy). For a brief review on symmetric cones see Appendix
A.
The generalized Pochhammer symbol, parameterized in α > 0 (whose depen-
dence is suppressed in the following) is given by
(a)κ :=
l(κ)∏
i=1
(a− 1
α
(i− 1))κi ,
where the classical Pochhammer symbol is used (see eq. (3.2)).
4.1. Zonal Polynomials: Definition and basic properties. LetK = O(V )∩G,
where O(V) is the orthogonal group of V and G is the connected component of the
identity in the linear automorphism group of C. Let dk be the normalized Haar
measure on the compact abelian group K. The spherical polynomials are defined
by
(4.1) Φκ(x) :=
∫
K
∆κ(kx)dk, κ ∈ Em, m ≥ 1,
where ∆κ denotes the generalized power (see Appendix A.3). Up to a postive
constant3
(4.2) cκ = dκ
|κ|!(
n
r
)
κ
they are equal to the zonal polynomials:
(4.3) Zκ(x) = cκΦκ(x).
3The constant dκ = 1/‖∆κ‖Σ is computed explicitly in [7, Proposition XI.4.1 and Proposition
XI.4.3].
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This normalization is tailored in such a way that
(4.4) tr(x)k =
∑
|κ|=k
Zκ(x)
and thus [7, Proposition XII.1.3 (i)]
etr(x) =
∑
κ
dκ
dκ(
n
r
)
κ
Φκ(x), x ∈ V.
An immediate consequence of a functional relationship for zonal polynomials [7,
Corollary XI.3.2] is the following
Lemma 4.1.
(4.5)
∫
K
Zκ(P (y
1/2)kx)dk =
Zκ(y)Zκ(x)
Zκ(e)
.
4.2. Zonal Polynomials are normalized Jack symmetric functions. The
functions Zκ are special cases of normalized Jack polynomials, when considered as
functions of the eigenvalues of x:
Theorem 4.2. Let α = 2/d, where d is the Peirce invariant. Then for any κ ∈ E,
(4.6) Φκ(x) =
Jκ(λ(x); 2/d)
Jκ(1l(κ); 2/d)
,
where λ(x) = (λ1, . . . , λr) are the eigenvalues of x.
Example 4.3. For d = 1, k = 2 and m = 2, Zκ = Cκ, and
(4.7)
∑
|κ|=k
Cκ(z) = tr(z)
k = (λ1 + λ2)
2 = (λ21 + λ
2
2 +
2
3
λ1λ2) +
4
3
λ1λ2,
where (λ1, λ2) are the eigenvalues of the symmetric positive semidefinite matrix z.
On the other hand, the Jack polynomials of degree 2 are given by ([6, Table 1,
α = 2])
(4.8) J(1,1)(λ;α = 2) = 2λ1λ2, J(2)(λ;α = 2) = 3(λ
2
1 + λ
2
2) + 2λ1λ2.
By equation (4.6) the zonal polynomials are multiplies of the Jack polynomials, and
by comparing (4.8) and (4.7) we must have the following relationship
C(1,1) =
2
3
J(1,1)(, ;α = 2), C(2) =
1
3
J(2)(, ;α = 2).
A consequence of Theorem 4.2 is the following crucial link between the general-
ized binomial coefficients in the context of symmetric cones, and those defined via
Jack polynomials:
Remark 4.4. By the definition (4.1), we have Φκ(e) = 1. Therefore cκ = Zκ(e).
The generalized binomial coefficients of [7, p. 343], are defined by the relationship
Φµ(e + x) =
∑
|ν|≤|µ|
(
µ
ν
)
Φν(x).
Since Φκ(e) = 1, for each κ, we conclude that(
µ
ν
)
=
(
µ
ν
)
2/d
,
8 EBERHARD MAYERHOFER
where the latter are the generalized binomial coefficients (2.2) for Jack polynomials
of parameter α = 2/d.
Proof of Theorem 4.2. By [7, Proposition VI.4.2], the Laplace-Beltrami operator is
of the form
LΦκ(x) =
r∑
i=1
λ2i
∂2Φκ
∂λ2i
+ d
∑
i6=j
λiλj
λi − λj
∂Φκ
∂λi
+
n
r
r∑
i=1
λi
∂Φκ
∂λi
=
r∑
i=1
λ2i
∂2Φκ
∂λ2i
+ d
∑
i6=j
λ2i
λi − λj
∂Φκ
∂λi
+
(n
r
− (r − 1)d
) r∑
i=1
λi
∂Φκ
∂λi
,
where (λ1, . . . , λr) are the eigenvalues of x. By the Euler equation for the homoge-
neous function Φκ, we thus obtain
(4.9) LΦκ −
(n
r
− (r − 1)d
)
|κ|Φκ = 2
α
D(α)Φκ
for α = 2/d.
Furthermore, by [7, Exercise VII.2], ∆κ is an eigenfunction of the Laplace-
Beltrami operator, and therefore also Φκ is an eigenfunction of L, and by (4.9),
it is an eigenfunction of dD(2/d) also. Since (the symmetrization of) the monomial
tκ11 . . . t
κm
m is the highest order term of Φκ, and since (see the proof of [14, Theorem
7.2.2] )
dD(2/d)tκ1 . . . t
κm
m = eκ(α)t
κ1
1 t
κ
1 . . . t
κm
m + lower order terms,
its eigenvalue equals eκ(2/d). Thus, by [16, Theorem 3.1],
Φκ =
∑
µ≤κ
gµκJµ(; 2/d).
By the second part of the proof of [16, Proposition 5.1], it follows that
Φκ(·) = fκ(d)Jκ(·; 2/d),
for some constant fκ(d).
By the definition (4.1), we have Φκ(e) = 1, hence
fκ(d) = Jκ(1l(κ); 2/d)
−1.

Using Remark 4.4 we have the following generalization of [14, Theorem 7.6.3]:
Proposition 4.5.
(4.10) ∆(A + e)−β
∫
K
e−〈(A
−1+e)−1,k(Ω)〉dk =
∞∑
k=0
∑
κ:|κ|=k
(−1)kL
β
κ(−Ω)Zκ(A)
k!
,
where the generalized Laguerre polynomials (indexed by κ) are defined by ([7,
p.343])
Lβκ(x) :=
∑
σ
(
κ
σ
)
2/d
(β)κ
(β)σ
Zσ(−x)
Zσ(e)
.
Proof. Use [7, Exercise XV.3] with Ω = −u, x = −A and the homogeneity of Zκ of
degree |κ| = k. 
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4.3. The Wishart distribution. The Wishart distribution on symmetric cones
([13, Corollary 3] and [1, (3.17)]) is defined as follows:
Definition 4.6. Let β ≥ 0 and Σ be a regular element in C. The Wishart distri-
bution Γ(β,Σ), if exists, is defined via its Laplace transform ∆
(
e+ P (
√
Σu)
)−β
.
An immediate consequence of the positivity result on Riesz distributions on
symmetric cones which have Laplace transforms of the form ϕβ(u) = ∆(u)
−β , is
the following:
Proposition 4.7. The Wishart distribution Γ(β,Σ) is a positive measure, if and
only if β belongs to the (so-called) Wallach set
(4.11) Λ := {0, d
2
, . . . ,
d
2
(r − 2)} ∪
[
d
2
(r − 1),∞
)
.
We shall extend this result for the more general case of non-central Wishart
distributions, including a rank condition on the shape parameter. In accordance
with [4, Proposition 5.5], where this distribution arises naturally as time marginal
of affine diffusion processes, we define the following
Definition 4.8. Let β ≥ 0 and Σ ∈ C◦. The non-central Wishart distribution
Γ(β,Σ;Ω), if exists, is defined via its Laplace transform
(4.12)
∫
e− tr(uξ)Γ(β,Σ;Ω)(dξ) := ∆
(
e+ 2P (
√
Σ)u
)−β
e−〈(u
−1+2Σ)−1,Ω〉.
Lemma 4.9. Zκ(Ω) ≥ 0. Furthermore, if rank(x) = k and l(κ) = k, then Zκ(x) >
0.
Proof. Zκ(Ω) ≥ 0, because of the nonnegative integrand in the very definition of
the zonal polynomials, eq. (4.1)–(4.3).
For the proof of strict positivity, note that the non-negative map k 7→ ∆κ(kx) is
strictly positive in a non-empty open neighborhood U0 of the identity map. Since K
is a compact set, it can be covered by finitely many translates of U0. The translation
invariance of the Haar measure implies that strictly positive mass is assigned to U0,
whence
Φκ(x) ≥
∫
u∈K∩U0
∆κ(kx)dk > 0.

Theorem 4.10. If Γ(β,Σ;Ω) exists, then the following conditions must hold:
(i) β ∈ Λ, and
(ii) if β ∈ {0, d2 , . . . d2 (r − 2)}, then d rank(Ω) ≤ 2β.
Proof. If 2β ≥ d(r−1), nothing need to be shown. Assume therefore 2β < d(r−1).
Suppose S ∼ Γ(β,Σ;Ω). Then by the second part of Lemma C.3 (i), P (
√
Σ−1S ∼
Γ(β, e; Ω′), where Ω′ = P (
√
Σ−1)(Ω) is of the exact same rank as Ω, because Σ is
invertible. Second, by the first part of Lemma C.3 (i), using the map P (
√
se), we
obtain the existence of Γ(β, te; sΩ′), for each s > 0. By Lemma C.3 (ii), Γ(β, e; sΩ
′
s2 )
exists, for any s > 0. Setting s = t, we see that Γ(β, e; tΩ′) exists for any t > 0.
As the Laplace transforms converge pointwise for t → 0 to det(e + 2u)−β, by
Le´vy’s continuity theorem for Laplace transforms ([3, Lemma 4.5]) the limit is the
Laplace transform of a probability measure (namely of Γ(β, e)). We conclude that
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Γ(β, e; tΩ′) exists for any t ≥ 0. Let (Ω,F ,P) be a probability space that supports
S(t) ∼ Γ(β, e; tΩ′), for any t ≥ 0, and denote by E the corresponding expectation
operator.
Next, we establish a crucial moment formula: For any κ ∈ E
(4.13) EZκ(S(t)) = Zκ(e)L
β
κ(−tΩ).
To this end, we manipulate the following sum, using Lemma 4.1 (second identity),
equation (4.4) (third identity), Lemma A.1 (ii) (fourth identity),
∞∑
k=0
∑
κ:|κ|=k
(−1)kZκ(A)E[Zκ(S(t))]
k!Zκ(e)
= E
 ∞∑
k=0
∑
κ:|κ|=k
(−1)kZκ(A)Zκ(S(t))
k!Zκ(e)

= E
 ∞∑
k=0
∑
κ:|κ|=k
(−1)k
k!
∫
K
Zκ(P (A
1/2)kS(t))dk
 = E [∫
K
e− tr(P (A
1/2)kS(t))dk
]
= E
[∫
K
e− tr(AkS(t))dk
]
=
∫
K
E
[
e− tr(k
−1AS(t))dk
]
=
∫
K
∆
(
e+ k−1A
)−β
e−〈((k
−1A)−1+e)−1,tΩ〉dk
= ∆(e+A)
−β
∫
K
e−〈((k
−1A)−1+e)−1,tΩ〉dk
= ∆(e+A)
−β
∫
K
e−〈(A
−1+e)−1,k(tΩ)〉dk
=
∞∑
k=0
∑
κ:|κ|=k
(−1)kL
β
κ(−tΩ)Zκ(A)
k!
,
the last identity being Proposition 4.5. By comparison of coefficients, we conclude
that (4.13) holds.
Let r > 2 and rank(Ω) = k ≥ 0, then for κ = 1k+1,
EZκ(S(t)) = Zκ(e)
(
(β)1k+1 + (β)1k/β
(
κ
1
)
Z1(tΩ)
Z1(e)
+ . . .
+(β − dk/2)
(
κ
1k
)
Z1k(tΩ)
Z1k(e)
)
.
The last summand is the leading coefficient in t. Furthermore, the contiguous
coefficient
(
κ
1k
)
in this last summand is strictly positive, due to Lemma B.2. Hence
β ∈ [0, dk/2) implies that EZκ(S(t)) < 0, a mere impossibility. Whence dk ≤ 2β <
d(r − 1).
It remains to show that 2β ∈ {dk, . . . , d(r − 2)}. For small t, the zero order
coefficient in (4.13) dominates all other coefficients, implying thus
(β)κ ≥ 0
for each κ. In particular, for each k + 1 ≤ l ≤ r − 1, and κ = 1l+1,
(β)κ = β(β − d1
2
) . . . (β − d l
2
) ≥ 0,
which is violated, if β ∈ (d(l − 1)/2, dl/2).

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Appendix A. Basic properties of symmetric cones
Let V be an n dimensional vector space over R, equipped with an inner product
〈 , 〉 and let C ⊂ V be a closed convex cone, with C◦ its interior. Let GL(V ) be the
general linear group on V . C is called homogeneous, if the linear automorphism
group
G(C◦) := {g ∈ GL(V ) | g(C◦) = C◦}
acts transitively on C, i.e., for each c1, c2 ∈ C, there exists g ∈ G(C◦) such that
g(c1) = c2. C is symmetric, if it is homogeneous and self-dual, i.e,
C = {x ∈ V | 〈x, u〉 ≥ 0 for any u ∈ C}.
Since irreducible symmetric cones can be associated with simple Euclidean Jordan
algebras in a unique way ([7, Proposition III.4.5]), we identify the vector space V
with its Euclidean Jordan algebra, and C is the set of squares, C = {x2 | x ∈ V }.
Let therefore C be a symmetric cone, and e be an identity element in V .
For x ∈ V , the map L(x) : V → V is the left multiplication y 7→ xy. For x ∈ V ,
the quadratic representation P (x) : V → V is then defined by
(A.1) P (x)y = 2L(x)(L(x)y)− L(x2)y.
In the case of associativity, we have due to commutativity of multiplication,
P (x)y = x2y = xyx.
Therefore, the definition of P in (A.1) reflects the fact that multiplication is not
associative for all Euclidean Jordan algebras.
Clearly the set of squares is homogeneous, because for any x ∈ C, we can write
x = y2 for some y ∈ V , and P (y)e = y2 = x.
Let R[λ] be the ring of polynomials over R, and for fixed x ∈ V consider the ring
R[x] of polynomials over R, evaluated at x.
The minimal polynomial of x is the polynomial with leading coefficient 1 that
generates the ideal
J (x) = {p ∈ R[λ] | p(x) = 0},
and then
R[x] = R[λ]/J (x).
The degree of the minimal polynomial of x 6= 0 is precisely
m(x) = min{k > 0 | {e, x, . . . , xk} are linearly independent}.
The rank of the Jordan algebra is defined as r := maxx∈V m(x) and an element
x is called regular, if m(x) = r. The set of regular elements in C is precisely the
interior C◦ of the cone.
By [7, Proposition II.2.1], there exist unique polynomials a1, . . . , ar, such that
the minimal polynomial of every regular element is given by
f(λ;x) = λr − a1(x)λr−1 + · · ·+ (−1)rar(x),
and we denote det(x) = ar(x) and tr(x) = a1(x), the determinant and trace of x.
12 EBERHARD MAYERHOFER
A.1. Determinant, Trace and Quadratic Representation. We use the trace
as inner product by defining (any other symmetric bilinear form in a simple Eu-
clidean Jordan algebra V is a scalar multiple of the trace, see [7, Theorem III.4.1])
〈x, y〉 := tr(xy).
This inner product is associative ([7, Proposition II.4.3]), that is,
(A.2) 〈xy, z〉 = 〈y, xz〉.
In other words: the left multiplication is a self-adjoint operator. The following are
frequently used in this paper:
Lemma A.1. (i) (P (x)y)−1 = P (x−1)y−1,
(ii) 〈P (x)y, z〉 = 〈y, P (x)z〉,
(iii) det(P (x)y) = det(x2) det(y).
Proof. Property (i) is [7, Proposition II.3.3 (ii)], and (iii) is [7, Proposition III.4.2(i)].
Property (ii) follows from the fact that L(x) is a self-adjoint operator, (A.2). 
A.2. Coordinates. The rank r and the Peirce invariant d of a symmetric cone
are linked to two important coordinate systems on symmetric cones, which are
introduced below for a better understanding of the paper (which is, however largely
coordinate free).
A.2.1. Spectral Decomposition and rank. f ∈ V is called idempotent, if f2 = f ,
hence f ∈ C. Two idempotents f, g are orthogonal, if fg = 0. An idempotent is
primitive, if it is not the sum of two non-trivial idempotents. A set of idempotents
is complete, if it sums to the unit element e. Any element x ∈ V admits a spectral
decomposition: There exists a complete set of mutually orthogonal primitive idem-
potents {e1, . . . , er} (a so-called Jordan frame) and real numbers λ1, . . . , λr such
that x = λ1e1 + · · ·+ λrer. The coefficients λ1, . . . , λr are called eigenvalues.
A.2.2. Pierce Decomposition II and invariant. Idempotents can only have eigenval-
ues 0, 1/2 or 1. For λ ∈ {0, 1/2, 1} and idempotents c, we define the linear subsaces
V (c, λ) := {x ∈ V | cx = λx}.
Let c1, . . . , cr be a Jordan frame. The space V can be decomposed ([7, Theorem
IV.2.1]) in the following orthogonal sum
V =
⊕
i≤j
Vij ,
where Vii = V (ci, 1) for i = 1, . . . , r, and for 1 ≤ i < j ≤ r, Vij = V (pi, 1/2) ∩
V (cj , 1/2). Furthermore, the orthogonal projections Pij on Vij satisfy
Pii = P (ci), Pij = 4L(ci)L(cj).
The dimension d of Vij , the Peirce invariant, is independent of i, j and the Jordan
frame. It satisfies ([7, Corollary IV.2.6])
(A.3) n = r +
d
2
r(r − 1).
For example, for d = 1 (where C is the space of positive semidefinite symmetric
r × r matrices), we indeed have
n =
(r + 1)
2
= r +
1
2
r(r − 1).
ON WISHART AND NON-CENTRAL WISHART DISTRIBUTIONS ON SYMMETRIC CONES13
A.3. Generalized Power Functions and Orthogonal Group. For κ ∈ Em,
and m ≤ r, the generalized power functions are defined as
∆κ(x) := ∆
κ1−κ2
1 (x)∆
κ2
2 (x) . . .∆m(x)
κm ,
where ∆j for j = 1, . . . , r denotes the principal minors corresponding to the Jordan
algebras V (j) = V (c1+ · · ·+ cj, 1) = {x ∈ V | x = x(c1+ . . . cj)}, where (c1, . . . , cr)
is a Jordan frame. Clearly it holds that ∆κ(x) = λ
κ1
1 . . . λ
κm
m , if x = λ1c1+ . . . λrcr.
The spherical polynomials Φκ (and thus the zonal polynomials Zκ) arise as sym-
metrizations of generalized powers, see (4.1). Let O(V ) be the orthogonal group
defined by
O(V ) := {g ∈ GL(V ) | 〈gc, gc〉 = 〈c, c〉 for all c ∈ V }.
Let G ⊂ G(C◦) be the connected component of the identity, and set K :=
G ∩O(V ). By [7, p.5] it already acts transitively on C. Furthermore, according to
[7, Proposition I.1.9 and Proposition I.4.3], there exists an element e ∈ C such that
(A.4) G(C◦) ∩O(V ) = G(C◦)e := {g ∈ G(C◦) | ge = e},
the latter denoting the stabilizer of e, and
(A.5) Ge = K := G ∩O(V ).
A nice result concerns the automorphism group Aut(V ) (not to be confused with
GL(V )), which is defined as
Aut(V ) := {A ∈ GL(V ) | A(xy) = A(x)A(y)}.
By [7, Theorem III.5.1], we have
Aut(V )0 = K,
where Aut(V )0 denotes the identity component of Aut(V ).
A.4. Zonal polynomials and Symmetry. Since K is a compact abelian group,
there exists a Haar measure dk on it. We use its unique normalization.
The zonal polynomials defined via (4.1) are symmetric functions, in the sense
that they are K invariant, by constructions. This implies the following:
Lemma A.2. Zκ(x) depend on the eigenvalues λ1, . . . , λr of x only.
Proof. Let x, y ∈ V , with Jordan frames c1, . . . , cr and d1, . . . , dr and eigenvalues
λ1, . . . , λr such that
x =
∑
i
λici, y =
∑
j
λjdj .
By Theorem [7, Theorem IV.2.5] there exists an automorphismA such that Aci = di
for i = 1, . . . , r. Since A is an algebra automorphism, and (ci)
r
i=1 is a complete and
orthogonal system of idempotents, we have
A(e)A(e) = A(e2) = A((c1 + . . . cr)
2) = A(c21 + · · ·+ c2r) = A(c1 + · · ·+ cr) = A(e)
and therefore A(e) = e. Since Aut ⊆ GL(V ) by definition and A(e) = e, we
conclude by (A.5) that A ∈ K. Hence by K-invariance, Zκ(x) = Zκ(Ax) = Zκ(y).

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Appendix B. Ferrers Diagrams
The material of this section is a slight adaption of notation and results in [16, 10].
Any multi-index κ = (κ1, . . . , κm) with κ1 ≥ · · · ≥ κm can be identified with its
Ferrers diagram which is the specific partition
Pκ := {s = (i, j)|1 ≤ i ≤ l(κ), 1 ≤ j ≤ κi}.
In this diagram, κi are the number of squares in each row i. The number κ
j of
squares in each column j, where 1 ≤ j ≤ κ1, are
κj = #{i | (i, j) ∈ Pκ}.
For s = (i, j) ∈ Pκ, write i(s) := i and j(s) := j to indicate its column or row label.
The arm-length, for each s in the diagram, is defined as the number of squares
to the right of s, that is
aκ(s) := κi − j(s),
and the leg-length is the number of squares below s,
lκ(s) := κ
j(s) − i(s).
Definition B.1. The upper hook- length is defined by
h∗κ(s) := lκ(s) + α(1 + aκ(s))
and the lower hook-length is
hκ∗(s) := lκ(s) + 1 + αaκ(s).
The following holds by [10, Proposition 2],
Lemma B.2. (
σi
σ
)
α
= jσ(α)
−1 ∏
s∈Pσ
Aσi
∏
s∈Pσ
Bσi ,
where
(B.1) jσ(α) =
∏
s∈Pσ
h∗σ(s)
∏
s∈Pσ
hσ∗ (s)
and
Aσi =
{
hσ⋆ (s), if j(s) 6= i,
h∗σ(s) otherwise
, Bσi =
{
h⋆σi(s), if j(s) 6= i,
hσ
i
∗ (s) otherwise.
Note that in several formulas dependence on the α parameter is suppressed.
Appendix C. Standardization of Wishart Distributions
C.1. The moment generating function. This section shows that the Laplace
transform (4.12) can be extended to its maximal domain, which is dictated by the
blow up of the right side. Clearly, det(e+ P (
√
Σ)(u)) > 0 for u ∈ C, and therefore
the right side of (4.12) is well defined as long as det(e+ P (
√
Σ)(u)) > 0. Since
det(e + P (
√
Σ)(u)) = det(P (
√
Σ)(P (
√
Σ−1)e + u))
= det(Σ) det(P (
√
Σ−1)e + u) = det(Σ) det(Σ−1 + u),
the right side of (4.12) is a real analytic function on the domain
DΣ := −Σ−1/2 + C◦,
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but blows up as the argument u approaches the boundary ∂DΣ, since then the
determinant vanishes for elements in C that are not regular.
The following extends the validity of (4.12) to its maximal domain DΣ:
Proposition C.1. The Laplace transform of Γ(β,Σ;Ω) can be extended to the
domain DΣ and (4.12) holds for any u ∈ DΣ.
For the proof of this statement we require the following concerning the analytical
extension of the Laplace transform of a measure on the non-negative real line ([9,
Lemma B.2]):
Lemma C.2. Let µ be a probability measure on R+, and h an analytic function
on (−∞, s1), where s1 > s0 ≥ 0 such that
(C.1)
∫
R+
esxµ(dx) = h(s)
for s ∈ (−∞, s0). Then (C.1) also holds for s ∈ (−∞, s1).
Proof of Proposition C.1. Let µ∗ be the pushforward of µ = Γ(β,Σ;Ω) under ξ 7→
tr(Σ−1ξ) = tr((P (
√
Σ−1e)ξ). Then µ∗ is a probability measure on R+ with Laplace
transform
f(t) : =
∫
etxµ∗(dx) =
∫
e− tr(−t(P (
√
Σ−1e),ξ)µ(dξ)(C.2)
= (1− 2t)−βet(1−2t)−1 tr(Σ−1Ω)
and the right side is real analytic for t < 1/2. Hence, by Lemma C.2 the left side
is also finite for t < 1/2 and equality holds in (C.2).
Therefore, we have shown that the formula (4.12) can be extended to u = −tΣ−1,
for any t < 1/2. Since u > −Σ−1/2 implies u > −tΣ−1 for some t < 1/2, we have
for any u > −Σ−1/2∫
e− tr(uξ)µ(dξ) ≤
∫
et tr(Σ
−1ξ)µ(dξ) = f(t) <∞
and therefore the left side of (4.12) exists for any u > −Σ−1/2, as does the right
side. The two real analytic functions (in several variables) agree on the connected
open set DΣ, since they do agree on the open subset C
◦ ([5, (9.4.2)]). 
C.2. Transformations and the Natural Exponential Family.
Lemma C.3. Let β ≥ 0,Ω ∈ C and Σ ∈ C◦.
(i) If X ∼ Γ(β, e; Ω), then Y = P (√Σ)X ∼ Γ(β,Σ;P (√Σ)Ω). Conversely,
Y ∼ Γ(β,Σ;P (√Σ)Ω) implies X = P (√Σ−1)Y ∼ Γ(β, e; Ω).
(ii) If X ∼ µ(dξ) ∼ Γ(β, te; Ω), then for v := 12
(− et + e) = 12 (1 − 1t )e there
exists a random variable Y distributed as
ν(dξ) :=
exp(tr(−vξ))µ(dξ)
E[exp(tr(−vX))] ∼ Γ(β,
Ω
t2
; e).
Conversely, ν(dξ) ∼ Γ(β, e; Ωt2 ) implies that e
tr(vξ)ν(dξ)∫
etr(vξ)ν(dξ)
∼ Γ(β, te; Ω).
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Proof. Proof of (i): Using repeatedly Lemma A.1 (i) and (iii), we get
E[e− tr(uY )] = E[e−tr(uP (
√
Σ)X)] = E[e− tr((P (
√
Σ)u)X)]
= (det(e+ 2P (
√
Σ)u))−βe− tr((u
−1+P (
√
Σe)−1P (
√
Σ)Ω),
and since P (
√
Σe) = Σ, we have indeed Y ∼ Γ(β,Σ;P (Σ)Ω). The second part can
be proved quite similarly.
Proof of (ii): Note that due to Proposition C.1, v ∈ DΣ, where Σ = te and (4.12)
holds for v. Hence a random variable Y with distribution exp(tr(−vξ))µ(dξ)
E[exp(tr(−vX))] exists.
We compute its Laplace transform: First,
e+ 2P (
√
Σ(u+ v) = e + 2P
√
Σu− P (
√
Σ)Σ−1 + P
√
Σe = P (
√
Σ)(2u+ e),
because P (
√
Σ)Σ−1 = 2
√
Σ(
√
ΣΣ−1)− (√Σ)2Σ−1 = 2e− e = e. Hence, by Lemma
A.1 (ii), we have for Σ = te,
(C.3) det(e+ 2P (
√
Σ(u+ v)) = t det(2u+ e).
Second, we have
〈((u + v)−1 + 2te)−1,Ω〉 = 〈((u + 1
2
e(1− 1
t
))−1 + 2te)−1,Ω〉
= 〈(u+ 1
2
e(1− 1
t
)(e + 2t(u+
1
2
e(1− 1
t
)))−1,Ω〉
= 〈(2u+ e− e
t
)(e+ 2u)−1,
Ω
2t
〉
= 〈((2u+ e)− 1
t
(2u+ e) +
2u
t
)(e + 2u)−1,
Ω
2t
〉
=
t− 1
2t2
tr(Ω) + 〈(u−1 + 2e)−1,Ω〉.
The combination of the last computations for the trace, in combination with (C.3),
yields
(C.4)
∫
e−〈u+v,ξµ(dξ) = c(Ω, t)
(
det(u + 2e)−βe−〈(u
−1+2e)−1,Ω〉
)
,
with the constant c(Ω, t) = t−β exp(− t−12t2 tr(Ω)). Since ν(dξ) := exp(tr(−vξ))µ(dξ)E[exp(tr(−vX))]
is a probability measure, by construction, and since the term within the brackets
on the right side of (C.4) is the Laplace transform of Γ(β, e; Ωt2 ), we conclude that
c(Ω, t) = E[exp(tr(−vX))], and thus ν(dξ) ∼ Γ(β, e; Ωt2 ), as claimed. The converse
statement can be proved similarly.

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