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Part I discusses the problem of determining the set of intersection points, with
corresponding multiplicities, of two algebraic plane curves. We derive an algorithm
based on the Euclidean Algorithm for polynomials and show how to use it to find the
intersection points of two given curves. We also show that an easy proof of Bézout’s
Theorem follows. We then discuss how, for curves with rational coefficients, this
algorithm can be modified to find the intersection points with coordinates expressed
in terms of algebraic extensions of the rational numbers.
Part II deals with the problem of determining the (monic) integer transfinite
diameter of a given real interval. We show how this problem relates to the problem
of determining the structure of the spectrum of normalised leading coefficients of
polynomials with integer coefficients and all roots in the given interval. We then
find dense regions of this spectrum for a number of intervals and discuss algorithms
for finding discrete subsets of the spectrum for the interval [0,1]. This leads to an
improvement in the known upper bound for the integer transfinite diameter. Finally,




To Richard and Ivan,




I declare that this thesis was composed by myself and that the work contained therein







I Intersection of Algebraic Plane Curves and Bézout’s Theorem 1
1 Introduction 3
1.1 The Intersection Problem . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.2 Remarks on Notation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
2 Methods for finding intersection points 7
2.1 Resultants . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
2.2 Gröbner Bases . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
3 Intersecting algebraic curves using the Euclidean Algorithm 25
3.1 Multiplicity of Intersection and Intersection Cycles of Curves . . . . . . 25
3.2 An intersection algorithm based on the Euclidean Algorithm . . . . . . 32
3.2.1 Reducing the general intersection problem using the division
algorithm . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
3.2.2 Intersecting a curve with a product of lines . . . . . . . . . . . . . 34
3.2.3 An example . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
3.3 Bézout’s Theorem . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
4 Bézout’s Theorem over General Fields 39
4.1 Constructing the smallest extension over which Bézout’s Theorem holds 39
4.2 A problematic example . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
4.3 Comparing points across representations . . . . . . . . . . . . . . . . . . 41
4.3.1 Algebraic n-tuples . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
5 Computational Implementation 45
II Integer polynomials with all roots in a given real interval and
the integer (monic) transfinite diameter 47
6 Introduction 49
6.1 Polynomials with all roots in an interval and the transfinite diameter . 49
6.2 Proofs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
ix
Contents
7 Regions where SI is dense 61
7.1 Regions of density of SIb for Ib = [0,b],b ∈R . . . . . . . . . . . . . . . . 61
7.1.1 More on Chebyshev polynomials . . . . . . . . . . . . . . . . . . . 61
7.1.2 Robinson’s Method . . . . . . . . . . . . . . . . . . . . . . . . . . . 64
7.1.3 Dense regions of SI for arbitrary I ⊂R . . . . . . . . . . . . . . . 67
7.1.4 Application to the spectrum of Ib . . . . . . . . . . . . . . . . . . 68
7.2 Special cases . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
7.2.1 The Gorškov polynomials . . . . . . . . . . . . . . . . . . . . . . . 71
7.2.2 Gorškov polynomials for [0,1] . . . . . . . . . . . . . . . . . . . . 75
7.2.3 A generalisation of the Gorškov polynomials . . . . . . . . . . . . 79
7.2.4 Generalisation to intervals with rational endpoints . . . . . . . . 82
8 Integer Transfinite Diameter and Critical Polynomials 85
8.1 The Integer Transfinite Diameter . . . . . . . . . . . . . . . . . . . . . . . 85
8.2 Lower Bounds on tZ(I ) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86
8.2.1 The classical lower bound . . . . . . . . . . . . . . . . . . . . . . . 86
8.2.2 Generalisation of the Gorškov polynomials . . . . . . . . . . . . . 88
8.3 Upper bounds and Critical Polynomials . . . . . . . . . . . . . . . . . . . 92
8.3.1 Structure of Pn , n →∞ . . . . . . . . . . . . . . . . . . . . . . . . . 93
8.3.2 Computational methods for finding small polynomials . . . . . 98
8.4 Isolated points of SI . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99
8.4.1 Explicitly finding small polynomials . . . . . . . . . . . . . . . . . 100
8.4.2 Auxiliary functions . . . . . . . . . . . . . . . . . . . . . . . . . . . 100
8.4.3 Semi-infinite linear programming . . . . . . . . . . . . . . . . . . 103
9 The Maximal Obstruction and tM (I ) 109
9.1 Definition and Basic Properties of tM (I ) . . . . . . . . . . . . . . . . . . . 109
9.2 The Maximal Obstruction . . . . . . . . . . . . . . . . . . . . . . . . . . . 111
9.3 tM ([0,b]),b < 1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 114
9.3.1 Continuity of tM (x) . . . . . . . . . . . . . . . . . . . . . . . . . . . 115
9.3.2 Determining bmax(n) . . . . . . . . . . . . . . . . . . . . . . . . . 119
9.3.3 Intervals where tM (I )−m(I ) is large . . . . . . . . . . . . . . . . . 124
A Computing the Inverse Vandermonde Matrix 127
B 129
B.1 Irreducibility of the generalised Gorškov
polynomials . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 129
B.2 Relations between various subintervals of length less than 4 . . . . . . . 135
B.3 Relations up to degree 100 . . . . . . . . . . . . . . . . . . . . . . . . . . . 135





[α] Galois Orbit ofα
AK n Affine n-space over the field K
∂p,∂xi p Degree (in xi ) of p ∈ K [x1, . . . , xn]
Γ Vandermonde Matrix in γ
〈 f1, . . . , fn〉 Ideal generated by f, . . . , fn
a ·b Intersection cycle of a and b
iP ( f , g ) Intersection multiplicity of f , g at P
K Algebraic closure of K
K [x1, . . . , xn] Polynomial ring in x1, . . . , xn over K
〈lt(I )〉 Ideal generated by the leading coefficients of elements of the polynomial ideal
I
lt( f ) Leading term of f
Mn Set of monomials xα
PK 2 Projective n-space over the field K
Resxi ( f , g ) Resultant of f , g in xi
RP , IP Localisation of R, I at P
Sylxi ( f , g ) Sylvester Matrix of f , g in xi
V (p1, . . . , pn),V (I ) (Affine) variety generated by p1, . . . , pn / of the ideal I
Part II
∆n(E), ∆(E) (nth) Fekete constant of E ⊂C
K (x) Field of rational functions with coefficients in K
Kn[x],K ∗n [x] Set of (monic) polynomials with coefficients in K and of degree n
xi
Contents
Kn(I ),K ∗n (I ) Set of (monic) polynomials of degree n with coefficients in K and all
roots in I
µn(E), µ(E) (nth) Chebyshev constant of E
µ̃n(E), µ̃(E) (nth) Chebyshev constant of E , taken over polynomials in C∗(E)
R(I ) Set of relations on the interval I
∥p∥I Supremum norm of p on I
SI Spectrum (of normalised leading coefficients) for I
Tn(x), T ∗n (x), T̃n(x) nth Chebyshev polynomial (for [−1,1], [−2,2], [a,b] respectively)
t (I ) Transfinite diameter of I
tM (I ) Monic integer transfinite diameter
tZ(I ) Integer transfinite diameter
Ud [a,b] Set of d-fold rational functions of [a,b] onto itself
xii
Part I






1.1 The Intersection Problem
In basic linear algebra, we learn how to solve simple intersection problems. We might
be confronted with finding the intersection points of two lines in the affine plane
AK 2 over some field K , defined by equations
a1x +a2 y = a3
b1x +b2 y = b3,
(1.1)
with ai ,bi ∈ K ,1 ≤ i ≤ 3.
The solution to this problem is completely determined by the value of the determinant
of the system
∣∣∣∣∣∣ a1 a2b1 b2
∣∣∣∣∣∣= a1b2 −a2b1.
If the determinant is 0, the system either has infinitely many solutions (if the lines
coincide) or no solutions (if the lines are parallel). If the determinant is nonzero, there
exists a unique solution in the affine plane, which can be obtained using Cramer’s
Rule, for example.
Aside from generalising this to more variables – something that is covered in
any basic linear algebra course – one can generalise this problem by increasing the
degree of the polynomials involved. While we were trying to find the intersection
3
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points of two given lines above, we might be interested in finding the intersection
points of a given pair of bivariate polynomials p1(x, y), p2(x, y) ∈ K [x, y]. Even for
quadratics, the solution is not nearly as clear as for lines – even attempting to find a
generic formula for the number of intersection points appears to be impossible: a
pair of circles may intersect in a single point or two points, or may not intersect at all,
while an ellipse and a hyperbola might intersect in four points.
The problem has a well-known solution if one of the polynomials involved is a
line. If we are asked to find the intersection points of
a1x +a2 y = c
p(x, y) = 0
we can simply eliminate one of the variables using the linear equation to obtain a




, of which we need to find the roots. The
Fundamental Theorem of Algebra further tells us that, provided K is algebraically
closed and p of degree ∂p, we can expect ∂p roots (counting multiple roots), yielding
exactly ∂p intersection points. Using this, we may further find the intersection points
of certain classes of polynomials: using the Fundamental Theorem of Algebra once
again, we may write any univariate polynomial as a product of linear factors. Thus, if
we are given the problem of intersecting
p(x) = 0
q(x, y) = 0
(1.2)
over an algebraically closed field K , we may simply factor p(x) = an ∏i (x −αi ) into
(not necessarily unique) linear factors and substitute every factor into b(x, y), yielding
the intersection points. In this case, we can then expect ∂p∂y q (not necessarily
distinct) points overAK 2.
Early pioneers of Algebraic Geometry such as Maclaurin and Euler already observed
a “generalisation” of the Fundamental Theorem of Algebra: Given two polynomials
p, q ∈ K [x, y], the algebraic plane curves they define should intersect in ∂p∂q points
in the plane. Clearly, this is not generally the case, as can be seen from the example
of two circles intersecting in two points. Nevertheless, Maclaurin conjectured that,
4
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given the correct framework to work in, one should always be able to expect ∂p∂q
points – even though the correct framework was not invented until the advent of
projective geometry in the 19th century. Étiénne Bézout famously conjectured this
result in his 1779 book Théorie générale des équations algébraiques, and gave a proof
of the result, failing to address the case where the curves had common points of
higher multiplicity. According to [1], a satisfactory proof of the result was not found
until 1873 by Georges-Henri Halphen. Nevertheless, Bézout’s name is now irrevocably
attached to Maclaurin’s conjecture, known as Bézout’s Theorem.
If we work over the projective field PK 2, our initial problem (1.1) of intersecting
two lines has a much nicer solution: Unless the two lines are identical, we always get
a unique solution, given by the projective point
P =
∣∣∣∣∣∣ a3 a2b3 b2
∣∣∣∣∣∣ ,
∣∣∣∣∣∣ a1 a3b1 b3
∣∣∣∣∣∣ ,
∣∣∣∣∣∣ a1 a2b1 b2
∣∣∣∣∣∣
 . (1.3)
Also, the example of intersecting a univariate polynomial with a bivariate polynomial
has a nicer solution when considered projectively. Using the variable z to homogenise
the curves, we get
p(x, z) = 0
q(x, y, z) = 0,
Factoring p(x, z) =λ∏i (x −αi z) into (not necessarily unique) linear factors, we can
then substitute the factors x −αi z into q(x, y, z), to obtain a polynomial
q(y, z) =µzk ∏
j
(y −βi j z) ∈ K (αi )[y, z].
The difference to (1.2) now is that we are accounting for the “lost” factors z = 0, to get
exactly ∂p∂q points, as opposed to the ∂p∂y q points in the affine case.
Thus, projective geometry manages to solve some of the mystery of the “lost
points” in finding the intersection points of algebraic plane curves. Also, in all
of the above special cases, we only get the full number of points conjectured by
Maclaurin if we count multiple points – equvialent to the fact that the Fundamental
5
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Theorem of Algebra only gives the correct number of roots if we count roots with
their multiplicities.
This is the second issue encountered by early workers of Algebraic Geometry:
while it is relatively clear what is meant by multiplicity of a root in the univariate case
– one simply looks at the exponent of the factor in the factorisation of the polynomial
– this is far from clear in the multivariate case and a rigorous definition of intersection
multiplicity was not obtained until the 19th century. Given a suitable definition of
intersection multiplicity, however, one can phrase Bézout’s Theorem rigorously:
Theorem 1.1.1 (Bézout’s Theorem). Let a,b ∈ K [x, y, z] be homogeneous polynomials
with gcd(a,b) = 1 and K be an algebraically closed field. Then the algebraic curves
defined by a and b intersect in ∂a∂b points in PK 2, counting multiplicities.
1.2 Remarks on Notation
In the following discussion, we will slightly abuse notation by identifying an algebraic
curve with the polynomial defining it. Thus, we will be talking about an “algebraic
curve” y2 − x3, when we actually mean the variety V (y2 − x3). By the degree of
an algebraic curve, we always mean the degree of its defining equation and will let
∂a,∂x a,∂y a denote the total degree, x-degree and y-degree of a ∈ K [x, y], respectively.
Throughout the text, K will denote the algebraic closure of the field K .
6
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Methods for finding intersection
points
Just as Gaussian Elimination or Cramer’s Rule offer methods for solving a system of
linear equations, there are various methods that can be employed to solve a system
of general polynomial equations. The two most common methods are the use of
resultants and Gröbner Bases. We will discuss these methods in the following sections
and show their advantages and drawbacks.
2.1 Resultants
We start with some necessary and sufficient conditions for two univariate polynomials
to have a common root. This will then lead to the definition of the resultant Resx ( f , g )
of univariate polynomials f , g ∈ K [x] which can subsequently be used to find the
intersection points of two given algebraic curves over PK 2.
We start with the following lemma from [11]:
Lemma 2.1.1. Let f , g ∈ K [x]. Then f and g have a common component if and only
if there exist nonzero a,b ∈ K [x] with ∂a < ∂g ,∂b < ∂ f such that
a f +bg = 0
7
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Proof. Suppose that gcd( f , g ) = m and write f = f ′m, g = g ′m. Then
g ′ f − f ′g = g ′ f ′m − f ′g ′m = 0
so that we may choose a = g ′,b =− f ′.
Suppose that, for a,b ∈ K [x] as in the assumptions, a f +bg = 0, but gcd( f , g ) = 1.
Then there exist ã, b̃ ∈ K [x] with 1 = ã f + b̃g , so that
b = ãb f + b̃bg
= f (ãb − b̃a)
contradicting that ∂b < ∂ f .
If we now use explicit expressions for the polynomials involved, setting
f (x) = an xn +·· ·+a0
g (x) = bm xm +·· ·+b0
a(x) = cm−1xm−1 +·· ·+c0
b(x) = dn−1xn−1 +·· ·+d0
(2.1)
we may rewrite a f +bg = 0 as the matrix equation

an 0 0 · · · 0 0 0









... 0 a0 a1
0 0 0
... 0 0 a0
bm 0 0 · · · 0 0 0









... 0 b0 b1
0 0 0




























This coefficient matrix is the so-called Sylvester Matrix Sylx( f , g ) of the polynomials.
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As we know from basic linear algebra, the system has a nontrivial solution if and
only if the determinant of the coefficient matrix is zero. We thus make the following
definition:
Definition 2.1.1. Let f , g ∈ K [x]. The Resultant Resx ( f , g ) of f and g is defined to be
the determinant of Sylx( f , g ).
Clearly, f and g have a common root if and only if Resx( f , g ) = 0.
The Resultant also has an alternative representation in terms of the roots of the
polynomials.
Theorem 2.1.1. Let f , g ∈ K [x] have factorisations f (x) = an ∏ni (x−αi ), g (x) = bm ∏mj (x−
β j ) over K . Then




(αi −β j ) (2.3)
Proof. Clearly, the resultant is a polynomial in the coefficients of f and g , as can be
seen by simply expanding the determinant. Further, consider Resx ( f , g ) = r (a0, a1, . . . , an)
9
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and, for λ 6= 0 ∈ K , look at r (λa0,λa1, . . . ,λan). By definition, this equals
det

λan · · · 0 · · · 0






0 · · · 0 · · · λa0
bm · · · 0 · · · 0










an · · · 0 · · · 0






0 · · · 0 · · · λa0
bm · · · 0 · · · 0










an · · · 0 · · · 0






0 · · · 0 · · · a0
bm · · · 0 · · · 0






0 · · · 0 · · · b0

=λmr (a0, a1, . . . , an),
showing that Resx( f , g ) = r (a0, a1, . . . , an) is a homogeneous polynomial of degree
m. The same argument applied to the coefficients of g (x) shows that the resultant is
further a homogeneous polynomial r̃ (b0,b1 . . . ,bm) of degree n in the bi , 1 ≤ i ≤ m.
Now, using homogeneity, we may write







, . . . ,1
)







, . . . ,1
)
.
Now, aian = (−1)n−i sn−i (α1, . . . ,αn) and
b j
bm
= (−1)m− j sm− j j (β1, . . . ,βm) are the fundamental
symmetric polynomials in the roots of f (x) and g (x), respectively. Thus, r and r̃ ,
homogeneous polynomials in the fundamental symmetric polynomials, are symmetric
in α1, . . . ,αn , β1, . . . ,βm , themselves.
Note now that, if for some i , j , αi =β j , the resultant vanishes by definition. Thus,
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αi −β j is a factor of Resx( f , g ). Consequently, the monic part of the resultant is





(αi −β j ),
a symmetric polynomial in the αi and β j . Seeing that the resultant, viewed as a
symmetric polynomial in the roots of f (x), is of degree at most mn and the above
product is of degree mn in the αi , we get





(αi −β j ).
The resultant has a few important properties worth noting:
Proposition 2.1.1. Let f , g ∈ K [x] as above. Then
(a) Resx( f , g ) = amn
∏n
i=1 g (αi ) = bnm
∏m
j=1 f (β j )
(b) Resx( f , g h) = Resx( f , g )Resx( f ,h) for any h ∈ K [x].
(c) If f = qg + r , Resx( f , g ) = bn−∂rm Resx(g ,r ).
(d) Resx( f , g ) is a polynomial in the coefficients of f and g .
Proof. (a) comes straight from the expression of the resultant in (2.3), as does (b). To
prove (c), consider
Resx( f , g ) = anm
m∏
j=1










r (β j )
= an−∂rm Resx(g ,r ).
Part (d) follows straight from Definition 2.1.1.
Part (c) yields an efficient algorithm for computing the resultant, based on the
Euclidean Algorithm.
11
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If we are now given two bivariate polynomials f (x, y), g (x, y), we may write them
as










considering them as polynomials in x with coefficients in K [y]. Formally calculating
the x-resultant Resx( f , g ) will then yield a polynomial in y . Since a necessary
and sufficient condition for the polynomials to have a common root in x is that
the x-resultant is zero, the roots of this polynomial yield the y-coordinates of the
intersection points of f and g . The corresponding x-coordinates may be obtained by
substituting the solutions of Resx( f , g ) = 0 into either f (x, y) or g (x, y) and finding
the roots of the resulting univariate polynomial. A simple example of this is the
following: Let K =Q and consider the polynomials
f (x, y) = x2 + y2 +1
g (x, y) = x y.
The resultant is easily computed to be
Resx( f , g ) = y2(y2 +1).
If we now take the roots y = 0 and y =±i and substitute them back into f (x, y),
we get the corresponding intersection points (±i ,0) and (0,±i ).
Thus, using the resultant gives an efficient algorithm for finding the intersection
points of two algebraic curves with no common component. We could also use
the resultant to attempt to give a definition of intersection multiplicity: If we took
two projective curves, defined by homogeneous polynomials f (x, y, z), g (x, y, z), the
x-resultant will be a homogeneous polynomial in K [y, z] of the form
Resx( f , g ) = rl
∏
i
(y −γi z)ki .
12
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Figure 2.1: Affine versions of f (black) and g (grey) in (2.4).
It is tempting to define the multiplicity of intersection at the point (xi ,γi ,1) to
be the multiplicity ki of the root y = γi z in Resx( f , g ). This does not always work,
however, as the following example shows.
Let K =C and
f (x, y, z) = x3 y2 −xz4 + y2z3
g (x, y, z) = x y +xz + y z.
(2.4)
If we compute the x-resultant, we get
Resx( f , g ) = y z4(3y3 +4y2z +3z2 y + z3),
a polynomial of degree 8. Seeing that Bézout’s Theorem dictates that f and g should
have 10 common points, the multiplicities of intersection cannot be correct in this
case. If we attempted to get around this problem by finding the y− and z− resultants,
13
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we would get
Resy ( f , g ) =−xz2(x2z2 +xz3 + z4 −x4)
Resz( f , g ) =−x4 y2(3y3 +5x y2 +4x2 y +x3),
polynomials of degrees 7 and 9, respectively – neither of which can give the correct
intersection multiplicities, by Bézout’s Theorem. This is due to the following:
Lemma 2.1.2. Let f , g ∈ K [x, y, z] be homogeneous polynomials with no common
component. Then the x-resultant is a homogeneous polynomial in y and z, of degree
∂x f ∂x g + (∂ f −∂x f )∂x g + (∂g −∂x g )∂x f ≤ ∂ f ∂g , (2.5)
with equality if and only if P = (1,0,0) does not lie on both curves.
Proof. Suppose that










We know from Theorem 2.1.1 that the x-resultant is a polynomial of degree ∂x f ∂x g
in the roots of f and g , when viewed as polynomials in x, multiplied by the term
a∂x f (y, z)
∂x g b∂x g (y, z)
∂x f , which is of degree (∂ f −∂x f )∂x g + (∂g −∂x g )∂x f . Adding
the degrees gives (2.5).
Suppose that, without loss of generality, f (1,0,0) 6= 0. Then ∂x f = ∂ f , and
equation (2.5) turns into ∂ f ∂g . If, on the other hand, ∂ f ∂g = ∂Resx( f , g ), then
we have
∂ f ∂g −∂Resx( f , g ) =∂ f ∂g − (∂x f ∂x g +∂x f (∂g −∂x g )+∂x g (∂ f −∂x f ))
=(∂ f −∂x f )(∂g −∂x g ) = 0,




The problem can be solved by first applying a suitable change of coordinates
to the curves to make sure at least one of (1,0,0), (0,1,0), (0,0,1) does not lie on
both curves - in which case we say that the curves are in good position. We can
then use the x−, y− or z− resultant respectively to find the intersection points. The
resultant will be a polynomial of degree ∂ f ∂g and the intersection multiplicity of an
intersection point can then be defined to be the exponent of the corresponding root
in the factorisation of the resultant. That this indeed gives the correct intersection
multiplicity will be shown in Section 3.1.
2.2 Gröbner Bases
While the use of resultants is a rather basic algebraic idea, one can approach the
problem of finding the common solutions to a system of polynomial equations
f1 = 0, . . . , fn = 0 over K [x1, . . . , xn] more systematically, using some basic algebraic
geometry.
Suppose we are given a set of polynomials f1, . . . , fm ∈ K [x1, . . . , xn]. We will start
by working over the affine plane AK n and then extend the ideas to the projective
plane. If we consider the varietyV ( f1, . . . , fn) = {P ∈AK n | f1(P ) = ·· · = fm(P ) = 0}, it




ai fi , ai ∈ K [x1, . . . , xn]
will also be in the variety. Thus, the variety is actually an object dependent on the
ideal I = 〈 f1, . . . , fm〉 in K [x1, . . . , xn] generated by the polynomials, rather than the
polynomials themselves. Working algebraically, it is therefore natural to study ideals
in the ring K [x1, . . . , xn].
If n = 1, the ideals are easily classified. For any field K , the polynomial ring
K [x] is a principal ideal domain, generated by the greatest common divisor of the
polynomials. This is directly due to the existence of a degree function on the ring of
polynomials and the division algorithm that uses the degree function. Unfortunately,
the same does not hold in more than one variable. The ideal I = 〈x, y〉 ⊂ K [x, y]
cannot be principal, as any generator for the ideal would have to divide both x and y .
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Of course, this makes the ring K [x1, . . . , xn] a lot harder to deal with when n > 1. It
does, however, have a rather nice property. We make the following definition:
Definition 2.2.1. A ring K is called Noetherian if for every increasing chain of nested
ideals
I1 ⊂ I2 ⊂ ·· · ,
there exists some N ∈Nwith In = IN for n > N .
Clearly, fields are trivially Noetherian, since they do not have any proper ideals.
That polynomial rings satisfy this property is essentially a corollary of the following
theorem, which is the essence of Hilbert’s Basis Theorem:
Theorem 2.2.1. Let R be a Noetherian Ring. Then R[x] is Noetherian.
Proof. Let R be Noetherian and choose f1 arbitrary in R[x]. Construct a sequence of
ideals Ii , i = 1, . . . in the following manner: given Ii = 〈 f1, . . . , fi 〉, let Ii+1 = 〈 f1, . . . , fi , fi+1〉
with fi+1 of minimal degree in R[x]\Ii . We get a chain of ideals
I1 ⊂ I2 ⊂ ·· ·
Consider now the leading coefficient ai of fi . If we let Ji = 〈a1, . . . , ai 〉, we get a
corresponding sequence of ideals
J1 ⊂ J2 ⊂ ·· ·
Since R is Noetherian, we have some N ∈Nwith JN = JN+1 = ·· · , so aN+1 ∈ JN . Thus,
there exist u1,u2, . . . ,uN with aN+1 = ∑Ni=1 ui ai . Let g = ∑Ni=1 ui fi x∂ fN+1−∂ fi be the
corresponding polynomial and note that it has leading coefficient aN+1 and is of
degree ∂ fN+1, so that fN+1 − g is of degree less than ∂ fN+1, so must be in Ii and, as
such, generated by the f1, . . . , fN . But then fN+1 is as well and IN = IN+1.
Using a simple recursive argument, this shows that K [x1, . . . , xn] is Noetherian for
any n ∈N. An important consequence (and actually equivalent alternative defintition
of Noetherian) that comes out of this theorem is that ideals in a Noetherian ring are
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always finitely generated – they are generated by a finite set of elements of the ideal.
This is also known as Hilbert’s Basis Theorem.
Now, if we are given an ideal I ⊂ K [x1, . . . , xn] in terms of its generating set, we
may ask whether a given polynomial f is a member of the ideal. In one variable,
the answer to this is simple: since K [x] is a principal ideal domain generated by
the greatest common divisor of the elements in the ideal, it is enough to check
whether the given polynomial is a multiple of the generator. An efficient algorithm
for checking this is given by the Division Algorithm. The Division Algorithm givens
a reduction of a polynomial to a remainder, using a generator for the ideal. If the
remainder is zero, the polynomial in question is an element of the ideal. Given the
ideal I = 〈x2 −1〉 ⊂ K [x] and the polynomial f (x) = x3 +2x −1, for example, we use
the division algorithm to write
x3 +2x −1 = (x2 −1)x +3x −1
and see immediately that f is not an element of the ideal, as it has remainder r (x) =
3x −1 upon division by x2 −1.
We can use a similar procedure in the multivariate case: Given an ideal I =
〈 f1, . . . , fm〉 ⊂ K [x1, . . . , xn], and a polynomial g , we can attempt to write
g = a1 f1 + . . .+am fm + r. (2.6)
If we manage to find such an expression such that r = 0, we get that g ∈ I . To do this,
we may systematically add multiples of the generators f1, . . . , fm of the ideal to the
given polynomial. We may start with f1 (relabelling the generators if necessary), and
call this process “reducing g using f1”. Writing
g → f1 g1,
we mean that, for some h ∈ K [x1, . . . , xn], g1 = g +h f1. We repeat this, getting a
17
Chapter 2. Methods for finding intersection points
sequence
g → f1 g1 → f2 · · ·→ fm r
(renumbering the generators fi if necessary) until we produce a polynomial r that
can no longer be reduced using generators, at which point we have produced the r
in (2.6).
Consider the following example, taken from [11]: Let f1 = x y +1, f2 = y2 −1, I =
〈 f1, f2〉 and let g = x y2 − x. Using f1, we can eliminate the x y2 term by taking g1 =
g − y f1 = −x − y . Since the total degree of g1 is less than the total degree of f2, we
may be led to believe that the remainder is −x − y and that g is not an element of the
ideal.
If we repeat the same process using f2 first to get g1 = g − x f2 = 0, we now get a
remainder of 0, proving that g is indeed in the ideal. Thus, this procedure has a major
drawback: the order in which we use elements of the ideal matters – the remainder is
consequently not unique!
To attempt to solve this problem, we first need to make the process of “reducing”
polynomials using basis elements rigorous. First, we define a monomial to be a
polynomial of the form xα11 · · ·xαnn , where α1,α2, . . . ,αn ∈ N, which we will write in
shorthand notation as xα. Let Mn denote the set of monomials in the variables
x1, . . . , xn .
Definition 2.2.2. A monomial order> is a relation on Mn with the following properties:
• For xα,xβ ∈ Mn , exactly one of xα >xβ, xβ >xα or xα =xβ holds.
• xα > 1 for all xα ∈ Mn .
• If xα >xβ, then xαxγ >xβxγ for any xγ ∈ Mn .
A simple example of a monomial ordering is the so-called pure lexicographical
ordering (plex). Here, we define an order on the variables first (e.g. x1 > x2 > x3 > ·· · >
xn) and then compare powers within a variable. More precisely, xα >pl ex xβ if the
leftmost non-zero entry in the vectorα−β is positive. We will let pl ex(x1, x2, . . . , xn)
denote the pure lexicographical ordering with x1 > x2 > . . . > xn .
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There are a number of monomial orderings (see [11] for additional examples),
but plex is the only one we need for our purposes.
Once we fix a monomial ordering on Mn , we can define the leading term lt( f )
of a polynomial f ∈ K [x1, . . . , xn] to be the term of maximal order of the polynomial.
Under pl ex(x, y), the polynomial f = 2x2 y + y5x has leading term 2x2 y , while it has
leading term y5x under pl ex(y, x).
One can then make the algorithm sketched earlier more systematic: Given a
polynomial g and an ideal I = 〈 f1, . . . , fn〉, we take an element f of I such that lt( fi ) |
lt(g ) and use it to eliminate the leading term of g , possibly introducing additional
terms of lower order. If at any point, no such f ∈ I exists, we have reached the
remainder.
It would of course be very useful to be able to do these reductions using basis
elements only. For this purpose, we will make the following definition. For a given
ideal I , let 〈lt(I )〉 denote the ideal generated by the leading coefficients of elements
of I .
Definition 2.2.3. Let I ⊂ K [x1, . . . , xn] be an ideal. A Gröbner Basis G = {g1, . . . , gm}
for I is a basis such that 〈lt(g1), lt(g2), . . . , lt(gm)〉 = 〈lt(I )〉.
When making such a definition, it is important to prove that such objects actually
exist. Before we can prove this, we need a short Lemma about monomial ideals:
Lemma 2.2.1. Let I be an ideal of K [x1, . . . , xn]. Then the following are equivalent:
1. I is a monomial ideal
2. f ∈ I ⇐⇒ every term of f lies in I
Proof. To show that (1) =⇒ (2), let I be a monomial ideal. Then, if f ∈ I , it can be
reduced to 0 using elements g1, . . . , gn ∈ I :
f →g1 f1 · · ·→gn 0,
relabelling the gi where necessary. As the gi are all monomials, we are removing a
single term from f at every step, which consequently lies in I (as it is a multiple of a
generator). The converse of part (2) is trivial.
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To show that (2) =⇒ (1), we may use Hilbert’s Basis Theorem to find a basis
{ f1, . . . , fm} for I . Writing now fi = ∑nij=1 fi j , as a sum of monomials, we know that
every term fi j lies in I . Thus, I = 〈 fi j 〉1≤ j≤ni
1≤i≤m
is a monomial ideal.
Consider now 〈lt(I )〉. If g ∈ 〈lt(I )〉, then g =∑di=1 ai lt( fi ), ai , fi ∈ K [x1, . . . , xn], so
that every term of g lies in 〈lt(I )〉. It follows that 〈lt(I )〉 is a monomial ideal. Using
this, we can prove the following:
Theorem 2.2.2. Fix a monomial ordering on Mn and let I be an ideal in K [x1, . . . , xn].
Then there exists a Gröbner Basis G for I .
Proof. Consider the monomial ideal 〈lt(I )〉 and choose a set of elements G = {g1, . . . , gm} ⊂
I such that 〈g1, . . . , gm〉 = 〈lt(I )〉, where g1, . . . , gm are monomials.
To show that G is a basis for I , note that if f ∈ I , then there is some element gi of
G such that gi | lt( f ). Repeating this for f − lt( f ) ∈ I , we see that its leading term is
divisible by some g j . Repeating this process, we can eliminate all terms of f using
elements of G , showing that f ∈ 〈G〉.
Knowing that Gröbner Bases exist, it is convenient to be able to compute them.
Such algorithms exist, but will not be covered here, as this exceeds the scope of what
we need. An outline of the basic algorithm can be found in any text on Gröbner Bases,
such as [2].
To show how Gröbner Bases can be used to solve systems of polynomial equations,
we define the i th elimination ideal Ii by
Ii = I ∩K [xi+1, . . . , xn].
This is essentially an ideal eliminating the first i variables, hence the name. Gröbner
Bases, when computed with respect to pl ex(x1, . . . , xn), behave very well with respect
to elimination ideals:
Lemma 2.2.2. Let I ⊂ K [x1, . . . , xn] be an ideal, G a Gröbner Basis for I using pl ex(x1, . . . , xn).
Then the set
Gi =G ∩K [xi+1, . . . , xn]
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is a Gröbner Basis for Ii .
Proof. Let G = {g1, . . . , gk }, and f ∈ Ii . Then, relabelling the elements of G if necessary,
lt( f ) is divisible by g1, which we can use to eliminate lt( f ). Repeating this process,
we get a reduction
f →g j f1 →g2 · · ·→gk 0
using only elements from Gi , as f ∈ K [xi+1, . . . , xn].
The simplicity of the proof of this argument is a recurrent theme in the theory of
Gröbner Bases: while the definitions seem complicated at times, the entire theory
is very natural and proofs fall into place without much effort. Let us illustrate the
power of the above result on an example:
Suppose we want to find the variety V ( f1, f2), where f1(x, y) = y2 −x3, f2(x, y) =
x4 +x2 y2 ∈ K [x, y]. Using pl ex(x, y), we get a Gröbner Basis for the ideal I = 〈 f1, f2〉
G = {y4 + y6, y2x − y4,−y2 +x3}
so that G1 = {y4(y2 +1)}. To find the intersection points, we simply find the roots of
the univariate polynomial y4(y2 +1) and substitute these into f1 or f2 to obtain the
corresponding x-values, similar to the procedure with resultants.
To see how resultants relate to Gröbner Bases, we need the following lemma:
Lemma 2.2.3. Let f , g ∈ K [x, y, z] have no common component. Then, if (1,0,0) does
not lie on f and g , Resx( f , g ) ∈ 〈 f , g 〉.
Proof. We will provide a purely algebraic proof following [11], using only basic linear
algebra.
Let a,b be as in (2.1) and consider the equation ã f +b̃g = 1. Writing this as in (2.2)
as a matrix equation with coefficients in K [y, z] and coefficient matrix D , we see that
detD = Resx( f , g ). Noting that D 6= 0 (the curves have no common component),we
may use Cramer’s Rule to get a solution of the form c = (c1, . . . ,cm+n) with ci = DiD .
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Here, Di is the determinant of a matrix with entries in K [y, z]. Thus, we may write
1 = ã f + b̃g = a
Resx( f , g )
f + b
Resx( f , g )
g
where a,b ∈ K [x, y, z].
Clearing denominators, we get the result.
The connection between resultants and Gröbner Bases using purely lexicographical
order is quite simple: Over K [x, y], G1 will be a basis for I1 = I ∩K [y]. Further, as
an ideal over a univariate polynomial ring, I1 is principal, so I1 = 〈g 〉. Resx( f , g ) ∈
I ∩K [y] = I1 is consequently a multiple of g .
Since our discussion focuses on Bézout’s Theorem, we need to mention a few
facts about how to extend the notion of Gröbner Bases to projective varieties. The
corresponding algebraic objects in this case are the so-called homogeneous ideals:
Definition 2.2.4. An ideal I ⊂ K [x1, . . . , xn , xn+1] is a homogeneous ideal if I = 〈 f1, . . . , fm〉
where the fi are homogeneous polynomials.
Note that we do not require that the generators have the same degree – clearly,
the elements of a homogeneous ideal are not homogeneous polynomials themselves.
Instead, we consider I as an ideal of the ring K [x1, . . . , xn , xn+1]. We still get the
correspondence between and ideal and its variety, as every element of the form
h =∑i hi will vanish at all points of the variety V (h1, . . . ,hm).
Let f ∈ K [x1, . . . , xn , xn+1] be a homogeneous polynomial. We can write
f (x1, . . . , xn , xn+1) =
d∑
i=0
fi (x1, . . . , xn , xn+1)
where ∂ fi = i . We will call fi the i th homogeneous component of f .
Homogeneous ideals have a very nice property (and alternative characterisation)
in terms of the homogeneous components of their elements:
Lemma 2.2.4. An ideal I is homogeneous if and only if, for every f ∈ I , every homogeneous
component fi of f also lies in I .
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a1 j g1 + . . .+
dm∑
j=0
am j gm .
Comparing terms on both sides, we see that the term fk of total degree k will be of
the form fk = b1g1 + . . .+bm gm for bi ∈ K [x1, . . . , xm], so is in I
To prove the converse, let I be a homogeneous ideal. Then I = 〈g1, . . . , gm〉 by
Hilbert’s Basis Theorem. Let gi =∑ j gi j , where the gi j are homogeneous. Then I =
〈gi j 〉 is generated by homogeneous polynomials, and thus a homogeneous ideal.
Following the second part of the proof, it is easy to see that a homogeneous ideal
will always have a homogeneous Gröbner Basis with respect to a given monomial
order. If G = {g1, . . . , gk } is a Gröbner basis for I , then the set G ′ = {gi j } of homogeneous
components of the elements of G is a homogeneous Gröbner basis for I (as {l t (gi ) :
gi ∈G} ⊂ {l t (gi j : gi j ∈G ′}).
Thus, Gröbner Bases give a very nice algebraic way of solving systems of equations.
However, since the method works with the ideal generated by the polynomials rather
than with the polynomials themselves, Gröbner Bases do not allow us to conclude




Intersecting algebraic curves using the
Euclidean Algorithm
In the Introduction, we saw that the definition of intersection multiplicity of two
algebraic curves plays an important role, especially in light of Bézout’s Theorem.
Using resultants, one can define intersection multiplicity – yet this definition only
works for curves in “good position”. In this section, we will introduce a rigorous
definition of intersection multiplicity and use it, together with the Euclidean algorithm
for polynomials, to derive an algorithm for finding the intersection points, with their
correct multiplicities, of two given algebraic curves.
3.1 Multiplicity of Intersection and Intersection Cycles
of Curves
In this section, we will motivate a definition of intersection multiplicity and outline
and prove some important properties of this multiplicity.
We start with a simple example. Consider the polynomial f (x) = x2. We say
that f (x) has a double root (or a point of multiplicity 2) at x = 0, because in the
factorisation of the polynomial, x has an exponent of 2. To motivate a more rigorous
definition, consider the ideal 〈x2〉 in K [x] and its corresponding variety V (I ) = {0}
inAK 2. We see that the polynomial g (x) = x lies in the ideal of the variety, I (V (I )),
but only a power (namely g 2) lies in the original ideal – this is the essence of Hilbert’s
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Nullstellensatz. Thus, we see that the polynomial generating the variety must have
a higher multiplicity at x = 0 – the multiplicity being the power of g that lies in the
original ideal. This clearly generalises to the polynomials (x−α)n , where α ∈C, n ∈N.
What if we are faced with a more general polynomial f (x) = (x −α)n g (x), where
g (α) 6= 0? In order to define the multiplicity of f at x =α, we would need to “isolate”
the term (x −α) from the polynomial. This localisation of the ring K [x] at x =α can
be achieved by the following definition:
Definition 3.1.1. Let R be a ring, D ⊂ R\{0} be multiplicatively closed in R . Then the
localisation of R at D , written RD , is the ring R ×D/ ∼ under the equivalence relation
(a,b) ∼ (c,d) ⇐⇒ (ad −bc)h = 0 for some h ∈ D.
We can think of an element (s, t) as the fraction st . The localisation of a ring at
D is a generalisation of the well-known construction of the field of fractions, which
uses the maximal ideal M of the ring.
To construct a definition of multiplicity of a root in an arbitrary polynomial,
we use the set Dα = {s(x) ∈ k[x] | s(α) 6= 0} and denote the corresponding local
ring K [x]Dα simply by Rα. Essentially, Rα is K [x], but we are allowed to divide by
polynomials not in the ideal 〈x −α〉. Similarily, we denote the image of an ideal
I ⊂ K [x] in Rα by Iα.
Let us return now to the question of how to define the multplicity of f (x) =
(x −α)n g (x) at x = α. If we consider the image f of f in Rα and use the fact that
g (α) 6= 0, we see that f ≡ (x −α)n . Now, we may apply the same idea as above:
Consider the local ideal Iα = 〈(x −α)n〉 and its corresponding variety V (Iα) = {α}.
Then (x −α) ∈ I (V (Iα)), but only (x −α)n ∈ Iα. To capture this phenomenon, we may




= dimK Rα〈(x −α)n〉α
= dimK 〈1, x, . . . , xn−1〉 = n.
A generalisation to several variables is quite natural: suppose we are given an
ideal I = 〈 f1, . . . , fn〉 and a point P ∈V (I ). First, we localise the ideal at P , obtaining
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Consider the following example: Take the ideal I = 〈x2(1−x), y〉 inQ[x, y]. Clearly,
V (I ) = {(0,0), (1,0)}. If we localise at P1 = (0,0), we get the local ideal IP1 = 〈x2, y〉. It







= dimK 〈1, x〉 = 2.







= dimK 〈1〉 = 1.
Let us look at a slightly more complicated example: consider the curves
a(x, y) =y3 −x2
b(x, y) =y3 −x2(1−x).
(3.1)
Clearly, (0,0) ∈ V (a,b) over AC2, but what is the multiplicity of intersection
here? If we look at the ideal I = 〈y2 −x3, y2 −x2(1−x)〉, we see that finding a basis
for the localised ideal from this basis is not as straightforward as in the previous
case. However, Gröbner Bases come to the rescue: If we compute the Gröbner Basis
G with respect to pl ex(x, y), we know that we will get an element g1(y) ∈ G in y
only. Removing all factors except yk for some k ∈N in g1(y), we can then use this
element to simplify the remaining elements of the Gröbner Basis further. In this case,
G = {y2(8y2 −1), y2(2x −1), x2 −2y2}. Localising this, we get GP = {y2, x2 −2y2}, so
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Figure 3.1: Affine versions of a (black) and b (grey) in (3.1)
that
I = 〈y2 −x3, y2 −x2(1−x)〉
= 〈y2, x2 −2y2〉
= 〈y2, x2〉
and the multiplicity here is dimQ 〈1, x, y, x y〉 = 4.
We will repeat this definition of intersection multiplicity for two algebraic curves
for reference:
Definition 3.1.2. Let f , g be algebraic curves and P ∈AK 2. We define the multiplicity
of intersection of f and g at P by
iP ( f , g ) = dimK RP〈 f , g 〉P
Note that the intersection multiplicity, as follows from the definition, is a purely
local object. Thus, we do not need to define intersection multiplicity for projective
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curves, as we can always localise to some affine chart defined at P and compute the
intersection multiplicity of the corresponding affine curves at P . That the multiplicity
obtained does not depend on the affine chart chosen is a consequence of the fact that
any two affine chartsA1K 2 andA2K 2 agree on their intersection inPK 2. Thus, we will
simply take iP ( f , g ) for projective curves f , g to mean the intersection multiplicity of
suitable affine versions of f and g defined at P .
As we noted earlier, the multiplicity of intersection of f and g at a point P =
(α,β,γ) may also be defined as the multiplicity of the root β of Resx( f , g ), provided
the curves are in good position. We shall now show that this definition indeed agrees
with the algebraic version in Definition 3.1.2.
Proposition 3.1.1. Let f , g ∈ K [x, y, z] be in good position with gcd( f , g ) = 1, P =
(α,β,γ) ∈ PK 2 be a common point of f , g . Then iP ( f , g ) is the exponent of y −βz of
the factorisation of Resx( f , g ).
Proof. First, note that we have 〈Resx( f , g )〉 ⊂ 〈 f , g 〉 by Lemma 2.2.3, so that
dimK
RP
〈Resx( f , g )〉P
≥ dimK RP〈 f , g 〉P
= iP ( f , g ). (3.2)
That this first dimension is exactly the exponent of y −βz in Resx ( f , g ) simply follows
from the fact that, localised at P , 〈Resx( f , g )〉P = 〈(y −βz)k〉P .
Knowing this, suppose now that k > iP ( f , g ). Assuming Bézout’s Theorem (which
is completely independent of this argument), and summing over all P j ∈PK 2 (and
using (3.2)), we get that






iP j ( f , g ) = ∂ f ∂g ,
which is clearly a contradiciton. Thus, k = iP ( f , g ).
From the purely algebraic definition of intersection multiplicity, we can deduce a
few basic properties of the multiplicity of intersection as in Definition 3.1.2.
Lemma 3.1.1. Let P ∈AK 2 and a,b,c ∈ K [x, y] with gcd(a,b) = gcd(a,c) = 1. Then
(a) If a(P ) 6= 0 or b(P ) 6= 0, then iP (a,b) = 0
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(b) iP (a,b) = iP (b, a)
(c) iP (a,bc) = iP (a,b)+ iP (a,c)
(d) iP (a,b +ac) = iP (a,b) if ∂(ac) = ∂b
(e) iP (a,b) ≤ iP (a,ma +nb),m,n ∈ K [x, y].
Proof. To prove (a), assume a(P ) 6= 0, Then, for any st ∈ RP , st = asat ∈ 〈a,b〉P , so that
iP (a,b) = 0. A similar argument applies if b(P ) 6= 0.
The second and penultimate property are immediately obvious, since 〈a,b〉P =
〈b, a〉P and 〈a,b +ac〉P = 〈a,b〉P .










, z 7→ z,
where z denotes the residue of z in the corresponding quotient ring, and b′ = b
wk
where k = ∂b and w is one of x, y, z, chosen such that w 6= 0 at P .
It is easy to check that ψ is a K -linear map. Further, if
ψ(z) = 0
we get
b′z = sa + tbc, s, t ∈ RP .
Upon clearing the least common denominator u of b, z, s, t , we get
bd = s∗a + t∗bc
s∗a = b(d − t∗c).
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As gcd(a,b) = 1, a | (d − t∗c), giving
d = a f + t∗c, f ∈ K [x, y]
z = fu a + t
∗
u c
so that z = 0 in RP /〈a,c〉P , so ψ is injective.












To prove (d), note that we have a containment of ideals 〈a,ma +nb〉 ⊂ 〈a,b〉. Thus,
iP (a,b) = dimK RP〈a,b〉P
≤ dimK RP〈a,ma +nb〉P
= iP (a,ma +nb).
Using this definition and its properties, we define the notion of the intersection
cycle a ·b of two algebraic curves:
Definition 3.1.3. Let a,b ∈ K [x, y, z] be projective algebraic curves. We define the
intersection cycle a ·b of a and b to be the divisor
a ·b = ∑
P∈PK 2
iP (a,b)P.
It is easily verified that the properties of intersection multiplicity carry over to
intersection cycles. For reference, we state this as a corollary.
Corollary 3.1.1. Let a,b,c ∈ K [x, y, z]. We have
1. a ·b = b ·a
2. a · (bc) = a ·b +a · c
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3. a · (b +ac) = a ·b if ∂ac = ∂b.
This definition, together with the Euclidean algorithm for polynomials, forms the
basis for our intersection algorithm for algebraic curves, outlined in the next section.
3.2 An intersection algorithm based on the Euclidean
Algorithm
In this section, we will use the properties of the intersection cycle outlined in the
previous section to derive a method for expressing the intersection cycle of algebraic
curves a,b over PK 2 in terms of intersection cycles of curves with products of lines.
We will then show how to solve this easier problem and use the solution to build up
the intersection cycle of the original curves.
3.2.1 Reducing the general intersection problem using the division
algorithm
We start with a given pair of algebraic curves a,b ∈ K [x, y, z] and no common component.
Considering these curves as polynomials in K [y, z][x], we may use the polynomial
division algorithm on the variable x to write
d a = bq + r,
where we have cleared denominators d ∈ K [y, z] out of the usual form of the division
algorithm to get q,r ∈ K [x, y, z] with ∂xr < ∂xb.
Suppose now that g = gcd(b,r ). As gcd(a,b) = 1, it is clear that also g = gcd(b,d),
so we divide through by g to get
d ′a = qb′+ r ′, (3.3)
where now gcd(b′,r ′) = gcd(b′,d ′) = 1. Taking now the intersection cycle of both
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sides of this with b′ and using Corollary 3.1.1, we get
b′ · (d ′a) = b′ · (qb′+ r ′)
b′ ·d ′+b′ ·a = b′ · r ′
a ·b′ = b′ · r ′−b′ ·d ′.
Since b = b′g , we see that then
a ·b = a · (b′g )
= b′ · r ′−b′ ·d ′+a · g . (3.4)
Note that that the right-hand side of (3.4) consists of intersection cycles of curves of
lower x-degree and intersection cycles of curves of the form c1 ·c2 with ∂xc2 = 0, as
∂x g = 0, (recall that g | d ∈ K [y, z]).
Let p−1 = a, p0 = b,d0 = d ′, p1 = r ′. In the following, as above, a ′ indicates that
the gcd has been removed from the polynomials. Repeatedly applying (3.3), we get
d0p−1 = q0p ′0 +p1
d1p
′
0 = q1p ′1 +p2
...
dn−1p ′n−2 = qn−1p ′n−1 +pn
(3.5)
where ∂x pn−1 > 0 and ∂x pn = 0. The corresponding expressions for the curves will
read
p−1 ·p0 = p ′0 ·p1 −p ′0 ·d0 +p−1 · g0
p ′0 ·p1 = p ′1 ·p2 −p ′1 ·d1 +p ′0 · g1
...
p ′n−2 ·pn−1 = p ′n−1 ·pn −p ′n−1 ·dn−1 +p ′n−2 · gn−1.
(3.6)
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Collecting these expressions together, we have




p ′i−1 · gi −p ′i ·di
)+p−1 · g0 −p ′0 ·d0. (3.7)
As all di , gi ∈ K [y, z], we have now reduced the problem of finding the intersection
cycle a ·b to the problem of finding intersection cycles c1 · c2, where ∂xc2 = 0.
3.2.2 Intersecting a curve with a product of lines
In the previous section, we showed how to reduce the general intersection problem to
the problem of intersecting curves a,b with a ∈ K [x, y, z],b ∈ K [y, z]. For this section,
assume that K is algebraically closed.




(y −βi z)ki .
Using the properties of intersection cycles, we get












a · (y −βi z)
)
.
Consider the expansion of a(x, y, z) in two different ways:








ã j (x, z)(y −βi z) j , 1 ≤ i ≤ m
Using these expressions, together with Corollary 3.1.1(c), we get
a · z = a0 · z
a · (y −βi z) = ã0 · (y −βi z)
As the resulting polynomials a0(x, y) =µ∏s l mss and ã0(x, z;βi ) = η∏t l̃t nt are products
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of lines themselves, we have
a ·b = k ∑
s








l̃t · (y −βi z)
))
, (3.8)
written as a sum of intersections of lines, which can be computed using (1.3).
3.2.3 An example
Let us consider an example. Let a,b ∈Q[x, y, z] be given by
a(x, y, z) = x3 y2 −xz4 + y2z3
b(x, y, z) = x y +xz + y z,
as in (2.4) in the previous section.
Using the Euclidean algorithm, we write d a = bq + r with
r (y, z) = y z4(3y3 +4y2z +3z2 y + z3)
d(y, z) = (y + z)3
We have gcd(b,r ) = gcd(b,d) = 1, which simplifies the expression for a ·b down to
a ·b = b · r −b ·d .
One easily finds that
b ·d = 6 · (1,0,0).
simply by substituting y = −z into b(x, y, z) and solving the resulting equation for
x/z. To compute b · r , we intersect each factor of r with b, in turn. We get:
b(x, y, z) · y = (1,0,0)+ (0,0,1)
b(x, y, z) · z4 = 4 · (1,0,0)+4 · (0,1,0)
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where α is a root of p(y,1) with p(y, z) = 3y3 +4y2z +3z2 y + z3. Thus, we get
a ·b =b · r −b ·d








where the sum is taken over the conjugates of α overQ.
Note that the multiplicities indeed add up to 2+4+1+3 = 10 (remembering that
there are three distinct values for α), as Bézout’s theorem predicts.
3.3 Bézout’s Theorem
The observation from the previous example is not a coincidence: the intersection
algorithm can be used to give a basic recursive proof of Bézout’s Theorem:
Theorem 3.3.1. Let K be algebraically closed and suppose a,b are projective curves
over PK 2. Then
∑
P∈PK 2
iP (a,b) = ∂a∂b.
Proof. We proceed by induction on the x-degree of b. For the base case, let b ∈ K [y, z]
only. Using the notation from Section 3.2.2, we see from (3.8) that
∑
P∈PK 2















as ∂a = ∂a0 = ∂ã0 by homogeneity and we have used the fact that k +∑i ki = ∂b.
Suppose now that we have the result for all pairs of curves a,b with ∂xb < n ∈N
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and suppose we are given a,b with ∂xb = n. From (3.4), we have
∑
P∈PK 2
iP (a,b) = ∂b′(∂r ′−∂d ′)+∂a∂g
= ∂b′∂a +∂a∂g
= ∂a∂b,




Bézout’s Theorem over General Fields
Clearly, Bézout’s Theorem cannot hold if the underlying field is not algebraically
closed, as it does not even apply in the univariate case – the intersection of a
polynomial in Q[x] with the x-axis y = 0, for example. One can, however, start
with a general field K and attempt to find the smallest extension L/K such that
Bézout’s Theorem holds for a given pair of curves. The purpose of this section is to
give a constructive method for finding this extension, using the algorithm introduced
in the previous section.
As the recursive steps in the algorithm do not involve any explicit computations
of intersection points, we only need to consider the case of intersecting curves
a ∈ K [x, y, z],b ∈ K [y, z], as outlined in the proof of Bézout’s Theorem. The general
case then follows from applying the methods from the previous chapter.
4.1 Constructing the smallest extension over which Bézout’s
Theorem holds
Recall that, in the case ∂xb = 0, the intersection points were obtained by first factorising
b(y, z) into linear factors and then in turn intersecting these linear factors with
a. The polynomial resulting from this substitution was then factorised again, its
roots giving the remaining coordinates of the point. Now, as we are dealing with
a not algebraically closed field, the roots of b(y, z) will lie in an extension L1/K .
The resulting polynomials a0, ã0 will then have roots in an extension L2/L1. Thus,
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intersection points will be of the form
P =
 (α,β,1) if l = y −βz(α,1,0) if l = z ,
where l represents the factor of b(y, z) corresponding to P . Here, α in the first case
is defined over an extension of K containing β. The smallest extension L2/K such
that P ∈PL22 is then L2 = K (α) ⊃ K (β), and consequently, the smallest extension over




the sum taken over all common points Pi of the curves. Here, the ci ∈ K are chosen
to guarantee
∏
i ∂αi distinct values of γ.
1
If we are faced with two arbitrary curves, we know that its intersection cycle may
be expressed in the form (3.7). The smallest extension L/K is then the extension
obtained by combining the algebraic elements in the coordinates of all points in
these intersection cycles – after having combined common points across different
cycles. This particular step may cause problems, however, as the following section
shows.
4.2 A problematic example
While the calculation of the extension is straightforward if one of the polynomials is
constant in x, the recursive definition of the general intersection cycle a ·b leads to
problems, as the following example shows:
Let
a(x, y, z) = x4
b(x, y, z) = (y4 + z4)x4 + (xz2 − y z2 + y3 − z3)(x2 −2xz − z2)z3.





2+p3, there are two choices of conjugates of the elements that result in a value




4.3. Comparing points across representations
We start by applying the Euclidean algorithm to write d a = bq + r with
d(y, z) = y4 + z4
r (x, y, z) =−z3(x2 −2xz − z2)(xz2 − y z2 + y3 − z3).
Using properties of the intersection cycle from Corollary 3.1.1, we see that b ·r = b∗ ·r
with b∗(x, y, z) = x4d(y, z) and that b ·d = r ·d . Thus, the intersection cycle b · r
contains (as part of the formal sum) the intersection cycle d · s2, with
s2(x, y, z) = xz2 − y z2 + y3 − z3.
This intersection cycle in turn contains the point P = (1+p2, 1p
2
(1+ i ),1), expressed
as (β1 −β31 +1,β1,1), where β1 = 1p2 (1+ i ) is a root of y
4 +1.
The intersection cycle of b and d , on the other hand, contains the intersection




(1+ i ),1), this time expressed as P ′ = (α1,β1,1), where α1 = 1+
p
2, the first
root of x2−2x−1, andβ1 is as above. While it is clear that P and P ′ represent the same
point, the point will appear in different representations in the two cycles. To combine
points across representations in a ·b, we thus need to find a way of comparing points
expressed in terms of different extensions over K .
4.3 Comparing points across representations
4.3.1 Algebraic n-tuples
Instead of considering points, we will be working with n-tuples of algebraic elements
over K – we will refer to them as algebraic n-tuples. We want to be able to determine
if two algebraic n-tuples are equivalent. The natural way to do this is through the use
of automorphisms:
Definition 4.3.1. Let n ∈N,α= (α1, . . .αn), β = (β1, . . .βn) be algebraic n-tuples over
a field K . We define a relation ' on the set of algebraic n-tuples by α ' β if there
exists an automorphism
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σ ∈ Gal(K (α1, . . .αn ,β1, . . .βn)/K ) such that
σα= (σα1, . . .σαn) = (β1, . . . ,βn).
Two algebraic n-tuples equivalent under this relation are the same n-tuple with
coordinates expressed in terms of different algebraic extensions of K . We will call the
equivalence class [α] the Galois orbit ofα.
It is clear that P and P ′ from the previous section are equivalent using this
definition, asQ(1+p2,β1) =Q(β1). If the n-tuples represent points on an algebraic
curve with coefficients in K , it is further clear that the entire Galois orbit lies on the
curve. Further, the multiplicity of a point of intersection of two curves is clearly an
invariant of the Galois orbit.
Given this equivalence relation, it is convenient to have a way of determining
when two Galois orbits are the same. As we are dealing with algebraic elements, a
natural way is to represent the Galois orbits using the minimal polynomials of the
algebraic elements.
As [K (α1, . . .αn) : K ] is finite and K (α1, . . .αn) only has finitely many intermediate
subfields over K , the Primitive Element Theorem (see [12] for example) tells us that
there exists a γ ∈ K (α1, . . . ,αn) such that K (α1, . . .αn) = K (γ). Now, let N = [K (γ) : K ]
and let c0,c1, . . .cN−1 ∈ K be unknowns. Fix some αi and consider now the equation
c0 + c1γ+ . . .+ cN−1γN−1 =αi
By applying automorphisms in Gal(K (γ)/K ), we get a system of at most N equations,
expressing the conjugates αi , j , j = 1, . . . ,di (= ∂αi ) of αi in terms of the polynomial
p(x) =∑N−1i=0 ci xi evaluated at conjugates of γ. This can be written as
Γc=α
Here, Γ is the Vandermonde Matrix with entries Γi , j = γ ji , where γi denotes the
i th conjugate of γ, c= (c0, . . .cn), andα= (αi ,1, . . .αi ,di , . . .αi ,1, . . .αi ,di ) contains the
conjugates of αi repeated [K (γ) : K (αi )] times.
Upon inverting Γ (see Appendix A), we get a polynomial expression pi (γ) =αi ,
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pi (x) ∈ K [x]. Thus, we can represent (α1, . . .αn), together with all conjugate n-tuples,
as
[(p1(x), . . . , pn(x)), qγ(x)]
where qγ(x) ∈ K [x] is the minimal polynomial of γ over K . We call this the polynomial
representation of the Galois orbit of the algebraic n-tuple (α1, . . .αn). In the case of P
and P ′ in the example above, we get polynomial representations
























x4 −4x3 −2x2 +12x +18] .
(4.1)
[P ′] in this case actually splits into two disjoint orbits [P ′]1, [P ′]2. The orbit [P ′]1,
given above, represents the 4 points that also occur in the orbit [P ]. The remaining
points lie in the orbit
[P ′]2 = [(1−2x +3x2 −x3,−1+3x −3x2 +x3,1), x4 −4x3 +6x2 −4x +2].
It is far from obvious that the Galois orbits in (4.1) are indeed the same. The following
theorem will give us a way of proving this.
Theorem 4.3.1. Let [a] = [(p1(x), . . . , pn(x)), qθ(x)], [b] = [(r1(x), . . . ,rn(x)), qδ(x)] be
polynomial representations of Galois orbits. Further, let











Then [a] = [b] if and only if H(t1, . . . tn) ≡ 0.
Proof. Denote by θ j any conjugate of θ and by δk a conjugate of δ. Then for [a] = [b],
we need, for any i = 1, . . . ,n, some j ,k with pi (θ j ) = ri (δk ). Let ti , i = 1, . . . ,n be
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arbitrary in L. Then this can be rewritten as
n∑
i=1




ti (pi (x)− ri (δk )), qθ(x)
)
= 0
⇐⇒ H(t1, . . . , tn) ≡ 0.




By its recursive nature, the algorithm outlined in Chapter 3 lends itself well for
implementation in a computing package such as Maple. When implementing a
version over Q, the theory from Chapter 4 can be used to compare points across
representations explicitly.




Integer polynomials with all roots in a






6.1 Polynomials with all roots in an interval and the transfinite
diameter
Given a polynomial p(x) = ad xd + . . .+a0 = ad
∏d
i=1(x −αi ), it is a natural question
to try to find the zeros of p(x). In the case of real zeros, this can be done using
Newton’s Method, for example. One can also turn this question around and ask, given
an interval I on the real line, to describe all polynomials having their roots in the
interval. Of course, this is only interesting for polynomials with integer coefficients,
as otherwise an arbitrary set of reals {α1, . . . ,αd } ⊂ I yields the polynomial
∏d
i=1(x−αi )
with real coefficients and all roots in I .






(x −αi ) ∈Zd [x] :αi ∈ I ,1 ≤ i ≤ d
}
where I ⊂ R is a fixed real interval, and set LI (a) = ⋃∞d=1 LI (a,d). In [14], Fekete
defined the so-called transfinite diameter t (I ) of an interval and showed that if, for
some fixed a ∈N, LI (a) is infinite, then t (I ) ≥ 1.
Later, Robinson [39] proved a partial converse of Fekete’s first result, showing
that real intervals I with t (I ) > 1 have |LI (1)| =∞. His result is easily generalised to
algebraic numbers whose minimal polynomials have a fixed odd leading coefficient
a > 1, as is shown in section 7.1.2.
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As we will see later, for real intervals, t (I ) = |I |4 , so that all of Fekete’s results can be
rephrased for intervals in terms of the length of the interval: for a ∈N, LI (a) is finite
when |I | < 4 and infinite when |I | > 4. The case |I | = 4 is, still today, unsolved, except
for intervals of the form I = [a, a +4], a ∈Z.
To retrace Fekete’s steps, let us first turn to a different problem. Consider a






|zi − z j |,
where the maximum is taken over all n-element subset of E . The extremal points
z1, . . . , zn are then called the nth Fekete points of E and ∆n(E ) the nth Fekete constant.





the so-called transfinite diameter of E .
One may now wonder about the connection between this particular problem
and the above problem of finding all polynomials with integer coefficients and roots
in a given interval. Consider the sets C∗n[z] and C∗n(E) of monic polynomials of
degree n with complex coefficients (and all roots in the compact set E ⊂ C). Let
∥p∥E= supz∈E |p(z)| denote the supremum norm of the polynomial p(z) on E , and


















6.1. Polynomials with all roots in an interval and the transfinite diameter
One can show (as is done in the next section) that µ(E) = µ̃(E) = ∆(E), so that the
restriction on the location of the roots in µ̃(E ) is actually not necessary. In light of this,
we will denote all these quantities by t(E), the transfinite diameter, or Chebyshev
constant, of the set E . For consistency, define tn(E) =µn(E).
If E = I = [−1,1] ⊂R,n ∈N, the nth extremal polynomial can be shown to be the
Chebyshev polynomial
Tn(x) = cos(n arccos x) (6.1)
with
tn(I ) = 21−n ∥Tn∥I= 21−n .
The Chebyshev constant of I = [−1,1] is therefore the limit of the nth root of this
expression,
t (I ) = lim
n→∞2
1−n
n = 12 .
This is easily generalised to an arbitrary closed interval [a,b] of finite length













giving a Chebyshev constant of
t ([a,b]) = b −a
4
.
Thus, the Chebyshev polynomials solve the problem of determining the Chebyshev
constant for all real intervals. The problem can be made much more challenging by
putting an additional requirement on the polynomials involved. If we define
Zn[x] =
{
pn(x) = an xn + . . .+a0 : ai ∈Z,1 ≤ i ≤ n, an 6= 0
}
to be the set of integer polynomials of degree n, one can define a quantity similar to
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the transfinite diameter by
tZ(I ) = lim





the so-called integer transfinite diameter, or integer Chebyshev constant. Quite
contrary to the results for the ordinary transfinite diameter, there is not a single real
interval of length up to 4 (aside from single points), for which the integer transfinite
diameter is known. Its determination is therefore a non-trivial problem.
It is known (see [22]) that for |I | ≥ 4, tZ(I ) = t(I ) = |I |4 . Thus, we only need to
consider intervals of length less than 4 throughout.
The integer transfinite diameter has received a lot of attention in the literature,
but its actual value remains unknown for any interval of nonzero length less than 4. A
theoretically interesting result in the area is an argument by Gelfond and Schnirelman
(see [15]), showing that, if tZ([0,1]) = 1e holds, a simple proof of the prime number
theorem follows. Unfortunately, this is known not to be the actual value of tZ([0,1]).
There is a classical theorem (see [35], for example), stating that polynomials in
Zn(I ) (with integer coefficients and all roots in the given interval I ), and of sufficiently
small normalised leading coefficient, must be factors of the Integer Chebyshev
polynomials. Further, as is shown in [27], if infinitely many such polynomials exist,
the integer transfinite diameter takes on the form
tZ(I ) = inf
k
a−1/dkdk ,
where the infinimum is taken over all qk (x) = ddk xdk + . . .+a0 ∈Zdk (I ) with ad > 1
and a1/dkdk < tZ(I )
−1.
In the definition of the transfinite diameter, one can also restrict the polynomials
further: if we take the infimum over monic polynomials in Zn[x] only, we get the
so-called monic integer transfinite diameter tM (I ). In this case, if q(x) = ad xd + . . .+
a0 ∈Zn(I ) with ad > 1, then a−1/dd ≤ tM (I ). This allows explicit computation of the
monic integer transfinite diameter in a number of cases.
From this, it is clear that polynomials with integer coefficients and all roots in
the interval I in question play a central role in the theory of the (monic) integer
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a1/dd : ad x
d + . . .+a0 ∈Zd (I ), ad > 1
}
and call this the spectrum of I . In the following chapters, we will analyse this
spectrum, showing, among other things, that
1. S[0,1] is dense in (l ,∞), where l ≈ 2.3768. We then generalise this result to a
larger class of intervals with rational endpoints.
2. S[0,1] has only 6 distinct isolated points in [1,2.3647].
3. We will also analyse the relationship between infSI and tM (I ). We will show
that this relationship does not always lead to a tight best possible lower bound
on the monic integer transfinite diameter.
Note also that the gap between 2.3647 and 2.3768 cannot be closed using the computational
methods outlined in the following chapters: Pritsker showed in [38] that the integer
transfinite diameter is attained by an infinite product of distinct polynomials, so no
search for a finite list of factors can produce the actual value of tZ(I ).
6.2 Proofs
We will provide proofs of two essential theorems in the introduction here. First, we
show that, for a compact set E ⊂ C, the Fekete constant ∆(E) is equivalent to the
transfinite diameter µ(E). These proofs are sketched in [8], and we are merely filling
in the details here.
We begin with a lemma:














where q ′n(z) denotes the derivative of qn(z).




i 6=k, j 6=k,i 6= j









|zk − zi |2.
Note that q ′n(zk ) =
∏
i 6=k |zk−zi |. Thus, by taking the minimum over all i ∈ {1, . . . ,n+1}
in the above inequality, we get
∆n+1(E) ≤∆n(E)m2n+1. (6.3)










|zi − z j |
≤∆n+1(E).
(6.4)



























by the monotone convergence theorem.
Another Lemma shows the corresponding result for the transfinite diameter. The
proof follows an argument from Pólya and Szegö in [36].






n=1 converges to its
infimum.











Let an = logµn(E ) and set α= infn>0 ann . From the above argument, it follows that
an+m ≤ an +am for any n,m ∈N. Induction gives an ≤ na1,n ∈N.
For ε > 0, let m ∈ N be such that amm < α+ ε2 . Further choose N ∈ N to make
m
N < ε2a1 . Then, for n > N , use the Division algorithm to write n = mq + r,r < n or
r = 0. This gives
α< ann = am1+rn (6.5)
Seeing that
amq ≤ am + . . .+am︸ ︷︷ ︸
q
= qam ,














That the same result holds for µ̃n(E) is obvious from the proof. Finally, we prove:
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Theorem 6.2.1. Let E ⊂C be compact. Then
∆(E) =µ(E) = µ̃(E)
Proof. First, note that if #(E) is finite and n > #(E), then we can always find a
polynomial pn ∈Cn[x] with pn(z) = 0 whenever z ∈ E (by using Lagrange interpolation,
for example). Similarily, ∆n(E) = 0, as we are forced to repeat points on the product.
Thus, we may assume that E contains infinitely many points.
We begin by noting that µ(E) ≤ µ̃(E). It is further clear from the proof of Lemma
6.2.1 that µ̃(E) ≤ ∆(E) (as the Fekete Polynomial qn has all its roots in E). What
remains to be shown is that ∆(E) ≤µ(E).
Take p ∈ C∗n[x] and considering the expansion of ∆n+1(E)
1






1 z1 . . . zn−11 z
n
1














1 z1 . . . zn−11 p(z1)






1 zn+1 . . . zn−1n+1 p(zn+1)
∣∣∣∣∣∣∣∣∣∣∣∣∣
where the second expression is obtained by applying column-operations to the first.
Expanding this with respect to the last column and denoting by Mi , j the (i , j )th minor














2 ∥p∥E . (6.6)









Then taking the infimum over all p ∈C∗n[x] in (6.6), the inequality, expressed with
this notation, simply reads
d n+1n+1 ≤ cnd n−1n .
Multiplying this for n = 1, . . . ,k and simplifying (the assumption that E contains
infinitely many points guarantees cn ,dn ∈R>0), we get
d2d3 · · ·d k+1k+1 ≤ c1c2 · · ·ck








1 (c2 · · ·ck )
1
k−1 .
Note that the left is the geometric mean of the di , i = 2, . . . ,k multiplied by an
extra term, whereas the right is the geometric mean of the ci , i = 2, . . . ,k. Noting that
limk→∞ dk =∆(E) and limk→∞ ck =µ(E)2, together with the fact that the geometric
means will tend to ∆(E), µ(E), respectively, we get that
∆(E)2 ≤µ(E)2
and the result follows, as ∆(E),µ(E) ≥ 0.
Now, consider the case E = I = [a,b] ⊂R. Using the definition of the nth Chebyshev





From the same expression, it is easy to see the nth Chebyshev polynomial Tn(x)






, k = 0, . . . ,n −1






, k = 0, . . . ,n −1.
Also, one easily sees that Tn(yk ) = (−1)k , so that the polynomial equioscillates n +1




∥pn∥[−1,1] = 21−n ∥Tn∥[−1,1]= 21−n
and Tn(x) is the unique polynomial attaining this infimum.
Proof. Suppose that qn(x) ∈Cn[x] is a monic polynomial satisfying
∥qn∥[−1,1] ≤ 21−n (6.7)
and consider s(x) = 21−nTn(x)−ℜ(qn(x)) ∈ Rn−1[x]. Since 21−nTn(x) takes on all







for k = 0, . . . ,n−1. This makes s(x) = 0 at least n times
in [−1,1]. As ∂s = n −1, s(x) ≡ 0.
Now, when Tn(x) =±1, (6.7) tells us that qn(x) is real. Thus, we have n points on
s(x) given, which uniquely defines s(x) (using Lagrange interpolation, for example)
and shows that qn(x) indeed has real coefficients, making
21−nTn(x) ≡ qn(x), for allx ∈R
This can immediately be generalised to give the following:
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I = b−a4 2
1
n




Regions where SI is dense
In this chapter, we will, for a some I ⊂ R, find subintervals of (1,∞) where the
spectrum SI is dense. We start with a description of Robinson’s Method, which
allows us, for large n ∈ N, to find a polynomial in Z∗n(I ) by approximating the nth
Chebyshev polynomial on this interval.




, improving this result
for intervals of the form Ib = [0,b],b ∈R>0 in general, and I = [0,1] in particular.
In the case of [0,1], we will show how to construct a sequence of polynomials with
all roots in the interval and use a modification of this sequence to prove that S[0,1] is
dense in (l ,∞), where l is a limit point obtained from the sequence of polynomials.
We will then mention how this result can be generalised to a larger class of intervals.
7.1 Regions of density of SIb for Ib = [0,b],b ∈R
7.1.1 More on Chebyshev polynomials
Let I = [0,b],b ∈R>0. In this section, we will use the regular Chebyshev polynomials
from (6.1), together with a method introduced by Robinson, to find a subinterval of
(1,∞) where the spectrum SI is dense.
We start with some definitions and motivation. In the introduction, for n ∈N, we
defined the nth Chebyshev polynomial Tn(x) on [−1,1] as the unique polynomial
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solving the minimisation problem
inf
pn−1∈Cn−1[x]
∥xn −pn−1∥[−1,1] = 21−n ∥Tn∥[−1,1] .
The proof relied on the fact that, for n ∈N, Tn(x) equioscillates n times between ±1
on [−1,1]. We will make use of this equioscillation again later.
For reference, we make note of the following basic lemma:
Lemma 7.1.1. Let p1, . . . , pn be polynomials in R[x] and let P ∈ R[x1, . . . , xn]. If the
relation P (p1, p2, . . . , pn) = 0 on a set S of more than ∂P maxi ∂pi distinct points on the
real line, then P (p1, . . . , pn) = 0 on all of R.
Proof. This follows simply from the fact that P (p1, . . . , pn) is a univariate polynomial
of degree at most ∂P maxi ∂pi . If this polynomial vanishes on S, it has to be equivalently
zero.
We will also need the following three-term recursion for Tn(x):
Lemma 7.1.2. Let T0(x) = 1,T1(x) = x. For n ≥ 2, the nth Chebyshev polynomial Tn(x)
satisfies
Tn(x) = 2xTn−1(x)−Tn−2(x), for allx ∈R (7.1)
Proof. For A,B ∈R, we have
2cos A cosB = cos(A−B)+cos(A+B). (7.2)
Let θ ∈R,n ∈N, and set A = (n −1)θ, B = θ. Then, (7.2) turns into
2cosθcos(n −1)θ = cosnθ+cos(n −2)θ.
Setting now x = cosθ, we have the desired relation, which extends to R, as it holds on
all of [−1,1].
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For notational convenience, let us introduce a scaling. For n ≥ 0, set





the Chebyshev polynomials scaled to the interval [−2,2]. The recurrence relation
(7.1) then turns into
T ∗n (x) = xT ∗n−1(x)−T ∗n−2(x). (7.3)
We note an important identity for T ∗n (x) that can easily be proved using this relation:






= xn + 1
xn
(7.4)
Proof. This is easily proved using induction. Seeing that T ∗0 (x) = 1+1 = 2,T ∗1 (x+ 1x ) =


































= xn + 1
xn
.
Following an argument by Robinson in [39], and using (7.3), we can find an
explicit expression for the coefficients of T ∗n (x).
Lemma 7.1.3. For n > 0 ∈N,










Proof. We will proceed by induction, using (7.3). For n = 1,2, the result is easily
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checked. Suppose now it holds for all k : 2 ≤ k < n ∈N. Then





















































= (n −1)(n −k −2)!
k !(n −2k −1)! +
(n −2)(n −k −2)!
(k −1)!(n −2k)!
= (n −k −2)!((n −2k)(n −1)+k(n −2))
(n −2k)!k !









This shows that, for n ∈N, the coefficients of T ∗n (x) are algebraically divisible by
n – they are polynomials in n with no constant coefficient.
7.1.2 Robinson’s Method
We can now use the explicit expression of T ∗n (x) derived in the previous section to
construct a new sequence of polynomials pn(x) = an xn + . . .+ a0 which, for given
l ∈N, have al . . . , an ∈Z,as follows.
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If we use Lemma 7.1.3, we see that Pn(x) takes the form















where the a j are polynomials in n with ∂n a j = j and coefficients in λ,k,c. As the
coefficients of Tn(x) are algebraically divisible by n, we may write the j th coefficient
of Pn(x) as
a j =
α j n j +·· ·+α1n
β j
(7.6)
where the α1, . . . ,α j ,β j ∈Z are independent of n.
This is quite an important observation, as it yields the following lemma:











has a0, . . . , al ∈Z.
Proof. In (7.6), let m = lcm{β0,β1, . . . ,βl }. Then, for n = km, k ∈N, a0, a1, . . . , al will
be integers.
Thus, even though the polynomial Pn(x) may not have integer coefficients, for
large enough n, it will be “almost integral”. This is an important realisation and the
main ingredient in Robinson’s proof in [39] that intervals of length greater than 4
contain infinitely many complete sets of conjugate algebraic integers.
We will now show how, for given odd A ∈ Z, one can approximate Pn(x) by a
polynomial Qn(x) with coefficients in
1
AZ, such that the difference |Pn(x)−Qn(x)| is
small.
Lemma 7.1.5. Let m ∈ N, A ≡ 1 (mod 2) be fixed, Pn(x) be as above, with c,λ ∈ Q,
with n ≡ 0 (mod 2) large enough so that a0, . . . , al are even integers. Then one can find
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bk ∈




bk Pn−k (x) ∈ 1AZn[x] (7.7)
is irreducible and has integer coefficients.
Proof. Let
Qn(x) = c0 + . . .+xn
Pn−k (x) = an,k + . . .+ak+1,k xn−k−1 +xn−k .
Then comparing coefficients in (7.7) yields the system of equations
c0 =an,0 +bl+1an,l+1 + . . .+bn−1an,n−1 +2bn
c1 =an−1,0 +bl+1an−1,l+1 + . . .+bn−2an−1,n−2 +bn−1
...




cn =a0,0 = 1,
noting that ak,k = 1 for 0 ≤ k < n and an,n = P0(x) = 2.
Consider now the equation for cn−l−1. Clearly, the interval
(
al+1,0 − 1A , al+1,0 + 1A
]
contains some j1A where j1 is an even integer. Choose cn−l−1 =
j1
A . This will determine
the value of bl+1. Given bl+1, we can then choose al+2,0, al+2,l+1 in such a way that
cn−l−2 = j2A with j2 ≡ 0 (mod 2). Continuing in this fashion, we obtain cn−i , i =
0, . . . , l + 1 all of the form jiA , ji ≡ 0 (mod 2). Seeing that, for i > l + 1, cn−i is an
even integer as well, we get a polynomial Qn(x) such that AQn(x) has even integer
coefficients. The first equation (obtained using P0(x) = 2) further allows us to choose
Ac0 ≡ 2 (mod 4), so that AQn(x) will be irreducible by Eisenstein’s criterion.
We have thus successfully approximated the polynomial Pn(x) by an irreducible
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polynomial with coefficients in 1AZ. More can be said, however. First, note that
∥Pn∥[c−2λ,c+2λ]= 2λn . Now, take λ> 1 and choose l ∈N such that λl (λ−1) ≥ 1. Then,















λl (λ−1) ≤ 2λ
n
Since Pn(x) equioscillates n times between ±2λn on [c −2λ,c +2λ], Qn(x) has the
same sign as Pn(x) at the extrema of Pn(x) – thus changing sign n times in [c −2λ,c +
2λ]. Consequently, Qn(x) ∈ 1AZn(I ), and therefore AQ(x) ∈Zn(I ).
7.1.3 Dense regions of SI for arbitrary I ⊂R
We start with an arbitrary interval I = [a,b] and show how Lemma 7.1.5 can be used
to prove results about the spectrum SI .











For 0 < ε<α− 1λ , we see that α−ε> 1λ , so that there exists n1 ∈Nwith
((α−ε)λ)n1 > 1
1−λ .
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n < s < s +1 < (α+ε)n .
Let A be the odd one of s, s +1. Then, following the argument in Lemma 7.1.5 with
l = 0, we may choose b1, . . . ,bn ∈
(− 1A , 1A ] such that Qn(x) = Pn(x)+∑nk=1 bk Pn−k (x)



















λ j = 2
A(1−λ)
< 2λn .
Thus, by the same argument as used at the end of Section 7.1.2, Qn(x) (and consequently
AQn(x)) will have all its roots in I and
|α− A1/n | < ε.
7.1.4 Application to the spectrum of Ib
Now, let Qn(x) be as in Lemma 7.1.5, but with A = 1. Set Rn(x) = xnQn( 1x ). Clearly,






. We have the following:



















a solution to γ+γ−1 = − c
λ
. Note that with c > 1,c2 −4λ2 ≥ 0, giving |γ| > 1. Thus,
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choose l ∈N such that
(|γ|λ)l (|γ|λ−1) > 2. (7.10)
Choose n such that, in the notation of Lemma 7.1.4, n is a multiple of m = lcm{2,β0,β1, . . . ,βl }.
Recalling that T ∗n
(
x + 1x
)= xn + 1xn , we get
































Consider now the last term of this expression. Taking the limit over the subsequence
























































Corollary 7.1.2. Let c,λ ∈R, λ> 1,c > 2λ. Then there exists a sequence of irreducible
69
























Proof. The argument above shows this for intervals with rational endpoints. What
remains to be shown is that this extends to intervals with irrational endpoints as well.

















and limi→∞ ci = c, limi→∞λi =λ. Certainly, any polynomial having all roots in Ii will



















We can now prove the following corollary, telling us a lot about the structure of
S[0,b]:











Proof. This follows as a simple corollary from the previous results. For the given
b ∈R, choose c,λ ∈Rwith
1
c −2λ = b (7.11)
and λ> 1,c ≥ 2λ. Now let ε> 0 and choose
λ= 1+ ε
2

























n = l (b,ε).
where l (b,ε) is a monotone increasing continuous function with limε→∞ l (b,ε) =∞
and
lim










For certain intervals, the results of the previous sections can be improved. Here,
one can use a particular sequence of polynomials with all roots on the positive real
line and small leading coefficients, and modify this sequence to obtain polynomials
with all roots in these intervals with rational endpoints whose normalised leading
coefficients are dense within a certain subset of [1,∞).
These so-called Gorškov polynomials were first defined by Gorškov in [23], and
later rediscovered by Smyth in [42]. Wirsing, in 1981, unaware of Gorškov’s earlier
work, defined the polynomials independently for [0,1] – which is why they are often
referred to as Gorškov-Wirsing polynomials in the literature. More details on the
construction following his method can be found in [35], as well as the appendix on
the polynomials in [20]. More on these polynomials can also be found in [7].
7.2.1 The Gorškov polynomials
We will start by constructing a sequence of polynomials with all roots on the real
line through a recursive process. Let p0(x) = x −1 and define a sequence {pk (x)}∞k=0
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recursively by








Lemma 7.2.1. The Gorškov polynomials pk (x) ∈Z(R), defined above, have the following
properties:
1. pk (x) is monic and of degree 2
k
2. pk (x) has all roots on the real line.
Proof. That pk (x) is monic follows straight from the definition, as p0(x) is monic and
the recursive relation does not change the leading coefficient. Similar, it is clear that
the degree of pk (x) is 2
k just by noticing that each step in the recusion doubles the
degree of the polynomial.
It becomes clear that all elements of the sequence have all their roots on the real
line if we look at the corresponding recurrence relation for the roots. We let β0 = 1
and get
βk −β−1k =βk−1, (7.13)
so that βk is a zero of the quadratic x
2 − xβk−1 −1 over Q(βk−1) with determinant
β2k−1 +4 > 0 for real βk−1, making βk real if βk−1 is. Seeing now that β0 = 1 is real, the
result follows by induction.
In [35], the Gorškov polynomials are defined differently. Consider the iterates of
v(x) = x − 1x . If we start writing out the first few iterates,













it soon becomes clear that v (k)(x) will be of the form







Lemma 7.2.2. Let v(x) as in (7.14). Then, for k ≥ 0,




where gcd(gk ,hk ) = 1 with g0(x) = x −1, g1(x) = x2 −3x +1 and




gi (x), k ≥ 1.
(7.16)
Proof. We will proceed by induction on k. The case k = 0 follows from (7.14).
Suppose now the result holds for all j ≤ k and consider












Now, since gcd(gk−1,hk−1) = 1, it follows that gcd(g 2k−1 − x2h2k−1, xgk−1hk−1) = 1, so
that, upon equating numerators and denominators, we obtain
gk (x
2) = g 2k−1(x2)−x2h2k−1(x2) (7.17)
hk (x
2) = gk−1(x2)hk−1(x2). (7.18)
From (7.18), the expression for hk (x) follows by induction. To obtain (7.16), note that
for k ≥ 2,
x2hk−1(x2) = g 2k−2(x2)− gk−1(x2)
from (7.17) with k replaced by k −1. Then
gk (x





= g 2k−1(x2)+ gk−1(x2)g 2k−2(x2)− g 4k−2(x2).
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Not surprisingly, these polynomials actually produce the same polynomials as
defined in (7.12), as the following lemma shows:
Lemma 7.2.3. Let k ≥ 1, pk (x), gk (x) be defined as in (7.12), (7.15), respectively. Then
gk−1(x2) = pk (x) for all k ∈N.
Proof. We begin by writing pk (x) as
pk (x) = x2
k−1
pk−1(v(x))




























xg0(x2) · · ·gk−3(x2)
)
v (k)(x)














Noting that the denominator of this equals gk−1(x2), we get
gk−1(x2) = pk (x)+xhk−1(x2),
so that











The gk (x) now have all roots on the positive real line, and satisfy a similar
recurrence relation: for k ≥ 1,




































7.2.2 Gorškov polynomials for [0,1]
Using the polynomials defined in the previous section, we can create a sequence
{rk }
∞
k=1 of polynomials with all roots in [0,1] by letting









This has the same effect as applying the transformation τ(x) = 11+x to the βk .




The k th Gorškov polynomial rk (x) on [0,1] is defined recursively by
r0(x) = 1−2x
rk (x) = (−1+3x(1−x))2
k−1
rk−1(u(x)), k ≥ 1
(7.23)
Proof. Using (7.20), together with the definition for rk (x),
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Using these polynomials, we get the following (taken from [35]):
Theorem 7.2.1. The polynomials rk (x) ∈Z2k [x], defined above, are irreducible overQ.
Proof. Suppose we have some k ∈N such that rk (x) is irreducible, but rk+1(x) factors.
Then the equation u(x) =βk , which can be rewritten as
f (x) = x2 −x + βk
3βk +1
= 0
factors overQ(βk ). Since f (x) = f (1−x), we then get that
rk+1(x) = ca(x)a(1−x) (7.24)
for some constant c ∈Z and a(x) ∈Z[x].
Now, as r0(0) = 1 and
rk+1(0) = rk (u(0)) = rk (0) ,k ≥ 0,
it follows that c = 1, so that the leading coefficient a2k+1 of rk+1(x) is a perfect square.
Consider now the recurrence relation (7.16). Consider now the leading coefficient









Thus, by using (7.16), we get that
a2k+1 = a22k +a2k a22k−1 −a42k−1 .
Seeing now that a1 ≡ a2 ≡ 2 (mod 3), one can show by induction that a2k ≡ 2 (mod 3)
for all k, so that a2k cannot be a square.
Since we are interested in the leading coefficients of these polynomials, the
following Lemma is of importance:
76
7.2. Special cases
Lemma 7.2.5. Let v(x) = x− 1x . For k ≥ 1, the normalised leading coefficient of rk (x) =
a2k x
2k + . . .+a0 is given by




∣∣∣v ( j )(i )∣∣∣ 12 j )∣∣∣v (k)(i )−1∣∣∣ 12k−1
where i =p−1.
Proof. From (7.2.3), together with the fact that a2k = gk (−1), we get
|a2k | = |pk (i )||pk (−i )|.
Now, from v(−z) =−z + 1z =−v(z) and
v (k)(−z) = v (k−1)(−z)− 1
v (k−1)(−z) , k ≥ 1
it is easily seen that all the iterates of v(z) are odd functions in the complex variable
z.
Now, as v (k)(z) is odd, |v(z)| = |v(−z)| and we get an expression for |a2k |, using
(7.19):










∣∣∣v ( j )(i )∣∣∣2k− j )∣∣∣v (k)(i )−1∣∣∣2 .
Taking 2k -th roots of this expression then yields the result.
The following is an auxiliary result:
Lemma 7.2.6. Let b ∈R, k ∈N. Then
∣∣∣v (k)(i )−b∣∣∣2 = ∣∣∣v (k)(i )∣∣∣2 +b2
Proof. This follows from the fact that v (k)(i ) is purely imaginary, for k ∈N, which we
can show by induction: for k = 1, v(i ) = i − 1i = 2i is purely imaginary. At the same
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time, if v (k)(i ) is purely imaginary, then
v (k+1)(i ) =
∣∣∣v (k)(i )∣∣∣ i + 1∣∣v (k)(i )∣∣ i (7.25)
is purely imaginary as well. Thus,
∣∣∣v (k)(i )−b∣∣∣2 =(ℑ(v (k)(i )−b))2 + (ℜ(v (k)(i )−b))2
=
∣∣∣v (k)(i )∣∣∣2 +b2.
This result yields a highly important limit point in the spectrum of [0,1]:










2k = 2.37684. . .
Proof. Using the expression of a2k from the previous lemma, it is clear that we have
to analyse the behaviour of the sequence {|v (k)(i )|}∞k=1. From (7.25), it follows that
|v (k+1)(i )| = |v (k)(i )|+ 1|v (k)(i )| ,
showing that the sequence {|v (k)(i )|}∞k=1 is increasing.
For fixed k ∈N, using the above, we also get
|v (k)(i )| = |v (k−1)(i )|+ 1|v (k−1)(i )|
≤ |v (k−1)(i )|+ 1|v(i )|
≤ |v (k−2)(i )+ 2|v(i )|
≤ · · ·
≤ |v(i )|+ k −1|v(i )| .
(7.26)
Taking 2k -th roots of both sides of this inequality, we see that






Using these results for fixed k ∈N, we have
∣∣∣v (k+1)(i )∣∣∣ 12k−1 +1 ≥ ∣∣∣v (k)(i )∣∣∣ 12k−1 +1∣∣∣v (k)(i )∣∣∣ 12k ∣∣∣v (k+1)(i )−1∣∣∣ 12k−1 ≥ ∣∣∣v (k)(i )−1∣∣∣ 12k−1(
k−1∏
j=1
∣∣∣v ( j )(i )∣∣∣ 12 j )∣∣∣v (k)(i )∣∣∣ 12k ∣∣∣v (k+1)(i )−1∣∣∣ 12k−1 ≥ (k−1∏
j=1
∣∣∣v ( j )(i )∣∣∣ 12 j )∣∣∣v (k)(i −1)∣∣∣ 12k−1(
k∏
j=1
∣∣∣v ( j )(i )∣∣∣ 12 j )∣∣∣v (k+1)(i )−1∣∣∣ 12k ≥ (k−1∏
j=1
∣∣∣v ( j )(i )∣∣∣ 12 j )∣∣∣v (k)(i )−1∣∣∣ 12k−1 ,















so that the sequence
{∣∣∣a1/2k
2k
∣∣∣} is also bounded above, ad thus converges by the
monotone converge theorem.
To evaluate the limit, one may use a computer package such as MAPLE.
7.2.3 A generalisation of the Gorškov polynomials
While the Gorškov polynomials rk (x) for [0,1] are important in their own right, their
definition can be modified to derive different sequences of polynomials: Let b ≡ 1
(mod 2) be an integer and set
p(b)0 (x) = x −b
p(b)k (x) = x2
k−1
p(b)k−1(v(x)), k ≥ 1,
where v(x) is as in (7.14).
As before, we get a corresponding sequence
r (b)0 (x) =(b2 +1)x −1
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with all roots in [0,1]. The leading coefficient a(b)
2k
of r (b)k (x) are easily seen to satisfy
∣∣∣a(b)
2k
∣∣∣ 12k = (k−1∏
j=1
∣∣∣v ( j )(i )∣∣∣ 12 j )∣∣∣v (k)(i )−b∣∣∣ 12k−1 . (7.27)
It is worth noting that the limit limk→∞ |a(b)2k |
1/2k is not affected by the change of
initial root b ∈Z of g (b)k (x):





∣∣∣ 12k = lim
k→∞
∣∣a2k ∣∣ 12k .




∣∣∣ 12k−1 = (k−1∏
j=1
∣∣∣v ( j )(i )∣∣∣ 12 j−1 )∣∣∣v (k)(i )∣∣∣ 12k−1 (1+ b2∣∣v (k)(i )∣∣2
) 1
2k




The result now follows by taking limits and using the fact that |v (k)(i )| is bounded
both below and above (see proof of Lemma 7.2.7).
While, for any given b ∈ N, the normalised leading coefficients of r (b)k (x) tend
to the same limit as these of the rk (x), they converge to this limit differently: For a
larger choice of b ∈N, the initial leading coefficient b2 +1 will be larger as well. If we
now have some α> l = limk→∞ |a2k |1/2
k
, we can choose b large enough to produce a
sequence of polynomials with a large enough initial leading coefficient so that, for
an appropriate choice of k, there will be some
∣∣∣a(b)
2k
∣∣∣1/2k arbitrarily close to α. The
details of this argument are contained in the proof of the following theorem:
Theorem 7.2.2. Let α > l = limk→∞ |a2k |1/2
k
. Then, for any ε > 0, there are k,b ∈ N
with b ≡ 1 (mod 2) such that









from which the result follows by continuity of the logarithm.





∣∣∣v ( j )(i )∣∣∣2k− j+1)(∣∣∣v (k)(i )∣∣∣2 +b2) .




∣∣a2k1 ∣∣> 2log l −ε. (7.29)
Further, choose k2 ∈N so that the interval
Ik2 =
(




























Taking (7.29) and (7.30) together, and using (7.28), we get
































|v ( j )(i )|
1
2 j
)∣∣∣v (k)(i )−b∣∣∣ 12k < logα+ε.
81
Chapter 7. Regions where SI is dense
We immediately get the corollary
Corollary 7.2.3. S[0,1] is dense in (l ,∞), for l defined in Lemma 7.2.7.
An important detail omitted in the arguments here is the fact that, for odd b,
g (b)k (x) (and hence r
(b)
k (x)) is indeed irreducible. A proof is provided in Appendix B.1.
7.2.4 Generalisation to intervals with rational endpoints
The results derived for [0,1] in the previous sections can be extended to a larger class
of intervals. Recall that we obtained the Gorškov polynomials for [0,1] by applying
the transformation τ(x) = 11+x to the roots. Now, take a pair of rationals
p
q < rs with







. We may apply the Möbius transformation
τ(x) = px+rqx+s to the roots of gk (x) to obtain a new sequence of polynomials

































As all the arguments from the previous section carry over to this case, we again get a
sequence of polynomials with all roots in the interval, of degree 2k , with relatively
small leading coefficients. Again, the irreducibility of the gk (x) guarantees that the
Rk (x) are irreducible as well.
The normalised leading coefficients here tend to the limit























If we now use the g (b)k (x) to construct a sequence R
(b)
k (x) of generalised Gorškov
polynomials for the interval, all the arguments from the previous section again carry
over to prove the following:
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with s, q > 0. Then the spectrum S I is dense in (lq,s ,∞),
where lq,s is as in (7.31).
An alternative expression of this limit can be found in [16].
The important thing to note here is that, while this is a result for general intervals
with rational endpoints, lq,s only depends on the denominators of the rationals. Thus,
the result is only useful for those intervals which, among all intervals with endpoints
of fixed denominators q, s, have the smallest length. These are the so-called Farey
intervals – intervals whose endpoints are consecutive elements in a sequence of
Farey fractions. Letting S0 = {0,1}, the k th sequence Sk of Farey fractions is obtained





q j+1 of the previous sequence Sk−1 and inserting
the rational
p j+p j+1
q j+q j+1 between them. These sequences are best visualised by writing




































= 1q j q j+1 , as can be easily shown
by induction. Thus, intervals with consecutive elements of Sk as endpoints have,





Integer Transfinite Diameter and
Critical Polynomials
8.1 The Integer Transfinite Diameter
In the introduction, we defined the transfinite diameter of a closed interval I of finite
length on the real line by






showing that its value, attained by the Chebyshev polynomials on I , is simply |I |4 .
We then proceeded to restrict the set the infimum is taken over to polynomials with
integer coefficients, while removing the restriction that the polynomials be monic, to
get the so-called integer transfinite diameter or integer Chebyshev constant,
tZ(I ) = lim





While the exact value of tZ(I ) is not known for any interval with 0 < |I | < 4, Hilbert
[29] showed that for these intervals,
|I |
4




The following Lemma relates this quantity to our previous analysis of SI .
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then q(x) | pn(x).
Proof. We will prove the contrapositive. Assume p, q are as in the statement of the
lemma and gcd(p, q) = 1, let α1, . . . ,αd denote the roots of q . Then the resultant of
pn and q satisfies
∣∣Resx(p, q)∣∣= and d∏
i=1
|p(αi )|,





|p(αi )| ≤∥p∥dI ,
and the result follows.
The above Lemma plays a central role in the computation of lower and upper
bounds for the integer transfinite diameter. We will look at these in turn.
8.2 Lower Bounds on tZ(I )
8.2.1 The classical lower bound
Let I ⊂Rbe an interval with 0 < |I | < 4 and consider a sequence of integer polynomials
{gk }, such that, for every k ∈N,
• gk ∈Zdk (I ) is irreducible overQwith leading coefficient adk
• gcd(gk , gi ) = 1 whenever k 6= i
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≤ tZ(I ). (8.3)
For I = [0,1], we know one such sequence: the Gorškov polynomials for [0,1] introduced
in section 7.2 satisfy the conditions above (as was proved in the previous chapter),
giving the classical lower bound
0.4207. . . ≤ tZ([0,1]). (8.4)




























This is simply a different expression for (7.31), derived in [16].
It would be tempting to think that the lower bound produced by the Gorškov
polynomials is best possible. In [9], Borwein and Erdélyi proved a striking result:
using results by Saff and Varga in [41], together with the structure of the integer
Chebyshev polynomials on [0,1], they were able to show that, if, for fixed θ ∈ (0,1),





some η(θ) ∈ (0,1), then
γ−1α−η(θ) ≤ tZ([0,1]),
where γ= limk→∞ |adk |1/dk is the limit of the normalised leading coefficients of the
polynomials and α ∈ (0,1) is a constant. This result easily generalises to real intervals
with at least one rational endpoint. It follows that no real improvement on the lower
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bound for tZ(I ) can be made by considering sequences of polynomials of this form
for these intervals. Also, while η(θ),α can be explicity computed for given θ > 0, this
does not improve the lower bound significantly, as η(θ) is too small.
In [38], Pritsker improved the lower bound, using weighted potential theory, to
0.4213, with room for improvement. His result makes use of the structure of Pn , the
nth integer Chebyshev polynomial.
8.2.2 Generalisation of the Gorškov polynomials
In an unpublished paper [25], Hare developed a method defining generalised sequences
of Gorškov polynomials, producing lower bounds on tZ(I ). While his results do
not improve the lower bound produced by the original polynomials for I = [0,1],
his methods can be used for any interval with rational endpoints and are thus of
importance. The following results follow arguments in [25], and are reproduced here
for completeness.
Hare’s analysis relies on a generalisation of the classical Gorškov polynomials for
[0,1] by replacing the rational map
u(x) = x(1−x)
1−3x(1−x) ,
used to recursively define the rk (x) in (7.23) by a more general rational function:
u(x) is taken to be a rational function of the form a(x)b(x) with ∂a = ∂b = 2, mapping the
interval [0,1] onto itself twice.
LetQ(x) denote the field of rational functions overQ. We also make the following
definition:
Definition 8.2.1. Let u(x) ∈Q(x),d ∈N. We say that u maps the interval [a,b] d-fold
onto itself if the pre-image u−1 ([a,b]) = {x ∈C : u(x) ∈ [a,b]} satisfies the following:
• u−1 ([a,b]) ⊂ [a,b]




A natural generalisation of the Gorškov polynomials can be achieved by considering
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u(x) ∈Q(x) : u(x) : [a,b] 7→ [a,b] onto,d − fold} . (8.6)
As it turns out, Ud [a,b] is easily described in terms of the explicit structure of the
rational functions. We define the content of a polynomial to be the greatest common
divisor of its coefficients.
Lemma 8.2.1. Let a,b ∈Q,b > a. Every u ∈Ud ([a,b]) is of the form
u(x) = a ·e ·p(x)+b · f ·q(x)
e ·p(x)+ f ·q(x) (8.7)
where e, f ∈Z, and p(x), q(x) ∈Zd (I ) have content 1 and satisfy the following:
• p(x)q(x) = (b1 −b2x)(a2x −a1)r (x)2, r (x) ∈Z2d−2[x]
• The roots α1, . . . ,αd of p(x) and β1, . . . ,βd of q(x) interlace.
Proof. Considering the possible values of u(x) at the endpoints, we see that there are
four possible choices:
• u(a) = u(b) = a
• u(a) = u(b) = b
• u(a) = a,u(b) = b
• u(a) = b,u(b) = a.
A little thought shows that the first two occur in the case where d is even, whereas
the last two occur for odd d . Also, the first two cases are related by the symmetry
x 7→ (a +b)− x, and the same holds for the last two. We will only consider the first
case here, noting that the remaining three are handled similarly.
Consider numer(u(x)− a). It follows from the properties of u(x) that this is a
polynomial with integer coefficients, with all d roots in [a,b]. Also, since u(a) =
u(b) = a, two of these roots lie at the endpoints. Further, the polynomial has a root
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of multiplicity two at the remaining roots α1, . . . ,α d
2 −1 ∈ (a,b), as otherwise, there
would exist some x ∈ [a,b] with u(x) < a. Thus,






where p(x) = ad xd + . . .+ a0 ∈ Zd [x] is a polynomial with gcd(a0, . . . , ad ) = 1, and
λ′ ∈Z is chosen arbitrary.
By a similar argument, we can show that
numer(b −u(x)) =µ′ ·q(x),
where q(x) ∈Zd [x] is a polynomial with coprime coefficients, and µ′ and arbitrary
integer. Let now s(x) be the least common denominator of u(x)−a and b −u(x). We
then get the equations
u(x)−a = e ·p(x)
s(x)
b −u(x) = f ·q(x)
s(x)
,
where e, f are integers obtained from λ′,µ′ after bringing the expressions on a
common denominator. Adding these equations shows that
(b −a)s(x) = e ·p(x)+ f ·q(x),
so that
u(x) = e ·p(x)
s(x)
+a
= b ·e ·p(x)+a · f ·q(x)
e ·p(x)+ f ·q(x) .
From the proof, it is apparent that, given p(x) and q(x) that satisfy the conditions
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of the lemma, there is an infinite collection of u(x), depending on the parameters
e, f ∈Z. Clearly, we are interested in those u(x) ∈U ([a,b]) that, for given p(x) ∈Z[x],
minimise the leading coefficient of p(u(x)).
Given a polynomial g (x) = g0 + . . .+gd xd ∈Zd [x] and a rational function u(x) =
a(x)






Thus, if we want to keep the leading coefficient of g (x) small, we need to choose
a(x) and b(x) with small leading coefficients. We thus want to choose e, f in a way to




bringing (8.7) on a common denominator, we get
a1 ·b2 ·e ·p(x)+b1 ·a2 ·q(x)
a2 ·b2 · (e ·p(x)+ f ·q(x))
.
Here, the leading coefficients of both top and bottom are minimised when setting
e = a2, f = b2, which turns (8.7) into
u(x) = a1 ·p(x)+b1 ·q(x)
a2 ·p(x)+b2 ·q(x)
. (8.8)





: Under the transformation τ(x) = b1+a1xb2+a2x , the Gorškov polynomials for [0,∞),
defined in (7.16), turn into Pk (x) satisfying
P0(x) =a2x −a1
Pk (x) =numer(Pk−1(u(x)),k ≥ 1,
u(x) = b1(a1x −a2)(b2 −b1x)+a1[(a1 +b1)− (a2 +b2)x]
2
b2(a1x −a2)(b2 −b1x)+a2[(a1 +b1)− (a2 +b2)x]2
.
This is simply the rational function obtained through Hare’s method, using the three
linear polynomials with roots in the interval and small leading coefficients.
Hare also makes use of two simple lemmas. Set U [a,b] =⋃∞d=1 Ud [a,b].
Lemma 8.2.2. Let p(x) have all roots in I = [a,b], u(x) ∈U [a,b]. Then numer(p(u(x)))
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has all roots in I .
Lemma 8.2.3. Let u(x) ∈ U [a,b]. Then all real roots of numer(u(x)− x) lie in I =
[a,b].
Using these lemmas, he systematically searches for sequences of generalised







1. Start with Q = {a1 −a2x,b1 −b2x, (a1 +b1)− (a2 +b2)x}.
2. From Q, construct the set P of all pairs of polynomials satisfying the conditions
of Lemma 8.2.1.
3. Using rational functions u(x) ∈ U [a,b] constructed from P together with
Lemmas 8.2.2 and 8.2.3, extend Q.
4. Repeat steps 2 and 3 until some criteria are met – for example, the maximal
degree of the polynomials exceeds some bound N ∈N. At this point, use Q and
rational functions constructed from P to construct sequences of polynomials
with all their roots in I , giving lower bounds on tZ(I ).
As mentioned before, this method did not produce any improved lower bounds
for tZ([0,1]). Its strength lies in the fact that it allows computation of lower bounds
on the integer transfinite diameter for any interval with rational endpoints, and not
just Farey intervals. A list of lower bounds for a variety of intervals can be found in
the paper.
8.3 Upper bounds and Critical Polynomials
The classical method of obtaining upper bounds on tZ(I ) is through explicit computation
of small polynomials on I . We therefore start our discussion here.









8.3. Upper bounds and Critical Polynomials
so Pn(x) is the nth integer Chebyshev polynomial. This polynomial is not always
unique, as Montgomery’s computations for n = 2,3, . . . in [35] show. It is actually
an open question, posed by Borwein and Erdélyi in [9], whether there exists some
sufficiently large N ∈ N such that, for n > N , Pn is indeed unique. We will first
examine the structure of Pn for large n.
8.3.1 Structure of Pn, n →∞
While Lemma 8.1.1 plays an important role in finding lower bounds on the integer
transfinite diameter, it also tells us a lot about the structure of Pn , n ∈N: in contrast
to the classical Chebyshev polynomials defined in (6.1), Pn will have a number of
factors of high multiplicities, as any polynomial q(x) = ad xd + . . .+a0 ∈Zn[x] with





I has to be a factor of Pn . Letting n →∞, we make
the following definition, following [20]:
Definition 8.3.1 (Critical Polynomial). Let q(x) = ad xd + . . .+a0 ∈Zn[x] with ad > 1.
If a
− 1d
d > tZ(I ), q is said to be critical for I .
This definition of course assumes that the actual value of tZ(I ) is known – unfortunately,
this is usually not the case. Thus, to prove that a polynomial q(x) = ad xd + ·· · is








d > tZ(I ) follows.
Returning now to the problem of determining the polynomial Pn , let us consider









4 x2(1−x)2, x(1−x)(1−2x)2 12
A few natural questions, aside from uniqueness of Pn , arise at this point:
1. For n ∈N, does there always exists a Pn such that the factors x and (1−x) occur
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to the same multiplicity?
2. Like the (non-integral) Chebyshev polynomials, do integer Chebyshev polynomials
have all their roots in the interval? In other words, is the converse of Lemma
8.1.1 true?
3. Does each critical polynomial eventually occur of arbitrarily high multiplicity
in the factorisation of Pn as n →∞?
4. Is limn→∞ Pn even a polynomial, or does it have infinitely many distinct factors?
If it has infinitely many factors, what proportion of them are critical polynomials?
The first question is answered by a simple corollary of a theorem due to Amoroso
in [6]:
Proposition 8.3.1. Let P ∈Zd [x] be a polynomial of degree d with leading coefficient
bd and let X ⊂C be compact. Then
1
|bd |
tZ(X ) ≤ tZ
(
P−1(X )
)d ≤ tZ(X ).
Proof. For the first inequality, suppose pn ∈ Zn[x] and let R(x) = Rest (pn(t), x −





where the product is taken the d solutions t1, . . . , td of P (ti ) = x. Note that ∂x(R) = n,

















Taking now the liminfn→∞ on the right-hand side gives the first inequality.
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For the second inequality, note that, for any pn ∈Zn[x],
∥pn∥X =∥pn ◦P∥P−1(X ) .
We get
tZ(P


















The result now follows, once again, by taking the liminfn→∞ of the right hand side.
Using this result together with the map
P :[0,1] → [0, 14]
x 7→ x(1−x)




are directly related by





This shows that some integer Chebyshev polynomial for [0,1] must always be a
polynomial in x(1−x), therefore showing that the exponents of x and 1−x are equal.
The second question, conjectured by the authors in [9], was settled soon after the
original paper, by Habsieger and Salvy. In their paper [24], they compute P70 to be
P70(x) =x22(1−x)22(1−2x)8(1−5x +5x2)2(29x4 −58x3 +40x2 −11x +1)
(4921x10 −24605x9 +53804x8 −67586x7 +53866x6 −28388x5 +9995x4
−2317x3 +338x2 −28x +1).
What makes this polynomial interesting is the occurrence of the degree 10 factor,
which has 4 nonreal roots, disproving the conjecture and showing that, unlike the
classical Chebyshev polynomials, integer Chebyshev polynomials can have roots
outside of the interval in question. Since Habsieger and Salvy discovered this factor
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in their paper, more factors of integer Chebyshev polynomials with complex roots
have been found, most recently by Flammang in [17].
To answer the third question, one employs Markov’s Inequality for polynomials





n2 ∥pn∥[a,b] . (8.9)









we see that, for n sufficiently large, a critical polynomial has to also be a factor
of the derivative of the nth integer Chebyshev polynomial. Repeated application
of Markov’s inequality extends this to derivatives of arbitrary order, so that critical
polynomials eventually occur as factors of arbitrarily high multiplicity in the factorisation
of integer Chebyshev polynomials.
The final question about the structure of integer Chebyshev polynomials was
answered by Pritsker in [38]. He showed that the limiting function limn→∞ Pn is not
actually a polynomial, but must consist of infinitely many factors (Theorem 1.8 in
his paper). This, in connection with the following theorem due to Hare and Smyth
in [27], provides some hope that there might exist an explicit expression for tZ(I ), at
least for some I :
Proposition 8.3.2 (Hare & Smyth 2005). Let I ⊂ R and {qk}∞k=1 be a sequence of







Unfortunately, not a single such I is known. Even worse, it is not even known
whether every real interval has at least one critical polynomial. The only partial result
in this area is due to Hare and Smyth in the same paper, where they show that every
interval not containing an integer in its interior has a linear critical polynomial. A
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proof of this can be found in section 9.2.
A lot more is known about the structure of nth integer Chebyshev polynomial,
especially for I = [0,1]. Using orthogonal Müntz-Legendre polynomials on [0,1] (see
[8] for details on these polynomials), Borwein and Erdélyi showed the following in
[9]:
Proposition 8.3.3. As n →∞, the nth integer Chebyshev polynomial Pn for [0,1] takes
the form
Pn(x) = xk (1−x)k Rn−2k (x)
where k > 0.26n and Rn−2k ∈Zn−2k [x].
Similar results can be obtained using the same techniques for arbitrary intervals
with rational endpoints. This result shows that the integer Chebyshev polynomials,
when normalised by their degree, behave rather like ”weighted polynomials“ – a
result Pritsker used in his 2005 paper [38], with the help of weighted potential theory,
to improve both lower and upper bounds on tZ([0,1]). He also improved the bounds
for the weights to
0.31 ≤ k1
n
≤ 0.34, 0.11 ≤ k2
n




Pn(x) = (x(1−x))k1 (1−2x)k2 (5x2 −5x +1)k3 Rn−2k1−k2−2k3 for n →∞.




, and then mapped to [0,1] using x 7→ x(1−x).





this halves the degree of all polynomials involved.
From this discussion, especially with regard to the asymptotic structure of Pn ,
it is clear that critical polynomials play a pivotal role in the theory of the integer
transfinite diameter, and having methods to find critical polynomials is of some
importance.
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8.3.2 Computational methods for finding small polynomials
Algorithms to search for polynomials with small supremum norm on an interval I
can be split into various categories:
1. Algorithms based on a method developed by Habsieger and Salvy,
2. algorithms based on LLL, and
3. algorithms based on a generalisation of the Gorškov polynomials.
The first class of algorithms are based on the work of Habsieger and Salvy in
their 1997 paper [24]. There, they computed the integer Chebyshev polynomials for
[0,1] up to degree 75. To do this, they used a recursive algorithm. Assuming one has
calculated the k th integer Chebyshev polynomials for 1 ≤ k < n and wants to find the
nth integer Chebyshev polynomial, they proceed as follows:
• Find an upper bound for ∥P∥I . They use max1<p<n ∥Pp Pk−p∥I= cn .
• Given this bound and a list of known factors, check which factors have to divide
P . Use Markov’s inequality to gain information on the exponents of the factors.
• If this does not produce a polynomial of degree n, use integer linear programming
on a set of control points in I to explicitly calculate the coefficients of the
missing polynomial. This last step is the bottleneck of the algorithm.
It is of course the last step in this algorithm that can be used to find new critical
polynomials. The problem is that the crucial step here is computationally very
expensive. In their computations of critical polynomials up to degree 75, Habsieger
and Salvy came across no previously unknown critical polynomials, but found the
degree 10 factor with four nonreal roots mentioned earlier.
Subsequently, the methods employed by Habsieger and Salvy were improved by
Wu [45] and recently used by Flammang [17] to find a list of critical polynomials.
They use a combination of Habsieger and Salvy’s method with the LLL algorithm to
find a list of factors of degree up to 8 for I = [0, 14].
The Lenstra, Lenstra, and Lovasz (LLL) basis reduction algorithm [32] is a modification
of the well-known Gram-Schmidt orthogonalisation process, applied to a lattice.
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Given a lattice Λ with a basis B , LLL produces a new basis B ′ for Λ, where the
elements of B ′ are “small” with respect to a given norm.
There are various ways in which this can be applied to the problem of finding
small polynomials with integer coefficients. Wu and Flammang use a set of control
points X ⊂ I and then apply LLL with the usual Euclidean Norm to the basis B ={
f (x), f (x)x, f (x)x2, . . . , f (x)xn−k
}
x∈X for aR-latticeΛ, where f (x) ∈Zk [x] is a known
small polynomial for I . Based on the reduced basis B ′, they then obtain a polynomial
of degree n with small supremum norm on the interval.
One can also use the lattice structure of Zn[x] over R[x] directly, with the inner
product 〈 f , g 〉 = 1b−a
∫ b
a f (x)g (x)d x, or a discrete version 〈 f , g 〉 = 1|X |
∑
x∈X f (x)g (x)
for a finite X ⊂ I .
Finally, one can use Hare’s generalisation of the Gorškov polynomials outlined
in the previous section. As can be seen from the example of the classical Gorškov
polynomials, the first few elements in the sequence {rk (x)} are critical polynomials.
This naturally leads to a search for critical polynomials as elements of sequences of
generalised Gorškov polynomials.
Using a combination of the methods outlined here, Kevin Hare [26] has produced




d < 2.3768. The interested reader is encouraged to contact him directly about this
list.
To determine which of these polynomials is actually critical of course requires
the computation of a small polynomial on [0,1].
8.4 Isolated points of SI
Using the methods of the previous section, we can find a list of possible factors
of integer Chebyshev polynomials for a given interval I ⊂ R. We will now turn to
methods to use this list to find a discrete subset of S[0,1] and, at the same time,
improve the known upper bound for tZ([0,1]).
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8.4.1 Explicitly finding small polynomials
Suppose we are given a list of polynomials L = {pi }Ni=1 with integer coefficients. Using




I = m as small as possible. As all qi (x) = adi ,i xdi + . . .+a0,i ∈ L with di ,i > 0 and






I have to be factors of P , we know that L then contains a
complete list of polynomials with all roots in I and a
− 1d
d > m.









i=1 ci = 1, and attempt to find c = (c1, . . . ,cN ) to minimise the maximum of
F (x) on I . This problem is easily solved by considering the logarithm and turning it
into a discrete optimisation problem, by solving it over a suitable finite subset X ⊂ I .






log |pi (x)|, (8.10)
and choose some finite X ∈ I , we can use linear programming methods to solve the
optimisation problem 
min m
s.t. f (x,c) ≤ m∑N
i=1 ci = 1
ci ≥ 0
x ∈ X .
(8.11)
Then the resulting function F (x) will have small ∥F∥I . By taking a sufficiently high
power of F (x), we can then recover the polynomial P (x) (of generally quite large
degree).
8.4.2 Auxiliary functions
An alternative method was developed by Smyth [43], for the analysis of the spectrum
of the Mahler measure of totally real algebraic integers with roots on the positive real
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line and later in[44] generalised.
Suppose we are given some mean of algebraic integers – an expression in the



























Suppose we are given some list of algebraic integers L = {α1, . . . ,αN } with Q(αi )∩
Q(α j ) =Qwhenever i 6= j , small meansΩ(α1), . . . ,Ω(αN ), and with minimal polynomials











Ωp (x)p above. Clearly, for any α 6∈ L (meaning that Q(αi )∩Q(α) =Q for any αi ∈ L)
of degree n and with conjugates α=α(1), . . . ,α(n), the product
n∏
i=1
∣∣∣P j (α(i ))∣∣∣




∣∣∣P j (α(i ))∣∣∣≥ 0,1 ≤ j ≤ N . (8.12)
We now define a (real) measure µα on [0,∞) by
µα(x) = 1n
(
# of conjugates of α in (0, x]
)




∣∣P j (x)∣∣dµα(x) ≥ 0.
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∣∣P j (x)∣∣dµ(x) ≥ 0, j = 1, . . . , N
While we certainly cannot solve this problem using linear programming, we can find
an upper bound for the solution by approximating it by the solution of a discrete







∣∣P j (xi )∣∣ ti ≥ 0, j = 1, . . . ,n∑k
i=1 ti = 1
ti ≥ 0, i = 1, . . . ,k
Instead of solving this problem directly, we will instead consider the dual: Let ωi =
ω(xi ). The dual problem is then
max m
s.t. ωi −∑nj=1 c j log ∣∣P j (xi )∣∣≥ m, i = 1, . . . ,k
c j ≥ 0, j = 1, . . . ,n.
(8.13)
This version of the optimisation problem is often called the method of “auxiliary
functions”: we consider g (x,c) =ω(x)−∑nj=1 c j log |p j (x)| as an “auxiliary function”
in solving the problem, as by (8.12), we have
d∑
i=1









∣∣∣p j (α(i ))∣∣∣
≥Ω(α)
Auxiliary functions of various types have been used by a number of authors to obtain
results of this type for a variety of problems [43, 18, 3, 19], and more recently, [17].
For our setting – the spectrum S[0,1] – note that, if α is an algebraic integer with
all conjugates in [1,∞), then 1α is an algebraic number with all conjugates in [0,1]
and an = N(α) (where an denotes the leading coefficient of the minimal polynomial
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of 1
α
). Thus, we will be using the measureΩ(x) = logN(x), which turns (8.13) into

max m
s.t. log(x)−∑nj=1 c j∂P j log ∣∣P j (xi )∣∣≥ m, i = 1, . . . , N
c j ≥ 0, j = 1. . .n.
(8.14)
Note that we have changed the problem slightly, normalising each coefficient in
the auxiliary function by the degree of its corresponding factor. Consider now the
problem under the change of variable x 7→ 1x . Now, the auxiliary function turns into






∣∣∣∣P j ( 1x
)∣∣∣∣

























is the reciprocal polynomial of P j (x). Setting now m =−M
and imposing the additional condition
∑n
i=1 ci = 1, we get the same optimisation
problem as in (8.11).
8.4.3 Semi-infinite linear programming
To solve the optimisation problem (8.11) (and thus the one in (8.14) with the added
constraints), we use a method known as semi-infinite linear programming, successively
approximating the solution of the actual (infinite) problem by the solution of a finite
optimisation problem.
Let f (x,c) be as in (8.10), m1 = 0.
1. Let X1 be a set of 50 evenly distributed sample points in I = [0,1].
2. Solve the problem on X1, using the simplex method, obtaining c1 and m1 =
maxx∈X1 f (x,c1). Let M1 =∥f (x,c1)∥I . Clearly, m1 < M1.
3. Let E1 be the set of extrema of f (x,c1) in I . Set X2 = E1 ∪X1.
4. Repeat step (2) for X2, obtaining m2 and M2.
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Repeating this algorithm, we get sequences m1 < m2 < . . . and M1 > M2 > . . . with








Thus, for a given ε> 0, we may find K ∈Nwith
MK −mK < ε,
so that we can approximate the solution of the actual problem to arbitrary precision
this way.
To find the maxima of f (x,c) to, we use the real roots of the function (which
we can easily compute, as we have a complete factorisation of exp( f (x,c)) to find
intervals isolating the extrema. In the case of complex roots, we use Jensen circles to
gain information on the location of the minima:
If the polynomial p(z) has a complex root at z = z0, then the derivative has a
root in the circle |ℜ(z0)− z| < |ℑ(z0)| (the Jensen circle of p(z) at z0). Consider now
a pair z0, z0 of complex roots of the polynomial p(z), and suppose (without loss of
generality) that the extrema of p(z) contained in the Jensen circle centred at z =ℜ(z0)
is a minimum. The value of |p(z0)| will then be smaller than |p(z)| at the adjacent
extrema, so that we do not have to consider this extrema as a possible maximum
of log |p(z)| (see Figure 8.1 for an example). This leads to the following method for
finding intervals containing the extrema of p(z), using Jensen circles.
Let z1, z2 be two roots of the polynomial p(z) with |p(z)| < 1 for z ∈ I .
• If ℑ(z1) =ℑ(z2) = 0, then log |p(z)| has a maximum in (z1, z2).
• If ℑ(z1) 6= 0,ℑ(z2) = 0, then log |p(z)| has a maximum in (ℜ(z1)−|ℑ(z1)| , z2)
• If ℑ(z1) = 0,ℑ(z2) 6= 0, then log |p(z)| has a maximum in (z1,ℜ(z2)+|ℑ(z2)|)
• If ℑ(z1) 6= 0,ℑ(z2) 6= 0, ℜ(z1) 6= ℜ(z2), then log |p(z) has a maximum in
(ℜ(z1)−|ℑ(z1)| ,ℜ(z2)+|ℑ(z2)|).
Using these intervals together with MATLAB’s fminbnd function (an implementation
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of Brent’s method from [37]) allows us to efficiently find all extrema of f (x,c) to high
precision (10−14 in this case).
Figure 8.1: f (x) = 170 log |P70(x)| of P70(x), the 70-th integer Chebyshev polynomial.
Note that, while the polynomial has a pair of complex roots at 0.2164±0.0228i , f (x)
only has one extremum between x = 0.1855 and x = 0.2764.
Using the list of polynomials found by Flammang [17], together with all polynomials
in Hare’s list [26] of degree up to 9, after a number of iterations, we get some k ∈N
with Mk −mk < 10−5 and eMk ≈ 0.42289421, thus proving
1. There are only 6 isolated points of S[0,1] in [1,2.3647].
2. tZ([0,1]) ≤ 0.42289421.
The resulting polynomial can be found in Table 8.1. Polynomials marked with an





< 2.3646 and all roots in [0,1]. The F /H indicates whether the polynomial
appeared in Flammang’s paper (F ), was found by Hare (H), or appeared in both
(F /H).
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The polynomial was obtained by starting with Flammang’s list of factors and
successively adding in elements from Hare’s list, starting with the lowest-degree
polynomials. If, after adding a factor, the semi-infinite linear programming routine
produced an improved value for m, the additional factor was kept; otherwise it was
discarded. In this case, computations were done in MATLAB, using double precision.
Interestingly, while we ran the computations far beyond degree 8 factors in Hare’s
list, additional higher-degree factors (aside from the factor of degree 9) did not lead
to a further improvement. This, together with the structure of the final polynomial,
suggests that non-critical polynomials – polynomials with nonreal roots, or with
larger normalised leading coefficients – play an important role in the theory of the
integer Chebyshev constant as well.
Any results for [0,1] can easily be generalised to an arbitrary Farey interval:
seeing that solving a direct optimisation problem is equivalent to solving a problem
involving auxiliary functions for the normalised norm of algebraic integers on [1,∞),
one can then use a linear fractional transformation to map the results for [1,∞) to the
required Farey interval, as outlined in section 7.2.4. A detailed discussion of this can
be found in the recent paper [4]. Note that our table contains one polynomial with
constant coefficient 2, which has to be omitted, as its reciprocal is not an algebraic
integer.
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The Maximal Obstruction and tM(I )
After having considered subintervals of (1,∞) where S I is dense, and having described
techniques for finding isolated points in the spectrum, we will now focus on the
infimum of the spectrum SI . This is the reciprocal of the so-called maximal obstruction
m(I ) of the interval and is further related to another restriction on the transfinite
diameter, the monic integer Chebyshev constant, or monic integer transfinite diameter
tM (I ).
9.1 Definition and Basic Properties of tM (I )
In the previous chapter, we defined the integer transfinite diameter tZ(I ) of an
interval I ⊂R. Determining the value of tZ(I ) turned out to be a very difficult problem,
with no exact value known for any interval of nonzero length less than 4.
We will now impose a further restriction on the polynomials involved: let Z∗n[x]
be the set of monic polynomials of degree n and E ⊂C be compact. We define the
monic integer transfinite diameter, or monic integer Chebyshev constant, of E to be
the quantity






tM (E) inherits a few properties from the other transfinite diameters.
Lemma 9.1.1. Let E ⊂C, I ⊂R be compact. Then
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(a) E ⊆ F =⇒ tM (E) ≤ tM (F );
(b) tM (I ) ≥ tZ(I );
(c) |I | ≥ 4 : tM (I ) = tZ(I ) = t (I ) = |I |4 .
Proof. Part (a) follows straight from the definition of tM (E ), while (b) reflects the fact
that tM (I ) is a further restriction on the polynomials. For a proof of (c), see Theorem
1.1 in [10].
While the monic integer transfinite diameter shares many of its properties with
the other transfinite diameters, it has a few peculiar properties. They are mostly
consequences of the following lemma:
Lemma 9.1.2. Let q(x) = ad xd + . . .+a0 ∈Zn[x] have all its roots α1, . . . ,αd in E ⊂C
and ad > 1. Then
a
− 1d
d ≤ tM (E).
Proof. Let Pn(x) ∈Z∗n[x]. Then
1 ≤ ∣∣Resx(Pn , q)∣∣= and d∏
i=1
|Pn(αi )|






E . The result now follows by taking the liminfn→∞ on
the righthand side.
This lemma has some important consequences. Firstly, it shows that it is significantly
easier to find lower bounds for the monic integer transfinite diameter than it was
finding them in the nonmonic case. There is no need to deal with sequences of
polynomials with all roots in the interval here – any single such polynomial yields a
lower bound.
It also shows that we cannot get any upper bounds on tM (I ) in terms of the other
transfinite diameters. Recall that, for tZ(I ), we had
|I |
4





9.2. The Maximal Obstruction
due to Hilbert in [29].
One consequence of this is that the integer transfinite diameter of any single point
is necessarily zero. On the other hand, if we consider the rational pq and note that the





, we see that tM (I ) ≥ 1q > 0. Maybe
even more drastic is the following example, taken from [10]: Let En = {z ∈C : zn = 2}.
Then tM (En) = 2− 1n → 1 as n →∞, whereas t (En) = tZ(En) = 0 for all n ∈N.









. As can be shown (see [10]), tM (E1) = tM (E2) = 0. Taking E =
E1 ∪E2, we now have a complete set of conjugate algebraic numbers with minimal
polynomial x2 − 2 in the set, so that tM (E) ≥ 1p2 . This behaviour generalises to
arbitrary incomplete sets of conjugate algebraic numbers:
Theorem 9.1.1. Let S ⊂ C be a finite set of irrational numbers not containing a
complete set of conjugate algebraic numbers. Then tM (S) = 0.
A proof of this result can be found in [10].
9.2 The Maximal Obstruction
From Lemma 9.1.2, it is clear that calculating lower bounds for the monic integer
transfinite diameter is much easier than for its non-monic counterpart. Seeing that
any non-monic polynomial in Z[x] with all roots in the compact set E gives rise to a
lower bound for tM (E), we define the following:
Definition 9.2.1 (Maximal Obstruction). Let E ⊂C be compact. Then the maximal






where the supremum is taken over all polynomials q(x) = ad xd + . . .+a0 ∈Zd (E ) with
ad > 1.
From Lemma 9.1.2, it is clear that m(E) ≤ tM (E).
In some cases, this maximal obstruction is easily calculated: if we find a polynomial
P ∈Z∗n[x] with ∥P∥
1
∂P
E = m(E), then we say that the maximal obstruction is attained
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and we have




so that we have not only determined m(E), but also found the exact value of tM (E).
This works for a number of “standard” intervals, as the following list shows:




• E = [0, 1n ] ,n > 1: We have 1n ≤ tM (E) ≤∥x∥E= 1n
• A similar argument also shows that tM
([− 1n , 1n ])= 1n .
Using these results, together with Proposition 8.3.1, we can extend these results to a
few additional intervals, getting – among others – the following results:
• E = [n,n +1] : tM (E) = m(E) = 12 .
• E = [n,n +2] : tM (E) = m(E) = tM ([−1,1]) =
p

















While these relations appeared in [10] already, a full list of relations up to degree 100
between intervals of length less than 4 can be found in Table B.1.
There are, however, sets E where a polynomial attaining the maximal obstruction
is not easily calculated, and this method cannot be used. To determine the maximal
obstruction for such E , we simply use the techniques of section 8.4, finding a
(nonmonic) polynomial with small supremum norm on the interval. We then know






E has to appear
as a factor of P , giving the polynomial for the maximal obstruction. On the interval
[0,1], it is enough to note that




[0,1]< 12 to show that m([0,1]) = 12 .
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Consider now an interval I ⊂ R not containing an integer in its interior. Then







with a2b1 −b2a1 = 1, the smallest Farey interval of order q −1 containing
I . In [27], Hare and Smyth show that, unless I contains one of the endpoints of this
Farey interval, m(I ) = 1q . In particular, they show the following:
Proposition 9.2.1 (Hare & Smyth). Let I ⊂R be an interval not containing an integer











if a1a2 ∈ I ,
b1
b2
6∈ I , a2 > 1
1
b2
if a1a2 6∈ I ,
b1
b2
∈ I ,b2 > 1
1
min{a2,b2}








The statement of this proposition is almost longer than its proof: one simply
looks at the polynomial
P (x) = (b2x −b1)m1 (a2x −a1)m1 ((a2 +b2)x − (a1 +b1))m2
and shows that there is a choice of m1,m2 ∈N, so that ∥P∥
1
2m1+m2
I < 1a2+b2 , from which
the result follows. For details of the argument, see [27].
Unfortunately, no such general results are known for intervals containing integers
in their interior, or for larger intervals. It is not even known whether every interval
of length less than 4 has a maximal obstruction. A few results can be obtained by
relating larger intervals to ones covered by the theorem using the relations in Table
B.1. While the results in the table are stated for transfinite diameters, they also apply
to maximal obstructions: if P (x) ∈Z∗n[x] equioscillates on I1, P (I1) = I2, and I1 has
maximal obstruction q(x), then q ◦P is a maximal obstruction polynomial for I2.
The interval I = [0, 43], for example, has maximal obstruction 7− 13 , as can be seen








])= m ([−29p3, 29p3])2 .
113
Chapter 9. The Maximal Obstruction and tM (I )




])= 17 by Lemma 9.2.1 above, we see that [0, 43] has maximal obstruction 7− 13 ,









is attained on the interval.
While it appears that, once one has found the maximal obstruction m(E) for E ,




m(E ), this is not always the case. In the same paper, Hare and Smyth showed that the
interval I = [−0.684,0.517] has maximal obstruction 7− 13 , arising from the polynomial






is not a unique situation either, as the following (simplified) proposition from [27]
shows:
Proposition 9.2.2 (Hare & Smyth). Let I ⊂R and q(x) = ad xd +. . .+ax ∈Zd (I ), ad > 1.










In the situation above, the problem is that, 17 (7x
2−4x2+2x) does not have integer
coefficients, keeping the maximal obstruction from being attained on this interval.
This of course does not mean that, for intervals of this type, m(I ) < tM (I ). It
is conceivable that, as in the nonmonic case, tM (I ) is not attained by an actual
polynomial, but by an infinite product of polynomials.
As we will see later, the maximal obstruction of an interval does indeed not tell
the whole story for all intervals: in Section 9.3.3, we will construct a sequence of
intervals with maximal obstructions tending to 0, but tM (I ) arbitrarily close to
1
2 . To
show this, we need to analyse the behaviour of tM ([0, x]) when viewed as a function
of x > 0.
9.3 tM ([0,b]),b < 1
In [27], the authors consider intervals of the form I = [0,b], 1n < b < 1n−1 for some
n > 2 ∈ N. By lemma 9.2.1, m(I ) = 1n . Based on the examples above, the authors
are led to conjecture that for these intervals, tM (I ) = m(I ). In this section, we will
show that tM ([0,b]), when seen as a function of b ∈R>0 is continuous and use this to
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disprove the conjecture.
For reference, we define the real-valued function
tM (x) = tM ([0, x]), x > 0.
We know the values of tM (x) at x = 1n ,n ∈N, but determining tM (x) for values between
reciprocals of integers is much harder. Thus, we will instead look at the analytic
properties of this function. Note that the following can also be found in [30] and will
be included here for completeness.
9.3.1 Continuity of tM (x)
To study the behaviour of tM (x), it is useful to look back at the classical paper [9] of
Borwein and Erdélyi in the theory of the (non-monic) transfinite diameter. In this
paper, the authors define the function tZ(x) in the equivalent way and state that this
function is continuous, though without the details of the proof.
Let Tn(x) be the nth Chebyshev polynomial on [−1,1], defined in 6.1. By using
De Moivre’s Theorem, rewritten as
cosnθ = 12
[
(cosθ+ i sinθ)n + (cosθ− i sinθ)n] .






)n + (x −√x2 −1)n] .







for x ≥ 1. (9.2)
We will also need Chebyshev’s inequality from [8]:
Lemma 9.3.1. Let q ∈Rn[x]. Then, for x ∈R\[−1,1],
∣∣q(x)∣∣≤ ∣∣Tn(x)∣∣ ∥q∥[−1,1] . (9.3)
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Proof. Without loss of generality, assume ∥q∥[−1,1]= 1 and suppose that there exists
some x0 ∈ R\[−1,1] such that |q(x0)| > |Tn(x0)|. Then, for λ = Tn (x0)q(x0) , consider the




so that if follows from the equioscillation that s(x) has n zeros in [−1,1]. Seeing that
also s(x0) = 0, but that ∂s(x) = n, we are forced to conclude that s(x) ≡ 0.
We can then prove:
Lemma 9.3.2. Let b > 0, pn ∈ Rn[y]. Then, for every δ > 0, there exists kb,δ, not
depending on n, such that
∥pn∥[0,b+δ] ≤ (1+kb,δ)n ∥pn∥[0,b] , (9.4)
with limδ→0 kb,δ = 0 for fixed b.
Proof. Given pn ∈ Rn[y], let y ∈ [0,b] and x = 2b y −1. Then x ∈ [−1,1]. Put qn(x) =
pn(y). Then, by Lemma 9.3.1, for x 6∈ [−1,1], y 6∈ [0,b], we have
|pn(y)| = |qn(x)| ≤ |Tn(x)| ∥qn∥[−1,1]




∣∣Tn ( 2b y −1)∣∣= max
x∈[1,1+2 δb ]
|Tn(x)|
=∥Tn∥[1,1+2 δb ] .
This clearly implies that
∥pn∥[b,b+δ] ≤∥Tn∥[1,1+2 δb ]∥pn∥[0,b] .
116
9.3. tM ([0,b]),b < 1
Using inequality (9.2) above, we see that















> 0 and observing that
∥pn∥[0,b+δ] = max
{∥pn∥[0,b],∥pn∥[b,b+δ]}
≤ max{∥pn∥[0,b], (1+kb,δ)n ∥pn∥[0,b]}
= (1+kb,δ)n ∥pn∥[0,b] .







Note also that limδ→0 kb−δ,δ = 0.
For tZ, Pritsker further noted that similar results can be obtained for compact
subsets of the complex plane (see Lemma 5.3 in [38]).
We can now use Lemma 9.3.2 to prove continuity of tM (x).
Theorem 9.3.1. The function tM (x) is continuous on (0,∞).
Proof. First, note that tM (x) is (non-strictly) increasing in x. Let b ∈ (0,∞), ε> 0 and
choose δ= min{δ1,δ2}, where δ1 is chosen such that kb,δ1 < εtM (b) and δ2 is such that
kb−δ2,δ2
1+kb−δ2,δ2
< εtM (b) .
Let 0 < |b −x| < δ. The argument splits into two cases:
(1) Suppose that 0 < b −x < δ≤ δ1. Since tM (x) is increasing, we have
















= tM (b)kb,δ1 < ε .
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(2) Now assume that 0 < x −b < δ≤ δ2. Here, we get
























Thus, for 0 < |b − x| < δ, we have |tM (b) − tM (x)| < ε for any b ∈ (0,∞), proving
continuity for x > 0.
As mentioned before, Borwein and Erdélyi stated this result for the (non-monic)
integer transfinite diameter. In fact, for any subset An[x] ⊆Rn[x] we let
tA (I ) = lim





One can define tA (x) in the equivalent way and the prove continuity of this function
for x > 0 as in Theorem 9.3.1.
Using (9.4), one can obtain a new lower bound for tM ([0,b]),b < 1:
Lemma 9.3.3. Let Ib = [0,b], b < 1 and let n = max{m ∈N | 1m > b}. Then



















Seeing that 1n+1 is also a lower bound, and is a larger for b ≤ 4(3n+1)(2n+1)2 , we get the
result.
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9.3.2 Determining bmax(n)
While the maximal obstruction does not tell the whole story for intervals of the form
I = [0,b], 1n < b < 1n−1 , it turns out that tM (x) is indeed constant on a large interval to





∣∣tM (b) = 1n } . (9.7)
For n = 1, this quantity is not finite, as tM (I ) = 1 for |I | ≥ 4 (see Lemma 9.1.1(c)).
For n = 2, we can use the results in [27] to obtain 1.26 ≤ bmax(2) < 1.328. For n > 2,
we have the following:




n2(n −1) < bmax(n) ≤
4n
(2n −1)2 .
Proof. The first inequality follows from the polynomial
Pn(x) = xn
2−2(x2 −nx +1) .








)= 0 and the polynomial has no other extrema in [0, 1n−1].
3. Pn(x) has a root βn = 2n+pn2−4 >
1











for some ε> 0.
Evaluating Pn(x) at x = 1n + 1n2(n−1) gives
∣∣∣∣Pn ( 1n + 1n2(n −1)
)∣∣∣∣= (n2 −n +1n2(n −1)
)n2
n3 −3n2 +2n −1
(n2 −n +1)2 .
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To show that this is indeed less than ( 1n )






is increasing, as can easily be seen by noting that f (n) = n2−n
n2−n+1 is an increasing











for n > 2. (9.8)






3 −3n2 +2n −1
(n2 −n +1)2 . (9.9)






3 −3n2 +2n −1
(n2 −n +1)2 .
Rearranging now gives the desired result.
For the upper bound, one has to look directly at (9.4). Suppose we have some





























(see the proof of from Lemma 9.3.2). Using this






δ(n −1)−1 . (9.11)
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(n +1)(2n +1)2 .
Thus, we get
bmax(n) ≤ 1
n −1 −δmin(n) =
4n
(2n −1)2 .
Using computational methods following the methods in Section 8.4, we get
improved lower bounds for bmax(n) for n = 3, . . . ,9. This is done by finding a polynomial







possible. The polynomials Pn are given in Table 9.1. The polynomial P3 is a corrected
version of one appearing in [27], which does not have the property claimed (see also
the corrigendum [28]), while P4 appears in [27].
0.465 ≤ bmax(3) , 0.303 ≤ bmax(4) , 0.241 ≤ bmax(5) ,
0.184 ≤ bmax(6) , 427 ≤ bmax(7) , 0.130 ≤ bmax(8),
0.119 ≤ bmax(9).
As n gets larger, computations become increasingly difficult, as the difference
1
n−1 − 1n becomes too small.
In order to improve the lower bounds for bmax(n) given in Theorem 9.3.2, we
need to turn to computational methods to attempt to find a monic polynomial
P (x) = ∏ni=1 pi (x)ai ∈ Z∗[x] attaining the maximal obstruction on an interval [0,b)
with 1n < b < 1n−1 . These come in two stages:
1. Using a modification of the LLL algorithm to find factors pi (x) of P (x).
2. Using the linear programming methods from section 8.3.2 with additional
equality constraints from [27] to determine the exponents ai .
We will briefly discuss the implementations of both parts of the algorithm.
121
Chapter 9. The Maximal Obstruction and tM (I )
1. Here, we use the LLL algorithm introduced in section 8.3.2 with a modified
inner product. In [10], the authors used the Lattice Zn[x] with the basis b =
(1, x, x2, . . . , xn) and the inner product




for fn(x) = an xn +·· ·+a0, gn(x) = bn xn +·· ·+b0 ∈Zn[x]. The additional factor
anbn is used to discourage non-monic elements from appearing, and the
algorithm usually produces only one monic basis element of degree n.
In detail, we used the following recursive algorithm to identify factors pi (x)
of P (x) for an interval I = [a,b] where the maximal obstruction polynomial
q(x) = ad xd +·· ·+a0 is known:
(a) Start with b= (1, x, x2, · · · , x20) (in some cases, a larger basis was required
initially).
(b) Run LLL, generating a list of factors l = {pi (x)}.
(c) Sieve the list by using the condition that if pi (x) | P (x), the resultant has
to satisfy |Resx(pi , q)| = 1 (see [27]).
(d) For every pi still in l , define
b̂i = (1, pi (x), pi (x)x, pi (x)x2, · · ·pi (x)xk )
and re-run the LLL Algorithm with this basis, adding new factors to l .
(e) Repeat steps (a)–(d) until no more new factors are found, at which point
we return l .
2. To determine the exponentsαi = ∂pi∂P ai of pi (x),1 ≤ i ≤ N , we use the algorithm
outlined in section 8.4, with modifications from [27]. Given a list of factors
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= 0, 1 ≤ s ≤ ∂q ,where q(βs) = 0,
(iv)αi ≥ 0, 1 ≤ i ≤ N ,
(9.12)
over a finite set X ⊂ I . Here, g (x) is a function such that
g (x) =
 0 if q(x) = 0ε(x) > 0 if q(x) 6= 0 ,
where ε(x) is small for all x ∈ I .
The use of this function is theoretically not necessary, but is useful when doing
computations, as it avoids having to deal with exact values at points where the
polynomial does not need to attain the maximal obstruction.
The first two constraints in (9.12) are the same as in the non-monic case, while
the third is unique to the monic case and taken from [27]. This is also where
we get the final set of constraints:
Letβs be a root of q(x) and define f̂
(s)
i = 1∂ fi log | fi (βs)|. If b1 =−
1
d log |ad |,b2, . . . ,bl
is an independent generating set for the Z-lattice generated by − 1d log |ad | and
the f̂ (s)i , let c
(s)
j ,i be such that
l∑
j=1
c(s)j ,i b j = f̂ (s)i .






∂q if j = 1
0 if j > 1
for 1 ≤ s ≤ ∂q. (9.13)
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Again, we use a recursive algorithm for determining the exponents. Given a









attaining the minimum value mk . We then construct
the function





log | fi (x)|,
and add its minima to Xk to obtain Xk+1 and set Mk = infx∈I f (x,αk ). As in
the non-monic case, starting with a small set of values X1 ⊂ I , we repeat this
procedure until we get K ∈ N such that mK −MK < ε for required precision
ε> 0. In this case, we used Maple’s RootFinding[Isolate] to trap the roots
of the derivative, and then used an implementation of Brent’s method [37] to
determine the location of the minima of − f (x,α) to high precision. Finally, we
verify that eMK = |ad |−
1
d .
One can attempt to find rational approximations of smaller denominator
to the exponents (which is not always possible), always checking that the
obstruction is still attained. The attaining polynomial P (x) is then found by
clearing denominators in the exponents of PK (x) = exp( f (x,αK )).
The polynomials attaining the obstructions obtained this way can be found in Table
9.1.
9.3.3 Intervals where tM (I )−m(I ) is large
As discussed before, the continuity of the function tM (x), x > 0 has some important
implications for the monic integer transfinite diameter of intervals [0,b], where b is
close to 1n ,n ∈N.
One can use this idea to produce intervals where the classical lower bound (the
maximal obstruction) is very far from the actual value of the monic integer transfinite
diameter, as follows:




for δ< 1n −a. From a
simple generalisation of (9.4), one can show that
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1+ d − c
δ
 .
From rearranging (9.14) and using the expression of ka, 1n −δ,δ, we get a lower

















an −δn −1−2pδn(1−an) (9.15)
Using this, we get the following result:












Proof. This is easily verified using (9.14) with δ< n(1−an)( εnε−2)2 and using the fact














if r q −ps = 1.
We can use this to construct intervals I where the maximal obstruction m(I ) is
far from being the correct value of tM (I ).













contains Ik and, as can easily be checked, is the smallest Farey interval
containing Ik , it follows from Lemma 9.2.1 that m(Ik ) = 12k+1 . But, the above Lemma





Computing the Inverse Vandermonde
Matrix
When defining the polynomial representation of an equivalence class of algebraic
n-tuples, we came across the problem of inverting the Vandermonde matrix.
Let K be a field, x1, . . . , xn ∈ K be distinct. We are interested in finding the inverse
of the matrix
V (x1, . . . , xn) =

1 x1 x21 · · · xn−11
1 x2 x22 · · · xn−12
...
...
... · · · ...
1 xn x2n · · · xn−1n

explicitly.
We define the coefficient vector of a polynomial p(z) = ad zd + . . .+a0 ∈ K [z] to
be the vector (a0, . . . , ad ) ∈ K d+1.
Lemma A.0.5. Let q(z) =∏ni=1(z−xi ). The i th column of the right inverse ofV (x1, . . . , xn)
is given by the coefficient vector of the polynomial
q(z)
(z −xi )q ′(xi )
. (A.1)
Proof. First, note that this is indeed a polynomial in K [z]: we may write q(z) =
127
Appendix A. Computing the Inverse Vandermonde Matrix
(z −xi )s(z), where s(z) =∏i 6= j (z −x j ) ∈ K [z].
Further, as the derivative q ′(z) = s(z)+ (z − xi )s′(z), we see at once that s(xi ) =
q ′(xi ), so that
q(z)






On the other hand, for j 6= i , we have
q(z)




(x j −xi )q ′(xi )
= 0.
For alternative methods, see [13] or [40].
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B.1 Irreducibility of the generalised Gorškov
polynomials
In our discussion of the generalised Gorškov polynomials, we used the irreducibility
of the polynomials g (b)k (x), b ≡ 1 (mod 2) without proof. We will now provide
the missing proof, following the argument in [42] and filling in details as needed.
Unfortunately, the argument from Theorem 7.2.1 does not carry over in this case, as
no 3-term recurrence relation as in (7.16) exists for the g (b)k (x). To prove irreducibility
in this case, we have to resort to a more sophisticated argument. We start with a nice
lemma from [5]:
Proposition B.1.1 (Albert 1956). Let p be prime, Fp be the finite field pf p elements,
and γ ∈ Fpn for some n ∈N. Then the equation
xp −x −γ= 0
has solutions in Fpn if and only if TrFp γ 6= 0.
To prove this, we will need two Lemmas, both from [5]. The first is a result about
a certain class of polynomials over a field of prime characteristic:
Lemma B.1.1. Let p be prime and a ∈ Fp . Then the polynomial f (x) = xp − x −a is
reducible if and only if f (x) = 0 has a solution in Fp .
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Proof. Suppose f (x) has a root ζ and consider ζ+k, k = 0, . . . , p −1. We have
(ζ+k)p = ζp +kp
= ζ+k +a
so that these are then all the roots of f (x). If now f (x) = g (x)h(x), with ∂g = r < p
and β is a root of g (x), the trace of β will have the form TrFp β= rζ+ s, s ∈N, so that
ζ=r−1(rζ+ s)− r−1s
=r−1 TrFp β− r−1s ∈ Fp ,
as required. The converse is trivial.
Lemma B.1.2. Let p be prime, n ∈N, q = pn and let γ ∈ Fq . Then
TrFp γ= 0 ⇐⇒ γ=σpα−α,
for some α ∈ Fq . Here, σp is the Frobenius endomorphism.
Proof. First, let us recall that the Frobenius endomorphism
σp :Fq /Fp → Fq /Fp
x 7→ xp
is a generator for the cyclic Galois group Gal(Fq /Fp ). Thus, choose a primitive root u
of xq −x. Then
u,σp u, . . . ,σ
n−1
p u
forms a basis for Fq /Fp . Write α=α1u + . . .+αnσn−1u. Then σpα−α takes the form
σpα−α= (αn −α1)u + (α1 −α2)σp u + . . .+ (αn−1 −αn)σn−1p u.
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If we let γ= γ1u + . . .+γnσn−1p u =σpα−α, we see that
n∑
i=1
γi = (αn −α1)+ (α1 −α2)+ . . .+ (αn−1 −αn)
= 0.










This follows from the fact that w = u + . . .+σn−1p u 6= 0 satisfies the equation xp
k = x
for every k ∈N, and therefore w = 1.
This shows that if γ=σpα−α for some α ∈ Fq , it indeed has zero trace. To prove
the converse, if given γ with TrFq /Fp γ = 0, choose α1 arbitrary in Fp and solve for
α2, . . . ,αn .
Consider now the polynomial f (x) = xp −x −γ, γ ∈ Fq , q = pn . Then we have
f (x) reducible over Fq ⇐⇒ αp −α= γ for some α ∈ Fq ⇐⇒ TrFq /Fp γ= 0,
the first by Lemma B.1.1, the second from Lemma B.1.2. This completes the proof of
Proposition B.1.1.
We will also need the following basic result:
Lemma B.1.3. Let α 6= 0 lie in a field of characteristic 2 and let µ = α+α−1 with
µ2
2n =µ. Then α22
n
∈ {α,α−1}.










which equals µ by assumption. Thus, α2
2n
has to be one of the two solutions of the
equation µ= x +x−1, i.e. one of α or α−1.
We can now use these to prove the following:
Proposition B.1.2. In F2, let γ0 = 1 and, for n ≥ 1, define
γn +γ−1n = γn−1. (B.1)
Then [F2(γn) : F2] = 2n .
Proof. We will proceed by induction. First, note that for n = 1, the polynomial
x2+x+1 is irreducible over F2, so that [F2(γ1) : F2] = 2. Further, γ21 = γ−11 and TrF2 γ1 =
γ1 +γ−11 = 1. Suppose now that we have some n ∈N such that the following hold:




TrF2 γn = 1.
(B.2)
Multiplying both sides of (B.1) by γn+1
γn










Now, as we are working in a field of characteristic 2, we have p(γn)2
k = p(γ2kn ) for any








Further, the induction hypothesis gives γ−2n = γ2·2
2n−1
, so that TrF2 γ
−2
n = TrF2 γn .
Applying Lemma B.1.1 to (B.3), we see that indeed
[F2(γn+1) : F2] = [F2(γn+1) : F2(γn)] · [F2(γn) : F2]
= 2n ·2 = 2n+1.
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solutions in F22n = F2(γn). Since it cannot have more solutions, γ2
2n
n+1 6=
γn+1, which implies γ2
2n
n+1 = γ−1n+1, using Lemma B.1.3.






n , k = 0, . . . ,2n −1. Using
γ2
2n



















n = TrF2 γn = 1,
using the induction hypothesis.
Finally, we can use this to prove irreducibility:
Theorem B.1.1. Let β0 = b ≡ 1 (mod 2) and define
βn =βn+1 +β−1n+1, n ≥ 1.
Then [Q(βn) :Q] = 2n .
Proof. We will actually work overQ2, the 2-adic numbers and show that [Q2(βn) :Q2] = 2n ,
from which the result will follow. We will proceed by induction, using Hensel’s Lemma.
For n = 0, note that the result certainly holds.
For inductive purposes, assume thatQ2(βn) is unramified over Q2 and let f (x) =
x2 −βn x + 1. Further, let γn ≡ βn (mod 2), so that Q2(βn) has residue class field
F2(γn). Note that f (γn+1) ≡ γ2n+1 −γnγn+1 +1 ≡ 0 (mod 2), while f ′(γn+1) ≡ γn 6≡ 0
(mod 2). Hensel’s Lemma thus guarantees a βn+1 with f (βn+1) = 0 and βn+1 ≡ γn+1
(mod 2). Further, for such βn+1,
[Q2(βn+1) :Q2(βn)] ≥ [F2(γn+1) : F2(γn)] = 2,
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so thatQ2(βn+1) is unramified of degree 2n+1 overQ2.
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B.2 Relations between various subintervals of length less
than 4
Given a polynomial P (x) ∈Zd [x] with leading coefficient b, we have
1




)d ≤ tA (X )
for any X ⊂C, as shown in [6], and is proved in proposition 8.3.1. In particular, if we
take P (x) to be monic, we get equality, such as in the case of P (x) = x(1−x), giving the






. As this gives a way to generalise results about the
various transfinite diameters (and related quantities, such as maximal obstructions),
it is an interesting problem to try and determine all such relations for intervals I of
length less than 4.
We immediately note that there is an important restriction on the polynomials
involved: for a real interval I , in general, P−1(I ) ⊂C, but we want P−1(I ) ⊂R, we can
only use polynomials equioscillating on, and with all roots in, the real interval I . Let
R(I ) denote the set of all such relations on I ⊂R.
B.3 Relations up to degree 100
Recall that Tn(x), the nth Chebyshev polynomial on [−1,1], is an equioscillating
polynomial, and that 21−nTn(x) is the monic polynomial of minimal supremum
















When we proved this (along with the uniqueness of Tn(x)) in Theorem 6.2.2,
we only used the fact that Tn(x) equioscillates on the interval. Thus, any monic
equioscillating polynomial pn(x) ∈Rn[x] on [−1,1] is of the form pn(x) = Tn(x)+ c
for suitable c ∈R. We can use this fact to perform an exhaustive search for all monic
equioscillating polynomials with integer coefficients and all roots in a subinterval
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I = [a,b] ⊂ [0,5] with b −a < 4.

























(a +b)2 −n(b −a)2
)
Now setting cn−1 =−k,k > 0 ∈Z and using this to eliminate a in cn−2 we see that




















where u = cn−2 ≥ 0 is an integer.
Using the conditions a >−2,b−a < 4 and the fact that the discriminant is positive,
we get bounds on u in terms of n and k. By further using the fact that k = 1, . . .5n −
1 (seeing that the (n − 1)th derivative of T̃n(x) has to have all roots in [0,5]), we
can construct all such T̃n(x), discarding any with nonintegral an−3, . . . , a1. For the
remaining polynomials, one then simply finds a suitable c so that pn(x) = T̃n(x)+c
has integer coefficients and all roots on the real line.
We will call a relation P (x) ∈ R(I ) primitive if it cannot be written as a composition
of other relations in R(I ). Using the methods described above, we can construct an
exhaustive list of (non-primitive) relations between intervals of degree up to 100. The
primitive relations arising from this list are shown in Table B.1.
Thus, every relation on intervals I with |I | < 4 can be obtained through composition
of the relations in the table. In particular, this includes integer shifts and reflections
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around integers, but also the degree 6 relation
P (x) = (x +1)(x −1)(x2 −x −1)(x2 +x −1),
mapping
[−23p6, 23p6] to [−1, 527] was omitted, as it can be written as
P (x) = (x2 −1)((x2 −1)− (x2 −1)−1)= P12 (P1 (P3(x))) ,
using the notation in the table.
B.4 Relations where |I | ≤ 3.7
While the methods of the previous section cannot be used to perform an exhaustive
search, we can show that the list of polynomials in Table B.1 is exhaustive in cases




I < 1, then any q(x) ∈Z∗(I ) occurs as a factor of P .
Recall too that, for every interval of length up to 4, some integer translate of the
interval lies in [−2,3]. Thus, were there some P (x) ∈Z[x] with ∥P∥
1
∂P
[−2,3]< 1, its factors
would give an exhaustive list of all such q(x) ∈ Z∗n([−2,3]). This, of course, is not
possible, as tZ([−2,3]) = t ([−2,3]) = 52 .
We can, however, attempt to find a list of intervals Ii with |Ii | < 4 such that every
interval of length less than some fixed l has an integer translate contained in one of
the Ii . For
Ii =
[−2+ i10 ,1.8+ i10] , i = 0, . . . ,12,
it is easy to see that every interval of length up to 3.7 can be translated by an integer
to lie within one of these intervals. By using the symmetry x 7→ 1−x, we can reduce
this list. Table B.2 shows that each of the Ii indeed has tZ(Ii ) < 1 and gives the factors
of the polynomials.
Of course, this in itself does not prove that Table B.1 is exhaustive for these
intervals. To prove this, we need to do the following:
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1. Find a way to construct equioscillating polynomials from a list of factors
2. Use this with the polynomials in Table B.2 to construct a list of relations.
For 1., suppose that P (x) is a relation on the interval I . Thus, P (x) equioscillates
on I and maps the interval ∂P : 1 to P (I ). In other words, for every y ∈ P (I ), #(P−1(y)) =
∂P . We then have:
Lemma B.4.1. Let P (x) ∈ R(I ). Then
P (x) = s(x)t (x)2,
where s(x), t (x) ∈Z∗(I ) are square-free, and ∂s = 0,1, or 2.
Proof. First, note that if P (x) = s(x)n , where n > 2, then for any a 6= 0, there is some
a ∈ I2 with #(P−1(a)) = 1 < ∂P . The same holds for P (x) = s(x)t(x)n when n > 2 and
s(x) is square-free.
Consider now the case P (x) = s(x)t (x)2, where s(x) is again square-free and t (x)
has d roots at α1, . . . ,αd . Looking at the derivative
P ′(x) = t (x)(2t ′(x)s(x)+ s′(x)t (x)) ,
and seeing that the roots of the derivative have to interlace the roots of P (x), we
conclude that ∂s(x) = 0,1, or 2. As is easily verified, the only possible cases are as
follows:
• s(x) is linear, with a root at x =β and β<α1 < . . . <αd , or α1 < . . . <αd <β, or
• s(x) is a quadratic with roots β1,β2, satisfying β1 <α1 < . . . <αd <β2.
Now, as any polynomial of the form P (x) = s(x)2 is simply a composition of s(x)
with x 7→ x2 and is therefore omitted in Table B.1, we can simply restrict ourselves to
looking for relations generated by polynomials with no repeated roots and polynomials
of the form P (x) = s(x)t(x)2, as described above. By constructing all relations that
can be obtained this way from the factors in Table B.2, we see that Table B.1 is indeed
exhaustive for all intervals I : |I | ≤ 3.7. As it turns out, the relations never actually
have any repeated roots.
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All computations were done in Maple, following the algorithm in Section 8.3.2. As
all factors had all their roots in the intervals in question, we simply used the roots of
the factors as endpoints of intervals containing the roots of the derivative, and then
used an implementation of Brent’s method [37] to determine the location and value
of the extrema to high precision.
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Table B.1: List of primitive relations occurring as factors of relations P (x) of degree
up to 100 for intervals I with |I | < 4. s ≥ 0 is a real parameter
n I1 Pn(I ) Pn(x)
1 [a,b] [a +1,b +1] x −1
2 [a,b] [−b,−a] −x
3 [−s, s] [0, s2] x2
4 [−s,1+ s] [−s − s2, 14] x(1−x)
5 [−1− s,1+ s] [−2s − s2,1] (1−x)(1+x)
6 [−1− s,2+ s] [−3s − s2, 94] (1−x)(2−x)
7
[−p2− s,p2+ s] [−2,2p2s + s2] x2 −2
8





5− s, 12 + 12
p
5+ s] [−54 ,p5s + s2] x2 −x −1
10
[−23p3, 23p3] [−29p3, 29p3] x(x −1)(x +1)
11
[−23p6, 23p6] [−49p6, 49p6] x(x2 −2)
12





7, 13 + 23
p
7





7, 23 + 23
p
7





6, 12 + 12
p
6





10, 12 + 12
p
10
] [−1, 916] (x +1)x(x −1)(x −2)
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