The nonlinear trigonometric transformation and augmented nonlinear trigonometric transformation with a polynomial of order two was examined. The two models were tested and compared using daily mean temperatures for 6 major towns in Nigeria with different rates of missing values. The results were used to determine the consistency and efficiency of the models formulated.
Introduction
Time series analysis is an important technique used in many disciplines, including physics, engineering, finance, economics, meteorology, biology, medicine, hydrology, oceanography and geomorphology (Terasvirta & Anderson, 1992) . This technique is primarily used to infer properties of a system by the analysis of a measured time record (data) (Priestley, 1988); this is accomplished by fitting a representative model to the data with an aim of discovering the underlying structure as closely as possible.
Traditional time series analysis is based on assumptions of linearity and stationarity. However, time series analysis (Box & Jenkins, 1970; Brock & Potter, 1993) jumps, chaos, thresholds and heteroscedasticity, and mixtures of these must also be taken into account. Thus, a problem arises regarding a suitable definition of a nonlinear model because not every time series analysis is purely linear: the nonlinear class clearly encompasses a large number of possible choices. For these reasons, non-linear time series analysis is a rapidly developing area and there have been major developments in model building and forecasting (De Gooijer & Kumar, 1992) .
The growing interest in studying nonlinear and non-stationary time series models in many practical problems stems from the inherently non-linear nature of many phenomena in physics, engineering, meteorology, medicine, hydrology, oceanography, economics and finance, that is, many real world problems do not satisfy the assumptions of linearity and/or stationarity (Bates & Watts, 1988; DeGooijer & Kumar, 1992; Sugihara & May, 1990) . Therefore, for many real time series data, nonlinear models are more appropriate than linear models for accurately describing the dynamic of the series and making multi-stepahead forecast (Tsay, 1986; Barnett, Powell & Tauchen, 1991; Olowofeso, 2006) . For example, financial markets and trends are influenced by climatic factors like daily temperature, amount of rainfall and intensity of sun, these are areas where a need exists to explain behaviors that are far from being even approximately linear. Nonlinear models would be more appropriate for forecasting and accurately describing returns and volatility. Thus, the need for the further development of the theory and applications for nonlinear models is essential, and, because there are an enormous number of nonlinear models available for modeling and forecasting economic time series, research should help provide guidance for choosing the best model for a particular application (Robinson, 1983 ).
Methodology
The model proposed by Gallant (1981) 
Data
Data used in this study were daily mean of temperatures from 1987 to 1996 for Ikeja, Ibadan, Ilorin, Minna and Zaria. The data were collected from the Meteorological CentreOshodi Lagos.
Model Formulation
Consider the format shown in Table 1 . In this model, up to 9 years were considered and the model is formulated based on the data as shown in Table 2 .
Assumption and Notation for the Models Let: X t,i,k = value of occurrence for day t of Month i in the year k; X t,k = mean occurrence for day t of year k; X * i,k = mean occurrence for month i of year k; X *y K = overall yearly mean for the sampled month; X *m i = overall monthly mean for the sampled year; t = the position of the day from the first day of the Month. 1 ≤ t ≤ 31; t i = the sum of days in month i for 1 ≤ i ≤ 12; t ik = the sum of days from the initial sampled month of initial sampled year to month i of year k; t i * = the sum of days from the initial sampled month to month I; k = the position of a particular year from an initial sample year for −∞ ≤ k ≤ ∞; n = the number of sampled years; m = the number of sampled months; and X * = Grand Mean occurrence for k year (s) examined.
The first model was reviewed based on the assumption that the sum of the occurrences were presented monthly, where i th month represents the month i for 1 ≤ i ≤ 12 which is to be modeled using the number of days in each month (see Table 3 ). 1 x 1,1,k x 1,2,k x 1,3,k x 1,4,k x 1,5,k x 1,6,k x 1,7,k x 1,8,k x 1,9,k x 1,10,k x 1,11,k x 1,12,k X 1 2 x 2,1,k x 2,2,k x 2,3,k x 2,4,k x 2,5,k x 2,6,k x 2,7,k x 2,8,k x 2,9,k x 2,10,k x 2,11,k x 2,12,k X 2 t x t,1,k x t,2,k x t,3,k x t,4,k x t,5,k x t,6,k x t,7,k x t,8,k x t,9,k x t,10,k x t,11,k x t,12,k X t 
The expected value of X t,i,k is X * i,k then the equation can be reformed as below to estimate the parameters; a 1 , a 2 and a 3 using Least Square Method.
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Differentiating 3.3 with respect to a 1 , a 2 , a 3 , a 3 , as
where m is the number of the monthly sample mean examined. Similarly, as
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Simultaneously solving equations 3.4, 3.5 and 3.6 using Cramer's Rule results in equations 3.7-3.10. Therefore, from equations 3.7, 3.8, 3.9 and 3.10, the following result:
Next, substituting 3.11, 3.12 and 3.13 into 3.1 gives:
Because X * i,k is the expected value of X t,i,k , equation 3.14 can be rewritten as
Models 3.14 and 3.15 would only be visible provided there is an occurrence within a month of any sampled year.
In a situation where a whole month of data is missing, the above model may be difficult to apply and a different model would be needed. The model for such occurrence is formulated as follows. If the data in 3.2 are reformed such that the monthly means are those shown in Table 4 . Consider: 12 Sin(t )X X Sin(t ) 
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Where the parameters
The method of placing expected occurrences in a contingency table of a Chisquare was applied using equations 3.23 and 3.28 to obtain the model to find the daily occurrences for a particular month of a particular year. Therefore, the model for expected daily occurrences is 
Results

Model Analysis and Discussion
The data on the daily mean temperature for Ikeja, Ibadan, Ilorin, Minna and Zaria collected from the Meteorological CentreOshodi Lagos were used. The parameters of the models were estimated and the fitted models for each zone are shown in Table 5 for Ikeja, Ibadan, Ilorin and Minna for ANPTSM. Data for the daily mean temperature was used to estimate the parameters. The fitted model for Zaria could not be formulated due to the fact that many months of data were missing. Table 6 shows the fitted models for Ikeja, Ibadan,Ilorin, Minna and Zaria for MNTTTSM using the daily mean temperature data to estimate their parameters. The fitted model for Zaria was formulated because MNTTTSM has the strength of addressing the problem of missing values. Thus, although many months' data were missing from Zaria's daily mean temperature, MNTTTSM parameters could still be estimated. This is one of the advantages of MNTTTSM over ANPTSM. Table 7 shows that the results of the Pearson Product Moment Correlation coefficients and Spearman Brown's rank Order Correlation coefficients for Ikeja, Ibadan, Ilorin and Minna are highly and positively correlated, indicating a strong relationship between the actual data and estimated data for the daily mean temperature. In Zaria the correlation coefficient for MNTTTSM is positive but low which may indicate a weak relationship between the actual and estimated daily mean temperatures. As shown in Table 8 , the mean of the actual and estimated values for each zones of all models are almost equal; differences are due to approximation (truncation error) during calculation. Also, the mean of the actual and estimated values of MNTTTSM are closer than those of ANPTSM, which implies that MNTTTSM estimates better than ANPTSM. It was also discovered from results in Table 8 that the more missing values in the data, the weaker the ANPTSM is in estimating, while in MNTTTSM, the model maintains its precision. Table 9 shows that the standard deviations for MNTTTSM are less than those of ANPTSM which indicates that MNTTTSM is better in estimating and forecasting than ANPTSM. Similarly, apart from the standard error of ANPTSM and MNTTTSM of Ikeja, which are equal, it may be observed that the standard errors for MNTTTSM were also smaller than those of ANPTSM, which indicates that MNTTTSM is better in estimating and forecasting than ANPTSM for time series data with missing values. It was also discovered that the range of the confidence interval for MNTTTSM is less than that of ANPTSM for Ikeja and Ibadan. In Ilorin and Minna, the lower confidence intervals of differences for ANPTSM are positive which indicates a 95% chance that the differences between their actual and estimated daily temperature (actual -estimate) are positive while those of MNTTTSM are not. This implies that the estimated daily temperatures for ANPTSM at Ilorin and Minna were underestimated. Hence MNTTTSM is better in estimating and forecasting than ANPTSM when there are missing values in the time series. The beauty of a good model developed for nonlinear time series modeling is the ability to forecast better, the new method MNTTTTSM is therefore recommended for numerical solutions for a nonlinear model with missing values due to its higher capacity to address missing values. It was also noted that the mathematical derivative of MNTTTSM is simpler than ANPTSM which did not forecast better. Further research could be conducted by placing a condition in which data having a year or more of missing values is taken into consideration.
