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ABSTRACT
We recently used hydro-chemical simulations to demonstrate that molecular outflows
observed in luminous quasars can be explained by molecule formation within the
AGN wind. However, these simulations cover a limited parameter space, due to their
computational cost. We have therefore developed an analytic model to follow cooling
in the shocked ISM layer of an AGN wind. We explore different ambient densities
(1−104 cm−3), density profile slopes (0−1.5), AGN luminosities (1044−1047 erg s−1),
and metallicities (0.1−3 Z⊙). The swept up gas mostly cools within ∼1 Myr. Based on
our previous simulations, we predict that this gas would produce observable molecular
outflows. The instantaneous momentum boost initially increases as the outflow decel-
erates. However, it reaches a maximum of ≈20, due to work done against the gravita-
tional potential. The predicted time-averaged observational estimate of the molecular
outflow momentum boost reaches a maximum of ≈1−2, partly due to our assumed
molecular fraction, 0.2, but also because the instantaneous and observational, time-
averaged definitions are not equivalent. Thus recent observational estimates of order
unity momentum boosts do not necessarily rule out energy-driven outflows. Finally,
we find that dust grains are likely to re-form by accretion of metals after the shocked
ISM layer has cooled, assuming that a small fraction of dust grains swept up after this
layer has cooled are able to mix into the cool phase, and assuming that grain growth
remains efficient in the presence of the strong AGN radiation field. This would enable
rapid molecule formation, as assumed in our models.
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1 INTRODUCTION
There is a wealth of observational evidence for multi-
phase outflows on galactic scales, which have been seen
in ionized (e.g. Heckman et al. 1990; Greene et al. 2012;
Harrison et al. 2012; Liu et al. 2013), neutral atomic (e.g.
Martin 2005; Rupke et al. 2005; Rupke & Veilleux 2011)
and molecular gas (e.g. Aalto et al. 2012; Cicone et al. 2012,
2014; Feruglio et al. 2013a, 2017; Gonza´lez-Alfonso et al.
2017); see also Rupke et al. (2017), who present observa-
tions of multiphase winds in type 1 quasars. These outflows
can be driven by active galactic nuclei (AGN) and/or by
star formation in the galaxy.
The presence of cool (. 104K) gas in these outflows
may at first seem surprising, given that their high veloci-
ties (∼ 100− 1000 km s−1) suggest post-shock temperatures
∼ 105 − 107K. One possible explanation is that the cool
outflowing gas originates from cool clouds that were swept
⋆ Email: a.j.richings@northwestern.edu
up from the ISM of the host galaxy by the hot wind, and
were accelerated by ram pressure (e.g. Veilleux et al. 2005).
Gaspari & Sadowski (2017) present a model for AGN feed-
ing and feedback in which they argue that an energy-driven
outflow will entrain hot (∼107K), warm (∼104−5K) and
cold (.100 K) gas, producing multiphase outflows with ve-
locities and outflow rates in good agreement with observa-
tions. However, cool clouds that are accelerated by a hot,
fast wind are likely to be rapidly destroyed by hydrodynam-
ical instabilities (Klein et al. 1994; Scannapieco & Bru¨ggen
2015; Bru¨ggen & Scannapieco 2016; Schneider & Robertson
2017; Zhang et al. 2017). Other mechanisms may also ac-
celerate cool gas from the host galaxy, such as acceler-
ation by cosmic rays (Socrates et al. 2008; Booth et al.
2013; Hanasz et al. 2013; Simpson et al. 2016) or radia-
tion pressure acting on dust grains (Murray et al. 2011;
Krumholz & Thompson 2013; Thompson et al. 2015).
Alternatively, rather than sweeping up existing cool
gas from the host galaxy, the hot wind may itself cool
and form cold clumps within the outflow (Wang 1995;
c© 2017 The Authors
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Silich et al. 2003; Martin et al. 2015; Scannapieco 2017).
Zubovas & King (2014) explored gas cooling in a spherically
symmetric AGN outflow in the energy-driven regime, based
on the outflow models of King (2005) and Zubovas & King
(2012). They showed that thermal instabilities in the out-
flow would lead to a two-phase medium, and argued that
the cool gas would become molecular and form stars.
Thompson et al. (2016) also explored gas cooling
in galactic winds. Their study focussed on starburst-
driven winds, using the steady-state wind model of
Chevalier & Clegg (1985), in which energy and mass are in-
jected at a constant rate within a finite radius that repre-
sents the starburst region. They showed that the wind will
radiatively cool as long as the mass loading is sufficiently
high.
In Richings & Faucher-Gigue`re (2018, hereafter Pa-
per i), we ran a series of hydrodynamic simulations of an
isotropic AGN wind interacting with a uniform ambient
medium, including a time-dependent model for the chem-
istry of ions and molecules, to investigate the origin of
fast molecular outflows in quasars. In these simulations, the
small-scale wind was modelled after the properties of accre-
tion disc winds observed as broad absorption lines (BALs)
in the UV (e.g. Weymann et al. 1981; Gibson et al. 2009)
or ultra-fast outflows (UFOs) in X-rays (e.g. Feruglio et al.
2015; Nardini et al. 2015; Tombesi et al. 2015), with veloc-
ities ∼ 0.1c. We showed that, in these simulations, the gas
swept up from the ambient medium by the outflow was
able to cool and form molecules within ∼ 1Myr, produc-
ing molecular outflow rates up to 140M⊙ yr
−1. Thus in-
situ molecule formation can potentially account for observed
molecular outflow rates in quasars, for ambient densities
& 10 cm−3 and metallicities of at least solar. However, the
high computational cost of these simulations meant that
we could only consider a limited range of ambient densi-
ties (1 − 10 cm−3), AGN luminosities (1045 − 1046 erg s−1),
and metallicities (0.1− 1Z⊙).
To explore the feasibility of molecule formation
across a wider range of physical parameters relevant
to AGN host galaxies, we can make use of the ana-
lytic model of Faucher-Gigue`re & Quataert (2012, here-
after FGQ12), which generalised classic stellar wind mod-
els (e.g. Weaver et al. 1977; Koo & McKee 1992). Similar
models were previously studied in the AGN context by e.g.
King et al. (2011), but with different results. The FGQ12
model follows the evolution of a spherically symmetric out-
flowing shell driven by a central AGN as it sweeps through
the ambient medium. This is almost identical to the set up
of the simulations in Paper i, except that, in FGQ12, the
ambient medium has a power-law density profile with ra-
dius, whereas in our simulations the ambient medium was
uniform, i.e. the density profile slope was zero. In the FGQ12
model, the AGN launches a fast (∼ 30 000 kms−1) wind on
small (sub-pc) scales. This wind shocks, creating a hot bub-
ble that drives an outflow into the ambient medium. FGQ12
showed that, for physical conditions typical of quasar host
galaxies, cooling in the hot wind bubble is inefficient, which
results in an energy-driven outflow. Note that, unlike the
Chevalier & Clegg (1985) model, the FGQ12 model is not
a steady-state wind solution. Instead, it follows the time-
dependent evolution of a single outflowing shell as it propa-
gates outwards into the ambient medium.
Nims et al. (2015) used the FGQ12 model to predict
the observable emission from AGN winds. They noted that,
while cooling in the hot wind bubble is inefficient, the shell of
gas swept up from the ambient medium (i.e. the shocked ISM
layer) can cool quickly, due to the higher densities in this
layer (a point verified by our simulations in Paper i). They
thus demonstrated that the radiatively cooling shocked ISM
layer will produce strong emission due to free-free and in-
verse Compton cooling (in X-rays) and synchrotron emission
(from radio to X-rays).
In this paper, we extend the FGQ12 model to explicitly
follow radiative cooling in the shocked ISM layer, down to
104K. Below this temperature, we would need to follow the
molecular chemistry, to account for molecular cooling. Fur-
thermore, we saw in Paper i that, once the shocked ISM layer
has cooled below ∼ 104K, it forms a complex multiphase
medium, and can no longer be reasonably represented by a
single density and temperature. However, we also showed in
Paper i that, once the shocked ISM layer has cooled below
104K, it continues to cool quickly to even lower tempera-
tures (< 103 K) where molecules can form rapidly, assuming
a Milky Way dust-to-metals ratio. We can therefore use this
analytic model to predict when the outflow cools to 104K,
and then, based on the results of our simulations from Pa-
per i, we predict that the outflow will become molecular
once it has cooled below this temperature. We can then use
this model to predict molecular outflow rates and momen-
tum boost factors, which we compare to observations. The
analytic model thus enables us to test the predictions of our
molecular outflow simulations against observations across a
wider range of physical parameters than with the simula-
tions alone. We apply this model to a wide range of ambient
densities (1 6 nH 6 10
4 cm−3), density profile slopes (0 6
α 6 1.5), AGN luminosities (1044 6 LAGN 6 10
47 erg s−1),
and metallicities (0.1 6 Z 6 3Z⊙).
Unlike previous studies that also considered cooling
of the swept up shell in similar analytic models (e.g.
Zubovas & King 2014; Wang & Loeb 2015), this is the first
study that tests the analytic model systematically by com-
paring it to hydrodynamic simulations. It is also the first
time that hydro-chemical simulations have been used to cal-
ibrate the efficiency of molecule formation.
The remainder of this paper is organised as follows. We
briefly summarise the details of our simulations from Paper i
in Section 2, and we describe the analytic model of FGQ12,
along with our modifications to this model, in Section 3. In
Section 4 we compare the simulations from Paper i to the
analytic model. We use the analytic model to explore a wide
range of parameters in Section 5, and we compare the an-
alytic model to observations in Section 6. In Section 7, we
present a model for dust formation and destruction within
the shocked ISM layer, which we implement in our AGN
wind model. We discuss our conclusions in Section 8. We
present resolution tests in Appendix A, and we derive an ap-
proximate prescription for inverse Compton cooling of a hot
shocked wind, taking into account two-temperature plasma
effects, in Appendix B.
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2 SIMULATIONS
In Paper i we presented a series of hydrodynamic simula-
tions of an isotropic AGN wind interacting with a uniform
ambient medium. These simulations included a treatment
for the time-dependent chemistry, in particular to follow the
formation and destruction of molecules.
The simulations were run with the gizmo code, using
the Meshless Finite Mass (MFM) Lagrangian hydrodynam-
ics method (Hopkins 2015). Chemical abundances and ra-
diative cooling were evolved in the simulations using the
chimes chemistry module (Richings et al. 2014a,b), which
follows the evolution of 157 species, including all ionization
states of 11 elements that are important for cooling, and 20
molecules, most notably H2, CO and OH. The chimes mod-
ule then calculates cooling and heating rates from the non-
equilibrium chemical abundances, and integrates the tem-
perature in time along with the 157 rate equations.
The chemistry network includes collisional ionization,
photoionization, cosmic ray ionization, recombination (both
radiative and di-electronic), charge transfer, formation of
H2 on dust grains and in the gas phase, and other molec-
ular reactions. A full list of the chemical reactions in
chimes can be found in table B1 of Richings et al. (2014a).
Thermal processes include atomic line cooling from H, He
and metals, molecular cooling from H2, CO, H2O and
OH, bremsstrahlung cooling, non-relativistic Compton cool-
ing/heating from the AGN radiation field, photoheating,
photoelectric heating from dust grains, and cosmic ray heat-
ing (see table 1 of Richings et al. 2014a).
To calculate the photochemical rates, we used the av-
erage quasar spectrum from Sazonov et al. (2004). The gas
was shielded from the radiation field using a local approxi-
mation, where we calculated a local shielding length using a
Sobolev-like approximation as:
Lsh =
1
2
(
hinter +
ρ
|∇ρ|
)
, (2.1)
where ρ is the density of the particle, and the inter-particle
spacing is defined as hinter = (mgas/ρ)
1/3 for a particle with
mass mgas. The resulting column density, NHtot = nHtotLsh
(where nHtot is the hydrogen number density), was then used
to attenuate the photochemical rates.
We assumed that the dust abundance scales linearly
with metallicity. However, it is not clear whether dust grains
can survive the strong shocks and high gas temperatures
in AGN winds. For example, Ferrara & Scannapieco (2016)
showed that, in their numerical simulations of the shocked
ISM layer of an AGN wind, dust grains were rapidly de-
stroyed by sputtering (within 104 yrs). The dust abundance
is therefore a major uncertainty in our simulations, al-
though, as we discussed in Paper i, it may still be possible
for dust grains to re-form in the shocked ISM layer after it
has cooled, for example by accretion of metals from the gas
phase onto grains (which was not included in the simulations
of Ferrara & Scannapieco 2016). In section 7, we develop an
analytic model of dust destruction and formation. We show
that, for a wide range of conditions representative of those
expected in AGN outflows, dust grains are likely to re-form
via metal accretion once the shocked ISM layer has cooled,
assuming that a small fraction (& 10−6) of the dust grains
swept up by the outflow after the shocked ISM layer has
cooled can be mixed into the cool phase, and assuming that
grain growth can proceed efficiently in the presence of the
strong UV radiation from the AGN. This grain re-formation
would thus enable rapid molecule formation, as assumed in
our simulations from Paper i.
The simulations were performed in a 3D periodic box,
1.6−5.0 kpc across (depending on the simulation), and were
run for 1Myr. This corresponds to the typical flow time
(tflow = r/v) of observed molecular outflows in AGN host
galaxies (e.g. Gonza´lez-Alfonso et al. 2017). One octant of
the simulation box was set up to be at a higher resolution,
with 30M⊙ per gas particle (and 32 kernel neighbours) for
the fiducial runs, while the remainder of the box used 8 times
lower mass resolution.
Since we considered an ambient medium with a uni-
form density, these simulations are more representative of
outflows before they break out of the galactic disc. After
the outflow breaks out of the disc, the ambient density can
drop quickly, and the swept up gas will coast rather than
being pushed by an over-pressurised bubble.
We included the gravitational potential from the central
black hole, using a single collisionless particle with a mass
of MBH = 10
8M⊙, and the host galaxy. We modelled the
galaxy potential with an isothermal sphere, for which the
mass enclosed within a radius R is:
Mgal(< R) =
2σ2R
G
. (2.2)
This profile is parameterised by the velocity dispersion,
which we set to σ = 200 km s−1. This corresponds to the
MBH−σ relation (e.g. Gu¨ltekin et al. 2009) for our adopted
black hole mass. Self-gravity of the gas was also included.
The gravitational softening of gas particles was set equal to
their inter-particle spacing, hinter, down to a minimum of
0.1 pc at our fiducial resolution. The gravitational softening
of the black hole particle was 1 pc.
To drive the AGN wind, we injected wind par-
ticles within the central 1 pc with an outward veloc-
ity vin = 30 000 kms
−1. This initial velocity is moti-
vated by observations of broad absorption line (BAL)
quasars (e.g. Weymann et al. 1981; Gibson et al. 2009), and
by X-ray observations of ultra-fast outflows in quasars
(e.g. Feruglio et al. 2015; Nardini et al. 2015; Tombesi et al.
2015). The momentum injection rate is determined from the
AGN luminosity, LAGN, according to:
M˙invin = τin
LAGN
c
, (2.3)
where M˙in is the mass injection rate, and the parameter τin
is set to unity.
The parameters of each simulation are summarised in
table 1 of Paper i. In this work, we will focus on the four
parameter variation runs at the fiducial resolution. These
cover a range of ambient ISM densities (nH0), AGN lu-
minosities (LAGN), and metallicities (Z). In our fiducial
model (nH10 L46 Z1), we set nH0 = 10 cm
−3, LAGN =
1046 erg s−1, and Z = Z⊙. We then performed a low-density
run (nH1 L46 Z1, with nH0 = 1 cm
−3), a low-luminosity
MNRAS 000, 1–22 (2017)
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Figure 1. Schematic diagram of the AGN wind structure in the
energy-driven regime. The QSO launches a small-scale (≪ 1 pc)
wind with velocity vin, which shocks at a radius Rsw (the re-
verse shock), creating a shocked wind bubble. A forward shock,
at radius Rs, propogates into the ambient ISM at a velocity vs,
creating a layer of shocked ISM gas. This is separated from the
shocked wind by a contact discontinuity, at radius Rc. In this
work, we focus on radiative cooling in the shocked ISM layer.
run (nH10 L45 Z1, with LAGN = 10
45 erg s−1), and a low-
metallicity run (nH10 L46 Z0.1, with Z = 0.1 Z⊙).
3 ANALYTIC MODEL
The analytic model of FGQ12 considers an AGN with lu-
minosity LAGN that launches a wind with an initial veloc-
ity vin on small scales (≪ 1 pc). We take a fiducial value
of vin = 30 000 km s
−1, as in the simulations. The rate at
which the AGN injects momentum into the wind is as given
in equation 2.3, where we again take τin = 1. The wind mate-
rial is shocked by a reverse shock at a radius Rsw, creating a
shocked wind bubble, while a forward shock propagates into
the ambient ISM, creating a layer of shocked ISM material
at a radius Rs. A contact discontinuity, at radius Rc ≈ Rs,
separates these two regions. Fig. 1 shows a schematic dia-
gram of the AGN wind structure.
The FGQ12 model follows the evolution of the forward
shock, Rs(t), with time t by integrating the equation of mo-
tion (their equation 28):
d
dt
(Msvs) = 4πR
2
s (Pb − P0)−
GMsMt
R2s
, (3.1)
where Pb and P0 are the thermal pressures of the shocked
wind bubble and the ambient medium, respectively. We cal-
culate P0 assuming a constant ambient medium temperature
of 104K, which we find in the simulations (see fig. 5 of Pa-
per i). The shocked ISM layer has a velocity vs = R˙s, and
a mass Ms =
∫ Rs
0
ρgdV . The density profile of the ambient
medium is taken to be a power law, ρg(R) = ρ0(R/R0)
−α,
which we normalise at R0 = 100 pc.
The total gravitational mass within Rs is Mt =MBH +
Mgal(< Rs), where MBH is the mass of the black hole and
Mgal(< Rs) is the mass of the host galaxy within Rs. We
model the gravitational potential of the host galaxy as an
isothermal sphere, as in the simulations, with an enclosed
mass within a radius R given by equation 2.2. We take fidu-
cial values of σ = 200 kms−1 and MBH = 10
8M⊙, as used
in the simulations.
To calculate Pb, the FGQ12 model follows the evolution
of the thermal energy in the shocked wind bubble, Eb, which
evolves according to equation 31 of FGQ12:
E˙b =
1
2
M˙inv
2
in − 4πR
2
s (Pb − P0)R˙s − Lb. (3.2)
We include the ambient medium pressure, P0, in this equa-
tion, which was missing in FGQ12, although we find that
P0 ≪ Pb, so this change is not significant.
The shocked wind bubble cools radiatively at a rate
Lb due to inverse Compton cooling and free-free emission.
FGQ12 highlighted that, at the high temperatures (& 109 K)
reached by AGN shocks, the wind bubble will develop a two-
temperature (2T) structure, with proton and electron tem-
peratures Tp and Te, respectively. FGQ12 showed how to
model 2T effects in spherically symmetric AGN wind mod-
els. However, we have developed a more general prescription
to approximate 2T cooling, which can also be applied to 3D
hydrodynamic simulations. We will adopt this more general
prescription for the analytic models in this work. In Ap-
pendix B we derive the volumetric cooling rate, ΛIC, 2T, due
to inverse Compton cooling in a 2T plasma. Note that this
2T prescription was not used in the simulations that we ran
in Paper i. However, this does not affect our results, as we
find in the analytic model that the outflow is still energy-
driven when we use this presciption. We use a Compton
temperature TC = 2× 10
7 K (Sazonov et al. 2004).
We also include free-free cooling in the shocked wind
bubble, for which the cooling rate per unit volume is (e.g.
Shapiro & Kang 1987):
Λff(T, ne, nH) =1.426 × 10
−27T 1/2nenH
× [gff(1, T ) + 0.4gff(2, T )] erg cm
−3 s−1,
(3.3)
where ne and nH are the electron and total hydrogen number
densities, respectively, and T is the gas temperature. The
function gff(Zi, T ) is given by:
gff(Zi, T ) =


0.79464 + 0.1243
× log10(T/Z
2
i ) (T/Z
2
i ) < 3.2× 10
5K
2.13164 − 0.1240
× log10(T/Z
2
i ) (T/Z
2
i ) > 3.2× 10
5K,
(3.4)
where Zi is the ion charge of species i. We include only hy-
drogen and helium (which dominate the free-free emission,
even at solar metallicity), assuming nHe/nH = 0.1, and we
have assumed in equation 3.3 that the hydrogen and helium
is fully ionized. Note that, for the 2T cooling rate that we
derive in Appendix B, we assumed a pure-hydrogen plasma.
However, considering the approximations that go into the
2T cooling rate, this small inconsistency is within the un-
certainties for this approximate prescription.
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The total cooling rate of the shocked wind, Lb in equa-
tion 3.2, can then be found by multiplying the volumetric
cooling rates by the volume of the shocked wind bubble:
Lb =
4π
3
R3s (CΛIC, 2T(Tb, nb,H)|R=Rs + Λff(Tb, nb, e, nb,H)),
(3.5)
where subscripts b indicate quantities evaluated in the
shocked wind bubble. We evaluate the 2T inverse Comp-
ton cooling rate at the outer radius of the shocked wind
bubble, Rs. However, the Compton cooling rate varies with
radius, R. This is accounted for with the factor C, which de-
pends on whether we evaluate the standard inverse Compton
cooling rate using the proton temperature, Tp, or the equi-
librium electron temperature, T eqe (see equation B8). If we
assume that the proton temperature and electron density
are uniform throughout the shocked wind bubble (which we
found was approximately valid in the hydrodynamic simu-
lations with the single-temperature approximation; see, for
example, fig. 1 in Paper i), then, using Tp, we find that
ΛIC, 2T ∝ R
−2 (see equation 2.6 of Paper i). However, from
equation B6 we see that T eqe ∝ U
−2/5
ph ∝ R
4/5, where Uph is
the energy density of the radiation field. If T eqe ≫ TC, then,
when we use T eqe in the standard Compton cooling rate, we
find that ΛIC, 2T ∝ T
eq
e R
−2 ∝ R−6/5. By integrating ΛIC, 2T
over the volume of the shocked wind bubble for these two
cases, we can show that C is given by:
C =
{
5
3
10TC < T
eq
e 6 Tp
3 otherwise.
(3.6)
Note that, unlike FGQ12, we assumed in equation 3.5
that Rsw ≪ Rs. We found this necessary because calculating
Rsw from equation 6 of FGQ12 could become numerically
unstable at early times. However, we find that, apart from
at early times, assuming Rsw ≪ Rs has little effect on our
results. For example, at Rs > 30 pc, vs differs by less than 5
per cent.
To calculate the cooling rates, we need to calculate the
temperature and density of the shocked wind bubble:
Tb =
28
69
Ebmp
fmixMswkB
, (3.7)
np = nb,H =
3fmixMswXH
4πR3smp
, (3.8)
where XH is the hydrogen mass fraction, mp is the proton
mass, Msw = M˙int is the total mass that has been injected
by the AGN after time t, and fmix = (Msw +Mcold)/Msw
parameterises the mass, Mcold, of cold gas that is mixed into
the hot wind bubble, as in FGQ12. We take a fiducial value
of fmix = 1 (i.e. no mixing). FGQ12 showed that, for large
vin, the choice of fmix is unimportant so long as it is not
very large, because a lot of mixing is necessary to cause the
hot wind bubble to cool. For a fully ionized plasma with
nHe/nH = 0.1, the electron density, as used for the free-
free cooling rate, is then ne = 1.2np. The mean molecular
weight is µ = 14/23, which leads to the numerical pre-factor
in equation 3.7.
The pressure of the shocked wind bubble can then be
calculated from Eb as:
Pb =
Eb
2πR3s
, (3.9)
where we again assume that Rsw ≪ Rs.
The FGQ12 model accounts for radiative cooling in the
shocked wind bubble, but it does not include cooling in the
shocked ISM layer. However, in this work we want to use this
model to predict when the shocked ISM layer will cool. We
therefore extended the FGQ12 model to track the thermal
and kinetic energies of the shocked ISM layer, Es, th and
Es, kin respectively.
The total energy in this layer, Es, tot = Es, th + Es, kin,
evolves according to:
E˙s, tot = 4πR
2
s (Pb − P0)R˙s −
GMsMt
R2s
R˙s − Ls. (3.10)
The first two terms on the right hand side of equation 3.10
account for the work done on the shocked ISM layer by the
shocked wind bubble pressure and the gravitational poten-
tial.
To model the radiative cooling rate in this layer, Ls,
we include two cooling processes. Firstly, we include free-
free emission, using equation 3.3 for the volumetric free-free
cooling rate. The free-free cooling rate of the whole shocked
ISM layer can then be found by multiplying equation 3.3 by
the volume of this layer:
Ls, ff = Λff (Ts, ns,e, ns,H)
MsXH
mpns,H
=
1.426 × 10−27T
1/2
s ns, eMsXH
mp
× [gff(1, Ts) + 0.4gff (4, Ts)] erg s
−1,
(3.11)
where Ts, ns, e and ns,H are the temperature, electron den-
sity and hydrogen density, respectively, of the shocked ISM
layer.
We also include metal line cooling, which dominates
below ∼ 107K. This can be approximated by a piecewise
power law fit (e.g. Mac Low & McCray 1988; Draine 2011):
Λline =


0 Ts 6 10
4 K
5.0× 10−22
(
Ts
105 K
)2 ( Z
Z⊙
)
×ns, ens,H erg cm
−3 s−1 104 < Ts 6 10
5K
5.0× 10−22
(
Ts
105 K
)−0.7 ( Z
Z⊙
)
×ns, ens,H erg cm
−3 s−1 Ts > 10
5K.
(3.12)
For Ts > 10
5 K, we take this from equation 34.2 of Draine
(2011), which they fit to the cooling function in their fig.
34.1, calculated at solar metallicity assuming collisional ion-
ization equilibrium (CIE). We then approximately fit a sec-
ond power law to this cooling function in the range 104 <
Ts 6 10
5K.
Following Mac Low & McCray (1988), we scale the
metal line cooling rate linearly with metallicity, Z. This as-
sumption will break down at low metallicity, when line cool-
MNRAS 000, 1–22 (2017)
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ing from hydrogen and helium dominate. However, it is suffi-
cient for metallicities > 0.1Z⊙ that we consider in this work.
Draine (2011) use solar abundances from Asplund et al.
(2009), with Z⊙,Asplund = 0.0142. We have therefore renor-
malised their equation to our adopted solar metallicity of
Z⊙ = 0.0129, from table 1 of Wiersma et al. (2009).
Photoionization and non-equilibrium ioniza-
tion will affect the metal line cooling (Efstathiou
1992; Gnat & Sternberg 2007; Wiersma et al. 2009;
Oppenheimer & Schaye 2013; Richings et al. 2014a). How-
ever, we show in section 4 that this approximate cooling
function in CIE is sufficient to reproduce the behaviour of
the simulations. This is likely because photoionization only
becomes important at T . 107K, where metal line cooling
is significant. Above this temperature, cooling is dominated
by free-free emission, which is not strongly affected by
photoionization. Since it is the onset of significant cooling
that determines when the cool gas forms, we expect
CIE to be a good approximation for shock temperatures
Tsh(vsh) & 10
7K, i.e. for shock velocities vsh & 1000 kms
−1.
The metal line cooling rate of the shocked ISM layer is
then:
Ls, line =


0 Ts 6 10
4K
5.0× 10−22
(
Ts
105 K
)β ( Z
Z⊙
)
×
ns, eMsXH
mp
erg s−1 Ts > 10
4K,
(3.13)
where:
β =
{
2 104 < Ts 6 10
5K
−0.7 Ts > 10
5K.
(3.14)
The total cooling rate is then:
Ls = Ls, ff + Ls, line. (3.15)
We have truncated the cooling function (both from free-
free and metal line cooling) at 104K. Below this tempera-
ture, molecular cooling becomes important. For example,
we saw in Paper i that there is strong H2 emission from
molecular gas at temperatures above a few hundred K. How-
ever, we do not follow molecule formation in this simple
model. Instead, we are interested in whether the shocked
ISM layer is able to cool down from the post-shock temper-
ature (∼ 107−8K) to ∼ 104K. Once the layer has cooled to
104K, we use the hydro-chemical simulations from Paper i
to estimate the molecular gas fraction in the swept up gas
(see Section 6).
To calculate Ls, we need to know the temperature and
density of the shocked ISM layer. The temperature can be
calculated from the thermal energy:
Ts =
28
69
Es, thmp
MskB
, (3.16)
where we again assume that the gas is a fully ionized hydro-
gen plus helium plasma, with µ = 14/23.
We assume that this layer remains in pressure equilib-
rium with the shocked wind bubble, with Ps = Pb. In other
words, as this layer cools, its density increases, and its ra-
dial thickness decreases. This behaviour is consistent with
the simulations in Paper i, although the temperature-density
diagrams show a large scatter around pressure equilibrium
in this layer (see fig. 5 in Paper i). The hydrogen number
density is then:
ns,H =
3
2
PbMsXH
mpEs, th
, (3.17)
and the electron number density is ns, e = 1.2ns,H.
The kinetic energy in outward bulk motion of the
shocked ISM layer is:
Es, kin =
1
2
Msv
2
s . (3.18)
Differentiating equation 3.18 with respect to time, we get:
E˙s, kin =Msvsv˙s +
1
2
M˙sv
2
s
=Msvsv˙s + 2πR
2
sρg(Rs)v
3
s . (3.19)
Then the thermal energy of the shocked ISM layer evolves
according to:
E˙s, th = E˙s, tot − E˙s, kin. (3.20)
We therefore evolve Es, th in time using equations 3.10, 3.19
and 3.20, and then calculate Es, kin using equation 3.18.
For each model, we specify LAGN, ρ0(R0 = 1kpc)
(which we give in terms of the ambient hydrogen density,
nH0), α and Z. Equations 3.1, 3.9 and 3.10 are not valid at
Rs = 0, so we start at a small, finite radius Rs = 0.1 pc,
with vs = vin and Eb = Es, th = 0. We then integrate equa-
tions 3.1, 3.2 and 3.20 in time. We find it necessary to limit
vs 6 vin, otherwise vs can increase by an order of magnitude
at early times. However, capping vs in this way has little
effect on the late-time evolution. For example, at Rs > 4 pc,
vs changes by less than 1 per cent if it has been capped at
early times.
4 COMPARISON OF SIMULATIONS WITH
THE ANALYTIC MODEL
In this section we compare our simulations from Paper i to
the analytic model described in Section 3. We ran the an-
alytic model four times, with the same parameters as the
simulations, and with a density slope α = 0, i.e. for a uni-
form ambient ISM. We use the simulations at the standard
resolution level (30M⊙ per gas particle, with a minimum
gravitational softening length for gas particles of 0.1 pc) from
Paper i. We show in Appendix A that the results presented
in this section are well converged with numerical resolution.
The top panel of Fig. 2 shows the time evolution of
the total (thermal plus kinetic, Etot) energy of the outflow,
in both the hot wind bubble and the shocked ISM layer,
normalised by the integrated mechanical wind energy in-
jected by the AGN after time t, i.e. Ein =
1
2
M˙inv
2
int. The
solid curves show the analytic models, while the symbols
show the simulations. In the simulations, we calculate the
total energy in the full simulation box, rather than only the
high-resolution region. In Paper i, we limited our analysis
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Figure 2. The ratio of total outflow energy to mechanical wind
energy injected by the AGN (Etot/Ein; top panel), and the ra-
tio of thermal to total outflow energy (Eth/Etot; bottom panel),
versus time. We show the analytic model (solid curves) and the
simulations (symbols) for runs nH10 L46 Z1 (red), nH10 L45 Z1
(blue), nH10 L46 Z0.1 (green), and nH1 L46 Z1 (magenta). The
analytic model reproduces the energy losses in the simulations,
which are primarily due to radiative cooling in the shocked ISM
layer.
to a high-resolution wedge, i.e. particles within the high-
resolution octant with polar and azimuthal angles in spher-
ical polar coordinates between 15◦ and 75◦. This was nec-
essary to avoid artifacts along the boundaries between the
high- and low-resolution regions. However, we found that,
if we calculate the energy of the outflow only in the high-
resolution wedge and then scale up to the full box by mul-
tiplying by the ratio of the solid angle of a sphere to the
solid angle subtended by the wedge, then the total energy
exceeds the injected energy by up to 40 per cent. This sug-
gests that there is a net energy flux from the low- to the
high-resolution region. It is not clear what the cause of this
energy flux is, although it may be related to the artifacts
along the boundaries between these two regions. Therefore,
throughout this section we use the full simulation box for
our analysis. We found that using the full box, rather than
the high-resolution wedge, does not strongly affect the rest
of the results in this section.
Initially, the outflow is energy-conserving (Etot/Ein =
1). Once the shocked ISM layer is able to cool, Etot/Ein de-
creases. The low-luminosity run (blue curve/symbols) cools
fastest, while the low-density run (magenta) does not cool
after 1Myr. There is good agreement between the simula-
tions and the analytic model for the time at which each run
starts to cool.
Once the shocked ISM layer has radiated away most
of its thermal energy, the evolution of Etot/Ein flattens out
at a value that corresponds to the total kinetic energy (of
both the hot wind bubble and the shocked ISM layer) plus
the thermal energy of the hot wind bubble, which does not
cool in any of these runs within 1Myr. In the three analytic
model runs for which the shocked ISM layer cools within
1Myr, the total energy flattens out at Etot/Ein ≈ 0.6. This
is in good agreement with the fiducial simulation (red), al-
though the low-luminosity simulation (blue) flattens out at
Etot/Ein = 0.5. In the low-metallicity simulation (green),
Etot/Ein is still declining after 1Myr. Because the pressure
of the hot shocked wind bubble determines the overall dy-
namical evolution of the outflow, all these models are con-
sidered energy-conserving even though the outer, shocked
ISM layer does cool.
The energy losses in the top panel of Fig. 2 could also
be caused by work done against the gravitational potential.
However, in the analytic model, we find that 90 per cent of
the energy losses in the fiducial and low-metallicity runs, and
80 per cent in the low-luminosity run, are due to radiative
cooling in the shocked ISM layer.
The bottom panel of Fig. 2 shows the ratio of the ther-
mal (Eth) to total energy of the outflow versus time. In the
analytic models, initially Eth/Etot ≈ 0.8. This decreases to
≈ 0.7 − 0.75 after 1Myr, except for the low-density run,
which does not cool within this time. At early times, the
fraction of thermal energy in the simulations is lower than
the analytic models. However, at times & 0.05Myr, the sim-
ulations have Eth/Etot ≈ 0.65−0.8, in reasonable agreement
with the analytic models.
In Fig. 3 we show how the temperature (Ts; top panel)
and the hydrogen density (ns,H; bottom panel) of the
shocked ISM layer evolves with time in the analytic models
(solid curves) and the simulations (symbols). In the simu-
lations, we define particles with densities > 2nH0 to be in
the shocked ISM layer. Particles in the ambient ISM that
have not yet been swept up by the outflow are very close
to nH0, while particles in the hot wind bubble have much
lower densities (see fig. 1 in Paper i). We then take Ts and
ns,H to be the median temperature and hydrogen density,
respectively, of particles in the shocked ISM layer.
The horizontal dotted line in the top panel of Fig. 3
indicates a temperature of 104K, below which we truncate
the radiative cooling function. Note that Ts can still fall
below 104 K. For example, we see from equation 3.16 that,
if Ms rises more rapidly than Es, th, then Ts will decrease
even without radiative cooling.
Initially, the swept up gas is shocked-heated to ∼ 108−
109K. Ts then gradually declines, because, as noted above,
Ts is also sensitive to how Ms and Es, th evolve, and so Ts
can still evolve even in the absence of radiative losses. Phys-
ically, this decline in Ts reflects the facts that, as the outflow
decelerates, the post-shock temperature of the swept up gas
also decreases. Once Ts reaches ∼ 10
6.5 K, radiative cooling
becomes efficient and Ts drops rapidly to 10
4K.
The analytic model generally predicts a temperature Ts
that is slightly higher (typically by . 0.5 dex) than in the
simulations. However, the time at which Ts falls to 10
4K in
the analytic model is in good agreement with the simula-
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Figure 3. Time evolution of the temperature (Ts; top panel) and
hydrogen density (ns,H; bottom panel) of the shocked ISM layer
in the analytic model (solid curves) and the simulations (sym-
bols). In the simulations, Ts and ns,H are the median temper-
ature and hydrogen density, respectively, of particles with den-
sities > 2nH0. This density cut corresponds to the shocked ISM
layer (see text). The analytic model correctly predicts the cooling
time of the shocked ISM layer from the simulations, although it
overpredicts the density after this layer has cooled, due to the
assumption of pressure equilibrium.
tions. We found in the simulations that, once the shocked
ISM layer has cooled below 104K, H2 can then form rapidly.
This confirms a common assumption used in previous theo-
retical works that predicted the formation of molecular gas
in AGN-driven outflows but did not actually follow the time-
dependent chemistry (e.g. Zubovas & King 2014). We can
therefore use the analytic model to predict when an AGN
wind is likely to form a molecular outflow (assuming that
dust grains are present in the outflow, as assumed in our
simulations).
Before cooling becomes significant, the shocked ISM
density in the analytic model is 4nH0, as expected for strong
shocks. This is in good agreement with the simulations, ex-
cept that in the simulations it takes ∼ 0.1Myr for the den-
sity to build up. However, after the shocked ISM layer has
cooled to 104K, the analytic model overpredicts the density
by more than an order of magnitude. This discrepancy arises
because the analytic model assumes that the shocked ISM
layer is in pressure equilibrium with the hot wind bubble.
But in the temperature-density diagrams from the simula-
tions (fig. 5 in Paper i), we see that the shocked ISM pressure
is less than the pressure of the hot wind bubble.
In Fig. 4 we show how the velocity of the forward shock,
Figure 4. Evolution of the forward shock velocity, vs, with ra-
dius, Rs, in the analytic model (solid curves) and the simulations
(symbols). The dotted curves show the analytic model when we
account for the inward momentum of the ambient medium under
the influence of gravity. The arrows show the radius at which the
corresponding analytic model first cools to 104 K. In the simula-
tions, vs and Rs in a given snapshot are the mass-weighted mean
radial velocity and radius, respectively, of particles in that snap-
shot with densities > 2nH0. The analytic model (solid curves)
is in good agreement with the simulations, except in the low-
luminosity run, for which vs in the simulations falls off more
steeply with Rs than in the analytic model. This discrepancy is at
least partly due to the effects of gravity on the ambient medium
(see text).
vs, evolves with radius, Rs. We calculate vs and Rs in the
simulations to be the mass-weighted mean radial velocity
and radius, respectively, of particles in a given snapshot
with densities > 2nH0, which corresponds to the shocked
ISM layer. The arrows show the radius at which the corre-
sponding analytic model first cools to 104K. There is gen-
erally good agreement between the analytic model (solid
curves) and the simulations (symbols), except for the low-
luminosity run (blue), where the velocity in the simulations
falls off more steeply with radius than the analytic model
at Rs & 0.2 kpc. This is at least partly explained by the ef-
fects of gravity on the ambient medium in the simulations.
In the analytic model, the ambient medium remains station-
ary until it is swept up by the outflow. However, while the
ambient medium in the simulations is initially stationary, it
subsequently moves inwards due to the gravitational poten-
tial of the black hole and the host galaxy. The dotted curves
show the analytic model when we account for the inward
momentum of the swept up gas due to gravity. This tends
to slow down the outflow, and is more noticeable for the low-
luminosity run because the lower outflow velocities in this
run are more susceptible to this effect. However, we note
that this effect is an unphysical consequence of the idealised
setup of our simulations. In a realistic galaxy, the ambient
medium would be supported, for example, by rotation, and
so would not form a strong inflow.
For a given Rs, vs increases with decreasing nH0 (in
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Figure 5. Instantaneous rate of change of radial momentum (P˙r)
normalised by the AGN momentum injection rate (LAGN/c), i.e.
the momentum boost factor, plotted against the forward shock
velocity (vs), for the analytic models (solid curves) and the sim-
ulations (symbols). The dashed black line shows the expected
relation for an energy-conserving outflow, assuming that half the
outflow energy is kinetic. At high vs (early times), the analytic
models and simulations follow the slope of the energy-conserving
relation, and are in good agreement with one another. The mo-
mentum boost peaks at ≈ 10 (simulations) or ≈ 20 (analytic
models). When we account for the effects of gravity on the ambi-
ent medium in the analytic model (dotted curves), the momentum
boost peaks at ≈ 10, in agreement with the simulations.
agreement with FGQ12) and increasing LAGN, and is inde-
pendent of metallicity.
If the outflow is energy-conserving, the thermal pressure
of the hot wind bubble will accelerate the outflow, boosting
its momentum beyond that of the small-scale AGN wind
(FGQ12; Zubovas & King 2012; Costa et al. 2014). Fig. 5
shows this momentum boost, defined here as the instan-
taneous rate of change of radial momentum of the outflow
(P˙r) normalised by the momentum injection rate of the AGN
(LAGN/c, with τin = 1), plotted against vs. Note that some
observational papers refer to ‘instantaneous’ rates to mean
rates averaged over the time taken for the outflow to cross
the thickness of the outflowing shell (see, for example, the
discussion in Veilleux et al. 2017, and references therein).
However, we use ‘instantaneous’ to mean averaged over a
single time-step in the integration of the analytic model.
The solid curves and symbols in Fig. 5 show the analytic
model and the simulations, respectively. In the simulations
we include only particles that are outflowing (Pr > 0), in-
cluding the hot shocked wind bubble as well as the swept
up gas, although the latter component dominates the mass
and momentum of the outflow. The dotted curves show the
analytic model when we include the inward momentum of
the ambient medium under the influence of the gravita-
tional potential of the black hole and the host galaxy. The
dashed black line shows the expected relation for an energy-
conserving outflow, assuming that half of the energy injected
by the AGN wind goes into the kinetic energy of the shocked
ISM layer (see equation 38 of FGQ12).
At high vs (i.e. early times), the analytic models and the
simulations are in good agreement, and follow the same slope
as expected for an energy-conserving outflow. We saw in
Fig. 2 that, in both the simulations and the analytic models,
≈ 20 − 30 per cent of the outflow energy is kinetic. This
explains why, in Fig. 5, they are lower than the black dashed
line, which assumes that 50 per cent of the energy is kinetic.
The momentum boost in the simulations peaks at ≈ 10,
at vs ≈ 400 − 700 km s
−1. In the analytic models (solid
curves), the momentum boost continues to increase for
longer, peaking at ≈ 20, at vs ≈ 200 kms
−1. This discrep-
ancy between the analytic models and the simulations is
due to the effects of gravity on the ambient medium, which
causes the ambient medium to move inwards in the simula-
tions, while this effect is not included by default in the ana-
lytic model. The dotted curves show that, if we do account
for the inward momentum of the ambient medium under
the influence of gravity in the analytic model, the momen-
tum boost factor peaks at ≈ 10, as seen in the simulations.
However, we again stress that this effect is an unphysical
consequence of the idealised setup of our simulations. We
therefore do not include this effect in the analytic model for
the remainder of the paper.
In Section 5, we will show that the deviation of the mo-
mentum boost factor from the simple P˙r ∝ 1/vs energy-
conserving scaling (which continues to increase towards
lower vs and does not reach a peak) is due to work done by
the outflow against the gravitational potential of the host
galaxy and the black hole. We also see in Fig. 5 that all
four analytic model runs follow exactly the same relation
between the momentum boost and vs. We will show in Sec-
tion 5 that, in the analytic model, this relation depends only
on the density profile slope and the gravitational potential
of the host galaxy and the black hole.
5 PARAMETER EXPLORATION
We demonstrated in the previous section that the analytic
model reproduces the behaviour of the simulations. In par-
ticular, it correctly predicts the time at which the shocked
ISM layer cools below 104K, as determined by the simu-
lations (top panel of Fig. 3). We can now use the analytic
model to explore a much wider range of the parameters of
the physical setup, to investigate under what conditions the
shocked ISM layer can cool.
We ran the analytic model with the same parameters
as the fiducial simulation run, i.e. nH0 = 10 cm
−3, α = 0,
LAGN = 10
46 erg s−1, and Z = Z⊙. We then varied each of
these four parameters in turn, while keeping the remaining
parameters fixed at their fiducial values. In Fig. 6 we show
how Ts evolves with time in the analytic model, for varia-
tions of nH0 (top left), α (top right), LAGN (bottom left),
and Z (bottom right). The grey shaded region in each panel
highlights times longer than 1Myr. Since observed molecular
outflows in luminous quasars have flow times r/v ∼ 1Myr
(e.g. Gonza´lez-Alfonso et al. 2017), the outflow models will
need to cool within 1Myr to have a chance of reproducing
observed molecular outflows. We note that if molecular out-
flows are observed on different spatial scales r or time scales
r/v (as may be the case in different AGN samples), then
the criteria for determining whether the shocked ISM layer
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Figure 6. Temperature of the shocked ISM layer, Ts, plotted
against time, for the analytic model with variations of the ambient
density at 100 pc (nH0; top left), the slope of the density profile
(α; top right), the AGN luminosity (LAGN; bottom left), and
the metallicity (Z; bottom right). In each panel, the parameters
that are not varied are held fixed at their fiducial values: nH0 =
10 cm−3, α = 0, LAGN = 10
46 erg s−1, and Z = Z⊙. The grey
shaded region highlights times > 1Myr. To reproduce observed
molecular outflows, the shocked ISM layer needs to cool before
this time, which corresponds to the typical flow times (r/v) of
outflows observed in luminous quasars. The cooling time to reach
104 K decreases with increasing nH0 and Z, and with decreasing
α and LAGN.
cools fast enough to produce molecules should be modified
accordingly.
At early times, before the shocked ISM layer can radia-
tively cool, Ts declines steadily in all runs. This behaviour
was also seen in the simulations (Fig. 3), and is due to the
deceleration of vs as the outflow expands, which reduces the
post-shock temperature of the swept up gas. Once Ts reaches
∼ 106.5−7 K, radiative cooling becomes efficient and Ts drops
rapidly to 104K, where we truncate the radiative cooling
function.
As the density, nH0, increases (top left panel), the time
for Ts to cool to 10
4K decreases. This trend arises for two
reasons. Firstly, as the density increases, the outflow decel-
erates more rapidly (see Fig. 4, and fig. 4 of FGQ12). The
lower vs results in a lower post-shock temperature of the
swept up gas, and so it more quickly reaches a temperature
of ∼ 106.5−7 K where radiative cooling becomes efficient.
This is also why the curves decrease in normalisation with
increasing density. Secondly, as the density increases, the
radiative cooling time-scale in the shocked ISM layer de-
creases. This allows radiative cooling to become efficient at
a (slightly) higher temperature, and hence earlier.
In the top right panel of Fig. 6, the shocked ISM layer
cools more slowly with increasing α (i.e. steeper density pro-
files). This is because we normalise the density profiles to
Figure 7. Cooling radius, rcool, of the outer shell of swept up
gas, plotted against nH0 (top left), α (top right), LAGN (bottom
left), and Z (bottom right). The cooling radius decreases with
increasing nH0 and Z, and with decreasing α and LAGN.
nH0 = 10 cm
−3 at 100 pc. In the runs where we vary α,
the shocked ISM layer cools beyond this radius, so, as we
increase α, we decrease the density at the cooling radius,
which has a similar effect to decreasing nH0. However, we
note that, if we normalised the density profile at a larger
radius, beyond the cooling radius, then increasing α would
increase the density at the cooling radius. In this case, we
find the opposite trend, where increasing α decreases the
time it takes for the shocked ISM layer to cool (not shown).
We therefore caution that the trends with α depend on how
we normalise the density profile.
As the AGN luminosity increases (bottom left panel),
the cooling time increases. This is because the AGN wind
power increases with LAGN, and so vs, and hence the post-
shock temperature of the shocked ISM layer, also increases
(see Fig. 4). It thus takes longer for Ts to decrease enough
for radiative cooling to become efficient.
In the bottom right panel of Fig. 6, we see that the
metallicity has no effect on Ts at early times, when radiative
cooling of the swept up gas is inefficient. However, since
the metal line cooling rate scales linearly with metallicity
(see equation 3.13), the higher metallicity runs are able to
radiatively cool efficiently at a (slightly) higher temperature.
Thus the cooling time decreases with increasing metallicity.
We can also use the analytic model to calculate the
cooling radius, rcool, at which the swept up gas in the outer
shell of the outflow first cools to 104K. Fig. 7 shows rcool
plotted against nH0, α, LAGN and Z in the top left, top
right, bottom left and bottom right panels, respectively. In
each panel, all parameters are fixed at their fiducial values
except the parameter that is being varied.
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Figure 8. Momentum boost factor, P˙r/(LAGN/c), versus for-
ward shock velocity, vs, calculated from the analytic model with
different nH0 (top left), α (top right), LAGN (bottom left), and Z
(bottom right). As we saw in Fig. 5, the momentum boost factor
at high vs (i.e. early times) scales with v
−1
s , as expected for an
energy-driven wind, but it turns over at low vs. This relation is
insensitive to the four parameters varied here, except for the high-
α model in the top right panel. The black dashed curves show a
momentum-driven model with our fiducial parameters, which is
lower than the energy-driven models, by more than an order of
magnitude at late times.
As nH0 increases from 1 to 10
4 cm−3, rcool decreases
from 2700 to 6 pc (top left panel). At higher densities, the
outflow is slower (Fig. 4) and the shocked ISM layer cools
quicker (Fig. 6), hence it can cool at smaller radii. In the
top right panel, we see that rcool increases with increasing
α. This is because, as noted above, a steeper density profile
results in lower densities at radii >100 pc, which reduces the
radiative cooling rate.
In the bottom left panel, rcool increases from 100 to
1400 pc as LAGN increases from 10
44 to 1047 erg s−1. This is
because both vs and the cooling time increase with increas-
ing LAGN (Figs. 4 and 6, respectively).
We see in the bottom right panel that rcool decreases
slowly with increasing metallicity. This is due to the decrease
in the cooling time as metallicity increases (Fig. 6), while vs
is unchanged (Fig. 4).
Fig. 8 shows how the momentum boost factor (i.e. the
instantaneous rate of change of radial momentum of the
outflow normalised by the momentum injection rate of the
AGN, P˙r/(LAGN/c)) varies with vs in the analytic models
for different nH0 (top left), α (top right), LAGN (bottom
left), and Z (bottom right). As we saw in Fig. 5, the mo-
mentum boost factor scales with v−1s at high velocities, as we
would expect for an energy-conserving wind, but it peaks at
vs ≈ 200 kms
−1 with a maximum momentum boost of ≈ 20.
The relation between the momentum boost factor and vs is
independent of nH0, LAGN and Z. The only deviations in
Figure 9. Momentum boost factor, P˙r/(LAGN/c), versus for-
ward shock velocity, vs, from the analytic model for variations
in the black hole mass and host galaxy potential (with velocity
dispersion σ following the MBH − σ relation from Gu¨ltekin et al.
2009). The left and right hand panels use a fixed AGN luminos-
ity LAGN = 10
46 erg s−1 and a fixed Eddington ratio fEdd = 0.8,
respectively. As the velocity dispersion of the gravitational poten-
tial increases, the peak in the momentum boost factor decreases
and moves to higher vs, as more energy is lost from the outflow
due to work done against the gravitational potential.
this relation are seen in the high-α model (α = 1.5), where
the momentum boost factor is slightly lower than the other
models at high velocities (vs & 5000 kms
−1). However, we
caution that these deviations in the high-α model are likely
to be unphysical, and may be a consequence of the fact that
the assumptions in our analytic break down at small radii.
In particular, these deviations are sensitive to the initial ra-
dius that we start integrating from (which we take to be
0.1 pc by default).
The turn-over in this relation at low vs is due to the
gravitational potential, which is dominated by the host
galaxy at radii & 5 pc for our fiducial parameters. This
turn-over occurs at vs ∼ σ, where σ is the velocity dis-
persion of the host galaxy potential. To demonstrate that
this is the case, we show in Fig. 9 the relation between
the momentum boost factor and vs from the analytic model
for different gravitational potentials of the black hole and
host galaxy. We consider a range of black hole masses from
106 to 109M⊙, and we take the velocity dispersion of the
host galaxy potential, σ (as used in equation 2.2), from the
MBH− σ relation of Gu¨ltekin et al. (2009). In the left panel
of Fig. 9, we use a fixed AGN luminosity of 1046 erg s−1 as
we vary the black hole mass, while in the right panel we use
a fixed Eddington ratio of 0.8, as used in the fiducial model.
As we increase the velocity dispersion of the gravita-
tional potential, the maximum momentum boost factor de-
creases, and it peaks at a higher vs. Thus the deviations from
the simple energy-conserving relation (∝ v−1s ) arise because
energy is lost from the outflow due to work done against
the gravitational potential. The left and right hand panels
of Fig. 9 are identical, which is consistent with the lower left
panel of Fig. 8, where we saw that this relation is insensitive
to the AGN luminosity.
The analytic model is always in the ‘energy-driven’
regime for the range of parameters that we consider here,
in the sense that the hot shocked wind bubble remains hot
and its thermal pressure drives the outflow. The opposite
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limit would be a ‘momentum-driven’ outflow, in which the
shocked wind bubble cools rapidly. Note that, while this lat-
ter scenario is sometimes called a ‘momentum-conserving’
outflow, the momentum boost factor is not necessarily equal
to unity at all times, as momentum can still be lost due to
the gravitational potential. To illustrate the differences be-
tween energy- and momentum-driven outflows, we also show
in Fig. 8 the momentum boost factor from a modified ana-
lytic model evaluated in the momentum-driven limit (black
dashed curve), using our fiducial parameters. We calculate
this by replacing the thermal pressure term in equation 3.1
with the momentum injection rate that is directly injected
by the AGN, from equation 2.3 (see also King 2005). This
model initially has a momentum boost of unity, at high vs,
which decreases at vs . 500 kms
−1 due to gravity.
In Figs. 8 and 9, we calculated the momentum boost
factor directly from the analytic model using the instanta-
neous rate of change of the radial momentum of the outflow.
However, we will show in Section 6.2 that this is not nec-
essarily equivalent to observational estimates, which infer a
time-averaged momentum boost factor from the size, mass
and velocity of the outflow.
6 COMPARISON WITH OBSERVATIONS
6.1 Molecular outflow rates
From Figs. 6 and 7, we see that, for a wide range of pa-
rameters, the shocked ISM layer is able to cool within 1Myr
and at radii below ∼ 1 kpc, as required by the spatial extent
and flow times of molecular outflows observed in luminous
quasars (e.g. Gonza´lez-Alfonso et al. 2017). In our simula-
tions from Paper i, we found that, once the shocked ISM
layer has cooled, it can rapidly form molecules, assuming
that dust grains are present in the outflow. We can then
use these results from Paper i together with the analytic
model to make predictions for how the molecular mass out-
flow rates and velocities vary with the physical parameters,
which we can compare to observations. This will enable us to
test the predictions for our molecular outflow simulations,
and hence the assumptions that go into these simulations
such as the presence of dust grains to catalyse molecule for-
mation in the outflow, across a much wider range of phys-
ical parameters than we could with the simulations alone.
We note that other models involving the entrainment of ex-
isting molecular clouds could have very different efficiencies
for accelerating molecular gas to the velocities of observed
AGN-driven molecular outflows, e.g. if the cross section of
pre-existing molecular clouds is small or due to destruction
by hydrodynamical instabilities (see Section 1). Therefore,
the mass outflow rates and velocities predicted by our mod-
els are non-trivial tests of the in-situ molecule formation
scenario.
We showed in Paper i that, in the fiducial simulation
(nH10 L46 Z1), the molecular fraction of outflowing gas was
fH2 =MH2/MHtot = 0.2 after 1Myr. This increased slightly
in the low-luminosity simulation, to fH2 = 0.3. For the ana-
lytic model, we therefore assume that, after the shocked ISM
layer has cooled to 104K, 20 per cent of its hydrogen mass is
molecular, i.e. that MH2 = fH2XHMs, where fH2 = 0.2, and
XH = 0.7 is the hydrogen mass fraction. In the simulations,
Figure 10. Mass outflow rate of H2 (top row) and outflow veloc-
ity (bottom row) plotted against AGN luminosity. Solid curves are
calculated at 1Myr in the analytic model with different values of
nH0 (left-hand column) and α (right-hand column), while symbols
show detections (circles) and upper limits (triangles) from ob-
served AGN host galaxies in the extended sample of Cicone et al.
(2014). In the top row, black symbols show outflow rates cal-
culated using the same CO to H2 conversion factor assumed by
Cicone et al. (2014), while grey symbols show the observed out-
flow rates using the conversion factors calculated from our sim-
ulations in Paper i, which are lower by a factor ≈ 5 − 10, de-
pending on which CO line was used for each individual galaxy.
In the bottom row, the observed velocities are maximum line of
sight velocities measured from CO spectra. The analytic mod-
els with nH0 = 10 − 100 cm
−3 reproduce the observed outflow
rates using the lower conversion factors, while densities of at least
nH0 = 10
3 − 104 cm−3 are needed to reproduce the observations
with the higher conversion factor. The analytic models underpre-
dict the observed maximum velocities, which may be due to the
assumption of a uniform medium in our models (see text).
the assumption fH2 = 0.2 only holds at solar metallicity,
as it decreased by more than an order of magnitude in the
low-metallicity run (0.1 Z⊙) at 1Myr. Also, we do not know
how the H2 fraction after the shocked ISM layer has cooled
will depend on nH0, because the low-density simulation did
not cool within 1Myr. However, at densities higher than the
fiducial run we expect fH2 to be higher, as high densities are
more conducive to molecule formation. Assuming fH2 = 0.2
at solar metallicity therefore gives a lower limit on MH2 , al-
though at high densities we can underestimate it by no more
than a factor of 5, as fH2 cannot exceed unity.
The top row of Fig. 10 shows the mass outflow rate of
H2, which is calculated from the analytic model as:
M˙H2 =
MH2
tflow
=
fH2XHMsvs
Rs
, (6.1)
where fH2 = 0.2 if Ts 6 10
4 K, or zero otherwise. The
outflow rates are calculated after 1Myr, and are plotted
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against LAGN for different values of nH0 (left panel) and α
(right panel). We consider only solar metallicity here, as the
metallicity dependence of fH2 is uncertain. This is also more
relevant for the observed molecular outflows in luminous
quasars, which are typically found in ULIRGs with metal-
licities close to solar (Rupke et al. 2008; Kilerci Eser et al.
2014).
The analytic models are shown by the solid curves,
while the symbols show observed ULIRGs from Cicone et al.
(2014). We show only galaxies in their sample identified as
Seyfert 1 or 2 galaxies, since not all of the galaxies in their
sample host luminous quasars. Their extended sample in-
cludes 6 AGN host galaxies observed by Cicone et al. (2014),
plus a further 4 taken from the literature (Wiklind et al.
1995; Maiolino et al. 1997; Cicone et al. 2012; Feruglio et al.
2013a,b). Cicone et al. (2014) calculated the outflow rate as
M˙H2 = 3MH2v/R, assuming that the outflow is uniformly
distributed1 over a radius R. However, as our model is an
outflowing shell, this is a factor 3 larger than we use in
equation 6.1. We therefore divide the outflow rates from
Cicone et al. (2014) by a factor of 3. The circles in the top
row of Fig. 10 show detections from Cicone et al. (2014),
while triangles show upper limits. The black symbols show
the outflow rates reported by Cicone et al. (2014), divided
by a factor of 3. These were calculated assuming a CO to H2
conversion factor of αCO = 0.8M⊙ (Kkm s
−1 pc2)−1. Some
of the outflows in their sample were measured from the CO
1−0 line, while others used the 2−1 line; they used the same
conversion factor for both lines. However, in Paper i we
found that, in our fiducial simulation (nH10 L46 Z1), the
CO to H2 conversion factors for the 1−0 and 2−1 lines were
αCO = 0.13 and 0.08M⊙ (Kkm s
−1 pc2)−1, respectively. The
grey symbols in the top panel of Fig. 10 show the outflow
rates that we would get from Cicone et al. (2014) if we in-
stead used the conversion factors from our fiducial simula-
tion, corresponding to the given line used for each individual
observation.
In both panels in the top row of Fig. 10, M˙H2 increases
with increasing LAGN, with a similar slope as in the ob-
servations. M˙H2 increases slowly with increasing nH0, by a
factor ≈ 10 as nH0 increases from 10 to 10
4 cm−3 at LAGN =
1047 erg s−1. The analytic models at nH0 = 10 − 100 cm
−3
agree well with the observations from Cicone et al. (2014)
using the αCO conversion factor from the simulations (grey
symbols). However, only the highest density models, at
nH0 ≈ 10
3−104 cm−3, are able to reach the observed outflow
rates from Cicone et al. (2014) using their original conver-
sion factor (black symbols). We again note that, in the high-
density models, we may underestimate fH2 , and hence M˙H2 ,
by up to a factor of 5. In the top right panel of Fig. 10, we
see that M˙H2 depends only weakly on α, when the density
profile is normalised at 100 pc. However, the high-α models
are only able to form molecules within 1 Myr at low AGN
luminosities.
The bottom row of Fig. 10 shows the outflow veloc-
1 However, Gonza´lez-Alfonso et al. (2017) note that, for a
volume-filling wind to have a steady flow with constant veloc-
ity, we expect the density at the outer radius of the outflow to be
1/3 that of the average density, which would cancel the additional
factor of 3 in Cicone et al. (2014)’s estimate for M˙H2 .
ity after 1Myr in the analytic model (solid curves) and the
maximum line of sight velocity measured from CO spectra in
the Seyfert 1 and 2 AGN host galaxies in the extended sam-
ple from Cicone et al. (2014) (black circles), plotted against
LAGN for different nH0 (left panel) and α (right panel). The
solid curves are only shown for models that have cooled to
Ts 6 10
4K after 1Myr.
As nH0 increases, vs decreases. Only the lowest den-
sity models, with nH0 = 1 cm
−3, reproduce the observed
maximum velocities. However, at such a low density, molec-
ular outflows can only form within 1 Myr at LAGN .
2 × 1044 erg s−1, because at higher AGN luminosities they
cannot cool within that time. In the bottom right panel, the
outflow velocity increases with increasing α. The α = 1.5
model agrees well with the observed velocities. However,
this model only forms H2 within 1 Myr at AGN luminosities
LAGN . 4× 10
44 erg s−1, so it still cannot explain the high
velocities observed at higher AGN luminosities.
We also found that the simulations tend to underpre-
dict the observed velocities (see fig. 8 of Paper i). As we
noted in Paper i, it is possible that the low velocities that
we find in the simulations and the analytic model may be
because we do not include density inhomogeneities in the
ambient ISM. In the presence of inhomogeneities, the max-
imum velocity will be determined by gas escaping through
low-density channels, while the bulk of the outflowing H2
mass may be along paths at higher densities.
6.2 Momentum boost factors
In Figs. 8 and 9, we calculated the instantaneous rate of
change of radial momentum of the shocked ISM layer, P˙r,
directly from the analytic model, by measuring the change
in the radial momentum in each time-step and dividing by
the length of the time-step. However, observations of molec-
ular outflows typically infer a momentum outflow rate P˙ obsr
from the mass, velocity and radius of the outflow, with
P˙ obsr = vsM˙H2 . To compare the momentum boost factors
from the analytic model to observations, we calculated an
observational estimate for P˙ obsr in the same way, using the
H2 mass outflow rates calculated as in equation 6.1. The
resulting momentum boost factors from the analytic model
are shown in Fig. 11, plotted against vs (solid curves). For
the runs at different metallicities, we assumed that the H2
fraction, fH2 , scales linearly with metallicity, which is ap-
proximately what we found for the simulations with varying
metallicity in Paper i. Above solar metallicity, we capped
fH2 at 0.2, as a conservative estimate. However, this scaling
with metallicity is highly uncertain. Note that the trends
with metallicity seen in the lower right panel of Fig. 11 are
primarily driven by this uncertain scaling of fH2 with metal-
licity.
The black symbols in Fig. 11 show the observational
sample of ULIRGs that host an AGN from Cicone et al.
(2014) using the same CO to H2 conversion factor used in
that work and dividing by a factor of 3 to account for the
different assumed geometries of the outflow (circles indicate
detections, triangles indicate upper limits). The grey sym-
bols show the observational sample of Cicone et al. (2014),
but using the CO to H2 conversion factor calculated from
our fiducial simulation (nH10 L46 Z1) in Paper i, which re-
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Figure 11. Observational estimates of the momentum boost fac-
tor versus vs from the analytic model (solid curves) for different
nH0 (top left), α (top right), LAGN (bottom left), and Z (bottom
right), and from the observational sample of ULIRGs that host
AGN from Cicone et al. (2014) (circles and triangles, indicating
detections and upper limits respectively) using the same CO to
H2 conversion factor from that work (black symbols), and using
the conversion factor from our simulations in Paper i (grey sym-
bols). The black dashed curves show a modified analytic model
evaluated in the momentum-driven limit. The observational es-
timates, which are averaged over the flow time (Rs/vs), for the
energy-conserving analytic model are a factor ≈ 20 lower than
the instantaneous momentum boost factors shown in Fig. 8. This
is partly because we include only the molecular component here,
and partly due to discrepancies between the two different esti-
mates for P˙r.
duces MH2 , and hence the momentum boost factor, by a
factor of ≈ 5− 10, depending on which CO line was used.
Compared to Fig. 8, we see that the observational es-
timates of the momentum boost factor from the analytic
model are lower by a factor ≈ 20. This is partly because the
observational estimate (as defined here) uses only the molec-
ular component of the outflow, with a mass that is a factor
fH2XH = 0.14 times the total mass of the outflow. However,
as we noted above, our assumption that fH2 = 0.2 at solar
metallicity is likely to underestimate the H2 mass, and hence
the momentum boost factor of the molecular component, by
up to a factor of 5 in the high density analytic models.
The molecular fraction still does not fully explain the
difference between the instantaneous (Fig. 8) and observa-
tional (Fig. 11) estimates of the momentum boost factors
in the analytic model. If we differentiate the radial momen-
tum of the outflow, we see that the instantaneous P˙r can be
expressed as:
P˙r = M˙svs +Msv˙s. (6.2)
If we take fH2XH = 1, i.e. the entire mass of the outflow is
in molecular hydrogen, then the observational estimate P˙ obsr
is:
P˙ obsr = M˙
obs
s vs
=
Mobss vs
Rs/vs
=
Msv
2
s
Rs
. (6.3)
From the second line in equation 6.3, we see that the obser-
vational estimate is equivalent to the observed momentum
in the outflow divided by the flow time, Rs/vs. In other
words, the observational estimate is the rate of change of
the outflow momentum averaged over the flow time.
There are two discrepancies between these two esti-
mates of P˙r. Firstly, the observational estimate does not in-
clude the second term in the right hand side of equation 6.2,
which arises from the acceleration of the outflow. We note
that FGQ12 also neglected this second term when calculat-
ing the momentum boost factors, for example in their Fig.
4. However, since the outflow is decelerating, this term will
be negative, and so the observational estimate would tend
to be higher than the instantaneous value that we calculate
from the models, which is the opposite of what is seen in
Figs. 8 and 11. In the analytic model, we find that the mag-
nitude of this term is typically ≈ 30 per cent of P˙r at vs
above the peak in the momentum boost factor, although it
becomes comparable to P˙r at vs below the peak.
Secondly, the instantaneous rate of change of mass, M˙s,
in equation 6.2 is the rate at which mass is being added to
the shocked ISM reservoir, as the outflow sweeps up mass
from the ambient ISM. However, the observational estimate
of the rate of change of mass, M˙obss , in equation 6.3 is the
rate at which the shocked ISM mass is outflowing. These two
definitions are not equivalent. This discrepancy accounts for
the remaining differences between the two estimates of the
momentum boost factor in the analytic model.
The momentum boost factor is often used as a diagnos-
tic to distinguish between energy- and momentum-driven
outflows. For example, Stern et al. (2016) compiled several
observational estimates of momentum boost factors ≫ 1
for galaxy-scale outflows in luminous quasars, which sug-
gest energy-conserving outflows. However, some recent ob-
servational studies of molecular outflows have reported lower
momentum boosts. Feruglio et al. (2017) and Veilleux et al.
(2017) measured momentum boost factors of ≈ 2 − 6 and
≈ 1.5− 3, respectively, in molecular outflows from luminous
AGN. They defined the momentum boost as in our equa-
tion 6.3, although Feruglio et al. (2017) included an addi-
tional factor of 3 due to the assumed geometry. However,
we have seen that observed values close to unity may still
be consistent with our energy-driven models, at least for
our assumed molecular fraction and host galaxy potential.
These results highlight that it is critical to use consistent
definitions when comparing observed momentum boost fac-
tors with theoretical predictions.
To quantify how these observational estimates can dis-
tinguish between energy- and momentum-driven outflows,
we also show a modified analytic model evaluated in the
momentum-driven limit (as described in Section. 5) in
Fig. 11. Note that, in this model, we do not self-consistently
MNRAS 000, 1–22 (2017)
Radiative cooling in AGN winds 15
determine whether or not the swept up gas has cooled, so
we plot it for all vs, using the same molecular fraction as
for the energy-driven models. We see that the momentum-
driven model is approximately an order of magnitude below
the energy-driven models. Therefore, if we can measure all
phases (molecular, neutral atomic and ionic) in an observed
AGN outflow, along with the host galaxy potential, then the
momentum boost factor can still be used to distinguish be-
tween energy- and momentum-driven outflows. For compar-
ison, Rupke et al. (2017) compile outflow measurements of
ionized, neutral atomic and molecular gas in nearby quasars.
They find total momentum boost factors (summed over all
observed gas phases in the outflow) of 0.01−20. The dashed
curve in Fig. 11 shows only the momentum of the molecu-
lar component in our momentum-driven model. If we divide
this curve by the assumed molecular fraction, we see that,
summed over all gas phases, momentum boosts below 0.5 (at
vs & 400 kms
−1) are consistent with a momentum-driven
scenario. Half of the type 1 quasars in Rupke et al. (2017)
have momentum boost factors below 0.5, while the other half
have higher momentum boosts favoring energy-conserving
models. We stress, however, that observationally-inferred
mass outflow rates (and therefore momentum boosts) can
be highly uncertain, so observations cannot yet robustly dis-
tinguish energy vs. momentum-conserving scenarios.
The observational estimates of the momentum boost
factor from the energy-driven analytic models at solar metal-
licity in Fig. 11 are comparable to the observations of
Cicone et al. (2014) if we use the CO to H2 conversion factor
from the simulations (grey symbols), although the models
do not reproduce the observed scatter. However, as noted
above, the high-density models are likely to underpredict
the H2 mass by up to a factor of 5. Since the observed sys-
tems will likely span a range of densities, this may explain
why the models do not reproduce the observed scatter.
7 DUST FORMATION AND DESTRUCTION
IN AGN-DRIVEN WINDS
In the previous section, we used the results of our simu-
lations from Paper i to argue that, once the shocked ISM
layer has cooled to 104 K, we expect 20 per cent of the hy-
drogen mass to be molecular. However, a major caveat of
these simulations is that we assumed a Milky Way dust-
to-metals ratio. A high dust abundance is important for
molecule formation, as dust grains catalyse the formation
of H2 and help to shield molecules from dissociating radi-
ation. Indeed, we showed in Paper i that, if we reduce the
dust abundance by a factor of 100, the resulting H2 outflow
rate after 1Myr is reduced by a factor of 150 (see the low-
Dust100 model in fig. 6 of Paper i). However, it is currently
unclear whether dust grains will be able to survive in an
AGN wind. For example, using simulations of the shocked
ISM layer of an AGN wind, Ferrara & Scannapieco (2016)
found that dust grains can be rapidly destroyed by sputter-
ing due to the high gas temperatures, although their mod-
els did not include dust formation mechanisms such as the
accretion of metals from the gas phase on to grains after
the shocked ISM layer has cooled. Also, new dust grains
from the ambient medium or star formation-driven outflows
may be mixed into the AGN wind. Dust has been observed
in star formation-driven galactic winds (e.g. Hoopes et al.
2005; Roussel et al. 2010; Mele´ndez et al. 2015). Addition-
ally, Barcos-Mun˜oz et al. (2018) recently detected dust con-
tinuum emission that is spatially coincident with a molecular
outflow in Arp 220, which may be driven by star formation
or an AGN.
To explore whether our assumption of a Milky Way
dust-to-gas ratio is feasible, we used our analytic AGN wind
model to track the formation and destruction of dust grains
in the shocked ISM layer. Our dust model is loosely based
on the models of Asano et al. (2013), who investigated dust
evolution in galaxies. In particular, we have adapted their
equation 4 for the evolution of the dust mass as follows:
dMd
dt
= ǫ(Ts)DMW
dMs
dt
−
Md
τsput
+
Md
τacc
(
1−
Md
ZMs
)
, (7.1)
where Md is the dust mass in the shocked ISM layer, ǫ(Ts)
parameterises the fraction of dust swept up from the am-
bient medium that is mixed into the shocked ISM layer (as
discussed further below), and DMW = 6.3×10
−3 is the Milky
Way dust-to-gas ratio at solar metallicity Z⊙ = 0.0129. The
time-scales for dust destruction via sputtering (τsput) and
dust growth via the accretion of metals (τacc) are defined
below.
Compared to the model of Asano et al. (2013), we do
not include the loss of dust grains locked up in newly-formed
stars (as we do not follow star formation in the wind; we do
not expect that this would have a significant impact on the
dust content in the wind), the yield of dust grains from stars
has been replaced by the injection of grains mixed into the
shocked ISM layer from newly swept-up gas, and destruc-
tion by supernovae has been replaced with destruction by
sputtering from the AGN wind. Furthermore, Asano et al.
(2013) multiply the accretion term by a parameter η, which
is the mass fraction of the gas that is in cold clouds, where
accretion can proceed. However, since we are interested in
the dust-to-gas ratio in the cold phase, where molecules can
form, we set η to unity.
The sputtering time-scale, τsput, can be calculated from
equations 14 and 15 of Tsai & Mathews (1995) (see also
equation 14 of Hirashita et al. 2015):
τsput = 7.1× 10
3
(
a
0.1µm
)( nH
10 cm−3
)−1
×
[(
2× 106K
Ts
)2.5
+ 1
]
yr, (7.2)
where a is the grain radius. Following
Ferrara & Scannapieco (2016), we assume a = 0.1µm,
which is the average grain size for a Mathis et al. (1977)
grain size distribution.
We take the accretion time-scale, τacc, from equation 20
of Asano et al. (2013):
τacc = 2.2× 10
4
(
a
0.1µm
)( nH
104 cm−3
)−1
×
(
T
104 K
)−1/2(
Z
0.0129
)−1
yr. (7.3)
We again assume a = 0.1µm. We caution that this accre-
tion time-scale is highly uncertain. In particular, it assumes
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a sticking coefficient of metals on to dust grains of unity,
but this could be much lower at temperatures ∼104 K cor-
responding to the shocked ISM layer after it has cooled
in our analytic model (e.g. Zhukovska et al. 2016). Addi-
tionally, this neglects the effects of the strong UV radia-
tion field from the AGN, which can positively charge the
grains and thus further reduce the sticking coefficient (e.g.
Ferrara et al. 2016).
As the wind propagates outwards, it sweeps up gas
at a rate of dMs
dt
. This can be multiplied by DMW to ob-
tain the rate at which dust is swept up from the ambient
medium. However, not all of this dust will be mixed into
the shocked ISM layer. Firstly, some of the dust grains will
be destroyed as they first pass through the forward shock of
the AGN wind. Dwek et al. (1996) calculated the mass frac-
tion of grains that is destroyed in a fast non-radiative shock
as a function of ambient ISM density and shock velocity
(see their table 2). Based on these results, we assume that
the mass fraction of dust that survives the initial shock is
0.45. This is the same value used by Ferrara & Scannapieco
(2016) (also based on the results of Dwek et al. 1996), and
is appropriate for a forward shock velocity of 1240 km s−1
and an ambient ISM density of nH = 15 cm
−3, assuming an
equal mixture of graphite and silicate grains.
Secondly, after the dust grains have passed through the
forward shock, they will continue to be destroyed due to
sputtering by the hot shocked gas. At early times, when Ts
is still high, we explicitly model this sputtering process (the
second term in the right hand side of equation 7.1). However,
once the shocked ISM layer has cooled, our analytic model
treats the entire layer to be at the same temperature. This
implies that dust grains swept up from the ambient ISM are
immediately mixed into the cool phase of the shocked ISM
layer. We can see from equation 7.2 that, once Ts . 10
6K,
τsput becomes very large and sputtering becomes inefficient,
so this dust would not undergo further sputtering after pass-
ing through the forward shock in our analytic model. How-
ever, we find from our simulations that, when a parcel of
gas is swept up from the ambient ISM after the bulk of the
shocked ISM layer has cooled, this newly swept up material
remains at the post-shock temperature for a finite period of
time, during which the swept up dust will continue to be
destroyed by sputtering, before it joins the cool phase of the
shocked ISM layer. This additional period of sputtering is
not explicitly included in our analytic model, which does not
capture the multiphase nature of the shocked ISM layer. We
therefore parameterise ǫ(Ts) in equation 7.1 as follows:
ǫ(Ts) =
{
0.45 Ts > 10
6K
ǫmix Ts < 10
6K,
(7.4)
where ǫmix is a free parameter that describes the fraction
of newly swept up dust grains that are mixed into the cool
phase of the shocked ISM layer after this layer has cooled
below 106K, which is the temperature at which sputtering
becomes inefficient (see equation 7.2).
To consider what range of values of ǫmix are feasible,
we can compare the cooling time of freshly swept up gas to
the sputtering time-scale. The post-shock temperature for
an outflow velocity vs is Ts ≈ 3.33 × 10
6K
(
vs
500 km s−1
)2
. At
velocities .1600 km s−1 and solar metallicity, the cooling in
the post-shock layer is dominated by metal line cooling, so
we can estimate the cooling time, tcool, of the freshly swept
up gas using equation 3.12:
tcool = 1.3×10
4 yr
( vs
500 km s−1
)3.4 ( nambient
10 cm−3
)−1( Z
Z⊙
)−1
,
(7.5)
for Ts > 10
5K (vs & 100km s
−1), assuming that the post-
shock density is four times the ambient density nambient.
Comparing this to the sputtering time-scale in equation 7.2,
we find:
τsput
tcool
= 0.14
(
a
0.1µm
)(
Z
Z⊙
)( vs
500 km s−1
)−3.4
(7.6)
×
[
0.28
( vs
500 kms−1
)−5
+ 1
]
.
We can simplify this expression by noting that the ‘+1’
term on the right-hand side only adds to this ratio, so that
a lower bound is obtained by neglecting it:
τsput
tcool
& 0.04
(
a
0.1µm
)(
Z
Z⊙
)( vs
500 km s−1
)−8.4
. (7.7)
When this ratio exceeds unity, freshly swept up gas
will cool before a significant fraction of the swept up dust
grains can be sputtered. We see that, for solar metallic-
ity and vs = 500 kms
−1, this is the case for large grains
(a & 2.5µm). Furthermore, due to the strong scaling of this
ratio with vs, average-sized grains (a = 0.1µm) are expected
to survive sputtering in the shocked ISM layer at outflow
velocities vs . 340 kms
−1. Comparing to the lower panels
of Fig. 10, we see that, after 1 Myr, many of our analytic
model runs are at these velocities. The observations from
Cicone et al. (2014) find higher velocities than this (black
points in Fig. 10), although these are the maximum veloci-
ties that they measure from their CO spectra. In practice, we
expect a range of outflow velocities as the outflow propagates
through an inhomogeneous ambient medium. We therefore
expect dust grains to survive along the low-velocity channels
of the outflow.
In addition to grains surviving a period of sputtering in
the post-shock gas, there are also other mechanisms which
may pollute the cold phase of the shocked ISM layers with
dust grains to seed further grain growth. Firstly, as the out-
flow propagates through the host galaxy, dust grains in stel-
lar winds from AGB stars and in star formation-driven out-
flows may mix into the AGN-driven outflow. As this material
is swept up by the AGN outflow, it will be accelerated and
shocked, which could sputter these dust grains as before.
However, if some of the stellar winds and star formation-
driven outflows are propagating in the same direction as
the AGN outflow, the relative velocity between the two will
be lower. We saw above that the ratio τsput/tcool depends
strongly on the shock velocity, so this could help alleviate
the destruction of these grains.
Secondly, when the outflow encounters a dense clump
in the ambient medium, this clump may initially survive
the forward shock as it passes over it. Then, as the fast out-
flow accelerates the clump, it will be shredded and destroyed
by hydrodynamic instabilities (e.g. Bru¨ggen & Scannapieco
2016). Thus dense clumps in the ambient medium may be
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Figure 12. Evolution of the dust-to-gas mass ratio, D =Md/Ms,
scaled to the Milky Way value, DMW, from our analytic AGN
wind model for different ambient ISM densities (left column) and
AGN luminosities (right column) at solar metallicity. The param-
eters that are not varied in a given panel are held fixed at their
fiducial values: nH0 = 10 cm
−3, LAGN = 10
46 erg s−1 and α = 0.
The parameter ǫmix, which determines the fraction of dust grains
swept up from the ambient ISM that can mix into the shocked
ISM layer after it has cooled (see text), is set to 0.45 (top row)
and 10−6 (bottom row). Once the shocked ISM layer has cooled,
dust grains can rapidly re-form via accretion of metals from the
gas phase, assuming that dust growth can proceed efficiently in
the presence of the strong UV radiation from the AGN). This is
true even for very small values of ǫmix, where only a tiny fraction
of the dust grains swept up from the ambient ISM are mixed into
the shocked ISM layer to seed the accretion process.
able to penetrate the hot layer of the swept up shell of the
AGN outflow and inject its dust grains directly into the cold
phase of this shell as it is shredded by the fast outflow.
Once dust grains have entered the cold phase of the
shocked ISM layer, either by surviving along the low-velocity
channels, being injected by local stellar winds or galaxy-scale
star formation-driven outflows, or being injected by dense
clumps from the ambient medium penetrating the hot post-
shock layer, they are likely to then mix throughout the cold
phase by turbulence. Additionally, if the coupling between
gas and dust grains is not perfect, this may futher enable
mixing of grains throughout the cold phase. There are thus
a number of mechanisms which may enable swept up grains
to mix into the cold phase to seed further grain growth via
accretion. However, the details of these mechanisms remain
highly uncertain. We will therefore consider a wide range of
values for the parameter ǫmix, from 10
−6 to 0.45, to quantify
how sensitive our results are to these uncertainties.
In Fig. 12 we show the evolution of the dust-to-gas ra-
tio in the shocked ISM layer, D = Md/Ms, normalised to
the Milky Way value, DMW, from our analytic model for
different ambient ISM densities (left column) and AGN lu-
minosities (right column) at solar metallicity. The horizon-
tal dotted lines indicate a value of unity. The top row of
Fig. 12 shows the dust evolution for ǫmix = 0.45, which corre-
sponds to the scenario where, once the shocked ISM layer has
cooled, all swept up dust grains that initially survive passing
through the forward shock are mixed into the shocked ISM
layer. At early times, the dust is rapidly destroyed by sput-
tering, in agreement with Ferrara & Scannapieco (2016).
However, once the shocked ISM layer has cooled, we find
that dust can rapidly re-form, due to the accretion of met-
als from the gas phase onto dust grains. The dust-to-gas
ratio continues to rise until it saturates at twice the Milky
Way value, where all metals are in dust grains.
In the bottom row of Fig. 12, we show the dust evolution
for ǫmix = 10
−6. In this scenario, only a very small fraction
of swept up dust grains are mixed into the cold phase of the
shocked ISM layer after it has cooled. However, we see that
this has very little effect on the dust evolution, compared
to the top row. Dust grains can thus re-form rapidly via
accretion even when only a very small fraction of the dust
swept up from the ambient ISM is mixed into the cold phase
of the shocked ISM layer to seed the accretion process. In-
deed, we see in equation 7.3 that, for typical conditions in
the shocked ISM layer after it has cooled, the accretion time-
scale (≈2×104 yr) is much shorter than the flow times (r/v)
of observed outflows (∼106 yr).
We have therefore shown that our assumption of a con-
stant dust-to-metals ratio in Paper i is feasible, as dust
grains can rapidly re-form via accretion of metals from the
gas phase after the shocked ISM layer has cooled, assuming
that the grain growth can still be efficient in the presence
of the strong UV radiation field of the AGN and assuming
that a small (& 10−6) fraction of dust grains swept up by
the outflow after the shocked ISM layer has cooled can be
mixed into the cold phase. However, to definitively answer
this question of dust survivability in AGN winds and its im-
pact on the formation of molecular outflows, we will need to
perform hydrodynamic simulations that model the dust for-
mation and destruction processes in a realistic multiphase
AGN wind, coupled to the time-dependent molecular chem-
istry.
8 CONCLUSIONS
In this paper, we have extended the analytic model of
FGQ12 for spherically symmetric AGN winds to follow the
radiative cooling in the shocked ISM layer of the outflow.
We demonstrated in Section 4 that the analytic model re-
produces the behaviour of the hydro-chemical AGN wind
simulations that we ran in Paper i. In particular, the ana-
lytic model correctly predicts the time at which the shocked
ISM layer cools from the post-shock temperature (∼ 107 K)
down to 104K (Fig. 3). We then used the analytic model
to explore a wide range of ambient medium densities (1 6
nH0 6 10
4 cm−3), density profile slopes (0 6 α 6 1.5), AGN
luminosities (1044 6 LAGN 6 10
47 erg s−1), and metallicities
(0.1 6 Z/Z⊙ 6 3). Our main results are as follows:
(i) The time at which the shocked ISM layer cools to
104K increases with increasing α and LAGN, and with
decreasing nH0 and Z (Fig. 6). Apart from the lowest
density run (nH0 = 1 cm
−3) and the runs with density
slopes α > 0.5, all of the analytic models cooled within
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1Myr, which corresponds to the typical flow times (r/v)
of observed molecular outflows in luminous quasars (e.g.
Gonza´lez-Alfonso et al. 2017). Since molecules will form
rapidly once the gas has cooled below 104K (as we showed
in Paper i), we therefore expect molecular outflows to be
common across a wide range of physical parameters of AGN
winds.
(ii) The cooling radius of the outer shell of swept up gas
increases with increasing α and LAGN, and with decreasing
nH0 and Z (Fig. 7).
(iii) The momentum boost factor of the outflow,
P˙r/(LAGN/c), initially increases as the outflow decelerates,
as expected for an energy-conserving flow (Fig. 8). However,
for our fiducial black hole mass (108M⊙) and host galaxy
potential (with velocity dispersion σ = 200 kms−1), the mo-
mentum boost factor peaks at ≈ 20, at an outflow veloc-
ity ≈ 200 km s−1, and subsequently declines. This deviation
from the simple scaling P˙r/(LAGN/c) ∝ 1/vs is due to the
work done by the outflow against the gravitational poten-
tial of the host galaxy. The maximum momentum boost de-
creases with increasing depth of the gravitational potential
(Fig. 9). The momentum boost − outflow velocity relation
is insensitive to nH0, α, LAGN and Z.
(iv) Assuming an H2 mass fraction MH2/MH, tot = 0.2 in
the shocked ISM layer once it cools below 104K (based on
the results of Paper i, which assumes the presence of dust
grains in the outflow), we find that the H2 outflow rate,
M˙H2 , at 1Myr increases slowly with nH0, by a factor ≈ 10 as
nH0 increases from 10 to 10
4 cm−3, at LAGN = 10
47 erg s−1
(Fig. 10). M˙H2 at 1Myr shows only a weak dependence on
α, although the high-α models can only form H2 within 1
Myr at low AGN luminosities. The intermediate-density an-
alytic models (nH0 = 10 − 100 cm
−3) agree well with the
observed M˙H2 of Cicone et al. (2014) if we use the CO to
H2 conversion factors, αCO, predicted by the simulations
in Paper i. The outflow velocities from the analytic model
generally underpredict the maximum velocities of observed
outflows. This is likely due at least in part to the lack of
ambient inhomogeneities in the analytic model, which re-
sults in a single outflow velocity rather than a distribution
of velocities, as found in observations.
(v) If we consider an observational estimate for the mo-
mentum boost factor, vsM˙H2/(LAGN/c), which is averaged
over the flow time of the outflow, rather than the instan-
taneous rate of change of radial momentum (which is of-
ten used to quantify the momentum boost in theoretical
models), the analytic models predict a maximum momen-
tum boost of ≈ 1 − 2 (Fig. 11). This is so even for energy-
conserving models for which the boost measured in terms of
the instantaneous rate of change of the radial momentum is
instead up to ≈ 20. This is partly due to our conservative
estimate for the H2 fraction of 0.2. However, we also show
that the observational estimate is not equivalent to the in-
stantaneous time derivative of the radial momentum. We
therefore conclude that, while recent observations of AGN
winds have estimated momentum boosts of order unity (e.g.
Feruglio et al. 2017; Veilleux et al. 2017), these do not nec-
essarily rule out an energy-driven outflow.
(vi) By modelling the formation and destruction of dust
grains in the shocked ISM layer in our analytic AGN wind
model, we find that dust grains can rapidly re-form in the
wind via accretion of metals from the gas phase after the
shocked ISM layer has cooled. This is true even when the
fraction of dust grains swept up after the shocked ISM layer
has cooled that survive and mix into this layer to seed the
accretion process is very small (∼10−6). This results in a
high dust-to-gas ratio (close to the Milky Way value) that
enables molecule formation in the AGN wind. However, we
caution that the accretion time-scale used in this dust model
is uncertain, as it assumes a sticking coefficient of metals on
to dust grains of unity, even at gas temperatures ∼104 K
corresponding to the shocked ISM layer after it has cooled
in our model, and it neglects the effects of grain charging
by the strong UV radiation field from the AGN, which may
further suppress dust growth.
We have thus demonstrated that molecular outflows can
potentially form across a wide range of physical AGN wind
parameters. The results of this paper allow us to extend the
predictions of our molecular outflow simulations from Pa-
per i to a wider range of physical parameters than with the
simulations alone. By comparing these predictions to obser-
vations, we can then test these models, and the assumptions
that go into them. In particular, we will show in a forthcom-
ing paper that the strong mid-infrared emission from warm
H2 (at a few hundred K) that we found in Paper i will be
detectable with the James Webb Space Telescope (JWST)
at high signal to noise ratios, which will enable the emission
from the outflow to be spatially and kinematically distin-
guished from the host galaxy. Future JWST observations of
this warm H2 emission will thus be a key test for our mod-
els. Additionally, these results can be used to guide future
simulations of molecule formation in AGN winds, as well as
to enable more accurate comparisons of energy-conserving
wind models to observations.
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APPENDIX A: RESOLUTION TESTS
The fiducial resolution of the simulations from Paper i was
30M⊙ per gas particle, with a minimum gravitational soft-
ening for gas particles of 0.1 pc. In Paper i, we also repeated
these simulations with a factor 8 lower mass resolution, and
the low-luminosity run with a factor 3 higher mass resolu-
tion. In this section, we use these low- and high-resolution
runs to test the numerical convergence of the simulation re-
sults presented in Section 4.
The top panel of Fig. A1 shows the time evolution of the
ratio of the total (thermal plus kinetic) outflow energy (Etot)
to the energy injected by the AGN (Ein) for the simula-
tions nH10 L46 Z1 (red curves), nH10 L45 Z1 (blue curves),
nH10 L46 Z0.1 (green curves), and nH1 L46 Z1 (magenta
curves), at low- (dashed curves), fiducial (solid curves), and
high-resolution (dotted curves). In the bottom panel, we
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Figure A1. Ratio of the total (thermal plus kinetic) energy
of the outflow to the mechanical wind energy injected by the
AGN (Etot/Ein, top panel), and the fraction of the outflow en-
ergy that is thermal (Eth/Etot, bottom panel), plotted against
time, for runs nH10 L46 Z1 (red curves), nH10 L45 Z1 (blue
curves), nH10 L46 Z0.1 (green curves), and nH1 L46 Z1 (ma-
genta curves), at low- (dashed curves), fiducial (solid curves), and
high-resolution (dotted curves). We see that these ratios are well
converged in the simulations.
show the time evolution of the fraction of the outflow en-
ergy that is thermal in these runs. We see that these energy
ratios are in very good agreement at different resolution lev-
els.
Fig. A2 shows the time-evolution of the median tem-
perature (Ts, top panel) and hydrogen density (ns,H, bottom
panel) of the shocked ISM layer, which we define as particles
with densities > 2nH0. In the fiducial and low-metallicity
simulations (red and green curves, respectively), we see that
the rapid drop in Ts begins ≈ 10 per cent sooner at low-
resolution (dashed curves) than at standard resolution (solid
curves), although the time at which they reach 104K (the
horizontal dotted line) is in good agreement at different res-
olutions. The temperature evolution of the low-luminosity
run (blue curves) is well converged, while the low-density
run (magenta curves) does not cool within 1Myr.
Once the shocked ISM layer has cooled, there is a trend
of increasing median density in the shocked ISM layer with
increasing resolution. This is unsurprising because, at higher
resolution, we are able to resolve gas structures up to higher
densities.
Fig. A3 shows the mass-weighted mean velocity of parti-
cles in the shocked ISM layer (vs), plotted against their mean
radius (Rs), from the simulations at different resolution lev-
Figure A2. Time evolution of the median temperature (Ts, top
panel) and hydrogen density (ns,H, bottom panel) of the shocked
ISM layer (defined as particles with densities > 2nH0) in the
simulations at different resolution levels. The horizontal dotted
line in the top panel indicates a temperature of 104 K, at which
the cooling function has been truncated. In the fiducial and low-
metallicity runs (red and green curves, respectively), the shocked
ISM layer cools ≈ 10 per cent sooner at low-resolution (dashed
curves) than at standard resolution (solid curves), although the
temperature evolution of the low-luminosity run is well converged.
After the shocked ISM layer has cooled, there is also a trend
of increasing median density with increasing resolution, which
is unsurprising as higher resolutions can resolve gas to higher
densities.
els. At early times, the shocked ISM layer is poorly defined,
because it takes a finite time for this layer to build up to
the expected post-shock density of 4nH0. This is important
as we define the shocked ISM layer based on a density cut
(> 2nH0). This is especially problematic at low resolution,
where it takes longer for the shocked ISM layer to become
well defined, which leads to the discrepant behaviour of the
low-resolution runs (dashed curves) in this figure. However,
at late times, once this layer is well defined, we see that the
Rs − vs relation is well converged with resolution.
In Fig. A4 we show the momentum boost factor, de-
fined as the rate of change of radial momentum of the out-
flow relative to the momentum injection rate of the AGN
(P˙r/(LAGN/c)), plotted against the mean velocity of the
shocked ISM layer, from the simulations at different reso-
lutions. As noted above, the shocked ISM layer is poorly
defined at early times, especially at low resolution. This
leads to the discrepant behaviour of the low-resolution runs
(dashed curves) at early times, which corresponds to the
MNRAS 000, 1–22 (2017)
Radiative cooling in AGN winds 21
Figure A3. Mass-weighted mean velocity (vs) versus mass-
weighted mean radius (Rs) of particles in the shocked ISM layer
(with densities > 2nH0) from the simulations at different resolu-
tion levels. At early times, the radius and velocity of the shocked
ISM layer is poorly defined, because it takes a finite time for
this shell to build up to the post-shock density of 4nH0, which
is needed by our definition of the shocked ISM layer based on a
density cut. This becomes more problematic at lower resolution,
which explains the discrepant behaviour of the low-resolution runs
(dashed curves) in this plot. However, at late times, once the
shocked ISM layer is well established, the simulations at different
resolutions are very well converged.
right-hand side of this plot, since the outflow is decelerat-
ing, so the outflow moves from right to left in this plot.
However, once the the shocked ISM layer is well defined, we
generally find good numerical convergence in the momen-
tum boost factor. In particular, the maximum momentum
boost is ≈ 10 in all runs, independent of resolution, except
for the high-resolution run of the low-luminosity simulation
(blue dotted curve), which shows an anomalous peak in the
final snapshot.
APPENDIX B: INVERSE COMPTON COOLING
OF THE SHOCKED AGN WIND
At the very high temperatures (Tsh & 10
9 K) and low den-
sities of shocked AGN winds driven by accretion disks with
initial velocities vin & 10 000 km s
−1, the dominant radia-
tive cooling mechanism is inverse Compton scattering (e.g.
King 2003). Since the Compton temperature of the AGN
radiation field TC ∼ 10
7 K, Compton scattering of AGN
photons with electrons in the shocked wind takes thermal
energy away from the shocked wind. FGQ12 noted two sub-
tleties in accurately evaluating the effective cooling rate of
the shocked wind in these conditions.
First, Tsh ∼ 10
9 K is right around the transition be-
tween non-relativistic and relativistic electrons. This is im-
portant because the inverse Compton cooling rate is in-
dependent of the electron temperature, Te, in the non-
relativistic regime, but is ∝ Te when the electrons become
relativistic. For very hot, relativistic electrons, the inverse
Figure A4. Rate of change of radial momentum of the entire
outflow (including the hot shocked wind bubble) relative to the
momentum injection rate of the AGN (P˙r/(LAGN/c)), plotted
against the mass-weighted mean velocity (vs) of particles in the
shocked ISM layer, from simulations at different resolution levels.
As in Fig. A3, the shocked ISM layer is poorly defined at early
times (which corresponds to the right-hand side of the plot, as
the outflow is decelerating), especially in the low-resolution runs,
which leads to the discrepant behaviour of the low-resolution runs
(dashed curves). However, once the shocked ISM layer is well
defined, the different resolution levels are mostly well-converged.
In particular, the maximum momentum boost is ≈ 10 in all runs,
except in the high-resolution run of nH10 L45 Z1, which shows
an anomalous peak in the final snapshot.
Compton cooling time becomes short and this can cause
the wind bubble to cool rapidly. The inverse Compton cool-
ing time remains longer when the electrons remain non-
relativistic. This helps wind bubbles retain their thermal
energy and stay in the energy-conserving limit. Second, to
determine when the shocked wind bubble loses its thermal
pressure support, we must evaluate the cooling rate of the
protons. Since mp ≫ me and σT ∝ m
−2
i (where σT is
the Thomson scattering cross section), protons do not di-
rectly lose significant energy via inverse Compton scattering.
Rather, they cool through interactions with electrons.
FGQ12 argued that, regardless of how electrons are
heated by electromagnetic turbulence at the shock, if col-
lective effects die down within a reasonable distance/time
past the shock, then a two-temperature (2T) plasma should
develop with equilibrium electron temperature T eqe < Tp.
This equilibrium temperature is determined by a balance
between inverse Compton cooling and heating of the elec-
trons by Coulomb collisions with protons. When this equi-
librium is reached, the cooling rate of the protons is the rate
at which they transfer energy to the electrons via Coulomb
collisions, which is equal to the rate at which electrons cool
via inverse Compton scattering.
FGQ12 showed how to model the effects of 2T cooling
in spherically-symmetric AGN wind calculations. In this ap-
pendix, we derive a more general prescription that can be
used to approximate the effects of 2T cooling in hydrody-
namic simulations of AGN winds, including in 3D.
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The volumetric cooling rate, ΛIC, 2T, of protons due to
Coulomb collisions with electrons in the shocked wind is
given by:
ΛIC, 2T =
3kBnp
2
dTp
dt
(B1)
In a fully ionized, neutral plasma consisting of free protons
and free electrons interacting solely via Coulomb collisions,
the proton temperature evolves following
dTp
dt
=
Te − Tp
tei
, (B2)
where the Coulomb equilibration time
tei =
3memp
8(2π)1/2npe4 lnΛ
(
kBTe
me
+
kBTp
mp
)3/2
. (B3)
In this expression, the Coulomb logarithm (not to be con-
fused with the logarithm of the cooling rate) is given by
lnΛ ≈ 39 + ln
(
Te
1010 K
)
−
1
2
ln
( ne
1 cm−3
)
(B4)
(Spitzer 1962) and e is the electric charge of the electron. Fol-
lowing FGQ12, we are interested in the regime Te ∼ 0.1Tp.
In this case, Te ≪ Tp but Te/me ≫ Tp/mp. Equation (B2)
then simplifies to dTp/dt = −Tp/tei and equation (B3) sim-
plifies to tei ∝ (kBTe/me)
3/2. Combining,
ΛIC, 2T = −
4(2π)1/2n2pe
4m
1/2
e ln Λ
β3/2mp(kBTp)1/2
≈ 1.0× 10−19 erg cm−3 s−1
(
β
0.1
)−3/2 (
Tp
108 K
)−1/2
×
( np
1 cm−3
)2( ln Λ
40
)
,
(B5)
where β ≡ Te/Tp.
The value β ≈ 0.1 is representative of the spherically-
symmetric wind solutions presented in FGQ12. However, a
general self-consistent application requires evaluating how
β depends on local physical conditions. Under assumptions
consistent with those above, FGQ12 showed that for Te =
T eqe ,
β =
T eqe
Tp
≈
(2π)1/5
T
3/5
p
[
m3ee
8c2(ln Λ)2n2p
σ2Tk
3
Bm
2
pU
2
ph
]1/5
, (B6)
where Uph is the energy density in the radiation field. FGQ12
derived this analytic expression for T eqe in the limit in which
inverse Compton cooling is well approximated by the ex-
pression for non-relativistic electrons, which they found is
generally applicable for shocked AGN winds because 2T ef-
fects keep the electrons cooler than the protons. This gives
ΛIC, 2T(Te = T
eq
e , np) = 4
[
2πk2Bσ
3
Te
8(ln Λ)2T 2pn
7
pU
3
ph
c3m2pm2e
]1/5
.
(B7)
By construction, ΛIC, 2T(Te = T
eq
e ) = ΛIC(Te = T
eq
e ), where
ΛIC is the standard inverse Compton cooling rate, since T
eq
e
is defined such that the Compton cooling rate of the elec-
trons equals the Coulomb heating rate by protons. Since the
Coulomb logarithm depends only logarithmically on tem-
perature (equation B4), it can be evaluated using the proton
temperature instead of the electron temperature without in-
troducing a large error.
We now synthesize the above results into a general pre-
scription:
ΛIC, 2T(Tp, np) =
{
ΛIC(Te = T
eq
e ) 10TC < T
eq
e 6 Tp
ΛIC(Te = Tp) otherwise.
(B8)
In the above equation, T eqe = T
eq
e (Tp, np, Uph) and we iden-
tify the proton temperature with the temperature of the gas
tracked by the hydrodynamics solver. The first conditional
(10TC < T
eq
e ) is included because of the assumption that
Te ≫ TC in the above derivation. The second conditional
(T eqe 6 Tp) should always be realized in conditions rep-
resentative of shocked AGN winds because inverse Comp-
ton cooling should keep the electrons cooler than the pro-
tons; it is included only as a limiter to avoid potentially
pathological behavior. This prescription for ΛIC, 2T reduces
to ordinary inverse Compton cooling for low-temperature,
single-temperature plasmas. To avoid double counting in-
verse Compton cooling, simulations should replace the usual
inverse Compton cooling rate with ΛIC, 2T.
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