Simulating talker-to-listener distance (TLD) in virtual audio environments requires mimicking natural changes in vocal effort. Studies have identified several acoustic parameters manipulated by talkers when varying vocal effort. However, no systematic study has investigated vocal effort variations due to TLD, under natural conditions, and their perceptual consequences.
spectral tilt (the relation of the formant amplitudes), which corroborated the results of Liénard & Di Benedetto. 3 Traunmüller & Eriksson 5 investigated segmental and suprasegmental changes that occur with increasing vocal effort as their subjects spoke one sentence (in Swedish) over increasing TLD's in the set {0.3, 1.5, 7.5, 37.5, 187.5 m}. They reported results from 12 adults (six female, six male) and eight children (4 female, 4 male) showing increases in intensity, fundamental frequency (F1), and vowel durations as TLD increases. They sampled the largest range of TLD's of the studies reviewed, but with low resolution.
Tassa & Liénard 6 used speech modification techniques to transform speech produced with one level of vocal effort to another. Demonstrations, but no data, are available at their website suggesting that prosodic factors (e.g., intensity, pitch and segment durations) are much more important for transforming vocal effort than are spectral factors (e.g., formant frequencies or spectral tilt).
Other studies that manipulated vocal effort, but did not directly study the effect of TLD on vocal effort, used masking noise to elicit changes in subjects' vocal effort, 7, 8 or asked the subjects to achieve quantitative 9 or qualitative 10 target levels (e.g., using a sound level meter or requesting "maximum vocal effort").
This work presents a systematic, comprehensive study of the effect of TLD on vocal effort by combining aspects of different past studies with logical extensions of their methods. This study used a formant-based speech synthesizer, and describes modifications to a standard vocoder algorithm used to produce synthetic speech and modified real speech with varied vocal effort intended to mimic changes in TLD. Lastly, results from preliminary perceptual studies of the real, modified, and synthesized speech are given
The project has three important tasks (a) reference recording (b) analysis of the data and (c) development of algorithms for modification of the vocal effort. The reference recordings were produced by the team at Sensimetrics. The pitch and formant tracking algorithms required for the analysis phase were developed at Georgia Institute of Technology. Two modification algorithms were generated (1) MELP vocoder based and (2) Sinusoidal Model based. Details about all the tasks will be provided in following sections.
II. METHODS

A. Reference Recordings
The Using talker-listener pairs promoted natural changes in vocal effort with TLD, through both subjective feedback to the talker (e.g., "You're talking too quietly.") and objective feedback via a forced-choice word discrimination task for the listener. If a listener marked the incorrect word in a pair, the experimenter asked the talker to repeat that word once at the end of the word list for that distance. The corpus of DRT words (see Table I ) was selected to maximize the sampling of consonant and vowel categories while minimizing the total number of words recorded. 
B. Speech Analysis Framework
Pitch Analysis
The pitch analysis algorithm was just a modified version of the standard MELP based pitch analysis algorithm. Pitch tracking can be briefly represented using the following flow chart.
FLOWCHART 1 : Pitch Estimation Algorithm Flowchart.
Formant Tracking.
Two methods for formant tracking were developed. (1) using particle filters and (2) estimate and the actual Vocal tract area obtained using the method described in [2] . The optimization technique used is a modified version of Newton's method, where the inverse of the Hessian is obtained using BFGS update algorithm. The details can be found in the attached code. The optimization based method provides better estimates than the particle filter based formant estimator and is used for analysis.
C. Speech Modification and Synthesis Framework
High-Level synthesis (HLsyn)
HLsyn a quasi-articulatory speech synthesis system, developed at Sensimetrics Corporation. 12, 13 is driven by a 13-component vector updated every 5ms. The HLsyn concept is called "quasi-articulatory" because it is based on the observation that many parameters needed to control a formant synthesizer are not independent, but are constrained by the anatomy and physiology of the human speech production system. HLsyn incorporates many of these constraints in a higher-level control system layered on top of a conventional formant synthesizer (KLsyn) that generates the output speech. Thirteen parameters control HLsyn, and are transformed into the more than 40 KLsyn 14 parameters through a set of mapping relations.
The 13 components are the fundamental frequency, the first four formants, and eight more parameters related to the physiology of speech production (e.g., the area of the velopharyngeal port (an), the area of the opening at the lips (al), the area of the tongue blade constriction (ab), etc. 
Synthetic Speech
Synthetic speech tokens were generated using the HLsyn speech synthesizer (Sensimetrics Corp.), a quasi-articulatory formant-based synthesizer. The acoustic parameters f0, overall intensity, A1 and spectral tilt (TL) were manipulated in the synthetic speech tokens to investigate their effect on the perceived TLD. The HLsyn stimuli modeled only one talker, and were not intended to sound similar to any of the participants. One set of synthetic speech tokens only varied in f0, with the intent of identifying the relative importance of changing f0 to the other parameter changes. Similar individual changes in A1 were not tested perceptually because its changes resulted in speech that sounded unnatural, so the changes in TL and A1 were combined into a second synthetic speech token set.
MELP Vocoding
The MELP (Mixed Excitation Linear Prediction) coder is a purely parametric method that lends itself to high quality analysis/synthesis in the absence of quantization. It is the basis for the US DoD standard FS-1017 (MIL-STD-3005) 16 and the recently adopted NATO standard (NATO STANAG 4591). Its novelty is based on three innovations: (a) a highly accurate pitch extraction algorithm that has subsample precision, (b) a periodic excitation waveform that has both pulse shaping and a natural jitter, and (c) an overall excitation pattern that allows mixing periodic and non-periodic characteristics in a frequency-dependent fashion. Its parametric design is sufficiently modular so as to allow changing the excitation, the vocal tract filtering, or both. The speech modifications is carried out in two stages, first the incoming speech is parameterized, modifications to these parameters (LPC polynomial, excitation) are made to change the formant frequencies and amplitudes, spectral tilt and pitch. In the second stage speech is synthesized using these new parameters.
Modified Speech Using a MELP Vocoder
Modified speech tokens were produced using a modified version of the MELP vocoder described above -altered to allow manipulation of f0, overall intensity, A1, and spectral tilt.
Changing the f0 of the MELP-vocoded speech is straightforward, as f0 is a parameter of the vocoder that can be directly modified. However, due to inherent limitations in the standard 
Oppenheim & Schafer 18 have shown that in the LP spectrum, a formant bandwidth B k can be approximated with Eq. (4) below, which relates the group delay to the bandwidths for single pole systems:
where A(f) is the LP spectrum, given by
Setting Eq. (3) equal to Eq. (4) provides a method for approximating the formant pole radius r without explicit root solving as expressed in Eq. (8):
Thus, the algorithm to alter the amplitude of a formant in an LPC spectrum can be stated as 1) Approximate the radius of the formant r using Eq. (8) above. 
Overview of STC
STC can be divided into analysis and synthesis parts. The STC algorithm developed by Georgia
Tech is based on Quatieri's method. A block diagram of the baseline STC is illustrated in the figure below.
Block diagram of the baseline sinusoidal analysis/synthesis system.
In order to modify our input speech signal based on the TLD, our STC system performs pitch, time-scale, and formant modifications. An important property of the system is its capability of performing all these three modifications with time-varying rates of change.
As shown in the block diagram, the system can be divided into three parts: analysis, modification, and synthesis. For our scenario, the analysis part is at the talker's end and the parameters are transmitted to the listener's end for the modification and the synthesis. The passing parameters from talker to listener are complex amplitudes, their corresponding frequencies, and the voicing rate. It is tested that ~100 amplitudes are enough for the sample frequency of 44.1 KHz.
At the listener's end, it requires the following parameters.
1) Amplitudes, frequencies, and voicing rate from the talker's end 2) Pitch-modification rate, time-scale-modification rate, and formant-amplification rate based on the TLD.
3) Since the system is using the adaptive analysis window based on the coarse pitch of the talker, the output speech is synthesized with different synthesis window length for each frame. The length of analysis window is also needed to be transmitted from the talker's end to the listener's end.
Time-Scale Modification
The goal of time-scale modification is to maintain the perceptual quality of the original speech The figure above shows an example of the time-scale modification with STC. The input speech signal is chosen from a male talker with TLD=1m. In the second plot, two different pitch estimations are plotted. The one with blue shows the instant pitch for each frame whose window length was about 30ms. One of the challenges of STC is that it requires the coarse pitch estimation. The coarse pitch estimation does not necessarily need to be precise, but somewhere between smooth and accurate. The inaccurate coarse pitch estimation due to the doubling and halving ambiguity produces notable artifacts in the synthesized signal. In order to remove this type of artifacts, the coarse pitch is estimated by averaging the previous voicing frames. This coarse pitch is plotted in green in the figure above.
Pitch Modification
The goal of the pitch modification is to modify the excitation function of the speaker while preserving the shape of the vocal tract and the duration of the signal. In our Phase I, it was shown that fundamental frequency (pitch) increases with vocal effort as a function of distance.
Approximately 40% increase per distance doubling for speech above 66 dB SPL at 1m. When the pitch-modification rate β>1, the synthesized speech signal has a higher pitch than the original input signal. The sine-wave frequencies are scaled as ω k ' = βω k . ,1500) ), and 500Hz(=min(1500,500)). The maximum possible formant frequency is assumed to be 5000Hz.
With these formant frequencies and the bandwidths, the new spectral envelope is designed using Gaussian curve. For four formant frequencies, four Gaussian curves are designed and added.
Each Gaussian curve has its mean at the given formant frequency and its sigma (variance of a Gaussian) in term of the bandwidth.
The variable in MATLAB code, fmbw is used for this sigma. The sigma of the Gaussian curve is estimated by dividing the bandwidth with fmbw, so that bigger fmbw gives the narrower curve. The figure above shows that how this formant modification method preserves other formants while modifying the desired formants. The figure above is amplifying the first formant with 3dB and the third formant with 12dB (fmbw=3) while second and the fourth formants stay unchanged.
III. RESULTS & DISCUSSION
A. Reference Recordings
Of the parameters measured for each word (see Section II.A.), the only parameters found to vary systematically with TLD were overall intensity (highly correlated with A1), f0, and spectral tilt (A3-A1). 
B. MELP Vocoded Speech Tokens
The modified MELP vocoder processed some of the reference recordings from TLD=1m to produce speech tokens that mimicked the changes in f0 and intensity that occurred for TLD's of 4, 8, 16, and 32m. Example spectrograms of original and modified speech tokens for the word "mall" appear in Figure 6 . In MELP, fundamental periods are restricted to fall within a fairly narrow range. This range does not entirely include the f0 values measured from the reference recordings. Modifying the MELP framework to expand the f0 range is non-trivial, as the framing, short-term predictors, long-term predictors, harmonic voiced-unvoiced assignments, and pulse dispersion would all be affected. In this work, only target f0 values that were in the standard MELP range were included.
For example, if the f0 of P4 saying "wall" at TLD = 32m exceeded the maximum MELP f0, then the sample of P4 saying "wall" at TLD = 1m was not used as an input to the MELP vocoder for creating modified tokens. Using that limitation, for male speakers, f0 was increased by 30 Hz to model TLD = 16m, and 65 Hz for TLD = 32m. For female speakers, f0 was increased by 20 and 40 Hz for TLD = 16 and 32 m, respectively.
Although MELP controls available to us could be used to modify formant bandwidths, experience with modifying the formants suggests that the bandwidths of all poles must be modified to effect the desired change in amplitude of even one formant. This likely follows from the anatomical changes used to alter one formant's bandwidth or amplitude, which will affect the other formants (e.g., stiffening the vocal tract walls). Further, spectral tilt also affects the formant amplitudes. For the set of MELP tokens with modified spectral tilt and gain, the spectral tilt was increased by 2 dB/oct to synthesize vocal effort for TLD = 16m, and 4 dB/oct for TLD = 32m.
The spectral gain was increased by 8 and 15 dB for synthesizing the vocal effort for TLD = 16m
and TLD = 32m, respectively. Unfortunately some formant and f0 modifications, particularly for the higher f0 examples, resulted in modified speech that sounded unnatural, possibly confounding the perceptual results.
C. Perceptual Testing
The perceptual testing presented subjects with randomized speech tokens from one of the three sets of tokens: the reference recordings, synthetic speech, or modified speech. Subjects were asked to identify the distance between the talker and the conversant in two assumed contexts: first, where the listener is the conversant (the "two-party" case), a situation in which the speech signals contain the full set of distance-related acoustic cues; and second, where a third party is the conversant at a variable distance while the listener is at a fixed distance of 1m from the talker (the "three-party" case), a situation that conveys vocal effort cues but not the level variation due to distance. The two questions were asked separately, that is, after one subject had listened to an entire set of reference tokens and judged the 2-party distance, they listened to the set again without attenuation due to distance and were asked to estimate the 3-party distance. For audio samples of the speech tokens, visit the website www.sens.com/distance_cues/samples. 
V. FUTURE WORK
Several potential manipulations in speech that occur with TLD need further investigation.
First, segmental duration may increase with TLD, and may vary with the type of segment. For example, vowel durations may increase more rapidly than non-resonant consonant durations.
Second, increases in f0 may not be simply a shift across the entire voiced segment, but may involve a larger range of f0 -perhaps starting and ending at similar f0 values but increasing the excursion during the word. Third, changes in formant amplitudes may also not be constant across the vocalic portions of the words. Fourth, the vocal tract resonances during fricatives may change with TLD. Fifth, the intensity of the non-resonant phonemes (e.g., fricatives) may change differently from the resonant phonemes (e.g., vowels) with TLD. While not an exhaustive list of the potential changes that may occur with speech over TLD, these five suggestions are the most probable next steps for investigation.
Work with the MELP vocoder algorithm revealed its limitations for this application.
First, the bandwidth of the MELP is restricted to 4 KHz, which limits the quality of the modified speech particularly for female speakers. Manipulation of the formant amplitudes to mimic those that occur naturally requires a method whereby all target formant amplitude values can simultaneously be altered through multivariable optimization, to obtain both the required formant amplitude and spectral tilt changes with TLD. 
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