Abstract-In this paper, we study the tradeoffs between the error probabilities of classical-quantum channels and the blocklength n when the transmission rates approach the channel capacity at a rate lower than 1/ √ n, a research topic known as moderate deviation analysis. We show that the optimal error probability vanishes under this rate convergence. Our main technical contributions are a tight quantum sphere-packing bound, obtained via Chaganty and Sethuraman's concentration inequality in strong large deviation theory, and asymptotic expansions of error-exponent functions. Moderate deviation analysis for quantum hypothesis testing is also established. The converse directly follows from our channel coding result, while the achievability relies on a martingale inequality.
I. INTRODUCTION

I
NVESTIGATING the interplay between the transmission rate, blocklength and error probability is one of the core problems in information theory. Based on different ranges of the error probability, the analysis of communication performance roughly falls into the following three categories: (i) large error probability or non-vanishing error probability regime; (ii) medium error probability regime; and (iii) small error probability regime. In the non-vanishing error probability regime, the largest transmission rate, given a coding length n and an error probability no more than , is one of the main research focuses. Strassen [1] first demonstrated that the maximum size of an n-blocklength code through a discrete memoryless channel (DMC) W, denoted by M * (W n , ), yields an asymptotic expansion to the order ∘ n, and hence this is called second-order analysis:
where the quantities C and V denote the capacity [2] and the dispersion [3] of the channel, and is the cumulative distribution function of a standard normal random variable. Equivalently, Eq. (I.1) yields the following relationship between the optimal decoding error with blocklength n and rate C − A/ ∘ n for any constant A:
Strassen's result relied on the Gaussian approximation or the central limit theorem (CLT) . His work was latter refined by Hayashi [4] , Polyanskiy et al. [3] , and extended to quantum channels [5] - [8] . The results for higher-order asymptotics are referred to [9] - [11] .
In the small error probability regime, Shannon [12] introduced the reliability function E(R) as the optimal error exponent:
for rate R below the channel capacity 1 C. This seminal work entails the error exponent analysis of a broad class of channels [13] - [18] . The exponential decay of the error probability in Eq. (I.3) is a consequence of the large deviation principle (LDP) [19] . In summary, the errors in Eqs. (I.2) and (I.3), respectively, fall into the CLT regime and large-deviation regime. Altug and Wagner [20] , [21] pioneered the study of the medium error probability regime, and investigated the asymptotic behaviour of the optimal decoding error when the coding rate converges to capacity sufficiently slowly. Specifically, they studied under which conditions the error is asymptotically equal to 2 * (n, C − a n ) ∼ ∘ na n ∘ v ∼ e −na 2 n 2v , (I. 4) where the sequence of positive numbers (a n ) n∈N satisfies (i) lim n→+∞ a n = 0;
(ii) lim n→+∞ a n ∘ n = +∞. (I.5) We refer the interested readers to [21] - [25] for further results in classical channel coding. These three approaches-(i), (ii), and (iii)-all have theoretical significance and practical value, and this paper will focus on the medium error probability regime, which is rarely explored in the quantum scenario. Our main contribution is, for any classical-quantum (c-q) channel with a non-zero dispersion V > 0, lim n→+∞ log * (n, C − a n ) na 2 n = − 1 2V , (I. 6) where (a n ) n∈N is any sequence satisfying Eq. (I.5). The result in Eq. (I.6) shows that reliable communication over a c-q channel is possible when the transmission rate approaches capacity at the scale slower than 1/ ∘ n. Our proof employs techniques from the error exponent analysis (the LDP regime). For the achievability part, we start from Hayashi's upper bound of the average error for c-q channels [28] followed by an asymptotic expansion of the error-exponent function. For the converse, we employ a sharp converse bound based on a strong large deviation inequality (Proposition 8). This bound is more general than the previous result in [18, Proposition 14] , since it allows the transmission rates to depend on the blocklength instead of being fixed. We remark that Altug and Wagner's converse proof [21, Th. 2.2] is not sufficient for proving Eq. (I.6) because their sphere-packing bound is of a weaker form in general c-q channels [18, Th. 6 ] (see also [31] ). Thus, naively following their converse approach will result in a gap between the achievability and converse results (see Remark 6) .
Additional to the channel coding, we also obtain the moderate deviations for binary quantum hypothesis testing (see Theorems 10 and 11): where α μ denotes the smallest type-I error when the type-II error does not exceed μ; D(ρσ ) and V (ρσ ) denote the relative entropy and relative variance of ρ and σ , respectively. The converse part directly follows from the sharp converse bound (Proposition 8), and we provide two proofs for the achievability part. The first one comes from Audeneart et al. ' s error exponent analysis [32] , while the second one employs a martingale inequality [23] . We remark that the moderate deviation analysis for classical hypothesis testing was studied by Sason [23] , and by Watanabe and Hayashi [26] . Moreover, a recent work by Rouzé and Datta [27] formulated the quantum hypothesis problem into a martingale, which is similar to our approach for proving the achievability. Unlike our proof techniques relying on error exponent analysis (the LDP regime), a recent and independent paper [33] obtained the same result, but proceeds from the second-order analysis (the CLT regime). Their achievability proof follows from the one-shot capacity by Hayashi and Nagaoka [34] (see also Hayashi [28] , and Wang and Renner [35] ); while the converse part reduces channel coding to hypothesis testing [22] , [34] , [36] , followed by Strassen's Gaussian approximation [1] and a powerful inequality in probability [37] to the quantum scenario. We summarize the error behaviors in these three regimes in Table I . This paper is organized as follows. We introduce notation and preliminaries in Section II. Section III contains our main result-the moderate deviation analysis for c-q channel coding. In Section IV, we present the moderate deviations for quantum hypothesis testing. Lastly, we conclude this paper in Section V.
II. PRELIMINARIES AND NOTATION
We first introduce necessary notation. Throughout this paper, we consider a Hilbert space H with finite dimension d. The set of density operators (i.e. positive semi-definite operators with unit trace) and non-singular density operators on H are defined by S(H) and S >0 (H), respectively. The identity operator on H is denoted by 1 H , or simply 1 if there is no possibility of confusion. We use Tr [ · ] as the trace function. Let N, R, and R ≥0 denote the set of integers, real numbers, and non-negative real numbers, respectively. Define [n] := {1, 2, . . . , n} for n ∈ N.
The power of a positive semi-definite operator A is defined as: 
A. Quantum Hypothesis Testing and Channel Coding
Consider a binary hypothesis testing problem whose null and alternative hypotheses are ρ ∈ S(H) and σ ∈ S(H), respectively. The type-I error and type-II error of the hypothesis testing, for an operator 0 ≤ Q ≤ 1, are defined as follows:
There is a trade-off relation between these two errors. Thus we can define the minimum type-I error when the type-II error is below μ ∈ (0, 1) as
Denote by X a finite input alphabet, and let P(X ) be the set of probability distributions on X . For a sequence x n ∈ X n , we denote by
where x i is the i -th element of x n . A c-q channel W maps elements of X to the density operators in S(H), i.e. W : x → W x . We denote the image of the channel W by
and its closure by im(W). Without loss of generality, we assume that im (W) has full support on the Hilbert space H throughout this paper. Let M be a finite alphabetical set with size M = |M|.
The decoder is described by a positive operator-valued measurement (POVM) n = { n,1 , . . . , n,M } on H ⊗n , where
The pair ( f n , n ) =: C n is called a code with rate R = 1 n log |M|. The error probability of sending a message m with the code C n is
to denote the maximal error probability and the average error probability, respectively. Denote by * (n, R) the smallest average error probability among all codes C n with message size |M| = exp{n R}.
B. Information Quantities
For any ρ, σ ∈ S(H), we define the quantum relative entropy, (Petz's) quantum Rényi divergence [46] , and the log-Euclidean Rényi divergence [18] , [51] , respectively, as follows:
We define two types of the quantum relative entropy variances [5] , [6] by
It is well-known that both quantities are non-negative, and
We define the conditional quantum relative entropy of two channelsW, W and P ∈ P(X ) to be
Similarly, we define the following conditional entropic quantities for σ ∈ S(H) and P ∈ P(X ):
The mutual information of the channel W : X → S(H) with a prior distribution P ∈ P(X ) is defined by
where P • W := x∈X P(x)|xx| ⊗ W x and PW := x∈X P(x)W x . Hence, the (classical) information capacity of the channel W is
(II.17)
The conditional information variance and the unconditional information variance of W : X → S(H) with a prior distribution P ∈ P(X ) are defined, respectively, by
Note that V (P , W) = U (P , W) for every capacityachieving distribution P ∈ P(X ), i.e. I (P , W) = C W , can be easily verified from the similar argument in [3, Lemma 62] . We also define the unconditional information variance in terms of V (ρσ ):
The minimal peripheral information variance and its variant are defined by
Furthermore, one can verify that
1) Auxiliary Functions and Their Properties:
The auxiliary function of a classical-quantum channel is defined as [39] - [43] 
In this paper, we will require three variants of the above auxiliary function: ∀s ≥ 0 and σ ∈ S(H),
where D α and D α are the (Petz's) quantum Rényi divergence and the log-Euclidean Rényi divergence, respectively.
The function E 0 (s, P, σ ) will play a major role in the achievability part of our main result (see Theorem 4 in Section III). This quantity yields an upper bound to the average error probability of any random codebook C n with distribution P and rate R (see [28, eq. (9) ]):
Properties of E h and E h will be crucial in the analysis of the converse part of our main result. The following proposition summarizes properties of E 0 (s, P, σ ). We provide the proof in Appendix A. 
(e) For every P ∈ P(X ),
Properties of E h (s, P, σ ) are collected in the following proposition. The proof can be found in Appendix B. 
Proposition 2 (Properties of E
(e) For every P ∈ P(X ), 
(II.34) (e) For every P ∈ P(X ),
2) Error Exponents: Auxiliary functions allow us to concisely define sphere-packing exponent functions of a classical-quantum channel. We will use notation similar to [18] , [29] , and [30] . Define
for all R > 0, P ∈ P(X ), and σ ∈ S >0 (H). 
III. MODERATE DEVIATIONS FOR CLASSICAL-QUANTUM CHANNELS
This section presents our main results-the error performance of classical-quantum channels satisfies the moderate deviation property, Eq. (I.4). The achievability part is stated in Theorem 4, and its proof is given in Section III-A. Our proof strategy employs Hayashi's bound [28] and the properties of the modified auxiliary function (Proposition 1). Theorem 5 contains the converse part, and is proved in Section III-B. The proof involves a weak sphere-packing bound (Proposition 7), a sharp converse lower bound (Proposition 8), and an approximation of the error-exponent function around capacity (Proposition 9).
Let (a n ) n∈N be a sequence of positive numbers satisfying (i) a n → 0, as n → +∞,
Theorem 4 (Achievability): For any W : X → S(H) with V W > 0 and any sequence (a n ) n≥1 satisfying Eq. (III.1), there exists a sequence of codes {C n } n≥1 with rates R n = C W − a n so that
The proof is given in Section III-A. Theorem 5 (Converse): For any W : X → S(H) with V W > 0, any sequence {a n } n≥1 satisfying Eq. (III.1), and any sequence of codes {C n } n≥1 with rates R n = C W − a n , it holds that
The proof is given in Section III-B. Remark 6: Altug and Wagner [21] proved Theorem 5 for discrete classical channels by a weak sphere-packing bound with the expression of E sp . Although such a weak sphere-packing bound indeed holds for c-q channels (see Proposition 7 and Remark 18 in Appendix C), Proposition 9 in Section III-B shows that it will lead to lim sup
where
], it holds that
V W ≤ V W and the equality happens if and only if the channel reduces to classical. Hence, Altug and Wagner's method yields a weaker result in quantum regime; namely, a gap between the achievability and the converse. In Section III-B, we will employ a sharp converse bound from strong large deviation theory to achieve our result, Theorem 5.
A. Proof of Achievability: Theorem 4
Let W : X → S(H) satisfy V W > 0. Let {a n } n≥1 be any sequence of real numbers satisfying Eq. (III.1). Since V W > 0, Eq. (II.22) shows that C W > 0. Hence, we have C W −a n > 0, for all sufficiently large n. Fix such an integer n onwards.
Hayashi's upper bound, Eq. (II.26), implies that there exists a code C n with R n = C W − a n so that
for all P ∈ P(X ). In the following, we denote by
for all sufficiently large n and any P ∈ P(X ). Let P(X ) be the set of distributions that achieve the minimum in Eq. (II.20), and let P ∈ P(X ). Note that [7, Lemma 3] implies that P(X ) is compact. Applying Taylor's theorem to E 0 (s, P) at s = 0 together with Proposition 1 gives
for somes ∈ [0, s]. Let s n = a n /V W . Then s n ≤ 1 for all sufficiently large n by the assumption in Eq. (III.1) and
wheres n ∈ [0, s n ] and Eq. (III.8) holds since R n = C W − a n . Define
which is finite due to the compact set [0, 1] × P(X ) and item (a) in Proposition 1. Therefore, Eq. (III.8) implies that
for all sufficiently large n. Substituting Eq. (III.12) into Eq. (III.6) gives
Recall Eq. (III.1) and let n → +∞, which completes the proof:
(III.14)
B. Proof of Converse: Theorem 5
Our strategy consists of the following steps. First, we claim that it suffices to prove Eq. (III.3) for the maximal error probability of any code C n , i.e. max (W, C n ). Recall the standard expurgation method (see e.g. [44, p. 96] , [53, Th. 20] , [15, p. 395] ): by removing half codewords with highest error probability to arrive at (W,
n log 2)}. Since the induced rate back-off is only 1 n log 2 = o(a n ), one might define another sequence a n := a n − 1 n log 2 satisfying Eq. (III.1). Hence, without of loss generality, we only need to prove the converse part for max .
Second, we employ the method of [18, Lemma 16 ] to relate the error probability max to the minimum type-I error:
where P ∈ P(X ) is an arbitrary capacity-achieving distribution, i.e. I (P , W) = C W .
Third, we divide the set of codewords into two groups. Fix an arbitrary η ∈ (0,
For the codes in bad , we employ a weak converse bound in Proposition 7, and apply a sharp converse bound, Proposition 8, for good . Furthermore, we can assume a n > 0 for all sufficiently large n ∈ N owing to the assumption lim n→+∞ a n ∘ n = +∞. Subsequently, we will consider such n onwards.
Proof of Theorem 5: We start the proof with the case bad , and further consider two different cases:
We apply the following weak converse bound with σ = P W, whose proof is provided in Appendix C to further lower bound the right-hand side of Eq. (III.17).
is the binary entropy function.
Let η and ξ be defined as above, and let N 1 be an integer satisfying Eq. (III.20). Then Eq. (III.21) gives, for all n ≥ N 1 ,
Hence, we have for all x n ∈
bad , 25) where the last inequality follows from V W > 0. Since f (η) < +∞, taking the infimum limit of n → +∞ and using Eq. (III.1) give, for all
Next, we move on to x n ∈ (2) bad . In this case, E sp in Eq. (III.22) is not equal to zero for any finite n, we employ Eq. (III.42) in Proposition 9 below with δ n = a n + 2ξ/ ∘ n and b n = a n to arrive at lim inf
where the equality follows since lim n→+∞ na 2 n = +∞. In the last case of x n ∈ good , we employ a tighter bound, Proposition 8, to lower bound the right-hand side of Eq. (III.17). The proof is delayed to Appendix D.
Proposition 8 (A Sharp Converse Bound): Consider a classical-quantum channel W : X → S(H) and a state σ ∈ S(H). Suppose the sequence x
for some ν > 0, and suppose the sequence of rates
where c n = K log n n and A, K > 0 are finite constants independent of the sequence x n , and
Before applying Proposition 8, we verify that the condition, Eq. (III.30), is satisfied. Define
Note that the map δ → v(δ) is monotone decreasing and continuous at 0 from above, i.e. Lemma 22] . For any κ ∈ (0, 1), we can choose a sufficiently small γ > 0 independent of the sequence x n such that v(γ )
Further, let N 2 ∈ N such that a n ≤ γ for all n ≥ N 2 . Then, one finds, for all x n ∈ good and n ≥ N 2 ,
Together with Eqs. (III.17) and (III.34) and letting σ = P W, Proposition 8 yields, for all x n ∈ good and all sufficiently large n, say n ≥ N 4 ∈ N,
Recall Eq. (III.43) in Proposition 9 below with b n = 0 and δ n = a n + c n that lim sup n→+∞ s n a n +c n
. Hence, one can fix an arbitrary ζ > 0 and there exists an N 5 ∈ N such that
This then leads to for all sufficiently large n ≥ max{N 2 
(III.36)
Taking n → +∞, the second and the third terms on the righthand side of Eq. (III.36) vanish since c n = K log n n = o(a n ) and the assumption lim n→+∞ a n ∘ n = +∞. Next, we apply Eq. (III.41) in Proposition 9 again to bound the error-exponent function E (2) sp in Eq. (III.35): for all 
The following hold:
The proof of Proposition 9 is provided in Appendix F.
IV. MODERATE DEVIATIONS FOR QUANTUM HYPOTHESIS TESTING
In this section, we prove the moderate deviation result for quantum hypothesis testing. The achievability part is given in Theorem 10. In Section IV-A, we provide two proofs. The first proof follows the idea of asymptotic expansions in Theorem 4; however, we will employ Audenaet et al.'s quantum Hoeffding bound [32] , instead of Hayashi's inequality [28] . The second proof relies on a martingale inequality [23] . The converse part and its proof are provided in Theorem 11 and Section IV-B, respectively. 
A. Proof of Achievability: Theorem 10
In this section, we present two proofs for Theorem 10. The first one relies on the quantum Hoeffding bound [32] and the Taylor's expansion of the exponent function E h .
The first proof of Theorem 10: Let r n := D (ρσ ) − a n . Recall the following achievability of the quantum Hoeffding bound:
Lemma 12 ([32, Sec. 5.5, Th. 5 
]): Let ρ, σ ∈ S(H).
For any r ≥ 0 and any n ∈ N, we have
Since D(ρσ ) > 0 (due to Eq. (II.11)), by the continuity of α → D α (··) we have
for all sufficiently large n. Choose such n onwards, then Eq. (IV.3) implies that:
where we substitute s =
(ρσ ) .
(IV.7)
Taylor's theorem followed by simple calculation yields
for somes ∈ [0, 1]. The above equation is also a simple consequence of items (c) and (e) in Proposition 2. Now let s n = a n /V , for all n ∈ N. Then for all sufficiently large n and for somes n ∈ [0, s n ], Eq. (IV.8) yields
where we substitute r n = D(ρσ ) − a n in Eq. (IV.11). Define
which is finite. Therefore, Eq. (IV.11) leads to
for all sufficiently large n. Substituting Eq. (IV.14) into Eq. (IV.6) yields 1 15) which implies the desired achievability part:
In the following, we give an alternative proof of Theorem 10 by employing a martingale inequality [23] .
The second proof of Theorem 10: We follow the idea in [6] to write the eigendecomposition of ρ ⊗n and σ ⊗n , respectively, as
where x n := x 1 x 2 . . . x n ; y n := y 1 y 2 . . . 
Let T n := exp {nr n }. For every sequence x n , we define a subnormalized vector: for some t n x n y n ∈ C and
We define a test of the hypotheses by
Then, it suffices to show β Q n ; σ ⊗n ≤ exp{−nr n } and 
Likewise, since
Next, we adopt Sason's approach [23] to construct a martingale sequence
is the filtration; and
In particular, we have
Hence, it can be verified that:
which is a finite number due to the assumption of the finitedimensional Hilbert space. Then, we have
. Equipped with the notation above, Eq. (IV.26) can be expressed as:
In the following, we borrow the idea from Sason [23] to employ a martingale inequality to upper bound Eq. (IV.33). such that the following requirements are satisfied almost surely:
where h( pq) := p log
Apply Theorem 13 to Eq. (IV.33) with x = a n to obtain
By using a scalar inequality [23, Lemma 1]:
and the definition of h(··) in Theorem 13, Eq. (IV.36) leads to
Finally, recall that lim n→+∞ a n = 0 in Eq. (III.1), then lim sup
B. Proof of Converse: Theorem 11
The converse part is a direct consequence of the sharp converse Hoeffding bound, Proposition 8.
Let r n := D (ρσ ) − a n , X = {x} and W x = ρ. We apply Theorem 8 with r = r n to obtain
, (IV. 39) for sufficiently large n ∈ N and some constant A > 0. Here
Now let δ n := a n + c n , ∀n ∈ N, (IV. 41) and invoke Proposition 9 with W x = ρ, P(x) = 1, and substitute P W with σ to obtain lim sup A practical question in quantum information theory is that-is it possible for a reliable communication through a c-q channel when the transmission rates approach capacity in terms of blocklength n? In this paper, we propose a moderate deviation analysis for c-q channel and thus give an affirmative answer when the transmission rates approach capacity at a rate slower than 1/ ∘ n. Moreover, we also establish a moderate deviation for quantum hypothesis testing.
Our proof strategy is based on a strong large deviation theory [18] , [30] and the study of the asymptotic behaviour of the error exponent function. As a result, we successfully bridge the connection between the small error regime and the medium error regime. On the other hand, the recent work from the authors [33] also obtains the moderate deviation result via the techniques in the non-vanishing error regime. It is remarkable that both methods from different regimes arrive at the same place, and hence both this work along with [33] illuminate the whole picture of the three regimes in quantum information theory.
APPENDIX This section contains proofs of Propositions 1 and 2. Most results follow from properties of Petz quantum Rényi divergence [46] (see also [47]-[49]).
A. Proof of Proposition 1 Proposition 14 (Properties of E 0 (s, P, σ )): For any classical-quantum channel W : X → S(H), the modified auxiliary function E 0 (s, P, σ ) admits the following properties. (a) E 0 (s, P, σ ) and its partial derivatives
Proof of Proposition 1: (1-(a) 
Since the matrix power function is continuous (with respect to the strong topology; see e.g. (1-(c)) The results can be derived from evaluating Eqs. (A.4) and (A.7) at s = 0. We provide an alternative proof here. One can verify
The concavity of the map s → E(s, P, σ ) in item (b) ensures that ∂ E(s, P, σ )/∂s is non-increasing in s. Along with Eq. (A.11), we conclude Eq. (II.28).
(1-(e)) Following from item (c), one obtain
where the last equality (A.13) follows from the fact 3 , and E h (s, P) are all continuous for (s, P) ∈ R ≥0 × P(X ). (b) For every P ∈ P(X ), the function E h (s, P, σ ) is concave in s for all s ∈ R ≥0 . (c) For every P ∈ P(X ),
B. Proof of Proposition 2 Proposition 15 (Properties of E h (s, P, σ )): Consider a classical-quantum channel W : X → S(H), a distribution P ∈ P(X ), and a state σ ∈ S(H)
Proof Proposition 2: (2-(a)) Direct calculation yields that
for some index set I. Hence, 
Proof of Proposition 3:
This proof follows similarly from Proposition 2.
(3-(a)) Direct calculation yields that
(A.27) 
for some index set I. Hence,
The right-hand side of Eq. (A.30), in turn, implies that the 
where f (α) := Tr e α log ρ+(1−α)σ . Further, the Fréchet derivative of the exponential (see e.g. [52, Example X.4.2]) gives
Therefore, we obtain
Finally, combining with Eq. (A.26) yields 
Remark 18: Consider a constant composition code with common type P x n on a finite input alphabet X . Recall the definition of the weak sphere-packing exponent [18] , [29] : ) and for all sufficiently large n such that Eq. (A.36) holds, we have
where σ := P x nW andW is an arbitrary minimizer in Eq. (A.38). Moreover, Eq. (A.41) improves the prefactor of Winter's weak sphere-packing bound [29] from the order of subexponential to polynomial.
Proof of Proposition 7:
Consider an arbitrary sequence x n ∈ X n and a test Q n on H ⊗n . For two c-q channelsW, W : X → S • , the data-processing inequality implies that
where the last inequality (A.44) follows since the third term in (A.43) is non-negative. Continuing from Eq. (A.44), we have
where Eq. (A.46) follows from the additivity of the relative entropy and the empirical distribution P x n . The next step is to replace α(Q n ;W ⊗n x n ) with a lower bound that does not depend on the dummy channelW , provided thatW satisfies certain conditions. This can be done using Proposition 19, Wolfowitz's strong converse bound. We delay its proof in Appendix D.
Proposition 19 (Wolfowitz's Strong Converse): Let S • ⊆ S(H) be closed and letW : X → S • be an arbitrary classicalquantum channel. Consider the binary hypothesis testing:
where x n ∈ X n and σ ∈ S >0 (H). For any test Q n such that 
and any test Q n such that β(Q n ; σ ⊗n ) ≤ e −n R , Proposition 19 gives a lower bound to the type-I error:
Hence, combining Eqs. (A.46) and (A.51) yields that, for any β(Q n ; σ ⊗n ) ≤ ce −n R , it follows hat
which concludes Proposition 7.
A. Proof of Wolfowitz's Strong Converse: Proposition 13
To prove our claim, we first introduce notation for generalized divergences. For any ρ, σ ∈ S(H), and γ > 0, define the hockey-stick divergence by
where A + := A{A ≥ 0} denotes the positive part of A. This divergence satisfies the data-processing inequality (DPI):
for any completely positive and trace-preserving map N : Lemma 4] . Let 55) for 0 ≤ p, q ≤ 1 and some orthonormal basis {|0, |1}, and define
Note that the quantity d γ ( pq) is independent of the choice of the basis {|0, |1}. Now we are ready to prove Proposition 19.
Proof of Proposition 19:
Fix an arbitrary test Q n on H ⊗n . For notational convenience, we shorthand ρ n =W ⊗n x n , τ n = σ ⊗n , α = α(Q n ; ρ n ) and β = (Q n ; τ n ). Further, we assume β(Q n ; τ n ) ≤ e −n R . From the definition of the classical divergence, Eqs. (A.52) and (A.56), and any γ > 0, we find
On the other hand, DPI for the measurement map 
Eq. (A.61) gives
Next, invoking Lemma 20 below, for all log γ > D (ρ n τ n ), we have 
In this section, we provide the proof of Proposition 8. Our technique highly relies on a strong large deviation inequality.
A. A Strong Large Deviation Inequality
Let (X i ) i∈N be a sequence of independent, real-valued random variables with probability measures
Let (T n ) n∈N be a bounded sequence of real numbers and t n n∈N be a sequence satisfying for all n ∈ N t n ∈ (0, 1); (A.71) [56, Th. 3.3] ): For any η ∈ (0, 1), there exists an N 0 ∈ N such that, for all n ≥ N 0 ,
where m 2,n := [56, Th. 3.3 ] considered a more general sequence of random variables {Z n } n∈N , which are not necessarily the sum of random variables. They proved Theorem 21 provided that the following condition is satisfied: there exists δ 0 > 0 such that for any δ and λ with 0 < δ < δ 0 < λ,
, where the supremum is defined to be 0 if {t : δ < |t| ≤ λt n } is empty. In the case of Z n being a sum of random variables, exp{ n (t n + it)}/ exp{ n (t n )} is the product of the characteristic functions of {X i } n i=1 . Since the supremum of a characteristic function on a compact interval not containing 0 is less than 1, this condition is thus satisfied.
We note that the lower bound in Theorem 21 for the general sequence of random variables (X i ) i∈N suffices to establish the converse, Theorem 5. We do not particularly consider the case of lattice valued random variables (see e.g. [56, Th. 3.5] ).
B. Proof of Proposition 8
Proposition 23 (A Sharp Converse Bound): Consider a classical-quantum channel W : X → S(H) and a state σ ∈ S(H). Suppose the sequence x n ∈ X n satisfies
(A.78)
Proof of Proposition 8:
where p x i , q x i are Nussbaum-Szkoła distributions [62] of W x i , σ for every i ∈ [n]. LetR n := R n − γ n , where γ n := log n 2n + x n for some x ∈ R. The choice of x and the rate back-off term γ n will become evident later. Let N 1 ∈ N such that R n ≥ D 0 (Wσ |P x n ) for all n ≥ N 1 . Subsequently, we choose such n ≥ N 1 onwards.
Since
where P x n denotes the empirical distribution of x n = x 1 , . . . x n . Moreover, the condition in Eq. (A.76) implies that W x σ , for all x ∈ supp(P x n ), and thus p n q n . Without loss of generality, we let q x i (ω) = 0, ω ∈ supp( p x i ) since they won't contribute to φ n (R n ). We apply Nagaoka's argument [63] : for any 0 ≤ Q n ≤ 1, choosing δ = exp{nR n − nφ n (R n )} yields: In the following, we will employ Theorem 21, to further lower bound α (U; p n ) and β (U; q n ). Before proceeding, we need to introduce some notation. Define the tilted distributions, for every i ∈ [n] and t ∈ [0, 1], to bê
Since p n and q n share the same support, it can be verified that the maps t → j,x i (t), j ∈ {0, 1} are differentiable for all t ∈ [0, 1]. One can immediately verify the following partial derivatives with respect to t: 
where * j,P x n (z) in Eq. (A.88) are the Legendre-Fenchel transform of j,P x n (t). The quantities * j,P x n (z) will appear in the lower bounds of α (U; p n ) and β (U; q n ) obtained by Theorem 21 as shown later.
In the following, we will relate the Legendre-Fenchel transform * j,P n (z) to the desired error-exponent function φ n (R n ). Such a relationship is stated in the following lemma whose proof was presented in [18] .
Lemma 24 (Regularity [18] 
where 
The above definition is welldefined and finite. Further, the quantity V max (ν) is bounded away from zero and infinity owing to item a in Lemma 24. Now, we are ready to derive the lower bounds to α (U; p n ) and β (U; q n ). Fix an arbitrary η ∈ (0, 1). Applying Theorem 21 to X i = log q i − log p i with probability measure p i , and threshold T n =R n − φ n (R n ) gives, for all sufficiently large n, say n ≥ N 2 ∈ N, Similarly, applying again Theorem 21 to X i = log p i − log q i with probability measure = q i , and threshold φ n (R n ) −R n yields, for all sufficiently large n, say n ≥ N 3 ∈ N,
, (A.97) where the term 1 − t n in Eq (A.96) comes from the symmetry in Eq. (A.86), and the last inequality (A.97) follows from t n ∈ (0, 1) in item (d) of Lemma 24.
Continuing from Eq. (A.92) and item (b) in Lemma 24 gives
Eq. (A.97) together with item (c) in Lemma 24 yields
where we choose 
holds, it implies that 
where the last inequality follows from item (d) in Lemma 24: 
