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Resumen
Las aplicaciones distribuidas requieren mecanismos que garanticen el uso de los recur-
sos compartidos. Para esto, se utilizan modelos de exclusio´n mutua. Estos modelos se los
puede clasificar segu´n su comportamiento en ra´pidos, adaptivos, basados en el tiempo y
no ato´micos. En este trabajo, se propone un algoritmo de exclusio´n mutua para grupos de
procesos con la caracter´ıstica de adaptivo, teniendo en el peor caso para cada proceso que
trabaja independientemente (4 + n) + 6 + 8(log(n)− 1) + 1 accesos a memoria y si hay l
procesos trabajando concurremente requieren en total (4+n)l+6+8(log(n)−1)+1 accesos
a memoria.





Los sistemas distribuidos requieren concu-
rrencia y a su vez exclusio´n mutua en el uso
de los recursos. En algunos casos se resuelve
el problema a trave´s de la utilizacio´n de un
protocolo que garantice exclusio´n mutua a un
u´nico proceso del sistema, este problema co-
rresponde al problema tradicional, en el cua´l
un so´lo proceso accede a la seccio´n cr´ıtica. En
el caso de los sistemas distribuidos, hay algunas
aplicaciones tales como las que soportan traba-
jo cooperativo, es necesario imponer exclusio´n
mutua sobre un conjunto de procesos, mientras
que los procesos del mismo grupo comparten.
En la literatura existen una gran variedad de
soluciones para este problema [1], [6], [7], [8],
[9]. La idea de este trabajo es alcanzar un pro-
tocolo, utilizando el modelo de memoria com-
partida, que garantice las condiciones de exclu-
sio´n mutua y concurrencia, que sea adaptivo a
los grupos de procesos que esta´n compitiendo
y exista una funcio´n que limite la cantidad de
accesos a memoria en el peor de los casos.
2.- Preliminares
Los algoritmos de exclusio´n mutua que uti-
lizan el modelo de memoria compartida, se los
puede clasificar de acuerdo a las propiedades
que presentan como: algoritmos de exclusio´n
mutua ra´pidos, algoritmos adaptivos, algorit-
mos de exclusio´n mutua basados en el tiempo,
algoritmos no ato´micos.
En los algoritmos de exclusio´n mutua ra´pi-
dos[7], existe una gran diferencia en la comple-
jidad de tiempo entre casos que esta´n libres de
contencio´n y en los que presentan contencio´n.
Esto significa que la seccio´n cr´ıtica esta´ dis-
ponible, que el recurso no esta´ siendo utili-
zado, por lo tanto la complejidad de tiempo
sera´ constante, y en los otros casos la comple-
jidad podra´ o no tener puntos de contencio´n.
En los algoritmos de exclusio´n mutua adap-
tivo, el incremento en la complejidad de tiem-
po en la contencio´n es ma´s gradual, esta´ en
funcio´n del nu´mero de procesos en contencio´n.
En un algoritmo adaptivo la complejidad del
paso de una operacio´n depende solamente del
nu´mero de procesos que realmente ejecutan el
paso concurrentemente con esa operacio´n, es-
to es, la complejidad de una operacio´n esta´ en
funcio´n de la contencio´n real que encuentra y
no del nu´mero total de procesos. Las propie-
dades consideradas para la implementacio´n de
un algoritmo adaptivo esta´n relacionadas con
el nivel de contencio´n y de adaptabilidad.
Estas caracter´ısticas tambie´n se las puede
aplicar a las extensiones del problema de ex-
clusio´n mutua, para grupos de procesos, para
k procesos.
Las consideraciones para las medidas en la
complejidad de tiempo pueden ser varias:
Complejidad en un paso remoto (referen-
cias de memoria remota) de un algorit-
mo es el nu´mero ma´ximo de operaciones
de memoria compartida requeridas por un
proceso para ingresar y salir de su sec-
cio´n cr´ıtica, asumiendo que cada senten-
cia await es contabilizada como un u´nica
operacio´n.
El tiempo de respuesta del sistema es el in-
tervalo de tiempo entre entradas a la sec-
cio´n cr´ıtica.
Otro factor importante para determinar la
velocidad de un algoritmo es la cantidad de
tra´fico de interconexio´n que e´l genera. En fun-
cio´n de este otro para´metro se define a la com-
plejidad de tiempo de un algoritmo de exclu-
sio´n mutua a ser el peor caso en el nu´mero de
referencias de memoria remotas por un proce-
so en orden para ingresar y salir de su seccio´n
cr´ıtica.
3.- Modelo Base del Algoritmo
El problema presenta dos tipos de actores:
los procesos y los grupos, que se integran para
competir por la utilizacio´n de un recurso. El
modelo presentado en [5], tiene dos componen-
tes que forman parte del mismo, el proceso que
selecciona un grupo de trabajo, y el grupo que
compite para acceder a la seccio´n cr´ıtica.
Cuando un actor no esta´ involucrado de nin-
guna manera con el recurso, se dice que esta´ en
la seccio´n resto. Para obtener la admisio´n a la
seccio´n cr´ıtica, el actor ejecuta un protocolo de
entrada (trying), despue´s que utiliza el recurso,
se ejecuta un protocolo de salida (exit). Este
procedimiento puede repetirse, de modo que
cada actor sigue un ciclo, desplaza´ndose des-
de la seccio´n resto (R), a la seccio´n de entrada
(T), luego a la seccio´n cr´ıtica (C) y por u´lti-
mo a la seccio´n de salida (E), y luego vuelve a
comenzar el ciclo en la seccio´n resto.
Como se observa en la figura 1, el primer
paso que realiza el actor proceso, en la seccio´n
de entrada, es seleccionar el grupo en el cual
desea participar de un conjunto de m grupos.
El segundo paso es esperar hasta que el gru-
po seleccionado entre en la seccio´n cr´ıtica para
que pueda acceder a la misma. Cuando fina-
liza su actividad, sale de la seccio´n cr´ıtica, se
desvincula del grupo (seccio´n de salida).
El actor grupo inicialmente esta´ inactivo, en
la seccio´n resto, esto representa que ningu´n
proceso lo ha seleccionado para participar en
el mismo. El primer proceso que lo selecciona
para participar, hace que comience la compe-
tencia por entrar en la seccio´n cr´ıtica, y se lo
identifica como el primer proceso que pertene-
ce al grupo; pasa a la seccio´n de entrada. Todos
los procesos que lo seleccionen mientras se en-
cuentra en competicio´n por entrar a la seccio´n
cr´ıtica, se agregan a los procesos ya existentes.
En el caso que el grupo este´ en la seccio´n cr´ıti-
ca, si el proceso que activo´ al grupo esta´ tra-
bajando en la misma, entonces el proceso se
Procesoi
1. ........... {Seccio´n Resto}
2. El proceso selecciona el grupo de trabajo
{Grupok}
3. Espera hasta que entra a la seccio´n cr´ıtica
{Seccio´n de Entrada}
4. ........... { Seccio´n Cr´ıtica}
5. Sale de la seccio´n cr´ıtica y se desvincula del
grupo.
6. ........... {Seccio´n Resto}
Figura 1: Esquema 1
Grupok
1.- ........... {Seccio´n Resto}
2.- Un proceso lo selecciona para trabajar en e´l.
{Seccio´n de Entrada}
3.- Si es el primer proceso en el grupo entonces
Comienza a competir en el ingreso a la S.C.
4.- sino
Si no esta´ en la S.C. entonces
Agrega el proceso a la lista de procesos
sino
Si esta´ el primero del Grupo entonces
entra en la S.C. el proceso
sino
El proceso lo coloca en la lista de espera
hasta que termine la seccio´n cr´ıtica
actual y compita por ingresar nuevamente
5.- ........... {Seccio´n Resto}
Figura 2: Esquema 2
incorpora, sino se pone en cola de espera hasta
que termine la actual vuelta (todos los proce-
sos que esta´n trabajando finalicen su tarea y
el grupo salga de la seccio´n cr´ıtica), se reini-
cie el ciclo, esto es, compita nuevamente por
el ingreso en la seccio´n cr´ıtica. En la figura 2
se observa el comportamiento del actor grupo
mientras se encuentra activo.
Los actores grupos compiten por alcanzar el
permiso para acceder al recurso (acceso a la
regio´n cr´ıtica), y so´lo un u´nico grupo tiene de-
recho de utilizar el recurso en un determinado
instante de tiempo.
El esquema base para la competencia de los
grupos, esta´ basado en el algoritmo de Tour-
nament [9], con la extensio´n a m elementos,
donde m no es necesariamente una potencia
de 2 [4].
Las variables compartidas utilizadas son:
∀ flag(i): 0 ≤ i ≤ (m-1), flag(i) = 0 inicialmente
para cada cadena binaria x de a lo sumo longitud etapas-1
turn(x) inicialmente arbitraria, escrito y le´ıdo por exac-
tamente aquellos grupos i
para los cuales x es un prefijo de la representacio´n binaria
de i.
etapas = (Si truncar(log(m)) = log(m) entonces etapas =
truncar(log(m)) sino = truncar(log(m)) + 1)
∀ lista(i,j): 0 ≤ i ≤ (m-1), 0 ≤ j ≤ (n-1),
lista(i,j) = <0, resto> inicialmente
La variable flag indica si el grupo esta´ com-
pitiendo, esto es cuando flag(i) 6= 0, y adema´s
en que´ nivel se encuentra.
Grupoi
Entradai
waitfor [∃ j: 1..n, lista[i,j] = < .., espera>]
Bucar lider(lista,i)
para k = 1 hasta etapas hacer
flag(i) = k
turn(comp(i,k)) = role(i,k)
Si (role(i,k)6=0) o´ (i≤m-k) o´
(i < 2etapas/2) entonces
Waitfor [∀ j ∈ oponentes(i,k) : flag(j) < k] o´
[turn(comp(i,k))6=role(i,k)] (1)
flag(i)= etapas + 1
... Seccio´n Cr´ıtica
Waitfor [∀ j: 1..n, lista(i,j)6=<..,en cs>]
flag(i) = 0
Cada grupo esta´ ocupado en una serie de
competencias de O(log(m)) para obtener el re-
curso. Se considera que la competicio´n esta´ dis-
puesta en un a´rbol de competencia binario. Las
hojas corresponden a los m grupos. Las de-
finiciones de las funciones que se utilizan co-
rresponden con las definiciones dadas en [4].
La caracter´ıstica que presenta es que en algu-
nos niveles un actor grupo puede que no tenga
oponentes en el mismo entonces el actor gru-
po avanza directamente al pro´ximo nivel, esto
puede ocurrir en el caso que m no sea una po-
tencia de 2 entonces el a´rbol de competicio´n no
estar´ıa completo.
El esquema base para cada uno de los ac-
tores procesos se asemeja al comportamiento
que tiene un proceso que quiere acceder a la
utilizacio´n de recurso o seccio´n de co´digo. A





Seleccio´n del grupo en g
Si inactivo(g) entonces
lista(g,l) = <2, espera>
sino
lista(g,l) = <1, espera>
fin si
Waitfor (flag(g) = etapas + 1) ∧
((lista(g,l)=<2, espera>) ∨




lista(g,l) = <0, resto>
En el algoritmo se utiliza la variable lista,
donde el primer ı´ndice especifica el grupo y el
segundo ı´ndice el proceso. En la regio´n de en-
trada, se selecciona el grupo en el cual va a
participar. Luego verifica si el grupo esta´ inac-
tivo. Si la respuesta es afirmativa, es el primero
que ingresa en el mismo, inicializa el nivel de la
variable lista(k,i) en 2, de lo contrario lo hace
en 1. Cuando se cumplen las condiciones indi-
cadas en (1) significa que el grupo k esta´ en la
regio´n cr´ıtica y que el proceso i pueda acceder
a ella.
La idea es que el algoritmo cumpla las si-
guientes condiciones:
Un u´nico grupo esta´ activo utilizando el
recurso compartido (exclusio´n mutua)
Si el recurso esta´ disponible y un grupo
quiere utilizarlo (esta´ en espera) que acce-
da al mismo sin tener ma´s demora.
Si un grupo esta´ activo y el primer proceso
tambie´n, todo proceso que quiera trabajar
en el mismo que lo pueda realizar, de esa
manera se logra un mayor nivel de concu-
rrencia.
Como se observa en la figura 3, el grupo g se
encuentra en la regio´n cr´ıtica, el proceso i es
el primer proceso del grupo, luego le sigue el
proceso k que se agrega al grupo, entran a la
regio´n cr´ıtica en forma concurrente, cuando el
Grupog Procesoi Procesoj Procesok










Figura 3: Concurrencia en el grupo g
proceso j selecciona el grupo g, como este ya se
encuentra en la regio´n cr´ıtica y el primer pro-
ceso (proceso i) sigue trabajando en la misma
entonces puede acceder tambie´n, sin tener que
esperar y trabajar concurrentemente.
4.- Consideraciones
Los algoritmos de exclusio´n mutua deben ga-
rantizar las condiciones para un buen algorit-
mo, y en este caso particular con la exten-
sio´n para grupos de procesos es conveniente
tambie´n que maximice la concurrencia de los
mismos. E´stos requerimientos son condiciones
necesarias para seleccionar un algoritmo, pe-
ro no son las u´nicas que se tienen en cuenta al
momento de la implementacio´n. Es importante
poder definir funciones que limiten la cantidad
de pasos que realizan y en este caso la canti-
dad de accesos a la memoria compartida, ya
que estos consumen recursos y decrementan la
performance del mismo. Considerando los dife-
rentes tipos de algoritmos de exclusio´n mutua
que quieren: minimizar la cantidad de accesos
en el caso que no exista contencio´n o que se
consideren so´lo los actores que realmente esta´n
en competicio´n.
Analizando el algoritmo presentado en la
seccio´n anterior se llegan a las siguientes con-
sideraciones:
Los pasos requeridos por cada actor para
ingresar en la seccio´n cr´ıtica esta´ limitado
por la cantidad de niveles. La espera limi-
tada esta´ garantizada porque cumple las
condiciones de un buen algoritmo.
Algunos de los pasos corresponden a una
espera ocupada sobre variables comparti-
das. Si se quiere obtener una funcio´n l´ımi-
te de orden n, sobre la cantidad de accesos
a memoria compartida (remota) no es po-
sible.
Para acceder el actor siempre compite
contra todos los otros actores aunque es-
tos no se encuentren activos.
El algoritmo se puede implementar para
que chequee primero a los oponentes y lue-
go a la variable compartida turn, o modi-
ficar el orden de control obteniendo en al-
gunos casos menor cantidad de accesos a
la memoria compartida.
Se considera que un acceso a memoria com-
partida es equivalente a un mensaje.
5.- Algoritmo Adaptivo de Gru-
pos
Una de las desventajas presentadas en la sec-
cio´n anterior es que el algoritmo propuesto con-
trola todos los oponentes que tiene un actor
grupo en cada uno de los niveles, una mejora
es que chequee so´lo los actores que esta´n com-
pitiendo en la seccio´n de entrada. Teniendo en
cuenta que la construccio´n del algoritmo se ba-
sa en un a´rbol binario, en donde los actores
grupo se encuentran en las hojas y los gana-
dores de cada uno de los niveles en la ra´ız de
cada suba´rbol, se puede considerar que en cada
nivel de competencia cada uno de los actores
Figura 4: Ejemplo de Competicio´n
tiene un so´lo oponente activo. En la figura 4
se muestra un ejemplo teniendo 16 actores y
en el nivel 4 esta´n compitiendo los actores gru-
po g5 y g14. El grupo g5 esta´ en el nivel 4 de
compentencia, en el caso inicial se chequear´ıan
todos los oponentes y estos ser´ıan {g8, g9, g10,
g11, g12, g13, g14, g15}, que en realidad todos no
pueden ser oponentes reales en ese nivel, sino
solamente el ganador del nivel 3 que en este
caso es el g14.
Para resolver el problema de adaptabilidad
se debe conocer el ganador de cada uno de los
niveles, para esto es necesario contar con una
estructura que mantenga esta informacio´n. Se
incorpora una nueva variable compartida de-
nominada ganad. Esta variable es escrita por
aquellos grupos i para los cuales x es un prefi-
jo de la representacio´n binaria de i y le´ıda por
todos los grupos, ya que se utiliza para conocer
los ganadores de cada uno de los niveles.
En la seccio´n de entrada (Entradai) se debe
modificar para que se controle el oponente real,
esto es, el ganador del nivel anterior y adema´s
se debe considerar que el nivel 1 es un caso es-
pecial, ya que tiene siempre un u´nico oponente
y es el mismo en todos los casos. Las modifi-
Entradai
waitfor [∃ j: 1..n, lista[k,j] = < .., espera>]
Bucar lider(lista,i)
para k = 1 hasta etapas hacer
flag(i) = k {representa los diferentes niveles}
turn(comp(i,k)) = role(i,k)
Si (role(i,k)6=0) o´ (i≤m-k) o´ (i < 2etapas/2)) enton-
ces
Si (k = 1) entonces
Waitfor [∀ j ∈ oponen-











Waitfor [∀ j: 1..n, lista(i,j)6=<..,en cs>]
flag(i) = 0
para k = 1 hasta etapas hacer
ganad(comp(i,k)) = -1
ChequearGanad(i,k) = Si (ganad(comp(i,k)) 6= -1)




caciones realizadas se observan en el Esquema
5, aqu´ı se realiza la llamada a una funcio´n de-
nominada ChequearGanad la cual controlara´ si
esta´ activo alguno de los oponentes correspon-
dientes a ese nivel y si ya ha ganado en el nivel.
La funcio´n role(i, k) devuelve como resultado
el complemento con respecto a la funcio´n ro-
le, esto es si role devuelve 1 entonces role de-
vuelve 0 y viceversa, el resultado de esta fun-
cio´n es concatenado con el resultado de aplicar
comp(k,i) que permite obtener el ganador opo-
nente correspondiente.
La seccio´n de salida tambie´n se la debe adap-
tar para mantener los nuevos requerimientos,
se libera para cada uno de los niveles el ganador
del mismo para que los competidores puedan
avanzar. Este algoritmo cumple con las condi-
ciones de un buen algoritmo de exclusio´n mu-
tua para grupos de procesos y adema´s es adap-
tivo, esto es, so´lo intervienen en la seccio´n de
entrada los grupos que esta´n en competicio´n.
Si se quiere obtener una funcio´n l´ımite de or-
den n, sobre la cantidad de accesos a memo-
ria compartida (remota) no es posible, ya que
esta´ disen˜ado a trave´s de una espera ocupada
sobre las variables compartidas ganad, flag y
turn.
Para eliminar las esperas ocupadas sobre va-
riables compartidas (esto significa acceder a las
mismas en forma remota) se puede testear ini-
cialmente el estado de estas variables y luego
esperar hasta que las mismas hayan cambia-
do su estado avisa´ndole al actor. Consideran-
do que el mayor costo es de comunicacio´n, se
puede incorporar una espera ocupada en forma
local (local spin).
Se requiere incorporar variables para que ca-
da uno de los actores grupo accedan localmen-
te mientras esperan que cambie el estado res-
pectivo permitiendo que avance en el nivel de
competencia. Para eliminar la espera ocupa-
da sobre las variables compartidadas ganad,
flag se agrega una variable denominada opo-
nente nivel.
∀ oponente nivel(i): 0≤ i ≤ (m-1), inicialmente opo-
nente nivel (i) = 0, oponente nivel (i) ∈ {0, 1, 2},
le´ıda por i y escrita por todos.
Para cada uno de los actores grupo el valor
de oponente nivel esta´ inicializado en 0, esto
representa que es la primera vez que va a che-
quear la variable compartida ganad o flag, si
en el primer control encuentra que debe espe-
rar asigna el valor 1 a oponente nivel y en los
siguientes controles espera hasta que cambie
este valor, el mismo es modificado por el actor
grupo oponente ganador cuando se encuentra
en la seccio´n de salida.
Para eliminar la espera ocupada sobre la va-
riable turn se agrega una variable denominada
turno.
∀ turno(i): 0 ≤ i ≤ (m-1), inicialmente vac´ıo, turno
(i) ∈ {0, 1}, le´ıda por i y escrita por todos.
En cada iteracio´n de la espera se controla
por el estado de la variable turno(i) que se en-
cuentra localmente, las modificaciones se de-
ben realizar en la seccio´n de entrada para que
actualice el valor de la variable turno(j) corres-
pondiente con el competidor del nivel.
En el algoritmo se incorporan las siguientes
funciones:
ActualizarTurno(grupo,k) esta funcio´n
tiene como para´metros el grupo y el ni-
vel correspondiente. Controla si existe un
oponente activo, si es as´ı entonces actuali-
za el valor de la variable turno local con el
valor de la variable turn(comp(grupo,k)).
ChequearFlag(grupo,k) esta funcio´n tiene
como para´metros el grupo y el nivel co-
rrespondiente. La primera vez que es in-
vocada en el primer nivel, controla el es-
tado de la variable flag del oponente, si
esta´ activo entonces en las pro´ximas itera-
ciones controlara´ el estado de la variable
oponente nivel(grupo) que se encuentra lo-
calmente. Si no es el primer nivel entonces
la primera vez que es invocada controla el
estado de la variable ganad(comp(grupo,k)
para poder determinar si ya hay un gru-
po ganador en el nivel, o si hay un opo-
nente activo en el mismo; si esta´ activo el
oponente en las pro´ximas iteraciones con-
trolara´ el estado de la variable oponen-
te nivel(grupo)
En la figura 5 se muestran todas las varia-
bles compartidas utilizadas en el algoritmo y
∀ flag(i): 0 ≤ i ≤ (m-1), flag(i) = 0 inicialmente
para cada cadena binaria x de a lo sumo longitud etapas-1
turn(x) inicialmente arbitraria, escrito y le´ıdo por
exactamente aquellos grupos i para los cuales x es
un prefijo de la representacio´n binaria de i.
ganad(x), ganad(x) = -1 inicialmente
∀ turno(i): 0 ≤ i ≤ (m-1), inicialmente vac´ıo, turno(i) ∈ {0,1},
le´ıdo por i y escrita por todos
∀ oponente nivel(i): 0≤ i ≤ (m-1), inicialmenteoponente nivel(i)
= 0, oponente nivel(i) ∈ {0,1,2}, le´ıdo por i y escrita por todos
∀ lista(i,j): 0 ≤ i ≤ (m-1), 0 ≤ j ≤ (n-1), lista(i,j) = <0, resto>
inicialmente
∀ espera(j): 0 ≤ j ≤ (n-1), espera(,j) = resto inicialmente




= truncar(log(m)) + 1 fin si)
Figura 5: Variables Compartidas
en el Esquema 6 se muestra el algoritmo en un
formato tradicional.
Para considerar que es un buen algoritmo
debe estar bien formado, garantizar las condi-
ciones de exclusio´n mutua, progreso y que no
espere indefinidamente para ingresar en la sec-
cio´n cr´ıtica.
¿El algoritmo presentado garantiza la exclu-
sio´n para los actores grupo? Si consideramos
que tenemos m = 16, cantidad de actores gru-
po. Supongamos que los grupos G4 y G12 in-
gresan simulta´neamente a la seccio´n cr´ıtica. Se
tendr´ıa un total de 4 niveles de competencia.
Como cada uno de los grupos pertenece a una
rama diferente de a´rbol construido, ya que la
representacio´n binaria para G4 es 0100 y para
el G12 es 1100. Estos grupos van a ser com-
petidores en el u´ltimo nivel, esto es en el ni-
vel 4. Ambos actores grupo tendr´ıan valor 4
en sus correspondientes flag, considerando que
primero actualiza la variable turn el grupo G4
se tendr´ıa la siguiente situacio´n:
1. (G4) turn(comp(4,4)) = role(4,4) = 0
2. (G4) turno(4) = turn(comp(4,4)) = 0
Entradai
waitfor [∃ j: 1..n, lista[k,j] = < .., espera>]
Bucar lider(lista,i)
para k = 1 hasta etapas hacer





Si (role(i,k)6=0) o´ (i≤m-k) o´ (i < (2etapas/2)) entonces
Waitfor [ChequearFlag(i,k)] o´ [turno(i)6=role(i,k)]
ganad(comp(i,k)) = i
flag(i)= etapas + 1
para j = 0 hasta n-1 hacer
Si lista(i,j) = <.., espera> entonces espera(j) = en cs
... Seccio´n Cr´ıtica
Salidai
Waitfor [∀ j: 1..n, lista(i,j)6=<..,en cs>]
flag(i) = 0
para k = etapas hasta 1 hacer
ganad(comp(i,k)) = -1
Si ((j=OponenteActivo(i,k)) 6= -1) entonces
oponente nivel(j) = 2
ChequearFlag(i,k) = Si (oponente nivel(i) = 0)
Entonces (Si (k=1) Entonces
(Si (para el grupo oponente flag(j) ≥ k )
Entonces oponente nivel(i) = 1, Falso Sino Verdadero)
Sino (Si (ganad(comp(i,k)) 6= -1) o´
(ganad(comp(i,k)role(i,k) ) 6= -1)
Entonces Falso Sino Verdadero))
Sino (Si (oponente nivel(i) =1)
Entonces Falso Sino Verdadero)
ActualizarTurno(i,k) =
Si ((j= OponenteActivo(i,k)) 6= -1) Entonces
Si (flag(j) = k) Entonces turno(j) = turn(comp(i,k))
OponenteActivo(i,k) =
Si (k=1) Entonces j=Oponentes(i,k)
Sino (Si (ganad(comp(i,k)) 6= -1) o´
(ganad(comp(i,k)role(i,k) ) 6= -1)
Entonces j = ganad(comp(i,k)role(i,k) )
Sino j = -1)
Esquema 6
3. (G12) turn(comp(12,4))= role(12,4) = 1
4. (G4) ActualizarTurno(4,4), como esta´ acti-
vo el oponente correspondiente al nivel, tur-
no(12)=turn(comp(4,4))=1
5. (G12) turno(12)= turn(comp(12,4)) = 1
6. (G12) ActualizarTurno(12,4), como esta´ acti-
vo el oponente correspondiente al nivel, tur-
no(4)=turn(comp(12,4))=1
7. (G4) Waitfor [ChequearFlag(4,4)] o´ [turno(4)
6= role(4,4)]
8. (G12) Waitfor [ChequearFlag(12,4)] o´ [tur-
no(12) 6= role(12,4)]
Cuando el grupo G4 se encuentre en el Wait-
for (paso 7) el control sobre el ChequearFlag
sera´ falso ya que el oponente tambie´n esta´ en el
mismo nivel, lo mismo le ocurrira´ al grupo G12
en el Waitfor (paso 8). Para que ambos ingre-
sen entonces tendra´ que ser verdadera la otra
condicio´n, esto es, el valor de la variable turno
debera´ ser diferente al role, pero esta variable
esta´ relacionada con la variable turn que en un
instante de tiempo tiene el valor 0 o´ 1, por lo
tanto uno de los 2 grupos tendra´ falso en la
condicio´n. En este caso ingresar´ıa el grupo G4
a la seccio´n cr´ıtica y el otro grupo debera´ espe-
rar que el grupo libere la seccio´n cr´ıtica. Si el
grupo G12 hubiera actualizado primero la va-
riable turn entonces ser´ıa este grupo el que in-
gresar´ıa a la seccio´n cr´ıtica y el otro deber´ıa es-
perar. Por lo tanto se contradice la suposicio´n
inicial en la cual los 2 grupos puede ingresar al
mismo tiempo a la seccio´n cr´ıtica. En general,
considerando la situacio´n que se observa en la
figura 6, donde se tiene 2 grupos Gi y Gj que
esta´n compitiendo en el mismo nivel k enton-
ces supongamos que los 2 grupos pueden ganar
al mismo tiempo en el nivel k. Ambos grupos
tendr´ıan en la variable flag correspondiente el
valor k, que es el nivel de competencia. Consi-
derando que primero actualiza la variable turn






Figura 6: Ejemplo de Competicio´n en el Nivel k
1. (Gj) turn(comp(j,k)) = role(j,k) = 1
2. (Gj) turno(j) = turn(comp(j,k)) = 1
3. (Gi) turn(comp(i,k))= role(i,k) = 0
4. (Gj) ActualizarTurno(j,k), como esta´ acti-
vo el oponente correspondiente al nivel, tur-
no(i)=turn(comp(j,k))= 0
5. (Gi) turno(i) = turn(comp(i,k)) = 0
6. (Gi) ActualizarTurno(i,k), como esta´ acti-
vo el oponente correspondiente al nivel, tur-
no(j)=turn(comp(i,k))= 0
7. (Gj) Waitfor [ChequearFlag(j,k)] o´ [turno(j)
6= role(j,k)]
8. (Gi) Waitfor [ChequearFlag(i,k)] o´ [turno(i)
6= role(i,k)]
Cuando el grupo Gj se encuentra en el Wait-
for (paso 7) el control sobre el ChequearFlag
sera´ falso ya que el oponente tambie´n esta´ en
el mismo nivel, lo mismo le ocurrira´ al grupo Gi
en el Waitfor (paso 8). Para que ambos sean los
ganadores entonces tendra´ que ser verdadera la
otra condicio´n, esto es, el valor de la variable
turno debera´ ser diferente del role en ambos
casos, pero esta variable esta´ relacionada con
la variable turn que en un instante de tiempo
tiene el valor 0 o´ 1, cuando se actualiza turn se
invoca a la funcio´n ActualizarTurno y actuali-
za el valor del oponente si este esta´ activo, por
lo tanto un so´lo grupo va a ser el ganador y en
este caso ser´ıa Gj , lo cual contradice la supo-
sicio´n inicial. Por lo tanto, en cada uno de los
niveles del suba´rbol hay un u´nico ganador y en
el u´ltimo nivel el ganador accede a la seccio´n
cr´ıtica.
Si en una ejecucio´n a, hay por lo menos un
grupo en la seccio´n de entrada y no hay ningu´n
grupo en la seccio´n cr´ıtica, supongamos que
no entra ningu´n grupo. Si el grupo, denomi-
nado i, esta´ en la seccio´n de entrada entonces
esta´ esperando en el estado de ChequearFlag
o chequear el turno, sino hay nadie en la sec-
cio´n cr´ıtica y es el u´nico competidor entonces
el ChequearFlag verificara´ que no hay ganador
y podra´ avanzar de nivel y as´ı hasta el u´ltimo
nivel. Si hay 2 grupos compitiendo en el mis-
mo nivel, por lo mostrado anteriormente uno
sera´ el ganador y por lo tanto podra´ acceder a
la seccio´n cr´ıtica. Esto contradice la suposicio´n
inicial.
Si un algoritmo esta´ bien formado y es libre
de bloqueo (para todos los procesos) entonces
garantiza la propiedad de progreso. Si mantie-
ne la propiedad de vivacidad entonces no pue-
de ocurrir inanicio´n. ¿Es posible que un actor
proceso/grupo espere indefinidamente para ac-
ceder a la seccio´n cr´ıtica? Cuando un grupo i
ingresa en cada uno de los niveles de la seccio´n
de entrada, inicializa la variable turn para ese
nivel e invoca a la funcio´n ActualizarTurno que
controla si hay un grupo oponente activo, y ac-
tualiza el valor de turno, por lo tanto un grupo
j que accede despue´s a la seccio´n de entrada,
debera´ esperar que el grupo i tenga su acceso
a la seccio´n cr´ıtica o al pro´ximo nivel antes de
poder avanzar.
La idea del algoritmo es poder obtener una
funcio´n de orden n que limite la cantidad
de accesos a memoria compartida. El mode-
lo tiene etapas niveles donde etapas ≡ log(m)
o´ etapas ≡| log(m) | +1, dependiendo si m es
una potencia de 2. ¿Cua´ntos accesos se requie-
ren para acceder a la seccio´n cr´ıtica?, analizan-
do el algoritmo y para responder a la pregunta
se divide el problema en dos casos, cuando se
encuentra en el primer nivel ( k = 1) y en el
resto de los niveles (k 6= 1), considerando al
actor grupo i
Para k = 1
• 1 acceso a variable turn (es la que man-
tiene el turno, para evitar la espera in-
definida)
• 3 accesos en la funcio´n ActualizarTur-
no, se accede a la variable flag(j) y a
la variable turno(j) asigna´ndole el valor
de turn, en el caso que el oponente se
encuentre activo en el nivel; sino ser´ıa
un solo acceso.
• 1 acceso en la funcio´n ChequearFlag, se
accede a la varibale flag(j)
• 1 acceso a la variable ganad
La cantidad de accesos son 6 en el peor de los
casos.
Para k 6= 1
• 1 acceso a variable turn (es la que man-
tiene el turno, para evitar la espera in-
definida)
• 4 accesos en la funcio´n ActualizarTur-
no, se accede a la variable ganad para
buscar el oponente, a la varible flag(j) y
a la variable turno(j) asigna´ndole el va-
lor de turn, en el caso en que el oponente
se encuentre activo en el nivel. Si no hay
oponente activo entonces se tendr´ıa un
so´lo acceso que es a la variable ganad.
Si hay oponente pero se encuentra en
un nivel superior entonces se tendr´ıan
so´lo los 2 primeros accesos a las varia-
bles ganad y flag.
• 2 accesos en la funcio´n ChequearGanad,
se accede a la varibale ganad para sa-
ber si hay un ganador en el nivel o si el
oponente se encuentra compitiendo en
el nivel.
• 1 acceso a la variable ganad
La cantidad de accesos son 8 en el peor de
los casos para cada una de los niveles. Consi-
derando que se tienen (etapas -1 ) niveles en-
tonces la cantidad de accesos que se requiere
para acceder a la seccio´n son 8(etapa− 1).
Considerando los 2 casos y que etapas
esta´ definido en funcio´n de m, entonces se pue-
de determinar que se requiere
6 + 8(log(m)− 1) (1)
en el peor de los casos para acceder a la seccio´n
cr´ıtica, considerando como un u´nico paso las
esperas ocupadas localmente.
Un actor proceso requiere (4+n)accesos a
memoria. En un total un actor proceso que va
a participar so´lo en un grupo tendra´ como fun-
cio´n que limite la cantidad de accesos:
(4 + n) + 6 + 8(log(m)− 1) + 1 (2)
En el caso en que en el grupo participen l pro-
cesos concurrentemente entonces se tendr´ıa la
siguiente funcio´n que limite la cantidad de ac-
cesos a:
(4 + n)l + 6 + 8(log(m) − 1) + l (3)
6.- Conclusiones
En arquitecturas distribuidas, existen apli-
caciones que conviven en el ambiente que no
comparten recursos ni tareas en comu´n, pero
tambie´n existen aplicaciones que colaboran pa-
ra resolver un problema, o se dividen en proce-
sos para distribuir el trabajo entre los distintos
nodos y obtener un mejor rendimiento (como
por ejemplo, en ca´lculo nume´rico para resolver
problemas basados en matrices).
Cuando se considera la implementacio´n de
un modelo de exclusio´n y concurrencia se tie-
ne en cuenta: (1) las condiciones necesarias,
esto es, exclusio´n mutua, progreso, concurren-
cia; (2) el costo del mismo, esta´ relacionado con
la cantidad de pasos necesarios y los accesos a
memoria realizados. Por esto, es necesario que
el modelo seleccionado pueda definirse funcio-
nes que estimen el peor de los casos. En este
trabajo se realiza una adaptacio´n del mode-
lo presentado en [5] transformando las esperas
ocupadas en esperas locales, y para el caso en
que l procesos este´n concurrentemente en la
seccio´n cr´ıtica se requiere en el peor de los ca-
sos (4 +n)l+6+ 8(log(m)− 1) + l accesos. La
desventaja que presenta es que se tienen espe-
ras locales, la idea es continuar trabajando en
esta l´ınea.
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