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A CONSTRUCTIVE APPROACH TO THE MODULE OF TWISTED GLOBAL
SECTIONS ON RELATIVE PROJECTIVE SPACES
MOHAMED BARAKAT AND MARKUS LANGE-HEGERMANN
ABSTRACT. The ideal transform of a graded module M is known to compute the module
of twisted global sections of the sheafification of M over a relative projective space. We
introduce a second description motivated by the relative BGG-correspondence. However,
our approach avoids the full BGG-correspondence by replacing the Tate resolution with the
computationally more efficient purely linear saturation and the Castelnuovo-Mumford regu-
larity with the often enough much smaller linear regularity. This paper provides elementary,
constructive, and unified proofs that these two descriptions compute the (truncated) modules
of twisted global sections. The main argument relies on an established characterization of
Gabriel monads.
1. INTRODUCTION
We consider coherent sheaves over the projective space PnB for a suitable ring B. Any
such coherent sheaf F can be described by a graded module over the polynomial ring S :=
B[x0, . . . , xn]. Even though this representation is not unique, among the different graded
S-modules representing F there is the distinguished representative H0• (F), the module of
twisted global sections1. In general the module of twisted global sections is not finitely
generated, but any of its truncationsH0≥d(F) is.
In this paper we treat the functor H0≥d constructively. It is well-known that the ideal
transform functor computesH0≥d, which we state as Theorem 4.6. Furthermore, in Theorem
6.7 we present a new recursive algorithm, inspired by [EFS03, ES08], to computeH0≥d. The
Tate resolution in loc. cit. incorporates all higher cohomologies2, whereas our new algorithm
introduces a smaller complex, called the purely linear saturation, which is tailored toH0• and
computationally more efficient as it discards all higher cohomologies. This paper presents
a categorical setup which yields unified elementary proofs of both theorems.
A central notion in this paper is that of the linear regularity. We use it in Corollary 4.7
for the convergence analysis of the inductive limit defining the ideal transform and in Corol-
lary 6.8 to give the number of recursion steps in our new algorithm. Like the Tate resolution,
the Castelnuovo-Mumford regularity incorporates all higher cohomologies. And again, the
linear regularity is an adaption to H0• which discards all higher cohomologies. It follows
that the linear regularity is smaller or at most equal to the Castelnuovo-Mumford regularity.
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1H0• (F) :=
⊕
p∈ZH
0(PnB,F(p)).
2See the introduction to Section 6 and Remark 7.4.
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This provides another reason why computing the purely linear saturation is more efficient
than computing the Tate resolution.
One application is the computation of global sections. More precisely, let F be a co-
herent sheaf on PnB and π : P
n
B → SpecB the natural projection.
3 The direct image sheaf
H0(F) := π∗F over SpecB is the degree zero part (cf. Algorithm 3.1) of H
0
≥0(F). For ex-
ample, if OX ⊂ OPn
B
denotes the structure sheaf of a subscheme X ⊂ PnB , then computing
π∗OX is the geometric form of eliminating all n + 1 homogeneous coordinates x0, . . . , xn
from the defining equations of X ⊂ PnB.
A computer model of the Abelian category CohPB of coherent sheaves on P
n
B must in-
corporate the objects and the morphisms4. We represent an object F ∈ CohPnB by a finitely
presented graded S-modulesM , such that F := M˜ is the sheafification ofM .
The ideal transform is defined to be the inductive limit Dm(M) of the graded mod-
ules Hom•(m
ℓ,M), where m = 〈x0, . . . , xn〉 ✁ S is the irrelevant ideal. The equiva-
lence H0• ( ·˜ ) ≃ lim−→ℓ
Hom•
(
mℓ, ·
)
, reproved elementarily as Theorem 4.6, implies that
Hq• ( ·˜ ) ≃ lim−→ℓ
Extq•
(
mℓ, ·
)
for the higher derived cohomology functors [BS98, 20.4.4].
Another description of the cohomology functorsHq• arose from the BGG-correspondence
[BGG78]. It is a triangle equivalence between the bounded derived category of CohPnB
(originally over a base field B) and the stable category of finitely generated graded E-
modules over the exterior algebra E, the Koszul dual B-algebra of S. Since E is a Frobe-
nius algebra, this stable category is easily seen to be triangle equivalent to the homotopy
category of so-called Tate complexes. A constructive description of the composition of
these two triangle equivalences was given in [EFS03, DE02]. The treatment of the relative
BGG-correspondence in [ES08] does not only describe the coherent sheaf cohomologies
Hq(M˜) = Rqπ∗M˜ as B-modules, but also provides a concrete realization of the direct im-
age complex Rπ∗M˜ . However, in this approach even the computation of global sections
H0(M˜) in the relative case relies a priori on the entire Tate resolution.
The bottom complex E≥d,01
(
T
≥d(M)
)
on the first page of the spectral sequence of the
Tate resolution T≥d(M) is a linear complex which corresponds to H0≥d(M˜). We define
a new so-called purely linear saturation functor S≥d, which is computationally far more
economic than the Tate functor T≥d. In Theorem 6.7, Proposition 7.2, and Corollary7.3
we prove that S≥d computes H0≥d(M˜), and hence E
≥d,0
1
(
T
≥d(M)
)
. The point is that we
can compute S≥d without computing T≥d. This statement is not obvious in the relative
case (cf. Remark 7.4). Furthermore, the linear regularity of M gives the precise number
of recursion steps needed to achieve saturation. Since computing S≥d relies on Gröbner
bases over the exterior algebra E of finite rank overB the involved algorithms are, for many
examples, faster than the ones for the ideal transform. The latter involve Gröbner bases over
the polynomial ring S of infinite rank over B.
In order to develop a unified proof that both functorsDm,≥d and S
≥d computeH0≥d( ·˜ ) we
need an appropriate categorical setup. Abstractly, the category CohPnB of coherent sheaves
on PnB is equivalent to the Serre quotient categoryA/C of the Abelian categoryA of finitely
presented graded S-modules modulo a certain subcategory C. The necessary categorical
language is summarized in Section 2. In Section 7 we show that the categories A and C can
3The base SpecB might even serve as the ambient space of a geometric quotient, e.g., if B is the Cox ring
of a toric variety.
4The more involved modeling of the morphisms is of no relevance for this paper (cf. [BLH14b]).
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be replaced by their respective full subcategories of modules which vanish in degrees < d
for an arbitrary but fixed d ∈ Z (cf. Proposition 7.1). The A-endofunctor M 7→ H0≥d(M˜)
is a special case of what we call a Gabriel monad, which we characterized in [BLH13] by a
short set of properties. By verifying this short list of properties for the two functors Dm,≥d
and S≥d we prove that they computeH0≥d( ·˜ ).
Two further applications rely on constructivity of the Gabriel monad, and now become
algorithmically accessible for the category CohPnB: First, the Serre quotient category A/C
becomes constructively Abelian onceA is constructively Abelian [BLH14b, Appendix D].5
Second, the computability of the bivariate Hom and Exti functors in A/C now reduces
to the computability of Hom and Exti in A (modulo a directed colimit process if i > 0)
[BLH14c].
2. PRELIMINARIES ON SERRE QUOTIENT CATEGORIES
A non-empty full subcategory C of an Abelian category A is called thick if it is closed
under passing to subobjects, factor objects, and extensions. In this case the Serre quotient
category A/C is a category with the same objects as A and Hom-groups defined by the
directed colimit
HomA/C(M,N) := lim−→
M ′≤M,N ′≤N,
M/M ′,N ′∈C
HomA(M
′, N/N ′).
The canonical functor Q : A → A/C is defined to be the identity on objects and maps
a morphism ϕ ∈ HomA(M,N) to its class in the directed colimit HomA/C(M,N). The
category A/C is Abelian and the canonical functor Q : A → A/C is exact. An object
M ∈ A is called C-saturated if Ext0A(C,M)
∼= Ext1A(C,M)
∼= 0 for all C ∈ C, i.e.,M has
no nonzero subobjects in C and every extension of an object C ∈ C byM is trivial. Denote
by SatC(A) ⊂ A the full subcategory of C-saturated objects and by ι : SatC(A) →֒ A its
full embedding. A complex F in SatC(A) is exact if and only if ι(F ) has homology in C.
A thick subcategory C ⊂ A is called localizing if the canonical functor Q : A → A/C
admits a right adjoint S : A/C → A, called the section functor of Q. In this case, the
image of S is contained in SatC(A) and A/C
S
−→ S (A/C) →֒ SatC(A) are equivalences
of categories. The Hom-adjunction HomA/C(Q(M),Q(N)) ∼= HomA(M, (S ◦ Q)(N))
allows to compute Hom-groups in A/C if they are computable in A and the monad S ◦Q
is computable. In particular, this avoids computing the directed colimit in the definition of
HomA/C . We call any monad equivalent to S ◦Q a Gabriel monad (of A w.r.t. C). The
following theorem characterizes Gabriel monads.
Theorem 2.1 ([BLH13, Thm. 3.6]6). Let C ⊂ A be a localizing subcategory of the
Abelian categoryA and ι : SatC(A) →֒ A the full embedding. An endofunctor W : A → A
together with a natural transformation η : IdA → W is a Gabriel monad (of A w.r.t. C) if
and only if the following five conditions hold:
(a) C ⊂ kerW ,
(b) W (A) ⊂ SatC(A),
(c) the corestriction co-resSatC(A) W of W to SatC(A) is exact,
(d) ηW = W η : W → W 2, and
5However, the approach using Gabriel morphisms in [BLH14b] seems computationally faster.
6Thm. 4.6 in arXiv version.
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(e) ηι : ι→ W ι is a natural isomorphism.
In Sections 4 and 6 we utilize this theorem to prove that certain functors are Gabriel
monads of the category of coherent sheaves on the relative projective space PnB, and thus
compute the (truncated) module of twisted global sections. However, this theorem, abstract
as it is, can be applied to categories of coherent sheaves of more general schemes.
3. GRADED MODULES OVER THE FREE POLYNOMIAL RING
For the rest of the paper let B denote a Noetherian commutative ring with 1, V a free B-
module of rank n+1,W := V ∗ = HomB(V,B) itsB-dual, and x0, . . . , xn a free generating
set of the B-moduleW . Set
S := SymB(W ) = B[V ] = B[x0, . . . , xn]
to be the free polynomial ring over B in the n + 1 indeterminates x0, . . . , xn. Setting
deg(xj) = 1 turns S into a positively graded ring S =
⊕
i≥0 Si where Si is the set of
homogeneous polynomials of degree i in S. Define the irrelevant ideal
m := S>0 = 〈x0, . . . , xn〉✁ S.
The isomorphism B = S0 ∼= S/m endows B with a natural graded S-module structure.
To make the statements of this paper constructive, the ring S needs to have a Gröbner
bases algorithm. This is the case if B has effective coset representatives [AL94, §4.3], i.e.,
for every ideal I ⊂ B we can determine a set T of coset representatives of B/I , such that
for every b ∈ B we can compute a unique t ∈ T with b+ I = t + I .
We denote by S-mod the category of (non-graded) finitely presented S-modules and by
S-grmod the category of finitely presented graded S-modules. Further we denote by
S-grmod≥d ⊂ S-grmod
the full subcategory of all modulesM withM = M≥d. Define the shift autoequivalence on
S-grmod by M(i)j := Mi+j for all i ∈ Z; it induces an endofunctor on the subcategory
S-grmod≥d for i ≤ 0.
Algorithm 3.1. We briefly describe how to compute the i-th homogeneous part of an
M ∈ S-grmod: Such a module is realized on the computer as the cokernel of a graded free
S-presentation
M
π
և
⊕
k
S(gk)
m
←
⊕
ℓ
S(rℓ).
The image of the graded submodule
⊕
k,i+gk≥0
S≥i+gk(gk) ≤
⊕
k S(gk) under π is the
graded submodule 〈Mi〉 ≤ M , which we compute as the kernel of the cokernel of the
restricted map M ←
⊕
k,i+gk≥0
S≥i+gk(gk). Computing a free S-presentation 〈Mi〉 և⊕
k S(i)
mi←
⊕
ℓ S(r
′
ℓ) of 〈Mi〉 thus involves two successive syzygy computations as ex-
plained in [BLH11, (10) in the proof of Theorem 3.4]. To get a free B-presentation of Mi
we just need to tensor the last exact sequence with B = S/m over S, which corresponds to
extracting the degree 0 relations in the reduced Gröbner basis of the S-matrix of relations
mi.
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3.1. Internal and external Hom functors. Let M,N ∈ S-grmod. Then the Hom-group
HomS-mod(M,N) of their underlying modules in S-mod is again naturally graded. This
induces internal Hom functors
Hom• : S-grmod
op × S-grmod→ S-grmod
in the category S-grmod and
Hom≥d : S-grmod
op
≥d × S-grmod≥d → S-grmod≥d
in S-grmod≥d. These internal Hom functors are algorithmically computable if B has effec-
tive coset representatives (cf., e.g., [AL94, §4.3] and [BLH11, §3.3]).
The (external) Hom-groups of the category S-grmod are finitely generated B-modules.
They can be recovered as the graded part of degree 0 of the corresponding internal Hom’s:
Hom(M,N) := HomS-grmod(M,N) ∼= Hom•(M,N)0,
HomS-grmod≥d(M,N)
∼= Hom≥d(M,N)0 for d ≤ 0.
In particular, HomS-grmod(S,M) ∼= M0 and HomS-grmod≥d(S,M)
∼= M0 for d ≤ 0.
Dealing with d > 0 would enforce further case distinctions. For example, B ∼= S/m lies
in S-grmod≥d only if d ≤ 0.
Till the end of Section 4 we assume that d ≤ 0.
Remark 3.2. Applying Hom•(−,M) to the short exact sequence S/m
ℓ
և S ←֓ mℓ yields
(ηℓM ) Hom•(S/m
ℓ,M) →֒M
ηℓ
M−−→ Hom•(m
ℓ,M)։ Ext1•(S/m
ℓ,M)
as part of the long exact contravariant Ext•-sequence. We will repeatedly refer to this exact
sequence as well as to the ℓ = 1 case
(η1M ) Hom•(B,M) →֒ M
η1M−−→ Hom•(m,M)։ Ext
1
•(B,M).
3.2. Quasi-zero modules. Let S-grmod0 denote the thick subcategory of quasi-zeromod-
ules, i.e., those with M≥ℓ = 0 for ℓ large enough. Analogously, we denote by S-grmod
0
≥d
the localizing (cf. Theorem 4.6) subcategory of quasi-zero modules in S-grmod≥d.
Remark 3.3. ForM ∈ S-grmod. Then for all ℓ ≥ 0
(a) TorSi (S/m
ℓ,M)• ∈ S-grmod
0 for all i ≥ 0.
(b) Extj•(S/m
ℓ,M) ∈ S-grmod0 for all j ≥ 0.
(c) Extj•(m
ℓ,M) ∈ S-grmod0 for all j ≥ 1.
Proof. The existence of a finitely generated free resolution of the first argument S/mℓ (and
hence of mℓ) implies that all the above derived modules lie in S-grmod. By applying
S/mℓ ⊗S − to a projective resolution of M and Hom•(S/m
ℓ,−) to an injective resolution
ofM shows that the ideal mℓ ✁ S annihilates TorSi (S/m
ℓ,M)• and Ext
j
•(S/m
ℓ,M), which
implies that they are also finitely generated S/mℓ-modules, proving (a) and (b). The exis-
tence of the connecting isomorphisms Extj•(m
ℓ,M) ∼= Extj+1• (S/m
ℓ,M) (j ≥ 1) finally
implies (c). 
Remark 3.4. The use of the nonconstructive injective resolution in the previous proof is an
example of an admissible use of nonconstructive arguments in an otherwise constructive
setup to prove statements which neither involve existential quantifiers nor disjunctions (so-
called negative formulae): Ext•(S/m
ℓ,M) has two descriptions. The nonconstructive one in
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the proof and the constructive one in which Hom(−,M) is applied to a finite free resolution
of S/mℓ. Although the isomorphism between the two descriptions is not constructive it is
“good enough” for transferring the property we want to establish.
3.3. Regularity, linear regularity, and relation to Tor and Ext. For convenience of the
reader we recall the definition of the Castelnuovo-Mumford regularity in the relative case
from [ES08, §2]. For any quasi-zero graded S-moduleN define
regN := max{d ∈ Z | Nd 6= 0}.
The regularity of the zero module is set to −∞. Then, for M ∈ S-grmod the S-module
TorSi (B,M)• is quasi-zero and
regM := max{reg TorSi (B,M)• − i | i = 0, . . . , n+ 1}.
Equivalently, one can define
regM := max{regHjm(M) + j | j = 0, . . . , n + 1}
using the local cohomology modules Hjm(M) = lim−→ℓ
Extj•(S/m
ℓ,M) (cf., e.g., [ES08,
Prop. 2.1]).7 In fact only ℓ = 1 in this sequential colimit is relevant for us. To see this
we need the following result, which we also use in the proof of our key Lemma 5.3.
Lemma 3.5. There exists a natural isomorphism
TorSi (B,M)•
∼= Extn+1−i• (∧
n+1V,M).
Proof. The Tor-Ext spectral sequence TorS−p(Ext
q
•(∧
n+1V, S),M)• ⇒ Ext
p+q
• (∧
n+1V,M)
collapses since Extq•(∧
n+1V, S) = 0 for q 6= n+ 1 and Extn+1• (∧
n+1V, S) = B. 
When B = k is a field this Lemma becomes the intrinsic and rather generalizable form
of the equality between the graded Betti numbers βij := dimk Tor
S
i (B,M)j and the graded
Bass numbers:
µn+1−i,j−n−1 := dimk Ext
n+1−i
• (∧
n+1V,M)j .
Remark 3.6. Lemma 3.5 and the noncanonical isomorphism ∧n+1V ∼= B(n+ 1) yield
regM = max{reg Extj•(B,M) + j | j = 0, . . . , n+ 1}.
The value of the following definition will start to become obvious in Proposition 3.9 in
the next subsection.
Definition 3.7. Define the linear regularity ofM ∈ S-grmod to be
linregM = max{reg Extj•(B,M) | j = 0, 1} ∈ Z ∪ {−∞}.
Analogously, the d-th truncated linear regularity ofM ∈ S-grmod≥d is defined by
linreg≥dM = max{reg Ext
j
≥d(B,M) | j = 0, 1} ∈ Z≥d ∪ {−∞},
for d ≤ 0 where Extj≥d := Ext
j
S-grmod≥d
≃ (Extj•)≥d.
Note that linreg = reg on S-grmod0 and linreg ≤ reg on S-grmod.
Example 3.8. linreg S/mℓ+1 = reg S/mℓ+1 = ℓ = linregmℓ+1 < regmℓ+1 = ℓ+ 1.
7This definition clarifies the relation to two other regularity notions: The geometric regularity is defined
by g-regM := max{regHjm(M) + j | j = 1, . . . , n+ 1} and the regularity of the sheafification reg M˜ :=
max{regHjm(M) + j | j = 2, . . . , n+ 1}.
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The motivation behind introducing linreg is that it offers an upper bound in the saturation
algorithms discussed below, where the use of the (often enough much larger) regularity
would be a waste of computational resources.
3.4. Saturated modules. The equivalent conditions (d) and (e) in the following proposition
are computationally effective characterizations of saturated modules.
Proposition 3.9. ForM ∈ S-grmod the following are equivalent:
(a) M is saturated w.r.t. S-grmod0;
(b) Ext0•(S/m
ℓ,M) = 0 and Ext1•(S/m
ℓ,M) = 0 for all ℓ ≥ 0;
(c) The natural map ηℓM := Hom•(S ←֓ m
ℓ,M) : M → Hom•(m
ℓ,M) is an isomor-
phism for all ℓ ≥ 0;
(d) Ext0•(B,M) = 0 and Ext
1
•(B,M) = 0;
8
(e) The natural map η1M := Hom•(S ←֓ m,M) : M → Hom•(m,M) is an isomor-
phism;
(f) TorSn+1(B,M)• = 0 and Tor
S
n(B,M)• = 0;
(g) linregM = −∞.
And if the base ring B is a field the above is also equivalent to:
(h) The projective dimension pdM ≤ n− 1.
In the proof of this proposition, we use the following simple remark.
Remark 3.10. The kernelK of the epimorphismmℓ և ⊗ℓm is concentrated in degree ℓ. To
see this note that any homogeneous element in ⊗ℓm of degree m > ℓ which is the tensor
product of monomials can be brought to the normal form xi1 ⊗B · · · ⊗B xiℓ−1 ⊗B x
µ with
i1 ≤ · · · ≤ im−1 ≤ min{i | µi 6= 0} and |µ| = m − ℓ + 1. This kernel K is free over B of
rank (n+ 1)ℓ −
(
n+ℓ
n
)
as the kernel of the B-epimorphism SymℓW և ⊗ℓW .
Proof of Proposition 3.9.
(b)⇔ (c): The claim is obvious from the (ηℓM )-sequence in Remark 3.2.
(d)⇔ (e): This is a special case of the equivalence (b)⇔ (c) for ℓ = 1.
(d)⇔ (f): This is the statement of Lemma 3.5 for i = n+ 1 and i = n.
(d)⇔ (g): By definition of linreg.
(a)⇒ (d): This follows directly from the definition of saturated objects (cf. Section 2), as
B ∈ C = S-grmod0.
(e)⇒ (c): Applying the ℓ-th power of Hom•(S ←֓ m,−) to M and taking the diagonal in
the ℓ-dimensional cube yields the isomorphism
ϕ := M
∼
−→ Hom•(⊗
ℓm,M)
by the adjunction between ⊗ and Hom•. This isomorphism can be written as the composi-
tion
Hom•(S ←֓ m
ℓ
և ⊗ℓm,M) =
(
M
ψ
−→ Hom•(m
ℓ,M)
χ
−→ Hom•(⊗
ℓm,M)
)
.
8Conditions (d) and (e) are in their use of Gröbner bases algorithmically equivalent. Computing them only
involves the first two morphisms in the Koszul resolution of B (and then tensoring their duals withM ). One
might be tempted to expect that (d) is always algorithmically superior to condition (f), which seem to involve
an n+1-term resolution of either B or ofM . However, one can easily construct examples ofM ∈ S-grmod,
where condition (f) is algorithmically superior, e.g., if the resolution of M terminates after few steps, long
before reaching step n.
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The homomorphism χ is a monomorphism since Hom• is left exact and an epimorphism
since χ◦ψ = ϕ is an isomorphism. Hence, χ is isomorphism and thus ψ is an isomorphism.
(b)⇒ (a): It is clear that any N ∈ S-grmod0 is an epimorphic image of
⊕
i∈I(S/m
ai)(bi)
for a finite set I and suitable ai and bi. Denote the kernel of N և
⊕
i(S/m
ai)(bi) by K.
Applying Hom•(−,M) to N և
⊕
i(S/m
ai)(bi) ←֓ K yields as parts of the long exact
sequence
Hom•(N,M) →֒ Hom•
(⊕
i
(S/mai)(bi),M
)
︸ ︷︷ ︸
∼=0
,
and
Hom•(K,M)→ Ext
1
•(N,M)→ Ext
1
•
(⊕
i
(S/mai)(bi),M
)
︸ ︷︷ ︸
∼=0
.
The first part implies that Hom•(−,M) = 0 on S-grmod
0. In particular Hom•(K,M) =
0 since K ∈ S-grmod0. Combining this and the second part implies that Ext1•(−,M)
vanishes on S-grmod0.
(f)⇔ (h): If B is a field then there exists a finite free (and not merely relatively free) presen-
tationM և F• with Tor
S
i (B,M)• isomorphic to the head of Fi. 
Corollary 3.11. ForM ∈ S-grmod≥d the following are equivalent (recall, d ≤ 0):
(a) M is saturated w.r.t. S-grmod0≥d;
(b) Ext0≥d(S/m
ℓ,M) = 0 and Ext1≥d(S/m
ℓ,M) = 0 for all ℓ ≥ 0;
(c) The natural map ηℓM := Hom≥d
(
S ←֓ mℓ,M
)
: M → Hom≥d(m
ℓ,M) is an iso-
morphism for all ℓ ≥ 0;
(d) Ext0≥d(B,M) = 0 and Ext
1
≥d(B,M) = 0;
(e) The natural map η1M := Hom≥d (S ←֓ m,M) : M → Hom≥d(m,M) is an isomor-
phism;
(f) TorSn+1(B(n+ 1),M)≥d = 0 and Tor
S
n(B(n+ 1),M)≥d = 0;
(g) linreg≥dM = −∞.
4. IDEAL TRANSFORMS
Recall, the m-transform of M ∈ S-grmod is the (not necessarily finitely generated)
graded S-module defined by the sequential colimit
Dm := lim−→
ℓ
Hom•(m
ℓ,−) : S-grmod→ S-grMod.
On S-grmod≥d the d-truncated m-transform (recall, d ≤ 0)
Dm,≥d := lim−→
ℓ
Hom≥d(m
ℓ,−) : S-grmod≥d → S-grmod≥d
is an endofunctor. This is a simple corollary of the Lemma 4.2 below.
Definition 4.1. We define the saturation interval ofM ∈ S-grmod≥d to be
I≥d(M) := [δ
0
M,d, δ
1
M,d] ∩ Z ⊂ Z≥0,
where δ0M,d := max{reg Hom≥d(B,M)− d+ 1, 0} and δ
1
M,d := max{linreg≥d−d+ 1, 0}.
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The saturation interval plays a role in the following convergence analysis and the defini-
tion of its upper bound is a further motivation for the linear regularity.
Lemma 4.2. For eachM ∈ S-grmod≥d the sequential colimit defining the m-transform
is finite. More precisely, there exists a nonnegative integer δM,d ∈ I≥d(M) such that the
induced maps Hom≥d(m
ℓ,M) → Hom≥d(m
ℓ+1,M) are isomorphisms for all ℓ ≥ t iff
t ≥ δM,d. In particular, the natural map
Hom≥d(m
ℓ,M)→ Dm,≥d(M)
is an isomorphism iff ℓ ≥ δM,d.
Proof. The short exact sequence B(−ℓ)⊕? ∼= mℓ/mℓ+1 և mℓ ←֓ mℓ+1 induces for M ∈
S-grmod the exact contravariant Ext•-sequence of which the first four terms are
Hom•(B,M)
⊕?(ℓ) →֒ Hom•(m
ℓ,M)→ Hom•(m
ℓ+1,M)→ Ext1•(B,M)
⊕?(ℓ).
By Remark 3.3.(b) both Hom•(B,M) and Ext•(B,M) are quasi-zero. Hence, there exists
a δM,d ∈ I≥d(M) such that the truncated morphisms Hom≥d(m
ℓ,M) → Hom≥d(m
ℓ+1,M)
become isomorphisms in S-grmod≥d for ℓ ≥ t iff t ≥ δM,d. 
In particular, once B has effective coset representatives, Dm,≥d is algorithmically com-
putable on objects and morphisms, since the internal Hom functor Hom≥d is.
Definition 4.3. We call δM,d ∈ I≥d(M) from Lemma 4.2 the defect of saturation ofM .
Example 4.4. Note that 1 = δm(−t),0 ∈ I≥0(m(−t)) = [0, linreg≥0m(−t)+1] = [0, t+1]
for all t ∈ Z≥0. In other words, the maximum of I≥d(M) can be an arbitrarily bad upper
bound for δM,d.
Example 4.5. ForM = S ⊕ B(−t) and t ≥ 0 we compute Hom•(B,M) = B(−t) and
Ext1•(B,M) = B(−t + 1)
n+1 (for n > 0). Hence δ0M,0 = t+ 1 = δ
1
M,0 = δM,0 is the defect
of saturation. Thus, for certain examples factoring out the S-grmod0≥d-torsion part of M a
priori could be beneficial.
The natural transformation
ηM := lim−→
ℓ
(
ηℓM : M → Hom≥d(m
ℓ,M)
)
: M → Dm,≥d(M)
is induced by applying Hom≥d(−,M) to the the embeddings (S ←֓ m
ℓ)≥d.
Now we reprove that the ideal transform computes the module of twisted global sections
(cf., e.g., [Vas98, §C.3]).
Theorem 4.6. The d-truncatedm-transformDm,≥d together with the natural transforma-
tion η : IdA → Dm,≥d is a Gabriel monad of A = S-grmod≥d w.r.t. C := S-grmod
0
≥d.
In fact, the theorem holds for all d ∈ Z. The proof below assumes d ≤ 0 to avoid case
distinctions.
Corollary 4.7. Hom≥d(m
ℓ,M) is S-grmod0≥d-saturated iff ℓ ≥ δM,d.
Before proving the theorem we state some simple facts about ideal transforms.
Remark 4.8.
(a) Any N ∈ S-grmod0 vanishes in degrees greater than regN . Thus,
Hom•(L≥ℓ, N)≥regN+1−ℓ = 0
10 MOHAMED BARAKAT AND MARKUS LANGE-HEGERMANN
for all ℓ ∈ Z and L ∈ S-grmod.
(b) The embeddingM≥t →֒ M ∈ S-grmod≥d induces (by simple degree considerations)
an isomorphism
Hom≥d(L≥ℓ,M≥t)
∼
→ Hom≥d(L≥ℓ,M) for all d ≤ t ≤ ℓ+ d.
In particular,Dm,≥d(M) ∼= Dm,≥d(M≥t) for any t ≥ d and we are allowed to replace
M by any of its truncations.
(c) ForM ∈ S-grmod≥d take t ≥ d large enough such that the submoduleM≥t has no
S-grmod0≥d-torsion. Then
Hom≥d(m
ℓ,M) ∼= Hom≥d(m
ℓ,M≥t) ∼= Hom≥d(⊗
ℓm,M≥t)
for all ℓ ≥ t−d by (b) and Remark 3.10. An admissible choice is t := linreg≥dM+1,
then ℓ ≥ t − d ≥ δM,d (cf. Lemma 4.2). In particular, after replacing M by a high
enough truncation we can always assume that Hom≥d(m
ℓ,M) ∼= Hom≥d(⊗
ℓm,M).
(d) Since the shift functor (1) : S-grmod≥d → S-grmod≥d+1, M 7→ M(1), ϕ 7→
ϕ(1) is (quasi-)inverse to the shift functor (−1) : S-grmod≥d+1 → S-grmod≥d and
Dm,≥d ◦ (−1) = (−1) ◦Dm,≥d+1 we can restrict the following proofs toDm,≥0.
Proof of Theorem 4.6. We use Theorem 2.1. Due to Remark 4.8.(d) we only need to con-
sider the case d = 0.
2.1.(a) C ⊂ kerDm,≥0:
Applying Remark 4.8.(a) with L = S (and L≥L = S≥ℓ = m
ℓ) we conclude that Dm
vanishes9 on S-grmod0 and Dm,≥0 on S-grmod
0
≥0.
2.1.(b) Dm,≥0(A) ⊂ SatC(A):
For anyM ∈ A, the map
Hom≥0 (S ←֓ m, Dm,≥0(M)) = Hom≥0
(
S ←֓ m,Hom≥0(m
δM,0 ,M)
)
= Hom≥0
(
S ←֓ m,Hom≥0(⊗
δM,0m,M)
)
= Hom≥0
(
⊗δM,0m ←֓ ⊗δM,0+1m,M
)
= Hom≥0
(
⊗δM,0m,M
)
→ Hom≥0
(
⊗δM,0+1m,M
)
= Hom≥0
(
mδM,0 ,M
)
→ Hom≥0
(
mδM,0+1,M
)
is an isomorphism by Lemma 4.2 proving statement (e) of Corollary 3.11. We have
repeatedly used Remark 4.8.(c) and the adjunction between ⊗ and Hom≥0.
2.1.(c) G := co-resSatC(A)Dm,≥0 is exact:
Applying Hom≥0(m
ℓ,−) to the short exact sequence L →֒ M ։ N in S-grmod≥0
yields the exact sequence
Hom≥0(m
ℓ, L) →֒ Hom≥0(m
ℓ,M)→ Hom≥0(m
ℓ, N)→ Ext1≥0(m
ℓ, L)
as part of the long exact covariantExt≥0-sequence. Since Ext
1
≥0(m
ℓ, L) is quasi-zero
by Remark 3.3.(c) the sequence is exact up to defects in S-grmod0≥0.
2.1.(d) ηDm,≥0 = Dm,≥0η:
We repeatedly use the adjunction between ⊗ and Hom≥0 and Lemma 4.2 to inter-
change the involved sequential colimits over ℓ′ and ℓ′′ by a common ℓ ≥ ℓ′, ℓ′′, high
9ForN ∈ C all modules in the sequential colimit definingDm,≥0(N) vanish for ℓ ≥ δN,0 <∞.
A CONSTRUCTIVE APPROACH TO THE MODULE OF TWISTED GLOBAL SECTIONS 11
enough to stabilize both colimits:
ηDm,≥0(M) = lim−→
ℓ′
Hom≥0(S ←֓ m
ℓ′ , lim
−→
ℓ′′
Hom≥0(m
ℓ′′,M))
= Hom≥0(S ←֓ m
ℓ,Hom≥0(m
ℓ,M))
= Hom≥0((S ←֓ m
ℓ)⊗S m
ℓ,M)
= Hom≥0(m
ℓ,Hom≥0(S ←֓ m
ℓ,M))
= lim
−→
ℓ′′
Hom≥0(m
ℓ′′ , lim
−→
ℓ′
Hom≥0(S ←֓ m
ℓ′,M))
= Dm,≥0(ηM).
The proof implicitly uses commuting diagrams of morphisms in S-grmod≥0 to jus-
tify the equality signs.10
2.1.(e) ηι is a natural isomorphism:
LetM ∈ S-grmod≥0 be saturated w.r.t. S-grmod
0
≥0. ApplyingHom≥0(−,M) to the
short exact sequence S/mℓ և S ←֓ mℓ yields
Hom≥0(S/m
ℓ,M)︸ ︷︷ ︸
∼=0
→֒ M
ηℓ
M−−→ Hom≥0(m
ℓ,M)։ Ext1≥0(S/m
ℓ,M)︸ ︷︷ ︸
∼=0
since S/mℓ ∈ S-grmod0≥0. In other words, η
ℓ
M is an isomorphism for all ℓ. 
Remark 4.9. The saturation process of M ∈ S-grmod conducted by Dm brings linreg to
−∞, whereas reg is only brought down to the regularity of the sheafification.
Since the Frobenius powers m[ℓ] := 〈xℓ0, . . . , x
ℓ
n〉 satisfy m
ℓ ≥ m[ℓ] ≥ m(n+1)ℓ we can
use them instead of mℓ them in the above sequential colimits. They are computationally
superior since their number of generators does not increase with ℓ. In other words, the
module Hom≥d(m
[δM,d],M) is S-grmod0≥d-saturated. Alternatively, one could iteratively
(δM,d times) apply Hom≥d(m,−) to (the S-grmod
0
≥d-torsion-free factor of) M . It depends
on the example which algorithm is faster.
5. GRADED S-MODULES AND LINEAR E-COMPLEXES
In this section we describe how to translate the module structure of M ∈ S-grmod into
the structure of a linear complexR(M) over the exterior algebra E := ∧V , which is Koszul
dual to S = SymV ∗. This translation turns out to be functorial, algorithmic, and an adjoint
equivalence of categories. We denote the category of finitely generated graded E-modules
by E-grmod.
Let e0, . . . , en denote a B-basis V of which the indeterminates x0, . . . , xn of S form the
dual B-basis ofW = V ∗ = HomB(V,B). We set deg(ei) = −1 for all i = 0, . . . , n.
10We could have used the fact that Dm,≥0 = lim−→ℓ
Hom≥0(m
ℓ,−) commutes with directed colimits. How-
ever, the general form of the second statement is not quite trivial [BS98, Coro. 3.4.11] (the directed colimit
is called direct limit in [BS98, Terminology 3.4.1]). Note that although the ideal transform commutes with
directed colimits, it does not generally commute with arbitrary finite colimits, for otherwise it would be right
exact and hence exact.
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5.1. The functor R. The B-linear maps
µi(xj) : Mi → Mi+1, m 7→ xjm, for j = 0, . . . , n, and i ∈ Z
induced by the indeterminates xj encode the graded S-module structure of anM ∈ S-grmod
(cf. Algorithm 3.1 for an algorithm to computeMi).
Example 5.1. For S := B[x0, x1] consider the free S-moduleM := S = S(0) of rank
1. Each graded part Mi is a free B-module for which we fix a basis of monomials, e.g.,
M0 = 〈1〉B,M1 = 〈x0, x1〉B,M2 = 〈x
2
0, x0x1, x
2
1〉B. Then the matrices
0 : µ0(x0) = ( 1 0 ) , µ
0(x1) = ( 0 1 ) ,
1 : µ1(x0) = ( 1 0 00 1 0 ) , µ
1(x1) = ( 0 1 00 0 1 ) ,
...
represent the maps µi(xj).
Using the B-basis (e0, . . . , en) of V define for each i ∈ Z the map µ
i as the composition
µi :
{
Mi → EndB(V )⊗B Mi → V ⊗B Mi+1,
m 7→ idV ⊗m 7→
∑n
i=0 ej ⊗ xjm
.
Using the natural isomorphismHomB(Mi, V ⊗B Mi+1) ∼= HomE-grmod(E ⊗B Mi, E ⊗B
Mi+1) each µ
i can equally be understood as a map of graded E-modules
µi : E ⊗B Mi → E ⊗B Mi+1,
where the B-moduleMj is considered as a graded B-module concentrated in degree j and,
therefore, E ⊗B Mj is generated by (a generating set of)Mj in degree j.
For a better functorial behavior we replace E by its B-dual [Lam99, §16C]
ωE := HomB(E,B) ∼= ∧W ∼= ∧
n+1W ⊗B E
in the above maps.11 In particular, ωE lives in the degree interval 0, . . . , n + 1 and its socle
(ωE)0, which is naturally isomorphic to B, is concentrated in degree 0. We denote the
distinguished generator of the socle corresponding to 1B by 1ωE .
This change of language is justified by reinterpreting µi : Mi → V ⊗B Mi+1 as a map
µi : W ⊗B Mi → Mi+1 using the adjunction
HomB(W ⊗B X, Y ) ∼= HomB(X,HomB(W,Y )) ∼= HomB(X,W
∗ ⊗B Y ).
The graded E-module ωE ⊗B Mj has (compared with E ⊗B Mj) the advantage of having
the B-moduleMj as its socle interpreted as a graded E-module concentrated in degree j.
The commutativity of S implies that the composed map µi+1 ◦ µi : ωE ⊗B Mi → ωE ⊗B
Mi+2 is zero. Thus, the sequence of µi’s yields the so-called R-complex (cf. [EFS03, §2]
and [ES08, §2])
R(M) : · · · → ωE ⊗B Mi
µi
−→ ωE ⊗B Mi+1
µi+1
−−→ ωE ⊗B Mi+2 → · · ·
Example 5.1 (continued). ForM = S(0) we obtain theR-complex
0 ωE(0)
1
( e0 e1 )
ωE(−1)
2
( e0 e1 ·· e0 e1 )
ωE(−2)
3
(
e0 e1 · ·
· e0 e1 ·
· · e0 e1
)
ωE(−3)
4 · · ·
11It is again a free graded E-module which is nonnaturally isomorphic to E(−n− 1).
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Lemma 5.2 ([EFS03, Prop. 2.3]). There exists a natural isomorphism
Ha(R(M))a+i ∼= Tor
S
i (B,M)a+i.
Proof. The idea is to interpret the bigraded differential module ωE ⊗B M either as R(M)
or as the Koszul resolution of B tensored withM over S. 
Lemmas 5.2 and 3.5 imply the following lemma, an important technical insight for the
rest of this paper.
Lemma 5.3 (Key Lemma). There exists a natural isomorphism
Ha(R(M))a+i ∼= Ext
n+1−i
• (∧
n+1V,M)a+i.
Hence, there is a noncanonical isomorphismHa(R(M))a+n+1−j ∼= Ext
j
•(B,M)a−j .
Let A be either S or E. An epimorphism in A-grmod is said to be B-split if it splits as a
morphism overB. A graded module P ∈ A-grmod is said to be relatively projective (with
respect to B) if HomS(P,−) sends B-split epis to surjections. Any module of the form
A⊗B M , whereM is a B-module, is called relatively free (with respect to B). By [ES08,
Proposition 1.1], an N ∈ A-grmod is relatively projective if and only if it is relatively free.
A complexC = C• of gradedE-modules is called linear if eachC i is relatively free (with
respect to B) with socle concentrated in degree i.12 The regularity of a linear complex C
is defined as
regC := sup{a ∈ Z | Ha(C) 6= 0} ∈ Z ∪ {−∞,∞}.
Lemma 5.2 or 5.3 connects the regularity of a graded module with that of itsR-complex.
Corollary 5.4. ForM ∈ S-grmod the equality regM = regR(M) holds.
These definitions allow us to describe the image ofR.
Definition 5.5. We denote by E- grlin the full subcategory of complexes C of graded
E-modules satisfying
(a) C is linear;
(b) each C i is finitely generated;
(c) C is left bounded;
(d) regC <∞.
By E- grlin0 we denote the thick subcategory of bounded complexes.
Finally, for any d ∈ Z, denote byE- grlin≥d the full subcategory of complexes inE- grlin
with C<d = 0 and by E- grlin≥d,0 := E- grlin≥d ∩ E- grlin0.
Remark 5.6. An object C ∈ E- grlin≥d can be represented on a computer by the finite com-
plex Cd → Cd+1 → . . . → Cj−1 → Cj provided that j > regC. The part C>j of C
can be recovered by an injective resolution of coker(Cj−1 → Cj). This relatively injec-
tive resolution is isomorphic to Hom•(−, E) applied to a relatively projective resolution of
Hom•(coker(C
j−1 → Cj), E). A morphisms in E- grlin can be represented on the com-
puter by a chain morphism between two such finite complexes, one only needs to extend
these complexes to equal cohomological degrees. Again, the part of the morphism in higher
cohomological degrees can be computed by an injective resolution.
Proposition 5.7. The constructionR induces two fully faithful functorsR : S-grmod→
E- grlin andR≥d : S-grmod≥d → E- grlin
≥d for all d ∈ Z.
12and hence Ci is generated in degree i+ n+ 1.
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Proof. As M ∈ S-grmod is finitely generated, R(M) is left bounded. By definition, each
R(M)i = ωE ⊗B Mi is a finitely generated graded relatively free module with socle Mi
concentrated in degree i. Furthermore regR(M) = regM <∞ by Corollary 5.4.
A graded morphism ϕ : M → N induces morphisms ϕi : Mi → Ni for all i ∈ Z.
Tensoring with ωE yields morphisms R(ϕ)
i : R(M)i → R(N)i. These morphisms are
chain morphisms, as xj ◦ ϕi = ϕi+1 ◦ xj and the µ
i are induced by the xj for all i ∈ Z and
all 0 ≤ j ≤ n.
RestrictingR to S-grmod≥d corestricts to E- grlin
≥d by construction. These functors are
obviously faithful. The fullnessR andR≥d follows directly from the below Proposition 5.8
and Corollary 5.9, respectively. 
5.2. The functorR induces an equivalence. The functorR is an equivalenceS-grmod
∼
−→
E- grlin by [EFS03, Prop. 2.1]. In this section we explicitly construct the left adjoint quasi-
inverseM ofR and thus show constructively thatR is an adjoint equivalence.
Proposition 5.8. There exists a functor M : E- grlin → S-grmod such that M ⊣ R is
an adjoint equivalence of categories which sends S-grmod0 to E- grlin0.
Proof. Let (C, µ) ∈ E- grlin.
For a preparatory step, assume that
Hr(C) is the only nonvanishing cohomology (this implies that C<r = 0).(A)
Consider µr : W⊗BC
r
r → C
r+1
r+1 and extend ker(µ
r)
κ
−→W⊗BC
r
r to a map S⊗B ker(µ
r) −→
S ⊗B C
r
r . Define M(C) as its cokernel (with relatively free presentation πr : S ⊗B C
r
r ։
M(C)).
To justify the correctness of this preparatory step let M ∈ S-grmod with M<r = 0
and such that R(M) satisfies assumption (A). The natural isomorphism δ˜−1 : Mr
∼
−→
M(R(M))r : m 7→ 1S ⊗B 1ωE ⊗B m identifies a minimal set of generatorsM with one of
M(R(M)). The assumption (A) forR(M) is equivalent, by Lemma 5.2, toM being gener-
ated in degree r and having a relatively free resolution which is linear in the xi. In particular,
the only relations involving the indeterminates xi of the finite set of generators ofM inMr
are linear relations. All these linear relations are encoded in the map R(M)r → R(M)r+1.
The construction ofM above just imposes these linear relations of the generators ofM to the
generators of M(R(M)). In particular, δ˜ induces an isomorphism δM : M(R(M)) → M .
Similarly, there exists an isomorphism ηC : C → R(M(C)) for any C ∈ E- grlin satisfying
assumption (A).
For a general (C, µ) ∈ E- grlin, there is a bound r (e.g., any r > reg(C)) such that the
preparatory step applies to (C≥r, µ≥r). Then, we inductively define M(C) by decreasing
the cohomological degree d. Let (C, µ) ∈ E- grlin be a complex and d < r such that
M(C≥d+1) is defined by the induction hypothesis with relatively free presentation πd+1 :
S⊗B (C
d+1
d+1⊕. . .⊕C
r
r )։M(C
≥d+1). We defineM(C≥d) as a pushout of the span of β and
γ defined as follows: Let α : S⊗BW → S : p⊗xi → xip and ι : C
d+1
d+1 →֒ C
d+1
d+1 ⊕ . . .⊕C
r
r
be the embedding in the direct sum. Now set β := α⊗B C
d
d and γ := πd+1 ◦ (S⊗B (ι◦µ
d))
with common source S ⊗B W ⊗ C
d
d (recall, µ
d : W ⊗B C
d
d → C
d+1
d+1 ). This inductive step
of the construction ofM is the reverse construction ofR.
To apply M to a morphism ϕ : C → D in E- grlin we use the identification of M(C)i
with C ii , map C
i
i using ϕ
i toDii, which we finally identify withM(D)i.
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This equivalence of categories is an adjoint equivalence. We already have constructed the
unit η and counit δ as natural isomorphisms in the preparatory step. This unit and counit nat-
urally extends into lower cohomological degrees using the natural B-isomorphisms C ii
∼
−→
M(C)i : c 7→ 1S ⊗B c and Mi
∼
−→ R(M)ii : m 7→ 1ωE ⊗B m. The triangle identities are
easily verified. 
Corollary 5.9. The restriction-corestrictionM≥d : E- grlin
≥d → S-grmod≥d of M and
the functor R≥d form an adjoint equivalence M≥d ⊣ R
≥d, which sends S-grmod0≥d to
E- grlin≥d,0.
5.3. Saturated linear complexes. We now give a characterization of saturated linear com-
plexes corresponding to the one we gave for graded modules.
Definition 5.10. The linear regularity of a linear complex C ∈ E- grlin is defined as
linregC := max{a ∈ Z | Ha(C)a+n+1 6= 0 or H
a(C)a+n 6= 0} ∈ Z ∪ {−∞}.
We get a further characterization of E- grlin0-saturated linear complexes.
Corollary 5.11. A complex C ∈ E- grlin is E- grlin0-saturated iff linregC = −∞.
Proof. By Proposition 3.9, the moduleM(C) is S-grmod0-saturated ifExtj•(B,M(C)) = 0
for j ∈ {0, 1}. This is equivalent to Ha(R(M(C)))a+n+1−j = 0 for j ∈ {0, 1} by the key
Lemma 5.3. The claim follows from C ∼= R(M(C)). 
The key Lemma 5.3 also implies:
Corollary 5.12. linregC = linregM(C) for all C ∈ E- grlin.
The localizing subcategory S-grmod0≥d of S-grmod≥d corresponds via the adjoint equiv-
alence M ⊣ R to the full localizing subcategory E- grlin≥d,0 of right bounded complexes
in E- grlin≥d, i.e., of those complexes C ∈ E- grlin≥d with C≥ℓ = 0 for ℓ large enough. A
moduleM ∈ S-grmod≥d is then S-grmod
0
≥d-saturated if and only ifR(M) is E- grlin
≥d,0-
saturated, i.e., the adjoint equivalence M≥d ⊣ (R
≥d : S-grmod≥d → E- grlin
≥d) re-
stricts to an adjoint equivalence between the full subcategories of S-grmod0≥d-saturated resp.
E- grlin≥d,0-saturated objects.
The definition of the linear regularity of complexes in E- grlin≥d and the characterization
of E- grlin≥d,0-saturated linear complexes is a little bit more subtle and is therefore deferred
to the next section. The reason is that the lowest cohomology Hd(C) has to be treated
separately.
6. SATURATION OF LINEAR COMPLEXES
The ideal transform in Section 4 leads to an algorithm for the saturation of graded S-
modules. In this section, we present an algorithm to saturate linear complexes. The adjoint
equivalence M ⊣ R translates this to a second algorithm for the saturation of graded S-
modules.
Corollary 5.11 indicates that one has to modify a linear complexC untilHa(C)a+n+1 = 0
and Ha(C)a+n = 0. Our purely linear saturation is similar to that of the Tate resolution in
that one truncatesC in cohomological degree high enough and then computes a suitable part
in lower cohomological degrees. In contrast to the Tate resolution, our approach remains in
the category of linear complexes, as we do not take free presentations of kernels to compute
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the part of lower cohomological degree, but so-called purely linear kernels. We can also
truncate above the linear regularity, a lower bound of the Castelnuovo-Mumford regularity.
For the relation between the purely linear saturation and the Tate resolution see Remark 7.4.
6.1. Purely linear kernels. Let C i, C i+1 ∈ E-grmod be relatively free with socle concen-
trated in degree i and i + 1, respectively13. We call a morphism ϕi : C i → C i+1 purely
linear (of degree i) if its kernel vanishes in the top degree i+ n + 1.
C i C i+1Ki−1
Li−1
ϕiκ
λ
0
ψ
Definition 6.1. Let ϕi : C i → C i+1 be purely linear
of degree i. A purely linear morphism κ : Ki−1 → C i
of degree i − 1 with ϕi ◦ κ = 0 is called purely linear
kernel if for any purely linear λ : Li−1 → C i of degree
i − 1 with ϕi ◦ λ = 0 there exists a unique morphism
ψ : Li−1 → Ki−1 with κ ◦ ψ = λ.
Lemma 6.2. Each purely linear morphism has a purely linear kernel, which, by the uni-
versal property, is unique up to a unique isomorphism.
Proof. We denote the restriction of any morphism β to the graded part of degree i + n by
βi+n.
Let ϕi : M i → M i+1 be purely linear of degree i and ν : N i−1 →֒ M i be its kernel.
Denote by Ki−1 := N i−1i+n ⊗B E and by λ : K
i−1 → N i−1 the map induced by the identity
on N i−1i+n. We show that κ := ν ◦ λ : K
i−1 →M i is a purely linear kernel of ϕi.
By definition, Ki−1 and M i are relatively free generated in degree i + n and degree
i+ n+ 1, respectively. As ϕi is purely linear, N i−1 lives in the degree interval i, . . . , i+ n.
In particular, νi+n is a kernel of ϕ
i
i+n. By definition, λi+n : K
i−1
i+n → N
i−1
i+n is an isomorphism
and thus also κi+n is a kernel of ϕ
i
i+n. In particular, the kernel of κ lives in the degree interval
i− 1, . . . , i+ n− 1. Thus, κ is purely linear of degree i− 1.
The composition ϕi ◦ ν is zero and κ factors over ν by construction. Thus, ϕi ◦ κ = 0.
M i M i+1
N i−1
Ki−1
M i−1
ϕi
ν
λ
ϕi−1
κ
ψ
0
To show the universal property of κ let ϕi−1 : M i−1 → M i be purely linear with ϕi ◦
ϕi−1 = 0. From the universal property of κi+n as a kernel, there exists a unique ψi+n :
M i−1i+n → K
i−1
i+n with κi+n ◦ ψi+n = ϕ
i−1
i+n, since ϕ
i−1
i+n ◦ ϕ
i
i+n = 0. We define
ψ := ψi+n ⊗B E : M
i−1 ∼= M i−1i+n ⊗B E −→ K
i−1 ∼= Ki−1i+n ⊗B E,
which extends ψi+n to a morphism of graded E-modules. Finally, ϕ
i−1 = κ ◦ ψ since
κi+n ◦ ψi+n = ϕ
i−1
i+n and ϕ
i−1 is uniquely determined by ϕi−1i+n. 
Note that all steps in the proof of this last lemma are constructive.
We can now state the definition of linear regularity for complexes in E- grlin≥d.
13or, equivalently, freely generated in degree i+ n+ 1 and i+ n+ 2, respectively.
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Definition 6.3. Define for any d ≤ 0 the d-th truncated linear regularity linreg≥dC ∈
Z≥d ∪ {−∞} of C ∈ E- grlin
≥d as follows:
If there exists an a ∈ Z>d such that H
a(C)a+n+1 6= 0 or H
a(C)a+n 6= 0 then
linreg≥dC := max{a ∈ Z>d | H
a(C)a+n+1 6= 0 or H
a(C)a+n 6= 0} ∈ Z>d.
Otherwise, if the lowest morphism Cd → Cd+1 is a purely linear kernel (of Cd+1 → Cd+2)
then linreg≥dC := −∞ else linreg≥dC := d.
Corollary 6.4. C ∈ E- grlin≥d is E- grlin≥d,0-saturated iff linreg≥dC = −∞.
Proof. The claim follows from Corollary 5.11 and Corollary 3.11 (by Remark 4.8.(d) we
only need to consider the case d = 0). 
Corollary 6.5. linreg≥dC = linreg≥dM≥d(C) for all C ∈ E- grlin
≥d.
Proposition 6.6. A (C, µ) ∈ E- grlin≥d, is E- grlin≥d,0-saturated if and only if µi is the
purely linear kernel of µi+1 for all i ≥ d.
Proof. By the proof of Lemma 6.2, a morphism κ : Ki−1 →M i is a purely linear kernel of
a purely linear morphism ϕi : M i → M i+1 of degree i if and only if it is purely linear and
Ki−1
κ
−→M i
ϕi
−→ M i+1 is a complex which is exact in degrees i+n and i+n+1. Now, the
claim follows from the characterizations of saturated linear complexes in Corollary 6.4. 
6.2. Saturation of a linear complex. In this subsection we algorithmically saturate linear
complexes by iteratively computing purely linear kernels.
Let (C, µ) ∈ E- grlin≥d with regularity r ∈ Z. Define the purely linear saturation
(truncated in degree d) functor S≥d : E- grlin≥d → E- grlin≥d as follows. The idea is
to truncate the complex above the linear regularity and then to “saturate” it recursively by
purely linear kernels, more precisely: For cohomological degrees greater than the linear
regularity r = linreg≥dC define S
≥r+1 by setting S≥r+1(C, µ) := (C≥r+1, µ≥r+1). Assume
that (D≥i, τ≥i) = S≥i(C, µ) is defined for some i > d. Let τ i−1 : Di−1 → Di be the purely
linear kernel of τ i. Define S≥i−1(C, µ) by adding τ i−1 to (D≥i, τ≥i) in cohomological
degree i− 1.
The morphism part S≥d(ϕ) for ϕ : (C, µC) → (C
′, µC′) in E- grlin
≥d is induced by the
identity in high degrees. The universal property of the purely linear kernels implies a unique
completion of the square
S
≥d(C ′)ℓ S≥d(C ′)ℓ+1
S
≥d(C)ℓ S≥d(C)ℓ+1
S
≥d(ϕ)ℓ+1
and thus iteratively constructs the chain morphisms in lower degrees.
Theorem 6.7. Let A = E- grlin≥d and C := E- grlin≥d,0. There exists a natural trans-
formation η : IdA → S
≥d such that the purely linear saturation S≥d truncated in degree d
together with this natural transformation η is a Gabriel monad of A w.r.t. C.
Again, the statement of the theorem is valid for all d ∈ Z. The statement of the following
immediate corollary and the proof the theorem assume d ≤ 0.
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Corollary 6.8. The nonnegative integermax{linreg≥dC − d+1, 0} is the precise count
of recursion steps needed to achieve saturation.
Thus, the linear regularity yields a better bound for computing zeroth cohomologies and
saturation than the Castelnuovo-Mumford regularity does. However, the data structure for
E- grlin≥d suggested in Remark 5.6 still requires the Castelnuovo-Mumford regularity.
Proof of Theorem 6.7. First, we construct the natural transformation ηC for the complex
(C, µ) ∈ E- grlin≥d. Consider the cochain-isomorphism ηC : C
≥r → S≥r(C) induced by
the identity for r > linreg≥dC. Assume that ηC is lifted to a cochain morphism C
≥ℓ+1 →
S
≥ℓ+1(C). The universal property of the purely linear kernels implies a completion of the
square
S
≥d(C)ℓ S≥d(C)ℓ+1
Cℓ Cℓ+1
ηℓ+1Cη
ℓ
C
by a morphism ηℓC : C
ℓ → S≥d(C)ℓ. Iteratively, we get the cochain-morphism ηC : C →
S
≥d(C).
Now, we use Theorem 2.1 to show that S≥d together with η is a Gabriel monad.
2.1.(a) C ⊂ kerS≥d:
As ηC is an isomorphism in high cohomological degrees, its kernel is contained in C.
2.1.(b) S≥d(A) ⊂ SatC(A):
S
≥d(C) has only trivial cohomologies above the regularity ofC. Below the regularity
we use Proposition 6.6.
2.1.(c) G := co-resSatC(A) S
≥d is exact:
As S≥d is the identity on objects and morphism in high cohomological degree, apply-
ing it to a short exact sequence inA yields a new sequence withA-defects, which are
bounded by the maximum of the regularities of said short exact sequence. Thus, the
A-defects are contained in C. In particular, this sequence is exact when considered
in SatA(C).
2.1.(d) ηS≥d = S≥dη:
Truncated at cohomological degree ℓ above the regularity this is clear, since both
natural transformations are induced by the identity. For lower degrees, this follows
from the uniqueness of the universal morphism ψ in the definition of purely linear
kernels.
2.1.(e) ηι is a natural isomorphism:
Let C ∈ A be C-saturated. We need to show that ηC is a cochain isomorphism. This
is clear in high cohomolical degrees, as S≥d is the identity on objects and morphism
there. Assume that ηC restricted to C
≥ℓ+1 → S≥ℓ+1(C) for some ℓ ∈ Z is a cochain
isomorphism. Then, the morphism ηℓC from the completion of the square
S
≥d(C)ℓ S≥d(C)ℓ+1
Cℓ Cℓ+1
ηℓ+1Cη
ℓ
C
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is an isomorphism, since bothC and S≥d(C) are saturated and, by Proposition 6.6Cℓ
and S≥d(C)ℓ are purely linear kernels of µℓ+1 and the morphism in cohomological
degree ℓ+1 of S≥d(C), respectively. The uniqueness of purely linear kernels implies
that ηC restricted to C
≥ℓ → S≥ℓ(C) is a cochain isomorphism, and so is ηC by
induction. 
We stress that the above functors M, M≥d, R, R
≥d, and S≥d are constructive functors
between constructively Abelian categories. We furthermore note that computing the natural
transformation η is constructive.
7. THE GABRIEL MONAD OF THE CATEGORY OF COHERENT SHEAVES
In this section we prove that for any d ∈ Z the quotient category S-grmod≥d/S-grmod
0
≥d
is equivalent to the category CohPnB and that the corresponding Gabriel monad computes
the (truncated) module of twisted global sections.
Proposition 7.1. CohPnB ≃ S-grmod≥d/S-grmod
0
≥d for all d ∈ Z.
Proof. First, the definitions directly imply S-grmod0∩S-grmod≥d = S-grmod
0
≥d. Second,
a preimage of M ∈ S-grmod/S-grmod0 under S-grmod≥d → S-grmod/S-grmod
0 is
given by M≥d, since M ∼= M≥d in S-grmod/S-grmod
0. Now the second isomorphism
theorem for Abelian categories [BLH14a, Prop. 3.2] implies the equivalence
S-grmod≥d/S-grmod
0
≥d ≃ S-grmod/S-grmod
0.
The latter category is equivalent to CohPnB by [BLH14a, Coro. 4.2]. 
A graded S-modulesM is called quasi finitely generated if each truncationM≥d is finitely
generated. We denote by S-qfgrmod ⊂ S-grMod the full subcategory of such modules. The
functor
H0• : CohP
n
B → S-qfgrmod : F 7→
⊕
p∈Z
H0(PnB,F(p))
computing the module of twisted global sections is right adjoint to the sheafification functor
Sh : S-qfgrmod → CohPnB,M 7→ M˜ . This was proved by Serre in the absolute case
[Ser55, 59] and later by Grothendieck for the relative case.
Denote by Sh≥d : S-grmod≥d → CohP
n
B the restriction of Sh to S-grmod≥d and by
H0≥d : CohP
n
B → S-grmod≥d : F 7→
⊕
p∈Z≥d
H0(PnB,F(p))
the functor computing the truncated module of twisted global sections. It follows that H0≥d
is the right adjoint of Sh≥d.
Proposition 7.2. The monad H0≥d( ·˜ ) = H
0
≥d ◦ Sh≥d is a Gabriel monad of S-grmod≥d
w.r.t. the localizing subcategory S-grmod0≥d. In particular, any Gabriel monad computes
the truncated module of twisted global sections.
Proof. Let Q≥d : S-grmod≥d → S-grmod≥d/S-grmod
0
≥d be the canonical functor. The
equivalence in Proposition 7.1 is constructed as a functor α≥d : S-grmod≥d/S-grmod
0
≥d →
CohPnB with α≥d ◦Q≥d ≃ Sh≥d. An easy calculation shows that a right adjoint of Q≥d is
given by S≥d := H
0
≥d ◦ α≥d. In particular, S≥d ◦Q≥d is a Gabriel monad of S-grmod≥d
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w.r.t. S-grmod0≥d by [BLH13, Lemma 4.3]. Now the claim follows, as S≥d ◦ Q≥d =
H0≥d ◦ α≥d ◦Q≥d ≃ H
0
≥d ◦ Sh≥d = H
0
≥d( ·˜ ). 
Corollary 7.3. There exist natural isomorphisms
H0≥d(M˜)
∼= Dm,≥d(M) and R
(
H0≥d(M˜)
)
∼= S≥d(R(M)),
in particular for i ≥ d
H0(M˜(i)) ∼= (Dm,≥d(M))i
∼=
(
S
≥d(R(M))
)i
i
.
Remark 7.4. In the absolut case, i.e., when B = k is a field, the (objects of the truncated)
Tate resolutionT≥d(M) relate to the higher cohomology modulesHq≥d(M˜) by [EFS03]
(*) T≥d(M)i =
min{n,i−d}⊕
q=0
ωE ⊗k H
q
(
M˜(i− q)
)
,
while the (truncated) purely linear saturation directly extracts H0:
S
≥d(R(M))i = ωE ⊗B H
0
(
M˜(i)
)
.
In the relative case the analogue of (*) is more subtle: The Tate resolution T≥d(M) is
by its bi-graded structure in fact a multi-complexT≥d,•(M). Since each multi-complex is a
filtered complex and hence induces a spectral sequence14 Ep,q(T≥d,•(M)) =⇒ 0, where for
each row-complex on the first page the following isomorphism holds
E≥d,q1
(
T
≥d,•(M)
)
∼= R
(
Hq≥d(M˜)
)
.
This is implicit in [ES08], see also [EFS03, Corollary 3.6]. Thus, the relation between the
purely linear saturation and the Tate resolution is given by
E≥d,01
(
T
≥d,•(M)
)
∼= S≥d(R(M)) ∼= R
(
H0≥d(M˜)
)
.
The first isomorphism is not a priori obvious in the relative case and gives a direct way to
computeR
(
H0≥d(M˜)
)
via S≥d(R(M)) without computing (most of) the Tate resolution.15
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