Breakdown of the solution to a completely exceptional system of hyperbolic equations  by Jeffrey, Alan
JOURNAL OF MATHEMATICAL ANALYSIS AND APPLICATIONS 45, 375-381 (1974) 
Breakdown of the Solution to 
a Completely Exceptional System of Hyperbolic Equations 
ALAN JEFFREY 
Department qf Engineering Mathematics, The University, 
Newcastle upon Tyne, I, England 
Submitted by William F. Ames 
1. INTRODUCTION 
Let us consider a quasilinear system of equations of the form 
where U is an n x 1 matrix vector with the elements u1 , u2 ,..., u, and 
A = A(U) is an 12 x 12 matrix with elements depending only on the elements 
ui of U. For the initial conditions we shall assume that 
w% 0) = @b9, (2) 
for x E I, where I C R is some interval on the initial line forming the domain 
of dependence of the solution vector. 
Then the quasilinear system (l), subject to (2), will be hyperbolic if A 
has real eigenvalues and if its eigenvectors form a basis in the Euclidean 
space En. Suppose there to be m distinct eigenvalues of A, and denote them 
by hci), with i = 1, 2 ,..., m. Then the corresponding right eigenvectors 
rcisk) satisfy the relationship 
Ar’iA = ~‘i’r’i.“’ , (3) 
where k = 1, 2,..., ri , and ri denotes the multiplicity of the eigenvalue X(i). 
The integers ri are, of course, such that 
Let VU denote the gradient operator with respect to the dependent variables 
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Ul , uz ,***> u, . Then the system (1) has been called exceptional with respect 
to the i-th characteristic field by Lax [l], if 
(V,ACi’) y(i,k:) = 0 , (5) 
for R = 1, 2 ,..., Yi . The effect of this property on the evolution of an 
unbounded derivative of U across a member of the i-th characteristic field 
has been explored by Jeffrey [2, 3,4, 51, and the name completely exceptional 
given to a system (1) for which conditions (5) hold for every Au). 
It is well known that usually a derivative of the solution vector of a quasi- 
linear hyperbolic system evolves to the point at which it becomes unbounded, 
thereby limiting the region of existence of a classical solution to (1) subject 
to (2). However, when n 3 3 it is also possible for the boundary of the region 
of existence of the classical solution to be determined by the condition that 
the solution itself, rather than its derivative, becomes unbounded. Thereafter 
no extension of the solution is possible. 
The example discussed in the subsequent sections of this paper is of this 
type with n = 3, and it also belongs to the class of completely exceptional 
systems just mentioned. In addition to the unbounded nature of the solution 
after a finite elapsed time, rather than that of its derivative, this example is 
also of interest because of the fact that it involves a family of solutions U, 
which depend continuously on a non-negative parameter p. In the limit as 
p ---f 0 so the system and its solution vector U, approach uniformly a linear 
hyperbolic system and its solution vector U,, which has the same character- 
istic fields. 
More precisely, we show that, when 01 < p with p # 0, then after some 
finite elapsed time t, the solution vector U, to the non-linear system will 
always become unbounded along a line which lies in the domain of deter- 
minacy G of the solution, while when p < 01 the solution vector U, remains 
finite throughout G. However, the elements of the solution vector U,, to the 
linear system, to which the solution vector U, to the non-linear system tends 
as p -+ 0, only becomes unbounded at infinity. The system discussed in this 
paper was suggested by a special example, not involving a family of solutions, 
that has been attributed to V. I. Zurkov by Rozhdestvensky [6]. 
2. CONSTRUCTION OF EXAMPLE 
Let ulu , uzu , and us, be the components of a 3 x 1 vector U,, depending 
on a real non-negative scalar parameter p and satisfying the equation 
z + A(p, U)z = 0, (6) 
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where 
- cash 2pu,, 0 - sinh 2pu2,, 
4-h U) = cash puSu 0 sinh puSu . (7) 
sinh 2puzp 0 1 cash 2puz,, 
Now consider the initial value problem for the system (6) subject to the 
Cauchy data 
on the finite initial interval I defined by the requirement that x E [--h, h], 
where 01 > 0 is a real constant. 
The three eigenvalues of A(p, U) determined by the characteristic equation 
I 44 U) - u3 I = 0, (9) 
where 1s is the 3 x 3 unit matrix, are easily seen to be A(l) = - 1, Xc2) = 0, 
and Xc3) = 1. Thus they are independent of both the elements of the solution 
vector U, and the parameter p itself. The field of characteristic curves Cti) 
corresponding to the eigenvalue Ati) is determined by the family of solutions 
to the differential equation 
C’“‘: dx/dt = X(i), for i = 1,2, 3. (10) 
Each field of characteristic curves is thus seen to comprise a family of straight 
lines with gradients - 1, 0, and 1, respectively. 
It is a straightforward matter to verify that the three right eigenvectors 
of &, U) form a basis in the Euclidean space E3 so that the system (6) 
which is quasilinear, is also unconditionally hyperbolic. Since the eigenvalues 
are all constants it follows that V,Xo) 3 0 for i = 1, 2, and 3, so that condi- 
tion (5) is satisfied for each X o), thereby establishing that the system is 
completely exceptional. It is not, however, a conservation law system as it 
cannot be expressed in divergence form. 
3. SOLUTION. DOMAIN OF DETERMINACY AND UNBOUNDEDNESS 
It may readily be established that the 3 x 1 vector U,, with elements 
ur,, , uzlr and us, defined as follows satisfies (6) and coincides with the Cauchy 
data (8) on the initial line: 
(114 
(1 lb) 
%(X, t) = +- [A + 5 - 11 9 
u2,(x,t)=~log~1-~~, 
U3”(X, t) = + [-y$ - s - l] . 
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This vector U,, will, of course, only be the solution vector for this quasi- 
linear hyperbolic system when X, t lie within the domain of determinacy of 
the solution, that is, the region in the (x, t)-plane lying above the initial 
line and bounded by the domain of dependence I and the two extreme back- 
ward traced characteristics, from a point in the upper half plane, that pass 
through the end points of 1. As the families of characteristic curves for system 
(6) are straight lines, these extreme characteristics are the lines with gradients 
1 and -1 passing, respectively, through the points (--h, 0) and (h, 0). This 
domain of determinacy is shown as the shaded region G in Figure 1. Pro- 
vided U, is defined for some t = t, , where t, < h, then the Cauchy data 
will determine, through U, , the solution at every point of the line AB, since 
this lies within the domain of determinacy G of the solution. The vector U, 
will also determine the solution at all points in G below the line AB. However, 
when t = t, with t, > h, then the corresponding line between the points C 
and D in Figure 1 has no intersection with G. Thus the vector UU cannot 
represent the solution along any such line. 
-h -h+t I 0 h - t, 
D 
3 
FIGURE I 
Inspection of the form of results (11) shows that U, becomes unbounded 
when olh = pt. This defines a critical time t, through the relation 
tc = WP, WI 
with the property that the vector U, will only be a solution vector, and also 
finite, for points (x, t) E G for which t < t, . 
Consider first the case in which p < 01. Then it follows from (12) that 
tc > h, so that we have a situation corresponding to the unboundedness of the 
vector U,, occurring along a line, similar to CD, which does not intersect G. 
Thus, when p < 01, the vector U, with elements (11) represents the solution 
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at every point of G, and at no point of G does the solution become un- 
bounded. 
Next, consider the case in which 01 < p. It then follows from (12) that 
t, < h, so that we have a situation corresponding to the unboundedness of 
the vector U, occurring along a line similar to AB which lies in G. Under 
these circumstances U, will only represent the solution vector for those 
points (x, t) E G which also lie below AB. In summary, we have the following 
situation: 
(i) The Case p < 01. The domain of determinacy G comprises the 
set of points 
G = {x, t 1 / x 1 < h, t 3 0, t < h - x, t < h + x}. 
The vector UJx, t) has the elements defined in (1 l), and represents the solu- 
tion vector at every point of G, at no point of which does it become un- 
bounded. 
(ii) The Ca.se a < p. The domain of determinacy G comprises the 
set of points 
G = {x, t 1 1 x j < h, t 3 0, t < h - x, t < h + x}, 
The vector Uu(x, t) has the elements defined in (ll), but only represents the 
solution vector at the subset Gr of G, defined by the relation 
Gl = {x, t 1 1 x 1 < h, t > 0, t < h - x, t < h + x, t < ah/p}. 
Along the line segment L, comprising the set of points 
L = h t 1 I x I < 41 - +), t = J44, 
the solution vector 77, becomes unbounded. 
Notice that the unbounded behavior of the solution vector is in no way 
attributable to the intersection of the characteristic curves of any one of the 
three families involved, since within each family C(i), i = 1, 2, 3, the charac- 
teristic curves are parallel straight lines. 
4. LIMITING CASE AS p + 0 
It is interesting to examine the behavior of system (6) and its solution 
vector U, as TV + 0. Proceeding to the limit as p -+ 0 in expressions (11) 
gives rise to the results: 
%rJ(X, t) = (t + x>/& (139 
%0(X, t) = -w, (13b) 
us&, t) = (t - x)/ah. (13c) 
409/45/2-9 
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Differentiation then establishes that the vector UO(x, t) with elements 
un, , uaO and us,, satisfies the linear hyperbolic system 
where 
-1 0 0 
A,, = i 1 0 0 1 . 
0 0 1 
Since the eigenvalues of A,, are the same as those of A&, U), the charac- 
teristic curves of system (14) will be the same as those of system (6). It is 
also true that Us(x, 0) satisfies the Cauchy data (8), so that the domains of 
determinacy of both the linear and the quasilinear systems will be the same 
domain G defined in Section 3. Furthermore, from the linear theory we 
know that U, is the solution vector of (14) throughout G, and at each point 
of G vector U, is finite. These results, taken together with the fact that 
A,, = lim,,, A(p, U), have thus established that the solution vector U,, to 
the linear hyperbolic system (14), subject to the Cauchy data (8), is the 
uniformly continuous limit as p -+ 0 of the solution vector U,, to the quasi- 
linear hyperbolic system (6), subject to the same initial data. This result in 
itself is surprising and, perhaps, as interesting as the unbounded behavior 
of u, . 
To examine the relationship of this result to the conclusions of Section 3 
we need only consider Case 3(i). This is because, as 01 is a fixed positive con- 
stant, when proceeding to the limit as p---f 0 we will eventually satisfy the 
condition TV < 01. When this occurs U,, will be defined, and finite, throughout 
all of G, as is U,, , to which it tends uniformly as ,A + 0. The elements of U,, , 
will only become unbounded at infinity, though, since I is finite, U,, will not 
then represent the solution vector. 
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