Abstract
Introduction
The job shop scheduling problem (JSSP) is a very important practical problem in both fields of production management and combinatorial optimization. Efficient methods for solving the JSSP have significant effects on profitability and product quality. The JSSP has drawn the attention of researchers for the last three decades, but because scheduling problems vary widely according to specific production tasks and most of them are strongly NP-hard problems such that some test problems of moderate size are still unsolved. As a matter of fact, only small size instances of the problems can be solved within a reasonable computational time by exact optimization algorithms such as branch and bound [1, 2] , and dynamic programming (DP) [3, 4] , including the notorious 1010 instance of Fisher and Thompson, which was proposed in 1963 and only solved 20 years later. Problems of dimension 1515 are still considered to be beyond the reach of today's exact methods. By contrast, approximate and heuristic methods make a tradeoff between solution quality and computational cost. These methods mainly include dispatching priority rules [5] [6] [7] , shifting bottleneck approach [8, 9] , Lagrangian relaxation [10, 11] , tabu search [12] [13] [14] and have made considerable achievement. In recent years, much attention has been devoted to meta-heuristics with the emergence of new techniques from the field of artificial intelligence such as genetic algorithm (GA) [15] [16] [17] [18] , simulated annealing (SA) [19] [20] [21] [22] , ant colony optimization (ACO) [23] , particle swarm optimization (PSO) [24, 25] , artificial neural network (ANN) [26] [27] [28] , bacterial foraging algorithm (BFA) [29] , and so on. These meta-heuristics can be regarded as problem-independent
Job-shop Scheduling Problem
The job shop problem studied in this paper consists of scheduling a set of jobs on a set of machines with the objective of minimization the makespan, i.e., the maximum of completion times needed for processing all jobs. Each machine can handle at most one job at a time. Each job consists of a chain of operations to be processed in a specified sequence, on specified machines, and during an uninterrupted time period of given length.
Explaining the problem more specifically, let denote the set of jobs, denote the set of machines, and denote the set of operations to be scheduled, where 0 and n´m +1 represent the dummy initial and final operations respectively. The operations are interrelated by the precedence constraints, which force each operation j to be scheduled after all predecessor operations P j are completed. Besides, operation j can only be scheduled if the machine what it requires is idle. Further, let T j and F j denote the fixed processing time and the finish time of operation j respectively, let A(t) be the set of operations being processed at time t , and let e jm = 1 if operation j is required to process on machine m and e jm = 0 otherwise. The conceptual model of the JSSP can be stated as [30] :
Minimize:
subject to:
e jm jÎA(t ) å £ 1, (m ÎM; t ³ 0)
The objective function (1) minimizes the finish time of the last operation, namely the makespan. Constraints (2) impose the precedence relations between operations. Constrains (3) represents that one machine can only process one operation at a time, and Constrains (4) force the finish times to be non-negative.
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The solution to the JSSP can be represented as the operations permutation of the jobs on each machine. The total number of all possible schedules (both feasible and infeasible) is (n!) m for the problems with n jobs and m machines. Obviously, it is impossible to exhaust all the alternatives for finding the optimal solution even if the values of n and m are small. For example, for the Fisher-Thompson benchmark problem of the 10 jobs to 10 machines, it has a search space with a size at about 3.96´10 65 . So it is necessary to restrict the search space and guide the search process. There are four types of feasible schedules in JSSP, namely inadmissible, semi-active, active and non-delay. Inadmissible schedules contain excess idle time, and they can be improved by forward-shifting operations until no excess idle time exists. Semi-active schedules contain no excess idle time, but they can be improved by shifting some operations to the front without delaying others. Active schedules contain no idle time and no operation can be finished earlier without delaying other operations. Non-delay schedules are active schedules, in which operations are placed into the schedule such that the machine idle time is minimized and no machine is kept idle if some operation can be processed. The optimal schedule is guaranteed to be an active schedule. So we only need to find the optimum solution in the set of active schedules.
Representation
Before solve the JSSP, we describe a proper representation for the solution of the problem, namely a scheduling, which is used in the later algorithms. In this section, an operation-based representation is adopted, which uses an unpartitioned permutation with m-repetitions of job numbers for the problems with n jobs and m machines. A job represents a set of operations that has to be scheduled on m machines. In this formulation, each job number occurs m times in the permutation. By scanning the permutation from left to right, the k-th occurrence of a job number refers to the k-th operation in the technological sequence of this job. A permutation with repetition of job numbers only expresses the order in which the operations of jobs are scheduled. For example, suppose a sequence is given as (2 1 3 4 2 4 3 2 1 2 3 3 1 1 4 4) in a 4 jobs × 4 machines problem, in which each gene stands for one operation. Each job consists of four operations, and the job number is thereby repeated four times. The fifth gene of the permutation implies the second operation of job 2 because number 2 has been repeated twice, similarly, the eighth gene represents the third operation of job 2, and so on. The prominent advantage is that the permutation is always feasible, moreover, it eliminates the deadlock schedules which are incompatible with the technological constraints and can never be finished. But it will produce redundancy in the search space and cause the search space size to expand to (n´m)! (m!) n , that is, the mapping relation between sequence and schedule is many-toone.
BFA-based Scheduling Algorithm

Standard Bacterial Foraging Algorithm
Bacterial foraging algorithm (BFA), originally developed by K. M. Passino [31] , is a new natural heuristic optimization method based on foraging behavior of E. coli bacterium. It is also an evolutionary computation technique based on swarm intelligence. BFA has attracted broad attention in the fields of evolutionary computing, optimization and many others [32] [33] [34] . The system of the E.coli bacterium enables it to achieve a complex type of search and avoidance behavior. Evolution has designed this control system. It is robust and clearly very successful at meeting its goals of survival when viewed from a population perspective. In addition the control system dictates that
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Copyright ⓒ 2016 SERSC bacterial foraging process can be subdivided into four motile behaviors namely chemotaxis, swarming, reproduction, and elimination and dispersal. Below we briefly describe each of these processes.
(i) Chemotaxis: This process simulates the movement of an E. coli cell through swimming and tumbling via flagella. Biologically an Escherichia coli bacterium can move in two different ways. It can swim for a period of time in the same direction or it may tumble, and alternate between these two modes of operation for the entire lifetime.
Suppose q i ( j, k,l) represents the position of the i th bacterium at j th chemotactic, k th reproductive and l th elimination-dispersal step. C(i) is the size of the step taken in the random direction specified by the tumble. Then in computational chemotaxis the movement of the bacterium may be represented by
where D indicates a vector in the random direction whose elements lie in [-1,1].
(ii) Swarming: An interesting group behavior has been observed for several motile species of bacteria including E. coli and Salmonella typhimurium, where intricate and stable spatio-temporal patterns (swarms) are formed in semisolid nutrient medium [35] . A group of E. coli cells arrange themselves in a traveling ring by moving up the nutrient gradient when placed amidst a semisolid matrix with a single nutrient chemo-effecter. The cells when stimulated by a high level of succinate, release an attractant aspertate, which helps them to aggregate into groups and thus move as concentric patterns of swarms with high bacterial density. The cell-to-cell signaling in E. coli swarm may be represented by the following function.
where J cc (q, P( j, k,l)) is the cost function value to be added to the actual fitness function.
P( j, k,l) represents the population of bacteria, namely .
S is the total number of bacteria and p is the number of parameters to be optimized 
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(iii) Reproduction: The least healthy bacteria eventually die while each of the healthier bacteria (those yielding lower value of the objective function) asexually split into two bacteria, which are then placed in the same location. This keeps the swarm size constant.
(iv) Elimination and dispersal: Gradual or sudden changes in the local environment where a bacterium population lives may occur due to various reasons, e.g. a significant local rise of temperature may kill a group of bacteria that are currently in a region with a high concentration of nutrient gradients. Events can take place in such a fashion that all the bacteria in a region are killed or a group is dispersed into a new location. To simulate this phenomenon in BFA some bacteria are liquidated at random with a very small probability while the new replacements are randomly initialized over the search space.
The step outline of the standard BFA for solving optimization problem is shown in Figure 1 .
Improved Bacterial Foraging Algorithm for Job Shop scheduling
To tackle this job shop scheduling problem, some improvements are introduced to the basic BFA. In the chemotactic step, the vector  of length jm for the problem of j jobs and m machines in the random direction is randomly filled with elements of the set {0, 1}. The number of the element "1" is decided by the value of ) (i C , namely the step size specified by the tumble, and
is inversely proportional to the fitness of the i th bacterium. The higher the fitness a bacterium has the smaller the value. The
is decided by the following formulation
where randomly. After the bacterium tumbles, the swim mechanism is performed. In the process, randomly select an element in the position vector of the bacterium, respectively, make it move backwards or forwards in turn and once shift one position until it moves  times, and then 2 new bacterial are produced. We replace the original bacterium by the new one with the highest fitness among the produced bacterial if it is better than the original.
The experimentation with complex problems reveals that the BFO algorithm possesses a poor convergence behavior. By our analysis, the emergence of the poor convergence behavior is brought by the "swarming" mechanism. On the one hand, when the bacteria 
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Copyright ⓒ 2016 SERSC quickly congregate round the local optimal position on a large scale, a high level of attractant is formed in the region. It maybe induces that the bacteria near to the global optimal position depart from the original region and close to the congregated region; on the other hand, when a large numbers of bacteria close to the global optimal position, a high level of repellent maybe dispel the current optimal bacteria away from the global optimal position. Actually, to perform a social foraging, an animal needs communication capabilities and it gains advantages to exploit essentially the sensing capabilities of the group. So a novel mechanism of quorum sensing and communication (QUSAC) is presented instead of the "swarming" mechanism. Besides, the QUSAC mechanism reduces the computation complexity largely in swarming stage.
The process of quorum sensing and communication is designed as follows. First, the bacterium with the highest fitness is recognized, and then a bacterium is selected for quorum sensing. Produce a vector of length jm for the problem of j jobs and m machines which is randomly filled with elements of the set {0, 1}. This vector defines the order in which the elements of the newly produced bacterium vector are drawn from the best bacterium and the selected bacterium, respectively. After an element is drawn from one bacterium and deleted from the other one, it is appended to the newly produced bacterium vector. This step is repeated until both the best and the selected bacterium vector are empty and the produced bacterium contains all the elements involved. A new bacterium is created based on quorum sensing and communication and accepted into the population if its fitness is higher than the original. Figure 2 gives an example of the QUSAC mechanism.
PSO-based Scheduling Algorithm
The particle swarm optimization (PSO), originally developed by Kennedy and Elberhart [36] , is a method for optimizing hard numerical functions on metaphor of social behaviors of flocks of birds and schools of fish. It is an evolutionary computation technique based on swarm intelligence. A swarm consists of individuals, called particles, which change their positions over time. Each particle represents a potential solution to the problem. In a PSO system, particles fly around in a multi-dimensional search space. During its flight, each particle adjusts its position according to its own experience and the experience of its neighboring particles, making use of the best position encountered by itself and its neighbors. The effect is that particles move towards the better solution areas, while still having the ability to search a wide area around the better solution areas. The performance of each particle is measured according to a pre-defined fitness function, which is related to the problem being solved. The PSO has been found to be robust and fast in solving non-linear, non-differentiable and multi-modal problems. The mathematical description and executive steps of the PSO are as follows. Let the i th particle in a D -dimensional space be represented as . The best previous position of the i th particle is recorded and represented as , which gives the best fitness value and is also called pbest . The index of the best pbest among all the particles is represented by the symbol g . The location P g is also called gbest . The velocity for the i th particle is represented as . The concept of the particle swarm optimization consists of changing the velocity and location of each particle towards its pbest and gbest locations according to Eqs. (8) and (9) at each time step: , and max v is a designated maximum velocity.
The conventional particle swarm optimization cannot be applied to the JSSP directly. In this section, we describe the formulations of our previous work about discrete PSO algorithm [24] . Firstly, the concept of the difference of the locations is extended. Let us present the similarity measure of two particles. Denote the i th and the j th particles in a
is called the similarity measure between particle i X and particle j X . Let ) ( i X f denote the fitness of particle i and assume that
where n is the population size. The difference of the locations between two particles, namely "distance", is redefined by the following equation:
where D is the dimension of a particle, k is a positive integer called acceleration coefficient, and  and  are two positive weights, which can be ascertained by trial and error and satisfy the relation that the sum of  and  is equal to 1. It is obvious that
Correspondingly, the concept of the velocity is also extended. The velocity is defined as the times of "adjustment operation". The brief outline of the adjustment algorithm is as follows. Step 2: Scan set
from left to right, respectively, to find out the times that s appears, and denote them as Step 3: Select a location index j in the particle Y randomly, which satisfies Step 4: Swap s which appears after location k and j y which satisfies that Step 5: Swap s which appears in the front of location k and j y which satisfies that Step 7: Terminate.
Using "  " to denote the adjustment operation, the proposed PSO algorithm could be performed by the following equations: 
Coevolutionary Intelligence Algorithm based on the Proposed BFA and PSO
Based on the models of the proposed BFA and PSO, a coevolutionary intelligence algorithm (CIA) is integrated to solve the JSSP. The objective is to search a scheduling such that where i f is the fitness value of the ith bacterium in the BFA, and is also the fitness value of the ith particle in the PSO, opt is the theoretical optimal makespan for a given problem and the value i f is in the interval (0, 100]. The value of the objective function T(JM) can be obtained by the process of decoding. The makespan is produced by the process that assigns operations to the machines at their earliest possible starting time by the technological order of each job, scanning the permutation from left to right. It should be noticed that the scheduling acquired by this way is only a semi-active. Yet, the optimal solution must be an active schedule. Then the active decoding is applied, which checks the possible blank time interval before appending an operation at the last position, and fills the first blank interval before the last operation to convert the semi-active schedule to an active one so that the makespan can be shorter. For example, consider the 3 jobs × 2 machines problem shown in Table 1 . In the example, job 1 must go to machine 2 for 1 unit of time, then to machine 1 for 2 units of time, and so on. Suppose an operation-based solution is the sequence a = (1, 3, 2, 2, 1, 3 ) and its Gantt chart by the semi-active decoding scheme is drawn in Figure. 3, whose makespan is 7 units. Whereas the makespan is 6 units by the active decoding and the corresponding Gantt chart is shown in Figure. 4.
It is worth mentioning that the fitness is as pivotal to the guidance of the search because the chance of a solution being chosen is determined solely by its objective function value. So their values are linearly adjusted to avoid early convergence and ensure the variety of the population. The adjustment process can be summarized as follows.
Step 1. Calculate the average fitness and affinity ave f , the maximal max f and the minimal min f in the population;
Step 2. If Step 2 Elimination-dispersal loop:
Step 3 Reproduction loop:
Step 4 Chemotaxis loop: = 1, 2,. . ., S take a chemotactic step for bacterium i as follows. , go to step 4. In this case, continue chemotaxis, since the life of the bacteria is not over.
Step 6 Reproduction:
[a] For the given k , and for each the best values split and the copies that are made are placed at the same location as their parent.
Step 7 If re N k  , go to step 3. In this case, we have not reached the number of specified reproduction steps, so we start the next generation of the chemotactic loop.
Step 8 Elimination-dispersal: For , then go to step 2; otherwise end. The performance of the proposed cooperative intelligence algorithm (CIA) for the JSSP is examined by using some test problems taken from the OR-Library [37] . We consider 43 instances from two classes of standard JSSP test problems: instances FT06, FT10, FT20 designed by Fisher and Thompson (1963) , and instances LA01 to LA40 designed by Lawrence (1984) . Numerical experiments are performed in C++ language on a PC with Pentium IV 2.93 GHz processor and 2GB memory. The numerical results are compared with those reported in some existing literatures using other approaches [30, [38] [39] [40] [41] [42] , including some heuristic and meta-heuristic algorithms. The selection of parameter settings in CIA is listed in Table 2 . The proposed algorithm stops if the best 
Numerical Simulation Results and Comparisons
Figure 7. The Column Chart of Percentage of Utilization
where  is the tuning parameter and its value is taken as 0, 1 and 2 respectively. The proposed algorithm produces quite satisfactory solutions in reasonable amount of iterations by tuning only the parameter  . From the table it can be seen that the proposed algorithm is able to find the best known solution for 35 instances, i.e. in about 81% of the instances, and the deviation of the minimum found makespan from the best known solution is only on average 0.16%. The proposed algorithm yields a significant improvement in solution quality with respect to other algorithms. The superior results indicate the successful incorporation of the improved BFA and PSO, which facilitates the escape from local minimum points and increase the possibility of finding a better solution. So it could be concluded that the proposed cooperative intelligence algorithm solves the JSSP fairly efficiently.
As above-mentioned, the algorithm is performed five times for every test problem by taking the parameter  as 0, 1 and 2 respectively. Table 4 lists the mean solutions (Mean), the relative deviation of the mean solution (MRD), the standard deviation of the solutions (SD), the best solution (Best), and the relative deviation of the best solution (BRD). The MRD is commonly zero for small size problem, and is not more than 1.5% for most other problems.
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Copyright ⓒ 2016 SERSC To illustrate the simulated results more intuitively, the notorious FT10 problem is specially described as an example, in which there are numerous local optima so that the problem is challenging enough. To investigate the effect of  -tuning on the solution quality and convergence, Figure 5 shows a group of convergence curves for different values of the parameter  . Figure 6 shows the Gantt chart of a best solution.
Define the utilization percentage of the ith machine 
where i P is the total processing time of machine i, i I is the total idle time of machine i before the last operation in the machine is processed. Figure 7 shows the percentage of utilization of each machine.
Conclusions
A coevolutionary intelligence algorithm combing an improved BFA and PSO is proposed to solve job shop problems with minimizing the makespan. In the artificial bacterial foraging system, a novel chemotactic model is designed to address the job shop scheduling problem and a mechanism of quorum sensing and communication are presented to improve the foraging performance. In the particle swarm system, a novel concept for the distance and velocity of a particle is presented for the job shop scheduling problem. The proposed coevolutionary algorithm effectively exploits the capabilities of distributed and parallel computing of swarm intelligence approaches. The algorithm is tested on a set of 43 standard instances taken from the OR-Library. Computational results are compared with those obtained using other existing approaches and the proposed approach yields significant improvement in solution quality. The superior results indicate the successful incorporation of the two improved swarm intelligence approaches. The investigation on further study for the theoretical research as well as the performance of the technique is in progress. One of the important issues is to extend the proposed algorithm in order that it could be applied to more practical and integrated manufacturing problems such as dynamic arrivals, machine breakdown, or other factors that affect job status over time.
