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The structural study of entanglement in multipartite systems is hindered by the lack of necessary
and sufficient operational criteria able to discriminate among the various entanglement properties
of a given mixed state. Here, we pursue a different route to the study of multipartite entanglement
based on the closeness of a multipartite state to the set of separable ones. In particular, we analyze
multipartite diagonal symmetric N qubit states and provide the analytical expression for their Best
Separable Approximation (BSA [Phys. Rev. Lett. 80, 2261 (1998)]), that is, their unique convex
decomposition into a separable part and an entangled one with maximal weight of the separable
one.
PACS numbers: 03.67.Mn, 03.67.-a, 03.65.Ud
I. INTRODUCTION
Despite the spectacular success in developing, apply-
ing and even anticipating applications of quantum corre-
lations, the study of multipartite entanglement remains
an odd subject that often challenges our current under-
standing on the subject. While the structure of quan-
tum states in the bipartite scenario is well understood
and several measures of entanglement have been firmly
established, the multipartite setting remains still quite
unexplored [1–3].
One very useful approach in the study of bipartite en-
tanglement comes from the so-called Best Separable Ap-
proximation (BSA) of a density matrix [4]. The BSA
approximation of any state ρ acting on a bipartite sys-
tem H = Cd1 ⊗ Cd2 is its convex decomposition as
ρ = λρS + (1 − λ)ρE , where ρS is a separable density
matrix, ρE an entangled one and the weight λ of the
separable part is maximal. The state ρS is then called
the BSA of ρ. It is important to remark that although
there exist many different decompositions of the form
given above, the BSA is always unique, i.e. there exist a
unique decomposition with maximal λ [5]. This unique-
ness has been exploited to demonstrated important sep-
arability criteria in 2×N systems as well as N ×M [6].
Further, it has been shown that when ρ acts in C2 ⊗C2,
the BSA of any generic entangled state ρ always leads
to ρE = |ψ〉〈ψ|, that is, to a single projector into a pure
entangled state [4]. Thus, for a qubit pair, the BSA pro-
vides trivially a measure of entanglement which can be
expressed as R(ρ) = (1 − λ)S(ψ), where S(ψ) measures
the entanglement of |ψ〉 via the Von Neumann entropy
of any of its subsystems. Later on, a remarkable con-
nection between the BSA and the concurrence C(ρ) was
presented in [7] namely, if ρ has full rank (i.e. rank 4),
then |ψ〉 is maximally entangled, and the BSA measure
coincides with that of the concurrence i.e. R(ρ) = C(ρ).
In this case, the BSA generates a pure-state decomposi-
tion of ρ that minimizes the average concurrence, since
the decomposition consists of a single pure state with
C(ψ) = 1 and weight (1− λ), together with other states
all having C(ψ) = 0 [8]. More recently, a connection
between the BSA and the max- relative entropy defined
as Dmax(τ ||σ) ≡ log min{λ : τ ≤ λσ}, for τ, σ ≥ 0 and
supp τ ⊆ suppσ has been found [9]. The max- relative
entropy, Dmax(ρS ||ρ), can be interpreted as the maximal
probability in which a state ρS appears in the convex
decomposition of ρ. Clearly, maximizing over the set of
separable states is by definition the separability λ of ρ,
i.e., λ = max(2−Dmax(ρS ||ρ)). The max- relative entropy
plays the role of a parent entropy for some relevant quan-
tum relative entropies [10, 11].
Our aim here is to study if there exist a BSA in the
multipartite case. That is, given a state ρ acting on
Cd1 ⊗ Cd2 ⊗ · · · ⊗ Cdn we inquire if there exist a unique
decomposition ρ = λρS + (1 − λ)ρE with maximal
λ. Notice that generically, such a decomposition can-
not be determined due to the presence of entangled
states that are positive under partial transposition (PPT
entangled)[12, 13]. Here we focus on N -qubit symmet-
ric states, whose separability conditions are less stringent
due to the underlying symmetry. We demonstrate that
in some cases it is possible to derive analitically the BSA
for an arbitrary number of subsystems N .
The paper is organized as follows: in Section II we first
review the notion of Best Separable Approximation to a
given state. In Section III, we introduce the subspace
of symmetric N-qubit states, in particular the diagonal
symmetric. In Section IV, we prove constructively the ex-
istence of the BSA for N-qubit diagonal symmetric states
assuming the state is full NPT. We provide also the ex-
plicit expressions for the first non trivial case, namely
C2 ⊗ C2 ⊗ C2. In Section V we conclude and list the
open questions.
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2II. BEST SEPARABLE APPROXIMATION
(BSA)
The BSA approach of a given state ρ is based on sub-
tracting maximally projectors onto product states con-
tained on its range such that the remainder remains pos-
itively defined. Formally that can be expressed as: given
a bipartite quantum system ρ acting in a Hilbert space,
H of finite dimension, and a set V of product vectors
contained on its range, i.e. |eα, fα〉 ∈ R(ρ), there exists
a separable state ρ˜S =
∑
ΛαPα, called the optimal sep-
arable approximation (OSA) of ρ, and a decomposition
ρ = ρ˜S + ρ˜E = λρS + (1− λ)ρE , where ρE does not con-
tain any product vector on its range and λ = Tr(ρ˜S),
where the tilde over a density matrix means it is not nor-
malized. If the set V includes all product vectors in R(ρ)
then ρS is called the best separable approximation (BSA)
of ρ, and it is unique for every density matrix ρ [5]. The
conditions that a separable state ρS has to fulfill in order
to be the BSA of a given entangled state ρ were given
and proved in [4]. They reduce to find the conditions for
subtracting maximally (i) a projector P onto a product
state |p〉 ∈ R(ρ) as well as (ii) a pair of projectors P1,
P2 onto product vectors |p1〉, |p2〉 ∈ R(ρ). For the eas-
iness of our results we have included these maximality
conditions in Appendix A of the manuscript.
III. SYMMETRIC STATES
General N -qubit symmetric states ρ are defined as
states lying in a subspace SN of the Hilbert spaceH2,N =
(C2)⊗N and fulfilling the relationship
Vσρ = ρV
†
σ′ = ρ (1)
for any permutations σ, σ′ over the N -element set, and
where the operator Vσ is defined as Vσ|ψ1〉 · · · |ψN 〉 =
|ψσ(1)〉 · · · |ψσ(N)〉, for |ψk〉 ∈ C2 [16]. The normalized
vectors that span SN are
|DNk 〉 =
1√
CNk
∑
σ
|1k0N−k〉 (k = 0, . . . , N), (2)
where 1k0N−k denotes 1
k· · · 10N−k· · · 0. The sum in (2) is
carried over every different permutation σ and CNk ≡(
N
k
)
. The dimension of SN is N + 1 we have that
SN ∼= CN+1 and thus for every bipartition S|S¯ we have
SN ∼= C|S|+1⊗CN−|S|+1. The elements of the basis, also
known as Dicke states, have many applications for quan-
tum information processing [14, 15]. If we consider the
partition with |S| = 1, it is straightforward to see that
SN ' C2⊗CN , and our multipartite symmetric state can
be thought as a bipartite one. Within this partition, the
elements of the basis can be rewritten as
|DNk 〉 =
1√
CNk
(|0〉
√
CN−1k |DN−1k 〉+ |1〉
√
CN−1k−1 |DN−1k−1 〉),
which using the substitution |k〉 = |DN−1k 〉 can be readily
expressed as
|DNk 〉 =
√
N − k
N
|0〉|k〉+
√
k
N
|1〉|k − 1〉, (3)
for k = 0, . . . , N .
In this paper we will focus on a particular subset of the
symmetric states: the diagonal symmetric. Let us denote
by PN the projector space onto SN , which is spanned by
{|DNk 〉〈DNk |}, for k = 0, . . . , N . Hence, a general mixed
state ρ ∈ PN , called Diagonal Symmetric State (DSS), is
defined as
ρ =
N∑
k=0
pk|DNk 〉〈DNk |, (4)
where pk ∈ [0, 1] denote probabilities and
∑
pk = 1.
To illustrate the above description let us consider the case
N = 3 as it is the first non-trivial case and the last one
in which the Peres-Horodecki (PH) criterion is necessary
and sufficient. From (2) we see that {|DNk 〉} is given by
|D30〉 = |000〉 (5)
|D31〉 =
1√
3
(|001〉+ |010〉+ |100〉) (6)
|D32〉 =
1√
3
(|011〉+ |101〉+ |110〉) (7)
|D33〉 = |111〉. (8)
Using the identifications |0¯〉 ≡ |00〉, |1¯〉 ≡ 1√
2
(|01〉 +
|10〉) and |2¯〉 ≡ |11〉, we obtain a redefinition of the above
basis as a bipartite 2⊗ 3 system:
|D30〉 = |00¯〉 (9)
|D31〉 =
1√
3
(
√
2|01¯〉+ |10¯〉) (10)
|D32〉 =
1√
3
(|02¯〉+
√
2|11¯〉) (11)
|D33〉 = |12¯〉. (12)
With the basis defined above for the 2⊗3 case, a generic
density matrix in the diagonal symmetric subspace takes
the form:
ρ =

p0 0 0 0 0 0
0 23p1 0
√
2
3 p1 0 0
0 0 13p2 0
√
2
3 p2 0
0
√
2
3 p1 0
1
3p1 0 0
0 0
√
2
3 p2 0
2
3p2 0
0 0 0 0 0 p3

. (13)
3IV. BSA OF DIAGONAL SYMMETRIC STATES
The characterization of entanglement in SN has been
extensively addressed in recent years. Despite substantial
progress (see [16, 17] and references therein) full charac-
terization of entanglement even in this simple case has
still not been achieved. The difficulty arises from the ex-
istence of PPT entangled states that are shown to exist
for all N-qubit symmetric spaces with N ≥ 4 [16].
It is also known that if ρ is PPT, supported on C2 ⊗CN
and has rank r(ρ) = N , then the state is separable [6].
Here we assume the generic case in which all probabilities
pk 6= 0, so that ρ has full rank, i.e. r(ρ) = N + 1. More-
over, in order to ensure the state is entangled we impose
that ρTB (ρTA) is not definite positive. Expressing ρ in
C2⊗CN the conditions under which it happens are given
by a set of inequalities
k(N − k)p2k > (k + 1)(N − k + 1)pk−1pk+1, (14)
for k = 1, . . . , N − 1.
The fulfillment of each of them imposes one negative
eigenvalue for ρTB up to N − 1 values, which is the max-
imum number of negative eigenvalues the partial trans-
pose of a 2×N state can have [19]. Whenever condition
(14) is fulfilled for every k, it can be rewritten as a differ-
ent set of conditions akin to the first one (see Appendix
B for the proof):
pk > C
N
k p
N−k
N
0 p
k
N
N , (15)
for k = 1, . . . , N − 1.
To proceed further we look for generic product vectors
in the range of ρ. It is quite straightforward to see that
a generic product vector |p〉 = (X, eiφY )⊗N ∈ SN , when
expressed in C2 ⊗ CN reads
|p〉 =
[
X
eiφY
]
⊗

XN−1√
N − 1eiφXN−2Y
...√
CN−1k e
ikφXN−k−1Y k
...
ei(N−1)φY N−1

(16)
=
N∑
k=0
eiφ(N−k)
√
CNk X
N−kY k|DNk 〉, (17)
where φ,X and Y are real parameters, and where the
normalization can be included into the X and Y . Among
the infinite set of product vectors (17), we choose those
with the particular value φ = mpiN :
|pm〉 =
N∑
k=0
ωm(N−k)
√
CNk X
N−kY k|DNk 〉, (18)
for m = 0, . . . , 2N − 1, where ω = e ipiN is the primitive
2N -root of unity (ω2N = 1). Product vectors (18) can
be used to build the following separable (by construction)
state
ρS(X,Y ) ≡
2N−1∑
m=0
ΛmPm, (19)
where Pm = |pm〉〈pm| are the projectors onto product
vectors (18), and the weights Λm must fulfill
∑
Λm = 1
and Λm ≥ 0.
How much a generic product vector |p〉 = ∑ bk|DNk 〉 ∈
SN can be subtracted from the state ρ =
∑
pk|DNk 〉〈DNk |
is given by equation (A1) and reads
Λ =
1
〈p|ρ−1|p〉 =
(∑
k
|bk|2
pk
)−1
, (20)
where we made use of the pseudoinverse
ρ−1 =
∑
p−1k |DNk 〉〈DNk |. (21)
In particular, since expression (20) does not depend on
the phase φ and therefore, neither onm, it can be inferred
that the Λm’s are the same for every m.
The normalization constraint
∑2N
m=1 Λm = 1 implies
that Λm =
1
2N , for all m. This fact, along with the rela-
tionship for 2N -roots of unity,
∑2N−1
m=0 ω
m(i−j) = 2Nδij ,
shows that (19) is diagonal in the {|Dk〉} basis, taking
the following form
ρ˜S(X,Y ) =
N∑
k=0
CNk X
2(N−k)Y 2k|Dk〉〈Dk|. (22)
Additional constraints for ρ˜S to be the BSA of ρ come
by demanding ρ − ρ˜S ≥ 0, i.e. requiring ρ˜E ≥ 0 in the
decomposition ρ = ρ˜S+ρ˜E , which leads to the conditions
pk ≥ CNk X2(N−k)Y 2k (k = 0, . . . , N). (23)
The similarity between constraints (23) and conditions
(15) leads naturally to the following choice
X2 = p
1
N
0 Y
2 = p
1
N
N , (24)
which assures the positivity of the entangled part ρ˜E in
the decomposition as far as the state ρ is full NPT (15).
In what it follows we demonstrate that such a choice
leads ρS to be the BSA of ρ and that it is valid only in
the full NPT region of ρ. In other words we show that
the region in which ρS is the BSA of ρ coincides with
the region in which ρTB has the maximum number of
negative eigenvalues.
The main goal is now to prove that indeed for a generic
ρ ∈ SN of the form (4), ρ˜S as constructed in (22) is its
BSA under the assumption that ρ is full NPT. Accord-
ing to [4], the weights Λm of the projectors have to be
4maximal with respect to subtraction of one projector and
subtraction of pairs of projectors. To this aim we prove
first the following lemmas.
Lemma 1. Given ρm ≡ ρ−
∑
j 6=m
ΛjPj = ρ− ρ˜S + 12N Pm,
then
〈pm|ρ−1m |pm〉 = 2N. (25)
Proof. By writting ρ− ρ˜S ≡
∑
qk|Dk〉 in the Dicke basis
(3), the coefficients being qk = pk − CNk p
N−k
N
0 p
k
N
N , for
k = 0, . . . , N . Then
ρ−1m |pm〉 =
N
b
(m)∗
0
|D0〉+ N
b
(m)∗
N
|DN 〉 ≡ |χm〉, (26)
where the b
(m)
k are the coefficients of |pm〉 =
∑
b
(m)
k |Dk〉.
To show this, it suffices to check that ρm|χm〉 = |pm〉, by
realizing that Pm|χm〉 = 2N |pm〉 and (ρ − ρ˜S)|χm〉 = 0
(due to q0 = qN = 0). After that, the lemma follows by
applying 〈pm| =
∑
b
(m)∗
k 〈Dk| on the left side of (26).
The following Lemma 2 refers to maximality with re-
spect to a pair of projectors Pm,l. It will deal with the
following state, for fixed values m and l,
ρml ≡ ρ−
∑
j 6=m,l
ΛjPj (27)
= ρ− ρS + 1
2N
(Pm + Pl) (28)
=
∑
qk|Dk〉〈Dk|+ 1
2N
(|pm〉〈pm|+ |pl〉〈pl|), (29)
where |pm〉 =
∑
b
(m)
k |Dk〉, |pl〉 =
∑
b
(l)
k |Dk〉 are product
vectors defined as (18) and the relationship between their
components is, again by virtue of (18),
b
(l)
k = ω
(k−N)(m−l)b(m)k ≡ θk−Nb(m)k , (30)
where θ ≡ ωm−l = e i(m−l)piN has the property
θN =
{
+1 if |m− l| is even
−1 if |m− l| is odd, (31)
and trivially |b(m)k | = |b(l)k |. Regarding this definition, we
will now prove a lemma similar to the previous one.
Lemma 2. For ρml defined in (27) we have that
(a) if |m− l| is odd then
〈pi|ρ−1ml |pj〉 = 2Nδij , i, j ∈ {m, l}. (32)
(b) if |m− l| is even then
〈pm|ρ−1ml |pm〉+ 〈pl|ρ−1ml |pm〉 = 2N. (33)
Proof. (a) First of all we need to prove that ρ−1ml |pm〉 =
N
b
(m)∗
0
|D0〉+ N
b
(m)∗
N
|DN 〉 ≡ |φm〉. To do that, it suffices to
confirm that ρml|φm〉 = |pm〉:
ρml|φm〉 = 1
2N
(
N
b
(m)∗
0
b
(m)∗
0 +
N
b
(m)∗
N
b
(m)∗
N
)
|pm〉 (34)
+
1
2N
(
N
b
(m)∗
0
b
(l)∗
0 +
N
b
(m)∗
N
b
(l)∗
N
)
︸ ︷︷ ︸
=0
|pl〉 = |pm〉,
where the last expression in brackets vanishes because
b
(l)∗
0 = θ
Nb
(m)∗
0 = −b(m)∗0 (with θN = −1 since |m− l| is
odd), while b
(l)∗
N = b
(m)∗
N . After that, (32) follows easily.
(b) In this case we first express ρ−1ml |pm〉 in the {|Dk〉}
basis, without taking care of the value of its coefficients
a
(m)
k :
ρ−1ml |pm〉 =
∑
a
(m)
k |Dk〉 ≡ |ψm〉. (35)
Now, using (29) and (30) we obtain that, in order to fulfill
the expression ρml|ψm〉 = |pm〉, the following relationship
must hold
N∑
i=0
a
(m)
i b
(m)∗
i (1 + θ
k−i + δkiNRk) = 2N, (36)
for k = 0, . . . , N, with the definition Rk ≡ 2qk|b(m)k |2 , when-
ever |b(m)k | 6= 0.
Taking the k = N component of (36)
N∑
i=0
a
(m)
i b
(m)∗
i (1 + θ
N−i) = 2N, (37)
we obtain the desired result since
〈pm|ρ−1ml |pm〉 =
N∑
i=0
a
(m)
i b
(m)∗
i (38)
and
〈pl|ρ−1ml |pm〉 =
N∑
i=0
a
(m)
i b
(m)∗
i θ
N−i. (39)
Note that due to the invariance ρml = ρlm we have the
same expression (33) with m and l exchanged. Also re-
mark that 〈pm|ρ−1ml |pl〉 = 〈pl|ρ−1ml |pm〉 due to hermiticity
of ρml.
Now we have all the tools at hand to state the main
theorem of this paper, whose proof, which is tedious but
straightforward, has been moved to Appendix C.
Theorem 1. Given a full NPT N -qubit symmetric state
of the form ρ =
∑N
k=0 pk|DNk 〉〈DNk | where |DNk 〉 are the
5normalized Dicke states of dimension N , then ρ can be
decomposed as ρ = λρBSA + (1− λ)ρE, where ρ˜BSA (not
normalized) is given by
ρ˜BSA = ρ˜S ( 2N
√
p0, 2N
√
pN ) =
1
2N
2N−1∑
k=0
Pk (40)
is the BSA of ρ and λ = Tr(ρ˜BSA) = ( N
√
p0 + N
√
pN )
N
is the so-called separability of ρ.
According to this theorem, provided that
pk ≥ CNk p
N−k
N
0 p
k
N
N ,
for k = 1, . . . , N − 1, the optimal and unique decomposi-
tion of ρ reads
ρ = λρBSA + (1− λ)ρE , (41)
where r(ρ) = r(ρBSA) = N + 1, ρE is a full NPT state
of rank N − 1 and the weight λ has the maximum value
that a separable state can achieve in decomposition (41).
Let us again illustrate our findings with an explicit
example for the simplest N = 3 case (13). Using the
PPT criterion we obtain that this particular state ρ is
entangled iff either p22 > 3p3p1 and/or p
2
1 > 3p0p2 (14).
The full NPT conditions thus read
p1 > 3p
2/3
0 p
1/3
3 (42)
p2 > 3p
1/3
0 p
2/3
3 , (43)
in accordance with (15). Hence, a generic separable state
ρS of the form (13) is given by p0, p
′
1, p
′
2, p3 with p
′
1 ≤
3p
2/3
0 p
1/3
3 and p
′
2 ≤ 3p1/30 p2/33 . Hence, the problem of
finding the BSA of a given entangled ρ (full NPT in this
case) corresponds to the following maximization problem
max
ρS∈S
{Tr(ρ˜S)|ρ− ρ˜S ≥ 0} , (44)
where Tr(ρ˜S) = p0+p
′
1+p
′
2+p3. This problem, provided
that ρ is full NPT, has the simple solution
p′1 = 3p
2/3
0 p
1/3
3 (45)
p′2 = 3p
1/3
0 p
2/3
3 , (46)
and therefore the BSA of ρ is given by
ρ˜BSA =

p0 0 0 0 0 0
0 2p
2
3
0 p
1
3
3 0
√
2p
2
3
0 p
1
3
3 0 0
0 0 p
1
3
0 p
2
3
3 0
√
2p
1
3
0 p
2
3
3 0
0
√
2p
2
3
0 p
1
3
3 0 p
2
3
0 p
1
3
3 0 0
0 0
√
2p
1
3
0 p
2
3
3 0 2p
1
3
0 p
2
3
3 0
0 0 0 0 0 p3

with
λ ≡ Trρ˜
BSA
= p0 + 3p
2/3
0 p
1/3
3 + 3p
1/3
0 p
2/3
3 + p3
= ( 3
√
p0 + 3
√
p3)
3 (47)
p
N
p
0
0 1
1
N = 2
N = 3
N = 4
FIG. 1: Feasible region for the BSA of full NPT N -qubit
symmetric states as a function of p0 and pN , for N = 2, 3 and
4. For each N , the region covers the shaded area below the
curve given by the boundary of λ = ( N
√
p0 + N
√
pN )
N ≤ 1.
Dashed region corresponds to unphysical states and the area
between dashed and shaded regions corresponds to non full
NPT entangled states, for each N .
in agreement with Theorem 1, and consequently the state
(13) has the optimal decomposition ρ = λρBSA + (1 −
λ)ρE , with ρ˜E = ρ − ρ˜BSA, where, as before, the tilde
indicates the state is not necessarily normalized.
In Figure 1 we display the feasible region for the BSA of
a full NPT N -qubit diagonal symmetric state as a func-
tion of p0 and pN for different number of qubits N . For
eachN , the region covers the shaded area below the curve
given by the boundary of λ = ( N
√
p0 + N
√
pN )
N ≤ 1. The
dashed region corresponds to unphysical states and the
area between dashed and shaded regions corresponds to
non full NPT entangled states, including possible bound
states. As it can be seen, increasing the number of par-
ties N , the region of full NPT shrinks dramatically. It is
also important to notice that whenever ρ is full NPT the
parameter λ is upper bounded by 1:
λ = ( N
√
p0 + N
√
pN )
N (48)
=
N∑
k=0
CNk p
N−k
N
0 p
k
N
N (49)
<
N∑
k=0
pk = 1, (50)
where the last inequality stands by virtue of (15).
6V. CONCLUSIONS
We have provided an analytical closed form for the best
separable approximation of N-qubit Diagonal Symmetric
States (DSS) and in turn this lead to an analytical mea-
sure of entanglement (separability) for those multipartite
states, given by the coefficient λ ∈ [0, 1], which for λ = 1
it is separable and the value λ = 0 is out of our scope,
since in that case ρ is no more full NPT.
The simplicity of the construction relies on the fact
that (i) states considered are diagonal in the Dicke basis
and (ii) there are N − 1 entangled states in the range
of ρ (full NPT). It is interesting to notice that altough
r(ρBSA) = N + 1, the BSA depends only on the prob-
abilities p0 and pN , corresponding to the two unique
product states on the Dicke basis (|0 · · · 0〉 and |1 · · · 1〉).
Numerically we have seen that this feature is far from
being general and, in fact, it does not hold outside the
range of full NPT of ρ. That is, there exists entangled
states whose BSA depend on the in-between probabilities
p1, . . . , pN−1. It would remain to consider the situation
where ρ is non-full NPT (i.e. with 1 ≤ t < N − 1, where
t stands for the number of negative eigenvalues of ρTB )
in order to complete the separability problem of DSS.
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Appendix A
Here we present the conditions that ρS need to fulfill
in order to be the BSA of a given density matrix ρ, as
shown in [4].
Definition 1. A non-negative parameter Λ ∈ R is called
maximal with respect to a density matrix ρ, and the pro-
jection operator P = |ψ〉〈ψ| iff ρ−ΛP ≥ 0, and for every
 ≥ 0, the matrix ρ− (Λ + )P is not positive definite.
Lemma 3 ([4]). Λ is maximal with respect to ρ and P =
|ψ〉〈ψ| iff
(a) if |ψ〉 /∈ R(ρ) then Λ = 0,
(b) if |ψ〉 ∈ R(ρ) then
0 < Λ =
1
〈ψ|ρ−1|ψ〉 . (A1)
Definition 2. A pair of non-negative parameters
(Λ1,Λ2) is called maximal with respect to ρ and a pair
of projection operators P1 = |ψ1〉〈ψ1|, P2 = |ψ2〉〈ψ2| iff
ρ − Λ1P1 − Λ2P2 ≥ 0, Λ1 is maximal with respect to
ρ − Λ2P2, Λ2 is maximal with respect to ρ − Λ1P1, and
the sum Λ1 + Λ2 is maximal.
Lemma 4 ([4]). A pair (Λ1,Λ2) is maximal with respect
to ρ and a pair of projectors (P1, P2) iff
(a) if |ψ1〉, |ψ2〉 /∈ R(ρ) then Λ1 = Λ2 = 0.
(b) if |ψ1〉 /∈ R(ρ), while |ψ2〉 ∈ R(ρ) then Λ1 = 0, Λ2 =
〈ψ2|ρ−1|ψ2〉−1.
(c) if |ψ1〉, |ψ2〉 ∈ R(ρ) and 〈ψ1|ρ−1|ψ2〉 = 0 then Λi =
〈ψi|ρ−1|ψi〉−1, i = 1, 2.
(d) if |ψ1〉, |ψ2〉 ∈ R(ρ) and 〈ψ1|ρ−1|ψ2〉 6= 0 then
Λ1 = (〈ψ2|ρ−1|ψ2〉 − |〈ψ1|ρ−1|ψ2〉|)/D (A2)
Λ2 = (〈ψ1|ρ−1|ψ1〉 − |〈ψ1|ρ−1|ψ2〉|)/D, (A3)
where D = 〈ψ1|ρ−1|ψ1〉〈ψ2|ρ−1|ψ2〉 − |〈ψ1|ρ−1|ψ2〉|2.
Theorem 2 ([4]). Given the set V of product vectors
|e, f〉 ∈ R(ρ), the matrix ρS =
∑
k ΛkPk is the OSA of ρ
iff
(a) all Λk are maximal with respect to ρm = ρ −∑
k 6=m ΛkPk, and to the projector Pm
(b) all pairs (Λm,Λl) are maximal with respect to ρml =
ρ − ∑k 6=m,l ΛkPk, and to the projection operators
(Pm, Pl).
Appendix B
Here we give the steps needed to convert the initial set
of inequalities (14) to the more convenient set (15). First
we need to prove the following relation
pN−j >
(
j + 1
N − j
) j
j+1 (
CNN−j
) 1
j+1 p
j
j+1
N−(j+1)p
1
j+1
N , (B1)
where CNk is the binomial coefficient. To do that we will
make use of the induction method. The expression with
j = 1 (i.e. k = N−1) can be obtained directly from (14).
It remains to prove the implication j − 1⇒ j. Taking as
true the inequality (B1) for j − 1:
pN−(j−1) >
(
j
N − (j − 1)
) j−1
j (
CNN−(j−1)
) 1
j
p
j−1
j
N−jp
1
j
N
and inserting it into the inequality (14) with k = N − j,
pN−j >
[
(N − j + 1)(j + 1)
j(N − j)
] 1
2
p
1/2
N−(j+1)p
1/2
N−(j−1),
7one obtains, after isolating pN−j ,
pN−j >(
j + 1
N − j
) j
j+1
[
N − (j − 1)
j
CNN−(j+1)
] 1
j+1
p
j
j+1
N−(j+1)p
1
j+1
N ,
which becomes (B1) due to the combinatorial relation-
ship
CNN−j =
N − (j − 1)
j
CNN−(j−1). (B2)
Once we have proved this intermediate set of inequalities,
we can focus on showing our goal inequalities
pk > C
N
k p
N−k
N
0 p
k
N
N . (B3)
To this end, we will make use again of the induction
method. The case k = 1 easily comes from (B1) with
j = N − 1. Now, supposing valid the case k − 1 of (B3):
pk−1 > CNk−1p
N−k+1
N
0 p
k−1
N
N , (B4)
and inserting it into the inequality j = N − 1 of (B1)
pk >
(
N − k + 1
k
) N−k
N−k+1 (
CNk
) 1
N−k+1 p
N−k
N−k+1
k−1 p
1
N−k+1
N
one obtains the desired set of inequalities (B3) after mak-
ing use of the combinatorial relationship (B2).
Appendix C
Proof of Theorem 1
The procedure to prove this theorem is to check that
the conditions given by Theorem 2 in Appendix A are
fulfilled, confirming that our ansatz Λk =
1
2N , for all k is
indeed the maximal one.
First condition of Theorem 1 imposes that each Λm must
be maximal with respect to ρm and Pm. This condition of
maximality is given by Lemma 3. Hence we need to com-
pute 〈pm|ρ−1m |pm〉. It follows immediately from Lemma
1 that, for every m,
Λm =
1
〈pm|ρ−1m |pm〉
=
1
2N
. (C1)
Second condition of Theorem 2 imposes that all pair
weights (Λm,Λl) must be maximal with respect to ρml
and the projectors Pm and Pl.
Conditions for maximality of pairs (Λm,Λl) are provided
by Lemma 4. We divide this section of the proof in two
parts regarding the parity of |m− l|.
• When |m− l| is odd:
We need to use part (a) of Lemma 2. It assures that
〈pl|ρ−1ml |pm〉 = 0 for every m, l. Hence, to prove maxi-
mality of pairs (Λm,Λl) we need to focus on part (c) of
Theorem 2. This part establishes that maximal Λi must
be
Λi =
1
〈pi|ρ−1ml |pi〉
, i = m, l. (C2)
Once again, part (a) of Lemma 2 gives us immediately
Λi =
1
2N , for every i, in agreement with our ansatz.• When |m− l| is even:
In this case we have 〈pl|ρ−1ml |pm〉 6= 0, so we need to follow
part (d) of Theorem 2. Accordingly, maximal Λl must
take the form
Λl =
〈pm|ρ−1ml |pm〉 − |〈pm|ρ−1ml |pl〉|
〈pm|ρ−1ml |pm〉〈pl|ρ−1ml |pl〉 − |〈pm|ρ−1ml |pl〉|2
. (C3)
Before dealing with (C3) it is important to remark that
〈pm|ρ−1ml |pl〉 ∈ R, which can be seen from part (b) of
Lemma 2 since hermiticity of ρml imposes 〈pm|ρ−1ml |pm〉 ∈
R. Also note that it is positive since ρml is positive
semidefinite, so we can remove the complex modulus in
(C3). Naming A the numerator and B the denominator
of (C3), we have that
A = 〈pm|ρ−1ml |pm〉 − 〈pm|ρ−1ml |pl〉 (C4)
= 2N − 2〈pm|ρ−1ml |pl〉, (C5)
and, on the other hand,
B = 〈pm|ρ−1ml |pm〉〈pl|ρ−1ml |pl〉 − 〈pm|ρ−1ml |pl〉2 (C6)
=
(
2N − 〈pm|ρ−1ml |pl〉
) (
2N − 〈pm|ρ−1ml |pl〉
)
(C7)
− 〈pm|ρ−1ml |pl〉2 (C8)
= 2N
(
2N − 2〈pm|ρ−1ml |pl〉
)
= 2NA, (C9)
where we have used part (b) of Lemma 2. Finally we
can conclude that Λl =
A
B =
1
2N , for all l, in agree-
ment again with our ansatz. This completes the proof
of maximality. It remains to be shown that the OSA
ρBSA is, in addition, the BSA of ρ. To do that, it suf-
fices to show that no more projectors Q other than those
included in V = {P0, P1, . . . , P2N−1} can be subtracted
from ρ˜E = ρ− ρ˜BSA maintaining the positivity of the dif-
ference, or put in other words, that the range of ρ˜E does
not contain product vectors. To do that, we construct a
projector onto generic product vector Q = |p〉〈p|, where
|p〉 is given by (17). It can be shown that ∆ρ ≡ ρ˜E − Q
has negative diagonal entries (∆ρ)00 = −X2N and/or
(∆ρ)NN = −Y 2N for all  > 0 and for any value of X
and Y , and thus Q cannot be subtracted from ρ˜E .
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