We investigate reversibility violations in the Hybrid Monte Carlo algorithm. Those violations are inevitable when computers with finite numerical precision are being used. In SU(2) gauge theory, we study the dependence of observables on the size of the reversibility violations. While we cannot find any statistically significant deviation in observables related to the simulated physical model, algorithmic specific observables signal an upper bound for reversibility violations below which simulations appear unproblematic. This empirically derived condition is independent of problem size and parameter values, at least in the range of parameters studied here.
However, this hypothesis has never been finally verified or falsified. And, more importantly for practical simulations, to the knowledge of the author it has never been checked whether or not reversibility violations have any impact on observables. Analytic predictions are difficult here, because from a principle point of view the proof of exactness is no longer applicable once reversibility violations are present.
In this paper we are going to present an investigation of this issue in SU (2) gauge theory as a model. SU(2) gauge theory shares many properties with QCD, most importantly asymptotic freedom and confinement, but it requires much less computer resources than SU(3), not to speak about the inclusion of dynamical fermions. Therefore, we are able to study volume and lattice spacing dependencies. This allows us to derive an empirical condition for how large reversibility violations appear tolerable in SU(2) gauge theory. It remains to be seen how this condition applies in case of QCD with SU(3) gauge fields and dynamical fermions.
In this paper we first describe the HMC algorithm followed by a description of SU(2) lattice gauge theory. Next we present results and finish with a discussion and summary. Most of the data tables can be found in the appendix.
II. THE HYBRID MONTE CARLO ALGORITHM
Assume we are after sampling field variables φ = {φ x }, with x being a multi-index not further specified at this level, from a distribution φ ∼ e −S(φ) .
We call S ∈ R the action, which is bounded from below. For the HMC one introduces auxiliary variables π = {π x } as conjugate momenta to the field variables φ and an artificial Hamiltonian
1. Generate momenta π from a standard normal distribution.
2. Evolve z ≡ z(0) in HMC time using Eq. 3 for a trajectory of length τ to arrive at z(τ ). We denote this time evolution with T I (τ ) for integrator I, such that z(τ ) = T I (τ ) z(0) . 
4. Accept z(τ ) with probability P acc = min{1, exp(−∆H)} .
If accepted set φ = φ(τ ), else φ = φ(0).
5. restart at 1. with φ = φ .
Reversibility of an integration scheme I can now be written as
For the integration measure to be conserved the Jacobi determinant of T I must be one. This is always the case if T I is symplectic. For an elementary and nicely accessible proof see Ref. [12] .
In practice, the integration is performed with finite precision . Hence,
In order to measure reversibility violations in an actual simulation one defines
A well known and very useful property of the HMC algorithm is
which follows analytically from the measure being conserved. Using this and the convexity of the exponential function it follows
Here, . denotes the ensemble average over all generated z. We note in passing that symplecticity of the integration scheme implies the existence of a so-called shadow Hamiltonian which is exactly conserved under time evolution T (see e.g. Ref. [13] ).
Reversible integration schemes can be constructed to any order n in the discretisation error δτ n .
The leapfrog (LF) is a second order integration scheme reading
with
It represents a semi-implicit integration scheme and is symmetric around δτ /2. In addition to the LF integration scheme we will use a fourth order integration scheme which we will conventionally denote as OMF4. Its details can be found in Ref. [14] .
III. THE TOY MODEL: SU(2) GAUGE THEORY
We are going to work on a discrete and finite space-time lattice
with a lattice spacing denoted as a and periodic boundary conditions. Hence, the possible set of coordinates is given as
We introduce so-called link variables U µ (x) ∈ SU(2) connecting points x and x + aμ, whereμ is the unit vector in direction µ ∈ 0, 1, 2, 3. For the discretised action we are going to use the Wilson plaquette gauge action reading
with plaquette variables
β = 4/g 2 0 is the inverse squared gauge coupling and g 0 the gauge coupling.
For the actual implementation it is used that any U ∈ SU(2) can be written as
which is a consequence of SU(2) being homeomorphic to S 3 . Using Pauli matrices σ, we may also
with (x 0 , x) ∈ S 3 . This allows one to identify
The trace of an SU(2) matrix is directly given by
The representation Eq. 18 is efficiently used in a numerical implementation, since only four real numbers need to be stored. One could reduce to only three real numbers, if det(U ) = 1 was used as well.
Using the Pauli matrices we can now introduce the derivative of a function f (U ), U ∈ SU(2) as follows
This motivates to introduce the momenta conjugate to the U µ (x) as p j µ (x) ∈ R , j = 1, 2, 3. The elementary update steps then read as follows
In order to study the response of the algorithm to increasing reversibility violations, we deliberately round on the right hand sides of Eqs. 22 to d significant decimal digits. To be precise, we replace Eqs. 22 by
Eqs. 22 guarantee the U -fields to stay in SU (2) . However, with finite precision arithmetics this is only true up to rounding errors. Hence, we apply at the end of each MD evolution a projection to SU(2) P SU (2) . This is in particular important when d < 16. This projection step is applied before the accept/reject step, thus, P SU(2) will affect reversibility and measure conservation at the same level as before. All runs with d < 16 have been started from a well equilibrated (∼ 5000 trajectories) configuration of a run without rounding.
If not specified otherwise, the trajectory length is always chosen to be τ = 1. This holds for all
β-values and volumes. As random number generator we use the Mersenne Twister algorithm [15] implemented in the C++ standard library. The SU(2) simulation code is publicly available [16] and so is the analysis code [17] .
A. Observables
During the run of the HMC we will measure observables on each trajectory. These are first of all the plaquette expectation value reading
The plaquette expectation value is one of the observables measurable with very high statistical accuracy and hence a good candidate for possible deviations. In addition to the plaquette itself, we also measure its integrated autocorrelation time τ int ( P ) using the methods described in Ref. [18] .
Next, we measure of course ∆H for each trajectory, which gives access to ∆H and exp(−∆H) . The latter two are important to check whether Eq. 10 and Eq. 11 are fulfilled. It turns out that ∆H shows no autocorrelation, as one would expect. Another quantity we measure for each trajectory is acceptance. From this we quantify the acceptance rate P acc in percent.
More observables are measured only with a frequency of 100 trajectories. First of all, we measure δ∆H by integrating backward in time. It turns out that δ∆H is to a good approximation Gaussian distributed with mean zero and standard deviation sd(δ∆H), the latter of which depends directly on the number of significant digits used in the force calculation. Hence, sd(δ∆H) will be used as a measure for reversibility violations.
The plaquette represents the smallest closed Wilson loop which can be built on the lattice. As additional observables we consider planar Wilson loops of extension t × r Here we denote the planar Wilson loop in spatial direction µ and with time extent t and spatial extent r by U t,r µ . C(t, r) decays at fixed r exponentially at large t like
with V (r) the so-called static quark potential at spatial distance r.
B. Lattice Scales
SU (2) gauge theory has been studied in the literature over many decades using lattice techniques, starting with the famous paper by Creutz [19] from 1980. Hence, scaling variables have been determined, see for instance Refs. [20] [21] [22] . Still, here we rely on the gradient flow [23] , recently studied for SU(2) Yang-Mills theory in Ref. [24] .
We follow the notation and the definitions of Ref. [23] and use the symmetric definition of the energy density E sym . But since we work in SU (2), we use the following defining equation for the
where t is the so-called flow time. Note that we chose 0.1 instead of original SU(3) value 0.3 in Eq. 27 following the reasoning in Ref. [25] . In addition we define the length scale s 0 via
The choice of β-values used in this paper are motivated by the requirement to be in the scaling region. The values for t 0 /a 2 and s 0 /a we have determined for these β-values are compiled in 
The ratios of our s 0 -values, given in Table I , can be compared to the results presented in
Ref. [24] . Only roughly, because in Ref. [24] scales have been determined for β = 2.3, β = 2.43 and β = 2.51. Still, the agreement is reasonable.
IV. RESULTS
The statistical analysis of the Markov chains is performed using the so-called Γ-method described in Ref. [18] . In this way we include autocorrelation effects in the estimate of the standard error by estimating the integrated autocorrelation time τ int of the observable in question. This analysis is double checked using a blocked bootstrap procedure, for which we find consistent results.
A. Results for β = 2.3
At the coarsest lattice spacing corresponding to β = 2.3 we have performed runs for three different spatial volumes L = 12, 16, 20 and a variety of significant digits d. We also compared the LF with the OMF4 integration scheme.
The runs and results for the observables P , ∆H related and δ∆H are compiled for the different integration schemes and different d-values in Table II, Table III and Table IV . For better readability we have moved most of the tables to the appendix, apart from Table II Table II and   Table III , respectively. This instability manifests itself in a significant increase in ∆H compared to the run without rounding, leading also to large drop in P acc . These runs are clearly not reliable anymore, but also clearly identifiable as not reliable. That the plaquette expectation value is still roughly in line comes from the combination of low acceptance rate with an equilibrated initial gauge configuration.
Looking at the d dependence of sd(δ∆H), we find to a good approximation
Therefore, we will replace d by sd(δ∆H) as a measure of reversibility violation. Let us now turn to the other observables quoted in Table III, Table II and Table IV 
starts to increase to values around 0.5. This is an indication that the actual value of ∆H is significantly influenced by the reversibility violation, thus leading to an incorrectly sampled probability distribution.
B. Dependence on the Lattice Spacing
For studying the lattice spacing dependence, we study ensembles at β = 2. Table V and Table VII, have been discussed previously and can be found in Table II . We have studied planar Wilson loops of fixed spatial extend r as a function of t for β = 2.5.
We have computed the loops on configurations generated without deliberate rounding, with d = 5 and d = 4, see Table VII . Next we define the following normalised differences
Here we denote the standard error of C d (t, r) with dC d (t, r). In Figure 4 we plot ∆ d r (t) as a function of t/a. In the upper row we plot data for r/a = 2, in the lower one for r/a = 8. The left column corresponds to d = 5, the right one to d = 4. Note that for r/a = 2 the signal is lost in the noise at around t/a = 20 and for r/a = 8 around t/a = 10.
For r/a = 2, we observe a number of values of ∆ d 2 (t) with modulus around 2. Still, there is no single t-value where the deviation from 0 is significant. In agreement with the results for the plaquette expectation value we, hence, find also for the exemplary Wilson loops we looked at no sign of a deviation due to reversibility violations.
V. DISCUSSION AND SUMMARY
The results presented in the last section indicate that -at least for SU(2) gauge theoryreversibility violations do not lead to deviations in the physical observables studied here. This is surprising, because for the observable exp(−∆H) with the analytically known expectation value we observe such deviations.
It turns out that good quantities to monitor reversibility are exp(−∆H) and sd(δ∆H). One observes that sd(δ∆H) is directly proportional to the rounding errors introduced deliberately in the HMC MD evolution. In the range of β-values studied here, exp(−∆H) turns out to be a universal function of sd(δ∆H), independent of integration scheme and problem size. With sd(δ∆H) 0.1 no significant deviations of exp(−∆H) from one could be detected. For sd(δ∆H) 0.1 these deviations become significant and follow a power law in sd(δ∆H). It is very likely that with even larger statistical accuracy also for sd(δ∆H) < 0.1 significant deviations from one will be detectable.
However, they will be tiny. For determining the scales t 0 Eq. 27 and s 0 Eq. 28 we follow the approach presented in the original paper by Lüscher [23] . The energy density E can be defined symmetrically as the sum over the four plaquettes attached to a point x (the clover definition). This one we will denote with E sym . A second possibility is to use the action Eq. 15, which we denote as E W . For the exact factors see Ref. [23] . We use E sym to determine the scales t 0 and s 0 , because in Ref. [23] it was found to have less lattice artefacts, and use E W as a cross-check.
In Figure 5 we show t 2 E(t) as a function of the flow time t/a 2 for β = 2.3 (left panel) and β = 2.5
(right panel). The solid lines with error band correspond to E sym and the dashed line to E W . The cross indicates the determination of t 0 where t 2 E(t) = 0.1. We observe differences between the two definitions of E which, however, decrease towards the continuum limit, as expected.
We remark here that we cannot quantitatively reproduce the results of Ref. [24] for β = 2.3. Our definition of E sym differs by a factor of two to the one from Ref. [24] , but this factor is not sufficient to obtain agreement. We remark that we have two independent implementations, which agree. Moreover, we have a strong test of the derivative, because it is used in the HMC as well.
Apart from that the ratios of scales agree with the ones from Ref. [24] , as far as this can be judged due to not exactly identical β-values. 
