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FLUCTUATIONS OF THE QUENCHED MEAN OF A PLANAR
RANDOM WALK IN AN I.I.D. RANDOM ENVIRONMENT WITH
FORBIDDEN DIRECTION
MATHEW JOSEPH
Abstract. We consider an i.i.d. random environment with a strong form of transience
on the two dimensional integer lattice. Namely, the walk always moves forward in the
y-direction. We prove a functional CLT for the quenched expected position of the random
walk indexed by its level crossing times. We begin with a variation of the Martingale
Central Limit Theorem. The main part of the paper checks the conditions of the theorem
for our problem.
1. Introduction
One of several models in the study of random media is random walks in random envi-
ronment (RWRE). An overview of this topic can be found in the lecture notes by Sznitman
[9] and Zeitouni [10]. While one dimensional RWRE is fairly well understood, there are
still many simple questions (transience/recurrence, law of large numbers, central limit theo-
rems) about multidimensional RWRE which have not been resolved. In recent years, much
progress has been made in the study of multidimensional RWRE but it is still far from
complete. Let us now describe the model.
Let Ω = {ω = (ωx·)x∈Zd : ωx· = (ωx,y)y∈Zd ∈ [0, 1]Zd ,
∑
y ωx,y = 1} be the set of
transition probabilities for different sites x ∈ Zd. Let Tz denote the natural shifts on Ω so
that (Tzω)x· = ωx+z,·. Tz can be viewed as shifting the origin to z. Let S be the product
σ-field on the set Ω. A probability measure P over Ω is chosen so that (Ω,S,P, (Tz)z∈Zd)
is stationary and ergodic. The set Ω is the environment space and P gives a probability
measure on the set of environments. Hence the name “random environment”. For each
ω ∈ Ω and x ∈ Zd, define a Markov chain (Xn)n≥0 on Zd and a probability measure Pωx on
the sequence space such that
Pωx (X0 = x) = 1, P
ω
x (Xn+1 = z|Xn = y) = ωy,z−y for y, z ∈ Zd.
There are thus two steps involved. First the environment ω is chosen at random according to
the probability measure P and then we have the “random walk” with transition probabilities
Pωx (assume x is fixed beforehand). P
ω
x (·) gives a probability measure on the space (Zd)N
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and is called the quenched measure. The averaged measure is
Px((Xn)n≥0 ∈ A) =
∫
Ω
Pωx ((Xn)n≥0 ∈ A)P(dω).
Other than the behaviour of the walks itself, a natural quantity of interest is the quenched
mean Eωx (Xn) =
∑
z zP
ω
x (Xn = z), i.e. the average position of the walk in n steps given
the environment ω. Notice that as a function of ω, this is a random variable. A question of
interest would be a CLT for the quenched mean. A handful of papers have dealt with this
subject. Bernabei [2] and Boldrighini, Pellegrinotti [3] deal with this question in the case
where P is assumed to be i.i.d. and there is a direction in which the walk moves determinis-
tically one step upwards (time direction). Bernabei [2] showed that the centered quenched
mean, normalised by its standard deviation, converges to a normal random variable and
he also showed that the standard deviation is of order n
1
4 . In [3], the authors prove a
central limit theorem for the correction caused by the random environment on the mean
of a test function. Both these papers however assume that there are only finitely many
transition probabilities. Bala´zs, Rassoul-Agha and Seppa¨la¨inen [1] replace the assumption
of finitely many transition probabilites with a ”finite range” assumption for d = 2 to prove
an invariance principle for the quenched mean. In this paper we restrict to d = 2 and look
at the case where the walk is allowed to make larger steps upward. We prove a functional
CLT for the position of the walk on crossing level n; there is a nice martingale structure in
the background as will be evident in the proof.
Another reason for looking at the quenched mean is that recently a number of papers by
Rassoul-Agha and Seppa¨la¨inen (see [6], [7]) prove quenched CLT’s for Xn using subdiffu-
sivity of the quenched mean. Let us now describe our model.
Model: We restrict ourselves to dimension 2. The environment is assumed to be i.i.d.
over the different sites. The walk is forced to move at least one step in the e2 = (0, 1)
direction; this is a special case of walks with forbidden direction ([7]). We assume a finite
range on the steps of the walk and also an ellipticity condition .
0
K−K
K
Assumption 1.1. (i)P is i.i.d. over x ∈ Z2 (P is a product measure on Ω).
(ii)There exists a positive integer K such that
P
(
ω0,x = 0 for x 6∈ {−K,−K + 1, . . . ,K} × {1, 2, . . . ,K}
)
= 1.
(iii)There exists some δ > 0 such that
P
(
ω0,x > δ for x ∈ {−K,−K + 1, . . . ,K} × {1, 2, · · · ,K}
)
= 1.
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Remark 1.2. Conditon (iii) is quite a strong condition. The only place where we have
used it are in Lemma 3.5 and in showing the irreducibility of the random walk q in Section
3.2 and the Markov chain Zk in the proof of Lemma 3.10. Condition (iii) can certainly be
made weaker.
Before we proceed, a few words on the notation. For x ∈ R, [x] will denote the largest
integer less than or equal to x. For x, y ∈ Z2, Pωx,y(·) will denote the probabilities for two
independent walks in the same environment ω and Px,y = EPωx,y. E denotes P-expectation.
Eωx , E
ω
x,y, Ex, Ex,y are the expectations under P
ω
x , P
ω
x,y, Px, Px,y respectively. For r, s ∈ R,
Pωr,s, Pr,s, E
ω
r , E
ω
r,s, Er,s will be shorthands for P
ω
([r],0),([s],0), P([r],0),([s],0), E
ω
([r],0), E
ω
([r],0),([s],0)
and E([r],0),([s],0) respectively. C will denote constants whose value may change from line to
line. Elements of R2 are regarded as column vectors. For two vectors x and y in R2, x · y
will denote the dot product between the vectors.
2. Statement of Result
Let λn = inf{k ≥ 1 : Xk · e2 ≥ n} denote the first time when the walk reaches level n or
above. Denote the drift D(x, ω) at the point x by
D(x, ω) =
∑
z
zωx,z
and let
wˆ =
(
1,−E(D · e1)
E(D · e2)
)T
.(1)
Let B(·) be a Brownian motion in R2 with diffusion matrix Γ = E(DDT ) − E(D)E(D)T .
For a fixed positive integer N and real numbers r1, r2, · · · , rN and θ1, θ2, · · · , θN , define the
function h : R→ R by
h(s) =
N∑
i=1
N∑
j=1
θiθj
√
s
βσ2
∫ σ2
c1
0
1√
2piv
exp
(− (ri − rj)2
2sv
)
dv(2)
for positive constants β, σ, c1 defined further below in (14), (13) and (11) respectively.
Let e1 = (1, 0)T . Define for s, r ∈ R
ξn(s, r) = Eωr√n(Xλ[ns] · e1)− Er√n(Xλ[ns] · e1).(3)
Notice that for any fixed r ∈ R, ξn(s, r) is the centered quenched mean of the position
on crossing level [ns] of a random walk starting at (r
√
n, 0). The theorem below gives a
functional CLT for ξn(s, r).
Theorem 2.1. Fix a positive integer N . For any N distinct real numbers r1 < r2 < · · · <
rN and for all vectors θ = (θ1, θ2, · · · , θN ), we have
N∑
i=1
θi
ξn(·, ri)
n
1
4
⇒ wˆ ·B(h(·))
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where the above convergence is the weak convergence of processes in D[0,∞) with the Sko-
rohod topology.
Remark 2.2. Φ(·) = wˆ ·B(h(·)) is a mean zero Gaussian process with covariances
Cov
(
Φ(s),Φ(t)
)
= h(s)wˆTΓwˆ, s < t.
Corollary 2.3.
ξn(·, 0)
n
1
4
⇒ wˆ ·B(g(·))
where the above convergence is the weak convergence of processes in D[0,∞) with the Sko-
rohod topology. Here
g(s) =
2
√
s
βσ
√
c1
√
2pi
for positive constants β, σ, c1 defined in (14), (13) and (11) respectively.
3. Proof of Theorem 2.1
We begin with a variation of the well known Martingale Functional Central Limit The-
orem whose proof is deferred to the Appendix.
Lemma 3.1. Let {Xn,m,Fn,m, 1 ≤ m ≤ n} be an Rd -valued square integrable martingale
difference array on a probability space (Ω,F , P ). Let Γ be a symmetric, non-negative definite
d×d matrix. Let h(s) be an increasing α-Ho¨lder continuous function on [0, 1] with h(0) = 0
and h(1) = γ > 0. Define Sn(s) =
∑[ns]
k=1Xn,k. Assume that
lim
n→∞
[ns]∑
k=1
E
(
Xn,kX
T
n,k
∣∣∣Fn,k−1) = h(s)Γ in probability,(4)
for each 0 ≤ s ≤ 1, and
lim
n→∞
n∑
k=1
E
(
|Xn,k|2I{|Xn,k| ≥ }
∣∣∣Fn,k−1) = 0 in probability,(5)
for each  > 0. Then Sn(·) converges weakly to the process Ξ(·) on the space D[0, 1] with the
Skorohod topology. Here Ξ(s) = B(h(s)) where B(·) is a Brownian motion with diffusion
matrix Γ.
Let F0 = {∅,Ω} and Fk = σ
{
ω¯j : j ≤ k − 1
}
where ω¯j = {ωx· : x · e2 = j}. Fk thus
denotes the part of the environment strictly below level k (level k here denotes all points
{x : x · e2 = k}). Notice that for all x and for each i ∈ {1, 2, · · · , N}, Pωri√n(Xλk = x) is Fk
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measurable and hence also is Eω
ri
√
n
(Xλk). Let {X hits level k} be the event {Xλk ·e2 = k}.
Now
E
[
Eωri
√
n(Xλk)− Eωri√n(Xλk−1)
∣∣∣Fk−1] = E[ ∑
x·e2=k−1
D(x, ω)Pωri
√
n(Xλk−1 = x)
∣∣∣Fk−1]
= ED · Pωri√n(X hits level k − 1).
Let
Mn,ik = E
ω
ri
√
n(Xλk)− ([ri
√
n], 0)T − ED ·
k∑
l=1
Pωri
√
n(X hits level l − 1).(6)
The above computation tells us
{
n−
1
4
∑N
i=1 θi(M
n,i
k −Mn,ik−1), 1 ≤ k ≤ n
}
is a martingale
difference array with respect to Fn,k = Fk = σ{ω¯j : j ≤ k − 1}. We will now check the
conditions of Lemma 3.1 for Xn,k = n−
1
4
∑N
i=1 θi(M
n,i
k −Mn,ik−1) using the function h in (2).
The second condition is trivial to check since the difference Mn,ik −Mn,ik−1 is bounded.
The main work in the paper is checking the condition (4) in the above lemma. First note
that
Mn,ik −Mn,ik−1 = Eωri√n(Xλk)− Eωri√n(Xλk−1)− ED · Pωri√n(X hits level k − 1)
=
∑
x·e2=k−1
D(x, ω)Pωri
√
n(Xλk−1 = x)− ED · Pωri√n(X hits level k − 1)
=
∑
x·e2=k−1
Pωri
√
n(Xλk−1 = x)
{
D(x, ω)− ED}.
Using the fact that E
[
D(x, ω)− ED
]
= 0 and that D(x, ω)− ED is independent of Fk−1,
we get
[ns]∑
k=1
E
[{ N∑
i=1
θi
(Mn,ik −Mn,ik−1
n
1
4
) N∑
j=1
θj
(Mn,jk −Mn,jk−1
n
1
4
)T}∣∣∣Fk−1]
=
1√
n
N∑
i=1
N∑
j=1
θiθj
[ns]∑
k=1
E
[(
Mn,ik −Mn,ik−1
)(
Mn,jk −Mn,jk−1
)T ∣∣∣Fk−1]
=
Γ√
n
N∑
i=1
N∑
j=1
θiθj
[ns]∑
k=1
Pωri
√
n, rj
√
n(Xλk−1 = X˜λ˜k−1 and both walks hit level k − 1).(7)
Here Γ = E(DDT )−E(D)E(D)T and X, X˜ are independent walks in the same environment
starting at ([ri
√
n], 0) and ([rj
√
n], 0) respectively. We will later show that the above
quantity converges in P-probability as n → ∞ to h(s)Γ where h(s) is the function in (2).
We will also show that h is increasing and Ho¨lder continuous. Lemma 3.1 thus gives us
N∑
i=1
θi
Mn,i[n·]
n
1
4
⇒ B(h(·)).(8)
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From (8) we can complete the proof of Theorem 2.1 as follows. Recalling the definiton in
(3),
ξn(s, ri) = Eωri
√
n(Xλ[ns] · e1)− Eri√n(Xλ[ns] · e1)
and let
ζn(s, ri) = Eωri
√
n(U[ns]−1)− Eri√n(U[ns]−1).
Here Un = |{k : Xk · e2 ≤ n}| is the number of levels hit by the walk up to level n. Since
from equation (6),
Eri
√
n(Xλ[ns] · e1) = [ri
√
n] + E(D · e1)Eri√n(U[ns]−1)
we have
Mn,i[ns] · e1 = Eωri√n(Xλ[ns] · e1)− [ri
√
n]− E(D · e1)Eωri√n(U[ns]−1)
= Eωri
√
n(Xλ[ns] · e1)− Eri√n(Xλ[ns] · e1)− E(D · e1)
[
Eωri
√
n(U[ns]−1)− Eri√n(U[ns]−1)
]
= ξn(s, ri)− E(D · e1)ζn(s, ri).
0 ≤ Xλ[ns] · e2 − [ns] ≤ K gives us |Eωri√n(Xλ[ns] · e2)− Eri√n(Xλ[ns] · e2)| ≤ K. Now
Mn,i[ns] · e2 = Eωri√n(Xλ[ns] · e2)− E(D · e2)Eωri√n(U[ns]−1)
= Eωri
√
n(Xλ[ns] · e2)− Eri√n(Xλ[ns] · e2)− E(D · e2)
[
Eωri
√
n(U[ns]−1)− Eri√n(U[ns]−1)
]
= O(1)− E(D · e2)ζn(s, ri).
Thus
ζn(s, ri) = O(1)−
Mn,i[ns] · e2
E(D · e2)
and
ξn(s, ri) = M
n,i
[ns] · e1 + E(D · e1)ζn(s, ri) = Mn,i[ns] · e1 −
E(D · e1)
E(D · e2)M
n,i
[ns] · e2 +O(1).
So (recall the definiton of wˆ in (1)),
N∑
i=1
θi
ξn(·, ri)
n
1
4
= n−
1
4
N∑
i=1
θi
[
Eωri
√
n(Xλ[n·] · e1)− Eri√n(Xλ[n·] · e1)
]
= wˆ ·
N∑
i=1
θi
Mn,i[n·]
n
1
4
+O(n−
1
4 )
⇒ wˆ ·B(h(·)).
Returning to equation (7), the proof of Theorem 2.1 will be complete if we show
1√
n
n∑
k=1
Pωri
√
n, rj
√
n(Xλk−1 = X˜λ˜k−1 on level k−1) −→
1
βσ2
∫ σ2
c1
0
1√
2piv
exp
(− (ri − rj)2
2v
)
dv
as n→∞. We will first show the averaged statement (with ω integrated away)
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Proposition 3.2.
1√
n
n∑
k=1
Pri
√
n, rj
√
n(Xλk−1 = X˜λ˜k−1 on level k−1) −→
1
βσ2
∫ σ2
c1
0
1√
2piv
exp
(− (ri − rj)2
2v
)
dv
and then show that the difference of the two vanishes:
Proposition 3.3.
1√
n
n∑
k=1
Pωri
√
n, rj
√
n(Xλk−1 = X˜λ˜k−1 on level k−1)
− 1√
n
n∑
k=1
Pri
√
n, rj
√
n(Xλk−1 = X˜λ˜k−1 on level k − 1) −→ 0 in P-probability.
3.1. Proof of Proposition 3.2. For simplicity of notation, let Pn(i,j) denote Pri
√
n,rj
√
n
and En(i,j) denote Eri
√
n,rj
√
n. Let 0 = L0 < L1 < · · · be the successive common levels of
the independent walks (in common environment) X and X˜; that is Lj = inf{l > Lj−1 :
Xλl · e2 = X˜λ˜l · e2 = l}. Let
Yk = XλLk · e1 − X˜λ˜Lk · e1.
Now
1√
n
n∑
k=1
Pn(i,j)(Xλk−1 = X˜λ˜k−1 on level k − 1)
=
1√
n
n∑
k=1
Pn(i,j)(XλLk−1 = X˜λ˜Lk−1
and Lk−1 ≤ n− 1)
=
1√
n
n∑
k=1
Pn(i,j)(Yk−1 = 0 and Lk−1 ≤ n− 1).(9)
We would like to get rid of the inequality Lk−1 ≤ n− 1 in the expression above so that
we have something resembling a Green’s function. Denote by ∆Lj = Lj+1 − Lj . Call Lk
a meeting level (m.l.) if the two walks meet at that level, that is XλLk = X˜λ˜Lk
. Also let
I = {j : Lj is a meeting level }. Let Q1, Q2, · · · be the consecutive ∆Lj where j ∈ I and
R1, R2, · · · be the consecutive ∆Lj where j /∈ I. We start with a simple observation.
Lemma 3.4. Fix x, y ∈ Z. Under Px,y,
Q1, Q2, · · · are i.i.d. with common distribution P(0,0)(0,0)(L1 ∈ ·)
R1, R2, · · · are i.i.d. with common distribution P(0,0),(1,0)(L1 ∈ ·)
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Proof. We prove the second statement. The first statement can be proved similarly. Call a
level a non meeting common level (n.m.c.l) if the two walks hit the level but do not meet
at that level.For positive integers k1, k2, · · · , kn,
Px,y
(
R1 = k1, R2 = k2, · · · , Rn = kn
)
=
∑
i
Px,y
(
R1 = k1, · · · , Rn = kn, i is the n’th n.m.c.l.
)
=
∑
i,j 6=0
Px,y
(
R1 = k1, · · · , Rn−1 = kn−1, i is the n’th n.m.c.l., X˜λ˜i ·e1−Xλi ·e1 = j, Rn = kn
)
=
∑
i,j 6=0,l
E
[
Pωx,y
(
R1 = k1, · · · , Rn−1 = kn−1, i is the n’th n.m.c.l., Xλi ·e1 = l, X˜λ˜i ·e1 = j+l
)
×Pω(l,i),(l+j,i)(∆L0 = kn)
]
=
∑
i,j 6=0,l
E
[
Pωx,y
(
R1 = k1, · · · , Rn−1 = kn−1, i is the n’th n.m.c.l., Xλi ·e1 = l, X˜λ˜i ·e1 = j+l
)]
×P(0,0),e1(L1 = kn)
= P(0,0),e1(L1 = kn)Px,y(R1 = k1, R2 = k2, · · · , Rn−1 = kn−1).
The fourth equality is because Pω(l,i),(l+j,i)(∆L0 = kn) depends on ωi whereas the previous
term depends on the part of the environment strictly below level i. The proof is complete
by induction. 
Lemma 3.5. There exists some a > 0 such that
E(0,0),(0,0)(e
aL1) <∞ and E(0,0),(1,0)(eaL1) <∞.
Proof. By the ellipticity assumption (iii), we have
P(0,0),(0,0)(L1 > k) ≤ (1− δ)[
k
K
],
P(0,0),(1,0)(L1 > k) ≤ (1− δ)[
k
K
].
Since L1 is stochastically dominated by a geometric random variable, we are done. 
Let us denote by X[0,n] the set of points visited by the walk upto time n. It has been
proved in Proposition 5.1 of [7] that for any starting points x, y ∈ Z2
Ex,y
(
|X[0,n] ∩ X˜[0,n]|
)
≤ C√n.(10)
This inequality is obtained by control on a Green’s function. The above lemma and the
inequality that follows tell us that common levels occur very frequently but the walks meet
rarely. Let
E(0,0),(1,0)(L1) = c1, E(0,0),(0,0)(L1) = c0.(11)
We will need the following lemma.
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Lemma 3.6. For each  > 0, there exist constants C > 0, b() > 0, d() > 0 such that
Pn(i,j)
(Ln
n
≥ c1 + 
)
≤ C exp [− nb()],
Pn(i,j)
(Ln
n
≤ c1 − 
)
≤ C exp [− nd()].
Thus Lnn → c1 P0,0 a.s.
Proof. We prove the first inequality. From Lemma 3.5, we can find a > 0 and some ν > 0
such that for each n,
En(i,j)
(
exp(aLn)
) ≤ νn.
We thus have
Pn(i,j)(
Ln
n
≥ C1) ≤
En(i,j)
(
exp(aLn)
)
exp(aC1n)
≤ exp{n(log ν − aC1)}.
Choose C1 >> 0 so that log ν − aC1 < 0. Now
Pn(i,j)(
Ln
n
≥ c1 + ) ≤ exp{n(log ν − aC1)}+ Pn(i,j)(c1 +  ≤
Ln
n
≤ C1).
Let γ = 4c0 . Denote by In = {j : 0 ≤ j < n,Lj is a meeting level } and recall ∆Lj =
Lj+1 − Lj . We have
Pn(i,j)(c1 +  ≤
Ln
n
≤ C1) ≤ Pn(i,j)
(|In| ≥ γn, Ln ≤ C1n)
+ Pn(i,j)
(
|In| < γn, c1 +  ≤
∑
j /∈In,j<n ∆Lj
n
+
∑
j∈In ∆Lj
n
≤ C1
)
.
Let T1, T2, . . . be the increments of the successive meeting levels. By an argument like the
one given in Lemma 3.4, {Ti}i≥1 are i.i.d. Also from (10), it follows that E(T1) =∞. Hence
we can find M = M(γ) >> 2C1γ and K = K(γ) such that
E(T1 ∧K) ≥M.
Now,
Pn(i,j)
(|In| ≥ γn, Ln ≤ C1n) ≤ Pn(i,j)(T1 + T2 + · · ·+ T[γn] ≤ C1n)
≤ Pn(i,j)
(T1 + T2 + · · ·T[γn]
[γn]
≤ 2C1
γ
)
≤ Pn(i,j)
(T1 ∧K + T2 ∧K + · · ·T[γn] ∧K
[γn]
≤ 2C1
γ
)
≤ exp[−nb2].
for some b2 > 0. The last inequality follows from standard large deviation theory. Also
Pn(i,j)
(
|In| < γn, c1+ ≤
∑
j /∈In,j<n ∆Lj
n
+
∑
j∈In ∆Lj
n
≤ C1
)
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≤ Pn(i,j)
(
|In| < γn, c1 + 2 ≤
1
n
∑
j /∈In,j<n
∆Lj
)
+ Pn(i,j)
(
|In| < γn, 1
n
∑
j∈In
∆Lj ≥ 2
)
.
Let {Mj}j≥1 be i.i.d. with the distribution of L1 under P0,e1 and {Nj}j≥1 be i.i.d. with
the distribution of L1 under P0,0. We thus have that the above expression is less than
P
( 1
n
n∑
j=1
Mj ≥ c1 + 2
)
+ P
( 1
n
[γn]∑
j=1
Nj ≥ 2
)
≤ exp(−nb3()) + P
( 1
[γn]
[γn]∑
j=1
Nj ≥ 2γ
)
≤ exp(−nb3()) + exp(−nb4()).
for some b3(), b4() > 0. Recall that 2γ > c0 by our choice of γ. Combining all the
inequalities, we have
Pn(i,j)
(Ln
n
≥ c1 + 
) ≤ 3 exp(−nb()).
for some b() > 0. The proof of the second inequality is similar. 
Returning to (9), let us separate the sum into two parts as
1√
n
[
n(1+)
c1
]∑
k=0
Pn(i,j)(Yk = 0 and Lk ≤ n− 1)
+
1√
n
n−1∑
k=[
n(1+)
c1
]+1
Pn(i,j)(Yk = 0 and Lk ≤ n− 1).
Now the second term above is
1√
n
n−1∑
k=[
n(1+)
c1
]+1
Pn(i,j)(XλLk = X˜λ˜Lk
and Lk ≤ n− 1) ≤ Cn√
n
Pn(i,j)(L[n(1+)
c1
]
≤ n)
which goes to 0 as n tends to infinity by Lemma 3.6. Similarly
1√
n
[ [n(1−)c1 ]∑
k=0
Pn(i,j)(Yk = 0)−
[
n(1−)
c1
]∑
k=0
Pn(i,j)(Yk = 0, Lk ≤ n− 1)
]
≤ 1√
n
[
n(1−)
c1
]∑
k=0
Pn(i,j)(Lk ≥ n)
≤ Cn√
n
Pn(i,j)
(
L
[
n(1−)
c1
]
≥ n)
also goes to 0 as n tends to infinity. Thus
1√
n
n−1∑
k=0
Pn(i,j)(Yk = 0, Lk ≤ n− 1)
=
1√
n
[
n(1−)
c1
]∑
k=0
Pn(i,j)(Yk = 0) +
1√
n
[
n(1+)
c1
]∑
k=[
n(1−)
c1
]+1
Pn(i,j)(Yk = 0, Lk ≤ n− 1) + an()
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where an()→ 0 as n→∞. Now we will show the second term in in the right hand side of
the above equation is negligible. Let τ = min{j ≥ [n(1−)c1 ] + 1 : Yj = 0}. Using the Markov
property for the second line below, we get
1√
n
[
n(1+)
c1
]∑
k=[
n(1−)
c1
]+1
Pn(i,j)(Yk = 0, Lk ≤ n− 1) =
1√
n
En(i,j)
[
I{Lτ≤n}
[
n(1+)
c1
]∑
k=τ
I{Yk=0,Lk≤n−1}
]
≤ 1√
n
E0,0
[ [ 2nc1 ]∑
k=0
I{Yk=0}
]
=
1√
n
E0,0
[
I{L
[ 2nc1
]
≤4n}
[ 2n
c1
]∑
k=0
I{Yk=0}
]
+
1√
n
E0,0
[
I{L
[ 2nc1
]
>4n}
[ 2n
c1
]∑
k=0
I{Yk=0}
]
.
In the expression after the last equality, we have
First term ≤ 1√
n
E0,0
(∣∣X[0,4n]⋂ X˜[0,4n]∣∣)
≤ C√
n
√
4n ≤ C√.
Second term ≤ Cn√
n
P0,0
(
L[ 2n
c1
] > 4n
) −→ 0.
by Lemma 3.6. This gives us
1√
n
n−1∑
k=0
Pn(i,j)(Yk = 0, Lk ≤ n− 1) =
1√
n
[
n(1−)
c1
]∑
k=0
Pn(i,j)(Yk = 0) +O(
√
) + bn()
where bn()→ 0 as n→∞. By the Markov property again and arguments similar to above
1√
n
[
n
c1
]∑
k=
[
n(1−)
c1
]
+1
Pn(i,j)(Yk = 0) ≤
1√
n
[
n
c1
]∑
k=0
P0,0(Yk = 0)
≤ O(√) + cn()
where cn()→ 0 as n→∞. So what we finally have is
1√
n
n−1∑
k=0
Pn(i,j)(Yk = 0, Lk ≤ n− 1) =
1√
n
[ n
c1
]∑
k=0
Pn(i,j)(Yk = 0) +O(
√
) + dn()(12)
where dn()→ 0 as n→∞.
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3.2. Control on the Green’s function. We follow the approach used in [1] to find the
limit as n→∞ of
1√
n
[ n
c1
]∑
k=0
Pn(i,j)(Yk = 0)
in the right hand side of (12). Since  > 0 is arbitrary, this in turn will give us the limit of
the left hand side of (12).
In the averaged sense Yk is a random walk on Z perturbed at 0 with transition kernel q
given by
q(0, y) = P(0,0),(0,0)(XλL1 · e1 − X˜λ˜L1 · e1 = y)
q(x, y) = P(0,0),(1,0)(XλL1 · e1 − X˜λ˜L1 · e1 = y − x− 1) for x 6= 0.
Denote the transition kernel of the corresponding unperturbed walk by q.
q(x, y) = P(0,0) × P(0,0)(XλL1 · e1 − X˜λ˜L1 · e1 = y − x).
where P(0,0) × P(0,0) is the measure under which the walks are independent in independent
environments. Note that
q(x, y) = q(x, y) for x 6= 0.
The q walk is easily seen to be aperiodic(from assumption 1.1 (iii)), irreducible and sym-
metric and these properties can be transferred to the q walk. The q can be shown to have
finite first moment (because L1 has exponential moments) with mean 0. Green functions
for the q and q walks are given by
Gn(x, y) =
n∑
k=0
qk(x, y) and Gn(x, y) =
n∑
k=0
qk(x, y).
The potential kernel a of the q walk is
a(x) = lim
n→∞{Gn(0, 0)−Gn(x, 0)}.
It is a well known result from Spitzer [8](sections 28 and 29) that lim
x→±∞
a(x)
|x| =
1
σ2
where
σ2 = variance of the q walk.(13)
Furthermore we can show that (see [1] page 518)
1√
n
Gn−1(0, 0)β =
1√
n
E0,0[a(Yn)] where β =
∑
x∈Z
q(0, x)a(x).(14)
First we will show 1√
n
E0,0|Yn| converges to conclude that 1√nE0,0[a(Yn)] converges. Notice
that Yk = XλLk ·e1−X˜λ˜Lk ·e1 is a martingale w.r.t. {Gk = σ(X1, X2, . . . , XλLk , X˜1, X˜2, . . . , X˜λ˜Lk )}
under the measure P0,0. We will use the martingale central limit theorem ([4] page 414) to
show that Yn√
n
converges to a centered Gaussian. We first show
1
n
n∑
k=1
E0,0
(
(Yk − Yk−1)2I{|Yk−Yk−1|>√n}
∣∣∣Gk−1) → 0 in probability.(15)
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We already have from Lemma 3.5 that for some a > 0
E0,0(e
a
4K
Y1) ≤ E0,0(eaL1) <∞,
E(0,0),(1,0)(e
a
4K
Y1) ≤ E(0,0),(1,0)(eaL1) <∞.
Thus E0,0
[
(Yk − Yk−1)5|Gk−1
] ≤ C and so (15) holds. Now we check
1
n
n∑
k=1
E0,0
(
(Yk − Yk−1)2|Gk−1
)
→ σ2 in probability.
Note that
E0,0
[
(Yk − Yk−1)2
∣∣Gk−1] = E0,0[(Yk − Yk−1)2I{Yk−1=0}|Gk−1]+ E0,0[(Yk − Yk−1)2I{Yk−1 6=0}|Gk−1]
= u0I{Yk−1=0} + σ
2I{Yk−1 6=0}
where u0 = E0,0(Y 21 ) and E(1,0),(0,0)((Y1−1)2) = σ2 (as defined in (13)), the variance of the
unperturbed walk q. So
1
n
n∑
k=1
E0,0
[
(Yk − Yk−1)2|Gk−1
]
= σ2 +
(u0 − σ2)
n
n∑
k=1
I{Yk−1=0}.
To complete, by choosing b large enough we get
E0,0[
n∑
k=1
I{Yk−1=0}] ≤ nP0,0(Ln > bn) + E0,0|X[0,nb] ∩ X˜[0,nb]|
≤ C√n.
Hence 1n
∑n
k=1 I{Yk−1=0} → 0 in P0,0-probability. We have checked both the conditions of
the martingale central limit theorem and so we have n−
1
2Yn ⇒ N(0, σ2). We now show
E0,0|n− 12Yn| → E|N(0, σ2)| = 2σ√2pi . This will follow if we can show that n
− 1
2Yn uniformly
integrable. But that is clear since we have
E0,0Y
2
n
n
= σ2 +
u0 − σ2
n
n∑
k=1
P0,0(Yk−1 = 0) ≤ u0 + σ2.
It is easily shown that
lim
n→∞
E0,0[a(Yn)]√
n
= lim
n→∞
1
σ2
E0,0|Yn|√
n
=
2
σ
√
2pi
.
We already know by the local limit theorem ([4] section 2.6) that lim
n→∞
1√
n
Gn(0, 0) = 2σ√2pi
which is equal to lim
n→∞n
− 1
2E0,0[a(Yn)] = lim
n→∞n
− 1
2βGn(0, 0) by the above computations.
The arguments in ([1] page 518 (4.9)) allow us to conclude that
sup
x
1√
n
|βGn(x, 0)−Gn(x, 0)| → 0.
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Now returning back to (12), the local limit theorem ([4] section 2.6) and a Riemann sum
argument gives us
lim
n→∞
1√
n
G[ n
c1
]([ri
√
n]− [rj
√
n], 0) =
1
σ2
∫ σ2
c1
0
1√
2piv
exp
(− (ri − rj)2
2v
)
dv.
Hence the right hand side of (12) tends to
lim
n→∞
1√
n
G[ n
c1
]([ri
√
n]− [rj
√
n], 0) =
1
βσ2
∫ σ2
c1
0
1√
2piv
exp
(− (ri − rj)2
2v
)
dv.(16)
This completes the proof of Proposition 3.2 .
3.3. Proof of Proposition 3.3. This section is based on the proof of Theorem 4.1 in
Section of [5] and (5.20) in [1]. Recall F0 = {∅,Ω}, Fk = σ
{
ωj : j ≤ k − 1
}
. Now
1√
n
n∑
k=0
{
Pωri
√
n,rj
√
n(Yk = 0, Lk ≤ n)− Pri√n,rj√n(Yk = 0, Lk ≤ n)
}
=
1√
n
n−1∑
l=0
n∑
k=l+1
{
Pri
√
n,rj
√
n
(
Xλk = X˜λ˜k and both walks hit level k
∣∣Fl+1)
−Pri√n,rj√n
(
Xλk = X˜λ˜k and both walks hit level k
∣∣Fl)}.
Call Rl =
∑n
k=l+1
{
· · ·
}
. It is enough to show that E( 1√
n
∑n−1
l=0 Rl)
2 → 0. By orthogo-
nality of martingale increments, ERlRm = 0 for l 6= m. Let
φn = |{k : k ≤ n, k is a meeting level }|,
the number of levels at which the two walks meet up to level n.
Proposition 3.7.
1
n
n∑
l=0
ER2l −→ 0.
Proof. Notice that Rl is 0 unless one of the walks hit level l because otherwise the event in
question does not need ωl. We then have Rl = Rl,1 +Rl,2 +R
′
l,2 where
Rl,1 =
∑
u·e2=l
∑
u˜·e2=l
Pωri
√
n(Xλl = u)P
ω
rj
√
n(X˜λ˜l = u˜)
×
∑
1 ≤ w · e2, z · e2 ≤ K
−K ≤ w · e1, z · e1 ≤ K
Eu+w,u˜+z(φn) ·
{
ω(u,w)ω(u˜, z)− E[ω(u,w)ω(u˜, z)]
}
Rl,2 =
∑
u·e2=l
∑
u˜·e2<l
∑
l < u1 · e2 ≤ l +K,
|(u1 − u) · e1| ≤ K
∑
l < u˜1 · e2 ≤ l +K,
|(u˜1 − u˜) · e1| ≤ K
Pωri
√
n(Xλl = u)
×Pωrj√n(X˜λ˜l = u˜1, X˜λ˜l−1 = u˜)
{
ω(u, u1−u)−E[ω(u, u1−u)]
}
·Eu1,u˜1(φn),
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and
R
′
l,2 =
∑
u·e2<l
∑
u˜·e2=l
∑
l < u1 · e2 ≤ l +K,
|(u1 − u) · e1| ≤ K
∑
l < u˜1 · e2 ≤ l +K,
|(u˜1 − u˜) · e1| ≤ K
Pωri
√
n(Xλl−1 = u,Xλl = u1)
×Pωrj√n(X˜λ˜l = u˜)
{
ω(u˜, u˜1 − u˜)− E[ω(u˜, u˜1 − u˜)]
}
Eu1,u˜1(φn).
We first work with Rl,1. Let us order the z’s as shown in the Figure 1 below. Here β ≤ z
if β occurs before z in the sequence and z + 1 is the next element in the sequence. Also,
without loss of generality, we have assumed (K,K) is the last z.
( K, K)
(− K, 1)
Figure 1
Using summation by parts on z, we get∑
w,z
Eu+w,u˜+z(φn)
[
ω(u,w)ω(u˜, z)− E{ω(u,w)ω(u˜, z)}]
=
∑
w
[(
ω(u,w)
∑
z
ω(u˜, z)− E
{
ω(u,w)
∑
z
ω(u˜, z)
})
· Eu+w,u˜+(K,K)(φn)
]
−
∑
w
[ ∑
1 ≤ z · e2 ≤ K
−K ≤ z · e1 ≤ K
z 6= (K,K)
{∑
β≤z
ω(u,w)ω(u˜, β)− E
(∑
β≤z
ω(u,w)ω(u˜, β)
)}
×
{
Eu+w,u˜+z+1(φn)− Eu+w,u˜+z(φn)
}]
.
Write Rl,1 = Rl,1,1 − Rl,1,2, after splitting
∑
w,z into the two
∑
w terms above. Similarly,
we can show
Rl,2 =
∑
u·e2=l
∑
l−K+1≤u˜·e2≤l−1
∑
z·e2≥l−u˜·e2+1
Pωri
√
n(Xλl = u)P
ω
rj
√
n(X˜ hits u˜)ω(u˜, z)
∑
1 ≤ w · e2 ≤ K
−K ≤ w · e1 ≤ K
w 6= (K,K)
{∑
ν≤w
[
ω(u, ν)− Eω(u, ν)]} · {Eu+w,u˜+z(φn)− Eu+w+1,u˜+z(φn)}.
Do the same for R
′
l,2. Proposition 3.7 will be proved if we can show the following. 
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Proposition 3.8.
1
n
n∑
l=0
E(R2l,1,1) −→ 0 and
1
n
n∑
l=0
E(R2l,1,2) −→ 0.
Also
1
n
n∑
l=0
E(R2l,2) −→ 0 and
1
n
n∑
l=0
E(R
′
l,2
2
) −→ 0.
Proof. Let us show the first statement of the proposition. Since
∑
z ω(u˜, z) = 1, we have
R2l,1,1 =
∑
u,v
∑
u˜,v˜
Pωri
√
n(Xλl = u)P
ω
rj
√
n(X˜λ˜l = u˜)P
ω
ri
√
n(Xλl = v)P
ω
rj
√
n(X˜λ˜l = v˜)
×
∑
w,r
[(
ω(u,w)− Eω(u,w)
)
·
(
ω(v, r)− Eω(v, r)
)
·Eu+w,u˜+(K,K)(φn)·Ev+r,v˜+(K,K)(φn)
]
.
Using summation by parts separately for w and r, we get the sum after the × is∑
1 ≤ w · e2, r · e1 ≤ K
−K ≤ w · e1, r · e1 ≤ K
∑
α≤w
[
ω(u, α)− Eω(u, α)
]
·
[
Eu+w,u˜+(K,K)(φn)− Eu+w+1,u˜+(K,K)(φn)
]
×
∑
β≤r
[
ω(v, β)− Eω(v, β)
]
·
[
Ev+r,v˜+(K,K)(φn)− Ev+r+1,v˜+(K,K)(φn)
]
.
When we take E expectation in the above expression, we get 0 unless u = v. Also using
Lemma 3.10 below, we have that Eu+w,u˜+(K,K)(φn)−Eu+w+1,u˜+(K,K)(φn) and Ev+r,v˜+(K,K)(φn)−
Ev+r+1,v˜+(K,K)(φn) are bounded. These observations give us that
E(R2l,1,1) ≤ CPri√n,rj√n(Xλl = X˜λ˜l and both walks hit level l).
From computations on Green functions in the previous section (eqns. (12) and (16) ), we
have 1n
∑n
l=0 E(R2l,1,1)→ 0. Let us now show 1n
∑n
l=0 ER2l,2 → 0. Now
ER2l,2 =
∑
u·e2=v·e2=l
∑
l−K + 1 ≤ u˜ · e2,
v˜ · e2 ≤ l− 1
∑
z · e2, z′ · e2 ≥
l− u˜ · e2 + 1
E
{
Pωri
√
n(Xλl = u)P
ω
rj
√
n(X˜ hits u˜)ω(u˜, z)
Pωri
√
n(Xλl = v)P
ω
rj
√
n(X˜ hits v˜)ω(v˜, z
′)
}
×
∑
1 ≤ w · e2 ≤ K
−K ≤ w · e1 ≤ K
w 6= (K,K)
∑
1 ≤ w′ · e2 ≤ K
−K ≤ w′ · e1 ≤ K
w′ 6= (K,K)
E
{∑
α≤w
[ω(u, α)−Eω(u, α)]
∑
α′≤w′
[ω(v, α′)−Eω(v, α′)]
}
×
{
Eu+w,u˜+z(φn)−Eu+w+1,u˜+z(φn)
}
·
{
Ev+w′,v˜+z′(φn)−Ev+w′+1,v˜+z′(φn)
}
.
By observing that the expression on the third line of the above equation is zero unless u = v
and by using Lemma 3.10 below, it is clear that
ER2l,2 ≤ CPri√n,rj√n(Xλl = X˜λ˜l and both walks hit level l)
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and it follows that 1n
∑n
l=0 ER2l,2 → 0. The remaining parts of the proposition can be
similarly proved. This completes the proof of Proposition 3.8 and hence Proposition 3.3 
We have thus shown
[ns]∑
k=1
E
[{ N∑
i=1
θi
(Mn,ik −Mn,ik−1
n
1
4
)}{ N∑
i=1
θi
(Mn,ik −Mn,ik−1
n
1
4
)T}∣∣∣Fk−1]→ h(s)Γ
where h(s) is as in (2). From the left hand side of the above expression, we can conclude
that h(s) is nondecreasing. For if h(s) > h(t) for some s < t, we have(
h(t)−h(s)
)
Γ = lim
n→∞
[nt]∑
k=[ns]
E
[{ N∑
i=1
θi
(Mn,ik −Mn,ik−1
n
1
4
)}{ N∑
i=1
θi
(Mn,ik −Mn,ik−1
n
1
4
)T}∣∣∣Fk−1].
The left hand side is a nonpositive definite matrix whereas the right hand side is nonnegative
definite. We show that h is Ho¨lder continuous.
Lemma 3.9. The function
f(t) =
N∑
i=1
N∑
j=1
θiθj
√
t
∫ σ2
c1
0
1√
2piv
exp
(− (ri − rj)2
2tv
)
dv
has bounded derivative on (0, 1] and is continuous on [0, 1].
Proof. Note that f(0) = lim
t↓0
f(t) = 0 and f(1) =
∑N
i=1
∑N
j=1 θiθj
∫ σ2
c1
0
1√
2piv
exp
(− (ri−rj)22v )dv.
For 0 < s < t, we have
f(t)− f(s) ≤ C(
∑
θi)2 max
i,j
{√
t
∫ σ2
c1
0
1√
2piv
exp
(− (ri − rj)2
2tv
)
dv
−√s
∫ σ2
c1
0
1√
2piv
exp
(− (ri − rj)2
2sv
)
dv
}
.
Now for B > 0 and 0 < s < t∣∣∣√t∫ σ2c1
0
1√
2piv
exp
(− B
2tv
)
dv −√s
∫ σ2
c1
0
1√
2piv
exp
(− B
2sv
)
dv
∣∣∣
=
[ 1
2
√
u
∫ σ2
c1
0
1√
2piv
exp
(− B
2uv
)
dv +
B
2u
3
2
∫ σ2
c1
0
1
v
3
2
√
2pi
exp
(− B
2uv
)
dv
]
(t− s)
for some s ≤ u ≤ t. Since the right hand side of the above equation is bounded for
0 < u ≤ 1, we are done . 
Theorem 2.1 is now proved except for
Lemma 3.10.
sup
n
sup
u∈Z2
sup
y∈{e1,e2}
∣∣∣E0,u(φn)− E0,u+y(φn)∣∣∣ <∞.
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We first prove the following
Lemma 3.11.
sup
n
sup
u∈Z2
sup
y∈{e1,e2}
∣∣∣E0,u(φn)− E0,u+y(φn)∣∣∣ ≤ C sup
n
sup
y∈{±e1,±e2}
∣∣∣E0,0(φn)− E0,y(φn)∣∣∣.
Proof.
|E0,u(φn)− E0,u+e1(φn)| =
∣∣∣E(Eω0,u(φn))− E(Eω0,u+e1(φn))∣∣∣
=
∣∣∣ ∑
0 = x0, x1, · · · xn
u = x˜0, x˜1, · · · , x˜n
∣∣(i, j) : xi = x˜j , xi·e2 ≤ n, x˜j ·e2 ≤ n∣∣·E{ n−1∏
i=0
ω(xi, xi+1)
n−1∏
j=0
ω(x˜j , x˜j+1)
}
−
∑
0 = x0, x1, · · · xn
u = x˜0, x˜1, · · · , x˜n
∣∣(i, j) : xi = x˜j+e1, xi·e2, x˜j ·e2 ≤ n∣∣·E{ n−1∏
i=0
ω(xi, xi+1)
n−1∏
j=0
ω(x˜j+e1, x˜j+1+e1)
}∣∣∣
We now split the common sum into two parts
∑
1 and
∑
2. The sum
∑
1 is over all
0 = x0, x1, · · · , xn and u = x˜0, x˜1, · · · , x˜n such that the first level where xi = x˜j occurs is
before the first level where xi = x˜j + e1 occurs. Similarly
∑
2 is over all 0 = x0, x1, · · · , xn
and u = x˜0, x˜1, · · · , x˜n such that xi = x˜j occurs after xi = x˜j + e1. The above expression
now becomes
≤ ∣∣∑
1
· · · ∣∣+∣∣∑
2
· · · ∣∣ ≤ sup
n
∣∣E0,0(φn)−E0,e1(φn)∣∣+sup
n
∣∣E0,0(φn)−E0,−e1(φn)∣∣.

The proof of Lemma 3.10 will be complete if we show that the right hand side of the
inequality in the Lemma 3.11 is finite. We will work with y = e1. Consider the Markov
chain on
(
Z× {−(K − 1),−(K − 2), . . . (K − 1)}
)
× {0, 1, . . .K − 1} given by
Zk =
(
X˜λ˜k −Xλk ,min(Xλk · e2, X˜λ˜k · e2)− k
)
.
This is an irreducible Markov chain (it follows from assumption 1.1 (iii)). For z in the state
space of the Z-chain, define the first hitting time of z by Tz := inf{k ≥ 1 : Zk = z}. For
z, w in the state space, define Gn(z, w) =
∑n
k=0 P (Zk = w|Z0 = z). Now note that
Gn
[(
(0, 0), 0
)
,
(
(0, 0), 0
)] ≤ E(
(0,0),0
)[ T((1,0),0)∑
k=0
I{Zk=
(
(0,0),0
)
}
]
+Gn
[(
(1, 0), 0
)
,
(
(0, 0), 0
)]
.
Gn
[(
(1, 0), 0
)
,
(
(0, 0), 0
)] ≤ E(
(1,0),0
)[ T((0,0),0)∑
k=0
I{Zk=
(
(0,0),0
)
}
]
+Gn
[(
(0, 0), 0
)
,
(
(0, 0), 0
)]
.
Since both expectations are finite by the irreducibility of the Markov chain Zk,
sup
n
∣∣∣Gn(((0, 0), 0), ((0, 0), 0))−Gn(((1, 0), 0), ((0, 0), 0))∣∣∣ <∞.
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The proof of Lemma 3.10 is complete by noting that
E0,0(φn) = Gn
((
(0, 0), 0
)
,
(
(0, 0), 0
))
and E0,e1(φn) = Gn
((
(1, 0), 0
)
,
(
(0, 0), 0
))
. 
4. Appendix
Proof. of Lemma 3.1 We just modify the proof of the Martingale Central Limit Theorem
in Durrett [4](Theorem 7.4) and Theorem 3 in [6]. First let us assume that we are working
with scalars, that is d = 1 and Γ = σ2. Suppose that h is Ho¨lder continuous with parameter
α, that is |h(x)− h(y)| ≤ D|x− y|α. We first modify Lemma 6.8 in [4]. 
Lemma 4.1. Let τnm, 1 ≤ m ≤ n, be a triangular array of increasing random variables, that
is τnm ≤ τnm+1. Also assume that τn[ns] → h(s) in probability for each s ∈ [0, 1]. Let
Sn,(u) =
{
B(τnm) for u = m ∈ {0, 1, · · · , n};
linear for u ∈ [m− 1,m] when m ∈ {1, 2, · · · , n}.
We then have
||Sn,(n·) −B
(
h(·))|| → 0 in probability
where || · || is the sup-norm of C[0,1], the space of continuous functions in [0, 1].
Proof. Since B is uniformly continuous on [0, 1], given  > 0, we can find a δ > 0 such that
1
δ is an integer and
(1)
P (|Bt −Bs| <  for all 0 ≤ s, t ≤ 1 such that |t− s| < 2Dδα) > 1− 
and for n ≥ Nδ,
(2)
P
(|τn[nkδ] − h(kδ)| < Dδα for k = 1, 2, · · · 1δ ) ≥ 1− .
For s ∈ ((k − 1)δ, kδ)
τn[ns] − h(s) ≥ τn[n(k−1)δ] − h(kδ)
= τn[n(k−1)δ] − h
(
(k − 1)δ)+ [h((k − 1)δ)− h(kδ)].
Also
τn[ns] − h(s) ≤ τn[nkδ] − h
(
(k − 1)δ)
= τn[nkδ] − h
(
kδ
)
+
[
h(kδ)− h((k − 1)δ)].
By Ho¨lder continuity, we have
h(kδ)− h((k − 1)δ) ≤ Dδα.
Thus,
τn[n(k−1)δ] − h
(
(k − 1)δ)−Dδα ≤ τn[ns] − h(s) ≤ τn[nkδ] − h(kδ)+Dδα.
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From this we can conclude that for n ≥ Nδ,
P
(
sup
0≤s≤1
|τn[ns] − h(s)| < 2Dδα
)
≥ 1− .
When the events in (i) and (ii) occur,
|Sn,m −B
(
h(
m
n
)
)| = |B(τnm)−B(h(mn ))| < .
For t = m+θn , 0 < θ < 1, notice that
|Sn,(nt) −B(h(t))| ≤ (1− θ)|Sn,m −B
(
h(
m
n
)
)
+ θ|Sn,m+1 −B
(
h(
m+ 1
n
)
)|
+ (1− θ)|B(h(m
n
)
)−B(h(t))|+ θ|B(h(m+ 1
n
)
)−B(h(t))|.
The sum of the first two terms is ≤  in the intersection of the events in (i) and (ii). Also
for n ≥ Mδ, we have | 1n | < δ and hence |h(mn ) − h(t)| < 2Dδα, |h(m+1n ) − h(t)| < 2Dδα.
Hence the sum of the last two terms is also ≤  in the intersection of the events in (i) and
(ii). Choosing δ appropriately, we get that for n ≥ max(Nδ,Mδ),
P
(
||Sn,(n·) −B
(
h(·))|| < 2) ≥ 1− 2.

We will also need the following lemma later whose proof is very similar to that of the
above lemma.
Lemma 4.2. For increasing random variables τnm, 1 ≤ m ≤ [n(1 − s)] such that τn[nt] →
h(t+ s)− h(s) in probability for each t ∈ [0, 1− s], we have∣∣∣∣Sn,(n·) − [B(h(s+ ·))−B(h(s))] ∣∣∣∣→ 0 in probability.
The statements of Theorems 7.2 and Theorems 7.3 in [4] are modified for our case by
replacing Vn,[nt] → tσ2 by Vn,[nt] → h(t)σ2. The proofs are almost the same as the proofs in
[4]. We have thus proved the theorem for the case when d = 1. To prove the vector valued
version of the theorem, we refer to Theorem 3 of [6]. Lemma 3 in [6] now becomes
lim
n→∞
E(f(θ · Sn(s+ ·)− θ · Sn(s))Zn)
E(Zn)
= E
[
f
(
Cθ(s+ ·)
)]
where Cθ(t) = Bθ(h(t)) and Bθ is a 1 dimensional B.M. with variance θTΓθ. The only
other fact we will need while following the proof of Lemma 3 in [6] is
Lemma 4.3. A one dimensional process X with the same finite dimensional distribution as
C(t) = B(h(t)) has a continuous version.
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Proof. We check Kolmogorov’s continuity criterion. Let β = [ 1α ] + 1.
E
(
|Xt −Xs|β
)
= E
(
|Bh(t) −Bh(s)|β
)
≤ |h(t)− h(s)|βE(Zβ)
≤ C|t− s|α
(
[ 1
α
]+1
)
where Z is a standard Normal random variable. 
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