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ABSTRACT
This thesis presents peer-to-peer localization techniques such that a group
of mobile nodes can continuously track its topology, without relying on
external infrastructure. Ultrawide-band (UWB) radios worn by each node
(humans in our case) perform time-of-flight (TOF) measurements between
different node pairs, ultimately determining the group topology. The key
challenge pertains to the selection of which TOF measurements should be
performed, since not all are needed to determine the topology. We show
that phenomena like dilution of precision (DOP) and signal occlusion war-
rant careful node selection; otherwise, the localization accuracy degrades
severely. Moreover, we show that the broadcast nature of wireless channels
can be exploited to pipeline more TOF measurements in a smaller win-
dow of time. Of course, all these design decisions must survive the lack
of clock synchronization, fast mobility and rotations of the nodes, and link
quality degradation due to multipath. Our final system, P2PLoc, addresses
these problems and tracks a 10-node topology at 7Hz, a rate suitable for
fast motion, while sustaining a median accuracy of 35cm. We view this
as a desirable primitive in group localization, useful to a wide range of
infrastructure-free applications.
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This thesis reports the design a fast and accurate peer-to-peer (P2P) local-
ization technique. While localization has been extensively studied in vari-
ous (indoor and outdoor) contexts, emerging applications continue to ask
for new requirements. For instance, a team of soccer or basketball players
may seek their precise positions during a game, valuable to coaching and
sports analytics applications. A swarm of drones may need to fly in precise
formations to accomplish a mission in the air; similarly, an army troop on
the ground, or a group of first responders in a disaster relief effort, may
benefit from the ability to continuously visualize their group configuration.
GPS may not be adequately precise or even available for some of these
outdoor cases, while environment infrastructure may not be available in
other contexts, such as in a gym’s basketball court. This thesis envisions
wearable devices on the users’ arms or wrists, that exchange wireless bea-
cons to ultimately compute the relative positions of each group member.
Our final outcome is a “topology” or “configuration” of mobile users tracked
in real time – we believe this can be a valuable primitive to various group-
motion applications.
Clearly, we are not the first to consider this P2P capability. Such tech-
niques have been a topic of intense interest in the field of wireless sensor
networks (WSN). Sensor nodes have cooperatively localized themselves us-
ing wireless signals exchanged between neighbors and employing ad hoc
relative localization algorithms [1–3]. However, these techniques have
largely relied on signal strength based metrics, such as SNR or RSSI, known
to be susceptible to multipath and environmental factors. Unsurprisingly,
accuracies have ranged in the orders of multi-meters, even in infrastructure
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based localization [4, 5]. An alternative ranging technique is necessary to
attain high accuracy in uncontrolled, mobile conditions.
Of the wireless ranging techniques, time of flight (TOF) is perhaps best
suited to mobility and infrastructure elimination. Acoustic TOF measure-
ments are precise and easy to implement making them a popular choice in
WSNs; however, acoustic channels are slow, interfere with human/animal
hearing at lower frequencies, and suffer from poor range at higher fre-
quencies [6]. Instead we favor RF ranging techniques, although measuring
TOF of RF signals requires high timing resolution and therefore a large
bandwidth. Ultrawide-band (UWB) provides the large bandwidth needed
to perform TOF measurements. Using a packet-handshake protocol called
two-way ranging (TWR), today’s UWB platforms are capable of estimating
the distance between two nodes with ∼ 10cm precision without clock syn-
chronization.
The TWR primitive forms the backbone of our UWB P2P relative local-
ization method. Given n nodes, TWR performed between every pair gen-
erates the distance of each edge in the network. These distances naturally
over-determine the system, producing the relative topology graph (relative
because the produced topology could be a rotated version of the true topol-
ogy). Many past works have employed such techniques but for the case of
statically scattered nodes [7,8].
Our goal is to localize dynamic nodes whose locations change over time.
Tracking mobile nodes requires fast collection time to prevent measure-
ments from becoming too stale. Collecting each pairwise distance is not
possible because each TWR handshake takes time and there are O(n2) pair-
wise distances to be measured, scaling poorly with n. Of course, it should





, or O(n), pairwise distance mea-
surements. By collecting only these measurements, the time to localize the
group can be significantly reduced.
Thus, the essential question in this thesis comes down to: Which O(n)
pairwise distance measurements will result in fast and accurate tracking of
the topology?
Different node pairs, performing the TWR measurements in series, can
still be time-consuming, since each TWR handshake entails 3 message trans-
missions (a poll, response, and a final). Moreover, a phenomenon called
dilution of precision (DOP) severely affects localization accuracy, when nodes
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performing the TWR are incorrectly chosen. Briefly, DOP reflects how local-
ization errors can be magnified when ranging measurements are performed
between unsuitable nodes. Said differently, the geometry or location of the
ranging nodes – called “anchors” henceforth – substantially influences the
localization accuracy of the topology. While DOP has been extensively stud-
ied in the context of GPS, we find that those solutions are inadequate for
close range peer-to-peer scenarios. Finally, body occlusions degrade link
measurements to the point where a TWR attempt can fail (wasting time
and resources). Thus, an effective solution needs to carefully choose the
anchors with an awareness of DOP, occlusions, and time consumption, all
of which impact our ultimate aim of topology tracking.
Our designed system, P2PLoc, builds on 2 core observations. (1) The
broadcast nature of wireless channels permits 1-to-many operations, due
to the possibility of overhearing signals. Thus, with optimal (pipelined)
design, a minimal number of exchanges could be used to complete all the
necessary TWR measurements. Of course, this is not trivial since the TWR
measurements are sensitive to clock drifts, warranting a careful schedule
(and processing) of exchanged packets. (2) The second observation is that
DOP can be modeled statistically while occlusion can be inferred from the
overheard TWR messages during each round of topology localization. This
allows for an offline engine to select the correct anchors and prescribe this
anchor set for the next round of topology localization. Thus, in the steady
state, P2PLoc starts by gathering pairwise TWR measurements, processes
them to select the suitable anchors, and runs the next round of TWR mea-
surements using these anchors. We prove that our pipelined design is opti-
mal, and the anchor selection algorithm delivers high accuracy topologies
at 7Hz (i.e., a 10 node topology gets localized 7 times a second).
Our implementation platform uses Decawave UWB radios, either mounted
on tripods for occlusion-free microbenchmarks, or inserted in arm bands,
and worn by human volunteers. Our real-world evaluation (with tripods)
achieves 90%ile localization error of 15cm in the absence of occlusions and
after carefully choosing the anchors. With 10 human volunteers1 on a bas-
ketball court, reported results achieve a median localization error of 35cm
over 21 different sets of positions. This degradation in localization accuracy
1No personally identifiable information was collected from the volunteers.
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is expected due to the human body occluding some links and reducing the
number of available anchor set choices.
In sum, our overall contributions can be summarized as follows:
1. We develop an optimal pipelined cascaded TWR protocol that reduces
the total time required for conducting multiple one-to-all rangings.
2. We investigate shortcomings of current dilution of precision (DOP)
algorithms and propose a more precise Monte Carlo method to enable
effective anchor set selection that reduces localization errors.
3. We develop a mechanism for inferring an all-to-all link-quality metric
from overheard wireless packets. This enables the anchor selection
algorithm to avoid occluded links.
1.2 Outline
This thesis is organized into the following chapters. Chapter 2 discusses
necessary primitives and related work for understanding P2PLoc. Chap-
ter 3 describes the design and implementation of the P2PLoc system. We
evaluate our system in Chapter 4.1 with real world experiments and simula-
tions. Finally Chapter 5 discusses various considerations regarding P2PLoc,




2.1 Measurements and Primitives
2.1.1 Two-Way Ranging
Ranging is the process of estimating the distance between two entities. In
the context of this thesis, it is performed by exchanging wireless signals and
recording the propagation delay of those signals between the two entities.
The distance is then estimated by multiplying the speed of light and this
recorded propagation delay. There are three challenges in measuring the
propagation delay: 1. since EM waves travel at the speed of light, we need
extremely fast clocks to measure propagation delays at centimeter level
accuracy, 2. since clocks at the two devices are unsynchronized, we need a
mechanism to compensate for clock offsets, and, 3. since clocks can drift at
unpredictable rates, we need a mechanism to compensate for clock drifts.
Whereas the first challenge is solved using picosecond clocks, the other
two challenges are solved through message exchange protocols. We now
discuss two such protocols which form the basis of accurate rangings.
Figure 2.1 shows a simple ranging scheme that requires an exchange of
one message pair. The initiator, called the anchor, sends a wireless signal
(POLL) at time T1 that is received by a responder, called tag, at time T2.
The tag takes some finite time delay Db to turn around and send a wireless
packet (RESP) back to the anchor at time T3. This packet also contains the
timestamps T2 and T3. The anchor receives the packet at time T4, subtracts
the turnaround delay mentioned inside the packet and compares with T1
to obtain the propagation time Tp:
Tp =












Figure 2.1: Two-way ranging compensates for clock offsets.
This scheme compensates for the clock offset between the anchor and the
tag since absolute time is never compared across the two devices. How-
ever, this does not compensate for clock drift and it can be shown that the
ranging error is proportional to the product of the turnaround time Db and
the difference in clock drifts [9]:
Err ∝ Db(δa − δb) (2.2)
where δa and δb are the clock drifts at the anchor and the tag respectively.
A three-message exchange, called symmetric two-way ranging [9,10], is
commonly performed to overcome the problems introduced by both clock
offsets and drifts.
Figure 2.2 shows this ranging scheme. Identical to the simple two-way
ranging protocol, the anchor sends a POLL message to the tag, which then
responds with a RESPonse message. The anchor then sends a FINAL mes-
sage which contains the receive timestamp of the RESP and the transmit
timestamp of the current FINAL message. The ranging time between send-
ing a message and the reception of a reply is denoted by Rx where x is a
specific node. Similarly, the turnaround delay required by a node is denoted
by Dx. Due to the additional FINAL message in the symmetric two-way
ranging protocol, one distance measurement is obtained after exchanging











Figure 2.2: Symmetric two-way ranging compensates for clock offsets and clock
drifts.
In absence of clock drifts, from Figure 2.2 the propagation delay Tp is
given by:
Tp =
(Ra −Db) + (Rb −Da)
4
(2.3)
It can be shown that the ranging error now depends on the product of the
difference in the turnaround times and the difference in the clock drifts [9]:
Err ∝ (Da −Db)(δa − δb) (2.4)
As shown in [11], the ranging error can be made independent of the
turnaround times using:
Tp =
(Ra ∗Rb −Da ∗Db)
Ra +Rb +Da +Db
(2.5)
The ranging error using Equation 2.5 only depends on the clock drifts and
is independent of turn-around time:
Err ∝ (δa − δb) (2.6)
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In Section 3.2 we modify this two-way ranging scheme to allow simulta-
neous ranging between multiple devices.
2.1.2 UWB Platform
Radios that use a bandwidth in excess of 500MHz are termed as ultra-
wideband (UWB) radios [10]. These radios employ extremely fast clocks
to be able to sample and decode signals with such large bandwidths solv-
ing the first challenge mentioned in Section 2.1.1. Further, we can obtain
a fine-grained view of the channel between two devices due to the large
bandwidth of UWB signals [12, 13]. Because UWB allows clear identifica-
tion of the first arriving path even in a rich multi-path environment, UWB
radios are an excellent candidate for use in wireless ranging.
The distance up to which UWB signals can be successfully received and
decoded is limited by the allowed power emissions. In the US, FCC limits
UWB transmitters to −41.3dBm/MHz in most regions of the allowed UWB
frequencies [14]. Given this transmission power, for distances exceeding
10-15 meters, we are limited to very low coding rates. In this thesis, we use
the 110kbps data rate supported by our COTS UWB platform. This data rate
imposes an upper-bound on the number of rangings that can be performed
per second. We will see in Section 3.2 how we attempt to maximize the
update rate practically achievable within these constrains.
2.1.3 Dilution of Precision (DOP)
Ideally, a device (tag) can be unambiguously localized by measuring its
distance from three other known locations (anchors) by trilateration. Fig-
ure 2.3(a) shows this ideal case when the tag T is at distances R1, R2, and
R3 from three anchors A1, A2, and A3 respectively. However, practical rang-
ing measurements are not perfect and have a small degree of error ∆R due
to hardware noise and other imperfections. The ideal picture of three inter-
secting circles now has to be modified to three intersecting annular rings
as shown in Figure 2.3(b). This error acts as a distortion factor around
the true range and results in an error in the location estimate around the
true location of the tag. The central dark colored region in Figure 2.3(b)
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denotes the common intersection of the three annular rings, the region of

























Figure 2.3: (a) Ideal trilateration in absence of ranging noise. (b) A region of
confusion introduced by ranging errors.
The shape and area of this region of confusion can vary dramatically
based on the relative location of the anchors and the tag, causing a large
variation in the final localization error. Figure 2.4 shows two example an-
chor geometries that yield very different shapes of the region of confusion.
The average localization error in the Figure 2.4(a) is almost half that in
Figure 2.4(b). This concept of variations in the localization error depend-
ing on the geometric configuration of the anchors and the tag is known as
dilution of precision (DOP).
The problem of DOP is commonly discussed in the context of GPS as ge-
ometric dilution of precision (GDOP) [15–17]. Fast algorithms have been
developed for efficient selection of satellites that minimize the dilution of
precision making this a tempting choice for this application. GDOP is most
easily understood as ∆Location
∆Measurement
giving a multiplicative factor on rang-
ing error to give location error [18]. Of the GDOP components, we are
interested in horizontal dilution of precision (HDOP) which gives the 2D
horizontal component of GDOP.
The location estimate of tag T , x, is affected by error in the three range
measurements to the anchors, (r(1), r(2), r(3)), and the clock. We can con-






























Figure 2.4: (a) Anchors near the tag (b) Anchors moved along the same vectors
to a different geometry.


















where p is the vector of range estimates, n is noise, and u(i) is the normal-
ized unit vector pointing from tag T to anchor Ai . By calculating cov(x)
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 (2.10)
This metric works well for GPS and its scenarios, but from our perspec-
tive we immediately notice issues. HDOP relies entirely on the unit vectors
u(1),u(2),u(3), ignoring the actual distance, and does not consider the way
the unit vector will change when localization errors are introduced. For
GPS this is not a problem because the satellites will always be very far
away and separated from each other. However, in our scenario anchors
will be relatively close to the tags introducing problems that HDOP is not
equipped to handle. There are many anchor configurations with the same
unit vectors but vastly different geometries as shown in Figure 2.4. This in-
cludes even collinear anchors which will result in unresolvable ambiguity.
We can also see in Figure 2.4 how distance to anchors affects the curva-
ture of the confusion region increasing error despite identical unit vectors
resulting in a 2.1× difference in expected localization error.
Figure 2.5 shows the GPS HDOP metric versus the corresponding es-
timated localization error for 2300 different combinations of choosing 3
anchor nodes in a 25 node random topology. Observe that while there is
a good correlation between the two metrics, there is also substantial dis-
agreement. Particularly, the entries on the right bottom are alarming since
they indicate that an extremely poor configuration in terms of expected
localization error might still have very good GPS HDOP metric.
In summary, we cannot use the GPS DOP metric without modifications.
Instead, we rely on expected localization error generated by Monte Carlo
simulation. The algorithm is detailed in Section 3.3.
2.2 Related Work
Localization has been a mature field for many years. Probably the most
prominent localization solution is the GPS [21,22] which relies on synchro-
nized data from satellites. Common GPS receivers used in smartphones are
capable of a 1Hz update rate [23] and tens of meters of accuracy. Many
drones use a faster GPS receiver that is capable of acquiring a location up-
date at 5Hz [24] with marginally better accuracy. Techniques to improve
11
200 250 300 350 400 450 500














Figure 2.5: Scatter plot of expected localization error vs GPS HDOP metric.
GPS accuracy exist. One such approach is using differential GPS, which
suffers from power limitations and needs multiple GPS receivers separated
by tens of centimeters [25–28]. In comparison, our approach relies on a
low-power solution that can easily be integrated into a very small package
with an order of magnitude better accuracy. Moreover, our solution read-
ily works in GPS-denied situations such as indoors and under cloud cover
without using any other sensors [29].
Wireless sensor networks have long relied on localization data to make
sense of their data [1, 30, 31] or even make routing decisions [32]. How-
ever, the localization granularity needed in these networks is in tens of
meters, whereas we need tens of centimeters of precision. Therefore, RSSI
based approaches are not sufficient for our purpose [5,33]. UWB itself has
been used for localization in multiple applications. However, they typically
depend on static pre-deployed infrastructure [6, 34, 35]. Our approach of
all devices being equal and rangings being performed in a pipelined, mesh
fashion with fast moving nodes is unique. In part, this is also the case
because tracking of fast-moving entities in a confined space has not been
previously thought of as a target application.
Dilution of precision is substantially talked about in the context of GPS [15–
19]. However, as we show in Section 2.1.3, the effects of DOP when the
anchors and the tags are in near-field are highly pronounced. Treatment of
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DOP in the GPS literature does not account for near-field anchors collinear-
ity; therefore, our modifications are necessary in this application.
Occlusions, including those caused by the human body are known and
have even been modeled before [36–38]. We build on this knowledge and
produce a decision tree based link quality classifier which aids in our de-
cision of which links should be used for the final localization solution. We
are not aware of another mesh network which uses overheard link quality
information to make this decision. Further, we carefully choose the anchors





Figure 3.1 shows the overall architecture for P2PLoc. Each UWB device is
capable of performing the TWR operation, while one of them – called “Mas-
ter” – is empowered with the capability to communicate to a “Controller”
device. The “Master” is essentially a gateway that collects all TWR mea-
surements, as well as link quality information (LQI), and transmits them
to the Controller. The Controller’s task is to solve for the node locations
(from the received TWR measurements), model DOP from these computed
locations, and infer occlusions from the gathered link quality information.
Using these as inputs to an anchor selection algorithm, the Controller selects
the suitable anchors for the next round of localization. The selected anchor-
triplet is sent back to the master, which then informs the triplet members to
initiate the pipelined cascaded TWRprotocol. This entire operation repeats
continuously, called one round of topology localization. We now discuss


























Figure 3.1: P2PLoc System Design: Nodes perform P2P ranging and send TWR
results to the controller that computes location and prescribes the next anchor set
for the subsequent round of ranging.
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3.2 Pipelined Cascaded TWR
Recall from Section 2.1 that symmetric TWR requires three messages ex-
changed between an anchor and a tag to obtain one distance measurement.
If we have n entities to be ranged, we would require at a minimum d3n
2
e
distance measurements to triangulate location of each entity, i.e., d9n
2
emes-
sages being exchanged. This adversely affects the update rate as the num-
ber of nodes increases. It is therefore imperative to reduce the number of
messages exchanged and yet at least perform the same number of ranging
measurements.
The broadcast nature of wireless packets provides an opportunity for
reducing the number of messages sent. Observe that all the POLL pack-
ets used by a particular node are identical except for the embedded time-
stamp—there is no tag-specific information in a POLL message—and it is
already overheard by all tags. We propose to just send one POLL message
that will be received by all the tags together. Each tag will then respond
after a time delay dictated by their board ID to prevent collisions of RESP
messages. We cannot optimize the response messages since the anchor
needs to record the receive timestamp of each tag’s response separately.
However, we can delay the FINAL message until all RESP messages are
received so that we can send the receive timestamps of all tag responses
together in one message. Together, this enables us to range with (n − 1)
nodes through 1 + (n − 1) + 1 messages instead of the 3(n − 1) messages
required in the classic TWR scheme. With one such cascade, all n− 1 nodes
have the distance between themselves and the anchor node.
For trilateration, every node needs to know its distance from at least
3 anchors. If the three anchors perform this improved ranging scheme
sequentially, the system will require 3(1+(n−1)+1) = 6+3(n−1) messages
instead of the d9(n − 1)e messages required for sequentially performing
TWR.
Further savings are possible if the anchors pipeline their POLL and FI-
NAL messages instead of performing ranging sequentially. Each tag no
longer sends a separate RESP message to each anchor and instead piggy-
backs all responses using just one message. This improved ranging scheme
is shown in Figure 3.2. The total number of messages exchanged is reduced
to 3 + (n) + 3 messages for ranging between the three anchors and all other
15




Figure 3.2: Proposed pipelined cascaded two-way ranging.
tags. Note that in this scheme, each anchor also behaves as a tag for rang-
ing with other anchors. It is important to note that the size of the FINAL
message is significantly larger than in the traditional TWR scheme since
each FINAL message now contains (n − 1) receive timestamps instead of
just one timestamp. However, this is a small price to pay compared to the
overhead of creating a separate message (with its own preamble and head-
ers) for each node. Interestingly, P2PLoc obtains 3n measurements which
is twice the number of optimal measurements required for unambiguously
solving the localization problem. Yet, the number of messages exchanged
is optimal.








Proof. Consider an undirected graph G = (V,E) of order n that represents
a topology of n nodes. Edges e ∈ E represent range measurements between
their vertices. In order to uniquely define the shape of a topology for every
node, ranges are needed to 3 other non-collinear nodes so,
δ(G) = 3 (3.1)
where δ(G) is the minimum degree of a vertex in G. Combining this result














Theorem 2. Pipelined cascaded TWR with 3 anchor nodes is optimal in the
number of messages needed to define a topology with TWR measurements.
Proof. Consider a graph G = (V,E) of order n ≥ 6 with δ(G) = 3 that
uniquely represents a topology of n nodes.
Each edge, e ∈ E, represents a TWR measurement. Each vertex, v ∈ V ,
is assigned to be either in the initiator set or responder set. Every edge e
must contain a vertex in the initiator set; therefore, the initiator set defines
a vertex cover V ′ of G [40]. The number of responders is (n− |V ′|).
At a minimum, every initiator must send at least 2 messages (poll and
final) and every responder must send at least 1 message (response). Any
less prevents a node from having any edges and is hence unsolvable. Thus,
one can place a lower bound on the number of messages required to solve
a topology, N :
N ≥ n+ |V ′| (3.4)
For any graph G with δ(G) = δ it is the case that |V ′| ≥ δ because each
vertex must have edges with three distinct vertices. Therefore,
N ≥ n+ 3 (3.5)
For the case of pipelined cascaded TWR with 3 anchor/initiator nodes,
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each responder has 3 edges and each initiators has (n− 3) ≥ 3 edges 1 sat-
isfying the criteria of δ(G) = 3. Each initiator sends exactly 2 messages and
each responder sends exactly one message so the total number of messages,
Npctwr, is:
Npctwr = n+ 3 (3.6)
Npctwr ≤ N (3.7)
Pipelined cascaded TWR is equivalent to the lower bound on the number
of TWR messages and is therefore optimal in messages.
We will consider cases of n < 6 as degenerate. Pipelined cascaded TWR
remains optimal by allowing some anchors to send response messages as
needed.
Note that in our actual implementation, all anchor nodes send a response
message generating rangings between anchor nodes. This simplifies topol-
ogy solving by creating trilateration subproblems at the negligible cost of
three additional messages.
Figure 3.3 shows the timeline of these packet exchanges on our UWB
experimental setup of 10 nodes. One complete set of measurements is
thus obtained within 120ms giving an update rate of upwards of 7Hz for
10 nodes. Similar to the classical TWR scheme, at the end of this ranging
scheme, the distance measurements are available only at the tags. A master
node must collect these measurements from all the tags to solve a localiza-
tion function. Observe from the timing diagram of Figure 3.3 that we incur
around 50ms of reporting overhead, which can be avoided if real-time vi-
sualization and changing anchor nodes are not necessary for the intended
application. However, the importance of changing the anchors must not be
underestimated for two reasons: 1. dilution of precision, and 2. occlusions.
We will discuss both these aspects in the following sections. Finally, many
of the timing overheads can be reduced through use of side-channels which
is left to future work.
1Note that initiators do not need to range with each other for the topology to be solv-
able, so one removes these from the one-to-all ranging.
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Figure 3.3: Actual timings from a trace of the pipelined cascaded TWR scheme.
3.3 Dilution of Precision (DOP)
In order to localize the nodes P2PLoc must select anchor sets to range with.
It does this by choosing the anchor set with the best DOP given by expected
localization error computed with the previous location estimate. The next
DOP calculation is generated using the newest location estimate in an it-
erative manner. This iterative process initializes with a random anchor set
and converges to a good estimate.
DOP is calculated with a Monte Carlo simulation with location estimate
as input. For each anchor set, P2PLoc iterates over all the tags and com-
putes the expected localization error by extracting distance from anchors
to tags, injecting error from a Gaussian distribution to mimic UWB mea-
surements, and computing a location estimate from trilateration. Using
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the error of these estimates, an expected localization error is generated.
Note that this method is slow, but this is acceptable because DOP does not
change very fast with time. Speed improvements are left to future work.
3.4 Occlusions
Accurate distance measurements depend on the UWB device’s ability to
identify the direct line-of-sight (LOS) path between two nodes. This can
become challenging due to body blocking in applications where the UWB
device is worn by humans. Figure 3.4 shows an example case of body
blocking with a set of nodes arranged in a semicircle. Non-line-of-sight
(NLOS) paths can then be misinterpreted as being the first path, causing
large ranging errors. We wish to avoid such NLOS links as far as possible
to limit its impact on the overall localization accuracy.
Figure 3.4: Occlusion affects a cone of about 30° behind the person.
Fortunately, every UWB device is able to overhear all the ongoing com-
munication on the UWB channel. As a result a device d1 can deduce the
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link quality between itself and another device d2 by overhearing d2’s com-
munication with a third device d3 without incurring time costs. Since all
devices in the network transmit at least one packet in the pipelined cas-
caded TWR scheme, all devices obtain a complete me-to-all link quality
view of the network. Each device independently deduces if a particular
link should be treated as potentially NLOS or LOS, producing an occlusions
list. This occlusions list is updated every pipelined cascaded TWR round,
which accommodates fast movement of nodes. This quality information is
communicated to the controller computer alongside the current distance
information producing an occlusions matrix at the controller.
The obtained occlusions matrix performs two important functions on the
controller computer. First, the localization solver can avoid occluded links
and instead use approximate distances from the previous location compu-
tation. Second, the anchor selection module can avoid occluded links in
the next ranging.
The classification of a link as LOS or NLOS is guided by a decision-tree
based classifier calculated a priori. We collected various features obtained
from the channel impulse response. For every received packet we collected
the tuple {distance measurement, first path amplitude, average noise, stan-
dard deviation of noise, first path power, and the overall power of the entire
CIR}. This feature set was collected for hundreds of thousands of measure-
ments and the distance measurement was compared with known ground
truth. Tuples in which the distance measurement varied significantly from
the ground truth were labeled NLOS and others were labeled LOS. We then
added some derived features to the feature set (such as ratio of first path
amplitude and average noise) and then trained a decision-tree on this data
and obtained a pruned 3 level decision-tree shown in Figure 3.5.
The selected features were based primarily on the average noise and the
ratio of the first path amplitude and noise. On an intuitive level, when the
actual first path is near the noise floor, the noise floor appears elevated.
Also, since the detected first path is actually a reflected multi-path, its am-
plitude is lower. This decision tree is a one-time process and the decision
tree can be hardcoded in the UWB device.
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Figure 3.5: Trained decision-tree for occlusion detection.
3.5 Solver
The solver generates an estimate of relative node locations from an anchor
set ranging. This comes in the form of three one-to-all initiated by the
anchor nodes. First the three anchor nodes are self-localized using the clas-
sical multidimensional scaling algorithm [41]. Then these anchor locations
are used to algebraically trilaterate the tags [42].
In the case of occlusions, multiple anchor set rangings may be needed to
localize. In this event, each anchor set individually locates the nodes that
it can see. Then, the solutions are stiched together by aligning three nodes





We have implemented the pipelined cascaded TWR on the Decawave Trek1000
UWB platform [44]. We use 11 UWB devices, each powered by a 3200mAh
battery. One of the UWB devices is designated as the master node and is
connected to a Lenovo laptop—the controller computer. The laptop runs
the P2PLoc algorithm and provides a list of anchors to use in the next rang-
ing to the master node. The algorithm is implemented in Matlab R2016a.
The UWB devices run the pipelined cascaded TWR protocol at around 7Hz
providing a visualization-ready ranging set in real-time.
In order to ground our solution in one specific application, we have cho-
sen player localization in sports. This allows us to test occlusions caused by
humans blocking wireless signals. Each UWB device is encased in a soft arm
band worn by the players on their upper arm. Figure 4.1(a) shows one such
node along with its casing and battery. We evaluate the various aspects of
our system through multiple micro-experiments. A larger scale evaluation
was also performed using 10 volunteers and 21 different topologies. We
report on the localization accuracy achieved through the use of pipelined
cascaded TWR, and the DOP- and occlusion-aware anchor selection. We
describe our evaluation methodology first, then present the overall local-




































































Figure 4.1: (a) The UWB device and its wearable casing. (b) Grid locations were
marked by a sheet of paper indicating the position, angles, and the intended
exact location. (c) Each participant was provided one list with 10 topologies on
the front and 11 others on the back of the sheet. (d) Participants standing in one
of the 21 predefined configurations with the UWB device strapped to their upper
arm.
4.2 Evaluation Methodology
We invited 10 volunteers to wear the UWB arm-band and play a game. Of
course, it is difficult to know precise location of players while in motion
without extremely expensive infrastructure such as Vicon [45], Mocap, or
Hawk-eye. Instead, we emulate mobility step by step through multiple
static topologies. To further aid with ground truthing, a 15m×15m grid
was plotted on the ground with each grid location designated by a labeled
marker. Figure 4.1(b) shows the first marker in the grid, labeled (AA).
Each participant was handed out a sheet that had instructions about their
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standing location. Figure 4.1(c) shows the front-page of a player’s list. The
letters under the “Location” column indicate a position on the ground and
the “angle” indicates the facing direction of the player. The game starts
off with each participant standing on the marker for Topo 1 according to
his/her list (Figure 4.1(d)). Every two minutes, we announce the next
topology number and all volunteers move to the next location as per their
own list. This process is repeated for each of the 21 topologies in our eval-
uation.
During the entire experiment, the UWB devices run the pipelined cas-
caded TWR protocol by sweeping through sequential 3-anchor triplets and
collecting the corresponding ranging data. We process this obtained data
offline to evaluate the importance of each of the blocks described in the
Section 3.1.
We repeated this evaluation without human volunteers. Instead, each
UWB device was mounted on a tripod and the same set of 21 topologies
were explored. The tripod-based experiment serves as an occlusion-free
ranging exercise and helps establish a baseline for our system.
4.3 Localization Error
We expect the localization error to be affected primarily by two effects: (1)
dilution of precision, and (2) human body occlusions. In order to decou-
ple the two effects, we performed two separate evaluations. In the first
evaluation, 10 volunteers wore the UWB device on their upper-arm provid-
ing significant occlusions. In the second evaluation, the UWB devices were
mounted on top of tripods. Localization error was produced by using Pro-
crustes analysis without scaling to best fit the orientation and translation
of the ground truth, then calculating absolute location error [43].
Figure 4.2 shows a CDF of localization error across all tags and topolo-
gies for the occlusion-free evaluation and the occlusion-prone evaluation.
In an occlusion-free environment, the median localization error across all
topologies is around 15cm, while it is around 35cm with occlusions.
Figure 4.3 shows the average localization error for each topology inde-
pendently. In the occlusion-based case, some nodes could not be localized
in a few of the topologies. These topologies have been marked with the
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Figure 4.2: Comparison of CDFs of average localization for an occlusions-free
evaluation and an occlusions-prone evaluation.
number of nodes successfully localized on top of the bar.
We show an example localization output in Figure 4.4 after Procrustes
analysis has performed the best fit. Figure 4.4 also shows our complete
vision for P2PLoc.
4.4 Micro-benchmarks
The results obtained in Section 4.3 hinge on the underlying primitives per-
forming as expected. In this section, we dwell on these primitives and
present micro-benchmarks related to ranging error, DOP, and occlusions.
4.4.1 Ranging Error
The typical ranging error for Decawave UWB platform is around 10cm [46].
However, P2PLoc alters the TWR ranging protocol and therefore we must
reevaluate the ranging error. Figure 4.5 shows the measured ranging error
at 5 different distances subtracted from the ground truth value. We observe
a 90%ile precision of around 15cm in each measurement and a constant bias
of around 25cm. This constant bias can be attributed to minute differences
in the antenna delay, and therefore we apply bias-compensation across all
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our measurements. We also show CDFs of around 85 other rangings in the
background in Figure 4.5, demonstrating similar precision and accuracy
trends across all node pairs.
4.4.2 Influence of DOP
The localization accuracy would be affected by the choice of the anchors
due to dilution of precision. The extent to which DOP affects accuracy
depends on the topology of the nodes. For the 21 topologies used in the
evaluation, we show how the localization error varies with the selection of
anchor nodes in Figure 4.6. On an average, a randomly selected anchor set
has ∼ 3.5× the localization error of the best case and 2.3× of the 10%ile
anchor choice. This difference aggravates to 17× when compared with the
90%ile anchor set. Location accuracy thus relies heavily on the appropriate
choice of anchor nodes.
4.4.3 Validation of Ranging Error Distribution
From the ground truth locations of all devices, we can calculate the ex-
pected localization error for each tag which can be used to guide our DOP
based anchor selection. However, this calculation is based on the assump-
tion that the ranging error distribution in our simulation is similar to that
obtained from measurements. Figure 4.7 shows a CDF of the median sub-
tracted distribution of ranging error for all 10 tags in a randomly chosen
topology. Overlayed on these is the distribution of ranging error assumed
in our simulations. We observe that the distributions are not significantly
different. As a result, expected localization error computed from simula-
tions should closely resemble that obtained from actual measurements.
4.4.4 Link Quality Metric
Signals arriving from occluded links usually are reflections off other objects
in the surroundings. If such links are used in localization, they will cause
large errors in the final output. We now evaluate the performance of our
decision-tree based occlusion detection algorithm described in Section 3.4.
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Our expectation from the classifier is that a ranging that would have large
deviation from the ground-truth is labeled as NLOS by our classifier. This
will help us avoid those links while solving for locations and also avoid that
link in the next rounds of rangings.
We run our decision-tree based predictor on the link-quality data ob-
tained during the human occlusions evaluation. The predictor’s label is
attached to each ranging. For every node-pair, this results in a list of rang-
ings labeled as LOS and NLOS. We can compare these rangings with the
ground truth to evaluate the predictor’s success. Figure 4.8 shows the CDF
of median ranging error for all node pairs across all topologies. The 90%ile
ranging error for links designated as LOS is around 0.9m. Thus, the deci-
sion tree based classifier is able to reasonably separate out poor links from
good ones based on link-quality data.
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Figure 4.3: Localization error for all topologies in both evaluations. The
error-bars indicate the 25%ile and 75%ile localization error. Numbers on top of
bars, if present, indicate the number of nodes successfully localized. Otherwise,
all 10 nodes were successfully localized.
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Figure 4.4: Estimated locations for players with respect to the ground truth on a
basketball court.
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Figure 4.5: Ranging precision and accuracy for 5 different distances. CDFs for
multiple other rangings are plotted in the background to validate robustness.
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Figure 4.6: Selection of anchor nodes has a significant impact on the average













Figure 4.7: This figure shows ranging erros from 10 nodes overlayed with the
simulation range distribution.
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Time Bottlenecks: P2PLoc uses UWB for both ranging and communica-
tion with the master node. The update rate is thus limited by the total time
required by both of these functions. Whereas the use of UWB for ranging
is a fundamental necessity for this system, its use for communications is
only a convenience. Since UWB provides low data rates for communica-
tion, offloading communications to a different technology such as WiFi will
improve the update rate. We have used such a side channel in this thesis to
keep our hardware requirements to a minimum.
Within the purview of ranging messages itself, there is another funda-
mental limitation to the update rate. For the POLL and the FINAL messages,
the exact time of transmission has to be sent, implying that the message
should be transmitted at precisely the scheduled time. The UWB board
needs timing headspace to prepare the message and transmit it. We have
observed this limit to be around 2ms on the Decawave board we used for
our experiments.
Overhearing Packets: We assume that all nodes can hear all others and
the only exception to this assumption could potentially occur due to oc-
clusions. In other words, all nodes are in each other’s range most of the
time. We can therefore overhear ranging RESP messages from other nodes
as well. Currently we only use the signal strength related information from
these messages to build the occlusion map discussed in Section 3.4. How-
ever, we have not investigated the possibilities of using those packets as a
passive ranging mechanism. One of the reasons is such passive ranging in-
herently introduces ranging errors which we avoid by only collecting active
ranging data.
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Avoiding occlusions: Placement of the UWB antenna plays an important
role in the occlusions experienced by our system. For example, wearing
the device on the chest could cause the most occlusion whereas wearing
it in the cap may cause the least occlusion. However, any such placement
will have to be guided by requirements of the specific sports—helmets are
common in ice-hockey while heading a ball is common in football rendering
caps infeasible. We have therefore handled the general case of occlusions
and shown ways to perform localization even when occlusions are present.
Allocating node IDs: We have assumed that our nodes know their own
node IDs and that the master knows the number of nodes it has to control.
In a fully functional system, a node-join protocol has to be enabled. We
leave this to future work.
Collisions across groups: If more than one group localization is ongoing
in the vicinity, it may seem that the UWB packets will collide. We can take
two approaches to prevent that. First, the two groups could operate on a
different UWB channels. Second, all packets already contain a PanID field
which can keep the data from one group from being interpreted by the
other group.
5.2 Future Work
Hierarchical Topology: We have assumed that all the nodes will be able to
hear all other nodes in any game. While this should be true for most sports,
if our work is adopted in longer range applications such as robotic net-
works, this assumption may not hold, in which case a hierarchical topology
or multi-hop network might become necessary. Potentially a side-channel
such as one using LTE could be used for communication while leaving only
the core ranging to occur on UWB.
Side Channels for Data Communication: In general, we attempted to
minimize the required hardware in this work and therefore focused on com-
municating all data via UWB. However, there could be substantial benefits
in using a side-channel for data communication. Ranging update rate can
be significantly increased since significant time is spent in sending the re-
ports back to the master (see Figure 3.3) and additional information sensor
data such as IMU can be incorporated.
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Fusion with IMU sensors: We have not explored the possibility of fus-
ing UWB data with sensors in this work. IMUs could be used along with
advanced filtering techniques for tracking motion at times when a node is
completely occluded. Moreover, IMU data can also be used for estimating
the absolute location of the nodes.
5.3 Conclusion
Peer-to-peer location tracking of fast-moving entities presents various chal-
lenges including fast anchor selection and efficient many-to-many opera-
tions. We have obtained promising results in this work that give us confi-
dence about the feasibility of such P2P primitives. P2PLoc is a first step in
this direction, enabling accurate and fast tracking of a team of devices in
absence of external infrastructure.
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