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Extraction of Superelastic Parameter Values from Instrumented Indentation Data 
Interest in superelastic (and shape memory) materials continues to rise, and there 
is a strong incentive to develop techniques for monitoring of their superelastic 
characteristics. This is conventionally done via uniaxial testing, but there are many 
advantages to having a capability for obtaining these characteristics (in the form of 
parameter values in a constitutive law) via indentation testing.  Specimens can then be 
small, require minimal preparation and be obtainable from components in service.  
Interrogation of small volumes also allows mapping of properties over a surface. On 
the other hand, the tested volume must be large enough for its response to be 
representative of behaviour. Precisely the same arguments apply to more 
“mainstream” mechanical properties, such as yielding and work hardening 
characteristics. Indeed, there has been considerable progress in that area recently, 
using FEM simulation to predict indentation outcomes, evaluating the “goodness of fit” 
for particular sets of parameter values and converging on a best-fit combination. A 
similar approach can be used to obtain superelastic parameters, but little work has 
been done hitherto on sensitivities, uniqueness characteristics or optimal 
methodologies and the procedures are complicated by limitations to the constitutive 
laws in current use. The current work presents a comprehensive examination of the 
issues involved, using experimental (uniaxial and indentation) data for a NiTi Shape 
Memory Alloy. It was found that it is possible to obtain the superelastic parameter 
values using a single indenter shape (spherical). Information is also presented on 
sensitivities and the probable reliability of such parameters obtained in this way for an 
unknown material. 
 
Keywords: NiTi, FEM Simulation, Superelastic Parameter Values, Indentation 
 
 
Francisco Fernando Roberto Pereira 
Cambridge 
February 2019 




Firstly, I would like to thank God for this achievement and for once more keeping 
me safe and healthy (physically and mentally) throughout these years living in 
Cambridge. 
I gratefully acknowledge the financial support from the Brazilian Government, 
represented by the National Council for Scientific and Technological Development 
(Conselho Nacional de Pesquisa e Desenvolvimento – CNPq, in Portuguese). From a 
financial standpoint, there were difficult times in Brazil during my PhD time, but this 
sponsor made sure that this research (and many others) reached its completion. 
My family, of course, gave me tremendous emotional support and love throughout 
this entire PhD process (2015-2018). My parents (Francisco & Evanilza), my sisters 
(Fernanda & Renata) and my whole family did everything they could to keep me 
focused on this hard task. I am truly thankful for everything they have done for me. I 
would never have made this far without them. 
Good friends from Brazil kept me under their radar during these PhD years and I 
am very thankful for that. My special thanks go to: Josué Buriti, Fernando Araújo, Bruno 
Moura, Leonardo Pereira, Euller Lima and Jackson Simões. These guys are first-line 
warriors in any battle. Also, I would like to thank Fernanda Cardozo, for being there for 
me when I needed. 
I truly acknowledge my supervisor, Bill Clyne, nor only for academic support but 
also for his help and advise, from the application process until the very end of this 
thesis. His knowledge and experience were crucial for the completion of this PhD work. 
Furthermore, he gave me many opportunities for career development and personal 
growth via conference participation and group/individual meetings, among other things, 
which enormously contributed to enrich this PhD experience. 
My special thanks go to Jimmy Campbell, who helped a lot throughout this PhD 
saga. His knowledge helped and guided me many times, especially when I reached 
dead ends on this journey. 
Extraction of Superelastic Parameter Values from Instrumented Indentation Data 
iv 
 
Many thanks to Rob Thompson whose help was also crucial, especially on 
developing python scripts. His contributions were very much appreciated here. 
I also would like to thank James Dean for his time and engagement with this PhD 
work. His knowledge on FE solvers (ABAQUS and COMSOL) and modelling rescued 
me many times. 
Some departmental technicians helped me throughout this work. In particular, I 
would like to thank Bob Stearn and Giovanni Orlando, for putting their energy and 
experience towards sorting out my experimental problems. These guys really make life 
a lot easier. My thanks are also extended to: Dave Saul (teaching lab), Paul Nicholl 
(workshop), Andrew Rayment (mechanical testing), Mary Vickers (XRD) and Marcos 
Gutierrez (reception). 
Finally, last but not least, many thanks to the Gordon lab crew, who made my coffee 
mornings and days more fun and relaxed, with many “banterous” times together. Along 
the way, many “comers and goers” were: Catalina Taltavull, Lakshana Mohee, Jimmy 
Campbell, Max Burley, Sam Troughton, Joe Reed, Noel Glaenzer, Matthew O'Hara, 
Nashid Sharif, Yi Cui, Tom Chalklen (summer student in 2016), Tom Edwards, Alastair 












Francisco Fernando Roberto Pereira 
Cambridge 
February 2019 
Extraction of Superelastic Parameter Values from Instrumented Indentation Data 
v 
 
TABLE OF CONTENTS 
PREFACE .................................................................................................................. i 
ABSTRACT ............................................................................................................... ii 
ACKNOWLEDGEMENTS ........................................................................................ iii 
NOMENCLATURE ................................................................................................... ix 
1. INTRODUCTION ................................................................................................... 1 
1.1. Background ................................................................................................. 1 
1.2. Scope .......................................................................................................... 3 
1.3. Structure of the Thesis ................................................................................ 4 
2. FUNDAMENTALS OF SHAPE MEMORY ALLOYS ............................................ 6 
2.1. Mechanically-induced Shear Transformations ............................................. 6 
2.2. Thermal Hysteresis and Terminology .......................................................... 8 
2.3. Shape Memory Effect .................................................................................. 9 
2.4. Superelasticity ........................................................................................... 11 
2.5. Summary ................................................................................................... 14 
3. NiTi ALLOYS ...................................................................................................... 15 
3.1. Crystallographic Aspects ........................................................................... 15 
3.2. Twins in Martensite B19’ ........................................................................... 17 
3.3. Phase Diagram .......................................................................................... 19 
3.4. Stress-Strain Characteristics ..................................................................... 20 
3.5. Modelling of Superelastic Behaviour of NiTi .............................................. 21 
3.5.1. Description of a Single-Variant-Martensite Constitutive Model ............... 22 
3.5.2. Brief Description of an Energy-Based Constitutive Model ...................... 29 
3.5.3. Considerations on Shape Memory Alloys Formulations ......................... 31 
3.6. Summary ................................................................................................... 32 
4. INSTRUMENTED INDENTATION OF MATERIALS .......................................... 33 
4.1. Introduction ................................................................................................ 33 
4.2. Hardness Testing ...................................................................................... 33 
Extraction of Superelastic Parameter Values from Instrumented Indentation Data 
vi 
 
4.3. Issues Related to Indentation Experiments ............................................... 34 
4.4. Basics of Finite Element Modelling Applied to Indentation ........................ 37 
4.5. Extraction of Plasticity Parameters from Indentation Data......................... 39 
4.6. FE Modelling of the Indentation of Superelastic NiTi ................................. 43 
4.6.1. NiTi Behaviour under Indentation ........................................................... 43 
4.6.2. Extraction of Superelasticity Parameter from Indention Data ................. 48 
4.7. Summary ................................................................................................... 51 
5. EXPERIMENTAL TECHNIQUES ........................................................................ 52 
5.1. Material Supply and Sample Preparation .................................................. 53 
5.2. Differential Scanning Calorimetry .............................................................. 53 
5.3. X-Ray Diffraction ....................................................................................... 55 
5.4. Microscopy ................................................................................................ 57 
5.5. Resonant Frequency and Damping Analyser ............................................ 58 
5.6. Summary ................................................................................................... 60 
6. DEVELOPMENT OF FINITE ELEMENT MODELS ............................................ 61 
6.1. NiTi in Commercial Codes ......................................................................... 61 
6.2. FE Indentation Model ................................................................................ 62 
6.3. FE Uniaxial-Compression Model ............................................................... 64 
6.4. Summary ................................................................................................... 65 
7. ALGORITHM FOR EXTRACTION OF MATERIAL PROPERTIES .................... 66 
7.1. Quantification of the Goodness-of-Fit ........................................................ 66 
7.2. Iterative Convergence on Best-Fit Parameter Values ............................... 68 
7.2.1. Convergence Method ............................................................................. 68 
7.2.2. Code for Extraction of Optimised Material Parameters .......................... 71 
7.3. Summary ................................................................................................... 74 
8. UNIAXIAL COMPRESSION TESTING ............................................................... 75 
8.1. Set-up for Uniaxial Compression Testing .................................................. 75 
8.2. Compliance of the System ......................................................................... 77 
Extraction of Superelastic Parameter Values from Instrumented Indentation Data 
vii 
 
8.3. Superelastic Limit: Major and Minor Loops................................................ 80 
8.4. Anisotropy Investigation ............................................................................ 81 
8.5. Superelastic Loop Parameter Values ........................................................ 82 
8.6. Stress-Strain Curves as a Function of Temperature ................................. 85 
8.7. Modelling of Uniaxial Compression ........................................................... 86 
8.7.1. Issues with the Elasticity in the Compression Rig .................................. 86 
8.7.2. Modelling Minor Stress-Strain Loops ...................................................... 88 
8.8. Summary ................................................................................................... 92 
9. INDENTATION TESTING ................................................................................... 94 
9.1. Considerations for the Design of the Indentation Rig ................................ 94 
9.1.1. Choice of Indenter .................................................................................. 94 
9.1.2. Length Scale Effects............................................................................... 94 
9.1.3. Set-up for Indentation Testing ................................................................ 96 
9.1.4. Compliance Calibration .......................................................................... 97 
9.2. Indentation Experiments .......................................................................... 101 
9.2.1. Loading Rate Dependence ................................................................... 101 
9.3. Superelastic Limit .................................................................................... 102 
9.4. Anisotropy Investigation .......................................................................... 103 
9.5. Spherical Indenters with Different Diameters .......................................... 104 
9.6. Summary ................................................................................................. 107 
10. ASSESSMENT OF THE INDENTATION METHODOLOGY ........................... 109 
10.1. Experimental Validation of the Methodology ......................................... 109 
10.2. Modelling Indentation with Experimental Uniaxial Data ......................... 109 
10.3. Effect of Interfacial Friction .................................................................... 111 
10.4. Sensitivities ........................................................................................... 113 
10.5. Convergence Characteristics ................................................................ 115 
10.6. Improved Representation of the Unloading Curves ............................... 121 
Extraction of Superelastic Parameter Values from Instrumented Indentation Data 
viii 
 
10.7. Summary ............................................................................................... 123 
11. CONCLUSIONS AND FUTURE WORK ......................................................... 125 
11.1. Conclusions ........................................................................................... 125 
11.1.1. Issues Related to Experiments ........................................................... 125 
11.1.2. Finite Element Models and Material Formulations .............................. 125 
11.1.3. Indentation Methodology for Extraction of SE Parameters ................. 126 
11.2. Future Work ........................................................................................... 127 
12. APPENDICES ................................................................................................. 128 
12.1. Considerations on Indentation and Hertzian Theory ............................. 128 
12.1.1. Extraction of Young’s Modulus from Indentation Data ........................ 128 
12.1.2. Hertzian Contact Theory for Spherical Indentation ............................. 130 
12.2. Code for the Extraction of Material Parameters ..................................... 131 
12.3. Stress-Strain Curves ............................................................................. 136 
12.4. Loading Rate Analysis ........................................................................... 137 
13. REFERENCES ................................................................................................ 138 
  







ASTM American Society for Testing and Materials 
at Atomic 
BCC Body-Centered Cubic 
DSC Differential Scanning Calorimetry 
EDM Electrical Discharge Machining 
EDX Energy-Dispersive X-Ray spectroscopy 
FEM Finite Element Method 
ISE Indentation size effects 
M Martensite 
MEMS Micro-Electromechanical Systems 
NiTi Nickel-Titanium 
NiTiNOL Nickel-Titanium Naval Ordnance Laboratory 
OP Optical Microscopy 
PE Pseudo-elasticity 
R Rhombohedral 
RFDA Resonant Frequency and Damping Analyser 
SE Superelasticity 
SEM Scanning Electron Microscopy 
SIM Stress-Induced Martensite 
SMA Shape Memory Alloys 
SME Shape Memory Effect 
UMAT User-defined material’s subroutine in ABAQUS 




Extraction of Superelastic Parameter Values from Instrumented Indentation Data 
x 
 
Latin symbols Units Description 
A m² Projected area 
Ac m² Contact area 
a Å Axial distance (cubic system) 
ac m Projected contact radius 
A
c
a , Mca  - Material parameter for cosine flow rule 
A
e
a , Mea  - Material parameter for exponential flow rule 
Af ºC Austenite finish temperature 
As ºC Austenite start temperature 
B - Fitting parameter of indentations curve 
b Å Axial distance (cubic system) 
Ab , Mb  - Material parameter for polynomial flow rule 
c Å Axial distance (cubic system) 
c J Kg-1 K-1 Specific heat 
CA MPa K-1 Stress coefficient of transformation into austenite 
CM MPa K-1 Stress coefficient of transformation into martensite 
d Å Interplanar spacing 
e - Constant depending on the geometry of the indenter 
E* GPa Linearization of the elastic modulus 
E GPa Elastic modulus 
EA GPa Elastic modulus of austenite 
Eeff GPa Effective modulus 
Ei GPa Indenter’s elastic modulus 
EM GPa Elastic modulus of martensite 
Er GPa Reduced modulus 
ES GPa Elastic modulus of single-variant martensite 
ET GPa Tangent modulus  
Fb N Bifurcation force 
Fr N Return force 
h - Integer of Miller index  
H GPa Hardness 
k - Integer of Miller index  
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K MPa Work-hardening coefficient 
l - Integer of Miller index 
m - Fitting parameter of indentations curve 
m - Number of dimensions of a parameter space 
Mf ºC Martensite finish temperature 
Ms ºC Martensite start temperature 
n - Work-hardening exponent 
N - The total number of displacement increments 
NA 
- 
Number of annealings to be performed during the 
analysis 
P N Indentation load 
Pi,E m Experimental displacement 
Pi,M m Modelled displacement 
Pmax N Maximum indentation load 
R m Radius of spherical indenter 
s0 J K-1 Effective entropy at reference state 
S N m-1 Contact stiffness 
S - Effective compliance tensor 
S - Sum of the squares of the residuals 
Sred - Reduced sum of squares 
To ºC Equilibrium temperature 
Troom ºC Room temperature 
u0 
J Kg-1 
Effective specific internal energy at the reference 
state 
xcen - Centroid of the (reduced) simplex 
xexp - A trial point established by expansion 
xIC - A trial point established by inside contraction 
xOC - A trial point established by outside contraction 
xref - A trial point established by reflection 
x'j - A trial point established by shrinkage 
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Greek symbols Units Description 
 - Scale factor 
 º Axial angles (cubic system) 
 - Effective compliance tensor 
A K-1 Coefficient of thermal expansion of austenite 
M K-1 Coefficient of thermal expansion of martensite 
 - Dimensionless correction factor 
 - Scale factor 
 º Axial angles (cubic system) 
 - Scale factor 
 º Axial angles (cubic system) 
 m Indentation depth 
 - Scale factor 
c m Extrapolated (elastic) indentation depth 
f m Final (residual) indentation depth 
max m Indentation depth at maximum load 
ΔH J g-1 Enthalpy of transformation 
ΔT ºC Thermal hysteresis 
 - Total strain 
e - Elastic strain 
L - Transformation strain 
P - plastic (von Mises) strain 
 - Weighting factor 
 W m-1 
K-1 
Thermal conductivity 
 Å Radiation wavelength 
 - Coefficient of friction 
1
c , 2
c  - material constants (cosine flow rule) 
1
e , 2
e  - material constants (exponential flow rule) 
1
p , 2
p  - material constants (polynomial flow rule) 
 - Poisson’s ratio 
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A - Poisson’s ratio (Austenite) 
i - Poisson’s ratio (Indenter) 
M - Poisson’s ratio (Martensite) 
A - Volume fraction of austenite 
S  - Volume fraction of martensite 
 Kg m-3 Density 
 MPa Transformation inducing stress 
 MPa Uniaxial stress 
Af MPa Austenite final stress 
As MPa Austenite start stress 
f MPa Forward transformation stress 
Mf MPa Martensite final stress 
Ms MPa Martensite start stress 
n MPa Normal stress 
r MPa Reverse transformation stress 
VM MPa Von Mises stress 
Y MPa Yield stress 














Shape memory alloys (SMA) continue to be subjected to intensive study and 
development. The most common SMA system is nickel-titanium, usually with a 
composition close to Ni-50 at%Ti [1-4]. Below Mf, defined as the temperature at which 
(shear) transformation of the parent austenitic phase to the martensitic phase is 
complete, the latter (monoclinic B19’ structure in the NiTi case) is thermodynamically 
stable. On heating to a higher temperature Af, reversion to the parent phase (cubic B2 
structure in the NiTi case) is complete. Above Af, SMA can demonstrate superelasticity 
(SE), in which large mechanically-imposed strains (up to ~8%) can be accommodated 
by transformation of the parent phase to metastable martensitic variants. These 
variants revert to the parent phase on the removal of the applied load. The shape 
memory effect (SME) can also be observed in these alloys.  Application of stress at a 
temperature below Mf can lead to the strain being accommodated by reorientation of 
martensitic variants. On heating above Af, however, the martensite can transform to 
the parent phase in such a way that the original shape is recovered.  Subsequent 
(unloaded) cooling below Mf can occur without further shape change.  Repeated cycles 
of deformation, followed by heating to give shape recovery, are possible and other 
types of shape memory behaviour can also be observed. 
The application of instrumented indentation to SMA has expanded sharply in the 
past decade. One of the primary objectives is to obtain local SE and SME 
characteristics. For this purpose, it is important that a representative volume of material 
should be interrogated, which usually requires the deformed region to contain at least 
a handful of grains. As it happens, the grain size of SE alloys is often fairly small, so 
this requirement may not be too demanding and relatively small indents may be viable, 
facilitating the study of joints and other regions of compositional and microstructural 
variation in SMA structures. There are, however, various complications associated with 
the imposition of complex strain fields on SE alloys and interpretation of their 
indentation response requires care. 
The general concept of obtaining bulk mechanical properties from instrumented 
indentation data is a challenge that has received intensive study over recent years. 
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Young’s modulus can readily be obtained, from the unloading curve, which can 
typically be taken to represent purely elastic behaviour. However, this property is 
usually of limited interest, although in the case of SMA the two phases may have 
significantly different stiffness values, so the phase proportion is relevant to the 
outcome [5]. In addition to the relatively small number of studies aimed at SE and SME 
characteristics, various attempts have been made to use indentation data to obtain 
properties of conventional alloys, including quasi-static stress-strain relationships, 
creep characteristics, the strain rate dependence of plasticity and even fracture 
characteristics, such as the fracture energy. Most of these attempts have met with 
limited success, and many have been based on seriously flawed assumptions or 
approximations, mainly concerning the treatment of the complex evolving stress and 
strain fields beneath an indenter. 
The most promising and flexible approach for all of these cases is that of iterative 
FEM simulation of the indentation process. The concept involved is the simple one of 
repeatedly changing the values of the material property input parameters until an 
optimal agreement is reached between measured and predicted outcomes. Of course, 
there are various issues, including choice of the outcomes to monitor, quantification of 
the “goodness-of-fit” and the need to identify a suitable formulation (constitutive law) 
describing the behaviour concerned. There are also some more subtle challenges, 
such as how to associate a level of confidence with the set of inferred values, given 
that there may be some alternative combinations giving similar levels of agreement 
with the experimental outcomes − i.e. the issue of the “uniqueness” of the solution. 
Despite these difficulties, progress has been made on developing robust FEM-
based methodologies for inferring a number of properties from indentation data −  
particularly quasi-static plasticity parameters [6-11]. Properties exhibiting some sort of 
time dependence, such as creep and the strain rate sensitivity of plasticity, are rather 
more complex, particularly in the case of creep, for which behaviour in the primary 
regime tends to dominate the outcomes of indentation experiments [12, 13]. It may be 
noted that SE behaviour can sometimes exhibit [14] a dependence on time (i.e. on 
strain rate), although it is often appropriate to neglect this. 
Study of SE behaviour using indentation has thus reached an interesting stage.  
The number of parameters required to characterise the SE response tends to be 
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relatively large, which always makes the procedure more challenging. There is also 
the complication of whether any conventional plasticity is taking place within the 
system. Unlike uniaxial loading, indentation involves large local variations in stress and 
strain levels, so that inferring what may or may not be happening in different locations 
requires much more sophisticated interpretation of the experimental data.  
In fact, there have been some studies [15-26] in which the indentation response of 
materials exhibiting SE have been examined, with many of these [15, 19, 24, 25] 
involving numerical (FEM) modelling of the indentation process. Of course, there have 
also been FEM simulations of the deformation of SE alloys in other types of loading 
situation [27, 28]. Such modelling does require analytical formulation to represent the 
behaviour, which, as mentioned above, tends to require a relatively large number of 
parameters in the case of SE. Nevertheless, some commercial FEM packages, such 
as ABAQUS, do incorporate standard SE formulations and, at least for most studies in 
this area, researchers are constrained to use these. 
However, while a few publications describe work in which SE deformation has been 
simulated (in relatively complex loading situations) by using such packages, there has 
been little or no systematic work on iterative FEM simulation of indentation in which 
this mode of deformation is dominant, aimed at convergence between experimental 
and modelled outcomes. This is regarded as essential if the ultimate goal of identifying 
a robust methodology for obtaining SE parameter values solely from experimental 
indentation data is to be achieved. The present work is oriented in this direction. 
1.2. Scope 
This work is aimed at developing an iterative methodology to extract superelasticity 
parameters from instrumented indentation data, using existing material formulations 
implemented in FE packages. To this end, it is essential to understand the 
experimental issues involving indentation testing, as well as the computational aspects 
of modelling it. At the continuum mechanics level, there will be some limitations and 
challenges when modelling superelastic NiTi, and these might affect the outcome of 
the proposed methodology. Such limitations are investigated. 
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The primary goal of this thesis is to investigate whether or not indentation, coupled 
with FE modelling, can be a viable route to infer properties of NiTi, and perhaps more 
generally, be expanded to other materials with complex behaviour. In a mid-term 
perspective, this might be incorporated into FE packages as one of their capabilities. 
1.3. Structure of the Thesis 
Chapter 2 covers the fundamentals of shape memory alloys, such as martensitic 
transformations and mechanical behaviour on a continuum mechanic level. 
Chapter 3 provides a more targeted introduction to NiTi alloys. Thermomechanical 
phenomena, mechanical properties, phase diagram and crystallographic aspects are 
described here. Issues related to FE modelling of superelastic behaviour of NiTi and 
current material formulations available are also addressed in this chapter. 
Chapter 4 presents a number of important considerations that must be accounted 
for during indentation experiments and modelling. Finally, FE modelling of indentation 
and inverse methodologies to infer material parameters from indentation data of (NiTi 
and conventional metals) are reviewed. 
Chapter 5 covers the material characterisation. The experimental techniques 
include metallographic sample preparation, DSC, XRD, optical microscopy and 
resonant frequency and damping analysis. This chapter also includes the outcomes of 
such techniques. 
Chapter 6 describes how finite element models were built in this research. It gives 
an overview of how meshes and boundary conditions were set as well as the 
identification of input parameters for the material formulations. 
Chapter 7 covers the basic principles behind the search algorithm developed for 
parameter extraction from indentation data. Descriptions of the quantification of the 
goodness-of-fit parameter, Nelder-Mead search method and convergence are also 
given. The sequence of operation of the algorithm is presented. 
Chapter 8 discusses the outcomes of uniaxial compression experiments, involving 
issues such as compliance, major and minor stress-strain loops and anisotropy. 
Modelling and limitations of the material formulations are also presented here. 
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Chapter 9 presents considerations for the design of the indentation rig. Choice of 
indenter, scale effects and compliance procedure are discussed. The outcomes of 
indentation experiments, including loading rate dependence, indentation ratio, 
anisotropy and correlation between different spherical indenters. 
Chapter 10 assesses the outcomes of the iterative methodology for the extraction 
of SE parameter values. The method is validated using a NiTi alloy with known 
properties. Some discussion is also presented about the limitations of such 
methodology and its sensitivity to the material formulation. 
Chapter 11 is a summary of the conclusions drawn from this thesis, as well as 
suggestions for future work. 
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2. FUNDAMENTALS OF SHAPE MEMORY ALLOYS 
2.1. Mechanically-induced Shear Transformations 
Martensitic transformations [29-32] are diffusionless and involve cooperative shear 
(to a new crystalline phase) as shown in Figure 2.1(a). The transformation is most 
commonly driven by mechanical deformation or by a change in temperature. A 
martensitic transformation is an example of a displacive transition, and it is the origin 
of both shape memory effect (SME) and superelasticity (SE) [33] (discussed in more 
detail in §2.3 and §2.4). 
 
Figure 2.1. Schematic representation of (a) cooperative shear and (b) Two-dimensional representation 
of a martensitic transformation from a square lattice (1) to two variants (2) and (3) which differ only in 
orientation, adapted from Otsuka and Wayman [34]. 
Some crystalline materials can experience different mechanisms of deformation, 
which occur within a range of temperatures and involve a cooperative motion of a 
relatively large number of atoms (by cooperative shear) (see Figure 2.1(a)), each being 
displaced by only a small interatomic distance. This cooperative process is 
characterised by a homogeneous shear of a large volume of material, which creates a 
new crystal structure. This process is known as a martensitic phase transformation. In 
its fully martensitic state, the material is composed of martensite crystals with two 
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different orientations: opposite shear directions (Figure 2.1(a)). This morphology 
enables the martensite crystals to cancel out the shear deformation, and as a result, 
minimises the deformation of the material. This process is known as self-
accommodation. The martensite crystals formed from the parent phase, but which 
have a different orientation, are called variants. In the case of the B19′ phase in NiTi, 
when the martensite is monoclinic, there can be up to 24 different orientations [30]. 
In the example in Figure 2.1(b), a quadratic array of circles (1) is representing atoms 
in a crystal structure. For some reason, this array becomes unstable and distorts into 
the lattice (2). This distortion is large, but the area of the array remains the same. It is 
a homogeneous distortion of the original lattice in which an atom does not change its 
position with respect to its neighbours. Since the original lattice (1) has quadratic 
symmetry, an equivalent distortion leads to (3), having a different orientation in space. 
The stability of the lattices will depend on a thermodynamic variable, such as 
temperature. Due to this atomic correspondence, this mechanism is able to create a 
driving force, associated with the free energy difference between the two phases, for 
reversing the phase change, giving the possibility of shape recovery [34, 35]. 
In theories of martensitic transformations [4], the interface between parent and 
martensite phases is known as habit plane, seen in Figure 2.2. Such a feature is 
considered to be an invariant plane, which is undistorted and unrotated since it gives 
the lowest strain energy. 
 
Figure 2.2. Schematic illustration of parent and martensite with the invariant plane as a habit plane [4]. 
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This is the case where the lattice invariant shear is twinning (twinning modes in 
B19’ martensite are addressed in §3.2). The left-hand side represents the parent 
phase, while the right-hand side a martensite plate. This plate, which consists of a 
martensite matrix and its twin, is called a habit plane variant. However, the martensite 
matrix and the twin, which are the smallest scale martensite variants, also each have 
a specified lattice correspondence with the parent phase. These are called 
correspondence variants [4].  
2.2. Thermal Hysteresis and Terminology 
The phase transformation can be investigated via differential scanning calorimetry 
(DSC) (see §5.2). It can be characterised as shown in Figure 2.3, with respect to the 
fraction of martensite. 
 
Figure 2.3. A generic representation of a thermal hysteresis, adapted from Otsuka and Wayman [34]. 
The terminology of each point in the process is also presented. The temperature 
range of the transformation is relatively small, although the beginning and end of the 
transformation during heating or cooling extends over a much broader temperature 
range. The transformation from austenite into martensite shows a thermal hysteresis 
(T). This transition is characterised by values of temperature. On cooling from a 
temperature at which the austenite is stable, the alloy transforms into martensite via 
an exothermic reaction. On heating, there is the reverse transformation into austenite 
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with an endothermic reaction. As shown, it is possible to establish four transformation 
temperatures – namely the martensite start temperature (Ms), the martensite finish 
temperature (Mf), the austenite start temperature (As) and the austenite finish 
temperature (Af).  
2.3. Shape Memory Effect 
The shape memory effect (SME) involves martensitic transformations stimulated 
by changes in temperature. It is schematically explained in Figure 2.4, representing a 
shape memory spring.  
 
Figure 2.4. Schematic representation of the SME in a spring. 
This effect occurs at low temperatures, at which the material microstructure is 
initially composed of twinned martensite (stage 1). By increasing the load gradually, a 
detwinning process takes place (stages 2-3) until the stress reaches the critical value 
for detwinned martensite (stage 4). At this point, due to martensite reorientation, there 
is a macroscopic deformation. Upon unloading, the macroscopic deformation is 
retained as variants of martensite (stage 5). When the material is heated above Af, the 
martensite reverts into austenite, allowing the spring to recover its macroscopic shape 
(stages 5-7). On cooling, austenite is converted into martensite (stress-free transition), 
but there is no macroscopic change during this process (stages 7-8). 
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From a stress-strain standpoint, represented in Figure 2.5, the specimen starts from 
the reference point 1 at a given temperature and zero stress. 
 
Figure 2.5. Schematic stress-strain-temperature diagram of a typical NiTi material undergoing SME, 
adapted from  Otsuka and Wayman [34]. 
The stress is then gradually increased, and the material’s behaviour is linear elastic 
(slope). Apparent non-recoverable deformation starts to develop at nearly constant 
stress (plateau 2-4). Unlike plastic deformation, however, the SMA deformation 
reaches saturation, and a further increase of the load leads to a new linear elastic 
behaviour (beyond stage 4 – dashed line). Upon unloading, a residual deformation is 
present (stage 5), which can be recovered, as described, by heating the material 
(above Af) (stages 5-7) until it reached stage 7, where there is no remaining strain. 
Finally, when the spring is cooled down to its initial temperature (below Mf), the initial 
material state (stage 1) is completely recovered (twinned martensite). There is, 
however, a limit for that shape memory recovery, which will depend on the alloy. A 
typical range is 4-8% [4, 30, 34, 36, 37]. 




The phenomenon known as superelasticity (SE) [1, 34-36, 38], or pseudo-elasticity 
(PE), takes place when the SMA is loaded above its critical temperature Af. This is an 
isothermal phenomenon and involves the storage of potential energy. Superelastic 
deformations arise when imposed strains are accommodated by the formation of 
martensite variants, which reverse upon removal of the load. It is, thereby, a behaviour 
associated with a stress-induced transformation. This is demonstrated, schematically, 
in Figure 2.6, by using a representation of a superelastic spring.  
 
Figure 2.6. Schematic representation of the mechanism of SE in a spring. 
During loading of the spring from stage 1 to stage 2, there is only elastically 
deformed austenite. The stress-induced phase transition takes place from stage 2 up 
to stage 4, where austenite is converted into martensite (stage 4). On unloading, the 
martensite becomes unstable (stage 6) and reverts to its parent phase (austenite), 
resulting in full strain-recovery (stage 1=8) after unloading. This is explained in terms 
of the stress-strain curve shown in Figure 2.7.  
The material of the spring is initially austenitic (stage 1). During loading, the critical 
stress for the phase transition, known as martensite start stress (Ms), is reached 
(stage 2) and the material starts transforming into detwinned martensite (plateau 2-4). 
The phase transition is complete when the stress level reaches the martensite finish 
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stress (Mf) value. Further loading will only cause elastic deformation of the detwinned 
martensite up to a critical point. Austenite is the only stable phase at high temperature 
and no stress. Thereby, upon unloading the critical stress for the reverse phase 
transition, known as austenite start stress (As), is reached and the spring begins to 
recover its original phase (plateau 5-7). The reversion is complete when the austenite 
finish stress (Af) is reached. The macroscopic deformation is fully recovered at this 
point.  
 
Figure 2.7. Schematic stress-strain plot of a typical NiTi alloy undergoing SE, Otsuka and Wayman [34]. 
The main characteristic of stress-strain plots of SE alloys is the pronounced 
hysteresis since the loading and unloading paths do not occur at the same stress 
levels. This is analogous to the hysteresis observed during thermal cycling (see Figure 
2.3) and occurs for the same reasons (i.e. the stored elastic strain energy contribution 
causes an extra driving force to be required). This hysteresis is related to the mobility 
of the austenite/martensite interface. 
The stress required to induce the transformation increases linearly with 
temperature, according to the Clausius-Clapeyron equation: 













where  is the transformation-inducing stress, T0 is the equilibrium temperature, and 
∆H is the enthalpy of transformation. In particular, C is the slope of the boundary 
surfaces, also known as stress influence coefficients, which identify the transformation 
into martensite and austenite, CM and CA, respectively. The straight blue line with a 
negative slope (see Figure 2.8) represents the critical stress to induce slip. Since slip 
never recovers upon heating or unloading, the stress must be below the blue line to 
enable SE to occur [4, 34, 35]. It is clear that the temperature at which superelasticity 
occurs is limited to a specific range. If the temperature is below Af, the stress-induced 
martensite (SIM) does not revert to austenite. Thus, there remains some residual strain 
which vanishes on heating above Af, due to SME. If the deformation temperature is too 
high, then the transformation stress exceeds the yield stress of the material (blue line), 
and the alloy deforms plastically. 
 
Figure 2.8. Schematic diagram representing the region of superelasticity in stress-temperature 
coordinates, adapted from Otsuka and Wayman [34]. 




The following conclusions can be drawn from this chapter: 
▪ The martensitic transformation is the mechanism responsible for both the shape 
memory effect (SME) and superelasticity (SE). Self-accommodation and lattice 
invariant shear are important features in theories of martensitic transformations 
towards understanding these two thermomechanical phenomena. 
▪ Thermal hysteresis (as well as stress hysteresis) is an important characteristic in 
SMA due to different paths taken by the material during cooling and heating. 
Transition temperatures can be experimentally measured in order to characterise 
this transformation. 
▪ There are differences between SME and SE in terms of both stress-strain curves 
and triggering their activation. These stress-strain curves are characterised by 
stress plateaus, stress transitions, transformation strain and moduli of phases. 
▪ There is an optimal region in the stress-temperature diagram within which SE can 
occur. 
▪ The Clausius-Clapeyron equation dictates that the stress required to induce the 
phase transformation increases linearly with temperature. 
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3. NiTi ALLOYS 
Most commercial applications involving SMA are related to superelastic NiTi, 
commercially called NiTiNOL, due to its shape memory properties, biocompatibility and 
fatigue life. These alloys are very attractive for applications such as medical 
instruments [39, 40], engineering devices [2, 41], sensors and MEMS [42].  
3.1. Crystallographic Aspects 
In the austenite (parent) phase, NiTi exhibit the CsCl crystal structure, B2 in the 
Strukturbericht notation [43]. The transition from the parent phase to monoclinic (B19’) 
can follow the paths presented in Figure 3.1.  
 
Figure 3.1. Three transformation paths to B19’ (monoclinic) in Ti-Ni alloys, adapted from Otsuka and 
Ren, [4]. 
There is a tendency to transform from B2 to B19’ martensite in Ti-Ni-based alloys, 
and in fact, for the solution-treated binary Ti-Ni alloys the transformation occurs from 
B2 to B19’ directly, while for the upper and lower cases two successive transformations 
occur upon continuous cooling. However, depending on the composition 
and heat-treatment only the first transformation may occur whereas the second one 
might be lost since the possible transformation temperatures for the second one to 
B19’ becomes too low (i.e. below 0 K) in that case [4]. The lattice change is shown in 
Figure 3.2.  




Figure 3.2. Schematic diagram of the transformation from (a) B2 austenitic phase into 
(b) B19’ martensitic phase [44]. 
Figure 3.2 shows how a tetragonal unit cell in the B2 parent phase (a) (black lines) 
is transformed into a monoclinic unit cell in the B19’ product phase (b) by means of a 
combination of a uniform expansion or contraction with a simple shear. The lattice 
parameters are ao = 0.3015 nm in the cubic unit cell, and a = 0.2889 nm, b = 0.4120 
nm, c = 0.4622 nm, and  = 96.8° in the monoclinic unit cell [4, 44]. Due to the different 
crystallographic structures, the two phases have different properties, such as electrical 
resistance and stress-strain parameters [2, 45-47]. 
The B19’ martensite can be obtained either by a single step transformation of 
B2 → B19’, or by a two-step transformation of B2 → R-phase → B19’, as shown in 
Figure 3.3. In the two-step transformation, the R-phase is a rhombohedral phase that 
is incommensurate with the cubic B2 phase. The unit cell of the rhombohedral phase 
is created from the B2 cell by elongating the latter along any of the <1 1 1> 
directions [4, 36, 48]. 




Figure 3.3. Schematic diagram showing the transformation planes and directions associated with 
successive step transformation of B2 → R-phase and R-phase → B19’ and the unit cells of the B2 phase 
and the rhombohedral phase [48]. 
The two-step transformations of B2 → R-phase and subsequent R-phase → B19’ 
may occur upon cooling when Rs (R-phase start temperature, as in the other 
temperatures) is above Ms. The occurrence of this particular phase will strongly depend 
on the chemical composition, thermomechanical history and heat treatment [48-50].  
3.2. Twins in Martensite B19’ 
When NiTi shape memory alloy is transformed from B2 austenitic phase into B19’ 
martensitic phase, the resultant two twinned martensite variants must meet the 
requirements for compatibility, which is defined as the twinning equation governing the 
interface between two twinned martensite variants. The lattice invariant shear (i.e. 
twinning modes) is an important input parameter for the phenomenological theoretical 
calculations. Details in mathematical theories to determine twinning modes were 
extensively discussed by Knowles and Smith [51], Otsuka and Ren [4] and 
Hu et al. [44]. 
A twin can be represented by a deformation of a unit sphere into an ellipsoid by 
shear with the twinning elements (1, 1, 2 and 2), shown in Figure 3.4. 




Figure 3.4. Schematic diagram of the twinning elements of NiTi shape memory alloys [44]. 
As described by Hu et al. [44], the element 1 is the twinning plane which is not 
subjected to distortion and rotation. The element 1 represents the direction of the 
twinning shear. The element 2 is the second undistorted plane and the element 2 is 
defined as the intersection of the 2 plane and the shear plane. The twin is defined as 
a type I twin if the 1 plane and the 2 direction are rational indices, and the 2 plane 
and the 1 direction are irrational indices. The twin is defined as a type II twin if 
the 2 plane and the 1 direction are rational indices, but the 1 plane and the 2 
direction are irrational indices. The twin is defined as a compound twin if the 1 plane, 
1 direction, 2 plane and 2 direction are all rational indices. 
Since the B19’ structure is low symmetry monoclinic, many twinning modes have 
been found and reported in the literature [4, 51]. However, there is a consensus among 
researchers that the type II twinning mode, in which 1 is irrational, but where 
1 = [011], is the most prevalent one. This was first reported by Knowles and 
Smith [51]. 
In the context of the present work, the material will be treated as a continuous and 
isotropic medium for modelling purposes, which means that crystallographic aspects 
will not be considered. The material formulations used here do not take into account 
different types of martensite variants. For a polycrystalline material, the formation of 
such variants occurs at a very fine scale in all directions, meaning that the assumption 
of continuous medium upon phase transition is reasonable. 
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3.3. Phase Diagram 
NiTi compounds are located within a narrow band around the equiatomic 
composition (50NiTi %at) [38]. This particular region of the phase diagram is shown in 
Figure 3.5.  
 
Figure 3.5. “Equiatomic region” of the phase diagram of NiTi binary alloy [52]. 
It is also noteworthy that the presence of precipitates is more likely in Ni-rich alloys. 
The boundary on the Ti-rich side is close to 50 at% Ni, and is very steep, whereas on 
the Ni-rich side the solubility strongly decreases as the temperature lowers [4]. During 
phase changes in Ni-rich NiTi alloys, one can observe the presence of the R-phase. 
This is common in near-equiatomic compositions when the alloy is thermally or 
thermo-mechanically cycled. 
According to Lagoudas [53], the formation of Ti3Ni4 favours the presence of the 
R-phase, due to the internal stress field caused by such precipitates, when the Ni 
content is greater than 50.5 at%. Otsuka and Wayman [34] demonstrated that any 
addition of Ni up to 50 at% has little effect on the transition temperatures. Furthermore, 
slight additions of Ni above this percentage tend to, for example, drastically 
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decrease Ms [37]. This also causes important changes in the mechanical properties of 
the material. 
3.4. Stress-Strain Characteristics 
The mechanical behaviour of NiTi alloys is strongly dependent on both chemical 
composition and temperature [54, 55]. Properties can be tailored by imposing various 
loading paths, while phenomena associated with the phase transformation are 
monitored, such as the shape memory effect and the superelasticity, as previously 
shown (Figure 2.5 and Figure 2.7). These tests are usually carried out on a 
conventional screw-driven/hydraulic testing machine equipped with a heating stage. 
Experimental (a) stress-temperature and (b) stress-strain-temperature diagrams for 
a NiTi alloy are shown in Figure 3.6. Diagram (a) was constructed based on the 
stress-strain curves with complete stress-induced martensitic transformation at 
different temperatures (b). In particular, transformation stresses have a linear 
relationship with temperature (a), as demonstrated by the Clausius-Clapeyron 
relationship (§2.4). 
 
Figure 3.6. Thermomechanical behaviour of NiTi: (a) Stress-temperature plot obtained from 
(b) stress-strain tests at different temperatures [56]. 
Each temperature determines a particular stress level that initiates both forward 
and reverse transformations, upon loading and unloading. In Figure 3.6(b), it is worth 
noting that the material was, initially, fully martensitic at -40°C, causing a high level of 
non-recovered macroscopic deformation upon unloading. As the test temperature 
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rose, the level of strain recovery is gradually increased, as the material was 
transforming into austenite. 
Properties of NiTi have been the object of study over the last few decades. Some 




Density Kg/m³ 6450-6500 
Temperature hysteresis ºC 20-30 
Corrosion performance --- Excellent 
Transition temperatures ºC -100 to 120 
Young’s modulus GPa 24-41 65-85 
Poisson’s ratio --- 0.33 
Stress influence coefficients MPa K-1 5-10 
Table 3.1. Relevant property values of NiTi alloys [5, 34, 45, 57]. 
 There are many issues addressed in the successful applications of NiTi, but the 
main one is undoubtedly related to determining its mechanical properties. Macroscopic 
mechanical testing can be applied to determine its stress-strain curves, but machining 
superelastic NiTi alloys to obtain samples can be difficult, and the cutting process itself 
might affect the properties [58]. In this regard, there is scope for developing accurate 
characterisation methods to determine mechanical properties, capable of quickly and 
reliably evaluating the functional properties of NiTi. The methodology proposed in this 
work, based on FE-inverse analysis, can be applied to small volumes of NiTi alloys in 
order to infer their mechanical properties. 
3.5. Modelling of Superelastic Behaviour of NiTi 
Mechanical properties of NiTi/SMA are typically represented by the characteristic 
stress-strain curve, which has been presented previously as in hysteresis loops during 
loading/unloading and shape-recovery process. Those properties are desirable and, 
therefore, there is an interest in using shape-memory materials in industrial 
applications.  In this regard, some constitutive models can reproduce, with some 
limitations, the macroscopic behaviour of NiTi alloys undergoing stress 
change [27, 41, 53, 59-65].  
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Most of these widespread formulations used to model the mechanical behaviour of 
superelastic NiTi need multiple material parameters [41, 62, 65]. Since the purpose of 
this present research is to develop a methodology for extracting superelastic 
parameters of NiTi from indentation data, having many parameters would make the 
iterative process very time-consuming due to the large number of parameter 
combinations. 
In principle, this current methodology will be developed with one specific material 
formulation, but the wider goal is to use it with different formulations or even to develop 
a different one capable of capturing the mechanical behaviour of NiTi with fewer 
material parameters. This work, the first of its type regarding inferring the properties of 
NiTi from indentation, may serve to pave the way towards the development of 
user-friendly software packages, containing built-in resources for FEM implementation, 
which would require the user only to specify the material formulation and to input a 
single experimental indentation plot. 
3.5.1. Description of a Single-Variant-Martensite Constitutive Model 
This approach assumes that there is no distinction between the different 
single-variant species and that the material is a continuous and isotropic medium. For 
simplification purposes, this analysis addresses only a one-dimensional model able to 
reproduce the superelastic behaviour [59]. 1D models, characterised by a simpler 
formulation than the 3D ones (implemented in ABAQUS), can account for some 
significant features of the thermomechanical response of SMA, such as the unloading 
behaviour, different behaviour in tension and compression, and different elastic 
properties of the phases, introducing fewer material parameters, with clear physical 
meanings. 
According to this model, there are two processes that produce variations of the 
martensite fraction: 
I. The conversion of austenite into single-variant martensite (A → S). 
II. The conversion of single-variant martensite into austenite (S → A). 
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For internal variables, S is termed as the martensite volume fraction and A is 
termed as the austenite volume fraction. Even though these variables present 
restrictions related to phase coexistence, it is possible to use only one independent 
variable: 
 + =1
S A  (3.1) 
Limiting the discussion to a small deformation regime, one assumes an additive 
decomposition of the total strain, : 
    = + sgn( )
e L S  (3.2) 
where e is the elastic strain, L is the maximum residual strain (also known as 
transformation strain), and sgn (.) is the sign function. The presence of sgn () in the 
equation indicates that the direction of the effect related to the martensite fraction is 
governed by the stress. From the point of view of the integration scheme, the 
time-discrete problem is considered strain-driven. Accordingly,  and sgn () are 
assumed to be always known. 





where E is the elastic modulus. 
Experimental tests show substantial differences between the austenite and the 
martensite elastic properties [34, 45]. In order to model this, the elastic modulus is 
assumed to be a function of the martensite fraction, E(S), requiring that: 








Valid expressions for E = E(S) can be obtained regarding the shape-memory alloy 
as a composite material with a volume fraction of martensite and a volume fraction of 
austenite. Then, from the homogenisation theory adopting the Reuss scheme: 


















For the case of a phase-transition evolution equation of the type considered here, 
a trial state is introduced, defined as the state obtained from the previous solution state, 
taking into account the new strain and assuming no evolution for the phase transition, 
as shown in Figure 3.7. 
 
Figure 3.7. Return-map algorithm. The case of a phase transition model with a starting (s) and final 
value (f) for the occurrence of the phase transformation [59]. 
However, the elastic domain is not connected (as shown) and, therefore, two trial 
states have to be introduced: the first one is associated with no phase-transition 
evolution, and the second one with a complete transition evolution. If the first trial state 
violates the initial condition for the occurrence of the phase transition and the second 
trial state does not violate the final condition for the occurrence of the phase transition, 
then the enforcement of the phase-transition evolution equation guarantees the 
computation of the correct solution. The overall strain-driven solution algorithm is 
presented in Table 3.2. 




Table 3.2. Overall strain-driven solution algorithm, adapted from Auricchio and Sacco [59]. 
Table 3.3 and Table 3.4 address the proposed solution scheme for the two-phase 
transformations considered within this formulation. 




Table 3.3. Solution scheme for the forward phase transformation (A→S), adapted from Auricchio and 
Sacco [59]. 
 




Table 3.4. Solution scheme for the reverse phase transformation (S→A), adapted from Auricchio and 
Sacco [59]. 
The use of a consistent tangent modulus (ET) preserves the quadratic convergence 
of the Newton method (for example, in finite element codes). From the linearisation of 
the elastic relation, ET is presented as follows: 
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       = + − −* sgn( ) sgn( )T L S LE E H E E  (3.6) 
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The quantity H is computed from the linearisation of the discrete evolutionary 
equation corresponding to the active phase transformation. For the conversion of 
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Similarly, for the conversion of martensite into austenite: 
  

        
→= = −
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As mentioned earlier in §3.2, this formulation does not account for different types 
of martensite variants. However, polycrystalline materials can be modelled as 
continuous media since such variants are formed in all directions (at a very fine scale), 
meaning that this approach can be used. This formulation is implemented in ABAQUS 
and has been widely applied to superelastic NiTi applications over the last decade [66]. 
It is a user-friendly subroutine (UMAT) and depends on material parameters obtained 
directly from tensile/compression tests, and combines conventional elastic and plastic 
behaviour with pseudo-elastic properties of shape memory alloy NiTi [27, 59, 63]. 
There is some literature on using this UMAT to model complex geometries 
accurately (e.g. NiTi stents), revealing stress/strain fields and the amount of martensitic 
transformation, among other output variables [67-70]. Thus, this formulation is used as 
a basis for this research. 
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3.5.2. Brief Description of an Energy-Based Constitutive Model 
This present work also used the energy-based subroutine known as Shape Memory 
Alloy Unified Model (SMA_UM). This formulation is a FORTRAN coded numerical 
implementation of an SMA thermomechanical constitutive model. The current version 
of the SMA_UM implements the unified constitutive model, presented by 
Lagoudas et al. [71] in more detail, which unifies and generalises the constitutive 
formulation to three dimensions. 




= − − + +  
  
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 (3.10) 
where , t,  T, and T0 are the Cauchy stress tensor, transformation strain tensor, 
martensite volume fraction, current and reference temperatures, respectively. The 
material constants S, , , c, s0 and u0 are the effective compliance tensor, effective 
thermal expansion tensor, density, effective specific heat, effective entropy at 
reference state and effective specific internal energy at the reference state. Those 
material constants are defined by the rule of mixtures as: 
 
  
= + − = + −
= + − = + − = + −
0 0 0 0 0 0 0 0
( ), ( ),
( ), ( ), ( )c c c c s s s s u u u u
   A M A A M A
A M A A M A A M A
S S S S
 (3.11) 
where the quantities with the superscripts A and M indicate the values in the austenitic 
and the martensitic phases, respectively.  
The function f() is defined as transformation “hardening” function (as known as 
flow rule), and it has different forms of the function that can be selected to recover 
different constitutive models. In this context, Tanaka [72] developed an exponential 
model. The function f() can be selected as: 
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Liang and Rogers  [73] presented a constitutive model based on a cosine function 
f(), as follows: 
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where  is the thermodynamic force as a function of  
Boyd and Lagoudas [64, 65] developed a polynomial constitutive model based on 
a polynomial function f(), presented as: 
     































a , Aca , 1
c , Mb , Ab  and 1
p  are material constants, 
while 2
e , 2
c  and 2
p  are introduced to enforce continuity for the function f() during 
forward and reverse transformation. 
The model is also numerically implemented using the concept of return mapping 
algorithms, presented previously in Figure 3.7. A description of the implementation is 
provided in the research paper by Qidwai and Lagoudas [74]. The current 
implementation of the subroutine follows the specifications for user-material 
subroutines by ABAQUS. However, the subroutine can be integrated into any other 
standard finite element or computational program. The subroutine can be used in 3D, 
2D plane strain and generalised plane strain, and 1D problems. 
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This formulation is also used in this work, but it is not the one employed with the 
parameter search methodology, due to the lack of reproducibility of minor loops 
(especially the unloading part of the stress-strain curve). This is shown in more detail 
later in Chapter §8. For this reason, this formulation is used only for illustrative 
purposes, and it is not fully detailed here. 
3.5.3. Considerations on Shape Memory Alloys Formulations 
There are other formulations to model the behaviour of SMA that can be found in 
the literature [61, 62, 75-80]. However, most of these are not open-source, and their 
implementation is not a straightforward procedure. The physical basis behind the 
numerical codes must be well understood before any attempt is made to implement 
them. In general, some of the formulations tend to include: 
▪ Dependence on the R-phase. 
▪ Transformation-induced plasticity. 
▪ “Calibration” and “correction” factors based on specific experiments. 
▪ Tension-compression asymmetry. 
The above factors add more material parameters to the formulations, not desired 
in the current work, where the goal is to infer NiTi properties by searching their 
“optimised combination” in a multidimensional parameter space. 
 




The following conclusions can be drawn from this chapter: 
▪ Crystallographic aspects of NiTi alloys have been exploited, showing that NiTi 
exhibit a parent phase with the CsCl crystal structure (B2). The transition to 
monoclinic (B19’) can take one of three transformation paths, depending on 
factors such as chemical composition, heat-treatment and thermomechanical 
history. 
▪ The literature on NiTi has a consensus among researchers that Type II twinning 
is the most prevalent twinning mode in this material. 
▪ There is a narrow band in the phase diagram within which NiTi compounds are 
located. This region is located around the equiatomic composition (50NiTi at. %). 
▪ There are phenomenological approaches for prediction of the mechanical 
behaviour of superelastic NiTi. These formulations are capable of simulating the 
behaviour of complex shapes under loading/unloading by using material input 
parameters obtained from uniaxial mechanical testing. Two main formulations 
have been selected based on their applicability in the field. Both approaches 
assumed that the material is a continuous and isotropic medium, and they have 
been briefly described in this chapter.  
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4. INSTRUMENTED INDENTATION OF MATERIALS 
4.1. Introduction 
Instrumented indentation is a type of mechanical testing where a load is applied to 
a hard tip with a defined shape (see Figure 4.1) to push it into the surface of a material, 
while monitoring both displacement and force as a function of time. In this regard, the 
method developed by Oliver and Pharr has been largely applied to infer Young’s 
modulus of elasto-plastic materials from indentation data (P-), obtained during one 
cycle of loading and unloading [81, 82]. However, in this present work, this method will 
not be used since superelastic NiTi alloys experience phase transition upon loading. 
For this reason, this methodology will not be fully described in this section. The 
fundamentals of Oliver and Pharr’s method are presented in Appendix §12.1, as well 
as some considerations about Hertzian contact theory for spherical indentation. 
4.2. Hardness Testing 
The “hardness number” has been in use for a long time. It does not necessarily 
need instrumented indentation to obtain this quantity since it does not depend on 
displacement measurements. Standard indenter shapes that can be used for this 
purpose (and for instrumented indentation) are shown in Figure 4.1. 
 
Figure 4.1. Types of standard indenter tips [83]. 
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In fact, hardness should not be considered a well-defined material property. It is 
defined as a load divided by a contact area (thus, it is, in a crude way, a stress that 
does not mean anything much). This should be obvious from the fact that different 
types of hardness test give different hardnesses, and even the same test gives different 
hardnesses with different applied loads. It is a measure of the resistance to plastic 
deformation, and it does depend (in an ill-defined way) on the yield stress and the work 
hardening characteristics. In reality, it is related to some sort of average of the flow 
stress over the range of strain induced during the test (which is why it varies with 
applied load). In this regard, hardness testing only gives a semi-quantitative outcome 
of an indentation operation [10]. 
In the context of NiTi alloys, it is even more difficult to find a physical meaning for 
this “hardness number”. In addition to the above, the material undergoes phase 
transition (partially- and fully-transformed regions). Any attempt to interpret this number 
would be associated with a mixture of phases together with conventional plasticity. 
Again, this amalgamation of many phenomena would be far away from representing a 
genuine material property. 
It is worth noting that there are assumptions incorporated into this hardness testing. 
The elastic recovery of the specimen, for example, is neglected. Furthermore, in 
practice, the specimen may exhibit “pile-up” or “sink-in” around the indent, such that 
the true area of contact (Ac) differs from that obtained from the “measurement” of the 
projected area (A) [82]. 
4.3. Issues Related to Indentation Experiments 
Indentation experiments can be affected by a number of issues that need to be 
carefully addressed. It is worth noting that many of these issues become less important 
as the scale of the indenter increases. The extraction of material properties from 
indentation data depends on the accurate measurement of three variables: load, 
displacement and time. The most relevant issues related to experimental indentation 
data that may be considered to infer material properties reliably are listed as follows: 
▪ Compliance: accurate analysis of frame compliance is an essential component 
of instrumented micro and nanoindentation experiments. In load frames of finite 
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stiffness, the load applied by the indenter induces a displacement in both the 
sample and the load frame. Frame compliance must be identified and subtracted 
from the total indenter displacement to account for sample deformation [84, 85]. 
▪ Friction: frictional effects between the indenter and the specimen surfaces can 
play a role in indentation, especially sharp indenter shapes [86]. In some cases, 
friction can affect the radial stress distribution below the indenter, which can alter 
the degree of “pile-up”. An analysis assuming smooth contact is commonly 
adopted in simulated indentation. However, limited studies have been performed 
to investigate the possibility of deviation due to this simplification. The literature 
on this topic has shown that these effects can affect the reverse analyses, carried 
out based on simulated results ignoring friction to predict material properties, 
which can be adversely inaccurate [86, 87].  
▪ Temperature changes (thermal drifts): errors can be caused by a gradual change 
of either specimen or instrument dimensions due to thermal drifts. This results in 
(thermal) contractions and expansions, which are incorporated into measured 
displacements of the indenter tip [88]. Thermal drift is a standard issue in 
nanoindentation experiments. Several procedures are used to mitigate the 
thermal drift effects. The simplest one is to assure that measurements are taken 
at equalised temperatures (specimen, indenter). Another approach corrects the 
measured values by subtracting the displacement caused by thermal drift. In this 
case, a dwell time is applied during the unloading part of the test to measure the 
velocity of the indenter movement due to the drift. This velocity is then used in a 
model for drift correction [89]. 
▪ Surface roughness: this could be a great source of errors, if large when compared 
with the indentation depth. Even the best-polished specimens have surface 
undulations of height from several nanometres to several tens of nanometres and 
with the distances between individual hills of tens of nanometres and more. 
Consequently, the indenter comes first into contact with the highest 
asperities [88]. On loading, the tips of the highest asperities are compressed, and 
the indenter gradually comes into contact with lower asperities, etc. The 
specimen surface conforms more and more with the indenter, and the response 
gradually approaches that for the perfect contact [90]. A role is played not only 
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by the shape of the asperities and by the distribution of their heights, but also by 
their density, by the radius and shape of the indenter tip and also by the 
elasto-plastic properties of the specimen. 
▪ Indentation size effect: this effect is observed in terms of variations in hardness. 
When indenting a material with a sharp indenter at shallow penetrations, the 
hardness often increases by decreasing the penetration depth. This is known as 
the indentation size effect (ISE) and becomes observable for indentation depths 
smaller than several µm [88]. The ISE also occurs with spherical indenters, 
although here the apparent hardness does not depend on the depth, but 
increases by decreasing the indenter radius [91]. Even some ceramics exhibit a 
size effect to a small extent [92]. There are several reasons for 
depth-dependence of hardness in metals: a thin hard surface layer might have 
been formed on the specimen surface during its preparation, the bluntness of the 
tip of the indenter, etc. For a given load, the penetration of a real indenter is thus 
smaller, and the hardness appears to be higher. By increasing the penetration 
depth, the influence of bluntness becomes smaller, and the measured hardness 
values approach gradually to those for the ideal shape [93]. 
▪ Microstructure: indentation techniques are often used to perform measurements 
on length scales that are sub-micron. There is also an issue related to the location 
of an indent or, more precisely, the size of the indent relative to grain size. In this 
case, some microstructural feature should be considered, such as dendrites, 
precipitates, etc [94-96]. For the specific case where the indent is smaller than 
the average grain size, then it is likely that it will be located within a single grain. 
Thus, the measured load-displacement curve will be specific to that particular 
grain, and its orientation with respect to the loading axis. In such cases, these 
curves will not represent the “bulk” behaviour of the material. The significance of 
the difference between “single grain” and “bulk” behaviours to indentation 
depends on crystallographic anisotropy and the texture of the sample. In order to 
determine constitutive relations that are representative of the bulk, it is important 
that a representative volume of material is interrogated [7, 97]. 
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4.4.  Basics of Finite Element Modelling Applied to Indentation 
Finite element analysis solvers are powerful tools to model indentation, as seen in 
Figure 4.2 [9, 98].  
 
Figure 4.2. FEM meshes used for the sphere, cone and cylindrical punch, with corresponding fields of 
(von Mises) plastic strain after three different extents of penetration [9]. 
When the response of the material is only elastic, the stress field at the contact 
region is well-defined, regardless of the indenter shape. However, for elasto-plastic, 
viscoelastic or superelastic materials, this task becomes more complicated, due to the 
existence of complex stress fields, particularly for Berkovich or Vickers indenters. This 
is caused by a 3D phenomenon associated with large plastic strain fields [99]. In this 
case, the finite element method (FEM) is a valid methodology to predict stress 
distribution and displacements during loading and unloading processes. 
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However, experimental indentation techniques have a few drawbacks, such as 
compliance issues and thermal drift in high-temperature environments, as discussed 
in §4.3, which may lead to significant errors in the load-displacement plots. 
Some work has been done on using FEM to model the indentation process, as 
follows: thin film properties [98, 100, 101], coating fracture and substrate plasticity 
[102], properties of superhard coatings [103], elasto-plastic transition regime [104], 
indentation of hard multilayer coatings [105], properties of aluminium alloys [99]. Thus, 
this method of analysis is of interest to both academia and industry. In this regard, FEM 
can be used to predict the load-displacement plot during indentation, for a material with 
a given (uniaxial) stress-strain curve, assumed to be applicable to von Mises stress 
and strain for multi-axial situations, and for any given indenter shape. An example of 
FE modelling applied to indentation is shown in Figure 4.2. The meshes used are 
shown, corresponding to the three indenter shapes used in these simulations. The 
plastic strain fields are also shown at three different penetration depths for the 
parameter set in Table 4.1. 
Parameter Symbol Value 
Yield Strength Y, MPa 300 
Work Hardening Coefficient K, MPa 1000 
Work Hardening Exponent n 1 
Table 4.1. Plasticity parameters used in FE simulations of indentation tests [9]. 
It is worth noting in Figure 4.2 that the strain fields are substantially different for 
these three cases, both regarding the distribution of the strains and their magnitudes. 
Furthermore, for the only self-similar shape (the cone), the nature of the strain field is 
independent of penetration (although the magnitude of the strains does increase with 
penetration), whereas for the other two (non-self-similar) shapes, it is not [9]. Another 
issue related to the sharp indentation that can be addressed by FEM is the high-stress 
region below the tip, as expected. This might be a problem while running simulations. 
It can be overcome by refining the mesh at that specific region which will cause an 
increase in the computational time. 
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4.5. Extraction of Plasticity Parameters from Indentation Data  
FEM simulations have demonstrated their ability to obtain predicted 
load-displacement curves [106, 107], by using pre-specified stress-strain parameters, 
which agree quite well with those obtained experimentally. Unfortunately, the inverse 
problem/analysis − i.e. the inference of constitutive relations from observed behaviour 
during indentation − is not that straightforward. 
Dean et al. [7] established some underlying factors that make the inverse problem 
complex and challenging: 
▪ The relatively low sensitivity of measurable behaviour (such as 
load-displacement plots) to the characteristics being sought. 
▪ The fact that these characteristics incorporate several degrees of freedom (e.g. 
unknown values of yield stress and work-hardening rate as a function of strain). 
▪  The relatively high sensitivity of measurable behaviour to various factors, such 
as physical boundary conditions (such as frictional effects [108], material 
anisotropy [96, 109], tip shape imperfections [110], etc). 
In this regard, some FE-based methodologies have been proposed [111-118]. All 
these methods require the coding of material subroutine scripts based on the 
corresponding theories. Although several material constitutive relations have been 
used in FE simulation, very few research papers have shown transparent comparisons 
with real experimental data [9-11, 114], used to infer material properties from reference 
indentation data obtained experimentally. These approaches are based on optimising 
a “quantity” that gives the amount of agreement between modelled and experimental 
curves. These methodologies are defined on the basis that a single combination of 
material properties and boundary conditions will result in the observed experimental 
conditions. Proceeding from this assumption, it is possible to iterate the possible 
material parameters for given boundary conditions and a given constitutive relationship 
until the properties lead to results that agree closely with experimental observations. A 
crucial step in using these methodologies is to select a material constitutive model that 
can capture the central mechanical responses of the material subjected to indentation. 
The one chosen was the Ludwik-Hollomon expression: 
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where  is the applied stress (von Mises), Y is its value at yield, P is the plastic (von 
Mises) strain, K is the hardening coefficient, and n is the work hardening exponent. 
Chen et al. [114] proposed an indentation elastoplastic constitutive relation based 
on Equation 4.1 and Y was discretised to allow for the minimisation of the residual 
between an experimental depth-time reference curve and the corresponding FE 
simulated curve. This was performed by a gradient-based nonlinear least square 
technique. Although this method is claimed to work well, there are many functions to 
be considered, and the complexity of the iterative process makes it hard to be 
reproduced. Furthermore, there is no information on the sensitivities (e.g. on how each 
variable influences the overall outcome of the process).  
On the other hand, Dean and Clyne [9] developed a methodology based on running 
repeated FEM modelling, with the predicted outcome (load-displacement plot) being 
systematically compared with experiment. The “correct” property values are found by 
searching for the combination giving the maximum value for a “goodness of fit” 
parameter, measuring the agreement between experimental and predicted outcomes. 
This agreement ranges from 0, for no agreement, to 1, for perfect agreement. This is 
a novel approach that offers considerable promise for the clear and precise 
characterisation of plasticity via a single indentation run with a spherical indenter. 
A comparison of the predictions obtained with the experimental data for (a) the 
load-displacement plot and (b) the stress-strain curve is shown in Figure 4.3. The latter 
shows that, while neither inferred plot conforms closely with the experimental one (no 
plot of Equation 4.1 can do this), they are both giving reasonably accurate descriptions. 
It is reasonable to suppose that, for a material with a stress-strain curve conforming 
closely to the assumed functional form, the (unique) solution, in the form of the three 
parameter values, could be accurately obtained. 
Another drawback related to this “simple” inverse iterative FEM procedure is that it 
requires the user to carry out dedicated FE modelling for many combinations of the 
parameter values. Based on this, it is worth mentioning that the inverse problem has 
considerable scope for ambiguity (e.g. different stress-strain relationships giving 
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effectively the same load-displacement plot), as seen in Figure 4.3(a). This problem is 
the main obstacle to this approach [7, 8, 111, 112, 119]. 
 
 
Figure 4.3. Comparison between experimental data and predictions based on the use of Equation 4.2, 
with the two parameter sets shown (inferred via inverse FEM), for (a) the indentation load-displacement 
plot and (b) the uniaxial stress-strain curve [9]. 
Campbell and co-authors [11] have overcome this problem by developing a 
systematic search algorithm, based on the Nelder-Mead minimiser [120, 121]. This 
algorithm searches for a combination of parameters that minimises the 
“goodness-of-fit” quantity in a 3D parameter space. Many metals were used in this 
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study and anisotropy was also investigated. The convergence procedure generally 
required only a relatively small number (a few tens) of iterations, although this does 
depend on the level of accuracy being sought. Some features of the convergence are 
apparent in Figure 4.4, where it can be seen how the movement through parameter 
space took place for one of these materials. 
 
Figure 4.4. Nelder-Mead convergence on an optimal (Ludwik-Hollomon) parameter set, targeting a load-
displacement plot from indentation of a brass sample, showing the evolution with iteration number of: 
(a) the goodness-of-fit parameter, Sred, (b) yield stress, (c) work hardening coefficient and (d) work 
hardening exponent [11]. 
The starting values were selected in a fairly arbitrary way and, as it can be seen, 
they were not very close to the optimal values in this case. If they happened to be 
either very close to, or differ substantially from the optimal set, then that would affect 
the efficiency of the convergence.  However, there would not, in general, be very much 
difference between the number of iterations required in the two cases. On the other 
hand, there will always be a requirement for more than just a few iterations, even if the 
starting positions are quite close. 
A comparison (for all three metals) is shown in Figure 4.5, between uniaxial 
stress-strain plots (axial and radial) and those obtained via Nelder-Mead convergence 
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on best-fit parameter combinations. This has been done using the Ludwik-Hollomon 
expression for all three metals.  It can be seen that the level of agreement is very good. 
It could be quantified in several ways, but in all cases, the predicted curves are within 
about ±5% of the average of the axial and radial uniaxial plots, over the complete strain 
range. 
 
Figure 4.5. Comparisons between experimental stress-strain curves (axial and radial directions) and 
corresponding plots of constitutive laws, using the parameter values obtained by iterative comparison 
between measured and modelled indentation load-displacement data. These comparisons are shown 
for Al, Cu and annealed Cu [11]. 
This is certainly acceptable for most purposes, and indeed it might be argued that 
uniaxial data can rarely be considered reliable to higher precision than this. In general, 
similar inferred stress-strain curves were obtained using the adopted constitutive law. 
4.6. FE Modelling of the Indentation of Superelastic NiTi 
4.6.1. NiTi Behaviour under Indentation 
The current theories and models in use deal mainly with the deformation of 
single-phase materials and are not appropriate to explain the behaviour of materials 
that experience phase transition during indentation tests [81, 82]. Recent efforts have 
been made on extending such techniques to study the mechanical properties of 
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multi-phase materials such as, for example, SMA [122]. The main issue behind 
inferring the mechanical properties of superelastic materials, such as NiTi, for using 
indentation techniques, lies in coupling both deformation and reversible martensitic 
transformation of NiTi under indentation conditions. This makes the interpretation of 
such results quite challenging. In this regard, FEM predictions of stress/strain fields 
induced by indenter tips are very useful to enhance the understanding of the behaviour 
of NiTi under such complex loading conditions [15, 24, 25, 122-125].  
Muir Wood and Clyne [15] simulated the peak of strain levels for two shapes of 
indenter tips, spherical and conical, during indentation of martensitic and superelastic 
NiTi alloys, as shown in Figure 4.6. 
 
Figure 4.6. Predicted distributions of equivalent plastic strain during and after indentation of martensitic 
NiTi (a-d) and parent phase NiTi (e and f) [15]. 
Strain fields are predicted at (a) maximum loading and (b) after unloading for an 
indenting sphere, and at (c) maximum load and (d) after unloading for an indenting 
cone into NiTi martensite. For the spherical indenter, strain fields for the superelastic 
case are also shown at (e) maximum load and (f) after unloading. 
 Chapter 4 - INSTRUMENTED INDENTATION OF MATERIALS 
45 
 
In this case, the built-in UMAT for superelastic materials in ABAQUS was 
used [60, 63, 66]. As expected, the conical indenter tip generated extremely high 
strains beneath an indenting cone and, for that reason, it was not possible to predict 
the superelastic behaviour for that case. On the other hand, with the spherical indenter, 
indentation could be simulated, for both martensitic and superelastic NiTi. However, 
the analyses of the load-displacement curves obtained experimentally and compared 
to those from the FEM simulations, shown in Figure 4.7, showed some discrepancies. 
These are likely to be expected because the interactions between plastic and 
superelastic strains will, in reality, be highly complex during indentation. Furthermore, 
these discrepancies could be related to deficiencies with the indentation rig (§4.3). 
 
Figure 4.7. Comparison between predicted and measured load-displacement curves during loading and 
unloading, with spherical and conical indenters and, for the case of the spherical indenter, for both 
martensitic and superelastic NiTi alloys [15].  
Further development of both experimental set-up and simulation algorithms for 
combined superelastic/plastic straining are required before they can be applied reliably 
to the indentation process. 
Kan et al. [122], Zhang et al. [28] and Perlovich et al. [124]  also used FE-based 
models to predict the behaviour of NiTi beneath an indenter tip. An example of a 
modelled load-displacement curve of SE NiTi subjected to spherical indentation is 
shown in Figure 4.8. The modelled unloading process consists of three stages: the 
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elastic unloading of a mixture of austenite and martensite phases, reverse 
transformation and austenite elastic unloading. In practice, for an experimental case, 
the unloading can incorporate some plasticity or residual martensite. 
 
Figure 4.8. Typical spherical indentation modelled load-displacement curve with both upper (loading) 
and lower (unloading) paths for a generic SE NiTi alloy [122]. 
Frost and co-workers [24] developed a constitutive model that captures the 
two-stage martensitic transformation via the intermediate R-phase. The inputs for this 
model included the elastic properties of NiTi, as well as the phase transition 
temperatures (including R-phase) and fitting coefficients. The spherical indentation 
was modelled using this approach. Information on spatial distribution of the minimum 
principal component of strain (b) and volume fraction of phases at maximum 
penetration depth (c and d) is provided in Figure 4.9. As expected, the most deformed 
region is fully martensite. During loading, as presented in Figure 4.9(c), the material 
has three different stages: a single austenitic phase at the initial stage, a 
partially-transformed zone (A-M) at the second stage, which is surrounded by the 
austenitic phase and a fully-transformed martensitic zone at the final stage, which is 
surrounded by a partially-transformed zone enclosed by the austenitic phase. 
Elastic unloading 




Figure 4.9. (a) FE model mesh, (b) distribution of the principal component of logarithmic strain, 
(c) Volume fraction of martensite and (d) volume fraction of R-phase for spherical indentation at 42nm 
in depth at 0ºC [24]. 
A comparison between modelled (using the formulation proposed by 
Frost et al. [24]) and experimental load-displacement curves for two different types of 
indenter shapes is shown in Figure 4.10. For the spherical indentation case, at the 
maximum depth of 42 nm, the material clearly exhibited SE behaviour, since there was 
no residual depth on unloading. For the indent carried out at 65 nm, a residual 
deformation was detected, indicating the occurrence of conventional plasticity. This 
agrees with what had been established by the FE simulation, which predicted a 
superelastic limit of ~60 nm. For the Berkovich indenter, the agreement was 
reasonably good up to the point that no irreversible processes were involved. Also, 
some cyclic loading/unloading experiments were performed just to confirm the 
reversibility of the transformation in the material. 




Figure 4.10. Comparison between modelled and experimental load-displacement curves obtained at 
25°C for two types of indenter shapes: sphere and Berkovich [24]. 
4.6.2. Extraction of Superelasticity Parameter from Indention Data 
Regarding inferring stress-strain characteristics from indentation data (FE-inverse 
analysis), there is no consolidated literature, as applied to superelastic NiTi.  
Kan et al. [122] developed a method, based on theoretical analysis and numerical 
simulation, to determine the elastic moduli of austenite and martensite by using 
spherical indentation test with Oliver-Pharr’s method (§12.1). This approach introduced 
a “weighting factor”, based on FEM simulations, which accounts for the effects of the 
martensite during the phase transition upon loading (see Figure 4.11). This was an 
idealised numerical problem, that is, a modelled experiment of a spherical indentation. 
In practice, both non-idealised indenter tip (with compliance) and noise of experimental 
curves will introduce some additive errors into the proposed method. Further 
experimental validation will be needed. 
Yan et al. [16, 125] proposed an approach to infer transformation stresses of 
superelastic NiTi. In this analysis, it was assumed that there is no distinction between 
the elastic properties of the phases (EA=EM=E) and the phase transformation stresses 
start and finish at the same level. These simplifications imply that only two parameters 
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are left to be found: the forward stress (f) and the reverse stress (r). It was found that 
there are two characteristic points in the load-displacement plot: bifurcating and 
returning points, shown in Figure 4.11. 
 
Figure 4.11. (a) Comparison between a pure elastic (dotted line) and a (solid line) modelled 
load-displacement curves with the same elastic constants, as in the austenitic phase, with (b) magnified 
area showing both bifurcating and returning points [16]. 
Right before the beginning of the forward transformation, the material is in a linear 
elastic state. Within small indentation depths (/R<0.001), Hertzian contact theory can 
be applied to describe this purely elastic contact problem. It was demonstrated that the 
elastic limit load, i.e. the bifurcation force (Fb), at the onset of phase transformation, is 
related to the martensite start stress (Ms, forward transformation), and the return force 
(Fr), is related to the austenite finish stress (Af, reverse transformation). Generally, the 
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proposed universal scaling function for both bifurcation and return forces can be 
determined by extensive FEM simulations [16, 125]. In the case of small deformation, 
this function can be determined analytically from elastic solutions. Although the 
transformation stresses can be determined in theory, in practice it is difficult to identify 
those specific loads, since there is no abrupt change in the load-displacement curve. 
Perlovich et al. [25] proposed a function for determination of mechanical properties 
of superelastic NiTi. This was performed by running several indentation simulations (in 
ABAQUS) with spherical indenters of various geometries for different material 
datasets. For both approaches [16, 25], it was assumed that the moduli of both phases 
are known, and the phase transformation stresses start and finish at the same level, 
meaning that the stress-strain curves present two flat plateaus. This assumption 
implies that plots inferred from this method will not represent well the       
experimentally-obtained ones. Thus, only three parameters are left to be sought: 
forward stress (f), reverse stress (r) and transformation strain (L). For the simulation, 
each one of these parameters was varied systematically. Each combination generated 
a load-displacement plot, from where the quantities unrecovered energy ratio and 
maximum indentation depth were extracted. This method has been tested on a NiTi 
alloy, superelastic at room temperature. The difference between mechanical properties 
obtained from uniaxial compression testing and this technique was found to be less 
than 20% for most specimens. It is worth noting that no (experimental) stress-strain 
plots were presented in these research papers.
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4.7.  Summary 
The following conclusions can be drawn from this literature review chapter: 
▪ The standard method for extraction of Young’s modulus of elasto-plastic 
materials from indentation data is not well-suited for NiTi alloys. Indentation of 
such materials has more issues to be considered than for conventional 
elasto-plastic materials since these particular materials present a stress-induced 
transformation upon loading/unloading. The same applies to the interpretation of 
the “hardness number”. 
▪ There are issues that may strongly affect the outcome of indentation 
experiments. The most relevant ones, according to the literature, that may be 
considered are compliance, friction, thermal drifts, surface roughness, 
indentation size effects and microstructure. Some of these issues become less 
important as the scale of the indenter increases. 
▪ There are FE-inverse methodologies already in the scientific literature which can 
be used to infer plasticity parameters. Very few provide clear information about 
the convergence procedures and other issues related to the model. 
Nevertheless, it was possible to identify a traceable methodology in this regard. 
This methodology has been used for conventional metals and the experimental 
results have proven to be compatible with the ones inferred via FEM. 
▪ Research work on indentation experiments of NiTi has been found in the 
literature. Most of the experimental load-displacement curves do not agree well 
with the modelled ones (some do not agree at all). This might be related to some 
of the experimental issues mentioned above.  
▪ There are very few papers approaching FE modelling of the indentation of 
superelastic NiTi by using the macroscopic mechanical behaviour. However, 
inferring stress-strain curves from indentation data is a much more complex 
problem. Unfortunately, there are only a couple of methodologies that claimed to 
have had approached this matter. They not only oversimplified the problem but 
also lack in both transparency and applicability. Thus, further work needs to be 
done in this direction.
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5. EXPERIMENTAL TECHNIQUES 
The experimental work in this research was based on the sequence of procedures 
shown in Figure 5.1. 
 
Figure 5.1. Sequence of procedures employed during the experimental work in this research. 
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5.1. Material Supply and Sample Preparation 
The present investigation concerns a single type of sample.  Rods of NiTi alloy 
(“Alloy BB”) were obtained from Memry Metalle GmbH, specified as having an Af 
(austenite finish) temperature of around -10°C. This ensures that they should exhibit 
superelastic behaviour at room temperature (~20°C). 
These rods, which had been hot-worked and extruded, had a diameter of 13.3 mm 
and a length of 300 mm. They were sliced into sections of 3 mm in length by Electrical 
Discharge Machining (EDM). Then, the samples were hot mounted in a hot press, 
using a pressure of 20 MPa at a temperature of 150°C for 8 minutes. After mounting, 
grinding was carried out on two different grades of SiC paper: 1200 and 2500 grit. The 
samples were then sequentially polished with alumina paste of 6, 3, 1 and 1/4 m for 
10 minutes each. Fine polishing was performed with Colloidal Silica 0.06 m for 
15 minutes. This is a polishing suspension that provides a chemical mechanical 
polishing action for soft metals that produced grain contrast without etching.  
5.2. Differential Scanning Calorimetry 
A schematic of DSC analysis is shown in Figure 5.2. This technique consists of 
measuring the difference in the amount of heat required to increase the temperature 
of a sample, compared with a reference (blank pan), as a function of temperature. 
 
Figure 5.2. A schematic illustration of a DSC experiment. 
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DSC runs were carried out with a Q20 Thermal Analysis instrument to determine 
the transition temperatures. Small samples (~5 mg) were cut from the as-received rod 
and placed in a high-purity aluminium pan. Runs were performed over a temperature 
range between -150 and 100°C, with heating/cooling rates of 10°C min-1. The 
transformation temperatures (martensite finish, Mf, martensite start, Ms, austenite start, 
As, and austenite finish, Af) were determined according to ASTM F 2004-05 [126]. 
A typical resultant DSC plot is shown in Figure 5.3, where it can be seen that the 
transition temperatures Ms, Mf, As and Af are respectively about -37ºC, -78ºC, -32ºC 
and -10ºC.  As expected, this DSC curve shows that there is considerable hysteresis 
in the transitions. That confirms that the material should be entirely austenite at room 
temperature (in the absence of applied stress). 
 
Figure 5.3. DSC curve, showing the values obtained for the transition temperatures Ms, Mf, As and Af. 
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In Figure 5.3, the first peak that forms upon cooling represents the transformation 
from the parent phase to the martensitic phase. Upon heating, the observed peak 
represents the reverse transformation into the parent phase (B2). 
The “shoulder” peak next to the martensite peak is too short to characterise a phase 
transition such as R-phase, which usually presents a peak of the order of the 
martensitic phase peak [127]. This “shoulder” could be attributed to machine 
calibration, thermal inertia and/or impurities in the reference pan, which possibly 
triggered a voltage peak when the material started transforming into martensite. These 
have all been reported in the literature [128] as a potential source of errors during DSC 
experiments. 
5.3. X-Ray Diffraction 
X-ray diffraction (XRD) was performed with a high-speed Bruker D8 Advance XRD 
system with Cu-K radiation, tube current of 40 mA, tube voltage of 40 kV and radiation 
wavelength of 1.5418 Å ( in Figure 5.4).  
 
Figure 5.4. A schematic illustration of X-ray diffraction tests with Bragg’s law. 
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Diffraction patterns were analysed using the High Score software, in which they 
were compared against patterns from the International Centre for Diffraction Data 
(ICDD). A diffraction pattern is obtained by measuring the intensity of scattered waves 
as a function of scattering angle (). Very strong intensities (Bragg peaks) are obtained 
in directions for which the scattering angles satisfy the Bragg condition [129]. 
The scan was performed in the range between 30° and 120° (2), with a step size 
of 0.05° and count time at each step of 0.25 s. The specimen had a diameter of 
13.3 mm and thickness of 3 mm. The resultant XRD spectrum is shown in Figure 5.5, 
where it can be seen that (at ambient temperature) the material is composed solely of 
the B2 austenitic phase.  
 
Figure 5.5. XRD spectrum from a NiTi sample, showing peaks from only the austenitic (B2) phase, which 
is cubic (with a lattice parameter of 0.2998 nm). 
The peak list in Table 5.1, was obtained for powder diffraction from the ICDD 
database [130].  




a = b = c = 2.998 Å 









2θ (º) d (Å) hkl 
Identified 
peaks 
29.7 2.99 {100} no 
42.6 2.11 {110} yes 
52.8 1.73 {111} no 
61.8 1.49 {200} no 
70.1 1.34 {210} no 
77.8 1.22 {211} yes 
92.8 1.06 {220} yes 
Table 5.1. Peak list, interplanar spacing and Miller indices for a superelastic NiTi alloy over the range of 
the experiment. 
From this spectrum, the strong {110} peak is a clear indication that the austenitic 
phase (B2) has developed a more marked texture. This is a strong preferred orientation 
of austenite with the {110} lattice planes parallel to the surface. It is not unusual since 
the sample consisted of a disk cut from an extruded rod made of a polycrystalline NiTi 
alloy, which tends to present texture in the axial (extrusion) direction. The {100}, {111}, 
{200} and {210} peaks also satisfy Bragg’s condition, but their relative intensities 
detected in this experiment were very low (lower than 1.5%) and, therefore, not visible 
in the spectrum. This has also been reported in the literature [131, 132] for textured 
NiTi alloys (especially wires). 
5.4. Microscopy 
Optical microscopy (OP) was performed using an optical microscope (Leica 
DM 4000B) in reflected mode, in which the images were captured using a 
Moticam 1000 digital camera.  
The grain structure, which can be seen in the optical micrograph in Figure 5.6, is 
approximately equiaxed (in transverse section), with a grain size of around 30-70 m, 
determined by using the intercept line method. Axial sections exhibited a similar 
microstructure. The composition was investigated using EDX (Energy-Dispersive 
X-Ray spectroscopy) in an SEM, which yielded a value of Ni-49.2 at%Ti. 
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This is approximate as expected, although this is not a highly accurate technique and 
the averaged error on this figure is as high as ±0.3% from 10 analysed regions. 
 
Figure 5.6. Optical micrograph of a transverse section of the NiTi rod. 
Thus, the grain size is small in comparison with the indenter diameters used in this 
work (4 mm and 8 mm). This assures that the indents will interrogate a large number 
of grains, which is crucial when the objective is to extract bulk properties from 
indentation testing. In this regard, it is possible to capture the influence of an assembly 
of grains being deformed, not only of the crystallographic texture of the material but 
also of the way that cooperative deformation of neighbouring grains takes place. 
5.5. Resonant Frequency and Damping Analyser 
Low strain measurements of Young’s moduli for both phases were carried out using 
a Resonant Frequency and Damping Analyser (RFDA) (model system 23, 
version 6.3.0, supplied by IMCE NV). The RFDA is a system designed for impulse 
excitation measurements. The RFDA basic system measures the resonant frequencies 
and internal friction or damping and calculates Young's modulus of samples, according 
to ASTM E1876-15 [133]. The specimen is mechanically tapped by a small flexible 
hammer with an automatic excitation unit. The induced vibration signal is detected with 
a USB-microphone and the elastic modulus was inferred by the built-in software. 
500m 
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Tests were performed within a frequency range of 10-16 kHz. The measurements 
were performed at room temperature (~20˚C) for the austenitic phase. For the 
martensitic phase, fully achieved only at very low temperatures according to the DSC 
results (Mf = -78˚C), the sample was dipped into liquid nitrogen (~-190ºC) and quickly 
tested. In this context, the obtained value for the modulus of austenite (EA) was 
72 GPa ± 1.0 GPa, whereas for the modulus of martensite (EM) the value was 
93 GPa ± 1.0 GPa. These moduli will be used as input parameters in the material 
formulations in the next chapters. 
 




The following topics can be summarised from this experimental chapter: 
▪ The transition temperatures Ms, Mf, As and Af, obtained via DSC, are respectively 
about -37ºC, -78ºC, -32ºC and -10ºC. That confirms that the material should be 
entirely austenite at room temperature (in the absence of applied stress). 
▪ The austenitic phase has a marked texture, as shown by the {110} peak in the 
XRD spectrum. The {100}, {111}, {200} and {210} peaks also satisfy Bragg’s 
condition, but their relative intensities were very low (lower than 1.5%) and, 
therefore, they are not visible in the spectrum. This is not unusual for a 
polycrystalline material from an extruded rod, such as this one, which tends to 
present some degree of texture in the axial (extrusion) direction. 
▪ The optical micrograph revealed that the grain structure is approximately 
equiaxed (radial and axial direction), with a grain size of around 30-70 m. This 
result establishes that the grain size is small in comparison with the indenter 
diameters used in this work (4 mm and 8 mm). This assures that the indents will 
interrogate a large number of grains, which is crucial for the extraction of bulk 
properties from indentation testing. 
▪ The chemical composition, investigated via EDX, was Ni-49.2 at%Ti (±0.3%), 
which was approximately that provided by the manufacturer of the NiTi rods 
investigated here. 
▪ Young’s moduli of both phases were investigated using RFDA. The value 
obtained for the modulus of austenite was 72 GPa ± 1.0 GPa, whereas for the 
modulus of martensite the value was 93 GPa ± 1.0 GPa. 
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6. DEVELOPMENT OF FINITE ELEMENT MODELS 
6.1. NiTi in Commercial Codes 
Currently, there are finite element solvers, such as ABAQUS, which incorporate 
built-in routines to predict the superelastic behaviour of NiTi. This user-material 
subroutine (UMAT - ABQ_SUPER_ELASTIC) can be used in either Abaqus/Standard 
or Abaqus/Explicit [66]. This routine is based on the mathematical and 
phenomenological descriptions proposed by Auricchio and Taylor [27] (§3.5.1), 
Auricchio [63] and Auricchio and Sacco [59] (§3.5.2). 
The complete set of parameter values to be specified for implementation of the 
ABAQUS package is shown in Table 6.1. The first seven parameters (identified in 
Figure 2.7) can be obtained directly from stress-strain curves. 
Parameter Symbol 
Young’s modulus of Austenite EA 
Young’s modulus of Martensite EM 
Transformation strain L 
Martensite start stress Ms 
Martensite finish stress Mf 
Austenite start stress As 
Austenite finish stress Af 
Poisson’s ratio of Austenite A 
Poisson’s ratio of Martensite M 
Temperature coefficient of phase transition stress (loading) CA 
Temperature coefficient of phase transition stress (unloading) CM 
Table 6.1. NiTi alloy parameter values for use in the ABAQUS model, adapted from ABAQUS User 
Manual [66]. 
There are other material formulations capable of capturing, with limitations, the 
behaviour of such materials (see §3.5.3). However, these are not necessarily available, 
and sometimes they include “calibration factors”, making them difficult to understand. 
Lagoudas et al. [71] proposed an energy-based formulation, also used in this work, 
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which requires some more material parameters, as presented in Table 6.2. This is an 
open-source formulation, and its input parameter values are obtained from uniaxial 
mechanical testing and DSC as well as some material constants. 
Material properties Symbol 
Phase transition parameters (from stress-strain curve)  
Martensite start stress Ms 
Transformation strain L 
Austenite start stress As 
Temperature coefficient of phase transition stress (loading) CA 
Temperature coefficient of phase transition stress (unloading) CM 
  
Elastic constants  
Modulus of austenite EA 
Modulus of martensite EM 
Poisson’s ratio of austenite A 
Poisson’s ratio of martensite M 
  
Phase transformation temperatures (DSC)  
Martensite start temperature Ms 
Martensite finish temperature Mf 
Austenite start temperature As 
Austenite finish temperature Af 
  
Density and thermal properties  
Density  
Coefficient of thermal expansion of austenite A 
Coefficient of thermal expansion of martensite M 
Specific heat c 
Thermal conductivity  
Table 6.2. Material parameters for NiTi alloys for use with the energy-based formulation proposed by 
Lagoudas et al. [71]. 
6.2. FE Indentation Model 
An axisymmetric FEM model for simulating spherical indentation was built in 
ABAQUS. Both indenter ball and specimen were modelled as illustrated in Figure 6.1. 
The parts will be modelled as deformable bodies and meshed with first order 
quadrilateral and triangular elements. 




Figure 6.1. FE model of indentation with magnified fine-mesh partition. 
The spherical indenter is expected to remain elastic throughout, although it can be 
important in high precision work of this nature not to treat it as a rigid body: not only is 
it possible for its elastic deformation to make a significant contribution to the overall 
displacement, but its lateral Poisson’s expansion could affect the outcome, particularly 
if attention is being focused on the shape of the residual impression, regarding the 
indenter. The two elastic constants, Young’s modulus and Poisson’s ratio, used for the 
WC-Co cermet indenter were 650 GPa and 0.21, respectively. Such modelling also 
allows a check to be made on whether there is any danger of these parts being 
plastically deformed.  
The spherical indenter had 5637 quadratic triangular elements of type CAX6, and 
the sample had 16532 linear quadrilateral elements of type CAX4H (coupled 
temperature-displacement). Meshes were refined in regions of the sample close to the 
indenter (see Figure 6.1 - Section A). 
Sensitivity analyses confirmed that the meshes employed were sufficiently fine to 
achieve convergence, numerical stability and mesh-independent results. The complete 
sample was included in the simulation, with its rear surface rigidly fixed in place.  When 
modelling the complete sample, contributions to the displacement caused by its elastic 
deformation (as well as plastic deformation) are fully captured. Assuming that 
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conventional plasticity does not take place and that any tensile-compressive 
asymmetry can be ignored, the user material subroutine for superelastic deformation 
previously mentioned can be used.  
6.3. FE Uniaxial-Compression Model 
A three-dimensional FE model for simulating the mechanical behaviour of NiTi was 
built in ABAQUS, attempting to reproduce the cube subjected to uniaxial compression, 
as illustrated in Figure 6.2.  
 
Figure 6.2. FE modelling of NiTi cube undergoing uniaxial compression between steel plates: (a) sample 
on steel platen (without top platen) and (b) Cut-through view of the specimen between the platens. 
The model has taken into account the elasticity of the compression platens 
(E ~ 195 GPa and   ~ 0.27) which, in this case, could affect the experimentally 
measured displacement. The volume elements in the model were linear hexahedra, 
type C3D8 (8-node linear brick), with 30625 elements in each platen and 
1000 elements in the sample (coupled temperature-displacement).




This chapter can be summarised as: 
▪ Finite Element Models were built to simulate the behaviour of superelastic NiTi 
under indentation and uniaxial compression. 
▪ Modelling aspects such as mesh, boundary conditions and element type were 
defined. 
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7. ALGORITHM FOR EXTRACTION OF MATERIAL 
PROPERTIES 
7.1. Quantification of the Goodness-of-Fit 
The procedure used in the current work to quantify the goodness-of-fit between 
predicted and target indentation outcomes was least squares regression. This is 
popular for optimising a set of model parameter values, by quantifying the fit between 
the modelled values of a scalar variable and corresponding expected values [9-11]. 
These are the parameter values that minimise the sum of the squares of the residuals, 
which are the differences between expected and modelled values of the variable. 
For the current work, the primary outcome is a load-displacement plot, the variable 
is the load (as a function of displacement), and the parameters are those in the 
selected constitutive law for material superelasticity. It would also be possible to 
include in this set other parameters that influence the indentation process, such as the 
coefficient of friction, although that has not been done for the results presented here. 
It may also be noted that other outcomes could be used, either alternatively or 
additionally. For plasticity, the other outcome that is likely to be used is the residual 
indent shape (indent depth as a function of radial location), although that has not been 
done in the current work since there was no residual indent. 
More generally, when other material properties are being sought, there are several 
options concerning the outcomes that might be obtained from experimental 
load-displacement-time datasets and used as target variables. In recent work, for 
example, Burley et al. [134] evaluated a strain rate sensitivity parameter from ballistic 
indentation experiments, using both displacement-time and residual indent shape 
datasets as outcome variables. Having more than one target variable can complicate 
the convergence procedure, although, in that particular case (with just a single material 
property parameter to evaluate), simple linear scans in parameter space allowed rapid 
identification of optimal values. 
The sum of the squares of the residuals, S, can be expressed: 












= −  (7.1) 
where i,M is the ith value of the modelled displacement (predicted by FEM) and i,E is 
the corresponding experimental (target) value. The value employed for N was around 
100. The perfect fit will lead to a value of zero for S. Since S is dimensional, it has 
units, so that its magnitude cannot be used to give a universal indication of the quality 



















where av,E is the average of the experimentally-measured displacements (across the 
range of loads being used) and N is the total number of displacement increments.  The 
parameter Sred is a positive number, with a value that ranges upwards from 0 
(corresponding to a perfect fit).  
A value of Sred below about 10-3 represents a degree of fit that might generally be 
regarded as “good”. It has been found [11] during the extraction of plasticity parameters 
that such values indicate that the material response is being captured well by the 
analytical equation concerned. However, it should be recognized that there are some 
differences with superelasticity. An important point is that the penetration ratio (/R) 
must be kept low (<0.7%) in order to avoid stimulating irrecoverable strains 
(i.e. creating peak strains above about 4%). This does generate a considerable 
potential for “compensation”, i.e. for various sets of input parameter values to give 
effectively the same (load-displacement) outcome. This is exacerbated by the fact that 
several (at least about 5) independent parameter values are required to characterise 
the superelastic stress-strain behaviour, whereas 3 variables are required to 
characterise plasticity. 
Furthermore, a valuable capability for plasticity is to use the residual indent profile 
as an additional, or alternative, outcome on which to target the modelling. This is not 
an option for superelasticity, which leaves no residual indent. The upshot of these 
effects is that a value of Sred corresponding to “good” fit does not necessarily 
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correspond to a reliable set of parameter values.  Also, convergence is likely to be 
slow − much slower than for plasticity, which is often completed in fewer than 100 
iterations. 
7.2. Iterative Convergence on Best-Fit Parameter Values 
7.2.1. Convergence Method 
Modelling the indentation testing using best-fit set of parameter values obtained 
from uniaxial testing is a relatively simple operation, and hence to obtain a predicted 
outcome − focused here on the load-displacement relationship, although the model 
can also be used to monitor other outcomes (such as the evolving stress and strain 
fields and progression of the phase transformation). However, simply checking the 
consistency, in this way, is not the main objective of the current exercise, which is to 
explore the inverse operation of starting with the load-displacement plot and inferring 
from this the stress-strain relationship − i.e. the values of the SE parameters that define 
this relationship within the ABAQUS formulation. This has been done in the current 
work by using the well-known convergence algorithm of Nelder-Mead [121], which is 
based on a study of how the sought parameters behave in the multi-coordinate space 
of the parameters to be evaluated (the SE parameters of the material concerned).  
For a model with m parameters, the search is performed within an m-dimensional 
parameter space, within which a simplex is defined. This is a polytope with (m+1) 
vertices (i.e. a triangle in 2D, as the example illustrated in Figure 7.1, a tetrahedron in 
3D etc). Each vertex corresponds to a particular combination of all of the m parameters 
in the set, and the simplex covers a range of values for all of these. These points can 
be expressed as vectors (first rank tensors) in parameter space, designated x1, 
x2,…xm+1, each of which consists of a set of m parameter values. After each iteration 
(new set of FEM simulations), the objective is to “improve” the simplex by replacing the 
worst vertex (i.e. the one with the highest value of S) with a better point. The search 
for this better point is along a line in parameter space defined by the worst point and 
the centroid of the rest of the simplex, which is the average position of the remaining 
points (after removal of the worst point). A new simplex is then created, and the 
process is repeated until the gradient is approximately zero (e.g. it reaches the 
established tolerance). 




Figure 7.1. A schematic example of the “downhill” Nelder-Mead algorithm in two-dimensions, with an 
idealised Sred = 0. 
It is worth noting that the step size at each stage reduces in size as the algorithm 
moves forward [135, 136]. The Nelder-Mead simplex can change in five different ways 
during an iteration, as illustrated in 2D in Figure 7.2. Except in the case of shrink, the 
worst vertex of the simplex at iteration k (point x3) is replaced at iteration k + 1 by one 
of the reflection, expansion, or contraction points. 
 
Figure 7.2. Nelder-Mead simplices after reflexion, expansion, outside contraction, inside contraction, 
and shrink. The original simplex is shown with a dashed line. 
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Once an initial simplex has been created, each iteration comprises the following 
steps: 
I. The values of S are calculated for each vertex and the vertices are ranked, such 
that S(x1) < S(x2) < …< S(xm+1). The point to be replaced is xm+1. The centroid of 







x x  (7.3) 
This defines the search direction (xcen - xm+1). 









m+1( )  (7.4) 
where  is a scale factor. The value of S is calculated for this point. If 
S(x1) < S(xref) < S(xm), so that xref is of intermediate quality, then xref is accepted, 
replacing xm+1. Otherwise, the algorithm proceeds to step 3. 
III. Expansion: If S(xref) < S(x1), so that xref is the best point yet, this could indicate 









m+1( )  (7.5) 
where  is a scale factor (>). The value of S is calculated for this point. If 
S(xexp) < S(xref), then xexp is accepted, replacing xm+1. Otherwise, xref is accepted, 
replacing xm+1.  
IV. Outside contraction: If S(xm) ≤ S(xref) < S(xm+1), so that xref is an improvement 
on xm+1, but would become the new worst point, the value of S is calculated for a 









m+1( ) (7.6) 
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where  is a scale factor (<). The value of S is calculated for this point. If 
S(xOC) ≤ S(xref), then xOC is accepted, replacing xm+1. Otherwise, the algorithm 
proceeds to step 6. 
V. Inside contraction: If S(xm+1) ≤ S(xref), so that xref is worse than all of the points 
in the existing simplex, then the value of S is calculated for a point between xcen 








m+1( )  (7.7) 
where  is another scale factor. The value of S is calculated for this point. If 
S(xIC) < S(xref), then xIC is accepted, replacing xm+1. Otherwise, the algorithm 
proceeds to step 6. 
VI. Shrink: If none of the previous steps are able to improve the simplex, then it is 








j( )  (7.8) 
for 2 ≤ j (m+1).  The algorithm then starts the next iteration at step 1. 
The scale factors (, ,  and ) are often ascribed values of 1, 2, 0.5 and 0.5 
respectively, but these can be tuned to cope with particular situations, such as different 
levels of noise.  The Scientific Python implementation allows for these scale factors to 
be adapted as the algorithm proceeds, as described in Gao and Han [120]. 
7.2.2. Code for Extraction of Optimised Material Parameters 
The algorithm for extraction of superelastic parameter values was developed in 
Python. The code with the search algorithm in “.py” format is available in 
Appendix §12.2. The flowchart in Figure 7.3 shows the working sequence of the 
proposed algorithm. It is necessary to establish initial guesses for each parameter. The 
model is then run for this particular parameter combination, generating a modelled 
load-displacement curve, which is compared with an experimental one, yielding a value 
of S. If the sum of squares is within the specified tolerance, then the process is 
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terminated. If not, then the algorithm carries on the process repeatedly until the 
tolerance is reached. 
 
Figure 7.3. Flowchart of the convergence algorithm for parameter search. 
Regarding the sought parameters, firstly, the values of the elastic properties of the 
indentation rig were taken to be invariant and excluded from this algorithm. This was 
also done with the Poisson’s ratio of the phase () and the temperature coefficients of 
phase transition stress (C). These parameters have a relatively small effect on the 
overall behaviour (discussed in more detail in §10.1). The Young’s moduli of the two 
phases in the NiTi alloy were taken from the mechanical testing since the experimental 
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measurement of these two (in the uniaxial test) should be reasonably reliable. If only 
indentation data were available (which is the target scenario for this methodology), 
then these would not necessarily be available, so they might have to be included in the 
convergence algorithm. However, in practice it is likely that they might be at least 
reasonably well-established, so the procedure described here might be appropriate. 
This leaves a set of 5 parameter values to be optimised in terms of fit between 
measured and modelled indentation load-displacement curves, when using the 
formulation proposed by Auricchio and Taylor [27]. Obtaining convergence in a 
5-parameter space might be expected to be a relatively slow operation, possibly 
requiring a large number of iterations of the FE modelling operation. However, it is 
clear that, in this case, some of the parameter values will predominantly affect the 
loading curve, while others will mainly influence the unloading curve. 
The algorithm is terminated once a specified convergence criterion has been met.  
This can be defined as a relative difference (commonly 10-4) in S and/or x between 
successive iterations. In the present work, this requirement was applied to both S 
and x. The number of iterations to achieve convergence depends on a number of 
factors, in addition to this criterion specification. These mostly relate to the way that 
the goodness of fit varies in parameter space, which in turn depends on several issues 
(including how well the stress-strain curve can be captured by the selected constitutive 
law). There may in some cases be a danger of converging on a local minimum. 
Difficulties can also arise from the presence of “plateau regions”, where various 
parameter value combinations give very similar degrees of fit. In general, however, it 
has been found that the algorithm employed performs reasonably well in this context. 
Overall, the computational operation is tractable in most cases. The procedure 
could, however, be facilitated if the starting values for the simplex are in an appropriate 
region of parameter space (i.e. if the initial trial values are reasonably close to the best 
solution set). Otherwise, the number of iterations for convergence may go up 
significantly. 




The main findings of this chapter can be summarised as: 
▪ The quantification of the goodness-of-fitness, in this work, will be made by the 
sum of the squares of the residuals between modelled (predicted by FEM) and 
corresponding experimental (target) load-displacement curves. For a universal 
indication, this quantity was normalised and converted into the “reduced sum of 
squares”.  
▪ The well-known convergence algorithm of Nelder-Mead, which is based on a 
study of how the sought parameters behave in a multi-coordinate space of the 
parameters, will be used in this work with the SE parameters of the material 
concerned. This algorithm has been successful with plasticity, where the optimal 
combination was searched in a 3D parameter space. 
▪ An algorithm for extraction of superelastic parameter values was developed in 
Python. The moduli of both phases were not included in this search procedure 
for simplification purposes (as well as other material constants). This leaves a set 
of 5 parameter values to be optimised in terms of fit between measured and 
modelled indentation load-displacement curves, when using the selected 
material formulation. The “reduced sum of squares” below about 10-3 represents 
a degree of fit that might generally be regarded as “good” for the convergence of 
this algorithm. It has been found, during the extraction of plasticity parameters, 
that such values indicate that the material response is being captured well by the 
analytical equation concerned. A different response, in terms of degree of fit, 
might be found when applying this procedure to superelastic parameter values. 
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8. UNIAXIAL COMPRESSION TESTING 
8.1. Set-up for Uniaxial Compression Testing 
In order to obtain the “correct” (quasi-static) superelastic parameter values for this 
material, samples were subjected to uniaxial compression testing between rigid 
(hardened steel) platens. Testing was carried out under displacement control at a rate 
of 1 mm min-1, using an Instron 5562 screw-driven testing machine, with a load cell 
having a capacity of 30 kN. The strain rate generated during these tests was thus about 
4 10-3 s-1. A schematic illustration of the set-up for uniaxial compression is shown in 
Figure 8.1. 
 
Figure 8.1. A schematic illustration of the mechanical testing set-up for compression testing. 
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This set-up was designed to allow strains to be simultaneously measured using two 
techniques. Firstly, pre-wired strain gauges with a resolution of about ±0.1 m (linear 
0.3 mm grid, 120 , two leads and a gauge factor of 1.51, supplied by Omega 
Engineering Ltd) were stuck onto the samples, using epoxy adhesive. The limitation of 
this technique is its low strain range, around 2.5% (uniaxial compression), which is not 
enough to capture the full superelastic loop (~4%) and higher strain levels. Secondly, 
an eddy current gauge (supplied by Micro-Epsilon Ltd) was attached to the upper 
platen and actuated against the lower platen. This had a resolution of about ±0.25 m. 
Only the eddy current gauge could be used for the complete stress-strain loop, but 
these readings needed to be corrected for the compliance of the loading train over 
which the gauge was measuring. While this compliance was small, the correction was 
necessary, since the sample was also quite stiff, and the measurements were being 
made over relatively small displacement ranges. Some issues that might induce errors 
when measuring strains by “indirect” methods are the deformation of the compression 
platens (despite being only a few microns, it may cause noticeable errors), and the 
loaded faces not being perfectly parallel or normal to the loading axis. 
Tests were performed up to displacements of about 0.2 mm (~4-5%) so that each 
test took about 12 s to complete. Several repeat tests were carried out. Both stress 
and strain levels were converted from nominal to true values, using the standard 
expressions: 
  = +(1 )
T N N  (8.1) 
 = +ln(1 )
T N  (8.2) 
with the strains, in this case, being negative (compressive), so that the true stress has 
a magnitude lower than the nominal value, while the true strain has a larger magnitude 
than the nominal strain. This is based on deformation taking place at constant volume.  
In fact, both conventional elastic deformation and superelastic deformation (occurring 
via the phase transformation) do involve a volume change, the former being (1-2) 
times the axial compressive strain and the latter being about -0.4% in this case. These 
are both very small, so the assumption of constant volume should be acceptable for 
these purposes. 
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Cuboid samples (5 mm  5 mm  5 mm) were tested at room temperature 
(20°C ± 2°C), using MoS2 lubricant to minimise barrelling. These were cut with one 
surface normal to the extrusion axis, and testing was carried out both along and 
transverse to this direction. Extruded rods commonly exhibit strong crystallographic 
texture and so are often significantly anisotropic in various mechanical properties: this 
can be significant even in materials, such as this one, that do not exhibit pronounced 
grain shape anisotropy. 
8.2. Compliance of the System 
It is essential to establish a correct location for the displacement transducer in order 
to precisely monitor the strains from the specimen. Moreover, depending on where the 
transducer is attached, the measured strains could easily be misinterpreted. In this 
regard, it is essential to use a second measurement system to crosscheck the results. 
Stress-strain plots with strain outcomes of two different measurement systems: strain 
gauge and eddy current displacement transducer. This is presented in Figure 8.2. 
 
Figure 8.2. Stress-strain plot of a NiTi cube undergoing uniaxial compression (in the axial direction) 
using two different measurement systems: eddy current transducer and strain gauge. 
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It is clear that the compliance of the platens affects the data from the displacement 
transducer. The platens tend to deform around the specimen, which causes the initial 
gradient (lower than 1% strain) of the stress-strain curve (modulus of austenite, EA) to 
be much lower than expected. This certainly affects the entire curve, and the measured 
strains will appear to be higher than their “correct” values. This is fully discussed in the 
FE modelling section (§8.7). The outcomes of the strain gauges, however, are not 
affected by the elasticity of the platens, given that these sensors are attached directly 
to the specimens, as illustrated in the set-up in Figure 8.1. The limitation of this method 
is its low strain range (up to ~2.5% in the axial direction). The correlation between 
strains measured simultaneously via eddy current sensor and strain gauges is shown 
in Figure 8.3. 
 
Figure 8.3. Correlation between strains measured simultaneously via eddy current sensor and strain 
gauges for four specimens: (a) axial specimen axial 1, (b) radial specimen 1, (c) axial specimen 2 and 
(d) radial specimen 2. 
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Ideally, the strains obtained from the strain gauges would, solely, be sufficient. 
However, the strain levels analysed in this current work are higher than the upper limit 
of the strain gauge (~2.5%). In this regard, a compliance correction procedure must be 
established. This is a common procedure in axial mechanical testing, but it is of greater 
importance in the present context as well as for conventional testing of most metals. 
The strains measured off the eddy current sensor were corrected with the strains 
measured off the strain gauge, at the same stress interval. This generated the 
correction curve (in green), and its gradient was used to correct the stress-strain plots 
obtained via eddy current transducer. The averaged “correction gradient” obtained 
from this procedure was 1 GPa ± 0.040 GPa. This implied a compliance value of 
~2.1 m kN-1. The comparison between the corrected stress-strain curve and the ones 
obtained directly from strain gauge and eddy current measurements is presented in 
Figure 8.4. More corrected stress-strain plots are shown in Appendix §12.3. 
 
Figure 8.4. Comparison between a corrected stress-strain curve and the ones obtained simultaneously 
via strain gauge and eddy current sensor. 
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After the compliance correction, the value of EA obtained via mechanical testing is 
similar to the one obtained via RFDA (§5.5) which was 72 GPa ± 1.0 GPa at room 
temperature (~20˚C). This result highlights the importance of having at least two 
independent measurement systems. 
8.3. Superelastic Limit: Major and Minor Loops 
The strain range of interest in the present work is that in which deformation occurs 
via superelasticity. The literature [4, 30, 34, 36, 37] reports a strain range of up to 10%, 
but for this material the limit is lower. It is possible to determine the superelastic limit 
experimentally from the stress-strain plot. It is defined as the point at which the material 
is fully transformed into martensite. The phase transition is completed at the end of the 
plateau (where the martensite fraction is equal to 1) during the forward transformation, 
as illustrated in Figure 8.5. It can be seen that the superelastic limit is below 4%. 
 
Figure 8.5. Stress-strain plot (in the axial direction) highlighting the definition of the superelastic limit. 
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The dashed loop is known in the literature [53] as the major (stress-strain) 
superelastic loop. It is possible to have minor superelastic loops, within the major one, 
when unloading starts when the material is not fully transformed into martensite, e.g. 
with the fraction of martensite greater than 0 and less than 1. Seven minor loops 
(specimens 1-7) are shown in Figure 8.6, each obtained from uniaxial compression in 
the axial direction of seven different NiTi cubes to avoid mechanical cycling 
effects [53]. 
 
Figure 8.6. Seven minor loops (1-7) obtained from uniaxial compression (in the axial direction) of seven 
different NiTi cubes. 
8.4. Anisotropy Investigation 
Anisotropy has been investigated via mechanical testing in the axial and radial 
directions. Representative plots for compression testing of NiTi in both directions are 
shown in Figure 8.7. 




Figure 8.7. Stress-strain plots, during loading and unloading, for uniaxial compression in axial and radial 
directions (extruded rod coordinate system), from testing of 2 samples in each case. T = 20˚C (293K). 
It can be seen from this figure that, within a small margin, there are no significant 
differences between the datasets, providing evidence that the material is effectively 
isotropic. Thus, although the sample has a <110> austenite phase texture, this does 
not translate into noticeable anisotropy in terms of the mechanical behaviour. 
8.5. Superelastic Loop Parameter Values 
According to the definition of superelastic limit established previously, the material 
parameter values commonly used to define the stress-strain curve of NiTi are shown 
in Figure 8.8, using the axial specimen 1 in Figure 8.7 as a “target” or “correct” curve. 
These superelastic parameter values will be used as inputs when modelling the 
superelastic behaviour of NiTi [63]. Some authors define this stress-strain curve 
differently [71], in which case other material parameters would be required. The moduli 
of the phases were measured via RFDA (§5.5). The measurements were made at room 
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temperature (~20˚C) for the austenitic phase, which produced a modulus of 
72 GPa ± 1.0 GPa. This value agrees well with the value obtained via uniaxial 
compression, using strain gauges. 
 
Figure 8.8. Stress-strain plot with 7 of the parameters required for input into the FEM model for SE 
deformation. 
For the martensitic phase, the modulus determined via RFDA (§5.5) was 
93 GPa ± 1.0 GPa. Some controversy concerning the modulus of this martensitic 
phase has been reported in the literature [5], with values in the range between 
28-41 GPa being reported in some cases. However, Sittner and co-authors [5] reported 
that this low Young’s modulus value is not valid for compression and other deformation 
modes. According to this research paper [5], much higher values (90-120 GPa) have 
been obtained from both mechanical testing and X-Ray (or neutron) diffraction 
methods (evaluating lattice strains from relative changes in lattice spacing). 
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Another material parameter, used as input in some material formulations, is the 
temperature coefficient of the phase transition stress (C), which can be extracted from 
the stress-strain-temperature diagram (§3.4). According to the 
Clausius-Clapeyron relationship, the stress required to induce the transformation 
increases linearly with temperature. This implies that C can be inferred from two points 
(transition stress, temperature). The transition temperatures were obtained from DSC 
at zero stress (§5.2). Thus, these points can be combined with those obtained from the 
stress-strain curve (see Figure 8.8) at room temperature. The outcome of this 
procedure is the stress-temperature plot presented in Figure 8.9. 
 
Figure 8.9. Stress-temperature plot obtained from stress-free DSC tests (Figure 6.2) and stress-strain 
tests (Figure 7.6) at room temperature (~294 K). 
Numerical averages between the curves obtained for each phase gave values of 
7 MPa K-1 for the martensitic phase and 5 MPa K-1 for the austenitic phase. These 
values are also within the range found in the scientific literature [5, 34, 45, 57]. 
 Chapter 8 - UNIAXIAL COMPRESSION TESTING 
85 
 
This parameter is important when modelling is performed at a different temperature at 
which the experiments were carried out.  
8.6. Stress-Strain Curves as a Function of Temperature 
Stress-strain plots were also obtained at different temperatures, as shown in Figure 
8.10. As demonstrated previously, the material does not show significant anisotropy, 
and for the purposes of this section, the axial direction of the rod is the loading 
direction. 
 
Figure 8.10. Stress-strain plots obtained from uniaxial compression of NiTi cubes (in the axial direction) 
at different temperatures. 
Specimens tested at higher temperatures (above room temperature of ~20˚C) do 
not show evidence of superelastic recovery upon unloading, having a relatively large 
amount of “unrecovered” deformation instead. This is related to the decrease in the 
stress to induce slip as the temperature increases. This stress, together with the stress 
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to induce martensite, will delimit a “region of superelasticity” in the stress-temperature 
diagram, shown in Figure 2.8. In this plot, the line representing the critical stress to 
induce martensite, Ms, has a positive gradient, since this stress increases with 
temperature, from the Clausius-Clapeyron relationship. The line representing the 
stress required to induce slip decreases with temperature, since dislocation motion 
becomes easier at higher temperatures, due to reduced energy barriers.  
The austenite finish temperature, Af, in this case, is -10˚C, which indicates that tests 
performed over 30˚C might have fallen out of the region of interest. NiTi alloys usually 
present a very narrow temperature range within which superelasticity can occur [45]. 
In this regard, these uniaxial tests provided guidance for the indentation experiments, 
meaning that testing above room temperature must not be performed, in order to avoid 
inducing plasticity. 
8.7. Modelling of Uniaxial Compression 
8.7.1. Issues with the Elasticity in the Compression Rig 
The UMAT used, in this specific case, was the one embedded in ABAQUS, 
proposed by Auricchio and Taylor [27].  
Parameter Symbol Value 
Modulus of austenite EA 72 GPa 
Modulus of martensite EM 93 GPa 
Transformation strain L 0.032 
Martensite start stress Ms 510 MPa 
Martensite finish stress Mf 605 MPa 
Austenite start stress As 330 MPa 
Austenite finish stress Af 110 MPa 
Temperature coefficient of phase transition stress (loading) CA 5 MPa K-1 
Temperature coefficient of phase transition stress (unloading) CM 7 MPa K-1 
Table 8.1. Parameter values obtained in the current work from the experimental stress-strain curve, for 
the formulation proposed by Auricchio and Taylor [27]. 
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A summary of the material parameter values obtained from the uniaxial 
compression testing of NiTi cubes used in this work are presented in Table 8.1. These 
parameters were obtained via uniaxial compression (see §2.4). The stress fields in 
both specimen and platens are illustrated in Figure 8.11. 
 
Figure 8.11. Stress fields of compression testing fixtures with focus on specimen undergoing 
compression: (a) One of the edge facets and (b) Cut-through view halfway into the specimen. 
As expected, the specimen had a high-stress region (at least slightly higher than 
the martensite finish stress) around the edges and corners. These areas seem to be 
less pronounced further into the specimen (away from the corners). It is worth noting 
that stresses generated in the platens are well below their yield stresses (<1800 MPa). 
At a microscopic level, despite being relatively stiff (Young’s modulus ~195 GPa), the 
stainless-steel compression platens tend to deform around the specimen, which 
causes the modulus of austenite (EA) to be less steep than its expected value when 
measuring the displacement of the top platen.  
As a result of the compliance, the measured strains appear to be higher than their 
“correct” (experimental) values. The outcome of the strain gauge, however, is not 
affected by the elasticity of the platens, since they are monitoring strains directly on 
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the specimen. This is also captured by the modelled stress-strain curves shown in 
Figure 8.12. These results highlight the importance of understanding the strains 
measured by the eddy current transducer. Furthermore, it is essential to establish a 
procedure to remove the compliance of the system from the data in order to correct 
the results from the mechanical testing. 
 
Figure 8.12. Comparison between FE modelled stress-strain curves highlighting the modelled strains 
measured at different locations (specimen and top platen). 
8.7.2. Modelling Minor Stress-Strain Loops 
Minor stress-strain loops have been modelled in this section using different material 
formulations. The superelastic loops were modelled with both ABAQUS-embedded 
UMAT [27] and open-source UMAT proposed by Lagoudas et al. [71]. The later is a 
constitutive model with different forms of the transformation hardening function (§3.5.2) 
and it needs more experimental input parameters than the one embedded in 
ABAQUS [27] (see Table 6.1). A summary of the parameters for the UMAT proposed 
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by Lagoudas et al. [71] is shown in Table 8.2. Some of these parameters are material 
constants and were taken from the literature [34, 53]. 
Material properties Symbol Value 
Phase transition parameters (from stress-strain curve)   
Martensite start stress Ms 510 
Transformation strain L 0.032 
Austenite start stress As 330 
Temperature coefficient of phase transition stress (loading) CA 5 MPa K-1 
Temperature coefficient of phase transition stress (unloading) CM 7 MPa K-1 
   
Elastic constants   
Modulus of Austenite EA 72 GPa 
Modulus of Martensite EM 93 GPa 
Poisson’s ratio of austenite A 0.33 
Poisson’s ratio of martensite M 0.33 
   
Phase transformation temperatures (DSC)   
Martensite start temperature Ms 236K 
Martensite finish temperature Mf 195K 
Austenite start temperature As 241K 
Austenite finish temperature Af 263K 
   
Density and thermal properties   
Density  6450 Kg/m3 
Coefficient of thermal expansion of austenite A 11.0 x 10-6 K-1 
Coefficient of thermal expansion of martensite M 6.6 x 10-6 K-1 
Specific heat c 329 J/(KgK) 
Thermal conductivity  22 W/(mK) 
Table 8.2. Material parameters for NiTi alloys [34, 53] together with DSC transition temperatures for use 
with the energy-based formulation proposed by Lagoudas et al. [71]. 
A comparison between modelled (with different formulations) and experimental 
curves is presented in Figure 8.13 for the different approaches. In general, the 
formulations capture well the material behaviour (major and minor loops) during the 
loading, except the one with the exponential hardening function. During unloading, in 
terms of major loops, the approaches give a reasonable agreement with the overall 
shape of the curve, but it is quite poor towards the end. The unrecovered deformation 
(less than 0.5% fully unloaded) might be attributed to retention of residual martensite, 
mismatch in grain boundaries and other irreversible phenomena 
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(i.e. dislocation motion) [53, 137]. This has also been observed in the 
literature [15, 34]. This is unsurprising, since the interactions between plastic 
(dislocation glide) and superelastic (phase transformation) strains will, in reality, be 
highly complex during compression (and even more complex during indentation). Even 
at low strains, some degree of nucleation and glide of dislocations is expected. The 
density and distribution of dislocations will affect the capacity for nucleation and growth 
of martensitic variants in the parent phase, and for their subsequent reorientation. 
 
Figure 8.13. Comparison between modelled and experimental stress-strain curves: (a) modelled with 
an ABAQUS-embedded UMAT [27] and with a unified constitutive model [71] with (b) cosine, 
(c) exponential and (d) polynomial “flow rule” functions. 
Regarding the minor loops upon unloading, all formulations overestimate the total 
dissipation of energy. This dissipation is related to the reorientation of martensite, 
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which is being poorly captured by the current formulations. NiTi exhibits a complex 
behaviour, and the minor-loop issue has been approached in the 
literature [75, 77, 80, 138, 139], but so far is still not well-understood. 
The main idea behind modelling minor loops is the modification of the 
transformation function. The ones used here have the unloading path following the 
major loop, except the one proposed by Auricchio and Taylor [27], shown in Figure 
8.13(a). Some formulations have additional minor-loop parameters, controlling the 
shape of the loop [80, 139]. Those approaches are tailored to specific datasets, under 
specific loading conditions, which usually requires calibration of such parameters for 
each case. 
It is noteworthy that for modelling purposes, in the context of this research work, 
the material is considered as a continuous medium, and crystallographic aspects have 
not been taken into account. The material formulations used here do not take into 
account different types of martensite variants, and this partially explains the 
discrepancies between experimental and modelled stress-strain curves. Although the 
assumption of continuous medium for a polycrystalline material is reasonable, some 
information is lost in this analysis, as the contributions of the internal friction between 
martensite variants affect the net response. 
 
 




The following was learnt from this chapter: 
▪ Both conventional elastic deformation and superelastic deformation do involve a 
volume change, the former being (1−2) times the axial compressive strain and 
the latter being about -0.4% in this case. These are both very small, so the 
assumption of constant volume should be acceptable for these purposes. In this 
context, both stress and strain levels can be converted from nominal into true 
values, using the standard expressions. 
▪ Some issues that might induce errors when measuring strains by “indirect” 
methods are the deformation of the compression platens, and the loaded faces 
not being perfectly parallel or normal to the loading axis. Both were taken into 
account during the preparation for uniaxial compression experiments. 
▪ The compliance of the platens affected the data from the displacement 
transducer. The platens tend to deform around the specimen, which causes the 
initial gradient of the stress-strain curve (modulus of austenite) to be much lower 
than expected. This affected the entire curve, and the measured strains appeared 
to be higher than their “correct” values. This was solved by using strain gauges, 
directly to the specimens. 
▪ The strain gauges are limited by their low strain range of deformation. To solve 
this, a systematic compliance-removal procedure was established. The strains 
measured off the eddy current sensor were corrected with the strains measured 
off the strain gauge at the same stress interval. This generated a compliance 
value of ~2.1 m kN-1. 
▪ The effect of compliance was also studied by modelling. As shown by the stress 
field, the specimen had high-stress regions around the edges and corners. These 
areas seem to be less pronounced further into the specimen. At a microscopic 
level, despite being relatively stiff, the stainless-steel compression platens tend 
to deform around the specimen, which caused the modulus of austenite to be 
less steep than its expected value when measuring the displacement off the eddy 
current transducer (top platen).  
 Chapter 8 - UNIAXIAL COMPRESSION TESTING 
93 
 
▪ The superelastic limit was experimentally established from stress-strain plots. 
This limit was defined as the point at which the material is fully transformed into 
martensite. The phase transition is completed at the end of the plateau during 
the forward transformation. For this particular case, the superelastic limit was 
below 4%. The stress-strain loop obtained at this limit is known as major 
superelastic loop. Other loops, within this major one, are known as minor 
superelastic loops. 
▪ Anisotropy has been investigated via mechanical testing (axial and radial 
directions) and, within a small margin, there were no significant differences 
between the stress-strain curves, providing evidence that the material is 
effectively isotropic. 
▪ The “correct” superelastic parameter values for use with the material formulation 
were identified in the experimental stress-strain curve. These parameter values 
are used as inputs when modelling the superelastic behaviour of NiTi. In this 
work, they will be the “target” during the inverse operation (e.i. inferring 
stress-strain parameters from indentation data). 
▪ Specimens tested at higher temperatures (above room temperature of ~20˚C) did 
not show evidence of superelastic recovery upon unloading, having a relatively 
large amount of “unrecovered” deformation instead. This is related to the 
decrease in the stress to induce slip as the temperature increases. This stress, 
together with the stress to induce martensite, will delimit a “region of 
superelasticity” in the stress-temperature diagram. 
▪ In general, the formulations captured well the material behaviour (major and 
minor loops) during the loading, except the one with the exponential flow function. 
During unloading, in terms of major loops, the approaches give a reasonable 
agreement with the overall shape of the curve, but it is quite poor towards the 
end. Regarding minor loops upon unloading, all formulations overestimate the 
total dissipation of energy. NiTi exhibits a complex behaviour, and the minor-loop 
issue has been approached in the literature, but so far is still not well-understood.  
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9. INDENTATION TESTING 
9.1. Considerations for the Design of the Indentation Rig 
9.1.1. Choice of Indenter 
There are several powerful motivations for using spherical indenters. One of these 
is that, since it is not a self-similar shape, the stress and strain fields change 
qualitatively as penetration takes place. Hence, the information being obtained over 
different depth ranges is analogous to carrying out separate tests with different 
indenter shapes (reducing the likelihood of different stress-strain curves giving very 
similar load-displacement plots).  This point has been clarified by Dean and Clyne [9]. 
There are also more practical motivations. One is that a sphere is much less prone 
to becoming damaged than are shapes having edges or points, and it is also easier to 
specify and manufacture. Spheres having diameters in the preferred range of about 
1-8 mm (see §9.1.2 below) are cheap and readily obtained. There is also reduced risk 
with spheres of encountering the computational problems that are often associated 
with simulation of behaviour in regions of high local curvature (edges or points) (see 
Figure 5.1). Furthermore, for the specific case of superelasticity, sharp indenters would 
generate high stress at very shallow penetrations, far beyond the superelastic limit, 
which would induce unwanted conventional plasticity in the material. 
Finally, at least with (approximately) isotropic materials, a spherical indenter allows 
the FEM modelling to be radially symmetric (2D), which is not possible with many 
shaped indenters. The potential need for a large number of iterative FEM runs makes 
this a more significant issue than it would be under most other circumstances. The 
work described in this thesis relates to the use of spherical indenters. 
9.1.2. Length Scale Effects 
It is essential when the objective is to extract bulk properties, to indent on a suitable 
scale, while retaining the key advantages of being able to test small and flat samples, 
to carry out point-to-point mapping of properties, etc. In particular, the volume being 
interrogated must have a (stress-strain) response that is representative of the bulk. 
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It is on this mesoscale (such that indents are large enough for a representative material 
response, but small enough to allow small samples and mapping) that this type of work 
needs to be focused. 
The minimum indent size for a representative response depends on the 
microstructure, but in many cases, it will require deformation of an assembly of grains − 
at least about a dozen and preferably more. Only when such an assembly is being 
deformed it is possible to capture the influence, not only of the crystallographic texture 
of the material, but also of the way that cooperative deformation of neighbouring grains 
takes place.  This is likely to be affected, not only by texture but also by factors such 
as the ease of grain boundary sliding. Simply taking the average of the 
load-displacement responses from indents made in a large number of individual grains 
will not even approximately capture the bulk response. (The same arguments would 
apply to carry out conventional uniaxial tests on a set of single crystal samples having 
orientations representative of the texture of a polycrystal). A crude rule of thumb might 
be that, viewed on the free surface, the indent should straddle at least “several” grains. 
The corresponding minimum indent diameter might range from below 1 m to above 
1 mm, but it will undoubtedly be small enough in most cases to offer the attractions 
outlined above. 
Grain sizes of around 100 m or more are, of course, quite common. In general, 
therefore, indention diameters should be at least a few hundred µm. This does require 
relatively large indenters (~mm dimensions) and therefore large loads (~ hundreds of 
N, or even several kN), which may be beyond the range of some indentation systems 
(but perhaps below the commonly-used ranges of some conventional mechanical 
testing systems). However, systems in this “intermediate” load range are in general 
easier and cheaper to build and use than either of the other two types of system.  
Moreover, a relatively coarse scale of indentation minimises the problems associated 
with surface roughness, oxide films, contamination and so forth. 
There is also a further issue, which relates to the indenter penetration depth, , as 
a ratio to the indenter radius, R. It might be imagined that, while the load needed to 
penetrate to a given /R, and the stresses in the material, would depend strongly on 
the material (hardness), but the strains would not. In fact, in the superelasticity case, 
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the indentation depths are expected to be very shallow in order to avoid conventional 
plasticity. The corresponding /R will be established via FE modelling. 
9.1.3. Set-up for Indentation Testing 
The indentation rig was designed to avoid compliance interference (e.g. the only 
component effectively loaded is the sphere into the sample). This is very critical since 
the maximum displacement to induce superelasticity in this work does not exceed 
14 m. A schematic illustration of the indentation test set-up is shown in Figure 9.1. 
 
Figure 9.1. Schematic illustration of the indentation test set-up. 
The displacement of the indenter rig was measured simultaneously by the eddy 
current transducer and the crosshead of the machine. The rig was secured in place by 
stiff steel springs, pushing it against the loading grip. The sphere was located in a 
matching recess in a stainless-steel housing, where it was secured by brazing. This 
recess was machined using a 2 mm diameter ball-nosed end mill. The spheres are 
made of a WC-Co cermet and supplied by Bearing Warehouse Ltd. WC-based cermets 
have hardness and stiffness values high enough for most purposes. However, the 
elasticity of the sphere is taken into account in the model (§6.2). 
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The indents were therefore created using relatively large spheres with diameters of 
4 and 8 mm. It is essential that a representative volume of material should be tested.  
In this case, with a grain size of about 30-70 m (see details in §5.4), an indent 
diameter of at least a few hundred microns, and a depth of the order of 14 m, is likely 
to be suitable. As with the uniaxial compression testing, these tests were carried out 
both along and transverse to the extrusion axis. For the axial testing, indents were 
made at several radial locations (since it is possible that these experienced different 
degrees of plastic strain during extrusion, and hence have different textures). For the 
transverse testing, the indentation was carried out along a radial direction.    
9.1.4. Compliance Calibration 
Compliance calibration was also needed here since it is crucial in a work of this 
type that the displacement data should be obtained under conditions that correspond 
closely to those being simulated in the model. The compliance was measured by 
pushing the indenter into a matched recess (~500 m deep), as shown in Figure 9.2, 
in a 5 mm thick plate of alumina. 
 
Figure 9.2. Indentation rig under compliance calibration. 
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The recess was created via abrasive rotational honing with the same type of 
indenter as that used in the tests. The displacement was simultaneously monitored by 
the eddy current transducer and the crosshead extension of the screw-driven machine. 
The load-displacement plots for these cases are shown in Figure 9.3. It can be seen 
that there is a short bedding-down regime (curvature at the beginning of the loading) 
followed by a straight line whose gradient is the compliance (for spheres with diameters 
of 4 and 8 mm). The contribution to the compliance from the alumina plate itself is 
considered to be negligible. 
It is worth noting the first runs in both cases (in red) tend to be more compliant, 
especially for the 8-mm-sphere, since the braze was being accommodated into the 
housing upon loading. The following four runs showed reproducible curves given that 
the braze was already plastically deformed, and the plots overlap entirely.  
The displacement measured by the eddy current transducer coped with the 
compliance of the housing, including the braze layer between indenter and housing, 
and also that of the top half of the indenter. However, it did not compensate for the 
(elastic) deformation of the bottom half of the indenter, which could be significant in the 
early stages of indentation (when the contact area is small, and the stresses and 
strains in the indenter could be relatively large). This part of the indenter was, therefore, 
included in the modelled domain. The displacement from the crosshead extension of 
the machine (measured from the rotation of a worm drive), on the other hand, coped 
with the compliance of the “entire” frame, including the elasticity of the braze layer and 
all fixtures (shown in Figure 9.2) experiencing loading. As expected, these compliance 
values were much higher than the ones measured by the eddy current transducer, as 
shown in Table 9.1. 
Indenter 
diameters 
Compliance of the braze layer 
(from eddy current transducer) 
m kN-1 
Compliance of the rig 
(from extension) 
m kN-1 
4 mm 3.3 23.5 
8 mm 1.3 21.3 
Table 9.1. Compliance values for indenter balls with diameters of 4 mm and 8 mm. 
 




Figure 9.3. Compliance runs for indenter balls with diameters of (a) 4 mm and (b) 8 mm. The 
displacement was simultaneously monitored by the eddy current transducer and the crosshead 
extension of the screw-driven machine. 




Figure 9.4. Load-displacement curves corrected with compliance values obtained from two indenters 
with diameters of (a) 4 mm and (b) 8 mm. The displacement was simultaneously monitored by the eddy 
current transducer and the crosshead extension of the screw-driven machine. 
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The compliance values from Table 9.1 were then subtracted from the 
load-displacement plots of the specimens, as shown in Figure 9.4. Unsurprisingly, both 
types of compliance-corrected curves (with displacements taken from the crosshead 
extension and the eddy current transducer) lead to very similar results (for both 
spheres), within a small margin of error, which proved that the compliance calibration 
procedure was successfully established. 
9.2. Indentation Experiments 
9.2.1. Loading Rate Dependence 
To this end, indentation experiments were performed at four different loading rates, 
up to the same maximum load (155 N). Representative results are shown in Figure 
9.5. More experimental results, including all five indents, run for each case, are 
presented in Appendix §12.4. 
 
Figure 9.5. Representative (averaged) load-displacement plots obtained at different loading rates at the 
maximum load of 155N: (a) 0.25 m/s, (b) 0.50 m/s, (c) 1.00 m/s and (d) 2.00 m/s. 
 Chapter 9 - INDENTATION TESTING 
102 
 
The loading rate can play an important role in indentation testing. In this regard, it 
is important to establish a range within which the indentation will be carried out with no 
time-dependence since the FE model does not take creep into account. As presented 
in Figure 9.5, no significant differences were found between the load-displacement 
plots obtained within the loading rate range concerned, attesting the rate-independent 
nature of such experiments. For experimental convenience, in order to avoid creep and 
to prevent the machine control from dealing with very high loading rates (which may 
damage the motor), all indents were made at 0.5 m/s, which is an intermediate rate 
among the ones analysed. Thus, each indent took around 28 s. 
9.3. Superelastic Limit 
As mentioned previously, the penetration ratio (/R) must be kept low in order to 
avoid stimulating irrecoverable strains, i.e. creating peak strains above the superelastic 
limit. However, for an unknown NiTi alloy, it is hard to determine this limit. 
Experimentally, this can be done by merely indenting the sample at small load interval 
and checking the surface for “visible indents”. A series of indents, made at different 
loads, is shown in Figure 9.6. 
For this specific material, the indents started becoming visible at loads higher than 
150 N. The superelastic limit was precisely determined via FE modelling (see more 
details in §10.1), at a load of 155 N (/R ~ 0.70%). Superelastic deformation, which 
can only accommodate strains of up to ~4% in this case (stress-strain plot in Figure 
8.8), is not expected to be the sole or even the predominant, deformation mode beyond 
a load of 155 N, so the observation that some of this strain is not recovered upon 
unloading from 250 N is not surprising, as observed in Figure 9.6. Since superelasticity 
cannot fully accommodate this deformation (/R ~ 1%), this strain will result in the 
generation of a high density of dislocations, through conventional plastic deformation. 
The presence of an increased density of dislocations will limit the formation of 
martensite within the parent phase since they stabilise the parent phase and will 
oppose its transformation to martensite. Any martensite that does form, however, might 
not be reversible, since the high dislocation density will both pin and aid the 
stabilisation of martensitic variants, limiting their reorientation into the parent phase, 
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upon unloading. Thus, in order to prevent conventional plasticity and, consequently, 
residual indents, indentation ratios must be kept very low (/R < 1%). 
 
Figure 9.6. Averaged indents obtained at different maximum loads: 100, 125, 150, 175, 200 and 250 N. 
9.4. Anisotropy Investigation 
As with uniaxial compression testing, indentation testing was carried out both along 
and transverse to the extrusion axis of the rod. Representative (averaged) 
load-displacement plots for axial and radial indentation are shown in Figure 9.7. For 
the axial testing, indents were made at several radial locations (since it is possible that 
these experienced different degrees of plastic strain during extrusion, and hence have 
different textures). For the transverse testing, indentation tests were carried out along 
the radial direction. 
As in the uniaxial case, no significant differences were found between these two 
datasets. This would be expected even if the uniaxial tests had revealed some 
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anisotropy. In fact, indentation is strongly multi-axial, implying that load-displacement 
plots obtained from the penetration of a spherical indenter into polycrystalline materials 
will be independent of the indentation direction. It is also apparent in this figure that, in 
both cases, there is little or no residual displacement, indicating that the deformation 
has resulted entirely from (reversible) phase transformations. This is an obvious check 
to make if the intention is to focus on SE deformation (see §9.3). 
.  
Figure 9.7. Representative (averaged) load-displacement plots obtained during indentation in axial and 
radial directions. 
9.5. Spherical Indenters with Different Diameters 
It is possible to correlate the load-displacement plots obtained from spherical 
indentation with different diameters. An example of indents made with different 
indenter diameters is shown in Figure 9.8.  




Figure 9.8. (a) Load-displacement plots obtained during indentation in the axial direction at a maximum 
load of 620 N with a sphere with a diameter of 8 mm; (b) Comparison between (averaged) plots obtained 
from spherical indentation with two different diameters: 4 mm and “converted” from 8 mm. 
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It is well-established that the stress and strain fields beneath an indenter are 
scale-independent [9]. In the example in Figure 9.8, for a family of spherical indenters 
with radii varying from 2 mm to 4 mm, the fields created by an indentation ratio of, say, 
0.7% are identical. The absolute value of the load at this point will be 4 times greater 
for the latter case, while the penetration will be 2 times. 
In Figure 9.8(a), indents were made at a maximum load of 620 N, which is 4 times 
the indentation load established as being the superelastic limit. This curve can be 
converted, if necessary, into various “equivalent” load-displacement curves for a family 
of indenter diameters. In this particular case, its “equivalent” one for a sphere with a 
diameter of 4 mm is shown in Figure 9.8(b). It is worth noting that the information being 
provided about the mechanical response of the material is the same, assuming that 
the volume being interrogated is in both cases large enough to be representative of 
the bulk response. 
The comparison between the curves shows good agreement, as expected. This 
conversion is important when measuring the indentation load/displacement is an issue. 
For example, when indenting a particular material, the applied load might be high or 
low depending on the properties being investigated. If, say, plasticity characteristics 
are being sought via indentation testing, indent diameters should be at least a few 
hundred m and, therefore, relatively high loads will be required (~ hundreds of N, or 
even several kN) [11]. On the other hand, in the case of superelasticity, very shallow 
indents should be made (a few tens of m), implying that reasonably low loads will be 
required (a few hundred of N, depending on the indenter size). Most mid-range 
mechanical testing machines have load cells with capacity ranging from 10 to 30 kN, 
where such low loads would be close to the lower limit of the equipment. Thus, 
increasing the diameter size will increase the indentation load to a range within which 
the load cell output tends to be improved. 
 




The following was learnt from this chapter: 
▪ There are several practical motivations for using spherical indenters in this work. 
One is that a sphere is much less prone to becoming damaged than are shapes 
having edges or points, and it is also easier to specify and manufacture. Spheres 
are also relatively cheap and readily obtained. There is also reduced risk with 
spheres of encountering the computational problems that are often associated 
with simulation of behaviour in regions with edges or points. For the specific case 
of superelasticity, sharp indenters would generate high stress at very shallow 
penetrations, far beyond the superelastic limit, which would induce unwanted 
conventional plasticity in the material. 
▪ The indentation carried out in this work was carried out on “mesoscale”. At this 
level, indents are large enough for a representative material response (bulk), but 
small enough to allow small samples and mapping. The minimum indent size for 
a representative response depends on the microstructure, but in many cases, it 
will require deformation of an assembly of grains − at least about a dozen and 
preferably more. 
▪ The indentation rig was designed to avoid compliance influence. The deformation 
of the fixtures in the rig (including the braze layer) was well-understood. Thus, a 
compliance calibration procedure was carried out for both eddy current 
transducer and crosshead of the machine. The compliance values were 
3.3 m kN-1 (transducer only) and 23.5 m kN-1 (crosshead) for the 
4-mm-sphere, and 1.3 m kN-1 (transducer only) and 21.3 m kN-1 (crosshead) 
for the 8-mm-sphere. These values were used to correct the load-displacement 
curves throughout this work. 
▪ No significant differences were found between the load-displacement plots 
obtained within the loading rate range concerned, confirming the 
rate-independent nature of such experiments. Thus, the indents were made at 
0.5 m/s in order to prevent experimental issues. 
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▪ The superelastic limit was experimentally determined by merely indenting the 
sample at small load interval and checking the surface for “visible indents”. The 
indents started becoming visible at loads higher than 150 N. The superelastic 
limit was precisely determined via FE modelling, at a load of 155 N (/R ~ 0.70%). 
Superelastic deformation, which can only accommodate strains of up to ~4% in 
this case (stress-strain plot), is not expected to be the sole or even the 
predominant, deformation mode beyond a load of 155 N. 
▪ As with the uniaxial tests, no significant differences were found between 
load-displacement plots obtained in different directions (axial and radial). This 
would be expected even if the uniaxial tests had revealed some anisotropy. In 
fact, indentation is strongly multi-axial, implying that load-displacement plots 
obtained from the penetration of a spherical indenter into polycrystalline materials 
will be independent of the indentation direction.  
▪ Stress and strain fields beneath a spherical indenter are scale-independent. 
Thus, it is possible to correlate the load-displacement plots obtained with different 
indenter diameters. Although the indents are different, the information being 
provided about the mechanical response of the material is the same, assuming 
that the volume being interrogated is in both cases large enough to be 
representative of the bulk response. This correlation is important when 
measuring the indentation load/displacement is an issue. 
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10. ASSESSMENT OF THE INDENTATION METHODOLOGY 
10.1. Experimental Validation of the Methodology 
The experimental validation of this proposed methodology will be carried out on a 
single NiTi alloy, presented in more detail in §5.1. This is the most popular alloy for 
superelastic applications because of its transition temperature range. Its Af is designed 
to be lower than the body temperature (~37°C), which makes it useful for both medical 
and dental applications [45]. 
It is not unusual, in a work of this type, to validate a methodology by testing only 
one alloy composition. Dean and Clyne [9], validated a methodology for inferring 
plasticity parameters by performing experiments on copper samples. Frost et al. [24] 
proposed a model that takes into account R-phase contributions on the mechanical 
behaviour of NiTi, and validated it with one sample of a particular alloy composition. 
Lagoudas and co-authors [80] also validated a material formulation with a single 
NiTi alloy. 
The experiments were performed several times here, and the results showed that 
the curves (stress-strain and load-displacement ones) overlap in all cases. As long as 
the experimental results are not scattered over a significant range and the shape of 
the curves follows a systematic trend, this can be recognised as a legitimate way of 
validating numerical codes [140, 141]. 
10.2. Modelling Indentation with Experimental Uniaxial Data 
It is a relatively simple operation to simulate the indentation process, using the set 
of parameter values fitted to the stress-strain curve (Figure 8.8), and to compare the 
predicted load-displacement plot with that obtained experimentally. This comparison is 
shown in Figure 10.1. 
The level of agreement between the two curves is good for the loading curve, but 
poor for the unloading curve. This is not surprising, since the fidelity of the ABAQUS 
UMAT [27, 63] to the actual stress-strain curve (Figure 8.12) is quite poor towards the 
end of the unloading.  




Figure 10.1. Comparison between the indentation load-displacement plots obtained experimentally and 
by FEM simulation (using the best-fit set of parameter values from the uniaxial stress-strain curve). 
The analysis of the strain and stress fields obtained via FEM simulations, shown in 
Figure 10.2, revealed that most of the volume elements that deform during indentation 
do not fully transform into martensite, and those will follow minor loops in the 
stress-strain curve. 
The UMAT formulation provides a particularly poor representation of the unloading 
curves for minor loops. In this context, a comparison between modelled (with different 
formulations) and experimental uniaxial stress-strain curves, with the loading taken to 
2 different levels is shown in Figure 8.13. It can be seen that, for these minor loops, 
the formulation (Figure 8.13(a)) gives a very poor representation over virtually the 
complete unloading range (whereas the major loop, for a complete phase 
transformation, is only poor towards the end). This is a severe limitation of this 
formulation for modelling of the indentation of SE materials.  It seems clear from this 
figure that, particularly for simulation of indentation, a formulation is needed that 
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represents these intermediate unloading loops much more closely.  Nothing of this type 
appears to be available at present, at least regarding routines incorporated into 
commercial FEM packages. 
 
Figure 10.2. Outcomes of FEM simulation of the indentation process obtained using ABAQUS with the 
set of input parameters shown in Figure 7.6, for an applied load of 155 N and a sphere radius of 2 mm.  
Fields are shown for the (a) von Mises stress for both sample and spherical indenter, (b) von Mises 
stress for the sample (only), (c) local volume fraction transformed to martensite and (d) total strain. 
10.3. Effect of Interfacial Friction 
The effect of interfacial friction is usually simulated via a coefficient of friction, , 
such that sliding between the two surfaces requires a shear stress, given by  = n, 
where n is the normal stress. The value of such a coefficient is expected to depend 
on the surface roughness of both indenter and sample, and it is hard to predict. The 
value of  was therefore regarded as adjustable, to allow improvement of the fit 
between experimental and predicted load-displacement plots, as shown in Figure 10.3. 




Figure 10.3. Comparison between experimental load-displacement plots and corresponding model 
predictions, obtained using the superelastic parameter values from Table 7.1 and the  values shown 
in the legend. 
As expected for this low penetration ratio (~0.70%), no differences were detected 
between load-displacement plots obtained from modelling of various friction 
coefficients, ranging from 0 to 0.5. In this regard, the value of   adopted throughout 
this work was 0. This aided in reducing computational time. 
It may also be noted that a new sample surface is created during indentation. 
Modelling experience [10, 11] showed that the predicted behaviour could be fairly 
sensitive to the value, particularly as the penetration ratio starts becoming relatively 
large (>10%), which is not the case of this present work, where penetration ratios (/R) 
tend to be lower than 1%. In practice, Campbell and co-authors found that best fit was 
usually achieved with a value of around 0.2-0.3, suggesting that this is typical of the 
effect of friction during experiments of this type. A similar value is expected here, but, 
as shown in Figure 10.3, it has no effect at such small /R values. 




A systematic parametric study has been carried out. Each parameter obtained from 
the experimental stress-strain curve (Table 6.1) was varied independently by a given 
factor, and then its effect on the modelled load-displacement plot was evaluated by 
comparing it with the experimental case (Figure 10.1). Each comparison generated a 
value of Sred. This is the simplest case, with just one parameter to evaluate, and hence 
the treatment is easy to follow. The comparisons can be seen in Figure 9.4. 
The point at which the variation of parameters is zero is the point where the 
parameters are “correct” (e.g. parameters taken from the experimental stress-strain 
curve). For example, taking the experimental values of Ms value to be 510 MPa (taken 
from Figure 8.8), and running the FEM model for a sphere, leads to a modelled 
load-displacement plot (assuming the other parameters remained constant). 
Comparing this plot with the experimental one leads to a value for Sred of ~5 x 10-3. 
This is expected to be relatively high (i.e. poor agreement), in comparison with the Sred 
obtained for plasticity (of the order of ~10-4), since the formulation adopted here does 
not represent well the material behaviour, as discussed previously. It is worth noting 
that, for an experimental plot as the “reference case”, Sred will never reach 0 for any 
trial value. 
The elastic moduli of the phases are assumed to be known in the methodology 
implemented in this work. The exercise here is to investigate their influence on the 
load-displacement curve. From Figure 10.4(a), EA has a strong influence on Sred 
values, especially when its trial value is higher than its experimental value. Modulus of 
martensite (EM), on the other hand, only starts to make important changes on Sred when 
its trial value is higher than its experimental value by approximately 30%. Variations in 
Sred when EM is lower than its experimental value tend to be very low (less than 
0.5 x 10-3 for a parameter variation of 50%). 




Figure 10.4. Sred as a function of the variation of parameters (trial values with respect to the experimental 
values taken from Figure 8.8), over a range either side of the experimental values, for a spherical 
indenter. 
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The transformation strain (L) is an important parameter when defining the stress-
strain curve. It defines the amount of recoverable deformation of the material. This 
parameter is included in the search algorithm. Figure 10.4(b) shows that Sred tends to 
be lower when the trial L values increase. This has scope for “compensation”, since 
the search algorithm was designed to minimise the Sred value. 
Regarding the variation of transition stresses (Figure 10.4(b)), Mf presents a 
minimal value of Sred when its trial value is slightly lower than its “correct” value (by 
approximately 5%), at which point Sred presents a linear increase on either side. The 
other stresses (Ms, As and Af) tend to minimise Sred when moved towards high trial 
values. Again, this might generate some degree of compensation in this direction. 
Although each parameter was independently varied, the overall outcome gives an 
indication of how these parameters might behave in the multiparameter space, where 
they will be moved towards minimising Sred. 
10.5. Convergence Characteristics 
The convergence operation was carried out using the averaged experimental 
load-displacement plot as a “target” (Figure 8.8).  The outcome is shown in Figure 10.5. 
Successful convergence was achieved (after a relatively large number of iterations) 
and the resultant values of the SE parameter set are shown in this figure, presented in 
Table 10.1 and also plotted as a stress-strain curve in Figure 10.6. 
It can immediately be seen that while the agreement is fairly good for the loading 
curve (except for the peak strain), it is deficient for the unloading curve. It seems clear 
that this is due to the poor fidelity between the actual unloading curves experienced by 
the various volume elements deformed during the indentation operation and the way 
that these are represented in the UMAT routine for their simulation. This is mainly 
associated with the poor agreement between experimental and modelled minor 
stress-strain loops (discussed in more detail in §8.7.2). 




Figure 10.5. Nelder-Mead convergence on an optimal (UMAT) parameter set, targeting an indentation 
load-displacement plot, showing evolution with iteration number of (a) misfit parameter and 
transformation strain, (b) martensite start and finish stresses and (c) austenite start and finish stresses. 









Martensite start stress Ms 510 MPa 484 MPa 
Martensite finish stress Mf 605 MPa 639 MPa 
Transformation strain L 0.032 0.040 
Austenite start stress As 310 MPa 491 MPa 
Austenite finish stress Af 110 MPa 238 MPa 
Table 10.1. Comparison between the SE parameter values obtained by direct fitting to the experimental 
stress-strain curve (Figure 8.8) and via iterative FEM using indentation data. 
 
Figure 10.6. Comparison between the experimental stress-strain plot (also shown in Figure 8.8) and the 
SE parameter set inferred from the experimental indentation load-displacement plot (shown in Figure 
10.1), via the Nelder-Mead convergence operation represented in Figure 10.5. 
Furthermore, the nature of the discrepancy can be at least qualitatively understood.  
During unloading, at a given strain, the actual load carried by most individual volume 
elements is higher than that being simulated, at least until the strain becomes very 
small. When constrained by the UMAT representation, the convergence operation 
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leads to compensation for this by raising As and Af. Some of these “compensation 
effects” have been already predicted in the sensitivity analysis, where each parameter 
was varied independently. For example, L As and Af tended to increase their trial 
value towards minimising Sred. In that sensitivity case (Figure 10.4), the Mf  presented 
an optimal region where Sred has a local minimum, which was not detected during the 
search of all 5 parameters. In fact, during the convergence, the algorithm also 
increased Mf trail values in the direction where Sred will reach its minimum. It is 
important to highlight that the combination of all parameters can generate “plateau 
regions” in the parameter space, where Sred is uniformly low. The final 
load-displacement comparison is shown in Figure 10.7. 
 
Figure 10.7. Comparison between the indentation load-displacement plots obtained experimentally, by 
FEM simulation (using the best-fit set of parameter values from the uniaxial stress-strain curve) and 
from the Nelder-Mead convergence operation. 
It is clear that the algorithm found an optimal parameter combination (e.g. the one 
that minimised Sred, which was ~2.6 x 10-5, indeed very low for this type of analysis). 
As discussed previously, Sred for modelled case (with the parameter set from the 
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experimental uniaxial stress-strain curve) is only ~5 x 10-3, which causes the algorithm 
to move the parameters towards improving this misfit. In this context, the convergence 
operation has also been carried out on the stress-strain curve. The convergence 
characteristics are shown in Figure 10.8. 
 
Figure 10.8. Nelder-Mead convergence on an optimal (UMAT) parameter set, targeting a stress-strain 
plot, showing the evolution with iteration number of: (a) misfit parameter and transformation strain, (b) 
martensite start and finish stresses and (c) austenite start and finish stresses. 
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 This was a relatively fast and straightforward operation since it consisted of running 
a single-element model. The best-fit parameter values were found after approximately 
400 iterations, despite having the initial guesses set relatively far away from the 
answer, as in the indentation case. The comparison between “optimal” and 
experimental stress-strain curves is shown in Figure 10.9. These values are not very 
different from the ones obtained “manually” from Figure 8.8. 
 
Figure 10.9. Comparison between the experimentally-obtained stress-strain plot (in red) and the 
modelled stress-strain (in black) obtained with the best-fit parameters (in blue) inferred from the 
convergence operation. 
As presented previously, the modelled stress-strain curve is relatively well-captured 
by the search algorithm, apart from the final portion of the unloading part. The optimal 
Sred value obtained for this case was ~2.4 x 10-4. This is not as high as the one obtained 
from the optimisation of the load-displacement case (Sred ~ 2.6 x 10-5).  
The misfit for the stress-strain case will increase when carrying out this operation 
on any minor superelastic loop, since these are poorly represented by the current 
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material formulation [63]. In this regard, given that the indentation case has most 
volume elements undergoing partial phase transformation, it is possible to say that its 
“best” Sred represents an amalgamation of effects (e.g. misfit of the major loops 
combined with misfit of the minor loops). 
Overall, the computational operation is tractable for both cases (load-displacement 
and stress-strain curves). The procedure could, however, be facilitated if the “initial 
guesses” for the simplex were in an appropriate region of parameter space (i.e. if the 
initial trial values are fairly close to the best-solution set). Otherwise, the number of 
iterations for convergence may go up significantly. 
As in the plasticity case, this operation is extremely dependent on the material 
formulation, meaning that the quality of the outcome of the convergence operation will 
be directly linked to the misfit between modelled and experimental stress-strain curves. 
10.6. Improved Representation of the Unloading Curves 
It seems clear that what is required here is a more realistic formulation for the 
unloading curves.  From a mathematical point of view, this should not be a major 
challenge.  For example, a “Dose-Response” expression (commonly used in biological 
investigations) of the following type (4-stage with zero background): 
= − + + +2 3 41 exp( )y Ax Bx Cx Dx  (10.1) 
This can exhibit a similar shape to those of typical unloading curves. When the 
experimental unloading curves are normalised, they do not collapse accurately onto a 
single master curve, but they are not so far from doing this. This is illustrated by the 
plots shown in Figure 10.10, in which the unloading loops (from Figure 8.6) have been 
normalised and are compared with the curve obtained using Equation 10.1 with a 
particular set of coefficient values (shown in Figure 10.10). 
The purpose here is simply to propose a function that could used to fit the unloading 
curves (or at least be better than the UMAT formulation) using a predetermined set of 
coefficient values in this way. Furthermore, since there seems to be a systematic trend, 
it may be possible to obtain a better fit.  




Figure 10.10. Unloading loops of the experimental stress-strain curves from Figure 8.6, in normalised 
form, together with an analytical equation that could be used to represent them. 
The proposed operation would be a two-step procedure: 
I. Modelling the loading part with the current formulation already implemented in 
ABAQUS [27, 63]. 
II. Identify the maximum stress (or strain) from step I, and then fit the unloading 
loop by using Equation 10.1: it is possible to establish an analytical relationship 
between the maximum load or strain (i.e. the fractional distance along the part of 
the loading curve where the phase transformation is occurring) and the values of 
the coefficients in Equation 10.1. 
The step II consists of a systematic method of fitting load-displacement curves to 
experimental results. Thus, the Equation 10.1 could be implemented into an existing 
material formulation as a “flow rule” for the unloading parts (major and minor loops), 
such as the unified model proposed by Lagoudas et al. [71]. The next step would be 
to integrate this into a suitable FEM solver.




The following topics were learnt from this chapter: 
▪ The level of agreement between experimental and modelled load-displacement 
curves is good for the loading curve, but poor for the unloading curve. This is 
expected since the fidelity of the ABAQUS UMAT to the actual stress-strain curve 
is quite poor towards the end of the unloading. 
▪ The analysis of the strain and stress fields obtained via FE simulations showed 
that most of the volume elements that deform during indentation do not fully 
transform into martensite, and those will follow minor loops in the stress-strain 
curve. 
▪ For the low penetration ratio of ~0.70%, used in this work, no differences were 
detected between load-displacement plots obtained from modelling of various 
friction coefficients, ranging from 0 to 0.5. In this regard, the value of  adopted 
throughout this work was 0. This had an impact in the computational time. 
▪ The sensitivity of each parameter was independently checked. The overall 
outcome gives an indication of how these parameters might behave in the 
multiparameter space, where they will be moved towards minimising Sred. 
▪ The algorithm successfully converged in SE parameter values upon specified 
tolerance. These parameters were plotted against an experimental stress-strain 
curve. While the agreement is fairly good for the loading curve, it is deficient for 
the unloading curve. This is mainly associated with the poor agreement between 
experimental and modelled minor stress-strain loops. 
▪ The convergence time largely depends on the “initial guesses” for the simplex. 
This will be facilitated if the initial trial values are fairly close to the best-solution 
set. Otherwise, the number of iterations for convergence may go up significantly. 
▪ As presented previously, the modelled stress-strain curve is relatively 
well-captured by the search algorithm, apart from the final portion of the 
unloading part. The optimal Sred value obtained for this case was ~2.4 x 10-4. 
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This is not as high as the one obtained from the optimisation of the 
load-displacement case (Sred ~ 2.6 x 10-5), leaving considerable scope for 
“parameter compensation” towards minimising Sred. 
▪ An improved representation of the unloading curve of the stress-strain curve is 
presented here. This would depend on the values of its coefficients as well as on 
the maximum stress, which could be obtained from the current ABAQUS UMAT. 
This function could be used as a “flow rule” for the unloading curve, but it would 
need to be implemented in ABAQUS (or another FEM package). 
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11. CONCLUSIONS AND FUTURE WORK 
11.1. Conclusions 
11.1.1. Issues Related to Experiments 
▪ The requirement to use relatively large indenters and loads means that many 
small-scale (i.e. “nano-indenter”) systems are not well suited to this methodology. 
On the other hand, it also means that the experimental procedures are more 
straightforward, more transparent and less problematic than in many fine-scale 
systems. Surface preparation is straightforward − a standard polish to a 
roughness of a few microns is fine − and there will be few concerns about the 
effects of oxide layers or surface contamination. Furthermore, obtaining suitable 
indenters is relatively easy and cheap cermet spheres in this size range are 
readily obtainable. Displacement measurement must be accurate, although, 
again, the relatively coarse scale of the operation means that ultra-high precision 
is not needed and a standard eddy current gauge, LVDT should be adequate (or 
even the displacement taken from the rotation of a worm drive, with the 
appropriate compliance correction). 
▪ Uniaxial compression and (spherical) indentation experiments have been carried 
out on a commercially-available NiTi alloy that exhibits superelastic behaviour at 
room temperature. A traceable and transparent method to determine compliance 
for both indentation and mechanical testing rigs has been successfully 
established. 
11.1.2. Finite Element Models and Material Formulations 
▪ The (major) uniaxial stress-strain loop is of the type expected, and it has been 
represented here via a set of parameter values that define a series of linear 
sections.  Such a set of parameter values can be used within an ABAQUS FEM 
package (with the UMAT formulation). It is noted that this representation is not a 
very accurate one for the unloading part of the curve, particularly if the maximum 
strain experienced is significantly below that corresponding to the full 
transformation of the austenite into martensite. 
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▪ The friction coefficient during indentation is a parameter that does not need to be 
included in this optimisation, according to the FEM simulations. It is shown here 
that neglecting friction will not affect the outcome of the indentation response at 
the indentation ratio range over which the experiments were carried out. 
▪ The sensitivity study has given an indication of how the parameters move in the 
multiaxial parameter space towards minimising the misfit value. That is important 
to understand the effects of parameter compensation. 
11.1.3. Indentation Methodology for Extraction of SE Parameters 
▪ The main objective of the work was to develop a methodology for obtaining the 
superelastic (stress-strain) characteristics solely from an indentation experiment.  
The approach used, which is already well-developed for plasticity, involved 
iterative FEM simulation of the indentation process, initially using trial values for 
the parameters involved in the constitutive law and converging on best-fit values 
by seeking to optimise the agreement between experimental and modelled 
outcomes (load-displacement plots in this case). This operation has been carried 
out and values obtained. 
▪ The level of agreement between the experimental stress-strain plot and the one 
obtained via the indentation methodology is good for the loading part of the curve, 
but poor for the unloading part. This is attributed to limitations of the formulation 
for the unloading in the standard set of parameter values (in the UMAT routine 
available in ABAQUS). 
▪ The current work has involved the study of experimental and some computational 
aspects of how the proposed methodology can be optimised (for superelasticity), 
as well as its limitations and sources of errors. It seems clear that, certainly in 
order for the indentation route to be viable, and perhaps more generally, an 
improved representation is required for the unloading part of superelastic 
stress-strain curves. An improved analytical formulation that could form the basis 
for this was suggested in this work.
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11.2. Future Work 
For future works, carrying on the line of research established during this thesis, the 
following could be suggested: 
▪ Carry out indentation experiments on different types of superelastic NiTi alloys 
and then apply the FE-based methodology developed here to infer their 
properties. 
▪  Investigate the residual strain left upon unloading of the major superelastic 
stress-strain loop. 
▪  Develop a material formulation, based on the proposed function, capable of 
representing the minor stress-strain loops and use it to model indentation 
behaviour. 
▪ Implement different approaches of search algorithms. 
▪ Apply this methodology towards inferring properties of other materials with 
complex behaviour (multiple parameters required to infer the stress-strain 
curves). 




12.1. Considerations on Indentation and Hertzian Theory 
12.1.1. Extraction of Young’s Modulus from Indentation Data 
The measurement of Young’s modulus which, unlike hardness, requires continuous 
monitoring of load and displacement, is slightly more recent [81, 82]. Oliver and Pharr's 
method was developed to measure this material property from indentation data (P-) 
(see Figure 12.1(a)), obtained during one cycle of loading and unloading [81, 82].  
 
Figure 12.1. (a) Unloading process using a sharp indenter tip emphasising the geometric parameters 
and (b) Load-displacement curve, adapted from Oliver and Pharr [82]. 
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Although this method was initially developed for sharp indenter tips, further 
researchers have proven that it can also be applied in any axisymmetric indenter 
geometry, including spheres [82]. A standard load-displacement curve obtained with 
Berkovich indenter is shown in Figure 12.1(b), where P is the indentation load and  is 
the depth related to the initial undeformed surface. According to Oliver and Pharr [82], 
the deformation during unloading is considered to be both elastic and plastic in nature. 







where S can be determined from a linear fit of the initial portion of the unloading curve. 
Thus, assuming that the initial part of the unloading curve is almost entirely elastic 











where Ac is the contact area (the contact area depends on the indenter shape and 
varies as a function of the penetration depth, ) and  is a dimensionless correction 
factor which takes into account the deviation of stiffness due to the lack of asymmetry 
of the indenter tip. According to Kan et al. [122],  = 1, for [99] axisymmetric indenters, 
 = 1.012 for a square-based Vickers indenter, and  = 1.034 for a triangular Berkovich 
punch. 
While the indenters are usually made of hard material (such as diamond or 
sapphire), they are not perfectly rigid. The reduced Young’s modulus referred to above 
is designed to take account of the (non-zero) compliance of the indenter. The effective 
Young’s modulus of the specimen (Eeff) can be calculated from Er, including the effect 
of non-rigid tips, by: 













where i and Ei are the elastic properties of the indenter. 
The accuracy of the values of E inferred from indentation data modulus will strongly 
depend on the precision of the experimental set-up. 
12.1.2. Hertzian Contact Theory for Spherical Indentation 
The Hertzian theory of contact between elastic bodies can be used to find contact 
areas and indentation depths for simple geometries.  
The method developed by Oliver and Pharr, previously discussed, is recognised to 
be a very accurate analysis for indentation with a sharp Berkovich or conical indenter 
not having, on the other hand, the same accuracy for determining hardness and 
modulus from spherical indentation. In that regard, some modifications based on the 
contact analysis should be applied. Consider that an elastic sphere of radius (R) 
indents an elastic half-space to depth, , and thus creates a contact area of radius, ac, 
considering “sink-in” behaviour is given by: 
=
c
a R  (12.4) 
 According to Hertzian theory [143-147], assuming frictionless contact mechanics, 







P E R   (12.5) 
where Eeff is the effective modulus.
 Chapter 12 - APPENDICES 
131 
 
12.2. Code for the Extraction of Material Parameters 
Code for searching material parameters, including the Nelder-Mead search 
method: “optimise_superelasticity_scipy_load_unload.py” 
# coding: utf-8 
# In[5]: 
from __future__ import division, print_function, with_statement 
import subprocess 
import numpy as np 









def simulate_plasticity(epsilon, sigmaMS, sigmaMF, sigmaAS, sigmaAF, load): 
    job_name = '{:3g} 
ID{:g}_EP{:4g}_sMS{:4g}_sMF{:4g}_sAS{:4g}_sAF{:4g}'.format(load, 
np.random.randint(99999), epsilon, sigmaMS, sigmaMF, sigmaAS, sigmaAF) 
     
    job_name = job_name.replace('.', '-') 
    job_name = job_name.replace(' ', '') 
     
    parameter_file_text = ('\n' + 
   'import numpy as np\n' + 
   'epsilon={}\n'.format(epsilon) + 
   'sigmaMS={}\n'.format(sigmaMS) + 
   'sigmaMF={}\n'.format(sigmaMF) + 
   'sigmaAS={}\n'.format(sigmaAS) + 
   'sigmaAF={}\n'.format(sigmaAF) + 
   'load={}\n'.format(load) + 
   'job_name="' + job_name + '"\n') 
 
 
    with open('job_params.py', 'wt') as file: 
        file.write(parameter_file_text) 
 
    # Grab the input file template and find the line number of the 
superelastic parameters 
    template = [] 
    with open('./template.inp', 'r') as template_file: 
        for line in template_file: 
            template.append(line) 
 
    with open('./template.inp', 'r') as template_file: 
        for index, line in enumerate(template_file): 
            if '*User Material, constants=15' in line: 
                line_number = index + 1 
                break 
 
 
    # replace the right line with the new superelastic parameters: 
    template[line_number] = '72000.,  0.33, 93000.,  0.33,  {:},    7.,  
{:},  {:}\n'.format(epsilon, sigmaMS, sigmaMF) 
 Chapter 12 - APPENDICES 
132 
 
    template[line_number+1] = '   20.,    7.,  {:},  {:},  {:},  {:},    
0.\n'.format(sigmaAS, sigmaAF, sigmaMS, epsilon) 
 
    # write this to a file: 
    with open('./'+job_name + '.inp', 'w') as file: 
        file.writelines(template) 
    try: 
        subprocess.run(['abaqus', 'job=' + job_name + '.inp', 'cpus=4', 
'mp_mode=threads', 'interactive'], shell=True)  
    except: 
    pass 
 
# shell=True 
# wait for data to be written (seemed to not be finding the file so trying 
this) 
    time.sleep(5)  
    try: 
        subprocess.run(['abaqus', 'python', 'extract_data.py'], shell=True) 
    except: 
        pass 
    print('waiting') 
    time.sleep(10) 
     
    data = np.genfromtxt('./results/' + job_name + '.csv', delimiter=',') 
 
    return data 
 
def calc_g(exp, data): 
    top = np.sum((exp - data) **2) 
    average = np.mean(exp) 
    bottom = np.sum((data - average)**2) 
 
    if bottom > 1E-6: 
        g =1-((top)/(bottom))**(0.5) 
    else:  
        g = 2 
    return g 
 
def calc_combined_g(material_variables, loads): 
     
epsilon = material_variables[0] 
sigmaMS = material_variables[1] 
sigmaMF = material_variables[2] 
sigmaAS = material_variables[3] 
sigmaAF = material_variables[4] 
 
g_values = np.ones_like(loads) 
#loads=parameters['loads'] 
 
for i,load in enumerate(loads): 
modelled_disp = simulate_plasticity(epsilon, sigmaMS, sigmaMF, sigmaAS, 
sigmaAF, load)[:,1][0:200] 
np.savetxt('./results/Cutdata' + job_name + '.csv', modelled_disp, 
delimiter=',') 
experimental_filename = str(int(load)) + '.csv' 
expCsv = np.genfromtxt(experimental_filename, delimiter=",") 
exp_disp = expCsv[:,1][0:200] 
current_g = calc_g(exp_disp, modelled_disp) 
 
g_values[i] = current_g 
g = np.amax(g_values) 
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print(len(modelled_disp))     
hist_file = open('./results/history.txt', 'at') 






def calc_scaled_sum_of_squares(exp, data): 
    '''Calculate the sum of squares of the residuals between some 
       experimental data and some data that has been generated to fit 
it.''' 
    residuals_squared = ((exp - data) / np.max(exp)) ** 2 
    scaled_sum_of_squares = residuals_squared.sum() 
    return scaled_sum_of_squares 
 
 
def calc_combined_sum_of_squares(material_variables, loads): 
     
epsilon = material_variables[0] 
sigmaMS = material_variables[1] 
sigmaMF = material_variables[2] 
sigmaAS = material_variables[3] 
sigmaAF = material_variables[4] 
     
sum_of_squares = 0 
g_values = np.zeros_like(loads) 
    #loads=parameters['loads'] 
 
for i, load in enumerate(loads): 
 
modelled_disp = simulate_plasticity(epsilon, sigmaMS, sigmaMF, sigmaAS, 
sigmaAF, load)[:,1][0:200] 
experimental_filename = str(int(load)) + '.csv' 
expCsv = np.genfromtxt(experimental_filename, delimiter=",") 
exp_disp = expCsv[:,1][0:200] 
 
if len(modelled_disp) != len(exp_disp): 
modelled_disp = np.zeros_like(exp_disp) 
         
        ## I've made the assumption that there are the sma e number of data 
points 
        # at every load. If not a correction needs to be made here. 
         
sum_of_squares += calc_scaled_sum_of_squares(exp_disp, modelled_disp) 
g_values[i] = calc_g(exp_disp, modelled_disp) 
 
ghist_file = open('./results/g-history.txt', 'at') 





hist_file = open('./results/history.txt', 'at') 




     
return sum_of_squares 
 




    os.mkdir('./results/') 
except: 
    pass 
try: 
    os.mkdir('./temp/') 
except: 
    pass 
 
# Initial guess at creep parameters 
epsilon = 0.02 
sigmaMS = 300 
sigmaMF = 400 
sigmaAS = 300 
sigmaAF = 200 
 
material_variables = np.array([epsilon, sigmaMS, sigmaMF, sigmaAS, 
sigmaAF])     
 
 
hist_file = open('./results/history.txt', 'wt') 
hist_file.write('g value, epsilon, sigmaMS, sigmaMF, sigmaAS, sigmaAF\n') 
hist_file.close() 
 
# extract fixed parameters from data files with names of the form 
"load.csv" where load is in Newtons  
names = [os.path.basename(x) for x in glob.glob("*.csv")] 
loads = [float(name.split('.')[0]) for name in names] 
optimisation_result = optimize.fmin(calc_combined_sum_of_squares, 
material_variables, args=(loads,), xtol=0.0001) 
optimised_material_properties = optimisation_result.x 
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Code for extracting data from “.ODB” files (must be in the same folder as in the 
previous file): “extract_data.py” 
import odbAccess 




    stepName = 'Loading Step' 
    historyRegionName = 'Node Load Application Part-1.1' 
    historyOutputName = 'U2' 
     
    # open odb file 
    ODBFile = odbAccess.openOdb(path = path_to_odb) 
 
    # 
    # assign step object 
    # print ODBFile.steps.keys() 
    step = ODBFile.steps[stepName] 
    # 
    # assign historyRegion object 
    # print step.historyRegions.keys() 
    historyRegion = step.historyRegions[historyRegionName] 
    # 
    # assign historyOutput object 
    # print historyRegion.historyOutputs.keys() 
    data = np.array(historyRegion.historyOutputs[historyOutputName].data) 
     
    data[:,1] = (data[0,1] - data[:,1]) * 1000 
 
    return data 
 
data = extract_odb('./'+job_params.job_name+'.odb') 
np.savetxt('./results/' + job_params.job_name + '.csv', data, 
delimiter=',')
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12.3. Stress-Strain Curves 
The data presented in Figure 12.2 is a comparison between stress-strain curves 
obtained from two different strain-measurement techniques: strain gauges and eddy 
current sensor (transducer).  
 
Figure 12.2. Comparison between a corrected stress-strain curve the ones obtained simultaneously via 
strain gauge and eddy current sensor: (a) and (c) specimens tested in the axial direction; (b) and (d) 
specimens tested in the radial direction.
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12.4. Loading Rate Analysis 
Load-displacement plots obtained at different loading rates are presented in Figure 
12.3. Five indents were made at each rate.  
 
Figure 12.3. Load-displacement plots obtained at different loading rates at a maximum load of 155 N: 
(a) 0.25 m/s, (b) 0.50 m/s, (c) 1.00 m/s and (d) 2.00 m/s. 
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