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INTRODUCTION 
Let us consider a mathematical programming problem which depends on 
certain parameters. When the parameters of the problem vary, the optimal 
value of the performance function varies also: We call this mapping the value 
function. Sensitivity is the study of the differentiability properties of the value 
function. We shall study the sensitivity for a simple optimal control problem. 
Consider the dynamical system which satisfies the differential equation 
where x(t) and u(t) are state and control variables, respectively; trajectories are 
assumed to start from the point x,, at time t,; optimal trajectories maximize a 
real-valued function whose argument is the value of the state variable at time T, 
thus the arguments of the value function are the point x,, and time t, . 
We first introduce relaxed controls for the system and study the variations 
of the system trajectories with respect to the variations of the starting point, 
initial time and control. Lemma 1 and Theorem I are slightly modified results 
from [7]. 
We then study the directional derivatives of the value function, and we derive 
an expression for them at every point @a, ,, t ) and for every direction given by 
(h, T) if Q- is nonpositive: This is Theorem 3. Those results underline the import- 
ance of relaxed controls. 
The existence and properties of directional derivatives for the value function 
guarantees the existence of solutions for the so-called Bellman equation; in a 
class of real-valued functions which is larger than the class of differentiable 
functions and smaller than the class of Lipschitz functions; this is a consequence 
of Theorem 5. 
A result of local uniqueness is given in Theorem 6. 
Among authors who have given sensitivity results, we cite Fleming [6], who 
has given a very precise characterization of the subsets where the value function 
has derivatives. 
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1. STATEMENT OF THE PROBLEM-DEFINITIONS 
Consider a met&able compact set U and a vector-valued function f such that 
(1) f is continuous from IV X U X Iw into UP; 
(2) the partial derivative with respect to the first variable afl2.x exists and 
is continuous IV x U X [w into .P(llP, W”). 
DEFIKITION. Let T be a positive number; by relaxed control we mean a 
positive Radon measure on [0, T] x U whose projection on [0, T] is Lebesgue 
measure. That is, the set Q of relaxed controls is given by 
I tO.TlXU 
V) 0 1 u 9 p(dt, du) = 1’ Y(t) dt VY E %‘[O, T]. 
0 
If the set of Radon measures is provided with the weak * topology (which we 
henceforth assume) then Q is a met&able compact set. 
Consider p E Q; from [2, Chap. 6, Section 3, Theorem 1] we know there exists 
a measurable mapping: t - p(t) from [0, T] into the set of probability measures 
on U, m&l(U), such that 
for all continuous real-valued functions p on [0, T] x U. 
Given VE s%R+l(U), ICE BP, TV [0, T], we define 
We note that 
(1) g is continuous from [wn x 'iUl+l(U) x [0, T] into UP. 
(2) @/ax is continuous from UP x 'iJJnl(U) x [O, T] into 9(FP, UP) and 
wax = 1 (afm (x, U, t) +w, 
DEFINITION. By the trajectory corresponding to given x E IP, p E Q, and 
s E [0, T], we mean the absolutely continuous mapping: t -+ Xz,R,U(f) from [0, T] 
into IF, where X,,,,, is the unique solution of the Cauchy problem 
dX(t)P = g(W), p(t), i) a.e., 
X(s) = x. 
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Let J be a real-valued function of class Cl on IF!“; we call a relaxed control 
pO optimal for the system with initial point X(S) = x if 
We set 
G(x, 4 = su~U(Xz,J0) I P E Q>, 
Q(x, 4 = (CL E Q I JKm,(*)) = G(x, 4). 
G is then the value function of the program. 
2. EXISTENCE, CONTINUITY, AND DIFFERENTIABILITY 
Consider a metrizable compact set M and a vector-valued function h 
such that h and #z/&v = %/8x1 ,..., %/&P are continuous functions over 
R” x U x [0, T] x M. 
We shall study existence and continuity (with respect to initial conditions and 
parameters m E M) of the trajectories of the Cauchy problem 
WW = lu Wt), 21, t, 4 At) (4 
Y(s) = y. 
a.e., 
Consider a continuous nonnegative real-valued function: (x, p, t) + M(x, p, t) 
where (x, p, 1) E [WV >c R, x R: 
LEMMA 1. There exist a lower semicontinuous mapping: (x, s) -+ oz.!, from 
!Ru x R into (0 . +w] and a continuous nonnegative real-valued function: 
(X . s t) - p(x, s, t) where s < t -C ez,,. such that 
p(x, s, t, ) 3 jt M(x, P(X, s> 4 4 do, s G t c s + ez,s. 
Y 
Proof. We set 
N(x, s, p) = max{M(x, p, t) I s < t B s + p}, 
P(x, s, P> = max{l , N(x, s, P)>. 
The function N and P are continuous and real-valued. 
Consider the mapping 
s 
8+T 
(x, s, r) - t(x, s, Y) = 4 s p(x,- 
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It is continuous real-valued, and increasing with respect to the variable Y. Its 
partial derivative with respect to r is given by 
g (x, s, r) = p(x,‘s, t) > 0. 
We set 
L := fotm p(xd; p) = sup , , s’+r P(x?, p) * , 6 
We shall prove that B has the required properties: 8 is clearly a lower semi- 
continuous mapping. 
Consider 
(x0 t so) E UP x R, to 6 [so 3 Ls, + SOL 
denote by K a compact neighborhood of x0 and by [si , SJ a real interval such 
that 
s, < so < s* < to , 
to < inf{&,, + s I x E K, s E [sl , s.J}. 
Consider the set 
We now show Rto is a bounded set. Suppose not; then we can find an unbounded 
increasing sequence r,, (n 2 1, 2,...) of points in Rto; set 
A, is a closed set and flz-, A, = m. Thus there exists a number n, such that 
i 
“+r,to 4 > to - s, VXEK, VSE[S~,S~]. 
d P(x, s, P) 
This shows Y,,, 4 I+? and contradicts the hypothesis. 
Define the mappmg p by 
t[x, s, p(x, s, t)] =c-- Jv8’“““‘t) p(xTs, p) =t-s, s c t --z s i e,,, 
the mapping p clearly has a closed graph. 
Consider (x0 , so , to) with so < to < so + OzO,,, , K a neighborhood of x0 , 
[si , ss] a neighborhood of so , [ti , tz] a neighborhood of to satisfying 
sr < s, < sg < tr < to < t, < inf(e,., + s ) x E K, s E [sl , sJ}, 
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The previously defined set Rt, is bounded and includes p(x, s, t) for every point 
(x, s, t) belonging to K x [pi , sa] x [tr , t,]. This implies that the closed graphed 
mapping p is continuous. 
The real-valued function: t ---f p(x, s, t) satisfies 
We derive 
(apt) (x, s, t) = P(x, -5 p(x, s, t)), 
p(x, s, s) = 0. 
,&, S, u) = jm P(X, S, f(x, S, T)) d7 3 l” dT = u - S 
s 
and 
p(x, s, t) = j” P(x, s, P(X, s, 4) du 2 jst Wx, s, P(X, s> 4) du 
s 
from s < u < s + p(x, s, u), it follows that 
and we obtain the required inequality 
p(x, s, t) 3 jt Mb, P@, s, 44 da, s < t < s + b,s * s 
Q.E.D. 
In the sequel we shall set 
where 6 is a fixed positive number. 
For a compact subset A x IC IfP x IF& set 
6~x1 = min{s + ev.s I (y, s) E A x I>. 
We state a modified version of Theorem 2 of [7] when U is in a me&able 
compact set. 
THEOREM 1. Consider (y,, , s,, , m,) E UP x II2 x M and a measurable map- 
ping t + u,(t) from R into m+l( U); then 
(1) The so&ion YvO,SO,UO,mO(.) of the Cauchy problem 
dY(t)= s dt u W’(t), ut, mo) pa(t) du a.e., 
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is umipely &jked near s, and satisjk 
II Y(t) - Yo II < P(Y0 , so , 4, so < t < so + euo+so . 
(2) Consider a neighborhood A of y. and choose a neighborhood [sI , sd of s, 
and a number T where s2 < T < dA[x,.s,~; then Yv,,,,,,(t) (s, < t < T) is uniquely 
defined for all (y, s, m, t.~). 
(3) Idmtify the measurable mapping: t -+ p(t) with the corresponding measure 
on [0, T] x U whose projection on [0, T] is the Lebesgue measure; f the set of 
measurable mappings is prow&d with the corresponding topology, then the mapping 
(y, s, P, t, m) - yy.8,,.m(t) is a continuous mapping. 
Proof. (1) Suppose so = 0; from [3, p. 665], the Cauchy problem 
dY(t) - 
dt s W(t) u, 4 m,) clo(t) (4 a.e., u 
has a unique solution near 0. 
Consider the set Z of all the points t E 10, 0,,0 ,[ for which Y,,.,,, {*) satisfies 
II Y(s) - Yo I < P(Y0 > 094, O<s<t. 
Clearly Z is a closed set. On the other hand, if to E It, > 0, then 
II Y(to) - yo II < /;” I/ y (I dt = / 
ro.t,1xo 
II WW ~2 t, mo)ll po@) (4, 
II Y(to) - Yo II qt m={ll h(y, w 4 mo)ll I II Y - y. I/ < p( yo, 0, t),u E U,m E W dt 
d P(Y0 * 0, to) - ato < P(Y0 7 0, to)* 
This shows Z is an open subset of (0, evO,,). I must then equal either (0, f?v,,o) or 
the empty set. 
From Lemma 1 and the choice of the function M, it follows that 
P@o , 0, t) 2 I’ max{ll h( y. , u, s, m)ll I u E U, m E M} a5 + St. 
0 
On the other hand, there is a neighborhood J of 0 in R, such that, for all t in J, 
m=4l W’(t), u, t, 4 II u E U, m E W 
< mdll NY0 , u, t, 411 I u E fJ, m E MI + 6. 
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Thus t E / implies 
II Y(t) - Yo II G jot max{l] h(Y(s) u, s, m)ll / u E U, m E M} ds 
G t m=IlI My s o , u, s, m)ll Iu E U, m E M} ds + St ,< p(yo , 0, t) 0 
and consequently I = (0, 09,,o). 
(2) Replace t by -t in Lemma 1. There exists an upper semicontinuous 
function: (y, s) --f 0:,, and a continuous positive function: (y, s, t) -+ p’(y, S, t) 
such that: 
I/ &/,,o,P,.mO(~) - Yo II G P’(Y0 9 0, t), q#.o < f G 0. 
We can find a compact neighborhood A of y. and a neighborhood [sr , sa] of 0 
such that: 
maxU%,~ + s I y E A, s E [sl , s2J> < sl < s2 < min{@,,, + s I y E A, s E [sl , s2]). 
Consequently, if T satisfies s2 < T < BA~S,,S~l , the solution Yy,,,,,,(t) 
(sr < t < T) is uniquely defined for all y E A, s E [sl , s2], m E M and for all 
measurable mappings: t + p(t). 
(3) In order to prove the last part we shall represent the Cauchy problem 
as the integral equation 
y(t) = y + .r,,.,,x, h( Y(s), us, m) #s, du), 
where p is the element of Q associated with the mapping: t + p(t) by 
Note that Q is an equicontinuous subset of 2X([s, , T] x U). 
For allyEA, SE[S~,S~], te[sl, T],~EQ, we have 
il Yv,s.p.m(~>li G II Yy,,.,.&) - Y II + IlY II 
G sup{ll Y II + P(Y, s, 4 I Y E 4 s E h , ~21, t E [$I > TI) = 01 
and 
< max{ll NY, u, t, 411 I II Y I/ < a, u E U, t E [sl , Tl, m E W. 
By the Ascoli theorem, the set (Y,,S,,,m(~) /y E A, s E [sl , s2], p E Q, m E M} is a 
relatively compact subset of %‘J[sr , T], BBP). The continuity of the mapping: 
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(Y, s, CL, fll) - Yv.s,u,m (.) will follow if we prove that the graph of the mapping 
is closed. Consider then a sequence ( yi , si , pi , mi) (i = 1,2,...) converging 
toward (y,, , s, , p,, , m,) and suppose that the sequence Y*(e) = YVi++,,,i(*) 
(; = 1,2,...) uniformly converges towards Y,,(e) as i goes to infinity. 
As i tends to infinity, the sequence of vector-valued mapping: (t, u)-+ ‘pi(t, U) = 
h(Yi(t), u, t, mi) (i = 1, 2,...) converges uniformly towards: (t, U) --f qO(t, U) = 
h( Y,(t) U, t, m,). On Q the weak * topology is the same as the topology of uniform 
convergence on compact sets of %‘J[sr , T], IF@‘). Thus for all t E [s, , T]: 
On the other hand, 
Thus 
= !$Yi + j” h(Yi(s), u, s, m) &ds, du) 
si 
= y. + S,: h(Yo(s), u s, mo) t~~(d.5 4 
and the proof is complete. 
Now we shall particularize the function h and parameter space M. Set p = n 
and h(x, u, t, m) =f(x, u, t); by so doing we obtain the following result of [9]: 
COROLLARY 1. Given x0 E UP, then there exist s, , s2 , T with s1 < 0 < s2 < T 
and a neighborhood A of x0 such that for all (x, s) E A x [sl , sz] the trajectory 
X,,,,,(t) (sI < t < T) of the system is uniquely defined; moreover, the mapping 
(4 4 tL> t) - -&w(t) 
is continuous. 
Given T as in Corollary 1 and a trajectory Xz,S,U(t) (sI < t < T) we define 
the solution: (t, u) -+ K,,,,,(t, u) of the Cauchy problem 
dY(t) - = g GLLl(t), P(t), t) Y(t) dt a.e., 
Suppose A has been chosen as in Corollary 1 and is a compact set. We set 
M = A x 1~1 , szl x 8, 
p = n2. 
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For m = (x, s, Y), y E L?(W, W), u E U, t E [sr , T] we shall set 
h(y, u, 4 m> = @f/W (&,,dt), u, t>Y. 
Then we may deduce: 
COROLLARY 2. Undo hypothesis and notations of Corollary I, the mapping 
(x9 -5 PCL, 4 4 -+ Kz.s.u(t, 4, 
where K,,,,,(*, u) solves the Cauchy problem 
W) - = $ GLdt), &h 0 Y(t) dt a.e., 
w = b@p*,y T 
is a continuous mapping. 
Remember that K z,s,,(t, 0) is the derivative of the mapping 
‘TX -+ Xz,s.L&) 
and keep the hypotheses and notations of Corollary 1; then: 
THEOREM 2. For all x, y E A, s, t E [sl , s& p, E Q the following equality 
holds: 
4!,w(~) - xw(~) 
= Kc t.w(T 4 (Y - 4 + It Kz,t,,K 4 &Kz,t&)~ &J),u) da 
s 
+ %,Y,t,8,U(I t - s I + II x -Y II) 
where 
Proof. The continuity of the mappings introduced in Corollaries 1 and 2 
is uniform because of the compactness of A x [sI , sz] x Q x [sl , T] x [sl , 7’1. 
Consider a compact set A, whose interior contains A and for which Corollaries 1 
and 2 are valid (with A replaced by A,). For z E A, , from Corollary 2 we have 
Xz,t,,(T) - X,,,,(T) = &,t,,(T t) b - 4 + &.,(ll x - x Ii), 
where 
1 
lim- max(]i c&+(/l z - x 11) 1 z, x E A, , II z - x 11 .< 8, t E [sr , s.J, TV E (2) := 0. 8&O 0 
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Choose a = XVS8,Jt), f 11 o owing Corollary 1, as (y, s) is near enough of 
(x, t) E A x [or , s2] the point z is in A, and we get 
= Y - x + j%&.t.,W, P(U), 4 do + &,.t,dll x -Y) II + I t - s I) 
s 
where 
1;~ $ maxlll ffL~~.~ (II x - Y II + I t - s I) I x, Y 6 4 4 s E [Sl ,4, II x - Y II 
+It--s[ <.s,EQ)=O. 
We can first infer that there exists a positive number K so that 
denoting o1 = a1 + a2 and noting 
X&t*,(~) = X,.8,,(T) 
we get: 
= KwK 9 [Y - x + jkbk~~~ 44 4 du + ~~.~,t,s.u] - 
s 
From the continuity of the mapping K, we then deduce the theorem. 
Before other investigations about sensitivity, results about existence of optimal 
controls have an intrinsic interest. Thus we shall present here Ghouila-Houri’s 
existence theorem. 
Consider the optimal control problem 
y =f(X(t), u(t), t) a.e. 
X(t) EFt , t E [O, Tl, 
X(0) E K; 
maximize J(X( T)) with the following hypotheses: 
U is a metrizable compact set; 
Ft is a closed set and K is a compact set. 
The function f is continuous and has a continuous derivative aflax with 
respect to its first argument. 
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The set Q1 of admissible controls contains all the measurable mappings 
t --+ u(t) from [0, T] into U. 
The real-valued function J is of class Cr. 
Moreover, we shall suppose that 
f(X, u, t) = {f@, % t) I u E u> 
is a convex set for all (x, t). 
THEOREM (Ghouila-Houri). Suppose there exist x,, E K and p,, E Q such that 
X z,.o.f& E Ft tE[Q Tl; 
then there is a measurable mapping: t -+ zi(t) and un absolutely continuous mapping: 
t + X(t) satisfying 
dX(t)/dt =f(x(t), u(t), t) a.e., 
I(O) E K -qt) EFt , O<t<T, 
J(~(TN = md@LdTN~ x E K P E Q>. 
Proof. Consider the set of all (x, p) E K x Q which satisfy 
Xm.uP) EFt > O<t<T, 
from the continuity of the mapping: (x, CL, t) -+ X,,,,,(t) we may conclude that 
the above set is compact; following the hypothesis that it is not empty, then there 
exists a point (z, p) E K x Q so that 
We now give a result which has been proved by Wazewski [lo]. 
LEMMA 2. Consider a metrixable compact set U, an interval [u, b] C 88, a 
continuous mapping qx [a, b] x U -+ i?F, and a measurable mapping v: [a, b] --f 08”. 
Suppose w(t) E cp(t, U), a < t < b. 
Then there exists a measurable mapping S: [a, b] + U such that 
w(t) = y(t, u(t)) a.e. 
Set, 
cpk 4 = f wwi(~)~ u, th 
w = gGG,o*,(th iw t); 
then 
v(f) E =f (&u.p(t)r -3 t) = f W3.0&)’ u, 4 = v,(c v. 
Using Lemma 2 we can find a measurable mapping: t + g(t) so that 
u(t) = f (X~.D.P(t), @(t), 4 at. O<t<T. Q.E.D. 
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3. SENSITIVITY WITH RESPECT TO INITIAL CONDITIONS 
Consider a compact neighborhood A of x,, , [sl , s.J a neighborhood of 0, Q the 
set of relaxed controls. We shall suppose for simplicity that all the trajectories 
from x E A at time t E [sr , sz] exist. 
Denote by p[t,T~ the restriction of the control p to [t, T] x U. 
Define the real-valued function 
(x, 4 IIf s, 4 + fL.t.P(S~ u) = J’Wwm) %.u(T 4fGGt.u(4 UP 4 
and the multivalued mapping Q(x, t), 
We recall from [7, Theorem 51 that 
LEMMA 3. Consider x E A, t E [sl , s.J, pFLo E Q; then there exist vO E Q and 
h, E Q such that 
x O[8t,t] = vo[81,t, ’ 
h 
W.Tl = po[t.T] ’ 
s 
Kt.& 4 Ao(s) (W = mN&,t,&, 4 I u E VI a.e. s E [sI , t]. 
lJ 
Proof. Denote 
The set Q. is a compact subset of Q. Consider y: [sr , t] ---f R a nonnegative 
continuous function v E Q. , set 
r,h) = 1~ EQo (J;,, t,xv ~(4 fLt&, 4 cL(ds, W 
Consider a sequence (vi , pi) (i = 1,2,...) where pi E I’,(vJ and 
gpi 9 Pt) = (VP CL). 
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The sequence Hs,t,vi converges to Hz,t,u uniformly with respect to (s, u), con- 
sequently: 
for the family y. Hz,t,Yi (; = 1,2,...) is relatively compact in VU([sr, t] X U). 
The mapping: (s, V) -+ max(r(s) sU H,,t,,(s, U) p(du) p E ‘iI.Y+l( U)} is continu- 
ous; consequently the sequence 
uniformly with respect to variable s as vi(; = 1,2,...) tends to V; then 
This proves that p E r,,( v and that the multivalued mapping r, has a closed ) 
graph. Define the multivalued mapping r by 
then 
W = )P EQO 1s, Hz,& 4 i-4) (W = mW&,,(s, u) I uU> a.e. sE [sl ,tl I 
and I’ has a closed graph. Set 
It is an upper semicontinuous multivalued mapping with values in the metrizable 
compact set 2X+l(U). From [4] Theorem 5.2 there exists a mesurable mapping 
p: s ---f p(s) with p(s) E a(s) a.e. s E [si , t]. We may then associate with p a control 
v E Q,, so that 
v(s) = p(s) a.e. s E rs1 , 4, 
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which shows that r has nonempty convex compact values; from Kakutani’s 
theorem [l] there exists an element I+, E Q,, such that v,, E F(v,,). This means the 
following: 
A,, = v,, is then the required control. 
COROLLARY. 
Proof. We have only to prove that the second set is contained in the first one. 
Consider pr, E Q(x, t); then for almost every s E [t, 7’1 we have 
and from Lemma 3 there is A,, E Q satisfying 
h, It.Tl = po[LT, ’ 
J u &.t.Ao(~, u> WI (4 = ~4%,t& 4 I u E VI a.e. s E [sr , t]. 
This shows that the control A,, is a point of Q(x, t). 
Remark. Every optimal control on [t, T] can be continued for preceding rime 
as a control maximizing the function H but it cannot be continued as an optimal 
one; consider the following example: 
d-V) - = u(t), 
dt 
[-qO>l = 0, 
-4W)12 X(t) E R u(t) E [--I, fll. 
It is clear that the point (0, to) cannot be strictly on the path of an optimal 
trajectory. 
THEOREM 3. Cons&r h E UP, 7 > 0, and the mapping 0 from [0, l] into Rn 
so that lim,, e(A) = 0. Tken 
$$l/h) {Wo + M + XW), -AT) - G(x, , 0)) 
= max {DG(x, 0) (Tf (5, u, 0) + h) I u E W, 
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where 
Proof. Consider P EQ ad set XL, = XsO+An+AO~~).-n7,, , Xo,, = &,,o.u , 
15=0,, = K%O*O’Ll . Following Theorem 2: 
-Lm - X0,,(T) 
then 
(1) Suppose p e&(x0, 0); set X, = X,,, , X0 = X0,, , K, 7 K,,, . Then: 
s ’ J’(XdI’)) KoCC 4 gtXo(o), P(U), 0) do -A7 
The integrand is a continuous real-valued function with respect to u; then: 
l$-$W) Lwotn) - J(XoW)l 
= m=U’(Xo(T)) Ko(T 0) [h + f (x,, , u, O)] I u E U). 
From the relation 
‘33~0 + M + W4, -W - ‘3x0 70) > J(X,(T)) - J&(T)) 
it is easy to deduce: 
liyLinf(l/h) [G(x, + M + M(A), --XT) - G(xo , 0)] 
2 l&p/4 LKw9) - Jc&co1 
B max(J’(X,(~)) K,CC 0) [h + rf (x0 , u, 011 I ZJ E W-, 
litjnf(l/A) [G(xO + Ah + M(A), --AT) - G(x, , 0)] 
2 -+=U’(Xo.,t~)) Ko.,tT, 0) [h + Tf @o, ~3 011 I u E VI I u E Q&t, G. 
40916013-7 
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Following the corollary of Lemma 3 and the chosen notation: 
lim$rf(l/A) [G(x,, + Ah + M(A), -AT) - G(xs , 0)] 
3 mWWo , 0) [h + ~f(x~ , u, (01 I IJ E W. 
(2) Suppose TV E Q(zs + xh + M(X), -AT). Then 
Wo + hh + W9, -W - (3x0 > 0) G 1(X,,,(~)) - 1(X0.,(0- 
The multivalued mapping: h + QA = Q(xs -+ Ah + M(A), -AT) is upper semi- 
continuous; choosing an arbitrary neighborhood V of Q(xa , 0) we can find a 
positive number A, so that 
h<h=>Q,CV. 
Clearly we have 
G(xo + hh + he(h), --XT) - G(xo , 0) G suPM-%m - J&J,um) I tL E VI* 
Let us consider the second member of the inequality: 
G SUP ~J’GWV G,u(T, 0) h 
YEV I 
+JO 
-us ~g l’(Xo,uW) Ko,uK 4wf(Xo.uW, ~9 4 do + ou(41 - 
But 
where 
Then 
lA$( 1 l4 m4-W I P E Q> = 0. 
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The set V is an arbitrary neighborhood of Q(xs , 0); this implies 
I$$/4 [G(q, + fi + W9, -W - G(x, , O)] 
= max{DG(x, , 0) [h + ~f(q, , u, 0)] 1 u E U). 
Remark. We may write 
$(1/h) W, + Ah + W4, -AT> - G(x, ,011 
= maxW(q, , 0) [h + dx, , P., O)l I CL E~+YW. 
Indeed on the convex compact set {q(q, , Y, 0) + h 1 v E !IR+l(U)}, the convex 
real-valued function OG(q, , 0) (.) attains its maximum at least on one extremal 
point. This point is the image of at least one extremal point of !lJ1+l( U) by the 
affine mapping: v ---f rg(q , , v 0) + h. This last point is denoted by 6, for it is a 
Dirac measure; then: 
max{DG(x, , 0) (fJ = g(q, , v, 0)) I v E m+l( U) = oG(% , 0) (A + f(.~, , a, 0)). 
The notation DG(x, , 0) employed in the preceding proposition will be justi- 
fied by the following (choosing r = 0): 
COROLLARY 1. 
Remarks. (1) The mapping: t - p,(f) = .J’(Xz,,,d~N ~+d~3 9 
(CL E Q(q, , 0) is the solution of the Cauchy problem 
dP(t) 
dt 
a.e. t E [0, T], 
We recognize the so-called adjoint Pontrjagin variable. The last result emphasizes 
the relations between directional derivations of the value function and the 
Pontrjagin variables. 
648 ROBERT JANIN 
(2) The directional derivatives of the value function have been expressed 
at point (x,, , 0); they may clearly be expressed along a trajectory starting from 
(x0, 0), whence 
COROLLARY 2. consider a trajectory X(f) (sl < t < T), X(0) = x0 and 
consider a fime f, at which dX(f,)/df exists, set 
$ G&W,), to> = 1’ ;*y f [G(Wo - A), to - 4 - WW, h,)l; 
then 
$ GWo), 1,) = max /WX(t,), to) [fW(to), I(, to) - $ x(t,)] / 11 E u/ . 
THEOREM 3’. We consider fhe optimal control for initial conditions (x0 , 0) 
and a vector h, a nonnegative member T, and a mapping: t - l?(t)fiom [0, I] into 
BB” so that lim,,, f?(h) = 0. Then, if Q(xo , 0) is u single point, 
1$/X) [G(xo + M + WV, +W - G(xo ,6,1 
= -max{DG(x, , 0) [h + Tf (x,, , I(, 0)] I u E U). 
Proof. (we keep the notation of the preceding proofs.) 
(1) G(x,, f Ah + he(A), AT) - G&i, 0) > maxfl(XdTN - ItXo.,(TN I 
P E Q(xo 9‘41. 
From optimality of the control: 
JtXdT)) - l(Xo,u(TN 
= J’VoN’)) * Ko.wtT 0) h 
4. f”’ 
‘0 
yg l’(Xo.,(TN G,u(T~ 4f b%&h us 4 da + 0,(4t 
where 
Thus 
fi(1 /A) max{o,(h) I p E Q} = 0. 
liy&Ljnf(l/h) [G(x,, + hh, M(h), AT) - G(xO, 0)] 
(2) Repeat the second part of the proof of Theorem 3; we get then 
li~~p(l/h) [G(x, + hh -L he(X), A,) - G(x, , 0)] 
< max u~O(Zo*O) - m-41’(Xo.,(T)) Ko,,(T, 0) I--h +f(xoj w WI I 11 EVI. 
The theorem will follow if we may commute max and -max: It is true as 
long as the optimal control is unique. 
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4. DIFFERENTIABILITY PROPERTIES OF FUNCTION G 
The corollary of Theorem 3 tells that the value function G(., 0) is tangent 
for all directions h to the convex function: 
x - G(xo ,0) + DC+,, , 0) (x - xc,) 
at point x,, . Denote by aG(x, t) the subgradient at point 0 of the function: 
h -+ DG(x, t) (h). 
PROPOSITION. The multivalued mapping aG is an upper semicontinuous multi- 
valued mapfhf. 
Proof. Given (x, t), the convex function: h -+ DG(x, t) (h) is the support 
function of the compact convex set aG(x, t); we also know that the mapping 
(x, t) ---, Q(x, t) = {P EQ I J(&,dT)) = G(x, t)> 
is an upper semicontinuous multivalued mapping. Thus for every h E [w”,. 
by [I, Theorem 2, p. 1221 the function 
(x, t) + DG(x, t) (h) = maxU’Kt.,(T)) JL.&T 4 h I P E Qb t)> 
is upper semicontinuous; this implies with [8, Lemma 1.241 that the multi- 
valued mapping aG is upper semicontinuous. 
THEOREM 4. The uniqueness of the optimal relaxed control at the point (x0 , 0) 
implies the d@wntiability of the function: x + G(x, 0) at point x0 . 
Proof. Choose a convex neighborhood A of x0 so that all the trajectories 
starting x E A at the time 0 exist until time T; this implies aG(x, 0) ;JI g. We 
need now the following result: 
LEMMA 4. Consider a point x1 E A, then there exists a point x2 E [x0 , x1], an 
element y2 E aG(x, , 0) so that: 
G(xl, 0) - G(x, , 0) = (~2, xl - xo>. 
Proof of the Lemma. The multivalued mapping aG is upper semicontinuous; 
then the set 
7-z { y E (UP)” 1 y E aG(x, 0), x E [x,, , x1]} 
is a compact connex set. For a given (Y E [0, I], set 
f(a) = G(xt, + ,-4x1- x,,)r 0). 
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f is a continuous real-valued function, at every point c+, E [0, l] 
exists and satisfies 
m = mid<% x1 - x0> I Y E A) d &f(a) < m={(y, xl - x0> I y E A} = M. 
Following [5, Theorem 15.41, we get 
m <f(l) -f(O) d M, 
i.e., 
but the linear mapping y + (y, x1 - x0) maps A onto the closed interval 
[m, M]; then there exists yz E A, in other words, x2 E [x,, , x1] with ya E aG(x, , 0) 
so that: 
G(x, 90) - (3x0 , 0) = (~2 , xl - ~0). 
The lemma is proved. 
From uniqueness of the optimal relaxed control for initial condition (x,, , 0), 
the set aG(x,, , 0) reduces to a single point which we denote by G’(xs , 0). 
Consider the ball B, C UP with radius E. Following the preceding proposition 
we can find a convex neighborhood V of x,, so that 
x E V z- L’G(x, 0) C G’(xo , 0) + B, . 
Let x E V, from Lemma 4: 
G(x, 0) - G&o > 0) = (Y, x - xo> 
where y is necessarily contained in the ball G(xs , 0) + B, . This implies: 
--E II x - xo II d G(x, 0) - G&o, 0) - G’@, , 0) (x - 4 < 6 II x - xo II . 
c’(xo 3 0) is then the FrCchet derivative of the function: x -+ G(x, 0). 
Remark. There is an analogous result in the calculus of variations under the 
name of Kuznetzov-Siskin’s theorem (see [6J). The question arises: Does 
uniqueness of the optimal trajectory imply differentiability of the value function ? 
The answer is “no” as the following example will show. 
EXAMPLE. Consider the system 
dXl(t)/dt = u(t), 
dX2(t)/dt = [Xl(t)]2 + [u(t)]2 X2(t), 
-w), X2(t) E R 4t) E E-L fll. 
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The optimal trajectories have to minimize [Xa(1)12. For the initial condition 
(0,O) at time 0, the only optimal trajectory is the mapping 
t -+ p?(t), X2(t)) E (0, 0) 
and the optimal relaxed controls consist of all relaxed controls which satisfy 
1 
J up(t) (du) = 0 a.e. [-1.+11 
t E [0, 11. 
Then G((0, 0), 0) = 0. Let us perturb the second coordinate of the initial state 
(xl(O) = 0). 
(1) X2(O) = E > 0; then the optimal relaxed control is unique: 
P(t) = 4&) 3 
where t -+ u(t) = 0 a.e. and we have G((0, c), 0) = 
(2) J?(O) = --c < 0; then the optimal relaxed control is unique: 
p(t) = g - 6-l + $ * a+1 a.e. t E [0, 11, 
G((0, -t.), 0) = --ee. 
This example shows that the value function is not differentiable though there is a 
unique optimal (no relaxed) control and a unique optimal trajectory. 
Conversely it is clear that the differentiability of the value function does not 
uniqueness of the optimal relaxed control. 
5. OPTIMALITY CONDITIONS 
We shall here suppose that all the trajectories which start from x0 at time 0 
exist until time T. 
THEOREM 5. Cons&r an open set Q C [wn X [0, T] including all the points 
(X(t), t) (0 < t < T) where X is a trajectory which starts from x0 and consider a 
mapping H: UP x [0, T]-+ R which has the following properties. 
(1) For (x, t)EQ (t >0) andfor hg Iw” the number 
DH(x, t) = l&1(1/X) [H(x + AAh, t) - H(x, t)] 
exists and the real-valued function DH(x, t) (h) is continuous and convex with 
respect h. 
(2) Denote by lMI(x, t) the subgradient of: h + DH(x, t) (h) at point 0, then 
l3H is an upper semicontinuous multivalued mupping. 
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(3) For (CC, t) E Sz, (h, T) E W x R (r < 0), the function H satisfies: 
li$(l/x, [H(x + u, f + At) - H(x, t)l 
= max{DH(x, t) [-7f(x, u, t) + h] 1 24 E U}. 
(4) WY9 T) = J(Y) Y E iJJ”* 
Then all the trajectories x which satisfy 
d-m m= @(-f(% 4 [I (x(t), us t) - 71 j 24 E u/ = 0 
a.e. t E [0, T], 
-qq = x0 , (5) 
are optimal trajectories. 
The wake function G satisfies properties (l), (2), (3), (4); a necessary and sz@ 
cient condition for optimality of a trujectory ..% is then: 
max {DG(X(t), t) [f (x(t), u, t) - 91 1 u E U/ = 0 a.e. t E [0, T]. 
Proof. Consider a trajectory X and a compact set in, C 9 whose interior 
contains all the points (X(t), t) (0 < t < T). The set 
SY = u {aqx, t) 1 (x, t) E In,> 
is compact. Let h E 08” and E: X --+ c(A) (0 < X < 1) such that 
c(A) E UP, lj’ c(h) = 0. 
Let t ~10, T]; then we can find a positive number A,, (A,, < t) such that 
(X(t) + Ah + &(A), t- A) E sz, -8E [O, 11. 
From (l), (2), and Lemma 4 
W-W) + Ah + A@, t - 4 -f&W) + Ah, t -A) < A lull max{ll y II I y E g}. 
Following (3) this entails 
y1/4 [qq) + Ah + q4, t - q - fq-qt), t)l 
= =4DWX(t), t) If (x(t) u, t) + 4 I u E u>. 
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Choose as vector h a cluster point of (X(t - A) - X(t))/A as A tends to 0. Let 
Ai (i = 1, 2,...) b e a sequence of numbers tending to 0 such that 
x,+1 < hi , 
lim x(t - ‘i) - x(t) = h 
i-tm 
hi 
Set 
qq = x0 - u - X(4 _ h 
hi 
x E l&+1 , &I. 
Then 
If in particular, X has a derivative at time t, then 
Set 
y1/4 ww - 4, t - 4 - WW), t)] 
= mWWW, t) [f(W), u, t) - (d-W/4] I 21 E U>. 
K = maxWV(O, t> WV), v1 ,t) - g(W), v2 ,91 It E LO, Tl v1 ,v2 E ~+W>. 
Note that every cluster point h of (X(t - A) - X(t))/h can be written 
h = -&f(t), v, t) 
for a particular v E ‘B+l(U). Let t ~10, T], then 
K >, lim;up(l/A) [H(X(t - A) t, -A) - H(X(t), t)] 
> limLrif(l/A) [H(X(t - A), t - A) - H(X(t), t)] > 0. 
Consider the functions: 
91(t) = w-v)~ a 
p)z(t) = --H(-w, t) + Kt. 
Let 7 > 0, t E IO, T], i E (1,2}, then every cluster point of 
h(4 - rl - c?%(t) - rltNl(t - 4 
as s increases up to t is strictly positive. For every 6 > 0 we can find s E [t - 8, t] 
such that: 
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Following [S, Lemma 15-l], the function: t -+ vi(t) - 7t is a nonincreasing 
function; thus pli is a nonincreasing function. 
Let tr , t, E IO, T] with t, > t,; then 
0 < WV,), t1) - W-q,), t2) < Wl - t2) 
(from optimal@ J(X(T)) = H(X(T), T) < H(X(O), 0)), this implies 
I wwl), t1> - f&w,)> t2)l G K I t1 - f2 I Vt, , t2 E [O, Tl. 
The function: t -+ H(X(t), t) is absolutely continuous, thus 
fq-w), T) = ww), 0) + s’ (44 q-w, t) dt. 
0 
Except on a set of 0 measure the two functions: 
t -+ f&q), t) and t + X(t) 
have derivatives and we may write 
&w), T) = ww), 0) 
+s,‘- m4WX(t), t) [f(-W), u, t) - (dX(t)/dt)] I u E U} dt. 
From this last equality we can conclude 
J&w)) = w-Jv), T) = WXP), 0) 
for a trajectory which satisfies (5); thus X is an optimal trajectory. We have 
proved in the preceding sections that the value function G satisfied hypotheses 
(11, m (319 (4). IfAT is an optimal trajectory then G(xo , 0) = G@(T), T) and 
necessarily: 
max DG(x(t), t) [f@(t), II, t) - (d-%(t)/dt)] 1 u E U} = 0 a.e. 
&nzu~ks. (1) Property (3) of the preceding theorem is a generalization of 
the so-called Bellman equation; indeed at the point (x, t) where the function H 
has a derivative with respect x the equation will be written 
dH(x, t) = (a/ax) H(x, t) dx - max((a/ax) H(x, t)f(x, u, t) I u E U} dt. 
(2) The second part of the preceding theorem shows the relation between 
dynamic programming and the Pontrjagin Maximum Principle; indeed the 
function: h -+ DG(x, t) (h) is convex, which implies 
( 
lJd&t), UT t) - 
dX(t) < o 
-yg- 
> 
Vu E U, Vp E aG(if(t), t) 
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for the points t where (5) is true; but we showed elsewhere that at every point 
t E [0, T] the Pontrjagin variable P(t) takes its values in aG(x(t), t) thus 
6. NECESSARY AND SUFFICIENT CONDITION FOR OPTIMALITY 
We have proved (Theorem 5) that the relation 
~g? DG(X(t), t) [f(X(t), u, t) - q] = 0 a.e. t E [0, T], 
X(0) = X” 
is a necessary and sufficient condition for optimality of the trajectory X. However 
the Bellman functions (which satisfy conditions (l), (2), (3), (4)) do not neces- 
sarily equal G along an optimal trajectory. The following result is a direct 
consequence of the works of Valadier [9] about differential equations for multi- 
valued mappings. 
THEOREM 6. Suppose H is a BeEfman function and x(t) (0 < t < T) is a 
trajectory. We assume: 
(I ) X is the unique trajectory satisfying 
max{DH(X(t), t) If(X(t), II, t) - (dX(t)/dt)] 1 u E U> = 0 a.e. X(h) = -wo>; 
(2) there exists a number a > 0 such that the function H has derivatives 
with respect x on the set 
OJ = {(x, t) I II x - -qQll < 4 t E [&I 7 m. 
Then there exists a neighborhood V of X(t,) with the following property: An 
optimal trajectory starting from x E V at time to satisfies 
max{DH(X(t), t) [f (X(t), u, t) - (dX(t)/dt)] / u E U} = 0 a.e. 
Proof. The function H has derivatives with respect x on the set w; following 
hypothesis (2) in Theorem 5 the multivalued mapping: (x, t) -+ aH(x, t) is the 
continuous mapping: x(t) -+ (a/ax) H(x, t); set 
F(x, t) = Arg max{(a/ax) H(x, t) h 1 h = g(x, v, t), v E )hn+l(U)). 
The multivalued mapping F is upper semicontinuous, its values are convex 
compact subsets of a fixed compact set. By hypothesis x is the unique solution 
of the differential equations for multivalued mappings: 
dX(W E F(W), t>, X(t,) = qto>. 
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By [9] there exists a neighborhood V of X(t,) such that for every x E V the 
solution Xi of the equation 
dX(t)/dt E F(X(t), t) -wlJ = x 
exists and satisfies I] Xi(t) - X(t)]] < a. According to Theorem 5, such a 
trajectory is optimal; thus H(x, t,) = G(x, t,). 
Conversely, suppose X, is another optimal trajectory starting from x at time 
t, , then 
and 
max{DH(Xa(t), t) [f(Xs(t) u, t) - (dX,(t)/&)] 1 u E U} = 0 a.e. tEEto, Tl. 
Q.E.D. 
APPENDIX: ABOUT THEOREM 3 AND THEOREM 3’ 
The following example will underline the importance of taking nonposi- 
tive time directions for directional derivatives. Consider the system: 
dX(t)/dt = u(t) t E [O, 29, 
u(t) E [--1 + 11, 
max(X(21/2)2 - 1)2. 
Here we may restrict ourselves to ordinary measurable controls, and the optimal 
controls of the system for the initial condition X(0) = 0 are the following: 
(1) u(t) = 1 a.e. t E [0, 2112], 
(2) u(t) = -1 a.e. t E [0, 21i2], 
(3) all the controls which satisfy lf” u(t) dt = 0. 
Then the directional derivatives of the value function are: 
DG(0, 0) (+ 1) = 4(2)‘f2, 
DG(0, 0) (- 1) = 4(2)1/2. 
The so-called Bellman equation at point (0,O) is 
lii(l/h) [G(O, --h) - G(0, 0)] = 4(2)‘/” 
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but for positive time perturbation (0, A) 
2$(1/X) [G(O, A) - G(0, 0)] = 0 
the second member of the equality cannot be expressed by means of the direc- 
tional derivatives with respect to the state variable at point (0,O). This example 
shows that the Bellman equation is true only for nonpositive time perturbations. 
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