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A MULTI-DIMENSIONAL RESOLUTION OF SINGULARITIES
WITH APPLICATIONS TO ANALYSIS
TRISTAN C. COLLINS, ALLAN GREENLEAF AND MALABIKA PRAMANIK
Abstract. We formulate a resolution of singularities algorithm for analyzing
the zero sets of real-analytic functions in dimensions ≥ 3. Rather than using
the celebrated result of Hironaka, the algorithm is modeled on a more explicit
and elementary approach used in the contemporary algebraic geometry litera-
ture. As an application, we define a new notion of the height of real-analytic
functions, compute the critical integrability index, and obtain sharp growth
rate of sublevel sets. This also leads to a characterization of the oscillation
index of scalar oscillatory integrals with real-analytic phases in all dimensions.
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1. Introduction
The structure of the zero set of a multivariate analytic function is a topic of wide
interest, in view of its ubiquity in problems of analysis, partial differential equa-
tions, probability and geometry. The study of such sets originated in the pioneering
work of Jung [30], Abhyankar [1] [2] and Hironaka [24], [25]. Since then this field,
known in algebraic geometry literature as resolution of singularities, has seen sub-
stantial advances, with contributions by Bierstone and Milman [7] [8], Sussmann
[52], Parusin´ski [41] [40], among many others. The latter body of work has a strong
analytical component that makes it adaptable, at least in principle, to a variety
of problems in analysis where zero sets of polynomials or analytic functions play a
crucial role. More recently, work by Phong, Stein and Sturm [42, 43, 44, 45], Green-
blatt [13, 16], and Ikromov, Kempe and Mu¨ller [28, 27, 29] have explicitly addressed
resolution of singularities with the goal of applications to such analytical questions,
several of these in the bivariate setting. The purpose of this article is to formulate
an algorithm for resolving singularities of a multivariate real-analytic function and
apply it to a class of related problems for an (n+ 1)-variate real-analytic function,
n ≥ 2:
(i) computation and extremal characterization of the critical integrability index
(see below for a definition),
(ii) estimation of the size of sublevel sets for such functions, and
(iii) description of the oscillation index of a class of scalar oscillatory integrals with
real-analytic phase.
These problems are of importance in a multitude of questions in harmonic analysis,
PDE and geometry. For example, the scalar oscillatory integrals arise naturally as
Fourier transforms of surface-carried measures (see [3, Ch. 6] or [51, Ch. 8], [53, 54,
10, 11, 31]), while their operator analogues are central to the study of regularity
properties of Fourier integral operators [42, 48, 47, 14, 23]. The critical integrability
index and sublevel set estimates, in the context of holomorphic functions in Cn+1,
provide important input in questions involving solvability of certain Monge-Ampe`re
equations. We will not expand on these well-established connections in this article.
Instead we refer the reader to [42]–[45], [13]–[20] and the bibliographies therein for
an exhaustive treatment of the subject.
1.1. Description of the problems. Let F be a C∞ function in a neighborhood
U0 of the origin in R
n+1, F (0, 0) = 0. The critical integrability index of F , denoted
µ0(F ), is defined as
(1.1) µ0(F ) := sup
{
µ > 0 :
there exists an open set U ⊆ U0
such that |F |−µ ∈ L1(U)
}
.
For a general C∞ function F and in the absence of any “finite type” hypotheses,
µ0(F ) may be infinite. However it is easily seen to be finite if F is real-analytic.
When F is a bivariate real-analytic function, i.e., n = 1, it has been proved by
Phong, Stein and Sturm [43] (see [15] for a treatment of the C∞ case) that there
exists an analytic coordinate system Φ0 such that
(1.2) µ0(F ) = δ0(F ; Φ0),
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where δ0(F ; Φ) denotes the Newton exponent of F in the coordinate system Φ.
(See §3 for the definition of Newton exponent and the Newton distance d0(F ; Φ) :=
δ0(F ; Φ)
−1). It is also implicit in [43] that the following characterization holds:
(1.3) µ0(F ) = inf
{
δ0(F ; Φ)
∣∣∣Φ is an analytic coordinate system with
non-vanishing Jacobian,Φ(0, 0) = (0, 0)
}
.
Following the notation of [53], we will call a coordinate system Φ0 adapted to F if
(1.2) holds. For a bivariate real-analytic function F , the adapted coordinate system
Φ0 takes one of two possible forms,
(1.4) (x, y) 7→ (x, y − r(x)) or (x, y) 7→ (x− r(y), y),
where r is a univariate real-valued real-analytic function with r(0) = 0. Theorem
4 of [43] also implies the following description of µ0(F ): if Cω denotes the class of
all real-analytic coordinate transformations of the form (1.4), then
(1.5) µ0(F ) = δ0(F ) := inf {δ0(F ; Φ) : Φ ∈ Cω} .
In fact, it follows from the proof of this theorem (see also [46, 28]) that there exists
a finite subcollection C∗ω of Cω such that the infimum in (1.5) is attained for a
member of C∗ω. A closer inspection of the analysis in [43] shows that the functions
y = r(x) or x = r(y) appearing in C∗ω are real-analytic functions that are related to
the real parts of the roots of F (x, y) in a neighborhood of the origin. Specifically,
the functions r are the “principal root jets” in the language of [28].
On the other hand, it is also known that the characterization (1.5) fails to hold for
n > 1 (see [53] and also §8 for a simpler example). This gives rise to the following
natural question: for n > 1, is there an appropriate generalization C of the class of
analytic coordinate systems such that (i) for every Φ ∈ C, the concepts of Newton
distance and exponent continue to be meaningful for F ◦ Φ; and (ii) for which
(1.5) holds with Cω replaced by C? Our main result (Theorem 1.1) answers this
question in the affirmative. In particular it provides an inductive algorithm (based
on dimension) for constructing this class of local coordinates, using real-analytic
functions in lesser number of variables.
Closely related to the critical integrability index of a multivariate real-analytic
function is its sublevel set growth rate ν0(F ), defined by
(1.6)
ν0(F ) := sup
{
ν > 0 : sup
ǫ>0
ǫ−ν
∣∣Eǫ(F )∣∣ <∞} , where
Eǫ(F ) :=
{
(x, xn+1) ∈ U0 : |F (x, xn+1)| < ǫ
}
.
An easy application of Chebyshev’s inequality shows
|Eǫ(F )| ≤ Cµǫµ for any µ > 0 such that
∫
U0
|F |−µ <∞,
proving that µ0(F ) ≤ ν0(F ). Conversely, if µ, ν > 0 are such that
(1.7)
∫
U0
|F |−µ =∞ and ∣∣Eǫ(F )∣∣ ≤ Cνǫν ,
4 TRISTAN C. COLLINS, ALLAN GREENLEAF AND MALABIKA PRAMANIK
then
∞ =
∫
U0
|F |−µ ≤
∞∑
j=−C
∫
|F |∼2−j
|F |−µ
≤ Cν
∞∑
j=−C
2j(µ−ν), which implies µ ≥ ν.
Taking the infimum over µ and supremum over ν satisfying (1.7), we obtain µ0(F ) =
ν0(F ). Thus Theorem 1.1 below specifies the sharp sublevel set growth rate as well.
We now describe the problem of computation of the oscillation index of a scalar
oscillatory integral. Let
I(F, φ;λ) :=
∫
Rn+1
eiλF (x,xn+1)φ(x, xn+1) dx dxn+1.
Here φ is a smooth real-valued function supported within the domain of definition
of F , and λ is large real parameter. We are interested in the behavior of I(F, φ;λ)
as λ → ∞. It is known that (see [20] [53]) for φ supported in a sufficiently small
neighborhood of the origin, I(F, φ;λ) admits an asymptotic expansion
(1.8) I(F, φ;λ) ∼
∞∑
k=0
n∑
j=0
ajk(F, φ)
(
lnλ
)j
λ−rk , λ≫ 1,
where {rk} is an increasing arithmetic progression of positive real numbers, depend-
ing only on the zero set of F and independent of φ. The oscillation index ρ0(F ) is
defined as
(1.9) ρ0(F ) := min
r0 :
there is an open set U0 ⊆ Rn+1, (0, 0) ∈ U0,
and a smooth function φ ∈ C∞0 (U0)
such that aj0(F, φ) 6= 0 for some 0 ≤ j ≤ n
 .
The connection between the oscillation index and the geometry of the zero set of a
real-analytic function was first observed by Arnold [4] [5] and studied by Varchenko
[53]. Subsequent developments in the scalar and operator theory may be found in
the references mentioned earlier in the introduction. In particular, it has been
shown in [20], [18], [53] that I(F, φ;λ) decays as fast or faster than the decay rate
corresponding to |Eǫ(F )| with ǫ = λ−1. In fact the proof of Theorem 1.6 in [18]
shows that ρ0(F ) = ν0(F ) unless ν0(F ) happens to be an odd integer.
1.2. Statement of the results. Our goal is to develop a systematic resolution of
singularities algorithm in several variables that allows effective computation as well
as several extremal characterizations of all three indices described above.
Theorem 1.1. Given a nonconstant real-analytic function F with F (0, 0) = 0 de-
fined in a neighborhood of the origin in Rn+1, there exists ǫ0 > 0 and an orthogonal
change of coordinates (x, xn+1) such that F expressed in these coordinates satisfies
the following property:
Let C = C(F ) denote the class of all coordinate transformations of the form Φ =
Φ(ϕ, V, r),
(1.10) (x, xn+1) = Φ(y, yn+1) = (ϕ(y), yn+1 + r(y))
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where
(a) The set V ⊆ (−ǫ, ǫ)n \ ∪nj=1{xj = 0} is open and connected with 0 ∈ V , for
some 0 < ǫ < ǫ0.
(b) The vector-valued function ϕ, initially defined on an open neighborhood of the
origin containing [0, 1]n, is a system of coordinates on V when restricted to
(0, 1)n. More precisely,
− each entry of ϕ admits a multivariate convergent Puiseux expansion at the
origin and is a fractional power series on (0, 1)n,
− ϕ(0) = 0,
− ϕ : (0, 1)n → V is a C1 bijection onto V with nonvanishing Jacobian on
[0, 1]n.
(c) The function r is initially defined as a scalar-valued function on an open neigh-
borhood of the origin containing [0, 1]n. It admits a multivariate convergent
Puiseux expansion at the origin, with r(0) = 0, and is an n-variate real-valued
fractional power series on (0, 1)n.
(d) If {ri(y) : 1 ≤ i ≤ N} is the collection of roots (in yn+1) of F ◦ Φ(y, yn+1)
with ri(0) = 0, then every element of A = {ri,Re(ri) : 1 ≤ i ≤ N} and the
difference set A−A is either identically zero or fractional normal crossings for
y ∈ (0, 1)n.
Then
µ0(F ) = inf {δ0(F ; Φ) : Φ ∈ C} .
The infimum in the equation above is attained; in fact, one can specify an algorithm
that produces for any F a finite subcollection C∗ ⊆ C such that
(1.11) µ0(F ) = min {δ0(F ; Φ) : Φ ∈ C∗} .
Every Φ = Φ(ϕ, V, r) ∈ C∗ satisfies the property that the fractional power series
r(y) is the real part of a root of F ◦ Φ(y, yn+1) with respect to yn+1.
Notation and terminology:
1. The words “multivariate Puiseux expansion”, “fractional power series”, “frac-
tional normal crossings” and “coordinate systems” used in the statement of the
theorem have specific meanings in the context of this paper. For precise defini-
tions see §§2.2 and §§4.1.
2. The notation A−A stands for algebraic difference, not set difference; i.e., A−A =
{x− y : x, y ∈ A}.
Remarks:
1. It is important to note that the open set V in the definition of Φ(ϕ, V, r) ∈ C need
not contain the origin, even though the origin lies in its closure. For instance, V
could be shaped like a horn, with the origin at its cusp. As a consequence, the
transformation ϕ need not in general admit an extension as a coordinate system
on an open neighborhood of the origin. The necessity of using such “local”
adapted coordinates, rather than “global” ones, is perhaps the most significant
new feature of the higher dimensional problem, in contrast with the bivariate
situation.
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2. The construction of C∗ is explicit and involves resolving the singularities of a
finite number of real-analytic functions in lesser number of variables. More
precisely, C∗ is built in at most two steps.
• In the first step, we define an auxiliary n-variate real-analytic function Λ
that is constructible using the coefficients (in x) of F viewed as a polynomial
in xn+1, in a sense made precise in §§5.2. The function Λ is a multiple of
the discriminant of F . Monomialization of Λ via the inductive mechanism
gives rise to a finite collection of set-coordinate pairs {(U, ζU ) : U ∈ U},
ζU : (0, 1)
n → U , x = ζU (u), such that the transformed function Λ ◦ ζU (u)
is fractional normal crossings in u.
• For every U ∈ U and depending on the nature of the roots of F (ζU (u), xn+1)
in xn+1, we may then need to construct a second n-variate real-analytic
function HU (u). The process of monomializing HU generates another finite
collection of sets and coordinates {(W, ηW ) : W ∈ W} with ∪{W : W ∈
W} ⊆ (0, 1)n.
We will see that any (V, ϕ) with Φ(ϕ, V, r) ∈ C∗ must be of the form V = ϕ(0, 1)n,
where ϕ is a composition of ζU , ηW and appropriate power transformations. In
particular, Λ and HU , when expressed in the final coordinate system, will be
fractional normal crossings.
3. Further details about the structure of the subsets V and the associated coordi-
nate systems ϕ have been summarized in Theorem 5.1, with some background
material in §4. It follows that the coordinate transformations ϕ are compositions
of elementary transformations, see §§4.1.1.
4. A key technical tool is that the Newton polyhedra of F ◦ Φ, for Φ ∈ C, have a
very special structure described in §3. The details are in Theorem 5.1.
5. We observe that when n = 1, the class C contains Cω.
6. Greenblatt[16] has obtained similar results using somewhat different methods,
with an argument involving induction on both the dimension and the order of
vanishing at the origin.
7. Sets like V in Theorem 1.1 (termed “towers” in this paper, see §4) and coordi-
nates of the form (1.10) given by nonlinear shears involving fractional normal
crossings have already appeared in analytical problems involving resolution of
singularities in the bivariate setting. For instance, they have been used by Phong
and Stein [42] in the study of oscillatory integral operators in one variable and by
Ikromov, Kempe and Mu¨ller [27] in the context of maximal operators associated
with two-dimensional surfaces in R3.
8. We anticipate that the method of resolution of singularities described in this
article will have applications beyond those addressed here. In particular, this
method can be used in certain operator-theoretic problems, such as the sharp L2-
decay exponent for oscillatory integral operators with multivariate real-analytic
phases [22].
Using analytical tools from convex geometry developed in [38] in conjunction with
the theorem above, it is possible to strengthen the first conclusion of Theorem 1.1
by expanding the class C, so that the characterization of the critical integrabil-
ity index for (n + 1)-variate real-analytic functions bears a closer resemblance to
the corresponding statements (1.3) and (1.4) in dimension 2. Let C∞ denote the
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universal class of all coordinate systems in the sense of definitions 4.1 and 4.2, i.e.,
C∞ :=

Φ
∣∣∣∣∣
Φ is a vector-valued function on an open set containing [0, 1]n+1,
Φ admits a convergent Puiseux expansion at the origin,
Φ(0, 0) = (0, 0),
Φ is a fractional power series on (0, 1)n+1,
Φ maps (0, 1)n bijectively onto some open set O ⊆ Rn+1, (0, 0) ∈ O.

.
Also, let C1 denote the superset of C consisting of transformations of the form (1.10)
where ϕ, V, r satisfy (a), (b), (c) of Theorem 1.1 but not necessarily (d). Note that
C ⊆ C1 ⊆ C∞.
Theorem 1.2. Let F be as in Theorem 1.1. Then
µ0(F ) = inf{δ0(F,Φ) : Φ ∈ C∞} = inf {δ0(F,Φ) : Φ ∈ C1} .
Thus for the critical integrability index, the class C∞ (respectively C1) plays the
same role that the class of all analytic coordinate systems (respectively Cω) does in
two dimensions. Thus, the quantities
(1.12) d0(F ) := sup{d0(F,Φ) : Φ ∈ C∞}, δ0(F ) := inf{δ0(F ; Φ) : Φ ∈ C∞}
may be viewed as the appropriate generalizations to several variables of the notions
of the “height” of a real-analytic function, introduced in [53], and the Newton
exponent, resp.
As a consequence of Theorem 1.1 and the discussion preceding it, we are able
to estimate the size of sublevel sets for real-analytic functions and compute the
oscillation index for scalar oscillatory integrals with real-analytic phases.
Corollary 1.3. Let F be as in Theorem 1.1, and ν0(F ), ρ0(F ) and δ0(F ) be as in
(1.6), (1.9) and (1.12) respectively. Then ν0(F ) = δ0(F ). Further, ρ0(F ) = δ0(F )
if δ0(F ) is not an odd integer.
The specification of critical integrability, sublevel set growth and oscillation indices
translate to estimates for
∫ |F |−δ, |Eǫ(F )| and I(F, φ;λ) that are sharp excluding
the endpoint. It is possible to refine these questions further by asking, for instance,
about the order of the pole of the meromorphic functions δ 7→ ∫ F−δ± at δ = µ0(F ),
or the possible occurrence of logarithmic terms in the estimates for |Eǫ(F )| and in
the leading term of the asymptotic expansion (1.8). We hope to return to these
finer issues in a future paper.
1.3. Layout. The paper is arranged as follows. §5 contains the main resolution of
singularities algorithm that lies at the heart of the analysis. More precisely, given
a real-analytic function F near the origin in Rn+1 with F (0, 0) = 0, we formulate
a recursive process that leads to the desingularization or monomialization of its
roots. This is in slight contrast with the standard nomenclature of resolution of
singularities where the function F itself is monomialized. However, we will see that
the former implies the latter (see Proposition 5.4), along with good control on the
Newton polyhedron. The goal of our (local) resolution process is to obtain
1. a small open parallelepiped (−ǫ, ǫ)n+1 centered at the origin,
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2. a finite collection of open subsets {Vi : i ∈ I} constructed inductively based
on dimension whose union covers (−ǫ, ǫ)n+1 except possibly a lower dimensional
subset,
3. a corresponding collection of fractional power series {ϕi : i ∈ I}, with ϕi ∈ C1
mapping (0, 1)n bijectively onto Vi, and det(Dϕi) uniformly bounded away from
zero,
with the property that the roots of the function F (ϕi(y), xn+1) with respect to
xn+1 are “ordered” fractional normal crossings in the variables y. That this can be
done (and indeed in much greater generality than the setup described above) is the
foundational result of Hironaka [24] [25]. More elementary and explicit algorithms
for resolution of singularities have subsequently been studied in great detail in
the seminal work of Bierstone and Milman [7] [8], Sussmann [52] and Parusin´ski
[41] among others. In a more analytical framework, we also mention the work of
Phong, Stein and Sturm [42]–[45], Greenblatt [13]–[20], Ikromov, Kempe and Mu¨ller
[28]–[29]. In §5 we present a simple and self-contained exposition of resolution of
singularities modeled on [8] [52] [41], with special attention to those aspects of the
algorithm that are relevant for the computation of the critical integrability index.
Theorems 1.1 and 1.2 have been proved in §7. §2 and §3 include a collection of
algebraic, geometric and analytic tools that are needed in the proof of Theorem 5.1.
§4 contains a description of the sets and coordinates that occur in the resolution
process. In §6, the resolution algorithm has been carried out in the context of an
example. Further examples and counterexamples comparing and contrasting the
bivariate situation with higher dimensions are in §8. Supplementary proofs whose
techniques are not directly connected to the main content of the article have been
relegated to §9 and §10.
2. A brief review of analytic sets
The resolution of singularities scheme described in §5 draws heavily on certain
fundamental results that lie at the interface of analysis and algebraic geometry. We
summarize these facts in this section, without proof but with appropriate references,
and record a list of standard definitions and notation that will be used extensively
in the remainder of the paper.
2.1. Notation. All the vectors in this article will be of dimension (n − 1), n or
(n+ 1). We will use x to denote a vector in Rn, and x′ for its projection onto the
first (n − 1) coordinates, so that x = (x′, xn). An (n + 1)-dimensional vector will
be denoted by (x, xn+1).
Let us denote by “Log” the branch of the logarithm defined on the slit complex
plane with the positive imaginary axis removed, i.e.,
Log(z) = log |z|+ i arg(z), z ∈ C \ {iy : y ≥ 0}, −3π
2
< arg(z) <
π
2
.
For any r ∈ R, the power function zr is then defined to be
(2.1) zr := exp(rLog(z)).
RESOLUTION OF SINGULARITIES AND APPLICATIONS 9
The map x 7→ xr is therefore well-defined on R \ {0}, satisfies the consistency
conditions
(2.2) (xr)s = (xs)r = xrs for x > 0 and for all r, s ∈ R,
and admits a continuous extension to R for r ≥ 0.
Given x = (x1, · · · , xn) ∈ Rn with x1x2 · · ·xn 6= 0, α = (α1, · · · , αn) ∈ [0,∞)n,
β = (β1, · · · , βn) ∈ (0,∞)n and m ≥ 0, we write
xα = xα11 · · ·xαnn , x
α
β = x
α1
β1
1 · · ·x
αn
βn
n , x
m = xm1 · · ·xmn ,
Φm(x) = (x
m
1 , · · · , xmn ), Φα(x1, · · · , xn) = (xα11 , · · · , xαnn ).
An ordering of multi-indices will be repeatedly used. Given two multi-indices α =
(α1, · · · , αn) and β = (β1, · · · , βn), we say that α is less than or equal to β and
write α ≤ β if
(2.3) αj ≤ βj for all 1 ≤ j ≤ n .
A finite collection of multi-indices is said to be totally ordered if any two elements
in the collection can be given an ordering as above. Needless to say, two arbitrary
multi-indices need not be ordered in the sense of (2.3). If however there is a total
ordering of a finite set of exponent vectors, this induces a reverse ordering of the
corresponding functions in a neighborhood of the origin, namely
xα ≤ xβ if α ≥ β and x ∈ (0, 1)n.
We say that α is strictly smaller than β and write α < β if
α ≤ β and there exists 1 ≤ j ≤ n such that αj < βj .
2.2. Definitions. The goal of the resolution process is to reduce the roots of an
arbitrary multi-variate real-analytic function into a standard format, specifically
re-express them as functions of monomial type. The definitions below describe the
model functions of interest.
Definition 2.1. A formal series S(x) given by
(2.4) S(x) =
∑
κ=(κ1,··· ,κn)
aκx
κ , x ∈ Rn>0 = {t ∈ Rn : tj > 0, 1 ≤ j ≤ n}
with complex coefficients {aκ} will be called a (multivariate) convergent Puiseux
expansion in x if there is a positive integer N for which
(2.5) S(ΦN (x)) =
∑
κ
aκx
Nκ
is a convergent power series (in the usual sense) centered at 0 with a nontrivial ra-
dius of convergence. In other words, the series S is a convergent Puiseux expansion
in the positive orthant if Nκ has non-negative integer entries for all multi-indices
κ with aκ 6= 0 and there is an open neighborhood of the origin in Rn such that the
series in (2.5) converges absolutely and uniformly on all compact subsets of this
neighborhood.
If ν is an n-dimensional vector with entries either +1 or −1, then a series
S(x) =
∑
κ=(κ1,··· ,κn)
aκx
κ on {x ∈ Rn : νjxj > 0, 1 ≤ j ≤ n}
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is a (multivariate) convergent Puiseux expansion if S(ν1x1, · · · , νnxn) is a conver-
gent Puiseux expansion on Rn>0 in the above sense.
Remarks:
1. If r = (r1, · · · , rn) ∈ (0,∞)n is a vector such that the power series S ◦ ΦN (r)
converges absolutely, then the multivariate Puiseux expansion (2.4) is abso-
lutely and uniformly convergent on compact subsets of the open parallelepiped∏n
j=1(−r1/Nj , r1/Nj ). Unlike a regular power series that is real-analytic and hence
C∞ on an open set containing the origin, a function given by the multivariate
Puiseux expansion (2.4) is in general only C∞ and real-analytic on an open set
not containing the coordinate hyperplanes.
2. All multivariate Puiseux expansions considered in this article will be centered at
the origin, i.e., of the form (2.4) and hence absolutely and uniformly convergent
on some open set containing the origin. On the other hand, we will often need
to consider the extensions of these functions to certain open sets whose closures
contain the origin (though the sets themselves may not) and on all of which the
Puiseux expansions need not converge. With this in mind, we introduce certain
variations of the definitions above.
Definition 2.2. 1. Given an open, connected set V ⊆ Rn>0 such that 0 ∈ V , we say
that f is a fractional power series on V if there is an open set O ⊆ Rn containing
V , a positive integer N ≥ 1 and a real-analytic function g on Φ−1N (O) such that
f = g ◦ Φ1/N on V .
2. A fractional power series f on V ⊆ Rn>0 is said to be a unit on V if inf{|f(x)| :
x ∈ V } > 0.
3. As in the case of multivariate Puiseux expansions, the above definitions extend
naturally to the situation when V is a subset of any orthant.
Note that since Φ−1N (O) is an open set containing the origin, the real-analytic
function f ◦ΦN admits a power series representation centered at the origin with a
nontrivial domain of convergence, even though the power series need not converge
on all of Φ−1N (O). Thus f equals a multivariate Puiseux expansion of the form (2.4)
in a sufficiently small open subset of V . We claim that this Puiseux representation
uniquely identifies f .
Lemma 2.3. Let V be an open connected subset of the positive orthant. A fractional
power series on V is uniquely identified by its multivariate Puiseux expansion at
the origin.
Proof. Let f and g be two fractional power series on V sharing the same multivariate
Puiseux expansion at the origin. Since the Puiseux expansion is convergent, it
represents a continuous function on some open neighborhood U0 of the origin.
Intersecting U0 with V , we obtain an open set U ⊆ V with 0 ∈ U with the property
that f = g on U . In other words, f ◦ ΦN = g ◦ ΦN on Φ−1N (U) for any positive
integer N . On the other hand, it follows from the definition of fractional power
series that for some N sufficiently large, the functions f ◦ΦN and g ◦ΦN are both
real-analytic on Φ−1N (V ). Thus, if these functions agree on the nonempty open set
Φ−1N (U), they must agree on every connected component of Φ
−1
N (V ) as well. This
implies that f ≡ g on V . 
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Remarks:
1. We emphasize that contrary to certain conventions, our definition of a fractional
power series f on V does not merely mean that for every a ∈ V , f admits a
representation of the form (2.4) with x replaced by x− a. Rather, it guarantees
the existence of a single multivariate Puiseux expansion centered at 0 (which does
not lie in V ) that converges absolutely and uniformly on some open neighborhood
of the origin. While the domain of convergence of this specific Puiseux expansion
may not cover all of V , the fractional power series f is uniquely specified on V
by this expansion and coincides with it on their common domain of definition.
2. At the same time, the existence of the multivariate Puiseux expansion at 0
permits the fractional power series on V to extend as a continuous function to
an open set containing V , and in particular assigns it an unambiguous value at
the origin.
3. In this paper, we will not need to deal with the actual domain of convergence
of any multivariate Puiseux expansion. This is in general a nontrivial issue, but
largely irrelevant in our present analysis. Our resolution of singularities proce-
dure is local, in the following sense. Given a real-analytic function F (x, xn+1)
on a neighborhood of the origin in Rn+1, our goal is to obtain a small constant
ǫ > 0 and decompose the slit parallelepiped (−ǫ, ǫ)n+1 ∩ {x : x1x2 · · ·xn+1 6= 0}
into a finite number of regions such that on each region the roots of F with re-
spect to xn+1 (possibly after certain coordinate changes in x) can be represented
as fractional power series on (0, 1)n in the new variables. This will be shown
to be possible if ǫ is sufficiently small. The smallness of the ambient domain
of definition of F will be used without further reference in the sequel. Under
this assumption, addressing the question of exact domains of convergence of the
Puiseux representation of a root (in the new variables) will not be necessary, as
long as the domain of definition of the corresponding fractional power series is
large enough to contain the parallelepiped (0, 1)n.
4. A significant feature of the class of fractional power series, in contrast with that
of the regular ones, is “non-closure under composition”. More precisely, if f is
a multivariate fractional power series and g a fractional power series in a single
variable, then h = g ◦ f need not be a fractional power series. An easy example
is the function h(x1, x2) =
√
x21 + x
2
2, which is not a fractional power series,
even though the individual components f(x1, x2) = x
2
1 + x
2
2 and g(x) =
√
x are.
However, the unit square in the (x1, x2) space can be decomposed (excluding
possibly a lower dimensional set) into regions on each of which h(x1, x2) admits
a fractional power series representation after a change of variables. For instance,
on {0 < x2 < x1/2} and under the change of variables x1 = u1 and x2 = u1u2/2,
0 < u1, u2 < 1, the function h reduces to u1
√
1 + u22/4, which is a fractional
power series in (u1, u2) ∈ (0, 1)2. Decompositions of domains and changes of
variables such as these will be key points in our analysis.
The following is a standard algebraic fact concerning a ring of fractional power
series (see [32, Lemma 1.19] or [33, Ch. 4 and 5]). Let Rn = C[〈x〉] denote the
ring of all power series with complex coefficients that admit a nontrivial radius of
convergence about the origin in Rn. Let Qn be the field of quotients of Rn. Fix
an integer vector d = (d1, · · · , dn) ∈ Nn, and let Qn(Φ1/d(x)) denote the splitting
field of the polynomial (td1 − x1) · · · (tdn − xn) over Qn.
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Lemma 2.4. The ring C[〈Φ1/d(x)〉] of convergent fractional power series in the
variables {x1/dii : 1 ≤ i ≤ n} is the integral closure of Rn in Qn(Φ1/d(x)). In other
words, every fractional power series in C[〈Φ1/d(x)〉] is the root of some monic
polynomial in xn+1 with coefficients in Rn.
Proof. The statement of the lemma is a special case of the algebraic fact that
C[〈Φ1/d(x)〉] is a finite Rn-algebra, i.e., every element in C[〈Φ1/d(x)〉] is of the
form ∑
r
xr/dgr(x) for some collection of functions {gr} ⊆ Rn,
where the index r = (r1, · · · , rn) ranges over the finite subset of Zn such that
0 ≤ rj < dj for all 1 ≤ j ≤ n. The desired result now follows from [26, Lemma
1.19]. 
Definition 2.5. 1. We say that f(x) is a monomial if it is of the form
(2.6) f(x) = axκ = a
n∏
j=1
x
κj
j , a 6= 0, κ > 0
and κj ∈ Z ∩ [0,∞) for all 1 ≤ j ≤ n. A monomial is a well-defined analytic
function on Cn.
2. A function is said to be normal crossings on a set V ⊆ Rn>0 if it is the product of
a monomial and a real-analytic function on V that is uniformly bounded away
from zero on V .
Definition 2.6. 1. If the multi-exponent κ > 0 has non-negative rational (not
necessarily integer) entries, the corresponding function in (2.6) is called a frac-
tional monomial. A fractional monomial is well-defined on Rn away from the
coordinate hyperplanes.
2. A function is said to be fractional normal crossings on V ⊆ Rn>0 if it is the
product of a fractional monomial with a unit on V .
The following is an easy but frequently useful lemma (see [7, Lemma 4.7] or [52,
6.VI] or [41, Lemma 4.3] for a proof) concerning the ordering of fractional normal
crossings and their exponents.
Lemma 2.7. Let α, β and γ be multi-indices and let a(x), b(x) and c(x) be units.
If
a(x)xα − b(x)xβ = c(x)xγ ,
then either α ≤ β or β ≤ α.
2.3. TheWeierstrass Preparation Theorem, Weierstrass polynomials. The
Weierstrass preparation theorem is a classical result in the analysis of several com-
plex variables that relates an arbitrary holomorphic (i.e., complex-analytic) function
with one of polynomial structure. We use it in our analysis in the same way it was
used in [43] or [42].
Theorem 2.8. [34, Theorem 6.4.5] [49, p123] Suppose that the function F is holo-
morphic in some neighborhood U0 of the origin in C
n+1, with F (0, 0) = 0 and
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F (0, zn+1) 6≡ 0. Then in some neighborhood U of the origin, U ⊆ U0, the function
F may be written as
F (z, zn+1) = u(z, zn+1)
[
zdn+1 + c1(z)z
d−1
n+1 + · · ·+ cd(z)
]
,
where d ≥ 1 is the order of the zero of F (0, zn+1) at zn+1 = 0, the functions cν are
holomorphic in U with cν(0) = 0, while u is holomorphic and non-vanishing in U .
Given any holomorphic F with F (0, 0) = 0, the condition F (0, zn+1) 6≡ 0 required
by Theorem 2.8 can always be realized by a nonsingular linear change of coordinates.
A Weierstrass polynomial is defined to be a monic polynomial in zn+1 whose non-
leading coefficients are holomorphic functions in z vanishing at 0. Thus every
holomorphic function vanishing at the origin in Cn+1 is the product of a Weierstrass
polynomial with a holomorphic unit, in suitable coordinates.
2.4. Factorization. Let P denote the ring of polynomials in zn+1 with holomor-
phic coefficients in z. A polynomial P ∈ P is said to be irreducible if it cannot be
written as the product of two polynomials P1, P2 ∈ P of degree at least one each.
By a standard result in algebra, any polynomial P ∈ P can be represented in the
form
(2.7) P = Pm11 P
m2
2 · · ·PmLL ,
where the Pℓ-s are irreducible polynomials in P , mℓ ∈ N and the decomposition
is unique upto factors that are holomorphic and nonzero in a neighborhood of the
origin.
Lemma 2.9. [34, Lemma 6.4.8] Suppose that P, P1, · · · , PL ∈ P, and that each of
them is monic in zn+1. Suppose further that P is a Weierstrass polynomial and
that (2.7) holds. Then the factors P1, P2, · · ·PL are Weierstrass polynomials.
2.5. Discriminants. The notion of the discriminant of a polynomial is crucial to
many problems in singularity theory; an important case in point being the Jung-
Abhyankar theorem stated later in this section. In our analysis, it plays a critical
role in determining the regions where the desired monomialization may be achieved
after a given change of coordinates. Here we recall the definition of a discriminant,
referring the reader to [37, Ch. 7] [12, Ch. 3] for a more detailed treatment of its
properties.
Definition 2.10. Let P and Q be univariate polynomials with complex coefficients
P (t) = a
M∏
i=1
(t− pi) =
M∑
i=0
ait
i, a = aM 6= 0,(2.8)
Q(t) = b
N∏
j=1
(t− qj) =
N∑
j=0
bjt
j , b = bN 6= 0.(2.9)
Then the resultant Res(P,Q) is given by one of the following equivalent formulas
Res(P,Q) = aN
M∏
i=1
Q(pi) = (−1)MNbN
N∏
j=1
P (qi) = a
NbM
∏
1≤i≤M
1≤j≤N
(pi − qj).
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An alternative description of the resultant [12] is that it equals the determinant of
the (N +M)× (N +M) Sylvester matrix
aM aM−1 aM−2 · · · a1 a0 0 0 · · · 0
0 aM aM−1 aM−2 · · · a1 a0 0 · · · 0
...
...
. . .
. . .
. . .
. . .
. . .
. . .
. . .
...
0 0 · · · 0 aM aM−1 aM−2 · · · a1 a0
bN bN−1 · · · · · · b2 b1 b0 0 0 · · ·
0 bN bN−1 · · · · · · b2 b1 b0 0 · · ·
0 0 bN bN−1 · · · · · · b2 b1 b0 · · ·
...
...
. . .
. . .
. . .
. . .
. . .
. . .
. . .
...
0 0 · · · 0 bN bN−1 · · · b2 b1 b0

where the coefficients of P are repeated on N = deg(Q) rows and the coefficients of
Q are repeated on M = deg(P ) rows. This latter characterization combined with
the definition shows that Res(P,Q) is a homogeneous polynomial of degree N +M
in the coefficients of P , Q that vanishes if and only if P and Q have a common
root.
Definition 2.11. Let P be as in (2.8). The discriminant of P , denoted ∆P , is
defined to be
∆P = (−1)
M(M−1)
2 a−1Res(P, P ′) = a2M−2
∏
1≤i<j≤M
(pi − pj)2,
where P ′ denotes the derivative of P .
In view of the preceding discussion on resultants, we conclude that a∆P is a poly-
nomial in the coefficients of P that vanishes if and only if P and P ′ share a root,
or in other words P has a multiple root.
Suppose now that P is a multivariate polynomial and that P ∈ P , where P is as
in §§2.4. Then ∆P is a meromorphic function in z that vanishes exactly at those
values of z for which P has multiple roots with respect to zn+1. In particular, ∆P
is a holomorphic function in a neighborhood of the origin in Cn.
Lemma 2.12. Let P = P1P2, where P, P1, P2 are all monic polynomials in P.
Then ∆P is divisible by ∆P1 and ∆P2 .
Proof. This is an easy consequence of Definition 2.11. 
A useful result connecting the discriminant with the reducibility of a polynomial is
the following:
Lemma 2.13. [49, p128, Theorem 3] Let P ∈ P. If all the factors in the de-
composition P = P1 · · ·PL of a polynomial P into irreducible polynomials in P are
distinct, then the discriminant of P is not identically equal to zero.
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2.6. Jung-Abhyankar Theorem. We conclude this section with a fundamental
result of Jung [30] and Abhyankar [1] that constitutes the building block of the
resolution of singularities algorithm in §5. The Jung-Abhyankar theorem has several
algebraic and analytic formulations [35] [52] [55] [41] [32]. The version we use is very
similar to the ones proved in [41], [52], though the statements in these references
have to be modified slightly for our applications. In view of the critical role that
the Jung-Abhyankar theorem plays in the subsequent steps, we state it below in
the form that we need and include a proof in the appendix for completeness.
Theorem 2.14 (Jung-Abhyankar, complex version [41], [52]). Let O ⊆ Cn be an
open connected set containing the origin and let
F (z, zn+1) = z
d
n+1 +
d∑
ν=1
cν(z)z
d−ν
n+1
be a complex-analytic function defined on O×C such that F is a polynomial in zn+1
with coefficients cν that are bounded, complex-analytic functions on O. Suppose that
(2.10) ∆F 6≡ 0 and ∆F is normal crossings on O.
Then there exists an integer s ≥ 1 with the following property: for any collection of
simply connected open sets {Uj : 1 ≤ j ≤ n}, 0 ∈ Uj ⊆ C, such that the power map
(2.11) Φs : z = (z1, · · · , zn) 7→ (zs1, · · · , zsn)
maps
∏n
j=1 Uj into O, there exist d complex-analytic functions {bi : 1 ≤ i ≤ d}
defined on
∏n
j=1 Uj such that
F
(
Φs(z), zn+1
)
=
d∏
i=1
(zn+1 − bi(z)) , z ∈
n∏
j=1
Uj .
Moreover for every i 6= i′, the difference bi − bi′ is normal crossings on
∏n
j=1 Uj.
Proof. See §9. 
Corollary 2.15 (Jung-Abhyankar, real version). Let U ⊆ Rn be an open connected
neighborhood of the origin containing [0, 1]n, and let
F (x, xn+1) = x
d
n+1 +
d∑
ν=1
cν(x)x
d−ν
n+1
be a real-analytic function defined on U × R such that F is a polynomial in xn+1
whose coefficients cν are bounded and real-analytic on U . Assume that the dis-
criminant ∆F (x) (considering F as a polynomial in xn+1) is 6≡ 0 and is normal
crossings on U . Then there exist
• a positive integer s,
• small positive constants ǫj, 1 ≤ j ≤ n, and
• real-analytic functions {ri : 1 ≤ i ≤ d} on
∏n
j=1(−ǫj , 1 + ǫj)
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such that the power map Φs defined in (2.11) maps
∏n
j=1(−ǫj, 1 + ǫj) into U and
F admits the factorization
F (Φs(y), xn+1) =
d∏
i=1
(xn+1 − ri(y)), (y, xn+1) ∈
[ n∏
j=1
(−ǫj , 1 + ǫj)
]
× R.
Moreover, for i 6= i′, the difference ri−ri′ is normal crossings on
∏n
j=1(−ǫj, 1+ǫj).
Proof. Since F is a real-analytic Weierstrass polynomial on U ×R, there is an open
connected set O ⊆ Cn containing the origin such that F admits a holomorphic
extension to O ×C and ∆F continues to be normal crossings on O. Let s be as in
Theorem 2.14. We can then choose positive constants ǫj , δj sufficiently small such
that Φs maps
∏n
j=1 Uj into O where
Uj = {z ∈ C : −ǫj < Re(z) < 1 + ǫj ,−δj < Im(z) < δj}, 1 ≤ j ≤ n
is a simply connected open neighborhood of the origin in C. Applying Theorem
2.14 with this choice of Uj and restricting the resulting factorization back to R
n+1,
the conclusions of the corollary follow. 
We will repeatedly use the following consequence of the Jung-Abhyankar theorem.
Lemma 2.16. Let U be as in the statement of Corollary 2.15. Let G(x, xn+1) and
P (x, xn+1) be real-analytic functions on U × R admitting the factorizations
G =
L∏
ℓ=1
Gmℓℓ and P =
L∏
ℓ=1
Gℓ for (x, xn+1) ∈ U × R,
where m = (m1, · · · ,mn) ∈ Nn, and {Gℓ : 1 ≤ ℓ ≤ L} is a collection of distinct
Weierstrass polynomials in xn+1 with bounded real-analytic coefficients on U with
the property that
∆P (x) 6≡ 0, and c(x) =
L∏
ℓ=1
[Gℓ(x, 0)]
mℓ 6≡ 0.
Assume further that ∆P and c are both normal crossings on U . Then there exists
• a positive integer s and
• roots {ri : 1 ≤ i ≤ d} that are real-analytic on an open neighborhood of the
origin in Rn containing [0, 1]n
such that
(2.12) G(Φs(y), xn+1) =
d∏
i=1
(xn+1 − ri(y)) for (y, xn+1) ∈ (0, 1)n × R.
The roots ri are normal crossings on (0, 1)
n. The same conclusion holds for all the
differences {ri − ri′ : i 6= i′} that are not identically zero. In particular, this means
that the roots of G and their differences are either identically zero of fractional
normal crossings on (0, 1)n.
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Proof. In view of our discussion on discriminants in §2.5 and Lemma 2.12, each
∆Gℓ is a real-analytic function on U that divides ∆P . Further Gℓ is a Weierstrass
polynomial, hence ∆Gℓ vanishes at the origin. Since ∆P is normal crossings on U
by assumption, so is ∆Gℓ . Let dℓ and d denote the degree of Gℓ and G respectively,
so that dℓ ≤ d and
∑L
ℓ=1 dℓmℓ = d. By Corollary 2.15 applied to Gℓ, there exist
a positive integer sℓ, small positive constants ǫj (independent of ℓ by shrinking if
necessary) and real-analytic functions {ri,ℓ : 1 ≤ i ≤ dℓ} on
∏n
j=1(−ǫj , 1+ ǫj) such
that
Gℓ(Φsℓ(y), xn+1) =
dℓ∏
i=1
(xn+1 − ri,ℓ(y)) for (y, xn+1) ∈
( n∏
j=1
(−ǫj , 1+ ǫj)
)×R.
Since ∆P 6≡ 0, we conclude that ri,ℓ 6≡ ri′,ℓ′ for (i, ℓ) 6= (i′, ℓ′). Let s be the lowest
common multiple of the integers {sℓ : 1 ≤ ℓ ≤ L}. Set
fi,ℓ(y) := ri,ℓ ◦ Φ s
sℓ
(y),
so that each fi,ℓ is real-analytic on an open set containing [0, 1]
n, and the factor-
ization
Gℓ(Φs(y), xn+1) = Gℓ(Φsℓ ◦ Φs/sℓ(y), xn+1) =
n∏
i=1
(
xn+1 − fi,ℓ(y)
)
holds for Φs/sℓ(y) ∈
∏n
j=1(−ǫj, 1 + ǫj) and therefore certainly for y ∈ [0, 1]n.
Constructing a collection of functions {ri : 1 ≤ i ≤ d} in which each fi,ℓ is repeated
exactly mℓ times immediately leads to the factorization (2.12).
Since the functions c ◦ Φs and ∆P ◦ Φs are both normal crossings on (0, 1)n by
hypothesis, with
c ◦ Φs(y) = (−1)d
L∏
ℓ=1
dℓ∏
i=1
[fi,ℓ(y)]
mℓ = (−1)d
d∏
i=1
ri(y) 6≡ 0, and
∆P ◦ Φs(y) =
∏
(i,ℓ) 6=(i′,ℓ′)
(
(fi,ℓ − fi′,ℓ′)(y)
)2 6≡ 0,
and the individual factors ri and fi,ℓ − fi′,ℓ′ have just been shown to be nontrivial
real-analytic functions on [0, 1]n, we conclude that each of these factors is also
normal crossings on (0, 1)n, as claimed. 
It is important to observe that the assumption (2.10) of a global normal crossings
discriminant is an extremely restrictive one and not satisfied for generic analytic
functions F . Nonetheless, it is possible to decompose an open neighborhood of the
origin in Rn into subsets such that the normal crossings structure of the discriminant
∆F is achieved on each of these subsets and in certain carefully chosen coordinates
that may vary from one subset to the next. This approach to analyzing the structure
of an analytic set (in the absence of the assumption that ∆F is normal crossings) has
been studied extensively in algebraic geometry literature, notably in [7, 8, 52, 41].
This is also the primary focus of this paper and we expand on the theme in §5.
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3. Newton polyhedron, distance and exponent
3.1. Newton data. As indicated in §1, the notions of Newton polyhedron, dis-
tance and exponent have played a critical role in problems involving the zero set
of a bivariate real-analytic function. We recall these concepts and introduce cer-
tain variants that will be useful in our study of real-analytic functions in higher
dimensions.
Definition 3.1. 1. Given a fractional power series F in (n+1) variables vanishing
at the origin,
(3.1) F (x, xn+1) =
∑
(κ,κn+1)>(0,0)
(κ,κn+1)∈Q
n+1
aκ,κn+1x
κx
κn+1
n+1 ,
we define its Newton polyhedron to be
NP(F ) := convex hull
⋃
(κ,κn+1)>(0,0)
aκ,κn+1 6=0
[
(κ, κn+1) + R
n+1
≥0
]
,
where Rn+1≥0 denotes the closure of the positive orthant in R
n+1.
2. The Newton distance of F is defined to be
d0(F ) = min {d : (d, · · · , d) ∈ NP(F )} .
3. The Newton exponent of F is δ0(F ) := d(F )
−1.
As discussed below, these concepts are coordinate-dependent, and what is denoted
by d0(F ), resp., δ0(F ), above would later be denoted by d0(F ; I), δ0(F ; I), resp.,
where I is the identity map. We also point out that the above definition of Newton
distance is the same as the one used in [53],[13]-[20], while what we call the Newton
exponent is called the Newton distance in [42, 43].
The proof of the following easy observation is left to the reader.
Lemma 3.2. The Newton polyhedron is closed under addition by non-negative
vectors, i.e., if (κ0, ν0) ∈ NP(F ), then (κ0, ν0) + (τ , τn+1) ∈ NP(F ) for any
(τ , τn+1) ≥ (0, 0).
The Newton exponent of a fractional power series provides, in any dimension, an
upper bound for the critical integrability index.
Theorem 3.3. If F is a fractional power series vanishing at the origin, then
µ0(F ) ≤ δ0(F ).
Proof. See §10. 
An attractive feature of the Newton polyhedron, distance and exponent is that
they make no reference to the roots of F and can be computed based on the
power series expansion of F alone, in particular without appealing to any resolution
of singularities algorithm. On the other hand both these quantities depend on
the choice of the ambient coordinate system (x, xn+1) in which F is expressed.
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Suppose that F 7→ δ(F ) is a mapping that produces for every real-analytic function
F a scalar δ(F ) that depends on the zero variety of F and is invariant under
analytic coordinate changes (for example, δ(F ) could be the critical integrability
index or the oscillation index). If δ(F ) can be expressed in terms of geometric
data contained in the Newton polyhedron, then such a characterization renders
δ(F ) computationally amenable, bypassing the numerical complexities of resolving
singularities. However any such characterization can only hold provided that F
is in suitable coordinates. In such an event, a complete description of δ(F ) must
necessarily involve a characterization of the good choices of coordinates.
In the sequel, we will often need to keep track of the Newton data for different
coordinate choices. Suppose that U, V are open subsets of Rn+1 and Φ : U → V
a coordinate transformation such that (x, xn+1) = Φ(y, yn+1). If F , originally
a fractional power series in the variables (x, xn+1), can also be represented as a
fractional power series in the variables (y, yn+1), then the Newton polyhedron,
distance and exponent of F in the new coordinates (y, yn+1) will be denoted by
NP(F ; Φ), d0(F ; Φ) and δ0(F ; Φ) respectively.
Definition 3.4. 1. For 1 ≤ j ≤ n, let πj : Rn+1 → R2 denote the projection
πj(x, xn+1) = (xj , xn+1).
For F as in (3.1), the jth projected Newton exponent of F is defined as
δj = max{t : (t−1, t−1) ∈ πj (NP(F ))}.
2. The generalized Newton exponent is defined to be the smallest of the n projected
Newton exponents.
3.2. Newton polyhedra with monotone edge paths. We now describe a class
of (n+1)-dimensional Newton polyhedra of a very special structure but which will
be central to our analysis.
Definition 3.5. Let {(µi, νi) : 1 ≤ i ≤ m} ⊆ Rn+1≥0 be a finite collection of points
obeying
(3.2) µi < µi+1 and νi > νi+1 for all 1 ≤ i ≤ m− 1.
Then the connected chain of line segments
(3.3) Γ =
m−1⋃
i=1
{
t(µi, νi) + (1 − t)(µi+1, νi+1) : 0 ≤ t ≤ 1
}
is called a monotone edge path in Rn+1.
It is easy to see that the points on a monotone edge path satisfy an ordering relation.
Namely,
Lemma 3.6. If (κ, κn+1), (γ, γn+1) are two distinct points in Γ, then one of the
following relations must hold:
(3.4) either κ < γ, κn+1 > γn+1, or κ > γ, κn+1 < γn+1.
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Definition 3.7. We will say that an unbounded convex polyhedron C ⊆ Rn+1≥0 is
defined by a monotone edge path Γ ⊆ Rn+1≥0 given by (3.3) if
(3.5) C =
⋃
(κ,κn+1)∈Γ
[
(κ, κn+1) + R
n+1
≥0
]
.
We record a few elementary facts concerning (Newton) polyhedra defined by mono-
tone edge paths.
Lemma 3.8. If C is a convex polyhedron defined by the monotone edge path Γ in
(3.3), then
C = convex hull
m⋃
i=1
{
(µi, νi) + R
n+1
≥0 : 1 ≤ i ≤ m
}
.
Proof. Since C is convex and contains the translated orthants (µi, νi) + R
n+1
≥0 for
each 1 ≤ i ≤ m, the convex hull of the union of these sets is trivially contained in C.
For the reverse inclusion, let us pick (γ, γn+1) ∈ C. It follows from (3.3) and (3.5)
that there exist (κ, κn+1) = t(µi, νi) + (1− t)(µi+1, νi+1) ∈ Γ and (τ , τn+1) ≥ (0, 0)
such that
(γ, γn+1) = (κ, κn+1) + (τ , τn+1)
= t(µi + τ , νi + τn+1) + (1 − t)(µi+1 + τ , νi+1 + τn+1).
But the last expression is a convex combination of two points lying in (µi, νi)+R
n+1
≥0
and (µi+1, νi+1) + R
n+1
≥0 respectively, and hence (γ, γn+1) is in the desired convex
hull. 
Lemma 3.9. Suppose that a convex polyhedron C is defined by a monotone edge
path. Then the intersection of C with any horizontal hyperplane {κn+1 = c} will
either be empty or a translate of the n-dimensional horizontal positive orthant, i.e.,
of the form (µ(c), c) + (Rn≥0, 0).
Proof. Let us assume that C is defined by the monotone edge path Γ in (3.3). Since
the smallest κn+1 coordinate occurring in Γ is νm, it follows from the definition
(3.5) of C that κn+1 ≥ νm for any (κ, κn+1) ∈ C. Thus the intersection of C with
the hyperplane {κn+1 = c} is empty if c < νm. On the other hand, the point in
Γ with the largest κn+1 coordinate, hence by (3.2) the smallest κ coordinate, is
(µ1, ν1). So for any c ≥ ν1, the intersection of C with {κn+1 = c} is of the form
(µ1 + R
n
≥0, c).
It remains to prove the statement of the lemma when νm ≤ c < ν1. Given such c and
because of the monotonicity of the edge path, there is a unique index 1 ≤ i ≤ m−1
and and a unique scalar t ∈ [0, 1) such that c = tνi + (1 − t)νi+1. We define
µ(c) = tµi + (1 − t)µi+1. Then (µ(c), c) clearly lies in Γ, and it follows from (3.5)
that
(µ(c), c) + (Rn≥0, 0) ⊆ C ∩ {κn+1 = c}.
To prove the reverse containment, let (κ, c) ∈ C. By (3.5) there exists (γ, γn+1) ∈ Γ
such that (κ, c) ∈ (γ, γn+1) + Rn+1≥0 . In particular c ≥ γn+1. Since (µ(c), c) and
(γ, γn+1) both lie in Γ, it follows from the ordering property (3.4) that µ(c) ≤ γ ≤ κ.
But this implies that (κ, c) ∈ (µ(c), c) + (Rn≥0, 0), completing the proof. 
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The following lemma identifies a class of functions whose Newton polyhedra have
the special structure described in Definition 3.7.
Lemma 3.10. Suppose that F is a fractional power series of the form
(3.6) F (x, xn+1) = x
βx
βn+1
n+1
M∏
i=1
(xn+1 − ui(x)xγ i) ,
where the set of exponents {γ i : 1 ≤ i ≤ M} is totally ordered with γ i ≤ γ i+1, and
the functions {ui : 1 ≤ i ≤ M} are units. Then NP(F ) is defined by a monotone
edge path.
Proof. Let {αℓ : 1 ≤ ℓ ≤ L} be the collection of distinct multi-exponents occurring
in {γ i : 1 ≤ i ≤M}, arranged so that
α1 < α2 < · · · < αL.
For 0 ≤ ℓ ≤ L, we define
(3.7)
Lℓ =
{
1 ≤ i ≤M : γ i = αℓ
}
, mℓ = #(Lℓ) so that
L∑
ℓ=1
mℓ =M,
Aℓ = β +
∑
k≤ℓ
mkαk, Bℓ = βn+1 +
∑
k>ℓ
mk.
Multiplying out the factors in (3.6) and expanding F as a Puiseux expansion
(3.8)
F (x, xn+1) = x
βx
βn+1
n+1
M∑
r=0
xM−rn+1 (−1)r
∑
I=(i1,··· ,ir)
1≤i1<···<ir≤M
r∏
j=1
uij (x)x
γ ij
=
∑
(κ,κn+1)>(0,0)
aκ,κn+1x
κx
κn+1
n+1 ,
we note the following two points:
1. The coefficient of xAℓxBℓn+1 in the expansion is∏
i∈Lk
k≤ℓ
[−ui(0)] 6= 0.
Thus the points {(Aℓ, Bℓ) : 0 ≤ ℓ ≤ L} occur in the Newton polyhedron of F .
2. For every (κ, κn+1) with aκ,κn+1 6= 0, there exists 0 ≤ ℓ ≤ L− 1 such that
(κ, κn+1) ≥ (A,B)
for some point (A,B) lying on the line segment connecting (Aℓ, Bℓ) and (Aℓ+1, Bℓ+1).
In order to verify this claim, it suffices to show that the points
(3.9)
{(
β + γ1 + · · ·+ γr,M − r + βn+1
)
: 0 ≤ r ≤M
}
lie on the segment joining (Aℓ, Bℓ) and (Aℓ+1, Bℓ+1) for some ℓ. Any other
(κ, κn+1) occurring in the expansion (3.8) has to be larger than some exponent
in (3.9).
Fix r. In view of the total ordering of the indices {γ i : 1 ≤ i ≤ M}, there is
a unique index 0 ≤ ℓ = ℓ(r) ≤ L such that
Aℓ ≤ β + γ1 + · · ·+ γr < Aℓ+1.
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This implies that
β + γ1 + · · ·+ γr = Aℓ + tαℓ+1,
M − r + βn+1 =M −
(∑
k≤ℓ
mk + t
)
+ βn+1 = Bℓ − t
for some non-negative integer t < mℓ+1, verifying that the point indeed lies on
the stated line segment.
Combining the two observations above, we obtain
NP(F ) = convex hull
L⋃
ℓ=1
[
(Aℓ, Bℓ) + R
n+1
≥0
]
.
Since the connected chain of line segments joining {(Aℓ, Bℓ) : 0 ≤ ℓ ≤ L} is a
monotone edge path, the desired conclusion follows from Lemma 3.8. 
Remark: The quantities introduced in (3.7) will return in §5 to play a vital role
in one of the main steps in the resolution algorithm, namely Proposition 5.4.
Lemma 3.11. If F is a fractional power series in (n+1) variables whose Newton
polyhedron is defined by a monotone edge path, then the Newton exponent of F
equals the generalized Newton exponent .
Proof. Let j1, j2, · · · , jn be a permutation of {1, 2, · · · , n} such that the projected
Newton exponents of F obey
(3.10) δj1 ≥ δj2 ≥ · · · ≥ δjn .
Thus the generalized Newton exponent of F is δjn . Let δ0 denote the standard
Newton exponent . Since (δ−10 , · · · , δ−10 ) ∈ NP(F ), it is clear that (δ−10 , δ−10 ) ∈
πj(NP (F )), and hence δj ≥ δ0 for every 1 ≤ j ≤ n. In particular δjn ≥ δ0.
We now turn to the converse inequality. Since (δ−1j , δ
−1
j ) ∈ πj(NP(F )) for all
1 ≤ j ≤ n, there exist scalars {aij} such that the points
(δ−11 , a12, · · · , a1n, δ−11 ), (a21, δ−12 , a23, · · · , a2n, δ−12 ), · · · , (an1, · · · , an,n−1, δ−1n , δ−1n )
all lie in NP(F ). By Lemma 3.2, a vector that is larger than or equal to any of the
multi-indices above (in the sense of (2.3)) also lies in NP(F ), therefore the ordering
in (3.10) implies that all the points
(3.11) (δ−1jn , a12, · · · , a1n, δ−1jn ), · · · , (an1, · · · , an,n−1, δ−1jn , δ−1jn )
lie in NP(F ), and in fact lie in the intersection of NP(F ) with the hyperplane
{κn+1 = δ−1jn }. But NP(F ) is defined by a monotone edge path by hypothesis,
therefore by Lemma 3.9, there exists κ0 such that
(3.12) NP(F ) ∩ {κn+1 = δ−1jn } = (κ0, δ−1jn ) + (Rn≥0, 0).
Comparing each of the points in (3.11) above with (κ0, δ
−1
jn
), we conclude that
(κ0, δ
−1
jn
) ≤ (δ−1jn , · · · , δ−1jn ). In view of (3.12), this implies that (δ−1jn , · · · , δ−1jn ) ∈
NP(F )∩{κn+1 = δ−1jn } ⊆ NP(F ). By definition of the Newton exponent , δ0 ≥ δjn ,
completing the proof. 
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4. Domains and coordinates
We now proceed to collect the definitions needed for desingularization or rectilin-
earization of the roots of an arbitrary real-analytic function. Our goal in this section
is to describe the structure of the open subsets and provide an explicit construction
of the coordinate transformations that occur in this recursive process.
4.1. Coordinate transformations. The singularities of F will be resolved one
orthant at a time, so that each of the sets in the final decomposition will be a
subset of an orthant. Without loss of generality, we henceforth restrict attention
to the positive orthant Rn>0 = {x : xj > 0, 1 ≤ j ≤ n}.
Definition 4.1. Let V be an open subset of the positive orthant whose closure
contains the origin. A generalized coordinate transformation or a generalized co-
ordinate system on V is a vector-valued function σ such that
• each entry of σ(y) is a fractional power series in y on (0, 1)n,
• σ(0) = 0, σ ∈ C1((0, 1)n),
• σ is a bijection from (0, 1)n onto V .
In view of the discussion in §§2.2, σ is well-defined as a continuous function on an
open neighborhood of the origin containing V , so σ(0) can be defined uniquely. In
particular the Jacobian of such a transformation is integrable on [−1, 1]n.
Definition 4.2. 1. A generalized coordinate transformation σ on V will be called
a coordinate transformation or a system of coordinates on V if its Jacobian is
a unit on (0, 1)n.
2. If σ is a (generalized) coordinate transformation and W ⊆ (0, 1)n, then σ(W ) ⊆
V is said to be a (generalized) coordinate image of W .
4.1.1. Examples.
1. Let σ be a function such that after possibly a permutation of variables
σ(y1, · · · , yn) = (y1, · · · , yn−1, ynu(y′)),
where u is a unit on (0, 1)n. Then det(Dσ)(y) = u(y′). A coordinate transfor-
mation of this type will be referred to as scaling by a unit.
2. A coordinate transformation σ is called a shift if, after possibly a permutation
of variables
σ(y) = (y1, · · · , yn−1, yn − f(y′)),
where f is a fractional power series. Here det(Dσ) ≡ 1.
3. Fix an index 1 ≤ k ≤ n − 2. Let σ be a function such that after possibly a
permutation of variables
σ(y) = (y1, · · · , yk, yk+1yn, · · · , yn−1yn, yn).
Then det(Dσ(y)) = yn−k−1n , so that σ is a generalized coordinate transforma-
tion. A transformation of this form will be referred to as a blow-down, in keeping
with the standard nomenclature of these maps in the algebraic geometry and
microlocal analysis literature [50].
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4. A mapping Φr : (0, 1)
n → (0, 1)n will be called a power transformation or
a power change of coordinates if there exists an n-dimensional vector r with
positive rational entries such that
(4.1) Φr(y) = (y
r1
1 , · · · , yrnn ), so that DΦr(y) =
n∏
j=1
rjy
rj−1
j .
For a vector r with r1 = r2 = · · · = rn = r > 0, we write Φr = Φr by a slight
abuse of notation, but consistent with (2.11).
Note that even though generalized blow-downs and power transformations
need not be coordinate transformations individually, it is easy to construct a
composition of these maps that is.
We will refer to the examples listed above as elementary transformations. All the
generalized coordinate transformations considered in this paper will be constructed
as compositions of these.
Definition 4.3. Let V be as in Definition 4.1. A (generalized) coordinate trans-
formation σ : (0, 1)n → V is said to be admissible if it is a finite composition of the
elementary transformations.
4.1.2. Remarks. In view of the discussion in §2 on the non-closure of the class of
fractional power series, the composition of two arbitrary generalized coordinate
systems need not be well-defined. Even if defined it need not be a generalized co-
ordinate system. The following two results provide situations in which composition
is meaningful.
Lemma 4.4. Let σ : (0, 1)n → V and ϕ : (0, 1)n →W ⊆ (0, 1)n be two generalized
coordinate systems.
(a) If ϕ = Φr for any r with positive entries, then σ ◦ϕ is a generalized coordinate
system.
(b) If σ is real-analytic, then σ ◦ ϕ is a generalized coordinate system.
Proof. Part (a) is obvious. For part (b), we only need to verify that σ ◦ ϕ has
fractional power series entries. Recalling that ϕ = τ ◦ Φ1/R for some real-analytic
function τ , we define a new real-analytic function τ0 = σ ◦ τ and observe that
σ ◦ ϕ = τ0 ◦ Φ1/R, whence the result follows. 
Lemma 4.5. Given any two generalized coordinate systems σ : (0, 1)n → V and ϕ :
(0, 1)n →W ⊆ (0, 1)n, there exists a power transformation ΦR such that σ◦ΦR◦ϕ is
a generalized coordinate system. Further if the Jacobian J(y) = det(Dσ◦ΦR◦ϕ(y))
of this generalized coordinate system is of the form
J(y) = (unit)
n∏
j=1
y
1
rj
−1
j for some r = (r1, · · · , rn) with rj > 0, 1 ≤ j ≤ n,
then σ ◦ ΦR ◦ ϕ ◦ Φr is a coordinate system.
Proof. If the entries of R are chosen large enough so that σ ◦ΦR is a vector-valued
real-analytic function, the first statement follows from Lemma 4.4(b).
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For the second part, we need to verify that the Jacobian of σ ◦ ΦR ◦ ϕ ◦ Φr is a
unit. Set x = σ ◦ΦR ◦ϕ(y) and y = Φr(t); then tj = y1/rjj , dtj = (1/rj)y1/rj−1j dyj ,
hence
dx = (unit)
n∏
j=1
y
1
rj
−1
j dy = (unit) dt,
which is the desired conclusion. 
4.2. Horns. Next we introduce the model domains on which the simplifications of
the roots will take place. Some of the terminology adopted for this is borrowed
from [41], but we encourage the reader to identify the few minor differences.
Definition 4.6. For n = 1, a horn in (0,∞) is simply the open interval (0, 1). A
horn in Rn>0 for n ≥ 2 is a subset of the positive orthant with one of the following
two possible structures: Let f be a fractional power series on (0, 1)n−1.
1. An n-dimensional horn W adjacent to f (an adjacent horn, for short) is a set
W ⊆ Rn>0 such that
(4.2) W =
{
y = (y′, yn) ∈ Rn>0 : 0 < κ (yn − f(y′)) < g(y′), y′ ∈ (0, 1)n−1
}
,
where κ is either +1 or −1 and g is fractional normal crossings on (0, 1)n−1.
2. An n-dimensional horn W separated from f (a distant horn, for short) is a set
W ⊆ Rn>0 such that
(4.3) W =
{
(y′, yn) ∈ Rn>0 : g1(y′) < yn − f(y′) < g2(y′), y′ ∈ (0, 1)n−1
}
,
where
• g1 is a fractional monomial, and
• g2 is either a nonzero constant or a fractional monomial
with the property that g1g2 > 0 and
(4.4) g1(y
′) = ayµkg2(y
′), a ∈ R \ {0}
for some index 1 ≤ k ≤ n− 1 and some constant µ > 0.
Clearly, the notions of adjacent and distant horns are relative to certain fractional
power series, since the horn (4.3) which is separated from f is adjacent to f −
g1. Nonetheless by a slight abuse of notation we will continue to refer to the
horns simply as adjacent or distant, the underlying function f being clear from the
context.
The next lemma is an easy fact about distant horns.
Lemma 4.7. Let W be a set of the form (4.3) where f, g1, g2 satisfy the conditions
in Definition 4.6 except possibly (4.4). Assume instead that g1g
−1
2 is a fractional
monomial on (0, 1)n−1, not necessarily of the form specified by (4.4). Then W can
be covered by at most n− 1 distant horns.
Proof. After a permutation of variables if necessary, we can assume that there is
an index k ∈ {1, · · · , n− 1} such that
g1(y
′) = ayµ11 · · · yµkk g2(y′), where µi > 0 for all 1 ≤ i ≤ k,
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and a 6= 0. Setting h1 = g1, hk+1 = g2/2, and hi = yµii · · · yµkk g2(y′) for 2 ≤ i ≤ k
we observe that the distant horns
Wi =
{
(y′, yn) : hi(y
′) < yn − f(y′) < 2hi+1(y′), y′ ∈ (0, 1)n−1
}
, 1 ≤ i ≤ k,
cover W , as claimed. 
4.3. Tower of horns and preferred coordinates. Let π′ : Rn → Rn−1 denote
the projection of an n-dimensional vector onto its first (n − 1) coordinates, i.e.,
π′(x) = x′.
Definition 4.8. A tower of horns V (henceforth abbreviated as tower) is a set
defined inductively on dimension as follows: For n = 1, V is a one-dimensional
horn.
For n ≥ 2, a set V ⊆ Rn>0 in x-space is said to be an n-dimensional tower if
V ′ = π′(V ) is itself an admissible generalized coordinate image of an (n − 1)-
dimensional tower, and if there exists a system of coordinates ψ′ on V ′, namely
x′ = ψ′(w′), such that V expressed in (w′, xn) variables is an n-dimensional horn.
More precisely, V is an n-dimensional tower if there exist
• an (n− 1)-dimensional tower V̂ ⊆ (0, 1)n−1,
• a set V ′ = Ψ′(V̂ ) ⊆ Rn−1 that is the image of V̂ under an admissible
generalized coordinate transformation Ψ′, and
• an admissible system of coordinates ψ′ : (0, 1)n−1 → V ′ on V ′ (not neces-
sarily related to Ψ′),
such that V takes one of the following two forms:
V = {(x′, xn) : 0 < κ (xn − f(x′)) < g(x′), x′ ∈ V ′} or(4.5)
V = {(x′, xn) : g1(x′) < xn − f(x′) < g2(x′), x′ ∈ V ′} .(4.6)
Here κ ∈ {±1} and the set
(4.7) W = {(w′, xn) : x′ = ψ′(w′), (x′, xn) ∈ V, w′ ∈ (0, 1)n−1}
is an adjacent (respectively distant) horn in Rn if V is given by (4.5) (respectively
(4.6)). The functions f , g, g1 and g2 defined on V
′ ⊆ Rn−1 will be referred to as
the defining functions of the tower.
In the remainder of the section, we will attach to every tower V a special class
of admissible coordinatizations that respects the structure of V and which will be
critical in the monomialization of the roots. Fix a vector r′ = (r1, · · · , rn−1), rj > 0,
1 ≤ j ≤ n− 1. We will construct a system of coordinates on V for every such r′.
Suppose first that the tower V is of the form (4.5) so that W defined in (4.7) is
an adjacent horn. In view of (4.2) and Definition 4.8, ψ′ : (0, 1)n−1 → V ′ is an
admissible coordinate transformation such that f ◦ ψ′ is a fractional power series
and g ◦ ψ′ is fractional normal crossings on (0, 1)n−1. Since the class of fractional
power series and the class of fractional normal crossings are both preserved under
power transformations, we deduce that f ◦ ψ′ ◦Φ′r′ is a fractional power series and
g ◦ψ′ ◦Φ′r′ is fractional normal crossings as well. Here Φ′r′ is defined as in (4.1), but
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in (n− 1) dimensions. Let κ′ = κ′(r′) = (κ1, · · · , κn−1) ≥ 0 be the multi-exponent
such that
g ◦ ψ′ ◦ Φ′r′(w′) = (unit)(w′)κ
′
, κ′ > 0.
We define a coordinate transformation ϕ on V as ϕ = ϕ1 ◦ ϕ2 ◦ ϕ3 ◦ ϕ4, where
(4.8)
ϕ−11 : x 7→ w = (
(
ψ′ ◦ Φ′r′
)−1
(x′), xn),
ϕ−12 : w 7→ u = (w1, w2, · · · , wn−1, wn − f ◦ ψ′ ◦ Φ′r′(w′)) ,
ϕ−13 : u 7→ v =
(
u1, · · · , un−1, un
g ◦ ψ′ ◦ Φ′r′(u′)
)
,
ϕ−14 : v 7→ y = (vκ1+r11 , · · · , vκn−1+rn−1n−1 , vn).
We ask the reader to verify that ϕ is a vector-valued fractional power series on
(0, 1)n. We also observe that ϕ1 is admissible, ϕ2 is a shift, ϕ4 is a power transfor-
mation and ϕ3 is a composition of power transformations, generalized blow-downs
and scalings by units. Further
dx = (unit)w′r
′−1′dw = (unit)u′r
′−1′du = (unit)(v′)κ
′+r′−1′dv,
and dy =
[n−1∏
j=1
(κj + rj)
]
(v′)κ
′+r′ dv,
verifying that ϕ is indeed an admissible system of coordinates on V . These coordi-
nate changes were designed so that in the new coordinates an adjacent horn takes
the form
V =
{
0 < κyn < 1, y
′ ∈ [ψ′ ◦ Φ′r′ ◦ Φ′1/(κ′+r′)]−1(V ′)}.
Suppose next that V is of the form (4.6), so that W defined in (4.7) is a distant
horn. In view of the definition (4.3), this implies that f ◦ψ′ (and hence f ◦ψ′ ◦Φ′r′)
is a fractional power series, g1 ◦ψ′ ◦Φ′r′ is a fractional monomial, and g2 ◦ψ′ ◦Φ′r′ is
either a nonzero constant or a fractional monomial of the same sign as g1 ◦ψ′ ◦Φ′r′ .
Let
g2 ◦ ψ′ ◦ Φ′r′(w′) = a2 (w′)κ
′
, κ′ ≥ 0, a2 ∈ R \ {0}.
By a permutation of the variables w′ if necessary, we may assume that
g1 ◦ ψ′ ◦ Φ′r′(w′) = awµn−1
[
g2 ◦ ψ′ ◦Φ′r′(w′)
]
.
The system of coordinates ϕ on V is now defined by ϕ = ϕ1 ◦ ϕ2 ◦ ϕ3 ◦ ϕ4, where
ϕ1 and ϕ2 are the same as in (4.8), while
(4.9)
ϕ−13 : u 7→ v =
(
u1, · · · , un−2, g1 ◦ ψ
′ ◦ Φ′r′(u′)
un
,
un
g2 ◦ ψ′ ◦ Φ′r′(u′)
)
,
ϕ−14 : v 7→ y =
(
vκ1+r11 , · · · , vκn−2+rn−2n−2 , v
κn−1+rn−1
µ
n−1 , v
κn−1+rn−1
µ
+1
n
)
.
Thus ϕ is a vector-valued fractional power series, and each ϕi, i = 1, 2, 3, 4 is again
a composition of the elementary transformations described in §4.1.1. Combining
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the Jacobians of the various components, we find that
dx = (unit)w′r
′−1′dw = (unit)u′r
′−1′du,
=
a2
a(κn−1+rn−1)/µµ
vκ1+r1−11 · · · vκn−2+rn−2−1n−2 v
κn−1+rn−1
µ
−1
n−1 v
κn−1+rn−1
µ
n dv
=
a2
a(κn−1+rn−1)/µµ
[(κn−1 + rn−1
µ
)(κn−1 + rn−1
µ
+ 1
) n−2∏
j=1
(κj + rj)
]−1
dy,
so that the Jacobian of ϕ is indeed a unit, and ϕ is an admissible coordinate system
on V as claimed. In the revised coordinates, the distant horn takes the form
V =
{
0 < κvn−1 < 1, 0 < κvn < 1, ψ
′ ◦ Φr′
(
v1, · · · , vn−2,
(
a−1vn−1vn
) 1
µ
) ∈ V ′}.
Definition 4.9. Let V be an n-dimensional tower. A choice of coordinates ϕ on
V of the form described above will be called a preferred system of coordinates for
V . The pair (V, ϕ) will be referred to as a prepared tower.
Any preferred system of coordinates on a tower has a nice property that we record
here for future use.
Lemma 4.10. Let (V, ϕ) be an n-dimensional prepared tower. If h is a function
on V that is fractional normal crossings in the variables u = (u′, un), where
u′ = ψ′−1(x′) and un = xn − f(x′)
are as in (4.8), then h converts to fractional normal crossings in any of the preferred
system of coordinates.
Proof. If V is such thatW given in (4.7) is an adjacent horn, the change of variables
ϕ3 in (4.8) implies that
ui = vi for 1 ≤ i ≤ n− 1, while un = g ◦ ψ′(v′)vn.
Thus each entry of u is fractional normal crossings in v. We now point out two
properties of units that are easy to verify:
• A fractional power series unit continues to be one after being raised to an
arbitrary power.
• A fractional power series unit in u, when evaluated at u = ϕ3(v) transforms
to a fractional power series unit in v.
These two facts imply that h is fractional normal crossings in the variables v. Since
the preferred coordinate system y is obtained from v by a power transformation
the result follows.
If W is a distant horn, then by (4.9),
ui = vi for 1 ≤ i ≤ n− 2, un−1 = (a−1vn−1vn)1/µ, un = (g2 ◦ ψ′ ◦ Φr′(u′)) vn.
Here each entry of u is a fractional monomial in terms of v, and the conclusion is
even easier to deduce than the previous case. 
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4.4. Constructibility and Complexity. We conclude this section with two def-
initions concerning the structural complexity of sets and functions. In the next
section, they will be used to establish the degree of computational effectiveness of
the various steps of the resolution algorithm.
Definition 4.11. Let F be a real-analytic function with the property that F =
(unit)G in a neighborhood of the origin in Rn+1, where
G(x, xn+1) = x
d
n+1 +
d∑
ν=1
cν(x)x
d−ν
n+1
is a Weierstrass polynomial in xn+1 with real-analytic coefficients {cν(x) : 1 ≤
ν ≤ d}. An n-variate real-analytic function Λn(x) is said to be constructible (with
respect to F ) if there exists a d-variate polynomial Q (possibly depending on F )
such that Λn(x) = Q(c1(x), · · · , cd(x)).
The definition extends inductively to functions in ≤ n variables. For k < n, let Λk
and Λk+1 be real-analytic functions in k and (k+1) variables respectively. If Λk is
constructible with respect to Λk+1 which in turn is constructible with respect to F ,
we say that Λk is constructible with respect to F .
Any of the coefficients cν(x) is of course constructible with respect to F . So is the
discriminant ∆G if G is irreducible. On the other hand, a root of F or the root of
a function that is constructible with respect to F is not in general constructible.
Definition 4.12. Given an (n + 1)-variate real-analytic function F , a tower of
dimension ≤ (n + 1) will be called constructible (with respect to F ) if its defining
functions are constructible with respect to F .
A k-dimensional tower (k ≤ n) that is not necessarily constructible is said to be
of low resolution complexity relative to F if there exists a k-variate constructible
function Λk such that the defining functions of the tower can be completely specified
in terms of the roots of Λk. In other words, the description of a tower of low
resolution complexity only requires knowledge of a constructible function of k <
n+ 1 variables. However, note that the defining functions of the tower need not be
constructible with respect to Λk.
For example, let F be an irreducible Weierstrass polynomial. Suppose that ρ1, ρ2
are two roots of the constructible function Λn = ∆F such that ρ1, ρ2 are fractional
power series and ρ2 − ρ1 is non-negative fractional normal crossings. Consider the
n-dimensional tower V given by (4.5) where f = ρ1, g = ρ2 − ρ1, V ′ = (0, 1)n−1,
ψ′ = identity. Then V is of low resolution complexity relative to F .
5. A resolution of singularities algorithm
The goal of this section is to prove the following theorem and its corollary.
5.1. The main results.
Theorem 5.1. Let F be a (possibly complex-valued) real-analytic function defined
on a small open neighborhood of the origin in Rn+1, F (0, 0) = 0. By an orthogonal
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linear coordinate transformation if necessary, we may ensure F (0, xn+1) 6≡ 0. Then
there exist
1. a small constant ǫ > 0;
2. a non-negative integer βn+1;
3. a real-analytic unit u0 on (−ǫ, ǫ)n+1;
4. an auxiliary real-analytic function Λ : (−ǫ, ǫ)n → C that is constructible with
respect to F ; and
5. a finite collection {(V, ϕV ) : V ∈ V} of n-dimensional prepared towers that are in
general non-constructible with respect to Λ but are of low resolution complexity
relative to F ,
which satisfy the following properties:
(a) The set (−ǫ, ǫ)n \⋃{V : V ∈ V} has dimension < n.
(b) On each V ∈ V, the auxiliary function Λ is fractional normal crossings in the
new coordinates y = ϕ−1V (x). In other words, Λ ◦ ϕV is fractional normal
crossings on (0, 1)n.
(c) On each V ∈ V, the roots of F as well as their differences are fractional normal
crossings in y. Specifically, there exist
• a positive integer NV and a finite totally ordered collection of non-negative
multi-indices {γ i(V ); 1 ≤ i ≤ NV } ⊆ Qn,
γ i(V ) ≤ γ i+1(V ) for all 1 ≤ i ≤ NV ,
• units {ui : 1 ≤ i ≤ NV } on (0, 1)n
such that
• for any (i,j) with i 6= j, 1 ≤ i, j ≤ NV , the difference ui(y)yγ i − uj(y)yγ j
is either identically zero or fractional normal crossings on (0, 1)n, and
• the function F admits the factorization
(5.1)
F (x, xn+1)
u0(x, xn+1)
= x
βn+1
n+1
NV∏
i=1
(xn+1 − ui(y)yγ i)
for y ∈ (0, 1)n, x = ϕV (y) ∈ V , (x, xn+1) ∈ V × (−ǫ, ǫ).
(d) The Newton polyhedron NP(F ; ΦV ) is defined by a monotone edge path, where
ΦV : (0, 1)
n × (−ǫ, ǫ)→ V × (−ǫ, ǫ) denotes the coordinate transformation
(y, yn+1) = Φ
−1
V (x, xn+1) = (ϕ
−1
V (x), xn+1).
We will see in §7 that a factorization (5.1) alone, even with ordered leading ex-
ponents, does not suffice to specify the critical integrability index. One requires
a finer analysis of the roots of F , where the real parts of the roots also have the
fractional normal crossings structure and are “well-ordered”, amongst themselves
and with relation to the actual roots. That this can be done, essentially with the
same methodology, is the content of the next corollary.
Corollary 5.2. Let F be an (n + 1) variate (not necessarily analytic) function,
U ⊆ Rn an open set with 0 ∈ U and Ψ : (0, 1)n → U a coordinate transformation
on U such that
F (Ψ(u), xn+1) = (unit)x
βn+1
n+1
N∏
i=1
(xn+1 − ̺i (u)) ,
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where {̺i : 1 ≤ i ≤ N} is a collection of absolutely and uniformly convergent
fractional power series on (−1, 1)n. Then there exists a finite collection of set-
coordinate pairs {(V, ϕ) : V ∈ V} with the following properties:
(a) The set U \⋃{V : V ∈ V} has dimension < n.
(b) Each set V is the admissible generalized coordinate image of an n-dimensional
prepared tower.
(c) ϕ : (0, 1)n → V is an admissible system of coordinates on V such that each of
the quantities
{̺i}, {Re(̺i)}, {̺i − ̺j , i 6= j}, {̺i − Re(̺j)}, {Re(̺i)− Re(̺j) : i 6= j}
is either identically zero or fractional normal crossings in these coordinates.
5.2. Construction of Λ. Since every real-analytic function in a neighborhood of
the origin in Rn+1 is the restriction of a holomorphic function near the origin in
Cn+1, we invoke the Weierstrass preparation theorem (Theorem 2.8 after a nonsin-
gular linear change of coordinates and a shrinking of domain if necessary) to find
a nonvanishing holomorphic function u0 such that F is of the form
(5.2)
F (x, xn+1)
u0(x, xn+1)
= G(x, xn+1) = x
d
n+1 +
d∑
ν=1
cν(x)x
d−ν
n+1,
where the coefficients cν are holomorphic in x, with cν(0) = 0. Without loss
of generality (after a scaling in each coordinate if needed), we may assume that
(5.2) holds for (x, xn+1) ∈ (−2, 2)n+1 and that the coefficients cν are bounded on
(−2, 2)n. By the unique factorization (2.7) mentioned in §2.4 and Lemma 2.9, any
such G can be represented in the form
(5.3)
G(x, xn+1) = x
βn+1
n+1
L∏
ℓ=1
[Gℓ(x, xn+1)]
mℓ , with
c(x) :=
L∏
ℓ=1
[Gℓ(x, 0)]
mℓ 6≡ 0,
where βn+1 is a non-negative integer, the functionsGℓ are distinct irreducible Weier-
strass polynomials in xn+1, and the exponents mℓ are positive integers. By Lemma
2.13, the discriminant of P = G1G2 · · ·GL (considering P as a polynomial in xn+1
with coefficients depending on x) is not an identically vanishing function of x. The
auxiliary function Λ used in Theorem 5.1 is defined as follows,
(5.4) Λ(x) := c(x)∆P (x) 6≡ 0.
It is clear that Λ is real-analytic and constructible with respect to F .
5.3. Ingredients of the proof. As indicated in the introduction, the proof of
Theorem 5.1 uses induction on dimension and is based iteratively on two main
principles; namely,
• a factorization of the form (5.1) for Λ essentially implies that Λ can be
monomialized, after decomposition of (−ǫ, ǫ)n into a finite number of sub-
sets and assigning suitable coordinates to each subset,
• monomialization of Λ implies (5.1) for F .
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The precise statements of these steps constitute the main propositions in this sub-
section. See Proposition 5.4 for the first step and Proposition 5.3 for the second.
Proposition 5.3. Let F , G and Λ be as in (5.2), (5.3) and (5.4). Let V ⊆ (0, 1)n
be an open set whose closure contains the origin. Suppose that σ : (0, 1)n → V is a
generalized coordinate transformation on V such that the function y 7→ Λ ◦ σ(y) is
fractional normal crossings on (0, 1)n.
Then there exist exponents {γ i : 1 ≤ i ≤ d} with 0 < γ i ≤ γ i+1 and units {ui : 1 ≤
i ≤ N} on (0, 1)n such that
(5.5)
G(σ(y), xn+1) =
F (σ(y), xn+1)
u0 (σ(y), xn+1)
= x
βn+1
n+1
N∏
i=1
(xn+1 − ri(y)) , ri(y) = ui(y)yγ i .
Further all the differences {ri − ri′ : i 6= i′} are either identically zero or fractional
normal crossings on (0, 1)n, and the Newton polyhedron of F (σ(y), xn+1) in the
coordinates (y, xn+1) is defined by a monotone edge path.
Proof. The fact that the roots of F and their differences are fractional normal
crossings in y is essentially a consequence of the Jung-Abhyankar theorem applied to
polynomials with fractional power series coefficients, but we furnish the details. Let
ΦR be the power map defined in (2.11), with R chosen sufficiently large so that σ◦ΦR
is a vector-valued real-analytic function whose power series expansion converges
absolutely and uniformly on an open parallelepiped containing [−1, 1]n centered at
the origin. Let us keep in mind that ΦR([0, 1]
n) = [0, 1]n and σ ◦ ΦR((0, 1)n) =
σ((0, 1)n) = V . Set
F˜ (y, xn+1) := F (σ ◦ΦR(y), xn+1) ,
G˜(y, xn+1) := G (σ ◦ ΦR(y), xn+1) ,
G˜ℓ(y, xn+1) := Gℓ (σ ◦ ΦR(y), xn+1) ,
so that F˜ is real-analytic and G˜, G˜ℓ are Weierstrass polynomials defined near the
origin in Rn+1. We will show that G˜ satisfies the assumptions and hence the
conclusions of Lemma 2.16.
Since F = (unit)G on (−2, 2)n+1 by (5.2), we can find an open neighborhood U of
the origin in Rn containing [0, 1]n such that σ ◦ΦR(U) ⊆ (−2, 2)n and F˜ = (unit)G˜
on U × (−2, 2). Further the factorization of G in (5.3) implies that G˜ factorizes as
G˜(y, xn+1) = x
βn+1
n+1
L∏
ℓ=1
[
G˜ℓ(y, xn+1)
]mℓ
on U × R.
In addition, we define
c˜(y) :=
L∏
ℓ=1
[
G˜ℓ(y, 0)
]mℓ
,
so that c(y) =
L∏
ℓ=1
[
Gℓ(σ ◦ ΦR(y), 0)
]mℓ = c(σ ◦ ΦR(y)).
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Since c 6≡ 0, we observe that c˜ is a nontrivial real-analytic function on U .
As in Lemma 2.16, we set P˜ := G˜1 · · · G˜L so that P˜ is yet another polynomial
with real-analytic coefficients on U . Further P˜ (y, xn+1) = P (σ ◦ ΦR (y) , xn+1)
has the same degree as P as a polynomial in xn+1, with coefficients equal to the
corresponding coefficients of P evaluated at σ ◦ΦR(y). Since the discriminant is a
fixed polynomial of the coefficients, it follows that
∆P˜ (y) = ∆P (σ ◦ ΦR(y)) .
We recall that ∆P 6≡ 0, hence conclude ∆P˜ is 6≡ 0 and is real-analytic on U .
Finally we set
Λ˜(y) := c˜(y)∆P˜ (y) = Λ(σ ◦ ΦR(y)).
By our hypothesis on Λ and for R chosen sufficiently large, the function Λ˜ is normal
crossings in y, therefore so are c˜ and ∆P˜ . Thus we have verified all the hypotheses
of Lemma 2.16 for G˜. By the lemma therefore, all the nontrivial roots of G˜ as
well as their differences are fractional normal crossings in y on (0, 1)n, and hence
(5.5) holds with G replaced by G˜. Replacing y by Φ1/R(y) and observing that the
class of fractional normal crossings on (0, 1)n is preserved under Φ1/R, we arrive
at the relation (5.5), establishing en route that ri − rj is either identically zero or
fractional normal crossings for all i 6= j.
To show that the exponents {γ i} form a totally ordered set, we invoke Lemma 2.7.
Since we have just now shown that for any i 6= j with ri 6≡ rj
ri(y) − rj(y) = ui(y)yγ i − uj(y)yγ j
is fractional normal crossings, the lemma implies that either γ i ≤ γj or γ j ≤ γ i.
The statement concerning the Newton polyhedron follows from Lemma 3.10. 
Note that the conclusions of Theorem 5.1 and Proposition 5.3 yield the same state-
ments in terms of the factorization of F . If we wish to use the proposition to prove
the theorem, we need to decompose an open neighborhood of the origin in Rn into
a finite number of n-dimensional prepared towers and reduce Λ to fractional nor-
mal crossings on each tower in the preferred coordinates. An inductive argument
given in §§5.5 shows that Λ admits a factorization of the form (5.1), in dimension
n of course. The following proposition partially bridges the gap between these two
statements. Namely, we show that if F obeys a more refined version of the factor-
ization (5.1), then F can be expressed as fractional normal crossings in carefully
chosen coordinates and after suitable decompositions. In the sequel, we will apply
this result with F replaced by Λ.
Proposition 5.4. Let V be an admissible generalized coordinate image of an n-
dimensional tower. Suppose that F is a function (not necessarily real-analytic)
admitting the factorization (5.1) on the set V equipped with a system of coordinates
ϕ, where
(i) the roots of F satisfy all the conditions specified in part (c) of Theorem 5.1;
namely each of the roots and their differences is either identically zero or
fractional normal crossings in the variables y = ϕ−1(x) ∈ (0, 1)n, x ∈ V .
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(ii) Additionally, assume that each of the functions in {Re(ui(y))yγ i : 1 ≤ i ≤
NV } and{
ui(y)y
γ i − Re(uj(y))yγ j ,Re(ui(y))yγ i − Re(uj(y))yγ j : 1 ≤ i, j ≤ NV
}
is either identically zero or fractional normal crossings on (0, 1)n.
Then there is a decomposition of V × (−1, 1) (excluding possibly a subset of dimen-
sion < (n+1)) into a finite number of (n+1)-dimensional prepared towers on each
of which F is fractional normal crossings in any preferred system of coordinates.
We will first present the proof of Proposition 5.4 in two special cases which already
capture the main ideas (see Lemmas 5.5 and 5.8 below). The proof in the general
case involves additional technicalities and is given in §§5.4. In order to state the
lemmas we need to set up some notation highlighting the finer structures of the
roots in (5.1). Let us fix the set V ⊆ Rn>0 and the coordinate system ϕ on V for
which (5.1) holds. By a slight abuse of notation, we rewrite (5.1) as
(5.6) F (x, xn+1) = u0(x, xn+1)x
βn+1
n+1
M∏
i=1
(xn+1 − ri(y))ni , ri(y) = ui(y)yγ i
where each ni ≥ 1 is an integer with n1 + n2 + · · · + nM = NV , and the roots ri
are distinct. Let us denote by {αℓ : 1 ≤ ℓ ≤ L} the distinct elements of the set of
exponents {γ i : 1 ≤ i ≤M}, which we order as follows,
(5.7) α1 < α2 < · · · < αL.
We also define
Lℓ := {i : γ i = αℓ, 1 ≤ i ≤M}.
Thus if i, j ∈ Lℓ for some ℓ, i 6= j, then ui 6≡ uj; specifically, ui− uj is either a unit
or fractional normal crossings. The nature of the leading order coefficients of the
units ui dictate the cases considered in the next two lemmas. Specifically, Lemma
5.5 and its corollaries deal with situations where none of the factors of F have
any cancellation. In Lemma 5.5, this is achieved by assuming that the dominant
components of the roots are all purely imaginary. In Corollary 5.7, the lack of
cancellation is due to the fact that the dominant parts of the roots are real but do
not have the same sign as xn+1. The other end of the spectrum, namely where all
the roots are real and there could be cancellation, is handled in Lemma 5.8.
Lemma 5.5. Let V and ϕ be as in Proposition 5.4. Assume that F obeys the
factorization (5.6) with the ordering (5.7) of exponents and that Im(ui) is a unit
on (0, 1)n for every 1 ≤ i ≤M . Then the conclusion of Proposition 5.4 holds.
Proof. We will need to use the two constants C0 and c0 defined as follows,
C0 := sup{|ui(y)| : y ∈ (0, 1)n, 1 ≤ i ≤M} > 0,
c0 := inf{|Im(ui(y))| : y ∈ (0, 1)n, 1 ≤ i ≤M} > 0.
Fix any choice of positive constants {pℓ : 0 ≤ ℓ ≤ L− 1} and {qℓ : 1 ≤ ℓ ≤ L} with
the property that qℓ > pℓ−1 > C0 for all 1 ≤ ℓ ≤ L− 1. Define sets V˜ℓ,κ, 0 ≤ ℓ ≤ L,
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κ ∈ {±1}, where
(5.8)
V˜L,κ := {(x, xn+1) : 0 < κxn+1 < qLyαL} ,
V˜ℓ,κ := {(x, xn+1) : pℓyαℓ+1 < κxn+1 < qℓyαℓ} , 1 ≤ ℓ ≤ L− 1,
V˜0,κ := {(x, xn+1) : p0yα1 < κxn+1 < 1} , so that⋃
0≤ℓ≤L
κ=±1
V˜ℓ,κ =
[
V × (−1, 1)] \ {xn+1 = 0}.
We observe that V˜L,κ is itself a tower which converts to a horn adjacent to the
constant zero function when expressed in the variables (y, xn+1). This need not be
the case for V˜ℓ,κ with ℓ ≤ L − 1. However, the ordering (5.7) implies, by Lemma
4.7, that each set {V˜ℓ,κ : 0 ≤ ℓ ≤ L − 1} can be decomposed as a finite union of
(n+1)-dimensional towers, each of which converts to a horn separated from 0 in the
(y, xn+1) variables. We intend to show that on each of these towers, F is fractional
normal crossings when expressed in any preferred coordinate system.
Fix 1 ≤ ℓ ≤ L − 1. Fix a tower arising from V˜ℓ,κ and a preferred system of
coordinates on this tower. Recall from (5.6) that F is the product of a real-analytic
unit u0 with factors of the form (xn+1 − ri(y)). Since u0 converts to a fractional
power series unit in any of the preferred coordinates, it suffices to show that each of
the factors (xn+1−ri(y)) transforms to fractional normal crossings. More precisely,
we write
xn+1 − ri(y) =
ri(y)
[
xn+1
ri(y)
− 1
]
if i ∈ Lk, k ≤ ℓ,
xn+1
[
1− ri(y)xn+1
]
if i ∈ Lk, k > ℓ.
By the construction of preferred coordinates in §4.3, the functions
(5.9)
{
xn+1
ri(y)
− 1 : i ∈ Lk, k ≤ ℓ
}
and
{
1− ri(y)
xn+1
: i ∈ Lk, k > ℓ
}
are fractional power series in the preferred system of coordinates. We will show
momentarily that they are units. Assuming this for now and combining this with
(5.6) we arrive at the expression
F (x, xn+1) = u0(x, xn+1)
(
x
βn+1
n+1
∏
i∈Lk
k≤ℓ
ri(y)
[
xn+1
ri(y)
− 1
])(∏
i∈Lk
k>ℓ
xn+1
[
1− ri(y)
xn+1
])
= u(x, xn+1)
[
x
βn+1
n+1
(∏
i∈Lk
k≤ℓ
ri(y)
)(∏
i∈Lk
k>ℓ
xn+1
)]
.
The expression within the box above is fractional normal crossings in (y, xn+1),
hence by Lemma 4.10 it continues to be so in any set of preferred coordinates.
The function u(x, xn+1) is by assumption a fractional power series unit in preferred
coordinates, which concludes the proof of the lemma for 1 ≤ ℓ ≤ L − 1. The
endpoint cases ℓ = 0 and ℓ = L are easier and left to the reader.
It remains to show that the functions in (5.9) are units, i.e., bounded from above
and below by positive constants in absolute value. Accordingly we estimate on V˜ℓ,κ
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and for i ∈ Lk,
|xn+1 − ri(y)| ≤ |xn+1|+ C0|yαk |
≤
{
qℓ|yαℓ |+ C0|yαk | ≤ (qℓ + 2C0)|yαk | if k ≤ ℓ
|xn+1|+ C0|yαℓ+1 | ≤
(
1 + C0pℓ
)
|xn+1| if k > ℓ.
On the other hand,
|xn+1 − ri(y)| ≥ 1
2
[∣∣xn+1 − Re(ri(y))∣∣ + ∣∣Im(ri(y))∣∣]
≥

1
2
∣∣Im(ri(y))∣∣ = 1
2
|Im(ui(y))|yαk if k ≤ ℓ,
1
2
∣∣xn+1 − Re(ri(y))∣∣ ≥ 1
2
[|xn+1| − C0|yαℓ+1 |] if k > ℓ,

≥

c0
2
|yαk | if k ≤ ℓ,
1
2
(
1− C0
pℓ
)
|xn+1| if k > ℓ.

Thus
c0
2C0
≤
∣∣∣∣xn+1ri(y) − 1
∣∣∣∣ ≤ qℓ + 2C0c0 for k ≤ ℓ, and
1
2
(
1− C0
pℓ
)
≤
∣∣∣∣1− ri(y)xn+1
∣∣∣∣ ≤ (1 + C0pℓ
)
for k > ℓ,
which justifies the claim. 
The following corollary is an analogue of Lemma 5.5 when the region to be decom-
posed is a certain subset of V × (−1, 1).
Corollary 5.6. Let V and ϕ be as in Proposition 5.4. Suppose that F obeys
the factorization (5.6) with the ordering (5.7) on an (n + 1)-dimensional tower
V˜κ ⊆ V × (−2, 2) of the form
(5.10) V˜κ = {(x, xn+1) : 0 < κxn+1 < g(y), x = ϕ(y) ∈ V } , κ = ±1
where the roots ri satisfy the hypotheses of Lemma 5.5 and g(y) = (unit)y
β is
fractional normal crossings on (0, 1)n such that {β,α1, · · · ,αL} is an ordered set
of exponents. Then V˜κ can be decomposed into a finite number of prepared tow-
ers on each of which F is fractional normal crossings in any system of preferred
coordinates.
Proof. Since the combined set of exponents for ri and g is ordered, there exists a
unique index L0 ∈ {1, · · · , L} such that
αℓ < β for ℓ < L0, and αℓ ≥ β for ℓ ≥ L0.
We also define positive constants d0 and D0 as follows,
4d0 := inf{|g(y)y−β | : y ∈ (0, 1)n},
D0 := sup{|g(y)y−β | : y ∈ (0, 1)n}.
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Let us recall the definition of the sets V˜ℓ,κ given in (5.8). Setting
pℓ = 2C0 for ℓ ≥ L0, qℓ =

3C0 if ℓ ≥ L0 + 1,
3d0 if ℓ = L0, αL0 = β,
3C0 if ℓ = L0, αL0 > β,
we find that the collection {V˜ℓ,κ : ℓ ≥ L0} combined with the two sets {V ♯κ , V ∗κ }
form a finite cover for V˜κ, where
V ♯κ :=
{{
(x, xn+1) : 2C0y
αL0 < κxn+1 < 3d0y
β
}
if αL0 > β,
∅ if αL0 = β,
V ∗κ :=
{
(x, xn+1) : 2d0y
β < κxn+1 < g(y)
}
.
The analysis in Lemma 5.5 can be repeated verbatim to show that each of the
sets {V˜ℓ,κ : ℓ ≥ L0} and V ♯κ permit a decomposition into a finite number of (n +
1)-dimensional prepared towers on which F can be reduced to fractional normal
crossings for any choice of preferred coordinates. It therefore remains to consider
the set V ∗κ .
Since (g(y) − 2d0yβ ) is fractional normal crossings, we may view V ∗κ as a tower
which in (y, xn+1) coordinates is a horn adjacent to 2d0y
β . Let us recall from §4.3
the construction of preferred coordinates for such a tower. Setting
(5.11) yi = vi for 1 ≤ i ≤ n, and xn+1 = 2d0yβ +
(
g(y)− 2d0yβ
)
vn+1,
it suffices to show, as in the proof of Lemma 5.5, that each of the factors (xn+1 −
ri(y)) converts to fractional normal crossings in the coordinates (v, vn+1). In view
of Lemma 4.10, it is enough to establish that each of these factors is a fractional
monomial in y, multiplied with a bounded nonvanishing function that takes the
form of a fractional power series in the variables (v, vn+1). More specifically, we
will show that the functions
(5.12)
{
xn+1
ri(y)
− 1 : i ∈ Lℓ, ℓ ≤ L0 − 1
}
and
{
xn+1 − ri(y)
yβ
: i ∈ Lℓ, ℓ ≥ L0
}
are units in (v, vn+1). That these are fractional power series in (v, vn+1) is an easy
consequence of (5.11), so we concentrate on the bounds.
On V ∗κ and for i ∈ Lℓ with ℓ ≤ L0 − 1,
(5.13)
|xn+1 − ri(y)| ≤ 2d0yβ + C0yαℓ ≤ c−10 (C0 + 2d0)|ri(y)|, whereas
|xn+1 − ri(y)| ≥ |Im(ri)(y)| ≥ c0
2
yαℓ ≥ c0
2C0
|ri(y)|.
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On the other hand, for i ∈ Lℓ and ℓ ≥ L0,
(5.14)
|xn+1 − ri(y)| ≤ |xn+1|+ |ri(y)| ≤ (D0 + C0)yβ , while
|xn+1 − ri(y)| ≥ 1
2
[|xn+1 − Re(ri(y))| + |Im(ri(y))|]
≥

1
2
(|xn+1| − |Re(ri(y))|) if yαℓ−βC0 < d0,
1
2
|Im(ri(y))| if yαℓ−βC0 ≥ d0

≥

1
2
(
2d0y
β − C0yαℓ
)
if yαℓ−βC0 < d0,
c0
2
yαℓ if yαℓ−βC0 ≥ d0

≥ min
(
d0
2
,
c0d0
2C0
)
yβ .
Combining the estimates in (5.13) and (5.14) we find that the functions in (5.12)
are indeed units, which completes the proof of the corollary. 
Corollary 5.7. Let V and ϕ be as in Proposition 5.4. Let F obey a factorization
of the form (5.6) with the ordering (5.7), where for each 1 ≤ i ≤M ,
• either Im(ui) is a unit,
• or Re(ui) is negative (respectively positive).
Then there exists a decomposition of V ×(0, 1) (respectively V ×(−1, 0)) into a finite
number of (n + 1)-dimensional prepared towers on each of which F is fractional
normal crossings in the preferred systems of coordinates.
The same conclusion holds if in the preceding sentence V × (0, 1) (respectively
V × (−1, 0)) is replaced by the (n + 1)-dimensional tower V˜1 (respectively V˜−1)
given in (5.10), where g(y) = (unit)yβ is fractional normal crossings such that
{β,α1, · · · ,αL} is ordered.
Proof. Let us concentrate on obtaining a cover for V × (0, 1), the argument for
V × (−1, 0) being identical. We will show that even though the imaginary parts of
the functions ui need no longer be units, the (n + 1)-dimensional prepared towers
obtained from the domains V˜ℓ,+1 defined in (5.8) continue to suffice. Since F is
a fractional power series in any set of preferred coordinates on these towers, the
desired conclusion will follow from Lemma 5.5 provided we show the following:
there exists a function H satisfying the hypotheses of this lemma for which F/H is
a bounded function that is also bounded away from zero on V × (0, 1).
Define the index set I∗ := {i : Im(ui) is a unit}. By the hypothesis, Re(ui) is
negative and a unit for i 6∈ I∗. The last condition means that
(5.15) C1 := sup
{∣∣∣∣ Im(ri(y))Re(ri(y))
∣∣∣∣ : y ∈ (0, 1)n, i 6∈ I∗} <∞.
We also define for i 6∈ I∗ a (purely imaginary) function ̺i such that
Re(̺i) ≡ 0 and Im(̺i) = Re(ri).
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For such i and for xn+1 > 0,
|xn+1 − ri(y)|2 = |xn+1 − Re(ri(y))|2 + |Im(ri(y))|2
=
(
xn+1 +
∣∣Re(ri(y))∣∣)2 + |Im(ri(y))|2, so that
|xn+1 − ri(y))| ≥ |xn+1 − ̺i(y)|, and
|xn+1 − ri(y))|2 ≤ 2
[
x2n+1 +
(
Re(ri(y))
)2]
+ |Im(ri(y))|2
≤ (C21 + 2)|xn+1 − ̺i(y)|2.
It follows from the calculations above that
1 ≤
∣∣∣F (x, xn+1)[H(x, xn+1)]−1∣∣∣ ≤ (C21 + 2)NV2 , where
H(x, xn+1) =
[∏
i∈I∗
(
xn+1 − ri(y)
)][∏
i6∈I∗
(
xn+1 − ̺i(y)
)]
satisfies the hypotheses of Lemma 5.5. The first conclusion of the corollary is now
a consequence of this lemma applied to H . The statement for V˜1 follows from
Corollary 5.6 applied to H . 
Lemma 5.8. Let V and ϕ be as in Proposition 5.4. Suppose that F obeys the
factorization (5.6), where all the roots ri are real fractional normal crossings whose
differences are also fractional normal crossings. Then the conclusion of Proposition
5.4 holds.
Proof. Since the roots are real and the differences of the roots are fractional normal
crossings on (0, 1)n, the set of roots is pointwise strictly ordered and each root
is of a fixed sign on (0, 1)n. Namely there exist subsets of distinct indices I =
{i1, , i2, · · · iM1} and J = {j1, · · · , jM2}, M1 +M2 =M such that
{1, 2 · · · ,M} = I ∪ J , and
rjM2 < rjM2−1 < · · · < rj1 <0 < ri1 < · · · < riM1 on (0, 1)n.
Set i0 = j0 = 0, r0 ≡ 0 and consider the regions{
(x, xn+1) : 0 < xn+1 <
ri1 (y)
2
, x = ϕ(y) ∈ V },(5.16) {
(x, xn+1) :
rj1(y)
2
< xn+1 < 0, x = ϕ(y) ∈ V
}
,(5.17) {
(x, xn+1) : rik(y) < xn+1 <
1
2
(rik + rik+1)(y), x ∈ V
}
, 1 ≤ k ≤M1 − 1,(5.18) {
(x, xn+1) :
1
2
(rik + rik−1 )(y) < xn+1 < rik(y), x ∈ V
}
, 1 ≤ k ≤M1,(5.19) {
(x, xn+1) :
1
2
(rjk + rjk+1 )(y) < xn+1 < rjk (y), y ∈ V
}
, 1 ≤ k ≤M2 − 1,(5.20) {
(x, xn+1) : rjk(y) < xn+1 <
1
2
(rjk + rjk−1 )(y), y ∈ V
}
, 1 ≤ k ≤M2,(5.21) {
(x, xn+1) : riM1 (y) < xn+1 < 1, y ∈ V
}
,(5.22) {
(x, xn+1) : −1 < xn+1 < rjM2 (y), y ∈ V
}
,(5.23)
whose union covers V × (−1, 1), except possibly a set of dimension < n. We claim
that each of these regions is an (n + 1)-dimensional tower. Indeed, it is clear that
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in the coordinates (y, xn+1), the regions (5.16) and (5.17) are horns adjacent to
zero, whereas (5.18) and (5.19) are horns adjacent to rik . Further, the projection
of any of domains above onto the first n coordinates is V , an admissible generalized
coordinate image of an n-dimensional tower, which justifies the claim.
Next we argue that (5.18) can be treated the same way as (5.16), and (5.19) the
same way as (5.17). Indeed by a change of variable
(5.24) (y, xn+1) 7→ (y, yn+1) where yn+1 = xn+1 − rik(y),
we find that the towers (5.18) and (5.19) reduce to the form (5.16) and (5.17)
respectively, and that F , by virtue of our assumption, transforms to a function
which continues to admit a factorization of the form (5.6) in these new coordinates.
The regions (5.20)–(5.23) can also be reduced to either (5.16) or (5.17) by similar
shift transformations. In order to complete the proof of the lemma it therefore
suffices to cover each of the regions (5.16) and (5.17) by a finite number of prepared
towers on each of which F is fractional normal crossings in any preferred system of
coordinates.
With this in mind, we estimate each factor in (5.6) as follows. On the region (5.16)
and for i ∈ I,
(5.25)
ri(y)
2
≤ ri(y)− xn+1 =
∣∣xn+1 − ri(y)∣∣ ≤ ri1 (y)
2
+ ri(y) ≤ 3
2
ri(y),
while for i ∈ J we have
(5.26) ri < 0 and hence |xn+1 − ri(y)| = xn+1 − ri(y).
In view of (5.6), (5.25) and (5.26), we define a function H = H1H2, where
H1(x, xn+1) =
∏
i∈I
ri(y), H2(x, xn+1) = x
βn+1
n+1
[∏
i∈J
(
xn+1 − ri(y
)]
.
We observe that H2 satisfies the hypothesis and hence the conclusion of Corollary
5.7. Thus the tower (5.16) can be decomposed into a finite number of prepared
towers on each of which H2 is expressible as fractional normal crossings in the
preferred coordinates. Since H1 is already fractional normal crossings in y, by
Lemma 4.10 it continues to be so in the preferred coordinates on each such prepared
tower. Thus the desired conclusion of the lemma holds for the functionH . By (5.25)
and (5.26), FH−1 is a unit in the preferred coordinates, completing the proof for
(5.16). A similar calculation can be verified on the region (5.17) and is left to the
reader. 
5.4. Proof of Proposition 5.4. The general proof is essentially a combination
of the techniques used to prove Lemmas 5.5 and 5.8. Assume that F obeys the
factorization (5.6), with the hypotheses that the sets A1,A2 and the difference sets
Ai−Aj , i, j = 1, 2 all consist of fractional normal crossings and possibly the constant
zero function, where A1 = {ri : 1 ≤ i ≤ M} and A2 = {Re(ri) : 1 ≤ i ≤ M}.
Following the proof of Corollary 5.7 we define the index set
I∗ = {1 ≤ i ≤M : Im(ui) is a unit on (0, 1)n} ,
and the constant C1 as in (5.15). For i 6∈ I∗, we know that Re(ri) 6≡ 0, since oth-
erwise Im(ui) = ui would be a unit. Further Re(ri) is fractional normal crossings,
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so it does not change sign on (0, 1)n. Accordingly as in Lemma 5.8, we decom-
pose {1, · · · ,M} \ I∗ = I ∪ J , where Re(ri) > 0 for i ∈ I and Re(ri) < 0 for
i ∈ J . Since the nontrivial elements of A2 − A2 are fractional normal crossings,
we can order the distinct elements in {Re(ri) : i 6∈ I∗}. Thus there are index sets
I ′ = {i1, · · · , iM1} ⊆ I, J ′ = {j1, · · · , jM2} ⊆ J , such that
{Re(ri) : i ∈ I} = {Re(ri) : i ∈ I ′},
{Re(rj) : j ∈ J } = {Re(rj) : j ∈ J ′},
Re(ri) 6≡ Re(ri′) for i, i′ ∈ I ′, i 6= i′,
Re(rj) 6≡ Re(rj′ ) for j, j′ ∈ J ′, j 6= j′, and
Re(rjM2 ) < · · · < Re(rj1 ) < 0 < Re(ri1 ) < · · · < Re(riM1 ).
We also consider as in Lemma 5.8 the regions (5.16)–(5.23), but with ri replaced
by Re(ri). We observe that by part (ii) of the hypotheses of the proposition, the
change of variables
(5.27) (y, xn+1) 7→ (y, yn+1), yn+1 = xn+1 − Re(rik )(y)
converts F to a form that continues to obey the assumptions of Proposition 5.4,
while mapping (5.18) and (5.19) to regions of the form (5.16) and (5.17) respec-
tively. Similar arguments hold for the other regions as well. We therefore reduce
to considering only the regions (5.16) and (5.17).
On (5.16) and for i ∈ I, the estimate (5.25) can be used to obtain
Re(ri(y))
2
≤ |xn+1 − Re(ri)(y)| ≤ 3
2
Re(ri(y)),
so that
(5.28)
|xn+1 − ri(y)|2 = |xn+1 − Re(ri(y))|2 + |Im(ri(y))|2
≥ |xn+1 − Re(ri(y))|2 ≥
[Re(ri(y))
2
]2
.
On the other hand, in conjunction with (5.15), we also arrive at the estimate
(5.29)
|xn+1 − ri(y)|2 = |xn+1 − Re(ri(y))|2 + |Im(ri(y))|2
≤
(
9
4
+ C21
)[
Re(ri(y))
]2
.
Define a function H = H1H2, where
H1(x, xn+1) =
∏
i∈I
Re(ri(y)), H2(x, xn+1) = x
βn+1
n+1
[ ∏
i∈J∪I∗
(
xn+1 − ri(y
)]
.
The estimates (5.28) and (5.29) imply that FH−1 is a unit when expressed in any
set of preferred coordinates. Since H1 is fractional normal crossings by assumption
(ii) and H2 satisfies the hypotheses of Corollary 5.7 on the tower (5.16), we are
done.
5.5. Proof of Theorem 5.1. The proof is by induction on n. For the initializing
step n = 1, the properties listed in parts (a)–(d) of Theorem 5.1 may be verified
directly from the Newton-Puiseux lemma involving the Puiseux factorization of a
bivariate real-analytic function.
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For the inductive step, we assume that the conclusions of the theorem hold for all
real-analytic functions in ≤ n variables. Let F be a real-analytic function near the
origin in Rn+1, for which we construct the auxiliary function Λ as in §5.2. Since Λ
is an n-variate real-analytic function, we apply the induction hypothesis on Λ, after
a nonsingular linear coordinate transformation in Rn if necessary so as to ensure
Λ(0′, xn) 6≡ 0. By the previous step of the induction, there exists a small constant
ǫ > 0 and a finite collection of (n − 1)-dimensional prepared towers whose union
covers (−ǫ, ǫ)n−1 except possibly a lower dimensional subset, and on each of which
Λ admits a factorization of the form (5.1) in preferred coordinates. Fix such a tower
U ′, and let Ψ′ be the system of preferred coordinates on U ′. We write
Λ(x′, xn) = (unit)
N ′∏
i=1
(
xn − λi(u′)
)
, x′ = Ψ′(u′), u′ ∈ (0, 1)n−1,
where the roots λi of Λ are fractional normal crossings, and hence Re(λi) are
fractional power series. Let Ξ0(u
′, xn) be a monic polynomial in xn with real-
analytic coefficients in u′ such that {λi}, {Re(λi)} and the coordinate functions
{u1, · · · , un−1} are roots of Ξ0. The existence of Ξ0 is ensured by Lemma 2.4.
Since Ψ′ is a vector-valued fractional power series by definition, there exists a large
integer R such that Ψ′ ◦ Φ′R is a vector-valued regular power series, where Φ′R is
the power map defined in (2.11) but in (n− 1) dimensions. Set u′ = Φ′R(w′). It is
important to note that Ψ′ ◦Φ′R(w′) is no longer a coordinate system on the tower,
though it is a generalized one, since
(5.30) dx′ = (unit)du′ = (unit)w′R−1dw′.
By the induction hypothesis again but now applied to the n-variate real-analytic
function (w′, xn) 7→ Ξ0(Φ′R(w′), xn), we can decompose the orthant (0, 1)n−1 in
w′-space into a finite number of prepared towers {(W ′, ηW ′) :W ′ ∈ W ′} such that
Ξ0(Φ
′
R(w
′), xn) =
∏
i
(
xn − ξi(t′)
)
, w′ = ηW ′ (t
′) ∈W ′, t′ ∈ (0, 1)n−1,
where the roots ξi and their differences are either trivial or fractional normal cross-
ings.
Since the collection {ξi} contains the monomials {wRj : 1 ≤ j ≤ n− 1} expressed in
the new coordinates t′, we conclude that the coordinate functions wj are fractional
normal crossings in these new variables. Thus there exist rj > 0, 1 ≤ j ≤ n − 1
such that
w′R−1 = (unit)
n−1∏
j=1
t
rj−1
j .
Since ηW ′ is a coordinate system on W
′ by our induction assumption, dw′ =
(unit)dt′, hence (5.30) implies that
dx′ = (unit)
n−1∏
j=1
t
rj−1
j dt
′.
Finally, setting y′ = Φ′r′(t
′) = (tr11 , · · · , trn−1n−1 ) we find that
(5.31) dx′ = (unit)dy′.
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Recalling that Ψ′ ◦ Φ′R is a regular power series, ηW ′ is a fractional power series
and Φ′r′ is a power transformation, we conclude (see Lemma 4.5) that ϕ
′ = Ψ′ ◦
Φ′R ◦ ηW ′ ◦ (Φ′r′)−1 is indeed a vector-valued fractional power series, hence in view
of (5.31) an admissible coordinate system onto its image.
Further, the collection {ξi} contains all roots of Λ as well as their real parts, there-
fore we find that the hypotheses of Proposition 5.4 are satisfied with n, F , V and ϕ
replaced by n−1, Λ, V ′ = Ψ′◦Φ′R(W ′) and ϕ′ = Ψ′◦Φ′R◦ηW ′ ◦(Φ′r′)−1 respectively.
It follows from Proposition 5.4 therefore that V ′ × (−1, 1) can be decomposed into
a finite number of n-dimensional prepared towers {(V, ϕV ) : V ∈ V} on each of
which Λ is fractional normal crossings in any preferred system of coordinates. The
construction given in the proof of Proposition 5.4 shows that the defining functions
of these towers depend on the roots of Λ but not on the roots of F . Thus the towers
are of low resolution complexity with respect to F but in general non-constructible
with respect to Λ. On each such V the hypotheses of Proposition 5.3 hold with σ
replaced by ϕV . Invoking this proposition yields the conclusions (a)–(d) of Theorem
5.1 in dimension (n+ 1), completing the induction. 
5.6. Proof of Corollary 5.2. The proof is essentially a repetition of an argument
given in the proof of Theorem 5.1, so we only sketch the details. Fix U and let
{̺i} be the fractional power series roots of F expressed in the coordinates u, where
x = Ψ(u). Since Re(̺i) is a fractional power series for each i, there exists by
Lemma 2.4 a monic polynomial F0(u, xn+1) in xn+1 with real-analytic coefficients
in u whose roots are {̺i}, {Re(̺i)} and the coordinate functions {u1, · · · , un}.
Let R be a large positive integer such that ϕ ◦ΦR is a regular power series, and set
u = ΦR(w). By Theorem 5.1 applied to F0(ΦR(w), xn+1), we decompose (0, 1)
n
into a finite number of n-dimensional prepared towers {(W, ηW ) : W ∈ W} such
that
F0(ΦR(w), xn+1) =
∏
i
(xn+1 − ωi(t)), w = ηW (t) ∈ W, t ∈ (0, 1)n
where the roots {ωi} and their differences are fractional normal crossings in t. Since
A = {̺i ◦ ΦR ◦ ηW , Re(̺i) ◦ ΦR ◦ ηW } ⊆ {ωi},
every nontrivial element of A and A −A must be fractional normal crossings. By
setting y = Φr(t) = (t
r1
1 , · · · , trnn ), where r is a vector of positive entries judiciously
chosen so that dx = (unit)dy, we find that the desired conclusion is satisfied with
(5.32) V = Ψ ◦ ΦR(W ) ⊆ U and ϕ = Ψ ◦ ΦR ◦ ηW ◦ (Φr)−1.

Remark: Summarizing the discussion in this section, we obtain the following
statement. Given a real-analytic function F of (n+ 1) variables with F (0, 0) = 0,
one can obtain a decomposition of (−ǫ, ǫ)n into finitely many sets {V } and construct
for each set an associated coordinate system ϕ such that the roots of F (ϕ(y), xn+1)
have the fine structure stated in part (c) of Corollary 5.2. This involves a two-step
procedure.
• In the first step, one monomializes Λ = ΛF , obtaining a decomposition of
(−ǫ, ǫ)n into a finite number of prepared towers {U ∈ U} such that the
44 TRISTAN C. COLLINS, ALLAN GREENLEAF AND MALABIKA PRAMANIK
conclusions of Theorem 5.1, in particular the factorization (5.1), hold for
F on each U and in preferred coordinates.
• In the second step, each tower U gives rise to an (n+1)-variate real-analytic
function F0 = F0(U). Monomializing HU (u) := ΛF0(U)(u) (i.e. a second
application of Theorem 5.1, on F0(U)) leads to a finer decomposition of U
and the desired representation of F . The sets {V : V ∈ V(U)} in the final
decomposition are explicitly determined, as seen in the proofs of Corollary
5.2 and Proposition 5.4, and of low resolution complexity with respect to
F and F0(U).
Note that if (V, ϕ) is a set-coordinate pair obtained at the end of this process (as
in (5.32)), and if r is any real root of F (ϕ(y), xn+1) with respect to xn+1, then the
coordinate system Φ = Φ(ϕ, V, r) lies in C, where Φ and C are as in the statement
of Theorem 1.1. In §7, the construction above will be used to obtain the finite
collection C∗ of coordinate systems mentioned in this theorem. See also remark 2
following Theorem 1.1.
6. Examples
We pause briefly to elucidate the resolution of singularities algorithm described in
the previous section in the context of a few concrete functions F .
6.1. Example 1. Let
F (x1, x2, x3) = x
2
3 + ax
2N
2 x3 + bx
4M
1 ,
where a, b are positive constants, M,N are positive integers. Then in the notation
of (5.3) and (5.4),
c(x) = 4bx4M1 , ∆P (x) = (ax
2N
2 )
2 − 4bx4M1 ,
so that
Λ(x) = a2bx4M1
(
x4N2 −
4b
a2
x4M1
)
.
We aim to verify the conclusions of Theorem 5.1 for this F . Namely, we will
introduce a finite collection of local coordinates on (x1, x2) space in which Λ is
fractional normal crossings, then establish that the roots of F in x3 as well as
their differences are fractional normal crossings in these coordinates. We will also
specify the Newton polyhedra of F in these coordinates and compute the Newton
exponents.
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We decompose the positive orthant in (x1, x2) space into four regions. Defining c
by the identity c4N = 4b/a2, we set
V1 =
{
(x1, x2) : 0 < x2 <
c
2
x
M
N
1
}
,
V2 =
{
(x1, x2) :
c
2
x
M
N
1 < x2 < cx
M
N
1
}
,
V3 =
{
(x1, x2) : cx
M
N
1 < x2 <
3c
2
x
M
N
1
}
,
V4 =
{
(x1, x2) :
3c
2
x
M
N
1 < x2 < 1
}
.
We describe the choice of coordinates on the domains V1, V3 and V4, the treatment
for V2 being similar to V3.
On V1, the discriminant of F is negative, so there are two non-real roots that are
complex conjugates of each other. Making the admissible change of variables
(x1, x2) = ϕV1(y1, y2) where x1 = y
N
M+N
1 , x2 =
c
2
y
M
M+N
1 y2,
we note that the hypotheses of Proposition 5.3 are met, and that the two roots r1,
r2 of F in these coordinates are
x3 = −a
2
x2N2 ±
1
2
√
a2x4N2 − 4bx4M1
= −
√
b
22N
y
2MN
M+N
1 y
2N
2 ± i
√
by
2MN
M+N
1
√
1− y
4N
2
24N
= ±i
√
by
2MN
M+N
1
[√
1− y
4N
2
24N
± i y
2N
2
22N
]
.
Thus r1, r2 and r1−r2 are fractional normal crossings in the coordinates (y1, y2), as
claimed in Proposition 5.3 and Theorem 5.1. In fact, if A = {ri,Re(ri) : i = 1, 2},
then every element of A and A − A is either identically zero or fractional nor-
mal crossings. Thus the coordinate transformation ΦV1 given by ΦV1(y, yn+1) =
(ϕV1(y1, y2), x3) lies in the coordinate class C(F ) defined in the statement of Theo-
rem 1.1. Moreover, the Newton polyhedron of F in the system of coordinates Φ is
given by the monotone edge path connecting the points (0, 0, 2) and (4MN/(M +
N), 0, 0). Thus δ0(F ; ΦV1) =
1
2 +
1
4N +
1
4M .
On V3, both roots are real and distinct. In the coordinates
(x1, x2) = ϕV2(y1, y2), x1 = y
N
M+N
1 , x2 = cy
M
M+N
1
(
1 +
3y2
2
)
these roots take the form
x3 =
√
by
2MN
M+N
1
−(1 + 3y2
2
)2N
±
√(
1 +
3y2
2
)4N
− 1
 ,
which are again fractional normal crossings. Further, if ΦV3(y) = (ϕV2(y1, y2), x3),
then ΦV3 ∈ C(F ), and the Newton diagram and Newton exponent of F under ΦV3
remain the same as for V1.
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On V4, the roots continue to be real and distinct. We set
(x1, x2) = ϕV4(y1, y2) where x1 =
(
2
3c
) N
M
y1y
N
M+N
2 , x2 = y
M
M+N
2 .
The roots now are
r1 = −a
2
y
2MN
M+N
2
1 +
√
1−
(
2
3
)4N
y4M1
 ,
r2 = −
a
2
(
2
3
)4N
1 +
√
1− ( 23)4N y4M1 y
4M
1 y
2MN
M+N
2 ,
which are again fractional normal crossings but with distinct leading exponents,
unlike the previous two cases. Set as before ΦV4(y1, y2, y3) = (ϕV4 (y1, y2), x3), so
that ΦV4 ∈ C(F ). The Newton diagram of F in coordinates ΦV4 is defined by the
monotone edge path obtained by joining the points (0, 0, 2), (0, 2MN/(M +N), 1)
and (4M, 4MN/(M + N), 0). Even though the monotone edge path now consists
of two distinct segments, a straightforward calculation shows that δ0(F ; ΦV4) =
1
2 +
1
4N +
1
4M , as before.
6.2. Example 2. The previous example had the simplified feature that the coordi-
nate changes ϕVi which converted the roots {ri} and their differences {ri− rj} into
fractional normal crossings had the same effect on {Re(ri)} and {Re(ri)−Re(rj)}
as well. This need not always be the case, and a finer decomposition of the sets Vi
as specified by Corollary 5.2 may in general be necessary to meet these additional
restrictions, as the following example shows. Let
F (x1, x2, x3) = (x3 − x1)(x3 − x1 + x21x2 − x1x22 + ix1x2),
so that the two roots r1, r2 satisfy
r1 = x1, r2 = x1 − x21x2 + x1x22 − ix1x2, r2 − r1 = x21x2 − x1x22 + ix1x2.
Each of the functions above is fractional normal crossings, but
Re(r2)− Re(r1) = x1x22 − x21x2
is not. Thus the ambient coordinate system (x1, x2) satisfies the conclusion of
Theorem 5.1 but does not lie in C(F ).
However, by decomposing the positive orthant into sets {Ui : 1 ≤ i ≤ 4} equipped
with coordinates {ϕUi : 1 ≤ i ≤ 4}, where
U1 =
{
(x1, x2) : 0 < x2 <
1
2
x1
}
, ϕU1(y1, y2) =
(√
y1,
1
2
y2
√
y1
)
,
U2 =
{
(x1, x2) :
1
2
x1 < x2 < x1
}
, ϕU2(y1, y2) =
(√
y1,
√
y1(1− y2
2
)
)
,
U3 =
{
(x1, x2) : x1 < x2 <
3
2
x1
}
, ϕU3(y1, y2) =
(√
y1,
√
y1
(
1 +
3y2
2
))
,
U4 =
{
(x1, x2) :
3
2
x1 < x2 < 1
}
, ϕU4(y1, y2) =
(2
3
y1
√
y2,
√
y2
)
,
we note that the conclusions of Corollary 5.2 hold in these new coordinates. There-
fore
ΦUi(y1, y2, y3) = (ϕUi(y1, y2), x3) ∈ C(F ), 1 ≤ i ≤ 4.
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7. Proof of Theorems 1.1 and 1.2
The main results in this section are the following two propositions. The first gives
an algebraic expression for the Newton exponent of a fractional power series with
a factorization of the form (5.6). The second proposition uses this algebraic repre-
sentation to compute the critical integrability index of a model class of functions
whose roots are fractional power series. Together with Theorem 5.1, they supply
the essential ingredients of the proof of Theorem 1.1, given at the end of this section.
Proposition 7.1. Suppose that V ⊆ (0, 1)n and that ϕ is a coordinate system on
V such that the roots of F (ϕ(y), xn+1) with respect to xn+1 are fractional normal
crossings and their differences are also fractional normal crossings. In particular,
assume that F admits the factorization (5.1) and hence (5.6), with the exponents
{αℓ = (αℓ(1), · · · , αℓ(n)) : 1 ≤ ℓ ≤ L} ordered as in (5.7). If Φ is the coordinate
transformation given by (x, xn+1) = Φ(y, yn+1) = (ϕ(y), yn+1), then
δ0(F ; Φ) = min
[
αℓ(j) + 1
Aℓ(j) + αℓ(j)Bℓ
: 1 ≤ j ≤ n, 1 ≤ ℓ ≤ L
]
,
where
(7.1) Aℓ =
∑
k≤ℓ
αk
∑
i∈Lk
ni = (Aℓ(1), · · · , Aℓ(n)), Bℓ =
∑
k>ℓ
∑
i∈Lk
ni + βn+1
are as in (3.7).
Proof. By Lemma 3.10, NP(F ; Φ) is defined by the monotone edge path joining the
points {(Aℓ, Bℓ) : 1 ≤ ℓ ≤ L}. By Lemma 3.11, δ0(F,Φ) equals the generalized
Newton exponent of F in coordinates Φ. But a straightforward calculation shows
that the diagonal in R2 intersects the line joining (Aℓ−1(j), Bℓ−1) and (Aℓ(j), Bℓ)
at a point each of whose coordinates is (Aℓ(j)+αℓ(j)Bℓ)/(αℓ(j)+1). Thus the jth
projected Newton exponent δj(F,Φ) is given by
δj(F ; Φ) = min
[
αℓ(j) + 1
Aℓ(j) + αℓ(j)Bℓ
: 1 ≤ ℓ ≤ L
]
,
completing the proof. 
Proposition 7.2. Suppose that G∗ is a polynomial in xn+1 with fractional power
series coefficients, defined on (−1, 1)n × R and admitting the factorization
(7.2) G∗(x, xn+1) =
M∏
i=1
(xn+1 − ̺i(x))ni ,
where the roots {̺i} are distinct fractional power series. Let C(G∗) be the class of
coordinates defined as in the statement of Theorem 1.1. Then
(7.3)
∫
(−1,1)n+1
|G∗(x, xn+1)|−δdx dxn+1 <∞
if and only if
(7.4) δ < inf {δ0(G∗,Φ) : Φ ∈ C(G∗)} .
In fact there exists a finite subcollection C0(G∗) ⊆ C(G∗) such that the infimum
above equals min{δ0(G∗; Φ) : Φ ∈ C0(G∗)}.
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Proof. The proof has certain similarities with the bivariate case, specifically with
parts of the analysis carried out in [42], [43]. We will need to use the sets (i.e.,
unions of towers) described in §5 in the proof of Proposition 5.4. However, the
preferred coordinates on the towers will be irrelevant for the present analysis. We
will primarily work with the ambient coordinate system ϕ of that proposition, which
in the present context will arise from Φ(ϕ, V, r) ∈ C(G∗).
Suppose that (7.3) holds for some δ > 0. We intend to show that δ < δ0(G
∗,Φ) for
any Φ = Φ(ϕ, V, r) ∈ C(G∗). Fix such a coordinate system Φ, and set F ∗ := G∗ ◦Φ.
The convergence of the integral in (7.3) implies that
(7.5)
∫
(0,1)n×(−ǫ,ǫ)
|F ∗(y, yn+1)|−δdy dyn+1 <∞
for some small ǫ > 0. Without loss of generality, by scaling if necessary we may
assume that ǫ = 1. It follows from (7.2) and the definition of C(G∗) that the
function F ∗ which is given by
F ∗(y, yn+1) =
M∏
i=1
(
yn+1 − ri(y)
)ni
, ri(y) = ̺i(ϕ(y)) − r(y)
admits a factorization of the form (5.6) with the roots {ri} obeying the hypotheses
of Proposition 5.4. Denoting by {αℓ} the distinct leading exponents of the roots
{ri} and assuming the ordering (5.7), we can therefore define sets W˜ℓ,κ similar to
(5.8), namely,
W˜ℓ,κ = {(y, yn+1) : 1
2
yαℓ+1 < κyn+1 < y
αℓ , y ∈ (0, 1)n}, 1 ≤ ℓ ≤ L− 1,
with appropriate modifications at the endpoints ℓ = 0, L. Then W˜ℓ,κ ⊆ (0, 1)n ×
(−1, 1) for every 0 ≤ ℓ ≤ L and κ = ±1. The finiteness of the integral in (7.5) then
leads to the estimate
(7.6)
∫
W˜ℓ,κ
|F ∗(y, yn+1)|−δ dy dyn+1
≤
∫
(0,1)n×(−1,1)
|F ∗(y, yn+1)|−δ dy dyn+1 <∞.
But on W˜ℓ,κ, there is a constant C > 0 such that
|yn+1 − ri(y)| ≤ |yn+1|+ |ri(y)|
≤
{
Cyαk if k ≤ ℓ, i ∈ Lk,
C|yn+1| if k ≥ ℓ+ 1, i ∈ Lk,
which implies
(7.7) |F ∗(y, yn+1)| ≤ CNyAℓ |yn+1|Bℓ , N = n1 + · · ·+ nM .
It follows from (7.6) and (7.7) that∫
W˜ℓ,κ
y−Aℓδ|yn+1|−Bℓδ dy dyn+1 ≤ (C)Nδ
∫
W˜ℓ,κ
|F ∗(y, yn+1)|−δ dy dyn+1 <∞.
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Thus
∞ >
∫
W˜ℓ,κ
y−Aℓδ|yn+1|−Bℓδ dy dyn+1
=
∫
(0,1)n
y−Aℓδ
∫ yαℓ
1
2y
αℓ+1
|yn+1|−Bℓδdyn+1 dy
≥
∫
(0,1)n
y−Aℓδ
∫ yαℓ
1
2y
αℓ
|xn+1|−Bℓδdyn+1 dy
≥

C−1
∫
(0,1)n
y−Aℓδyαℓ(1−Bℓδ) dy if 1−Bℓδ 6= 0,
C−1
∫
(0,1)n
y−Aℓδ ln
(
1
|y|
)
dy if 1−Bℓδ = 0.

The convergence of the integrals in the last line shows that for all 1 ≤ ℓ ≤ L,
δ <

min
{
αℓ(j) + 1
Aℓ(j) + αℓ(j)Bℓ
: 1 ≤ j ≤ n
}
if δ 6= 1
Bℓ
,
min
{
1
Aℓ(j)
: 1 ≤ j ≤ n
}
if δ =
1
Bℓ
.

The second situation only occurs if for all 1 ≤ j ≤ n,
1
Bℓ
<
1
Aℓ(j)
in which case
1
Bℓ
<
1 + α
Aℓ(j) + αBℓ
for any α > 0.
Combining both cases above and taking the minimum over all 1 ≤ ℓ ≤ L, we obtain
δ < min
[
αℓ(j) + 1
Aℓ(j) + αℓ(j)Bℓ
: 1 ≤ j ≤ n, 1 ≤ ℓ ≤ L
]
.
In view of Proposition 7.1, this implies δ < δ0(F
∗) = δ0(G
∗; Φ), completing the
“only if” part of the desired conclusion.
For the reverse implication, we fix δ satisfying (7.4). Since G∗ admits the represen-
tation (7.2), there exists by Corollary 5.2 a finite collection of set-coordinate pairs
{(V, ϕV ) : V ∈ V} that monomialize the roots of G∗ in the sense of that corollary.
Since {V ∈ V} is a finite cover of (−1, 1)n (up to a set of measure 0), it suffices to
show that for every V ∈ V ,
(7.8)
∫
V×(−1,1)
∣∣G∗(x, xn+1)∣∣−δ dx dxn+1 <∞.
In order to prove (7.8), we set ri(y) = ̺i(ϕV (y)), so that the hypotheses of Propo-
sition 5.4 hold with (F, V, ϕ) in that proposition replaced by (G∗, V, ϕV ). We need
a classification of the roots ri based on their leading exponents and coefficients, and
hence define the index sets I∗, I, I ′, J and J ′ as in the proof of Proposition 5.4.
We will also need to use the regions (5.16)–(5.23) with ri replaced by Re(ri). As
already mentioned in the proof of the proposition, these regions cover V × (−1, 1).
Our goal is to show that |G∗|−δ is integrable on each of these regions.
As before, we invoke the change of coordinates (5.27), which belongs to the coordi-
nate class C(G∗) to convert the regions (5.18)–(5.23) to regions of the form (5.16)
or (5.17). Since the analysis on these last two domains are very similar, we restrict
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attention to the region given by (5.16) (which we henceforth denote by W˜ ), where
we proceed to estimate G∗ from below.
On W˜ , we use the estimates derived in Proposition 5.4 to conclude that
G∗ = (unit)
[∏
i∈I
Re(ri(y))
ni
]
x
βn+1
n+1
[ ∏
i∈J∪I∗
(xn+1 − ri(y))ni
]
.
Let ℓ0 be the unique index in {1, 2, · · · , L} such that ri1 ∈ Lℓ0 . If i ∈ I, then
ri1 ≤ ri, from which it follows that i ∈ Lk for some k ≤ ℓ0. Define
I0 := {i ∈ J ∪ I∗ : i ∈ Lℓ, ℓ > ℓ0} , Ic0 = (J ∪ I∗) \ I0.
Then for i ∈ Ic0 and (x, xn+1) in W˜ ,
|xn+1 − ri(y)| ≥
{
|Im(ri(y))| if i ∈ Ic0 ∩ I∗,
|xn+1|+ |Re(ri(y))| if i ∈ Ic0 ∩ J
≥ C−1|ri(y)|,
so that G∗ admits the following lower bound on W˜ :
(7.9) |G∗| ≥ C−1xβn+1n+1
[ ∏
i∈I∪Ic0
|ri(y)|ni
][∏
i∈I0
|xn+1 − ri(y)|ni
]
.
It remains to estimate the “non-cancelling” factors in the above expression corre-
sponding to i ∈ I0. For this we cover W˜ with sets of the form
V˜ℓ =
{
(x, xn+1) ∈ W˜ : pℓyαℓ+1 < xn+1 < qℓyαℓ
}
, ℓ0 ≤ ℓ ≤ L− 1,
V˜L =
{
(x, xn+1) ∈ W˜ : 0 < xn+1 < qLyαL
}
,
where the constants pℓ, qℓ are chosen as in Lemma 5.5. Then the same kind of
estimation as in Lemma 5.5 and Corollary 5.7 yields that on V˜ℓ and for i ∈ I0,
|xn+1 − ri(y)| ≥ C−1max (|xn+1|, |ri(y)|)
≥ C−1
{
|xn+1| if i ∈ Lk, k ≥ ℓ+ 1,
|ri(y)| if i ∈ Lk, k ≤ ℓ.
In conjunction with (7.9) this implies that on V˜ℓ,
|G∗| ≥ C−1xβn+1n+1
[ ∏
i∈I∪Ic0
|ri(y)|ni
][ ∏
i∈I0∩Lk
k≤ℓ
|ri(y)|ni
][ ∏
i∈I0∩Lk
k≥ℓ+1
xnin+1
]
≥ C−1yAℓxBℓn+1,
where the last step follows from the fact that for ℓ ≥ ℓ0,⋃
k≥ℓ+1
(
I0 ∩ Lk
)
= {i : i ∈ Lk, k ≥ ℓ+ 1} and[⋃
k≤ℓ
(
I0 ∩ Lk
)]⋃
(I ∪ Ic0) = {i : i ∈ Lk, k ≤ ℓ} .
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Therefore∫
V˜ℓ
|G∗|−δ dx dxn+1 ≤
∫
(0,1)n
y−Aℓδ
∫ Cyαℓ
C−1yαℓ+1
x−Bℓδn+1 dxn+1dy
≤

C
∫
(0,1)n
y−Aℓδ+αℓ(1−Bℓδ) dy if 1−Bℓδ > 0,
C
∫
(0,1)n
y−Aℓδ+αℓ+1(1−Bℓδ) dy if 1−Bℓδ < 0,
C
∫
(0,1)n
y−Aℓδ ln
(
1
|y|
)
dy if 1−Bℓδ = 0.

We consider the three cases separately. If our chosen δ satisfies δ < 1/Bℓ, then the
rightmost integral converges for
δ < min
1≤j≤n
αℓ(j) + 1
Aℓ(j) + αℓ(j)Bℓ
,
and hence for any δ satisfying (7.4) in view of Proposition 7.1. In the second case,
the easy identity
Aℓ +αℓ+1Bℓ = Aℓ+1 +αℓ+1Bℓ+1
implies that the integral converges for
δ < min
1≤j≤n
αℓ+1(j) + 1
Aℓ+1(j) + αℓ+1(j)Bℓ+1
,
which again is true for any δ satisfying (7.4). Finally, if δ = 1/Bℓ satisfies (7.4),
then for all 1 ≤ j ≤ n
1
Bℓ
<
1 + αℓ(j)
Aℓ(j) + αℓ(j)Bℓ
and hence Aℓ(j) < Bℓ,
which implies that the integral in the last case converges. This establishes the
reverse implication in the first part of the proposition.
To establish the last part of the proposition, we define the coordinate class
C0(G∗;V ) =
Φ :
(x, xn+1) = Φ(y, yn+1) =
(
ϕV (y), yn+1 +Re(r(y))
)
where xn+1 = r(y) is a root of G
∗(ϕV (y), xn+1),
either r ≡ ri for some i ∈ I ∪ J , or r ≡ 0
 ,
where {(V, ϕV ) : V ∈ V} are the sets and coordinates produced by Corollary 5.2
for G∗. In light of this corollary, C0(G∗;V ) is a subclass of C(G∗). We also observe
that the “only if” argument above in fact proves the following stronger statement;
namely, |G∗|−δ is integrable on V × (−1, 1) for any δ < min{δ0(G∗; Φ) : Φ ∈
C0(G∗;V )}. Setting
C0(G∗) =
⋃
{C0(G∗;V ) : V ∈ V} ,
we find that (7.3) holds for any δ < min {δ0(G∗; Φ) : Φ ∈ C0(G∗)}. Hence by the
first part of the proposition
min {δ0(G∗; Φ) : Φ ∈ C0(G∗)} ≤ inf {δ0(G∗; Φ) : Φ ∈ C(G∗)} .
The converse inequality is of course immediate. 
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7.1. Proof of Theorem 1.1. Fix a real-analytic function F defined near the origin
in Rn+1. Let ǫ0 > 0 be a small constant such that after an orthogonal linear change
of variables if necessary, (5.2) holds on (−ǫ0, ǫ0)n+1.
Fix a coordinate system Φ = Φ(ϕ, V, r) ∈ C. Then F˜ (y, yn+1) = F ◦Φ(y, yn+1) has
roots that are fractional normal crossings. It particular, F˜ satisfies the hypothesis of
Proposition 7.2. Let δ > 0 be such that |F |−δ is integrable in an open neighborhood
U of the origin in Rn+1. We choose η > 0 sufficiently small so that Φ((0, η)n ×
(−η, η)) ⊆ U . Then
∞ >
∫
U
|F (x, xn+1)|−δdxdxn+1
≥ C−1
∫
(0,η)n×(−η,η)
|F (Φ(y, yn+1))|−δ dy dyn+1
= C−1
∫
(0,η)n×(−η,η)
∣∣∣F˜ (y, yn+1)∣∣∣−δ dy dyn+1
≥ C−1η
∫
(0,1)n×(−1,1)
∣∣∣F˜η(y, yn+1)∣∣∣−δ dy dyn+1,
where F˜η(y, yn+1) = F˜ (ηy, ηyn+1) continues to obey the hypotheses of Proposition
7.2. The proposition then implies δ < δ0(F˜η) = δ0(F˜ ) = δ0(F ; Φ). Taking the
supremum over all δ in (1.1) and infimum over all Φ ∈ C(F ), we arrive at the
conclusion
µ0(F ) ≤ inf {δ0(F ; Φ) : Φ ∈ C} .
For the converse inequality, we invoke Theorem 5.1. Let {(V, ϕV ) : V ∈ V} be the
finite collection of n-dimensional prepared towers specified in that theorem, so that
the following estimate holds:
(7.10)
∫
(−ǫ0,ǫ0)n+1
|F |−δdx dxn+1 =
∑
V ∈V
∫
V×(−ǫ0,ǫ0)
|F |−δ dx dxn+1
≤ C
∑
V ∈V
∫
(0,1)n×(−ǫ0,ǫ0)
|FV |−δ dy dxn+1,
where FV = F ◦ΦV and ΦV (y, yn+1) = (ϕV (y), yn+1). In view of (5.1), we note that
FV satisfies the hypothesis of Proposition 7.2. Recalling the definition of C0(FV )
from this proposition, we define the coordinate class C∗ as follows,
C∗ := {Φ : Φ = ΦV ◦Ψ, Ψ ∈ C0(FV ), V ∈ V} .
It is easy to see that C∗ ⊆ C. Further, invoking Proposition 7.2 we may deduce that
the integrals occurring as summands in (7.10) converge for
δ < min {δ0(F ; Φ) : Φ ∈ C∗} .
Therefore
µ0(F ) ≥ min {δ0(F ; Φ) : Φ ∈ C∗} ≥ inf {δ0(F,Φ) : Φ ∈ C} .
This proves the converse inequality and also establishes the second statement (1.11)
of Theorem 1.1. 
RESOLUTION OF SINGULARITIES AND APPLICATIONS 53
7.2. Proof of Theorem 1.2. For any Φ ∈ C∞, F ◦ Φ is a fractional power series
with F ◦Φ(0, 0) = 0. Suppose that δ < µ0(F ), hence there is an open neighborhood
U of the origin such that |F |−δ ∈ L1(U). Fix ǫ > 0 sufficiently small so that
Φ(−ǫ, ǫ)n+1 ⊆ U . Since Φ has nonvanishing Jacobian, we find that∫
(−ǫ,ǫ)n+1
|F ◦ Φ|−δ ≤ C
∫
U
|F |−δ <∞, hence δ ≤ µ0(F ◦ Φ) ≤ δ0(F ◦ Φ),
where the last inequality follows from Theorem 3.3. Taking supremum over δ and
infimum over Φ ∈ C∞, we obtain that µ0(F ) ≤ inf{δ0(F ; Φ); Φ ∈ C∞}. In view of
Theorem 1.1 however, the converse inequality is obvious. The second conclusion of
Theorem 1.2 uses a very similar argument and is left to the reader. 
8. Comparison with the bivariate case
In view of Theorem 1.1 and its bivariate analogue (Theorem 4, [43]), it is natural to
ask whether the class C(F ) can in general be replaced by the smaller class of global
analytic coordinate changes. As indicated in the introduction, a counterexample
due to Varchenko [53] provides a negative answer to this question. The following
is a simpler version of this example that suffices to emphasize the necessity of the
local coordinate changes.
8.1. A counterexample. Let F (x1, x2, x3) = x
2
3− (x21+x22). It is easy to see that
if Φ is any analytic coordinate change, then δ0(F ; Φ) =
3
2 . On the other hand, in
the local coordinates
ϕV (y1, y2) = (
√
y1,
√
y1y2) on V = {(x1, x2) : 0 < x2 < x1},
the function F takes the form
F (ϕV (y1, y2), x3) = x
2
3 − y1(1 + y22).
Setting ΦV (y1, y2, y3) = (ϕV (y1, y2), y3 +
√
y1(1 + y22)), we find that
F ◦ ΦV (y) = y23 + 2y3
√
y1(1 + y22),
and that the Newton polyhedron of F ◦ ΦV is defined by the monotone edge path
joining (0, 0, 2) and (12 , 0, 1). In particular δ0(F ; ΦV ) = 1 <
3
2 . A straightforward
calculation shows that in fact µ0(F ) = 1.
8.2. Identification of an adapted coordinate system. We devote the rest of
this section to studying finer aspects of the critical integrability problem in (n+1)
dimensions, n ≥ 2. We begin by recalling two definitions, one from the introduction
and the other from [53], both pertinent to the bivariate situation. Let Cω denote
the class of analytic coordinate transformations in R2 of the form (1.4). Given a
bivariate real-analytic function F , we say that an analytic coordinate system Φ ∈ Cω
is adapted to F if δ0(F,Φ) = µ0(F ). An attractive feature of two dimensions is that
the Newton polyhedron NP(F ; Φ) contains information as to whether Φ is adapted.
More precisely, let κℓ denote the cardinality of the largest subset of Lℓ consisting of
all roots with the same leading coefficient. It is proved in [43] that for a bivariate
real-analytic function F and for any Φ ∈ Cω, the inequality
(8.1) κℓ ≤ δ0(F ; Φ)−1
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holds for every ℓ that corresponds to a non-main face of NP(F ; Φ). (We recall
that a main face of a Newton polyhedron in R2 is one that intersects the bisectrix
x1 = x2.) Moreover, (8.1) holds for a main face if and only if the ambient coordinate
system is adapted.
We investigate whether similar identifications of adapted coordinate systems based
on the Newton polyhedron hold for (n + 1)-variate functions F with n ≥ 2. First,
a few minor modifications in the definitions are necessary in view of the structure
of the Newton polyhedra and the local nature of the coordinates in C(F ).
Definition 8.1. 1. Suppose that a Newton polyhedron NP(F,Φ) is defined by a
monotone edge path consisting of the line segments Γℓ, where
(8.2) Γℓ = {t(µℓ, νℓ) + (1− t)(µℓ+1, νℓ+1) : 0 ≤ t ≤ 1}, 1 ≤ ℓ ≤ L,
with µℓ < µℓ+1, νℓ > νℓ+1. An edge Γℓ is said to be a main edge of NP(F ; Φ) if
for some 1 ≤ j ≤ n,
πj
(
Γℓ
) ∩ {xj = xn+1} = (δ0(F ; Φ)−1, δ0(F ; Φ)−1).
Recall that πj(x, xn+1) = (xj , xn+1).
2. We say that a coordinate system Φ = Φ(V, ϕ, r) ∈ C(F ) is integrability-adapted
to F if
sup
{
δ :
∫
V
|F |−δdx <∞
}
= δ0(F,Φ).
The same proof as in [43] works essentially verbatim to show that (8.1) continues to
hold for any ℓ indexing a non-main edge to the right of a main edge. However, the
relation need no longer be true on the left of a main edge, as the following example
shows. Let
F (x1, x2, x3) = (x
2
3 − x1)(x33 − x2), and V =
{
(x1, x2) : 0 < x2 <
1
2
x
3
2
1
}
,
so that the change of variable Φ = Φ(V, ϕ, r) lies in C(F ), with ϕ given by
ϕ(y1, y2) =
(
y
2
5
1 , y
3
5
1 y2
)
and r ≡ 0.
It follows that NP(F ; Φ) is defined by the monotone edge path joining (0, 0, 5),
(25 , 0, 3) and (1, 1, 0), and that δ0(F ; Φ) =
6
5 . The main edge of NP(F ; Φ) is the
line segment Γ2 joining (2/5, 0, 3) and (1, 1, 0). The non-main edge Γ1 lying to the
left of Γ2 corresponds to L1, the collection of roots (in y3) of F ◦ Φ with leading
exponent (1/5, 0). Since the leading coefficients of such roots of F are distinct,
κ1 = 1 > δ0(F ; Φ)
−1 = 5/6.
In spite of this departure from the bivariate situation, we are able to provide a
sufficient condition on the Newton polyhedron that ensures that an ambient coor-
dinate system is integrability-adapted. We need the following notation. Let F ◦ Φ
admit a factorization of the form (5.6), so that the Newton polyhedron NP(F ; Φ) is
defined by a monotone edge path Γ joining the points {(Aℓ, Bℓ) : 0 ≤ ℓ ≤ L}, with
(Aℓ, Bℓ) as in (7.1). In other words, Γ is the union of the line segments Γℓ joining
(Aℓ−1, Bℓ−1) and (Aℓ, Bℓ). Let Γ
′
ℓ denote the infinite line in R
n+1 of which Γℓ is a
segment. We define δℓ(j; Φ) as follows,(
δℓ(j; Φ)
−1, δℓ(j; Φ)
−1
)
:= πj (Γ
′
ℓ) ∩ {xj = xn+1}.
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It follows from Lemma 3.10 and Proposition 7.1 that the direction vector of Γℓ is
(αℓ,−1) and that
(8.3) δ0(F ; Φ) = min {δℓ(j; Φ) : 1 ≤ ℓ ≤ L, 1 ≤ j ≤ n} .
Proposition 8.2. Suppose that Φ ∈ C(F ), and that δℓ(j; Φ) is defined as above for
NP(F ; Φ). Assume that
(8.4) κℓ ≤ min
1≤j≤n
δℓ(j; Φ)
−1 for every 1 ≤ ℓ ≤ L,
where κℓ is the largest cardinality of roots of F ◦Φ with leading exponent αℓ sharing
a common leading term. Then Φ is integrability-adapted to F .
Proof. Without loss of generality, replacing F ◦Φ by F if necessary, we may assume
that V = (0, 1)n, Φ = identity, and that F admits the factorization (5.6) with
y = x and with the ordering (5.7), where every element of A = {ri,Re(ri) : 1 ≤
i ≤M} and A−A is either trivial or fractional normal crossings. In view of these
properties, we find that F satisfies the hypotheses of Proposition 7.2, and the finite
subcollection C0(F ) defined in this proposition takes the form
C0(F ) = {Ψ : (x, xn+1) = Ψ(y, yn+1) = (y, yn+1 +Re(ri(y))), i ∈ I ∪ J }.
By Proposition 7.2, we know that∫
(0,1)n×(−1,1)
|F |−δ dx dxn+1 if and only if δ < min {δ0(F ; Ψ) : Ψ ∈ C0(F )} .
Thus it suffices to show that
(8.5) δ0(F ; Ψ) ≥ δ0(F ) for every Ψ ∈ C0(F ).
Fix Ψ0 ∈ C0(F ) so that Ψ0(y, yn+1) = (y, yn+1 + Re(ri0 (y))) for some i0 ∈ I ∪ J .
Let ℓ be the unique index such that i0 ∈ Lℓ, and
α1 < α2 < · · · < αR
the collection of distinct multi-indices that occur as leading exponents of the roots
of F ◦Ψ. We will compare NP(F ; Ψ) with NP(F ) = NP(F ; Φ), and show that
(8.6) R ≥ ℓ,
{
δk(j; Ψ) = δk(j; Φ) for 1 ≤ k < ℓ,
δk(j; Ψ) ≥ δℓ(j; Φ) for ℓ ≤ k ≤ R.
In view of (8.3), this establishes (8.5).
We set about proving (8.6). Since i0 ∈ I ∪ J , the fractional power series ri0 and
Re(ri0) share the same leading exponent. We set mk (respectively mk) to be the
number of roots of F (respectively F ◦ Ψ) with leading exponent αk (respectively
αk), counting multiplicity. Further let γ0 ≥ 0 be the multiplicity of the constant
function yn+1 ≡ 0 as a root of F ◦ Ψ. Thus γ0 > 0 if and only if ri0 is a real root
of F . Since the roots of F ◦Ψ are {ri −Re(ri0) : 1 ≤ i ≤M}, it easily follows that
αk = αk and mk = mk for k < ℓ, so that mℓ + · · ·+mR + γ0 = Bℓ−1 > 0.
Thus R ≥ ℓ and δk(j; Ψ) = δk(j) for 1 ≤ k < ℓ, 1 ≤ j ≤ n, proving the first two
claims in (8.6). Further αℓ = αℓ if ℓ < L, and αℓ ≥ αℓ if ℓ = L.
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Let us assume first that ℓ < L. The last assertion in the preceding paragraph then
implies that δℓ(j; Ψ) = δℓ(j). The possibly new exponents {αℓ+1, · · · ,αR} originate
from the roots ri that share the same leading coefficient as Re(ri0 ), and hence
mℓ+1 + · · ·+mR + γ0 ≤ κℓ.
Now an easy calculation shows that
δℓ+1(j; Ψ) =
1 + αℓ+1(j)
Aℓ−1(j) +mℓαℓ(j) + αℓ+1(j)(mℓ+1 + · · ·+mR + γ0)
= f(αℓ+1(j)), where
f(α) :=
1 + α
Aℓ−1(j) +mℓαℓ(j) + α(mℓ+1 + · · ·+mR + γ0)
, α > 0.
We observe that f(αℓ(j)) = δℓ(j) and that f is a monotone function. Moreover by
(8.4),
f(αℓ(j)) = δℓ(j) ≤ κ−1ℓ ≤
1
mℓ+1 + · · ·+mR + γ0
= f(∞),
so that f is in fact monotone increasing. Thus
δℓ(j) = f(αℓ(j)) ≤ f(αℓ+1(j)) = δℓ+1(j; Ψ) ≤ f(∞).
A similar inductive argument based on k ≥ ℓ+ 1 shows that
δ0(F ; Φ) ≤ δℓ(j) ≤ δℓ+1(j; Ψ) ≤ · · · ≤ δk(j; Ψ) for all k ≥ ℓ+ 1,
completing the proof of (8.6). The treatment of the case ℓ = L involves minor
modifications to the above argument and is left to the reader. 
9. Appendix: Proof of Theorem 2.14
The essential ingredients of the proof are already in [52], [41]. Namely, we first
define the root functions of F as locally holomorphic functions on a dense subset
of
∏n
j=1 Uj and use the discriminantal condition (2.10) to extend them globally.
Local root functions. For each 1 ≤ j ≤ n, we define
Hj = {z ∈ Cn : zj = 0} and set H =
n⋃
j=1
Hj.
Since Hj is of real codimension 2, O \ H is an open connected dense subset of
O. If ẑ ∈ O \ H, then the discriminant condition (2.10) implies that ∆F (ẑ) 6= 0,
so F (ẑ, zn+1) considered as a polynomial in zn+1 has d distinct complex roots
depending on ẑ. Let us denote these by w1(ẑ), · · · , wd(ẑ). Since by (2.10)
∂F
∂zn+1
(ẑ, wi(ẑ)) 6= 0 for ẑ ∈ O \H, 1 ≤ i ≤ d,
the implicit function theorem implies that there exist some open neighborhood Oẑ
of ẑ contained in O \H and d holomorphic functions z 7→ wi(z) on Oẑ such that
F (z, wi(z)) = 0 and wi(z) 6= wj(z) for z ∈ Oẑ.
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Definition of s. The labeling of the set of roots on each Oẑ is at the moment com-
pletely arbitrary and quite possibly globally inconsistent on O \ H. We now set
about trying to arrange them globally. The following observation is a key step in
this process.
Let γ : [0, 1]→ O \ H be a continuous curve such that γ(0) = γ(1) = ẑ. We claim
that γ induces a permutation πγ of the roots, as follows. For each 1 ≤ i ≤ d, one
can define continuous functions ζi[γ] : [0, 1]→ C such that
(9.1) ζi[γ](0) = wi(ẑ) and F (γ(t), ζi[γ](t)) = 0.
The condition ∆F 6= 0 on O \H implies that the functions ζi are uniquely defined.
Each number ζi(1) is a root of F (ẑ, ·), and hence of the form
ζi(1) = wπγ(i)(ẑ) for some permutation πγ of {1, 2, · · · , d}.
We leave the reader to verify that γ 7→ πγ is a group homomorphism between the
fundamental group of O and the permutation group Sd. We choose s to be an
integer such that
(9.2) πsγ = πγ ◦ · · · ◦ πγ︸ ︷︷ ︸
s times
= identity for all ẑ ∈ O \H and all curves γ.
Clearly s = 2 for d = 1 and s = d! = order of the permutation group Sd for d ≥ 2
will suffice.
Local lifting. In this step we transfer the local root functions from O to ∏nj=1 Uj,
where {Uj} is the collection of simply connected open neighborhoods of the origin
described in the statement of the theorem. Given an arbitrary ξ̂ ∈ ∏nj=1 Uj , we set
ẑ = Φs(ξ̂). Recalling that {wi : 1 ≤ i ≤ d} is a set of holomorphic root functions of
F on Oẑ, we set
Wi = wi ◦ Φs on Φ−1s (Oẑ), and Wξ̂ = {W1, · · · ,Wd},
so that W
ξ̂
is a collection of d locally holomorphic functions on Φ−1s (Oẑ) satisfying
(9.3) F
(
Φs(ξ),Wi(ξ)
)
= 0 for ξ ∈ Φ−1s (Oẑ).
Global definition of the roots. We will now define the global root functions bi on∏n
j=1 Uj . Fix a base point ξ
∗ ∈ ∏nj=1 Uj \ H and fix a labeling of the roots in
Wξ∗ = {b1, · · · , bd} that will be used for the remainder of the proof. For any other
point ξ̂ ∈∏nj=1 Uj \H fixed but arbitrary we choose a continuous curve
(9.4) Γ : [0, 1]→
n∏
j=1
Uj \H such that Γ(0) = ξ∗, Γ(1) = ξ̂ .
For every 1 ≤ i ≤ d, we define a function ηi[Γ] : [0, 1] → C by setting ηi[Γ](0) =
bi(ξ
∗) and extending ηi[Γ] to [0, 1] by analytic continuation so that
(9.5) F (Φs(Γ(t)), ηi[Γ](t)) = 0, 0 ≤ t ≤ 1.
We claim that
(9.6) (η1[Γ], · · · , ηd[Γ])(1) is independent of Γ satisfying (9.4).
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Assuming the claim for the moment, we can define a global function
bi :
n∏
j=1
Uj \H→ C by setting bi(ξ̂) = ηi[Γ](1).
The claim implies that each bi is well-defined on
∏n
j=1 Uj \H. It is holomorphic on∏n
j=1 Uj \ H, since by (9.5) and (9.3) every bi agrees on Φ−1s (Oẑ) with wr ◦ Φs for
some 1 ≤ r ≤ d. Since the coefficients cν of the monic polynomial F are bounded,
so are the roots bi. Therefore {bi : 1 ≤ i ≤ d} extend as holomorphic functions on
all of
∏n
j=1 Uj which is the main conclusion of Theorem 2.14. Further the product
of bi(ξ)− bj(ξ) for i 6= j is the discriminant ∆F ◦ Φs(ξ) which is normal crossings,
thereby implying that each of the differences bi − bj is normal crossings as well.
Proof of (9.6). It therefore remains to prove the claim (9.6). By the monodromy
theorem, (9.6) is already known to hold for curves Γ and Γ′ that obey (9.4) and
are fixed endpoint homotopic to each other. We therefore only need to restrict
attention to curves that are non-homotopic.
By a standard reduction, it suffices to choose ξ̂ = ξ∗ and prove the following
statement instead. Let Γ∗ : [0, 1]→∏nj=1 Uj \H be any closed curve not homotopic
to zero, with Γ∗(0) = Γ∗(1) = ξ∗. Let τΓ∗ denote the permutation of roots of
F (ξ∗, ·) induced by Γ∗. Namely if ηi[Γ∗] is defined using (9.5), then
ηi[Γ
∗](1) = ηj [Γ
∗](0) for j = τΓ∗(i).
Our goal is to show that
(9.7) τΓ∗ = identity
for all closed curves Γ∗ originating at ξ∗ and not homotopic to zero.
We observe two facts. First, as we have seen in an earlier part of the proof, Γ∗ 7→
τΓ∗ is a group homomorphism from the fundamental group of
∏n
j=1 Uj \ H to the
permutation group Sd. Second, the fundamental group of
∏n
j=1 Uj \H is isomorphic
to that of
∏n
j=1(Uj \ {0}), which in turn is isomorphic to Zn. A set of generators
of this fundamental group is given by {λ1, · · · , λn}, with
λj(t) =
{(
ξ∗1 , · · · , ξ∗j−1, ǫje2πit, ξ∗j+1, · · · , ξ∗n
)
: 0 ≤ t ≤ 1}, 1 ≤ j ≤ n,
where ǫj > 0 is chosen sufficiently small so that {|zj| = ǫj} ⊆ Uj \ {0}. It therefore
suffices to verify (9.7) only for Γ∗ ∈ {λ1, · · · , λn}.
To see this, fix 1 ≤ j ≤ n. We recall that (9.5) holds for Γ = λj , so comparing with
(9.1) we arrive at the conclusion
ηi[λj ] = ζi[Φs ◦ λj ] and hence τλj = πΦs◦λj .
But
Φs ◦ λj(t) =
{
(z∗1 , · · · , z∗j−1, ǫsje2πist, z∗j+1, · · · , z∗n) : 0 ≤ t ≤ 1
}
= γj + · · ·+ γj︸ ︷︷ ︸
s times
, where z∗ = Φs(ξ
∗), and
γj =
{
(z∗1 , · · · , z∗j−1, ǫsje2πit, z∗j+1, · · · , z∗n) : 0 ≤ t ≤ 1
}
is a curve in O.
But then by (9.2), τλj = π
s
γj = identity, as claimed.
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10. Appendix: Proof of Theorem 3.3
Without loss of generality and for notational simplicity, it is convenient for this
proof to work in dimension n (as opposed to (n + 1) as in the rest of the paper).
Accordingly, we set
F (x) =
∑
κ>0
κ∈Zn/N
aκx
κ ,
where the fractional power series converges absolutely and uniformly in a neighbor-
hood U0 ⊇ (−1, 1)n of the origin in Rn. In view of the discussion in §1 on sublevel
set growth estimates, it is known that ν0(F ) = µ0(F ), so it suffices to show that
(10.1) ν0(F ) ≤ δ0(F ).
We will prove (10.1) by ignoring all “cancellation” in F , i.e., by estimating F
pointwise from above by a non-negative function with an isolated zero at the origin.
The main ingredients of the proof are certain tools in convex geometry used in [38]
[39] in the study of monomial polyhedra and polyhedral cones. We point to the
relevant parts of these references for results that may be applied verbatim.
The main steps of the proof are contained in the following sequence of lemmas.
Lemma 10.1. There exists a finite set of multi-indices I ⊆ {κ : aκ 6= 0} such that
{κ : aκ 6= 0} ⊆
⋃
κ∈I
[
κ + Rn≥0
]
.
Proof. This is a consequence of Proposition 3.3 in [39]. More precisely, for every
non-empty subset S ⊆ {1, 2, · · · , n} we apply this proposition with q = −1, and
with P and N replaced by PS and NS respectively, where PS = {ej : j ∈ S}, and
NS = {κN : aκ 6= 0,κ = (κ1, · · · , κn), κj 6= 0 if and only if j ∈ S} ⊆ Zn.
Here {e1, · · · , en} denotes the canonical orthonormal basis in Rn. If MS ⊆ NS is
the finite subset whose existence is guaranteed by that proposition, then
I =
⋃
S
{κ : κN ∈MS}
satisfies the conclusion of the lemma. 
Corollary 10.2. Let I = {p1, · · · ,pd} be as in Lemma 10.1. Then
(a) there exists a constant C > 0 such that
(10.2) |F (x)| ≤ C
2
d∑
j=1
|xpj |, x ∈ U0.
(b) The following set containment holds: Eǫ(F ) ⊇ Eǫ, where
(10.3) Eǫ :=
{
x ∈ U0 : |xpj | ≤ ǫ
Cd
, j = 1, 2, · · · , d
}
and Eǫ(F ) is the sublevel set defined in (1.6).
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Proof. It follows from Lemma 10.1 that F (x) =
∑
κ∈I x
κFκ(x), where each Fκ
is a fractional power series converging absolutely and uniformly on U0, and hence
is bounded therein. The result (10.2) follows. The second conclusion is an easy
consequence of the first and is left to the reader. 
A critical step in the proof of Theorem 3.3 is the following estimate.
Proposition 10.3. Let Eǫ be as in (10.3), 0 < ǫ ≤ 1. Then there exists a constant
C depending of F but independent of ǫ such that
(10.4) |Eǫ| ≥ C−1ǫδ0(F ).
Conclusion of the proof of Theorem 3.3. Let us assume Proposition 3.3 for the mo-
ment. Then on one hand Corollary 10.2(b) combined with (10.4) implies
(10.5) |Eǫ(F )| ≥ |Eǫ| ≥ Cδǫδ0(F ).
On the other hand, it follows from the definition (1.6) of ν0(F ) that
(10.6) |Eǫ(F )| ≤ Cνǫν
for any ν < ν0(F ). Combining (10.5) and (10.6) and letting ǫ → 0, we find that
ν ≤ δ0(F ). Taking supremum over ν yields the desired conclusion (10.1). 
Proof of Proposition 10.3. It remains to prove the proposition. For this we estimate
|Eǫ| as follows,
(10.7)
|Eǫ| ≥
∫
Eǫ∩(0,1]n
dx =
∫
Log(Eǫ∩(0,1]n)
ey·1 dy
=
[
log
(Cd
ǫ
)]n ∫
Ω
exp
[
log
(Cd
ǫ
)
y · 1
]
dy,
where Log(x1, · · · , xn) = (log x1, · · · , logxn) for x ∈ (0,∞)n and hence Ω is the
linear polyhedron given by
(10.8)
Ω :=
[
log
(Cd
ǫ
)]−1
Log[Eǫ ∩ (0, 1]n]
= {y ∈ (−∞, 0]n : y · pj ≤ −1, j = 1, · · · , d} .
Clearly, Ω is nonempty as it contains all vectors whose entries are sufficiently neg-
ative. Thus the rightmost integral in (10.7) is strictly positive.
Sharp size estimates of exponential measures on linear polyhedra (or equivalently,
monomial-type measures on monomial polyhedra) have been studied in [38]. In
particular, Lemma 4.10 in [38] implies that for some constant Cn depending only
on dimension,
(10.9)
∫
Ω
exp
[
log
(Cd
ǫ
)
y · 1
]
dy ≥ C−1n eM(e)|Ω̂|
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where M(v) := supy∈Ω y · v for any v ∈ Rn,
e = log
(Cd
ǫ
)
1, M(e) = log
(Cd
ǫ
)
M(1), and
Ω̂ = {y ∈ Ω :M(e)− 1 ≤ y · e < M(e)}
=
{
y ∈ Ω :M(1)−
[
log
(Cd
ǫ
)]−1
< y · 1 < M(1)
}
.
We will prove in Corollaries 10.5 and 10.7 below that
M(1) ≥ −δ0(F ), hence M(e) ≥ δ0(F ) log
( ǫ
Cd
)
and(10.10)
|Ω̂| ≥ C−1
[
log
(Cd
ǫ
)]−n
.(10.11)
Substituting these in (10.9) and (10.7) leads to the lower bound in (10.4), complet-
ing the proof. 
Lemma 10.4. The following inequality holds:
sup

d∑
j=1
βj : 1 =
d∑
j=1
βjpj , βj ≥ 0, j = 1, · · · , d
 ≤ δ0(F ).
Proof. Let (β1, · · · , βd) ∈ [0,∞)d be a vector such that 1 =
∑d
j=1 βjpj . Set β0 =∑d
j=1 βj . Then
β−10 1 =
d∑
j=1
(
βj
β0
)
pj ∈ conv hull{pj : j = 1, · · · , d} ⊆ NP(F ).
By the definition of Newton exponent , β0 ≤ δ0(F ), proving the lemma. 
Corollary 10.5. (10.10) holds.
Proof. By Lemma 2.7 of [38] (which is simply the strong duality theorem of linear
programming),
M(1) = inf
−
d∑
j=1
βj : 1 =
d∑
j=1
βjpj , βj ≥ 0, j = 1, · · · , d

= − sup

d∑
j=1
βj : 1 =
d∑
j=1
βjpj , βj ≥ 0, j = 1, · · · , d

≥ −δ0(F ),
where the last step follows from Lemma 10.4. 
Lemma 10.6. Let Ω be as in (10.8), and let w ∈ Ω be a point obeying w·1 =M(1).
Let Q denote the cube
Q :=
{
y : wj −
[
n log
(Cd
ǫ
)]−1
≤ yj ≤ wj , j = 1, · · · , n
}
.
Then Q ⊆ Ω̂.
62 TRISTAN C. COLLINS, ALLAN GREENLEAF AND MALABIKA PRAMANIK
Proof. Let y ∈ Q. Summing up the defining inequalities for Q, we find that
M(1)−
[
log
(Cd
ǫ
)]−1
=
n∑
j=1
(
wj −
[
n log
(Cd
ǫ
)]−1)
≤ y · 1 ≤
∑
j
wj =M(1).
On the other hand, for j = 1, · · · , d,
y · pj = w · pj + (y −w) · pj ≤ w · pj ≤ −1,
where the last inequality uses the fact that pj ∈ [0,∞)n and y − w ∈ (−∞, 0]n.
We have therefore verified that y satisfies all the defining relations for Ω̂, which is
the desired conclusion. 
Corollary 10.7. (10.11) holds.
Proof. By Lemma 10.6, |Ω̂| ≥ |Q| = n−n[log(Cd/ǫ)]−n. 
11. Acknowledgements
The third author thanks Professor Detlef Mu¨ller for valuable comments and Profes-
sor Kalle Karu for mentioning a reference for Lemma 2.4. The second author was
partially supported by grants DMS-0138167 and DMS-0551894 from the National
Science Foundation. The third author was partially supported by grant 22R82900
from the Natural Sciences and Engineering Research Council of Canada.
References
[1] S. S. Abhyankar, On the ramification of algebraic functions, Amer. J. Math. 77 (1955),
575–592.
[2] S. S. Abhyankar, Local analytic geometry, Pure and Applied Mathematics Vol XIV, Academic
Press, New York-London, 1964.
[3] V. I. Arnold, S. Gusein-Zade and A. Varchenko, Singularities of differentiable maps,
Birkhauser, Basel, 1988.
[4] V. I. Arnold, Normal forms of functions near degenerate critical points, the Weyl groups
of Ak, Dk, Ek and Lagrangian singularities, Funkt. Analiz. Ego. Prilozhen 6 (1972) no. 4,
3–25.
[5] V. I. Arnold, Critical points of smooth functions and their normal forms, Usp. Matem. Nauk
30 (1975) no. 5, 3–65.
[6] F. Aroca, Puiseux parametric equations of analytic sets, Proc. Amer. Math. Soc. 132 (2004),
no. 10, 3035–3045
[7] E. Bierstone and P. D. Milman, Semianalytic and subanalytic sets, Publ. Math. IHES 67
(1988), 5–42.
[8] E. Bierstone and P. D. Milman, Arc-analytic functions, Invent. Math. 101 (1990), 411–424.
[9] E. Bierstone and P. D. Milman, Resolution of singularities in Denjoy-Carleman classes,
Selecta Math. (N. S.) 10 (2004), no. 1, 1–28.
[10] M. Christ, Hilbert transforms along curves I. Nilpotent groups, Ann. of Math.(2) 122 (1985),
no. 3, 575–596.
[11] M. Christ, Convolution, curvature and combinatorics, a case study, Int. Math. Res. Notices
19 (1998) 1033–1048.
[12] D. Cox, J. Little and D. O’Shea, Using algebraic geometry, Graduate texts in Mathematics
vol. 185 (2004), Springer, second edition.
[13] M. Greenblatt, A direct resolution of singularities for functions of two variables with appli-
cations to analysis, J. Anal. Math 92 (2004), 233–257.
[14] M. Greenblatt, Sharp estimates for oscillatory integral operators with C∞ phase,
Amer. J. Math 127 (2005), no. 3, 659–695.
RESOLUTION OF SINGULARITIES AND APPLICATIONS 63
[15] M. Greenblatt, Newton polygons and local integrability of negative powers of smooth functions
on the plane, Trans. Amer. Math. Soc. 358 (2006), no. 2, 657–670.
[16] M. Greenblatt, A coordinate-dependent local resolution of singularities with applications,
J. Funct. Anal. 255 (2008), no. 8, 1957–1994.
[17] M. Greenblatt, The asymptotic behavior of degenerate oscillatory integrals in two dimensions,
J. Funct. Anal., 257 (2009), no. 6, 1759–1798.
[18] M. Greenblatt, Oscillatory integral decay, sublevel set growth and the Newton polyhedron,
Math. Annalen 346 (2010), no. 4, 857–890.
[19] M. Greenblatt, Resolution of singularities in two dimensions and the stability of integrals,
Adv. Math., 226 (2011), no. 2, 1772–1802.
[20] M. Greenblatt, Resolution of singularities, asymptotic expansion of integrals and applica-
tions, J. Anal. Math. 111 (2011), no. 1, 221–245.
[21] M. Greenblatt, Maximal averages over hypersurfaces and the Newton polyhedron,
arXiv:1002.0109 (2010).
[22] A. Greenleaf and M. Pramanik, L2-decay rate of oscillatory integral operators in 2 + 1 di-
mensions, in preparation (2011).
[23] A. Greenleaf and A. Seeger, Oscillatory and Fourier integral operators with degenerate canon-
ical relation, Publicacions Mathematiques special issue: Proceedings of the El Escorial Con-
ference 2000 (2002), 93–141.
[24] H. Hironaka, Introduction to real-analytic sets and real-analytic maps, Inst. Mat. L. Tonelli,
Pisa (1973).
[25] H. Hironaka, Introduction to the theory of infinitely near singular points, Memorias de
Matema´ticas del Instituto Jorge Juan, Vol. 28, CSIC Madrid (1974).
[26] K. Hulek, Elementary Alegbraic Geometry, AMS Student Mathematical Library vol. 20
(2003).
[27] I. A. Ikromov, M. Kempe and D. Mu¨ller, Estimates for maximal functions associated with
hypersurfaces in R3 and related problems of harmonic analysis, Acta Math. 204 (2010),
151–271.
[28] I. A. Ikromov and D. Mu¨ller, On adapted coordinate systems, Trans. Amer. Math. Soc. 363
(2011), 2821–2848.
[29] I. A. Ikromov and D. Mu¨ller, Uniform estimates for the Fourier transform of surface carried
measures in R3 and an application to Fourier restriction, J. Fourier Anal. Appl. (2011),
DOI: 10.1007/s00041-011-9191-4.
[30] H. E. W. Jung, Darstellung der Funktionen eines algebraischen Ko¨rpers zweier unabha¨ngiger
Vera¨nderlichen x, y in der Umgebung einer Stelle x = a, y = b, J. Reine Angew. Math 133
(1908), 289–314.
[31] V. N. Karpushkin, Uniform estimates for volumes, Tr. Math. Inst. Steklova 221 (1998),
225–231.
[32] K. Kiyek and J. L. Vicente, On the Jung-Abhyankar theorem, Arch. Math. (Basel) 83 (2004),
no. 2, 123–134.
[33] K. Kiyek and J. L. Vicente, Resolution of curve and surface singularities in characteristic
zero, Algebras and Applications, 4. Kluwer Academic Publishers, Dordrecht, 2004.
[34] S. G. Krantz, Function theory of several complex variables Reprint of the 1992 edition, AMS
Chelsea Publishing, Providence, RI, 2001.
[35] I. Luengo, A new proof of the Jung-Abhyankar theorem, J. Algebra 85 (1983), 399–409.
[36] J. McDonald, Fiber polytopes and fractional power series, J. Pure Appl. Algebra 104 (1995),
no. 2, 213–233.
[37] B. Mishra, Algorithmic algebra, Texts and monographs in computer science, Springer-Verlag
(1993).
[38] A. Nagel and M. Pramanik, Maximal averages over linear and monomial polyhedra, Duke
Math. J. 149 (2009), no. 2, 209–277.
[39] A. Nagel and M. Pramanik, Diagonal estimates for the Bergman kernel on certain domains
in Cn, preprint (2010).
[40] A. Parusin´ski, Subanalytic functions, Trans. Amer. Math. Soc. 344 (1994), 583–595.
[41] A. Parusin´ski, On the preparation theorem for subanalytic functions, New developments in
singularity theory (Cambridge 2000), Nato Sci. Ser. II Math. Phys. Chem., 21, Kluwer Aca-
demic Publisher, Dordrecht (2001), 193–215.
64 TRISTAN C. COLLINS, ALLAN GREENLEAF AND MALABIKA PRAMANIK
[42] D. H. Phong and E. M. Stein, The Newton polyhedron and oscillatory integral operators,
Acta. Math. 179 (1997), 107–152.
[43] D. H. Phong, E. M. Stein and J. Sturm, On the growth and stability of real-analytic functions,
Amer. J. Math 121 (1999) no. 3, 519–554.
[44] D. H. Phong and J. Sturm, Algebraic estimates, stability of local zeta functions and uniform
estimates for distribution functions, Ann. of Math. (2) 152 (2000), no. 1, 277–329.
[45] D. H. Phong and J. Sturm, On the algebraic constructibility of varieties of integrable rational
functions on Cn, Math. Ann. 323 (2002), no. 3, 453–484.
[46] M. Pramanik, Convergence of two-dimensional weighted integrals, Trans. Amer. Math. Soc.
354 (2002) 1651–1665.
[47] V. Rychkov, Sharp L2 bounds for oscillatory integral operators with C∞ phases,
Math. Zeitschrift 236 (2001), 461–489.
[48] A. Seeger, Radon transforms and finite type conditions, Journal of the Amer. Math. Soc. 11
(1998), no. 4, 869–897.
[49] B. V. Shabat, Introduction to complex variables Part II. Functions of several variables,
translated from the third (1985) Russian edition by J. S. Joel. Translations of mathematical
monographs, vol. 110, American Mathematical Society Providence, RI (1992).
[50] I. R. Shafarevich, Basic algebraic geometry, schemes and complex manifolds, second edition,
Springer-Verlag, 1994.
[51] E. M. Stein, Harmonic Analysis; real-variable methods, orthogonality and oscillatory inte-
grals, Princeton Mathematics Series Vol. 43, Princeton University Press, Princeton, NJ 1993.
[52] H. J. Sussmann, Real-analytic desingularization and subanalytic sets: an elementary ap-
proach, Trans. Amer. Math. Soc 317 (1990), 417–461.
[53] A. N. Varchenko, Newton polyhedra and estimates of oscillatory integrals, Funct. Anal. Appl.
18 (1976), no. 3, 175–196.
[54] V. Vassiliev, The asymptotics of exponential integrals, Newton diagrams and classification
of minima, Funct. Anal. Appl. 11 (1977), 163–172.
[55] M. A. Zurro, The Abhyankar-Jung theorem revisited, J. Pure Appl. Algebra 90 (1993), 275–
282.
Department of Mathematics
Columbia University
New York, NY 10027
tcollins@math.columbia.edu
Department of Mathematics
University of Rochester
Rochester, NY 14627
allan@math.rochester.edu
Department of Mathematics
University of British Columbia
Vancouver, B.C., Canada V6T 1Z2
malabika@math.ubc.ca
