Analysis of variance (ANOVA) is one of the most frequently used statistical analyses in several research areas, namely in medical research. Despite its wide use, it has been applied assuming that sample dimensions are known. In this work we aim to carry out ANOVA like analysis of one-way fixed effects models, to situations where the samples sizes may not be previously known. In these situations it is more appropriate to consider the sample sizes as realizations of independent random variables. This approach must be based on an adequate choice of the distributions of the samples sizes. We assume the Poisson distribution when the occurrence of observations corresponds to a counting process. The Binomial distribution is the proper choice if we have observations failures and there exist an upper bound for the sample sizes. We also show how to carry out our main goal by computing correct critical values. The applicability of the proposed approach is illustrated considering a real data example on cancer registries. The results obtained suggested that false rejections may be avoided by applying our approach.
Introduction
Analysis of variance (ANOVA) is one of the most frequently used statistical analyses in practical applications. It is routinely used in several research areas, namely in medical research. Usually, it has been applied assuming that sample dimensions are known. However in many relevant situations we not known beforehand these dimensions. This often occurs when there is a fixed time span for collecting the observations. A motivation example is the collection of data from patients with several pathologies arriving at a hospital during a fixed time period, see e.g. [1, 2] . In this work we show how this may be overcome when we carry out ANOVA for one-way fixed effects models.
In these situations it is more appropriate, assuming there are m different levels, to consider the sample sizes as realizations, n 1 , . . . , n m , of independent random variables, N 1 , . . . , N m , [1] [2] [3] [4] [5] [6] . By following this methodology we avoid the assumption of previously known the sample dimensions which renders our approach more realistic.
This new approach must be based on an adequate choice of the distribution of N 1 , . . . , N m . These distributions are discrete with probability points as non negative integers. There are two families of such distributions, according to the non existence or existence of an upper bound for the sample sizes. Starting with no upper bound for the sample sizes we consider that we have counting processes. Namely we assume that the numbers collected in non overlapping intervals are independent and simultaneous arrivals are not to be expected. We are thus led to consider, possibly non homogeneous, Poisson counting processes. So for fixed collection periods our sample sizes will have Poisson distribution. Going over to the cases with upper bounds for sample sizes we use the Binomial distribution, which would correspond to samples collected in situations when there is a probability p of an observation failing. We assumed this probability to be the same for all treatments. We are interested in obtaining the critical values for testing the hypothesis H 0 : µ 1 = · · · = µ m , which may be rewritten as
where µ is the mean vector of the treatment means with components µ 1 , . . . , µ m , and A = [I m−1 | − 1 m−1 ], with I c the c × c identity matrix and 1 c the vector with c components equal to 1. This paper is structured as follows. Section 2 considers the two mentioned distributions for the samples sizes. Section 3 presents the test statistics and their conditional and unconditional distributions, under the assumption that we have random sample sizes. The presented approach is illustrated through an application on real medical data, using cancer registries, in Section 4. In Section 5 we show how to carry out our main goal by computing correct critical values. Section 6 presents the results of a simulation study, comparing and relating the performance of our approach with the common ANOVA. We conclude this work in Section 7, with some closing remarks.
Distributions of the sample sizes
In this section we consider two cases for the distributions of the sample sizes. These will be used to obtain the unconditional distributions of the statistics.
First we will assume that the occurrences of observations correspond to counting processes, leading us to consider the sample sizes, N 1 , . . . , N m , as Poisson distributed. Then we will deal with situations when failures may occur on collections of observations and there exist the upper bounds for the sample sizes, inducing us to consider the Binomial distribution.
To avoid the existence of samples without observations and other highly unbalanced cases we assume minimums values for each samples dimension. In previous papers, see e.g. [2, 3] and [6] , it was only considered a minimum value for the global sample size.
Counting processes
Let us assume that the occurrence of the observations corresponds to counting processes. An illustrative example of this is the collection of observations during a fixed time period in a study comparing, for example, several pathologies of patients arriving at a hospital. The number of patients for each pathology is not known in advance and the replication of the data collection during a different time period, of the same length, would result in a sample of different size. Another example is the approach presented in [1] where one of the pathologies is rare.
In these situations it is more appropriate to assume that the sample dimensions, N 1 , . . . , N m , have Poisson distributions with parameters λ 1 , . . . , λ m . We put
i=1 n i will be a realization of the random variable
For carrying out the inference we will assume that N i ≥ n
. . . , m, which means that we have a minimum dimension for each sample. In this case the global minimum dimension will be n
since we have m different treatments and considering all possible partitions of n into n 1 , . . . , n m , we take
where, through the independence of
Observations failures
Let us now assume there exist upper bounds for the sample sizes, r 1 , . . . , r m . These upper bounds are not always attained, since we may have observations failures. This situation may happen for instance when
• working with patients and, depending on the disease, there is a probability of having incomplete or absent reports;
• working with grapevines and there is a probability, that may depend on the treatment, some of them wither.
In these cases the Binomial distribution is the proper choice. So we assume that the sample dimensions, N 1 , . . . , N m , have Binomial distributions with parameters r 1 , . . . , r m and 1 − p, where p denotes the probability of an observation failure. This probability may be obtained from previous results. We put
Moreover, according to the reproducibility of Binomial distributions, we have
Assuming that N i ≥ n (2), with n i = n
Test statistic and their conditional and unconditional distributions
In this section, we start by presenting the test statistic and their conditional distribution (assuming fixed sample sizes). Then we will obtain the unconditional distribution, under the assumption that we have random sample sizes.
Assuming that the observations are normal and independent with variance σ 2 , when ), where D(
) is the diagonal matrix with principal elements
So, when N i = n i , i = 1, . . . , m, see for instance [7, 8] , the sum of squares for testing the null hypothesis, H 0 : Aµ = 0, will be
which corresponds to the product by σ 2 of a noncentral chi-square with g = m − 1 degrees of freedom and non-centrality
The sum of the sums for the error will be given by, see e.g. [9] and [10] ,
Moreover S will be the product by σ 2 of a central chi-square with
, and will be conditionally independent from S num .
Therefore, when N = n, the conditional distribution of
will be a noncentral F distribution, which corresponds to the distribution of the quotient of independent chi-squares with g and g(n) degrees of freedom and non-centrality parameters δ(n) and 0, denoted by F (.|g, g(n), δ(n)).
Moreover, using the mixtures method of Robbins [11] and Robbins and Pitman [12] (see also [13] ),
which corresponds to the distribution of the test statistic when the sample sizes are n 1 , . . . , n m . Given N = n, when H 0 holds, δ(n) = 0 and the conditional distribution of ℑ will be a central F distribution with g and
Counting processes
Assuming that the occurrences of the observations corresponds to counting processes, when H 0 holds the unconditional distribution of ℑ, defined by (7), will be given by, see e.g. [2] and [3] ,
considering p n • (n) as defined in (2).
When we know that N ≤ n, we may not consider in (8) the terms for n > n, and we have F (z) bounded by
where
and
So n denotes the upper bound needed to control the truncation error of the unconditional distribution F (z). It is important to note that
Let us now consider the noncentral distributions. As we saw, when
and the corresponding unconditional distribution is given by
So we have with
Let us note that
so we may use the same value n that was used for the central case.
Observations failures
Assuming that we have the upper bounds for the sample sizes, r 1 , . . . , r m , which are not always attained since failures may occur, the unconditional distribution of ℑ, when H 0 holds, will be given by
with r = ∑ m i=1 r i and p n • (n) as defined in (2), where in this case n i = n
Application
In this section we evaluate our approach under a real data example. To construct this experiment we resort to a dataset which was provided by the Brazilian National Cancer Institute (INCA) [14] . The dataset gathers information regarding the age of patients with cancer disease. The data considered is from 2010 and refers to the City of São Paulo, Brazil.
Two situations will be considered, first assuming that the entries in the samples correspond to independent counting processes and then assuming that we may have observations failures.
All computational procedures, namely the quantiles of the conditional and unconditional distribution as well as all the computations in Sections 5 and 6, were performed using R software.
In our model the factor considered is the Type of Cancer, with three levels: Soft tissues of the thorax, Intestinal tract and Nasal cavity. Tables A.1-A.3 in Appendix show the frequencies of these three types of cancers, grouped by age. Table 1 illustrates the number of patients and the sample mean age for each type of cancer. We will test the hypothesis
The numerator of the ℑ statistic is now given by Given N = n, when H 0 holds, the common conditional distribution of ℑ is a central F distribution with g = 2 and g(n) = 65 − 3 = 62 degrees of freedom, since n = 65, F (z|2, 62). The quantiles, z 1−α , of the conditional distribution are given in Table 2 . These quantiles are obtained considering z α = 2 62 f 1−α,2,62 , where f 1−α,2,62 corresponds to the 1 − α quantile of a central F distribution with 2 and 62 degrees of freedom. So we can conclude that using the common approach we reject H 0 for α = 0.1, since ℑ Obs > z 1−α , and we do not reject for α = 0.05 and 0.01.
Counting processes
To carry out the computation we are led to use our previous information assuming that λ i , i = 1, 2, 3 correspond to the average numbers of occurrences per year. So we take λ 1 = 18; λ 2 = 22 and λ 3 = 25, which means that N 1 ∼ P(18), N 2 ∼ P(22) and N 3 ∼ P(25). Let us also assume that we have at least 5 observations per level, which means that
i=1 n i = 15 and consequently n • = (5, 5, 5) ′ . To compute the quantiles for the unconditional distribution we obtain the minimum value n = 97 (considering in expression (10)) such that
Therefore, the infinite series in (8) is truncated not considering the terms for n > 97. So, when H 0 holds, we have the distribution
The quantiles, z t 1−α , for the probability 1 − α, of this distribution are presented in Table 3 . Since ℑ Obs < z t 1−α , we can conclude that we do not reject H 0 for the usual level of significance. So these results lead us to take a contrary decision that we had taken using the conditional approach, for α = 0.1. 
Observations failures
To carry out the computations we use our previous information assuming that the probability of a failure is equal to 0.2 (p = 0.2). Therefore the probability of collecting a designed observation may be taken as 1 − p = 0.8, i = 1, 2, 3, and consequently r 1 = 22, r 2 = 27 and r 3 = 31 (since Therefore we have
The obtained quantiles, z b 1−α , for probability 1 − α of this distribution, are presented in Table 4 . We conclude that we do not reject H 0 for the usual levels of significance, which agree with the counting processes's results.
Table 4
The quantiles of the unconditional distribution (observations failures). In summary, we draw the following conclusions: The classical F -tests provide quantiles that are slightly smaller than the ones given by the unconditional approach, leading us to take a contrary decision for α = 0.1. Therefore the proposed methodology, beyond being more realistic when the sample sizes are unknown, gives more precise critical values leading to a decrease in the probability of false rejections.
Computing critical values
This section presents a new way to compute correct critical values, which may be important to avoid working with incorrect test levels. We assume that the occurrence of observations corresponds to counting processes.
As previously shown in Section 3.1,
with p n • (n) as defined in (2). So, throught (9) we have
, and consequently
with f n,1−α , f 1−α and f * n,1−α the (1 − α)th quantiles for these distributions, see [3] . Therefore, the approximate quantile value can be taken bỹ
which can be used as a critical value for the usual values of α, see [2] .
Computing lower bounds for Poisson parameters
Since the parameters λ i , i = 1, . . . , m, are unknown, we now show how to deal with them in order to compute the critical values.
Nunes et al. [2] showed that the unconditional distribution increases with λ i , i = 1, . . . , m. Therefore the corresponding quantiles decrease and we will use lower bounds for these parameters.
The lower bounds will be the minimum values of λ i , i = 1, . . . , m, such that
with α the usual level of significance.
So, considering 
Computation results
In order to compute the critical values we consider that n i , i = 1, 2, 3, corresponds to the number of patients presented in Table 1 . We also assume that we have the same minimum dimension for each sample (n Table 5 .
Resorting to (10), we have
and Table 6 . Comparing these critical values with those obtained in Section 4.1 we find that these ones are slightly higher than the previous ones. This appears to be a reasonable ''price'' for the increase of robustness due to use of a more complete model 
A simulation study
In this section we carry out a simulation study to compare and relate the performances of our approach with those of common ANOVA.
In these simulations we considered three sets of values for λ 1 , λ 2 and λ 3 . These sets are presented in Table 7 . For each λ i , i = 1, 2, 3, in each set we generated a Poisson distributed sample with size 30. Thus for each set of λ i , i = 1, 2, 3, we had 30 triplets of sample sizes from which we obtained the corresponding conditional critical values as well as lower bounds for the Poisson parameters (which correspond to the left solution of Eq. (16)), both for a 5% level. Assuming to have at least 5 observations per level and n such that the truncation errors do not exceed 10 −4 we also obtained the 5% unconditional critical values for each sample triplets. The minimum value of n for each set of λ i , i = 1, 2, 3, presented in Table 7 , allows us to conclude that we have a good control of the truncation error. Thus for each initial sets of parameters values we had, also at 5% level, 30 pairs for conditional and unconditional critical values. These pairs are shown in Figs. 1-3 . We see that there is a close linear relation between conditional and unconditional critical values, which is confirmed by the Pearson correlation coefficients presented in Table 7 .
The close relation points the possibility of estimating unconditional critical values from the conditional ones using the empirical regression, whose equations are presented also in Table 7 , where y denotes the unconditional and x the conditional critical values. We also checked that the assumptions underlying the analysis of residues for the adjusted linear regressions did hold. 
Closing remarks
In this paper we propose to assume the sample sizes as realizations of random variables when they are not known in advance. In light of this we were able to obtain precise critical values, thus overcoming the fact that using the usual approach only approximate critical values may be obtained when the sample dimensions are unknown. To conduct our approach we resorted to the Poisson and Binomial distributions as the adequate choices for the distributions of the sample sizes. We open room to a new field based on the assumption that we have a minimum dimension for each sample considering one-way ANOVA. Through the application presented we can confirm that the quantiles may exceed those of the common ANOVA when random sample sizes are considered, giving relevance to the unconditional approach in avoiding false rejections. We showed how to obtain correct critical values, giving us the possibility to carry out tests with proper level. In Section 6 we conclude there exists a close linear relation between conditional and unconditional critical values. We intend to deepen the study in a future work and check the possibility of estimating the unconditional critical values from the conditional ones.
In our approach we worked with F instead of F distribution, since F leads to useful monotony properties that lighten the treatment. 
