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Abstract 
This paper analyses multidimensional aspects of child poverty in Kenya. We 
carry out poverty and inequality comparisons for child survival and also use the 
parametric survival model to explain childhood mortality using DHS data. The results 
of poverty comparisons show that: children with the lowest probability of survival are 
from households with the lowest level of assets; and poverty orderings for child 
survival by assets are robust to the choice of the poverty line and to the measure of 
wellbeing. Inequality analysis suggests that there is less mortality inequality among 
children facing mortality than children who are better off. The survival model results 
show that child and maternal characteristics, and household assets are important 
correlates of childhood mortality. The results further show that health care services 
are crucial for child survival. Policy simulations suggest that there is potential for 
making some progress in reducing mortality, but the ERS and MDG targets cannot 
be achieved.  
Keywords: Child survival, multidimensional poverty, inequality, stochastic 
dominance, childhood mortality, asset index, Kenya 




In Kenya, child mortality rates remain high in spite of the government’s commitment 
to create an enabling environment for the provision of quality health care and reduction of 
mortality levels. There is clear contrast between recent trends in mortality rates compared 
with trends in the 1960s and the early 1980s. In the immediate post independence Kenya, 
child and infant mortality rates declined (Hill, Bicego and Mahy, 2000). Between 1960 and 
1980, Kenya enjoyed impressive and sustained declines in under-five mortality rates of 
about 2-3 percent per annum; thereafter, the rate declined to less than 2 percent between 
1980 and 1990. The impressive decline prior to the 1980s is attributable to the relatively 
stable macroeconomic environment that spurred growth in post independent Kenya in the 
1960s and 1970s. In the early1980s, macroeconomic instability caused by both internal and 
external factors started to reverse the growth rate of the economy and pose a real threat to 
many socio-economic aspects of the economy including unemployment and inflation. These 
were accompanied by deteriorating standards of living and increasing inequality. From 1990, 
the declining infant and child mortality rates saw a reversal and the rates have since been 
rising (see Figure 1).  
The Economic Recovery Strategy (ERS) targets to reduce under five mortality rates 
from an estimated 115 in 2003 to 100 in 2006/2008 (Republic of Kenya, 2004), while Kenya 
subscribes to the Millennium Development Goal (MDG) of reducing by two thirds the under-
five mortality rate between 1990 and 2015 (UNDP,GOK and GOF, 2005). The specific 
millennium development target for Kenya is to reduce infant mortality rate from 79 to 25 per 
1000 live births and to reduce by two thirds under-five mortality by 2015. In addition, the goal 
of the current health sector strategic plan is to reduce health inequalities and reverse the 
downward trend in health related outcomes and impact indicators. By addressing the major 
causes of morbidity and mortality, the plan hopes to contribute towards actualization of some 
of the MDGs and the reduction of existing disparities in health indices between regions, 
between various population groups and between the public and private sectors (Ministry of 
Health, 2005). Given the current rates of infant and child mortality, the country faces a real 
challenge in the achievement of ERS targets and MDGs.  
1.2  Motivation and Contribution of the Study 
Traditional welfare studies measure poverty in terms of deprivation of means 
(incomes), which lead to analysis of incomes and expenditures. However, one of the key 
non-metric measures of well being is survival. Sen (1985) argues that poverty should be 
viewed as a deprivation of ends (capabilities and functionings) that are intrinsically important.  
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Following Sen’s definition of well being, survival (child health) – which is a basic capability 
and an important indicator of well being – is worthy of study just like other measures of 
welfare. Sen’s approach suggests that policies should be evaluated not by their ability to 
satisfy utility or increase income but to the extent that they enhance the capabilities of 
individuals and their ability to perform socially acceptable functionings
1.  
Child survival can be used as a social indicator of the quality of life of the poor 
because it is quite responsive to socio-economic conditions. Previous studies suggest that 
though infant mortality rates may be directly linked to incomes, the distributional 
characteristics of infant mortality are almost certainly more sensitive to the welfare of the 
poor (Younger, 2001). Paxton and Schady (2004) also note that sharp downturns in 
aggregate income, such as those caused by macroeconomic crises and other factors, might 
all lead to the deterioration in child health outcomes. The authors argue that much of the 
correlation between income and health persists even after taking into account differences in 
education or access to services. However, other studies argue that the children’s health 
status is not necessarily highly correlated with incomes and expenditures, which makes 
health status an interesting dimension of well-being to study on its own (see Younger 2001).  
Following Sen’s approach, this paper focuses on child survival in Kenya and makes 
several important contributions to the literature. First, there are increasing empirical studies 
on poverty and child health determination based on Demographic and Health Survey (DHS) 
data. There are also a large number of studies that attempt to identify the determinants as 
well as principal causes of the health gap between the poor and the better off in both 
developed and developing countries (Wang, 2002). No such study has been done for Kenya 
using child mortality as the welfare measure. This study presents an attempt to bridge this 
knowledge gap. Second, evidence from the DHS shows that childhood mortality rates in 
Kenya differ by region and area of residence. Linking regional differences in mortality to 
regional differentials in poverty is important for broad regional targeting criteria, especially in 
the provision of health care services. We go beyond this to carry out poverty and inequality 
comparisons of child survival by area of residence and region. Third, analysis of mortality 
necessitates the study of large populations or the cumulation of the mortality experience of 
smaller populations over long periods because death is a rare event (Mosley and Chen, 
1984). In this paper, combining three DHS datasets offer the advantage of a very large 
sample compared to individual year analysis. The study also examines the time series of 
                                                 
1 Functionings are the “beings and doings” of a person, whereas capabilities are the various 
combinations of functionings that a person can achieve. Capability is thus a set of vectors of 
functionings reflecting the person’s freedom to lead one type of life or another (Sen, 1985). In terms of 
mortality, capabilities would embrace the ability to live through to mature age whereas the equivalent 
measure of functioning would be the mortality rates.  
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childhood mortality in detail, using women’s birth histories to construct mortality rates for 
many years prior to the survey date. Fourth, this study extends microeconomic analysis to 
include certain time series elements from secondary sources (Gross National Product, 
health expenditure and health facilities) and also estimates trends in mortality rates. 
The main objectives of the paper are: (i) to carry out multidimensional poverty and 
inequality comparisons of child survival. Due to lack of income measures in the data, we use 
the Sahn and Stifel (2003) asset index to rank children by their level of well-being; (ii) to 
analyse the determinants of childhood mortality. (iii) Based on the results in (ii), the paper 
simulates the impact of relevant policy variables for child survival and assesses the 
implications of these on the achievement of ERS and MDG targets in Kenya. 
The rest of the paper is organized as follows. Section two presents a brief description 
of the data types and sources. Section three presents the methodology. Section four 
presents the results and is divided into four sub-sections: the first subsection presents 
sample statistics, the second subsection presents multidimensional poverty and inequality 
comparisons, the third sub-section presents survival (Weibull) model results for under-five 
mortality and the last sub-section presents results of policy simulations for achievement of 
ERS and MDGs targets. Section five concludes.  
2 The  data 
To achieve the objectives of the study, we used three rounds of DHS data for the 
period 1993-2003. The DHS are nationally representative samples of women aged 15 to 49 
and their children. The three surveys, while relatively comparable, differ in a number of 
ways. The 1993 KDHS collected information on 7,540 women aged 15-49, and 6,115 
children aged less than 60 months from 7,950 households in the months of February to 
August 1993. The 1998 KDHS collected information on 7,881 women aged 15-49, and 5,672 
children aged less than 60 months from 8,380 households in the months of February to July 
1998. The 2003 KDHS covered 8,195 women aged 15-49 and 5,949 children aged less than 
60 months from 8,561 households in the months of April to August, 2003. All surveys 
covered both rural and urban populations. The surveys collected information relating to 
demographic and socio-economic characteristics for all respondents and more extensive 
data on pre-school children.  
The Demographic and Health Surveys utilized a two-stage sample design. The first 
stage involved selecting sample points (clusters) from a national master sample maintained 
by the Central Bureau of Statistics (CBS): the fourth National Sample survey and Evaluation 
Programme (NASSEP) IV. The 1993 and 1998 KDHS selected 536 clusters, of which 444 
were rural and 92 urban, from seven out of the eight provinces in Kenya. The 1993 survey  
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collected data from 34 districts, while the 1998 survey collected from 33 districts. In 2003, a 
total of 400 clusters, 129 urban and 271 rural, were selected, drawn from all eight provinces 
and 69 districts. For 2003, 65 of the districts were taken from the seven provinces sampled 
in the earlier surveys, but the sample is equally representative due to creation of new 
districts from previously surveyed districts. From the selected clusters, the desired sample of 
households was selected using systematic sampling methods.  
In this paper, we pooled together the three DHS survey datasets and used women’s 
birth histories to create a long time series of data for cohorts of five year-old children born 
between 1978 and 2003. This yielded a sample of 48,772 children, 36 percent, 34 percent 
and 29 percent from 1993, 1998 and 2003 respectively. The data was complemented with 
secondary macro level data on Gross National Product (GNP) per capita, health 
expenditure, and regional distribution of health facilities for the year of a child’s birth. The 
secondary data on the above variables was collected for each year of a child’s birth (from 
1978) and merged with the generated time series data by year of birth. 
3. Methodology 
3.1  Poverty and Inequality Comparisons 
According to Sen (1985), poverty should be seen in relation to the lack of basic 
needs or basic capabilities. This means that poverty is a multidimensional phenomenon and 
should therefore be measured by considering multiple indicators of wellbeing. Emerging 
literature that theoretically and empirically analyzes poverty as a multidimensional issue 
uses dominance approaches in a uni-dimensional context, following Atkinson (1987) and 
Foster and Shorrocks (1988). The key advantage of a multidimensional dominance 
approach to poverty comparisons is that it is capable of generating poverty orderings that 
are robust to the choice of the poverty index over broad classes of indices. The orderings 
are also poverty line robust in that they are valid for the choice of any poverty frontier over 
broad ranges (Duclos, Sahn and Younger, 2006a). Unlike other works on multidimensional 
poverty comparisons, the approach developed by Duclos, Sahn and Younger, (2006a), takes 
into account sampling variability with the poverty comparisons therefore being statistical, 
using consistent, distribution-free estimators of the sampling distributions of the statistics of 
each poverty comparison. Our approach is to measure well-being in two dimensions: asset 
index and probability of child survival, following the approach developed by Duclos, Sahn 
and Younger, (2006a). In our case, a child is considered poor if she comes from a household 
whose asset index is below an asset poverty line or if her probability of survival falls below a 
mortality poverty line. If a child is poor in only one of these indicators of wellbeing, then she  
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is poor in a union definition, but if she is poor in both indicators, then she is poor by an 
intersection definition
2.  
Analytical Framework for multidimensional poverty comparisons 
Assume that we have two measures of well-being: assets (x) and child survival (y). 
Assuming differentiability, we can show that each of the indicators can contribute to overall 
well-being. This well-being can be denoted as:  
2 (,) (,)
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Following Duclos, Sahn and Younger, (2006a), we can assume that an unknown 
poverty frontier separates the poor children from the rich children, defined implicitly by a 
locus of the form λ(x, y) =0 and is analogous to the usual downward sloping indifference 
curves. The set of the poor children can then be given as: 
{ } () (,) (,) 0. xy xy λλ Λ= ≤       ( 2 )  
To define the multidimensional poverty indices precisely, let the distribution of x and y 
be denoted by F(x, y). Focusing on classes of additive multidimensional poverty indices, an 
additive poverty index that combines the asset index and child survival can be defined as P 
(λ) where:  
( )()
() () ,; , Px y d F x y
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Λ ∏ =∫       ( 3 )  
Where  π(x, y;λ) is the contribution to poverty of an individual with well-being 
indicators x and y such that: 
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0   if  (x,y) 0
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In equation 4, π is the weight that the poverty measure attaches to a child inside the 
poverty frontier. By the poverty focus axiom, π =0 for a child outside the poverty frontier. The 
multidimensional headcount is obtained when π=1 (Duclos, Sahn and Younger, 2006a). 
Modifying the usual FGT poverty index (Foster, Greer and Thorebecke, 1984), a bi-
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2 See Duclos, Sahn and Younger (2006a, 2006b) for a detailed discussion of intersection and union 
definitions of poverty. The framework presented in this section borrows heavily from Duclos, Sahn and 
Younger, (2006a, 2006b) and Araar (2006a).  
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for integers αx≥0 and αy≥0. We generate the dominance surface by varying the 
poverty lines zx and zy over an appropriately chosen domain. The poverty comparisons that 
can be made from (5) are valid for broad classes of poverty functions other than the FGT. 
Further, the surface will be influenced by the covariance between assets and the probability 
of child survival, because the integrand is multiplicative.  
From (5), we can derive a class of bi-dimensional poverty indices which are first 
order in both assets and probability of child survival, and possess the important 
characteristics of being additively separable, non-decreasing in each dimension, 
anonymous, and continuous at the poverty lines. Another characteristic is that assets and 
probability of child survival must be substitutes and not complements
3. 
Analytical Framework for inequality dominance 
In addition to the multidimensional poverty comparisons, we measure inequality in 
assets using the absolute rather than the usual Gini index because the asset index assumes 
negative values for the poorer groups. The absolute Gini index can be defined as 
AII μ =×          ( 6 )  
where I is the usual relative Gini coefficient and μ is the average of assets. 
The absolute Gini can be defined in terms of the magnitude of relative deprivation; 
that is, the difference between the desired situation and the actual situation of a child (Araar, 
2006). The relative deprivation of child i compared to child j can be defined as follows: 
i
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3 See Duclos, Sahn and Younger (2006a) for important features and conditions of bi-dimensional 
dominance surface.  
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The functional form of the Absolute Gini coefficient presented in equation (9) shows 
that this coefficient is average of the expected relative deprivation. This AI possesses all the 
important inequality axioms and most importantly, all axioms are consistent and continue to 
be so when the mean is negative or equal to zero (see Araar 2006 for a detailed discussion 
of the axioms of the absolute Gini index). 
The contribution of each child to total inequality depends on her expected relative 
deprivation. When child k belongs to group g, her average relative deprivation can be written 
as: 
__
,, kk g k g g δ φδ δ
≈

















= ∑         ( 1 1 )  
Where  фg is the population of children’s share of group g, Kg is the number of 
children that belong to the group g, 
_
, kg δ  is the expected relative deprivation of child k at the 
level of group g and  , kg δ
≈
 is the expected relative deprivation of child k at the level of its 
complement group. Araar (2006) has shown that by using equations (10) and (11), the 
decomposition of the Gini index takes the form: 
2
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AI AI AI R φμ
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where R is a residual or a group asset overlap. 
Analogous to the absolute Gini Index, we use the absolute Lorenz curve to test for 
inequality dominance. Araar (2006) has shown that the absolute inequality in distribution A 
dominates that of B if and only if: 
[0,1] () ()    Ab AL p AL p p <∀ ∈        ( 1 3 )  













∫        ( 1 4 )  
where GLD is the generalised Lorenz curve for the distribution D. Using the above 
analogy, the absolute concentration curve can also be derived from the usual concentration 
curve to measure progressivity in child survival.  
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3.2  Determinants of Childhood Mortality 
The analytical framework for child survival adopted in this paper follows the 
household production model (Becker, 1965; Strauss and Thomas; 1995). The basic idea of 
the model is that households allocate time and goods to produce commodities some of 
which are sold on the market, some consumed at home, and some for which no market 
exists at all. The households face preferences that can be characterized by the utility 
function, U which depends on consumption of a vector of commodities, X, and leisure, L. 
 (,) UU X L =          ( 1 5 )  
The production function for the consumption good depends on a vector of household 
input supplies. The household chooses the optimal consumption bundle, given this 
production function and a budget constraint, which states that given market prices and 
wages, total consumption (including the value of time spent in leisure activities) cannot 
exceed full income.  
The household model can be modified to model human capital outcomes including 
child health by relaxing the assumption of perfect substitutability between home-produced 
and market goods (Strauss and Thomas, 1995). Child health can be thought of as being 
generated by a biological production function in which a number of input allocations such as 
nutrient intake and general care result from household decisions. Households therefore 
choose to maximize chances of child survival given the resources and information 
constraints they face. In the context of mortality, these constraints are referred to as 
proximate determinants of child survival (Mosley and Chen, 1984). 
The proximate determinants framework (Mosley and Chen, 1984) is based on 
several premises: One, in an optimal setting, 97 percent of infants may be expected to 
survive through the first five years of life; second, reduction in the probability of survival is 
due to social, economic, biological, and environmental forces; three, socioeconomic 
determinants must operate through basic proximate determinants that in turn influence the 
risk of disease and the outcome of disease processes. Other premises relate to the 
relationship between morbidity and mortality (medical science methodologies), which is 
beyond the scope of this paper. Given these premises, the key to model specification is the 
identification of a set of proximate determinants or intermediate variables that directly 
influence the risk of childhood mortality. All social and economic determinants must operate 
through these variables to affect child survival (Mosley and Chen, 1984). 
To model child survival, equation (15) can be modified to include supply of child 
health (child survival) and the corresponding budget constraint modified to include inputs into  
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a child health production function. The resulting constrained utility function can then be 
solved for the optimal quantities of child health supplied to the market. 
Following Mosley and Chen (1984) and Schultz (1984) and starting with the 
household production function, we can integrate the underlying production process with 
household choices to derive a reduced form
4 child health production function with the 
following relationships: 
01 2 i 3 i4 i     + + H  + C + Z +   ii MR X β βββ βε =      ( 1 6 )  
Where MR is a 0/1 indicator of whether a child died before a given birthday;  X is a 
vector of a child’s health endowments, the component of child health due to either genetics 
or environmental conditions cannot be influenced by family behavior but is partially known to 
it, called health heterogeneity (Schultz, 1984); H is a vector of a household’s economic 
endowments and preferences; C is a vector of community level characteristics that include 
regional, price and program variables. Z is a vector of macro-level variables; and εi is a 
stochastic disturbance term.  
Dependent Variable 
In this study, mortality rates are estimated for up to 15 years prior to the survey and 
so cover all births between 1978 and 2002. This has two advantages: one, mortality can be 
regarded as a measure of health outcomes for the period between the survey date and 15 
years prior to the survey. Two, the measurement errors in mortality rates due to misreporting 
can be reduced to some extent when using the most recent maternal history data (Wang, 
2002). Most studies calculate infant mortality rates (IMR) by taking all the children born in a 
given period, counting the number of deaths that occur after one year, then dividing the 
deaths by the number of children born. While this method is straightforward, it has one 
important limitation: it cannot provide an estimate of the IMR for the one year period 
immediately prior to the survey. Children born within a year before the survey will be 
censored in the sense that they will not have yet lived a year, and thus do not run all the 
risks of death before reaching their first birthday. The IMRs based on these children will 
therefore be biased downwards. While this may not seem too important a limitation for IMRs, 
it is quite important for child or under-five mortality rates. To solve this problem, under-five 
and child mortality rates for a given time period are usually calculated using synthetic 
                                                 
4 Schultz (1984) has shown that the best approach would be to estimate both the demand equations 
for health inputs and the production function linking health inputs to child survival by simultaneous 
structural equation methods. This however requires that there are accurate data on prices, wages, 
programs, and environmental conditions which can be used as exogenous instruments. In the 
absence of appropriate instruments, the reduced-form equation for child survival may be estimated 
without imposing a great deal of structure on the problem, as is commonly done in the literature.  
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cohorts of infants at risk. This method allows the researcher to calculate mortality rates for 
dates close to the survey date.  
The DHS collect data on women’s entire birth histories (all children born and about 
their survival). By using these birth histories, it is possible to construct mortality rates for 
many years prior to the survey date. However, the expected negative correlation between 
mortality and mother’s age is likely to introduce a bias to calculations of mortality rates for 
periods far from the date of the survey
5. To avoid any possible biases, we base the mortality 
analysis on five year cohorts of children born up to fifteen years prior to each survey date to 
mothers aged 15 to 34, calculated as the number of children from that cohort who died 
before age five, then divided by the total number of children in the cohort. 
To correct for inherent censoring in mortality rates, we use one of the standard 
hazard or survival modeling techniques, namely the Weibull parametric survival-time model
6. 
                                                 
5 The survey interviews women between the ages of 15 and 49 today, so the information it has on 
births and deaths (say 15 years ago) is for women who were zero to 34 years old at that time, and the 
estimated mortality rates for the earlier period would be biased upward because the sample of 
mothers is younger. At the same time, there are some mothers who were less than 15 but no 
information was collected on them. So an estimate of current mortality will be biased downward. 
Another possible bias arises from the fact that some women will have died in the years between the 
date for which a mortality rate is to be estimated and the survey date, as there is no information about 
them in the survey. If these women’s infants were more likely to die than other infants then the 
mortality rates estimated for years prior to the survey will be biased downward (see Mosley and Chen, 
1984; Ssewanyana and Younger, 2005). One problem of analyzing retrospective birth histories is the 
quality of information: misplacement of dates of birth is always possible, and so is misreporting of 
death as well as omissions of birth reporting of children who die very early in life. These problems are 
however more likely to bias neonatal and infant mortality but not under-five mortality (Hobcraft, 
Mcdonald and Rustein, 1984). We investigate for possible biases in the data using education and 
mother’s heights by women’s birth cohort but uncover no evidence of any of these problems (this is 
presented in a separate appendix and is available from the authors or from PEP). 
6 Survival analysis is a technique for analysing time to event or failure data. It helps to model the risk 
of failure or the probability of experiencing failure (hazard) at time t+1 given that the subject is at risk at 
time t. The higher the hazard, the shorter the survival. In the case of mortality, the survival time of a 
child is a continuous non-negative random variable T with a cumulative distribution function F(t), and 
probability density function f(t). The survivor function is defined as  () 1 () St Ft ≡ − , the probability of 
being alive at time t. 
If we let the cumulative density function for the failure function to bePr( ) ( ) Tt F t ≤= , then the 
survivor function can be estimated as: 
() P r ( ) 1 () St T t Ft ≡> = −     (i) 
The Weibull model is parameterized as both a proportional hazard and accelerated failure-time model. 
It is suitable for modeling data with monotone hazard rates that either increase or decrease 
exponentially with time. The proportional hazard model for Weibull regression is specified as: 
1 ( : ) exp( ' ) tX t X
α θαβ
− =   
1 t
α α λ
− =    (ii) 
where  exp( ' ),  X λ β ≡ α is the shape parameter to be estimated from the data  and exp(.) is the 
exponential function. The hazard rate either rises monotonically with time (α> 1), falls monotonically 
with time (α<1), or is constant (α=1). The last case is the special case of the Weibull model known as 
the exponential model. For a given value of α, larger values of λ imply a larger hazard rate at each 
survival time. Like other probabilities, the survivor function lies between zero and one, and is a strictly 
decreasing function of t. The survivor function is equal to one at the start of the spell (t = 0) and is  
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The censoring problem arises from the fact that if a child is dead or is of a given age, we 
have full information, but when a child is still alive and is less than 60 months, we do not 
have information whether the child will die or not. Hazard and survival (relative risk) models 
help to avoid any downward bias in estimation of mortality rates- they allow us to model the 
probability of a child dying at age xtplus1 (say 60 months) conditional on being age xt (say 59 
months). This is very important because erroneous measures and estimation of mortality 
would lead to wrong policy implications
7.  
Explanatory Variables 
Following Mosley and Chen (1984) and other relevant literature, a number of 
proximate determinants of childhood mortality can be identified. These include child, 
maternal, household, and regional characteristics embedded in socioeconomic and 
environmental forces. However, it is important to bear in mind that in view of the 
assumptions of Mosley and Chen (1984), Kenya is a sub-optimal case, with infant mortality 
rates well above 60 percent.  
Child Characteristics 
The study investigates the impact of individual characteristics including gender of the 
child, first-born children, birth order, and children of multiple births, which are expected to 
have higher mortality probabilities, controlling for other factors. Though some studies have 
shown that male infants are more physiologically vulnerable than female infants, empirical 
studies have shown that this may be reversed where there are strong sex-of-child 
preferences (Muhuri and Preston, 1991).  
Mother’s characteristics 
This paper investigates the impact of several maternal characteristics. Maternal 
education and age are expected to increase the likelihood of child survival through altering 
the household preference function and also through increasing the mother’s skills in health 
care practices related to conception, nutrition, hygiene, preventive care and disease 
treatment (Mosley and Chen, 1984). Some studies also argue that maternal education could 
affect child survival in two different ways: as an indicator of social economic status, and also 
by directly influencing mother’s behavior (Muhuri and Preston; 1991). Schultz (1984) outlines 
four ways in which mother’s education may improve child health:  (1) Education may affect 
productivity of health inputs that determine child health because better educated mothers 
                                                                                                                                                        
zero at infinity: 0 ≤ S(t) ≤ 1. The density function is non-negative but may be greater than 1 in value 
i.e. F(t) ≥0. 
7 To save on space, this analysis is based on under-five mortality only. The advantage of using under-
five mortality is that duration models allow us to explore the determinants of probability of a child dying 
before the fifth birthday without losing any information. Yet, because most deaths occur before the 
first birthday (neonatal and infant mortality), this analysis allows us to make inferences about the 
correlates of infant mortality as well. For this reason, we use the term childhood mortality or child 
survival in the discussion of all results.  
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may obtain greater benefits from a given use of health services; (2) Education may affect the 
perceptions about the best allocation of health inputs; (3) Education may increase total 
family resources, either due to labour market participation or due to assortive mating; and (4) 
Education may residually affect preferences for child health and family size, given total 
resources, prices, and technology. Other studies support the role of maternal education in 
reducing childhood mortality (Hobcraft, Mcdonald and Rustein, 1984; Filmer and Pritchett 
1997; Ware, 1984). The paper focuses on the impact of primary and post primary education.  
Height of the mother is included to capture both the genetic effects and the effects 
resulting from family background and characteristics not captured by maternal education. 
Household characteristics 
Several household characteristics are included in the mortality model. Household 
resources/income
8 is generally a powerful determinant of child health through, among other 
ways, providing access to housing, fuel/energy/hygiene, transportation, and information 
(Mosley and Chen, 1984). In the absence of income data in the DHS, an asset index, (which 
takes into account household endowment of most of these income factors) is included as an 
indirect measure of the impact of resources/income
9. Previous studies have shown that the 
index is an important measure of wealth just like expenditures or incomes, whether 
instrumented or not, in explaining health outcomes (Sahn and Stifel 2003, Ssewanyana and 
Younger, 2005). 
Other household characteristics include the number of adult women in a household, 
as a proxy for availability of child care. We omit household size and number of children 
                                                 
8 In this paper, the asset index is used as a proxy for household resources or income. These two are 
measures of household welfare and may therefore be seen as indicators of household wealth and 
well-being. For this reason, some of these terms may be used interchangeably in the paper 
depending on the context.  
9 The asset index can be defined as:  ik i k
k
A τ α =∑  where Ai is the asset index for household i, the 
αik’s are the k individual assets recorded in the survey for that household, and the τk’s are the weights. 
Most studies use the standardized first principal component of the variance-covariance matrix of the 
observed household assets as weights, allowing the data to determine the relative importance of each 
asset based on its correlation with the other assets, following Filmer and Pritchett (2000). This study 
uses the factor analysis approach to derive the index, following Sahn and Stifel (2000, 2003). This 
approach is similar to principal components but has certain statistical advantages and assumes that 
the one common factor that best explains the variance in the ownership of a set of assets is the 
measure of economic well-being (Sahn and Stifel, 2000). The assets that are included in the analysis 
are ownership of a radio, TV, refrigerator, bicycle, a motorcycle, a car, the household’s source of 
drinking water (piped or surface water relative to well water); the household’s toilet facilities (flush or 
no facilities relative to latrine facilities); the household’s floor material (low quality relative to higher 
quality); and the years of education of the household head (and of respondent if not the head) to 
account for household’s stock of human capital. The scoring coefficients from the factor analysis are 
applied to each household to estimate its asset index and will rank the households on a -1 to 1 scale. 
To avoid arbitrary assignment of weights to the variables, we rely on the factor loadings results for 
weights (see Table 1 for weights so generated).  
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because of possible endogeneity with mortality, i.e. higher mortality will make households 
smaller. Access to water, sanitation, and electricity are also included. These variables can 
be seen as measures of the environmental/sanitation quality of the residence of the child 
and are therefore expected to be important correlates of child mortality. A dirty environment 
is associated with some childhood diseases (such as diarrhea and upper respiratory system 
diseases) which are the main causes of child mortality in developing countries.  
Cluster, district and regional characteristics 
Market prices affect household demand behavior and consequently the provision for 
child health. Price data is not always collected in household survey data but one set of 
proxies include availability of private and public services, where access is often a major part 
of price variation. Community characteristics are useful in estimating demand relationships 
because they generally can be assumed to be exogenous from the household’s point of view 
(Schultz, 1984). In this paper, we generate a vector of community level (cluster and district) 
variables to proxy prices
10. At the cluster level, we focus on the share of women who used 
modern contraceptive methods and mothers’ knowledge of oral rehydration therapy, 
focusing on the latest birth and for births within the last five years.  
The district level (district year averages) shares include: the share of children who 
were fully immunized; the share of women who received professional pre-natal and birth 
care (doctor, midwife or nurse) and the share of pregnant women who received tetanus 
toxoid vaccine, for which district averages are used. These variables can be interpreted as 
proxying for availability of health care in a district for which we have no direct measure.  
At the regional/provincial level, we include health institutions per capita with the 
expectation that health care is inversely correlated with mortality. The health facilities 
available at the regional level include number of hospitals, health centres and dispensaries, 
and number of beds and cots per a given 100,000 population. Regional dummies are also 
included to capture the political economy and ecological setting (Mosley and Chen, 1984) in 
the absence of measures of these variables in the data. The place of residence (rural/urban) 
may capture living conditions, but may also be correlated with the public health care 
provisions (Hobcraft, Mcdonald and Rutstein, 1984; Trussell and Hammerslough, 1983). 
                                                 
10 Cluster- and district-level shares are used instead of the individual responses to adjust for design 
effects in the survey and also to control for endogeneity of individual level data on service use. 
Endogeneity of these variables spring from the fact that they depend on household characteristics 
among other factors and may also be jointly determined with other factors that affect mortality. For 
some variables, it is convenient to use cluster averages because of decentralization of service 
delivery (e.g. family planning clinics) but for other variables, delivery is less decentralized (e.g. 
medical professionals) and so these variables are measured at the district level.  
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National characteristics 
At the national level, the gross national income (GNP) is included as a measure of 
national well-being, while the share of health expenditure to GNP is included as a measure 
of government’s efforts towards reducing mortality (Filmer and Pritchett, 1997; Wang, 2002). 
These variables are measured at the year of birth of the child and are therefore highly 
aggregated. We also include a time trend to check for correlations between unexplained 
progressions in child mortality over time that may be present once the microeconomic 
variables are controlled for. One would expect these variables to have a mortality-reducing 
impact. 
4. Results 
4.1 Descriptive  Statistics 
The sample characteristics by survey year are presented in table 2. Most of the 
characteristics vary, albeit marginally across surveys. Looking at household characteristics, 
it is apparent that demographic indicators, namely household size, number of children, and 
number of women aged 15 to 49 years were much higher in 1993 compared to 1998 and 
2003. For instance, the mean household size was 7 persons in 1993, but fell to 6 persons in 
2003, probably reflecting a demographic transition over the 10-year period. Though the 
mean asset index changed significantly from 1993 to 1998/2003, the per capita index 
changed very marginally (by only 0.01 points). All other household characteristics remained 
basically the same. There was no systematic pattern in the differences in household access 
to different sources of water and type of toilet. In other words, the data suggests no 
improvement or deterioration in sanitation across the survey years. 
Child characteristics also remained fairly the same across the survey years. Maternal 
characteristics also remained comparatively similar across the survey with the exception of 
mothers who completed both primary and secondary education, where the proportions 
changed considerably between 1993 and 2003. The cluster share variables show more 
variations across survey years than household, child, and mother characteristics. The 
variation however seems to be more of differences between the 1993 survey and the other 
two surveys. 
Table 3a shows the district/year averages and suggests that general vaccination of 
children, prenatal care, and vaccination of mothers against tetanus declined over time. There 
was a significant decline in the district share of children receiving all vaccinations.  
Table 3b suggests modest improvement in national income, budgetary allocations to 
health care, and growth in health institutions per 100,000 persons, except for hospitals that 
reported a decline in 2003.  
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Table 4 suggests fluctuations in the regional distribution of the actual sample covered 
in the three survey rounds. These fluctuations reflect adjustments to ensure that the sample 
is proportional to the size of the population in each region.  
Table 5 shows different estimated mortality rates by region and survey year. The 
overall estimates (urban, rural and all regions) suggest that there are no systematic 
differences in variations in different mortality rates across the survey years. Neonatal and 
infant mortality rates fluctuated across the three years. All mortality rates in Nairobi showed 
a similar trend. Child mortality rates increased marginally over the years but under-five rates 
rose significantly. Regional differences in mortality rates indicate that Nyanza, Western, and 
Coast provinces fared worst in almost all estimated mortality rates. Central province and Rift 
Valley province reported the lowest mortality rates. 
In table 6, we present a tabulation of mortality rates by gender and survey year. The 
statistics show that boys were at a higher risk of mortalities than girls throughout the decade. 
Mortality rates for boys show a consistent upward trend but rates for girls fluctuated. Table 7 
shows estimated mortality rates by child poverty status. The poverty status is derived using 
relative poverty lines, where a child is classified as poor if she/he falls below 40 percent (or 
60%) of the asset index, otherwise she/he is non-poor. The results show that poor children 
are more likely to face mortality than the less poor. This result is robust for all poverty lines. 
The results further show that the largest differences in infant and U5 mortality risks between 
the poor and non-poor were observed in 1998. The largest differences in neo-natal mortality 
risks between the poor and non-poor were observed in 2003. 
4.2 Multidimensional  Poverty  Comparisons 
Descriptive statistics presented and discussed in the previous section show that 
different regions in Kenya fared differently with respect to child survival. Nyanza province 
experienced the highest levels of mortality across the years while Central province and 
Nairobi had the lowest mortality rates In this section, we test for differences in welfare of 
children across regions and the country, taking into account the household assets. To do so, 
we first decompose poverty in assets across the regions and areas of residence (rural and 
urban), then test for the dominance of poverty. In addition, we test for inequality in assets 
and progressivity of the probability of child survival
11. 
                                                 
11 The probability of child survival is defined as 1 minus the number of children that faced mortality 
weighted by the total number of children aged 0 to 60 months born to a household. We could as well 
use the predicted probabilities of survival from a childhood mortality regression, with the only 
difference being that the latter smoothens out the expected probability of survival. Both approaches 
gave us comparable results. Recall from the methodology that childhood mortality is measured 
through under-five mortality.  
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Poverty decompositions and first order dominance testing 
In this section we look at the contribution of location to our two dimensions of well 
being through decomposition of poverty. We first report results of the decomposition of FGT 
index by rural and urban areas in table 8, where wellbeing is represented by the probability 
of child survival. The results for rural and urban areas suggest that only 28 percent of 
children in rural areas are poor compared to 19 percent in urban areas. The table further 
shows that the relative contribution of rural areas to child poverty is 89 percent while the 
contribution of urban areas is only 11 percent. 
In table 9 we perform the same decomposition by region. The results suggest that 
Nyanza province contributed the most to childhood mortality with an FGT index of 0.467 and 
a relative contribution of 33 percent. This was followed by Western and Rift valley provinces 
which contributed about 18 percent to total poverty. Nairobi is least poor with a head count 
index of 15 percent and a relative contribution of only 3 percent. 
The results presented in tables 8 and 9 point at the link between the probability of 
child survival and household assets. First order dominance tests for poverty in assets across 
the regions and by area of residence (rural vs. urban) suggest patterns that mimic the results 
presented in these tables. We present first order dominance tests for asset poverty by 
region, by rural and urban areas, and by childhood mortality (whether the child is from a 
household that experienced death of a child or not).  
Figure 2 shows that Nairobi dominates all other regions but there is no dominance 
between the other regions. When we focus on the first half of the distribution (about 50% of 
the poverty line), Central province is less poor than all other regions except Nairobi and the 
poorest children seem to be located at the Coast region. 
Figure 3 shows the FGT curves for rural and urban areas. These curves show that 
the urban areas dominate the rural areas in poverty
12. 
Figure 4 presents FGT curves by childhood mortality. Children from households that 
did not experience death dominate children from households that experienced childhood 
mortality in poverty. 
                                                 
12 Recall that dominance in poverty refers to the distribution that is better in wellbeing. There are two 
steps in testing for the statistical robustness of stochastic dominance (see Araar, 2007). The first step 
is to draw the difference between FGT curves. This is a necessary but not a sufficient test because it 
can only tell us whether there is stochastic dominance or not. The second step is to test whether the 
upper bound of the difference between poverty orderings is anywhere below zero at a desired 
confidence interval. If both conditions/tests are satisfied, the stochastic dominance is statistically 
robust. If the first is satisfied and the second is not, there is stochastic dominance but the difference is 
not statistically significant. Our results show that the stochastic dominance of urban over rural areas is 
statistically robust. There is stochastic dominance of Central over all other provinces except Nairobi 
and Coast provinces, but this dominance is not statistically robust.  
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Bivariate dominance 
Bivariate poverty dominance allows us to check for the dominance on poverty when 
the standard of living is composed from two wellbeing indicators. In our case, we assume 
that wellbeing for the child is composed from two indices. These are the asset index (a 
synthetic index of a set of wellbeing indicators) and the probability of child survival. One can 
report here that this probability is positively correlated with the asset index, as shown in 
figure 5. In the figure, we show that most of the children come from households whose 
assets lie between 0 and -1. Most important, the surface diagram shows that children with 
the lowest probability of survival (say 98%) are from households with the lowest level of 
assets. This is clear from the diagram because the ridge of the hill is angled out from the 
origin. 
Figure 6 shows the density curves for asset index by mortality. Density curves are 
purely descriptive tools, intended to show the distribution of well-being. The curves suggest 
that at very low levels of assets, poor households are more likely to experience child death 
than at higher levels of assets.  
Bi-dimensional dominance 
This paper also tests for the bi-dimensional dominance in the difference in poverty 
between urban and rural areas. To test for sensitivity of poverty ranking to the sensitivity of 
poverty lines, we first evaluate the dominance of poverty at different poverty lines. Starting 
with a minimum of -0.6 and a maximum of 0.6, (Figure 7a), the results show that in general, 
urban areas dominate rural areas in poverty because the upper bound surface is in general 
below the zero level. When we change the poverty lines to say -0.8 to 0.8 ( or a narrower 
range),  the upper bound remains consistently below zero, showing that the poverty 
orderings are robust to the choice of poverty line. Taking the extreme poverty lines, (-1 and 
1), also show that urban areas still dominate rural areas in poverty (Figure 7b). By using the 
minimum and maximum of all possible poverty lines, the analysis presented in figure 6b tests 
for both bi-dimensional poverty dominance and also for the sensitivity of poverty orderings to 
poverty lines. These results therefore show that the poverty comparisons are robust in two 
ways. First, no matter the poverty line or measure of wellbeing that we choose, poverty will 
always be lower for urban areas than for rural areas. Second, the poverty comparisons here 
are all statistically robust, using consistent, distribution-free estimators of the sampling 
distributions of the statistics of each poverty comparison. Our findings support literature on 
multidimensional poverty comparisons (Duclos, Sahn and Younger, 2006a, 2006b, 2006c).  
We try to disentangle the first order dominance results presented in figure 2 by 
testing for bi-dimensional dominance between specific provinces (see Figure 7c). The results  
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are only illustrative of the results for the bi-dimensional dominance of the difference between 
two provinces. In this case, we test for the difference between Central and Nyanza 
provinces. The diagram shows that Central province clearly dominates Nyanza province. 
Further comparisons show that Central province also dominates all other provinces. Other 
regions we compare include Western and Nyanza provinces, where Nyanza is dominated by 
Western province. Though Rift Valley province is dominated by Central, there is no 
dominance between Rift Valley and the other provinces. 
Measuring inequality in child welfare 
We test for inequality in child welfare by considering decomposition of asset 
inequality by childhood mortality groups
13. The results (see Table 10) show that the absolute 
generalized concentration index for the group facing child death is only 0.24 compared to 
0.37 for the group without death. This means that on average, there is less inequality within 
children facing mortality than the better off children. Another important result is that taking 
the two groups into account, the between-group inequality is quite modest at about 0.05, 
while intra-group inequality is 0.21. The overlap explains about 7 percent of the total 
inequality
14. Overall, the group that experienced mortality only contributed 5 percent to total 
inequality compared to 58 percent contribution by their counterparts that did not experience 
mortality.  
We are also interested in estimating the contribution of each area of residence and 
province (region) to the probability of child survival. The decomposition results by area of 
residence are presented in table 11. The results show that the absolute concentration 
indices for rural and urban areas are quite close at 0.16 and 0.12 respectively, though the 
respective relative contributions to mortality inequality differ significantly. The between-group 
inequality is very low at only 0.01. The relative contribution of the group overlap is also small 
at 2.95 percent. We test for the dominance in inequality and statistical significance using the 
difference in Lorenz curve and difference in concentration indices approach (Araar and 
Duclos 2007). The results show that rural areas dominate urban areas in inequality and the 
difference is statistically significant at the 5 percent level.  
In table 12, we decompose mortality inequality by region. It is important to note that 
in this case, the relative contribution of the within-group inequality is only 16 percent. The 
lowest and largest contributions to inequality come from Nairobi and Nyanza provinces, 
                                                 
13 Inequality here is measured by the absolute Gini index. One can recall here that in the presence of 
negative values in the index of well-being, one cannot use the usual Gini index (See Araar 2006).  
14 Overlap refers to the cases where childhood mortality may be the same but using the asset index 
ranks the children into different wealth groups. For instance, some less poor children may be from 
households that experienced more deaths than poorer children. When decomposing inequality by 
area of residence, the overlap would refer to children ranked as less poor in one area but would be 
ranked poorer if the mean level of the wealth measure in another area is considered.  
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respectively. The between-group inequality (5.4%) is more than twice the within-group 
inequality (2.5%), but the contribution of the overlap is much larger (7.8%). One can test for 
dominance of inequality between regions using the same approach as for area of residence. 
Next we test whether there is inequality using both measures of well-being. We use 
the absolute Lorenz and absolute concentration curves to test for inequality and 
progressivity. The absolute Lorenz curve for assets and the absolute concentration curve for 
child survival probability are presented in figure 8. The absolute Lorenz curve suggests that 
inequality in assets is pronounced. The absolute concentration curve indicates that child 
survival probability is more equally distributed than assets (or progressive). Figure 9 
indicates that there is much higher inequality in urban than in rural areas, while figure 10 
indicates that progressivity is relatively higher in urban areas than in rural areas. 
The linkage between well-being and probability of child survival 
The analysis carried out above seems to suggest that children are poor in both 
dimensions of well being: probability of child survival and assets. The question that one can 
ask is whether the probability of child survival is correlated with assets. We check this using 
the local linear non-parametric regression approach. Non-parametric regression is useful to 
show the link between two variables without specifying a functional form. It is more flexible 
than parametric regression in that it allows the slope to change at all points of the curve and 
is therefore robust to the choice of the poverty line in multidimensional poverty comparisons. 
The results (Figure 11a) suggest that the probability of child survival is positively linked with 
assets, but that assets are a much more important determinant of mortality in rural than in 
urban areas. The results further suggest that assets are more important for the very poor 
than for the less poor groups. Figure 11b shows the slopes of the curves presented in figure 
11a. 
4.3  Correlates of Childhood Mortality 
To investigate the correlates of under-five mortality, we estimate models for the full 
sample and break the sample further into rural and urban areas of residence and then into 
gender of the child. For the full sample, we estimate five variants of the basic mortality 
regression (Table 13). The second column of the table presents the basic model, column 
three presents the basic model plus the time trend variables, while column four presents the 
variant omitting time trend but introducing GNP, health expenditure and health facilities. 
Column five presents a variant omitting time trend GNP and health expenditure and facilities, 
but introducing district level health care variables. The introduction of the district health care 
averages reduces the number of observations from 38,733 to 27, 035 because the 
information on health care is only available for children born up to five years before the  
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survey. The last column presents a variant of the basic model but introduces a variable that 
captures the period between birth of a child and the survey year. The results for the basic 
model and the variants differ in terms of the goodness of fit. Though the new variables affect 
the overall fit of the model, all models fit the data better than the intercept-only model.  
The results presented are the hazard ratios estimates and the respective z statistics. 
The hazard ratios can be interpreted as follows: if the ratio is equal to 1, the estimated 
coefficient is equal to zero and thus the explanatory note has no impact on the probability of 
childhood mortality. If the hazard ratio is less than one, the coefficient is negative and 
reduces mortality by the difference between 1 and the coefficient. For example, if the ratio is 
0.5, an increase in the regressor in question by 1 will lower the probability of mortality by 50 
percent. If the ratio is greater than 1, the regressor is positively correlated with mortality. 
Child characteristics 
All child characteristics included in the model are positively correlated with mortality. 
Boys have higher hazard rates, ceterius paribus, than girls- (i.e., boys have higher 
conditional death rates and hence lower survival times). The estimates further show that at 
each survival time, the hazard rate for boys is 13 percent higher than the hazard rate for 
girls. All results for dummy variables can be interpreted this way. First-born children are 
more likely to suffer mortality than other children, while children of multiple births have a 
remarkably higher mortality rate than children of single births
15. Compared to other variables 
in the model, first-born children and twins have exceptionally huge impacts on mortality. 
Mothers’ characteristics 
Mother's education has a large, significant impact in reducing the risk of childhood 
mortality. A surprising result is that compared to no education, completion of primary 
schooling reduces the hazard rate by a much larger proportion than completion of secondary 
education. The hazard ratio for mother’s age at child’s birth suggests that an increase in 
mother’s age lowers the hazard of mortality, though the quadratic term suggests higher 
hazards for children born of more elderly women. Predicted mortality rates at each year of 
mother’s age at birth of a child suggests that each year of the mother’s age at the child’s 
birth on average lowers the hazard of mortality by about 0.1 percent. Since the highest 
mortality rates are observed for the age set 15-24 years, this result implies that delaying 
births -- particularly teenage births -- would lower childhood mortality in Kenya. To test for 
                                                 
15 Studies on fertility argue that multiple births may not be purely exogenous because women with 
high fertility are more likely to experience a twin birth. For this reason, such studies recommend the 
use of first born twins or ratio of twins to total births as experiments to instrument fertility. There is no 
evidence that twins may be endogenous to mortality. Either way, we try to use twins at first birth and 
the results are robust with the use of any multiple birth, except for urban areas where the number of 
observed first born twins is too small.  
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the expected impact of mother's age at first birth, we introduce an interaction term of 
mother's age with a dummy variable for first-born children. The impact of the variable shows 
a similar pattern with mother’s age but the hazard rates are much lower for the linear term 
and twice as much for the quadratic term. However, the relationship is not constant across 
age and birth order. Children born of tall mothers are less likely to die than children born of 
shorter mothers, though the impact is quite small (1%). This is probably due to the positive 
correlation between mother’s height and the children’s nutrition, holding genetics constant 
(Kabubo-Mariara, Ndeng’e and Kirii; 2006). The results for mother’s characteristics are 
consistent with literature on mortality rates, which indicates that these variables play a 
crucial role in reducing mortality. 
Household characteristics 
The coefficient of the asset index variable shows the expected negative correlation 
between level of well-being and childhood mortality in the first three models. The impact is 
large and significant, suggesting that an increase in a household’s level of assets by 1 unit 
would lower the probability of childhood mortality by between 24 and 36 percent. Since we 
use the log of asset index, the hazard rate represents a semi-elasticity of childhood mortality 
with respect to assets. 
We do not uncover any significant impact of water supply and sanitation on childhood 
mortality. In fact, most of the dummies have an unexpected positive impact, suggesting that 
controlling for other factors, water and sanitation conditions may be positively correlated with 
mortality. While this finding may be surprising, it is consistent with studies on mortality and 
child nutrition using DHS data (see for instance Ssewanyana and Younger, 2005; Kabubo-
Mariara, Nd’enge and Kirii, 2006; Rutstein, 2000). These results could be due to unobserved 
attributes of water and sanitation. For example, microbiological examination of samples of 
water may probably be useful to test for the levels of environmental contamination in each of 
these sources (Strauss and Thomas, 1995). The unexpected results could also be due to the 
possibility of unobserved correlation between these variables and other household, cluster, 
and district level characteristics
16. Presence of other toilets relative to latrines is positively 
correlated with mortality as would be expected. When we do not control for other factors that 
affect mortality (Table 14), the results show that water and sanitation variables have the 
expected impact of reducing the hazard ratio. Compared to availability of surface water (e.g. 
from river), water supplied through public taps and from wells have a small, insignificant 
mortality-reducing impact. Availability of privately-piped water and other water sources (such 
as bottled water) reduce the probability of mortality by 34 and 23 percent, respectively. 
                                                 
16 Examination of possible collinearity between the environmental variables and other explanatory 
variables suggests however that there is no serious correlation problem as all the correlation values 
are less than 0.5 (see separate appendix accompanying this report).  
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Relative to latrines, flush toilet in residence reduces the risk of mortality by 25 percent. Other 
toilets (flying toilets/bush toilets) increase the risk of mortality by 48 percent. 
Cluster level variables 
The cluster share of women using a modern method of birth control at the time of the 
survey is included as a proxy for the availability of health care services. Controlling for other 
factors, this variable has a very large, significant impact in terms of lowering the probability 
of childhood mortality. An increase in the share of mothers using modern contraception by 1 
would reduce childhood mortality by close to 60 percent. Contraception plays an important 
role in health care through reduced fertility, birth spacing and also the prevalence of HIV and 
other sexually transmitted diseases (through condom use, specifically). This suggests the 
importance of health care in child survival and thus calls for reorienting health care 
interventions in order to intensify the fight against childhood mortality. Mother’s knowledge of 
oral rehydration was dropped from the model because it was highly correlated with mother’s 
education.  
Regional dummies 
The results for the regional dummies suggest that relative to Rift Valley province, all 
provinces except Central are likely to suffer higher childhood mortality. The impacts are 
significant for all provinces. The magnitudes of the hazard ratios indicate that consistent with 
descriptive statistics, Nyanza province appears to be at highest risk for childhood mortality 
followed by Western and Nairobi provinces.  
Macro level variables 
The results discussed above are consistent across all the variants of the basic 
model. In model 2, we introduce the time trend variables. The hazard ratios suggest 
unexplained trend fluctuations in mortality up to the third level polynomial. The hazard ratio 
of the level is quite low, compared to the quadratic and cubed terms. Predicting the hazards 
of mortality for each trend value suggests that mortality increased by about 2.5 percent 
between 1978 and 2003. This implies that on average, mortality rose by about 0.1 percent 
per year due to unexplained trend variations.  
As explained in the methodology section, one weakness of the data we have used is 
that some explanatory variables are available only at the time of the survey, while we have 
information on mortality for up to 15 years prior to the survey (Model 3). We check on the 
appropriateness of using long lags for mortality by introducing a variable for the number of 
years between the relevant survey and the year when a child was born.
17 The coefficient for 
                                                 
17 If some women who died between a given year and the survey date, and were thus not surveyed, 
also had children more likely to die, (most frail children could have died before the survey) then their 
exclusion from the sample would cause a downward bias in the estimated mortality rate for years  
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this variable could be interpreted as the trend in childhood mortality for years before the 
survey, controlling for other regressors. The coefficient for this variable is statistically 
significant and suggests that an increase in the years before the survey by one biases 
mortality downwards by less than 3 percent. Since this model does not include a time trend, 
this variable probably also picks up the generally increasing trend in U5MR in Kenya.  
A further test of the appropriateness of creating the long lags is done by interacting 
all the policy-relevant explanatory variables in model 3 with the variables for years before the 
survey. The results indicate that: first, the coefficients and significance of policy relevant 
variables generally remain the same, and; second, only the interaction term with the asset 
index variable is marginally significant at the 10 percent level. While the first result suggests 
that there is no problem with generating long lags for mortality, the second suggests that 
assets may have grown over time, which therefore leads us to overestimate assets in the 
distant past by using current values. However, as shown later in the simulation section, 
assets grew by a rather insignificant rate over this period, and therefore any bias that may be 
present would be insignificant. A last test carried out was to reduce the estimation sample to 
cover only the survey period (5 years before the date of the survey). The results obtained 
were quite close to the results with long lags, suggesting that there are no serious biases 
arising from using the generated time series data. 
In model 4, we introduce GNP per capita and health expenditure and facilities. We 
drop most facilities due to collinearity and retain only hospitals (for illustration purposes 
only). Health expenditure and GNP have positive but insignificant coefficients implying that 
growth in GNP and in health expenditure are likely to be associated with higher mortality. 
The results are puzzling. From the literature, one would expect to find none or at the least a 
weak negative correlation between mortality and GNP, and would expect increased health 
expenditures to reduce mortality. Though one may expect the results to be due to 
unobserved correlation between health expenditure and GNP, alternative models using 
share of health expenditure to GNP, or the share alone, or GNP alone, still yield a positive 
impact.  
Two points should be noted here: first, the results seem to be consistent with what is 
happening at present in Kenya. While economic growth is rising, the health indicators show 
declining trends. Second, the declining mortality could be due to factors not controlled for in 
the model. For instance, HIV/AIDS will lead to increasing childhood mortality even as GNP 
and share of health to GNP rises. The unexpected results for both GNP and health 
expenditures are however not uncommon in the literature (see for instance Matteson, Burr 
                                                                                                                                                        
before the sample, and that bias should be greater with longer lags (Strauss and Thomas, 1995; 
Ssewanyana and Younger, 2005).  
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and Marshall, 1998; Ssewanyana and Younger, 2005). These results could also be due to 
endogeneity of health care facilities arising from programme placement bias. If for instance 
the government chooses to construct health care facilities in areas where child health is 
poorest, then the coefficients of the health care facilities will be biased downwards. That is, 
the health care facilities will be correlated with poor child health (Pitt, Rosenzweig and 
Gibbons, 1995). However, the Kenyan health care services do not work this way. Though 
there may be increased expenditure allocations in areas of poor health, location of facilities 
may be pegged more on population density rather than prevalence of health problems and is 
thus exogenous to health problems. Hospitals per 100,000 persons have a small, 
insignificant impact of reducing mortality.  
District characteristics 
Model 5 includes district average health indicators for children and their mothers. We 
investigate the impact of a child having received all vaccinations (district averages), whether 
a child's mother received a tetanus toxoid injection during her pregnancy with that child and 
whether she received any prenatal care and birthing assistance from a health professional. 
The results suggest that vaccination of children and their mothers have the expected impact 
of reducing mortality but the impacts are insignificant. Birthing assistance by a professional 
has a huge mortality-reducing impact (Rutstein, 2000). Holding other factors constant, an 
increase in the proportion of mothers in a district receiving birthing assistance from a 
professional by 1 would reduce the risk of mortality by 39 percent. Prenatal care by a 
professional has the unexpected impact of increasing the risk of mortality. This is probably 
due to the possible correlation between this variable and the other proxies for availability of 
health care services included in the model. A district where, say, birthing assistance by a 
professional is high is also likely to have more general health care than a district with low 
birth care attendance. Birthing assistance may therefore be capturing the impact of the 
general state of health care in a district. This may also explain the insignificance of 
vaccination of mothers with tetanus toxoid. Our results therefore suggest that most health 
care variables are important factors in reducing the risk of mortality. The insignificance of 
health care facilities implies that it is the quality of care and availability of drugs at these 
facilities, rather than the facilities per se, that matter in reducing mortality.  
For regional and gender analysis, we focus on the basic model but include a rural 
area dummy for the gender models (Table 15). The results for rural areas are generally 
consistent with those of the full model, while most variables in the urban model are 
insignificant. This is probably due to the relatively fewer number of observations in urban 
areas compared to rural areas. The key result to note in the regional models is that presence  
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of more adult women in urban areas increases the risk of mortality in urban and not in rural 
areas, while boys are at a higher risk of mortality in urban compared to rural areas.  
Turning to the gender model, the results show that most explanatory variables are 
more important and significant determinants of the risk of mortality for girls than for boys. 
However, though all first born children are at a higher risk of mortality than all other children, 
first born girls are at very high risk compared to boys. This is further supported by the 
interaction of mother’s age and first born. Birthing assistance by a professional reduces the 
risks of mortality for girls by 36 percent but by only 21 percent for boys. The impact is only 
significant for girls. The coefficient for the dummy variable for rural areas has reversed signs 
for the two models. Boys in rural areas are at lower risk of mortality (30%) which is 
statistically significant. Girls on the other hand are at a 3 percent higher risk of mortality if 
they are from rural areas, but the coefficient is not significant.  
4.4  Policy Simulations for Economic Recovery Strategies and Millennium 
Development Goals 
Two policy documents provide the framework for implementation of child-focused 
poverty policies in Kenya. These are the Economic Recovery Strategy
18 - ERS (Republic of 
Kenya, 2004) and the Millennium Development Goals (MDGs). Though the welfare of 
children is not addressed in isolation of broad poverty reduction measures in the ERS, some 
of the interventions have direct implications on child survival while others are indirect through 
impacts on maternal and household well-being. The MDGs are more specific in terms of 
child-focused policies. The ERS targets for child health were to reduce under-five mortality 
from 115/1000 in 2003 to 100/1000 by 2008 and to increase the proportion of fully 
immunized children from 74 percent to 85 percent
19. Consistent with the ERS, the relevant 
MDG goal is to reduce child mortality, with a specific target of reducing by two-thirds the 
under-five mortality rate between 1990 and 2015. 
In this section, we use the Weibull model results to simulate the impact of relevant 
policy variables on reducing under-five mortality and therefore test the likelihood of Kenya 
achieving the ERS and MDG targets. The results obtained suggest that mortality is unlikely 
to fall over time, given the diminishing rate of change of the trend variables. This means that 
it is important to put more policy emphasis on variables that show potential for reducing 
mortality. At the national and regional levels, the relevant policy variables that would in 
theory be expected to reduce mortality (GNP, health expenditure and health facilities) turned 
                                                 
18 The Economic Recovery Strategy Paper (ERS) was designed in 2003 to implement the Poverty 
Reduction Strategy Policies and the Government’s development agenda to restore economic growth 
and reduce poverty through employment and wealth creation. 
19 A separate appendix of this paper reviews the conceptualization of child poverty and recent policy 
interventions for child welfare and survival in Kenya.  
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out to be unimportant. This makes it difficult for us to make any meaningful policy 
simulations with these variables. Some of the other explanatory variables that do have 
significant effects in reducing the probability of mortality include household assets, maternal 
education, and access to health care variables (Table 13). We simulate the expected impact 
of changes in policies affecting these variables on mortality reductions for both the ERS and 
MDG target levels. We use the variable means and the estimated coefficients of model 5 
(Table 13) to simulate the impact of a given change in an explanatory variable on the hazard 
rate ratio and thus on mortality
20. 
Improved household well-being 
As noted elsewhere in this paper, assets are used as a proxy for household 
resources or a measure of well-being in the absence of an income or expenditure measure. 
The estimated elasticity of mortality with respect to assets implies that growth in assets may 
be expected to significantly reduce mortality. Still, the question is whether the expected 
reduction would have a significant contribution towards achievement of ERS and MDGs. To 
answer this question, we compute the annual rate of growth in the asset index over the 
decade covered by the three surveys. The annual rate of improvement is very minor at only 
0.5 percent per year. We project this increase from 2003 (time of last survey) to 2008 (ERS 
target) and from 2003 to 2015 for the MDGs. The results show very low mortality reductions 
at only 2 and 3 children per thousand live births for the ERS and MDGs periods, 
respectively. These simulations imply that holding other factors constant, the current rate of 
improvement of household well-being is too low to help the country achieve both the ERS 
and MDGs targets for childhood mortality.  
We posited if the situation would be less bleak if household well-being was to grow at 
a faster rate. The target rate of growth of GDP to achieve the MDGs is 7 percent. The asset 
index cannot grow as fast as GDP because it is not scaled in money terms, like incomes, but 
is expressed in a -1 to 1 scale rather than in Kenya shillings. While we have estimated a 0.5 
percent growth rate in assets from 1993 to 2003, GDP is estimated to have grown by about 
1.9 percent over the same period. For the country to achieve the desired 7 percent GDP 
growth rate, then this rate of 1.9 percent must grow by a multiple of about 3.5. If we apply 
this multiple to asset growth, then we would expect assets to grow at an annual rate of only 
1.75 percent by the year 2015. This alternative simulation shows that a 1.75 percent annual 
rate of improvement in household well-being would have resulted in a reduction in mortality 
                                                 
20 Since the estimated model is nonlinear, we carry out simulations for each observation in the 
estimation sample and then find the average impact on the mortality risk. If we define the mortality 




1 is the new probability of death resulting from a change in the policy variable from X to X
1.  
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by only 3/1000 and 4/1000 live births by 2008 and 2015 respectively, still not good enough 
for the achievement of the respective targets.  
Improved maternal education 
Most maternal characteristics have been found to reduce child mortality, malnutrition, 
and improve education. Thus, any policy that improves maternal welfare will improve child 
welfare. Unfortunately, most of these characteristics (e.g. age and height) cannot be 
influenced by policy. However, policy can be used to influence maternal education, and thus 
reduce childhood mortality in the long term. In addition to the MDGs target of achieving 
universal primary education by 2015, the third MDG focuses on the promotion of gender 
equality and women empowerment as effective ways to combat poverty, hunger and 
disease, and to stimulate development that is truly sustainable. The policy target is to 
eliminate gender disparity at all levels of education no later than 2015.  
We simulate the impact of two policy changes. First, if all mothers were to have 
complete primary education by 2015, childhood mortality would decline by 4/1000 live births. 
Kenya adopted universal primary education (UPE) in 2003. Thus the children who enrolled 
for primary education under UPE will complete primary education in 2011 and secondary 
education in 2015 - the MDG target year. If all girls enrolled for primary education with the 
UPE, and assuming 100 percent completion rates, then Kenya would have to wait for close 
to two decades (for these girls to mature into motherhood) to enjoy this mortality reduction. 
For secondary and higher levels of education (we combine these two categories because 
the latter has relatively few observations), we simulate the impact of raising completion rates 
to the primary school level. In the sample, 43 percent of the women had graduated primary 
compared to only 23 percent who had some secondary education or higher. The results 
show that raising the proportion of the secondary women graduates to 43 percent would 
reduce childhood mortality by 12/1000 live births. This result affirms the importance of 
maternal education in improving children’s health and shows that targeting women through 
secondary and post-secondary education would make an enormous contribution towards the 
achievement of MDGs.  
Improved health care 
Childhood mortality declined rapidly in Kenya between the 1970s and the 1990s, but 
saw a reversal thereafter. Immunization rates also started slipping during the late 1990s. 
Children aged 12-23 months receiving full vaccination against vaccine preventable diseases 
fell from 65 percent in 1998 to 60 percent in 2003 (UNDP, GOK & GOF, 2005). Holding other 
factors constant, increased immunization coverage can help reduce mortality from 
immunizable diseases. The ERS target to increase the proportion of fully immunized children 
from 60 percent in 2003 to 85 percent in 2008, while the MDGs target 80 percent coverage  
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by 2015. Our simulations show that if Kenya is to achieve 100 percent immunization 
coverage, the country would reduce childhood mortality rates by only 6/1000 live births. 
Increased vaccination would therefore contribute towards the effort, but not assure 
achievement of the ERS and MDGs targets. Simulations of the impact of achieving 100 
percent tetanus toxoid injections for pregnant women show that this has no impact on 
childhood mortality. 
One strategy towards achieving the MDG target of reducing the neonatal and 
maternal mortality ratio is to significantly raise the proportion of births assisted by skilled 
health personnel. Yet this proportion is estimated to have declined from 51 percent in 1989 
to 42 percent in 2003. The policy documents do not have specific targets for reducing child 
mortality. However the estimated hazard rate ratios suggest that birth care by a professional 
would have a large mortality-reducing impact. Estimates of district-level attendance of births 
by a professional (nurse, midwife or doctor) suggest high levels of inequality, with at least 1 
percent of the districts having no professional care at all. Our simulation focuses on ensuring 
that birthing care is available in the districts with the lowest level of coverage. We therefore 
give each of the districts that are below the mean the average sample coverage of 44 
percent, which would in effect raise the sample mean from 44 percent to 53 percent. The 
simulation results support the estimated hazard rate ratios and suggest that such a policy 
change would reduce childhood mortality by 4/1000 live births. Though this reduction may 
look small, it illustrates the potential impact if Kenya was to achieve 100 percent birth 
attendance by a professional. 
The use of modern contraceptive methods has remained quite low in Kenya with a 
contraceptive prevalence rate of about 32 percent over the survey decade. There is still 
unmet demand (almost 40%) and persistent contraceptive stock-out. Yet the estimated 
hazard rate ratios show that contraception plays a large, significant role in reducing 
childhood mortality, other factors being constant. In birth care for example, we focus on 
clusters with below average coverage of 30 percent in the estimation sample. The 
simulations suggest that if all these clusters were to achieve at least 30 percent coverage of 
mothers with modern contraception methods, childhood mortality would decline by 7/1000 
live births. Even with this change however, the average coverage would still be very low 
(37%). The province with the highest cluster level coverage over the survey decade was 
Central province with 46 percent. Suppose family planning campaigns were intensified so 
that we can push the lowest clusters to the Central province coverage. Such a change would 
raise the mean coverage to 48 percent and would reduce mortality by 16/1000 live births. 
This again suggests that boosting use of modern contraception would have a huge impact 
on child survival.   
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Is Kenya likely to achieve her MDG goal of reducing by two thirds its under-five 
mortality rates by 2015? In 1990, under-five mortality in Kenya was estimated at 97/1000 
live births. However, by 2003, this rate had risen to 115/1000 (UNDP, GOK & GOF, 2005). 
This means that evaluation of the MDG target is more realistic based on the 2003 than the 
1990 mortality rate. This requires a mortality reduction of 77/1000 (115-(0.67*115). The 
policy simulations presented in this paper focus more on what we consider realistic 
scenarios rather than the best possible policy scenarios. The results suggest that though 
there is potential of making some progress, the MDG target cannot be achieved. Even if all 
the simulated impacts were to be achieved by 2015, there would still be a shortfall of 
42/1000 live births (Table 16). We would argue that all the simulated policy scenarios are 
long term rather than short term, holding constant the availability of program financing. In 
education, even if the government is to introduce universal secondary education today, the 
immediate impact of such a policy change would be on children already enrolled in school, 
and the expected impact on mortality would only be felt once this cohort enters motherhood. 
On the health front, improving use of modern contraception and birthing assistance would 
have significant impacts on child survival, but there exists issues of access and equity in 
service provision. Socio-cultural factors, information asymmetry, and other barriers would 
need to be addressed if improvements are to be made in clusters/districts with very low 
coverage. 
5.  Summary and conclusions 
This paper addresses the issue of child survival in Kenya and uses three rounds of 
DHS data for the period 1993-2003 to construct a national time series for childhood mortality 
over a longer period of time (1978-2003). This is supplemented by secondary data for macro 
and regional level variables. The paper focuses on three key tasks. First, we carry out 
multidimensional poverty and inequality comparisons for the probability of child survival 
ranked by the asset index. Second, we use hazard functions to analyze the determinants of 
childhood mortality. Third we use the estimated hazard rates to simulate the impact of key 
policy variables on the possibility of achieving ERS and MDG targets for childhood mortality.  
The first task gave some insightful results on the distribution of childhood poverty in 
Kenya. Poverty decompositions of the probability of child survival suggest that only 28 
percent of children in rural areas are poor, compared to 19 percent in urban areas. The 
results further indicate that the relative contribution of rural areas to child poverty is 89 
percent while the contribution of urban areas is only 11 percent. Further, FGT curves for 
child mortality suggest that children from households that did not experience mortality 
dominate children from households that experienced mortality in poverty. Nairobi dominates 
all other regions but there is no dominance between the other regions. At the lowest end of  
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the distribution, Central province is less poor than all other regions except Nairobi and the 
poorest children are from Coast region.  
Bivariate poverty dominance analysis shows that children with the lowest probability 
of survival are from households with the lowest level of assets. Density curves for childhood 
mortality suggest that at very low levels of assets, poor households are more likely to 
experience child death than at higher levels of assets, but there is no evidence of stochastic 
dominance in the distribution of childhood mortality. Bi-dimensional dominance analysis by 
area of residence shows that urban areas dominate rural areas by the two indicators of 
wellbeing. Analysis by region shows that Central province dominates all other provinces 
except Nairobi, but there is no clear dominance of poverty between the other provinces. The 
results further show that the poverty orderings are robust to the choice of the poverty line 
and to the measure of wellbeing.  
Inequality analysis suggests that there is less mortality inequality within children 
facing mortality than the better off children. Rural areas dominate urban areas in inequality 
and the difference is statistically significant at the 5 percent level. The lowest and largest 
contributions to mortality inequality come from Nairobi and Nyanza provinces respectively. 
The absolute Lorenz curves suggest that inequality in assets is pronounced, while the 
absolute concentration curves indicate that child survival probability is progressive. The 
results suggest that both inequality and progressivity are relatively higher in urban areas 
than in rural areas 
Non-parametric regression of the probability of child survival by asset index suggest 
that the probability of child survival is positively linked with assets, but that assets are a 
much more important determinant of mortality in rural than in urban areas and for the very 
poor relative to the less poor groups. 
The estimated hazard rates for childhood mortality show that a number of variables 
included in the model are important and significant determinants of child survival. The results 
show that boys, first borns, and children of multiple births face a higher risk of mortality than 
the respective reference groups. Maternal education significantly lowers the risk of mortality, 
while age variables suggest the importance of reducing teenage births. The results further 
suggest high elasticity of mortality with respect to assets. An increase in assets by 1 percent 
would lower mortality by between 24 and 36 percent. When we control for other factors, we 
do not uncover any impact of water and sanitation, except for lack of toilets. When we do not 
control for other factors, we find that water and sanitation are important and significant 
determinants of mortality. Controlling for other factors, cluster level use of modern 
contraception has a large significant impact of reducing the risk of mortality.   
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Relative to Rift Valley, all provinces except Central are likely to suffer higher 
childhood mortality. We also find that there are unexplained macroeconomic variations that 
reduced the risk of mortality at a diminishing rate between 1978 and 2003. We uncover no 
important impact of macro and regional level variables (GNP, health expenditure and health 
facilities) on mortality. District level health care services are important factors for lowering the 
hazard rates of mortality, more-so birthing assistance by a professional.  
The policy simulations focused on the impact of changes in household assets, 
maternal education and access to health care services on mortality reductions. The results 
do not hold much promise for achievement of ERS and MDG targets, but show that these 
policy variables can make some contribution. Assets grew at a very low rate over the survey 
decade. Projecting this growth to the ERS and MDG target years suggest very modest 
reductions in mortality at only 2 and 3 children per thousand live births for the ERS and 
MDGs periods respectively. Further simulations show that even a higher rate of growth in 
assets would not make a significant reduction in child mortality, ceteris paribus. 
For maternal education, if all mothers were to have complete primary education by 
2015, childhood mortality would decline by only 4/1000 live births. If all girls enrolled for 
primary education with the UPE, and assuming 100 percent completion rates, then by 2011, 
they would all graduate with primary education. However, Kenya would still have to wait for 
close to two decades (for these girls to mature into motherhood) to enjoy this modest 
mortality reduction. For post secondary education, we simulate the impact of raising 
completion rates from the sample average of 23 percent to the primary school level of 43 
percent. This would reduce childhood mortality by 12/1000 live births. Thus, targeting 
women through secondary and post secondary education would make an enormous 
contribution towards mortality reduction in the long run.  
Simulations for improvement in health care service provision focus on 100 percent 
immunization coverage for infants, improved coverage of birthing assistance by a 
professional, and increased coverage of mothers with modern contraception at the cluster 
level. The simulations show that if Kenya is to achieve 100 percent immunization coverage, 
the country would reduce childhood mortality rates by only 6/1000 live births. We further 
simulate the impact of improving birthing care in the districts with the lowest level of 
coverage. If the government was to raise coverage in these districts to the average sample 
coverage of 44 percent, childhood mortality would drop by 4/1000 live births. For use of 
modern contraceptive methods, we also focus on raising coverage of clusters at the lowest 
end of the distribution. Raising the coverage of the bottom clusters to the highest provincial 
mean (46% for Central province) would reduce mortality by 16/1000 live births. Use of 
modern contraception therefore has a substantial potential of improving child survival.   
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The policy simulations presented in this paper focus more on what we consider 
realistic scenarios rather than the best possible policy scenarios. The results suggest that 
there is potential of making some progress in reducing mortality, but, the ERS and MDG 
targets cannot be achieved. The simulated policy scenarios are also quite long term holding 
constant availability of funding. This is due to long gestation periods between enrollment in 
school and motherhood and low completion rates in schooling. To substantially improve 
health care service provision in clusters and districts with very low coverage, issues of 
access and equity in service provision, information asymmetry, and socio-cultural and other 
barriers would need to be addressed.  
35
References 
Araar A. (2006). The Absolute Gini Coefficient: Decomposability and Stochastic Dominance. 
Mimeo PEP and CIRPÉE 
Araar, A. and J-Y Duclos (2007). DASP: Distributive Analysis Stata Package. Laval 
University, World Bank, PEP and CIRPÉE 
Araar, A. (2007). Poverty, Inequality and Stochastic Dominance, Theory and Practice: The 
Case for Burkina Faso. PMMA Working Paper 2007-08. PEP   
Atkinson, A.B. (1987). On the Measurement of Poverty, Econometrica, 55:749–64. 
Duclos J-Y and A. Araar, (2006). Poverty and Equity: Measurement, Policy and Estimation 
with DAD. Boston/Dordrecht/London: Spinger/Kluwer Academic Publishers.  
Duclos, Sahn and Younger, (2006a). Robust Multidimensional Poverty Comparisons. The 
Economic Journal, 116:943-968 
Duclos, Sahn and Younger, (2006b). Robust Multidimensional Spatial Poverty Comparisons 
in Ghana, Madagascar, and Uganda. World Bank Economic Review, 20 (1):91-113  
Duclos, Sahn and Younger, (2006c). Robust Multidimensional Spatial Poverty Comparisons 
with Discrete Indicators of Well-being. Working Paper 06-28 CIRPÉE 
Filmer, D. and L. Pritchett (2000). Estimating Wealth Effects without Expenditure Data- or 
Tears: An Application of Educational Enrollment in States of India. Mimeo. The World 
Bank, Washington D.C. 
Filmer D. and L. Pritchett, (1997). Child Mortality and Public Spending on Health: How Much 
Does Money Matter? Policy Research Working Paper No. 1864. The World Bank 
Washington D.C. 
Foster, J.E. and Shorrocks, A.F. (1988). Poverty orderings and welfare dominance, Social 
Choice Welfare 5:179–98. 
Foster, J.E., Greer, J. and Thorbecke, E. (1984). A class of decomposable poverty 
measures, Econometrica, 52 (3): 761–76. 
Glick P, S. D. Younger and D.E. Sahn (2006). An Assessment of Changes in Infant and 
under-Five Mortality in Demographic and Health Survey Data for Madagascar. 
CFNPP Working paper 207. 
Hill K., Bicego G. and Mahy M. (2000). Childhood Mortality in Kenya: An Examination of 
Trends and Determinants in the late 1980s to Mid 1990s. HPC Working papers 
WP01_01. John Hopkins University. Baltimore. 
Hobcraft J.N., J.W. Mcdonald and S.O., Rustein, (1984): Socio-Economic Factors in Infant 
and Child Mortality: A Cross-National Comparison. Population Studies, 38(2):193-
223. 
Kabubo-Mariara J., G.K. Nd’enge and D.M. Kirii, (2006). Evolution and Determinants of Non-
monetary Indicators of Poverty in Kenya: Children’s Nutritional Status, 1998-2003. 
Mimeo, African Economic Research Consortium. Nairobi. 
Macro International, Demographic and Health Surveys, http://www.measuredhs.com/ 
countries/country.cfm? ctry_id=20 
Matteson D.W., J.A. Burr and J. R. Marshall, (1998). Infant Mortality: A Multi-Level Analysis 
of Individual and Community Risk Factors. Social Science and Medicine 
47(11):1841-1854  
36
Ministry of Health, (2005). The Second National Health Sector Strategic Plan of Kenya 
(NHSSP II 2005-10): Reversing the Trends. Mimeo,  Health Sector Reform 
Secretariat. Nairobi 
Mosley, W. H., Chen, L. C. (1984). "An analytical framework for the study of child survival in 
developing countries," Population and Development Review 10(Supplement): 25-45. 
Muhuri P.K and S. H. Preston, (1991). Effects of Family Composition on Mortality 
Differentials by Sex among Children in Matlab, Bangladesh. Population and 
Development Review, 17(3): 415-434 
Paxton C. and N. Schady (2004). Child Health and the 1988-1992 Economic Crisis in Peru. 
Policy Research Working Paper No.3260. The World Bank Washington D.C. 
Pitt, M., M. Rosenzweig, and D. Gibbons, (1995) "The Determinants and Consequences of 
the Placement of Government Programs in Indonesia," in Dominque van de Walle 
and Kimberly Nead, eds., Public Spending and the Poor:   Theory and Evidence. 
Johns Hopkins University Press. 
Rutstein, S. O., (2000), “Factors associated with Trends in Infant and Child Mortality in 
Developing Countries during the 1990s”, Bulletin of the World Health Organization, 
78(10): 1256 – 1270. 
Republic of Kenya (2004). Investment Programme for the Economic Recovery Strategy for 
Wealth and Employment Creation, 2003-2007.  
Sahn, D., and D. Stifel, (2000). “Poverty Comparisons over Time and Across Countries in 
Africa,” World Development 28(12): 2123-2155. 
Sahn, D., and D. Stifel, (2003). “Exploring Alternative Measures of Welfare in the Absence of 
Expenditure Data,” Review of Income and Wealth 49(4):463-489. 
Schultz T. P., (1984). Studying the Impact of Household Economic and Community 
Variables on Child Mortality. Population and Development Review 10(Supplement): 
215-235. 
Sen, A. (1985). Commodities and Capabilities. North Holland, Amsterdam. 
Ssewanyana S. and S. Younger, (2005). Infant Mortality in Uganda: Determinants, Trends 
and the Millennium Development Goals. CFNPP Working paper 186. 
Strauss J. and D. Thomas. (1995). “Human Resources: Empirical modeling of household 
and family decisions” In J. Behrman and T.N. Srinivasan, eds., Handbook of 
Development Economics, Vol. 3. Amsterdam; North-Holland. 
Trussell J. and C. Hammerslough, (1983). A Hazards-Model Analysis of the Covariates of 
Infant and Child Mortality in Sri Lanka. Demography, 20(1):1-26. 
UNDP, Government of Kenya and Government of Finland (2005), MDGs Status Report for 
Kenya. Ministry of Planning and National Development. Nairobi. 
Wang L. (2002). Health Outcomes in Poor Countries and Policy Options: Empirical findings 
from Demographic and Health Surveys. Policy Research Working Paper No. 2831. 
The World Bank Washington D.C. 
Ware H., (1984). Effects of Maternal Education, Women's Roles, and Child Care on Child 
Mortality. Population and Development Review 10(Supplement): 191-214. 
Younger S. (2001). Cross-Country Determinants of Declines in Infant Mortality: A Growth 





































Data source: UNICEF Statistics; http://www.childinfo.org/areas/childmortality/ 






Motor transport  0.11424
electricity 0.96041
Piped water  0.07354
Surface water  -0.08413
Flush toilet  0.1808
No toilet  -0.11849
Traditional floor   -0.31733
Heads years of education  0.14671
Respondents years of education  0.1614 
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Table 2 : Descriptive statistics by survey year 
Variable 1993  1998  2003 
  Mean  Std. Dev.  Mean  Std. Dev.  Mean  Std. 
Dev. 
Household characteristics                   
Household size  7.15 3.17 6.31  2.52  6.15 2.46
No. of children in a household  1.63 1.16 1.37  1.08  1.43 1.03
No of women 15 -49 in household  1.53 0.93 1.43  0.75  1.42 0.74
Log asset index  0.47 0.29 0.54  0.32  0.55 0.36
Public tap  0.11 0.31 0.09  0.28  0.09 0.29
Piped water in residence  0.14 0.35 0.16  0.37  0.15 0.36
Other water   0.04 0.20 0.02  0.15  0.09 0.28
Well water  0.23 0.42 0.22  0.41  0.19 0.39
Flush toilet  0.07 0.25 0.07  0.26  0.07 0.26
Other toilet  0.20 0.40 0.19  0.39  0.22 0.42
Child characteristics                   
Gender of child dummy:1=male 0.49 0.50 0.51  0.50  0.51 0.50
Birth order  3.95 2.64 3.66  2.45  3.50 2.39
Child is first birth  0.20 0.40 0.22  0.42  0.24 0.43
Child is of multiple birth 0.03 0.17 0.03  0.17  0.03 0.18
Child is a first born twin  0.002 0.04 0.002  0.04  0.003 0.05
Mothers characteristics                   
Mother has some primary education  0.23 0.42 0.20  0.40  0.18 0.38
Mother is  primary graduate  0.32 0.47 0.40  0.49  0.44 0.50
Mother has some secondary education 0.09 0.28 0.09  0.29  0.09 0.29
Mother has secondary education or higher 0.09 0.29 0.13  0.34  0.13 0.33
Mother's age at child's birth 25.85 6.41 25.66  6.20  25.79 6.24
Mother's age/first-born interaction  3.86 7.89 4.44  8.41  4.80 8.72
Mother's height in cm  158.97 9.89 159.99  6.58  159.74 6.41
Cluster ave, use of  modern contraception   0.29 0.19 0.31  0.19  0.29 0.16
Cluster ave, rehydration knowledge (birth past 
5 yrs) 
0.81 0.14 0.74 0.15  0.74 0.13
Cluster ave, rehydration knowledge last birth)  0.59 0.16 0.74  0.15  0.74 0.13
 Sample size  17783  16645  14344  
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Table 3a : District average health care services by survey year 
  1993 1998 2003 
Variable   Mean Std. Dev. Mean Std. Dev.  Mean  Std. Dev.
Child received any vaccinations 0.93 0.09 0.93 0.10  0.93  0.10
Child received all vaccinations  0.64 0.24 0.55 0.27  0.49  0.26
Birth care  by doctor   0.06 0.07 0.07 0.08 0.08  0.09
Birth care  by any professional 0.44 0.21 0.44 0.21  0.44  0.22
Prenatal care  by doctor  0.11 0.10 0.13 0.13  0.13  0.13
Prenatal care  by any professional 0.92 0.09 0.90 0.09  0.89  0.10
Mother received tetanus toxoid 0.90 0.08 0.90 0.08  0.89  0.10
 Sample size  6651  10550  13491 
Table 3b : Per capita macro and regional variables by survey year 
  1993 1998 2003 
Variable  Mean Std.  Dev. Mean Std.  Dev.  Mean Std.  Dev.
Log GNP per capita  8.58 0.43 9.14 0.56  9.82  0.58
Log health expenditure per capita  4.60 0.37 5.12 0.54  5.65  0.50
Number of hospitals/100,000 1.81 1.88 1.87 1.73  1.69  0.55
Number of health centres/ 100,000 1.96 1.14 2.13 1.03  2.18  0.85
Number of dispensaries/100,000  9.50 8.28 11.11 7.86  10.35  4.33
Number of hospital beds & cots / 100,000 160.21 91.47 179.90 97.43  195.18  74.27
Sample  size  17783 16645 14344 
Table 4 : Regional distribution of sample (%) by survey year 
Region  1993 1998 2003
Nairobi 4 6  6
Central 13 10  12
Coast 9 7  9
Eastern 20 16  16
Nyanza 17 23  18
Western 15 13  13
Rift Valley  22 25  27
Rural 88 84  82
Urban 12 16  18
Sample size   17783 16645  14344 
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Table 5 : Estimated mortality rates (/1,000 live births) by age group, region and survey 
round 
1993 
Region  Neonatal mortality*  Infant mortality  Child mortality  U5 mortality 
Nairobi   28  44  28  71 
Central 17  34  10  44 
Coast 35  80  35  115 
Eastern 31  54  15  69 
Nyanza 40  116  50  166 
Rift Valley  26  48  13  61 
Western 27  61  38  98 
Urban 23  50  21  71 
Rural 30  65  26  91 
All Regions  29  63  26  89 
1998 
Region  Neonatal mortality  Infant mortality  Child mortality  U5 mortality 
Nairobi   20  38  16  54 
Central 18  28  4  32 
Coast 32  70  22  92 
Eastern 25  52  17  69 
Nyanza 36  121  52  173 
Rift Valley  28  46  15  61 
Western 25  70  47  118 
Urban 21  47  24  71 
Rural 29  71  28  99 
All Regions  28  67  28  95 
2003 
Region  Neonatal mortality  Infant mortality  Child mortality  U5 mortality 
Nairobi   28  60  21  81 
Central 24  39  8  47 
Coast 42  75  30  105 
Eastern 32  53  23  77 
Nyanza 31  131  57  188 
Rift Valley  34  59  13  72 
Western 25  74  47  121 
Urban 24  56  24  79 
Rural 33  75  29  104 
All Regions  31  72  28  100 
* Neonatal mortality refers to death within the first month of birth, infant mortality refers to death within 
the first 12 months of birth, child mortality refers to death between 12 and 60 months and under five 
mortality refers to death within 60 months (5 years) of births.  
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Table 6 : Estimated mortality rates (/1,000 live births) by gender of child and DHS 
survey round 
Variable  1993  1998  2003  All Years 
 Boys  Girls  Boys  Girls  Boys Girls Boys  Girls 
Neonatal  Mortality  32  27 33 23 36 26 34 25
Infant  Mortality  67  59 72 62 79 64 73 62
Child  Mortality  26  25 26 30 29 28 27 28
U5 Mortality  93  85 98 92 108 91  100  89
Sample  size  8819  8964 8380 8265 7252 7092 24451 24321
Table 7 : Estimated mortality rates by Poverty Status and DHS survey round 
  1993   1998  2003   
  Poor Non-poor Poor Non-poor Poor Non-poor 
Neonatal Mortality  37 (36)  28 (28) 36 (36) 28 (28) 42 (42)  29 (29)
Infant Mortality  92 (89)  60 (59) 107 (105) 62 (62) 88 (92)  66 (65)
Child Mortality  41 (40)  25 (25) 41 (40) 26 (26) 29 (29)  27 (27)
U5 Mortality  133 (129)  85 (84) 148 (145) 88 (87) 117 (121)  92 (91)
*Poverty line set at 40% of the asset index, figures in parenthesis are for poverty line set at 60% of the 
index. 
Table 8 : Decomposition of the FGT index by rural and urban groups 
Group  FGT index  Population share Absolute contribution Relative contribution
1: rural  0.281  0.843  0.237  0.889 
 0.008  0.009  0.008  0.010 
2: urban   0.188  0.157  0.030  0.111 
 0.012  0.009  0.002  0.010 
Population 0.267  1.000  0.267  1.000 
 0.007  0.000  0.007  0.000 
Note: FGT indices for probability of child survival 
Poverty line =98 
Table 9. Decomposition of the FGT index by region 
Group  FGT index  Population share Absolute contribution Relative contribution
1: Nairobi  0.154 0.055 0.008 0.032
 0.019  0.005 0.001 0.005
2: Central  0.107  0.106 0.011 0.043
 0.012  0.008 0.002 0.006
3: Coast  0.312  0.084 0.026 0.099
 0.021  0.007 0.003 0.011
4: Eastern  0.209  0.177 0.037 0.139
 0.014  0.012 0.004 0.014
5: Nyanza  0.467 0.187 0.087 0.327
 0.022  0.012 0.007 0.022
6: Rift  0.192  0.249 0.048 0.179
 0.010  0.013 0.004 0.014
7: Western  0.344 0.141 0.048 0.182
 0.017  0.009 0.004 0.014
Population 0.267  1.000 0.267 1.000
 0.007  0.000 0.007 0.000
Note: FGT indices for probability of child survival - Poverty line =98  
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Figure 7a : Bi-dimensional dominance on poverty difference between urban and rural 
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Figure 7b : Bi-dimensional dominance of poverty difference between urban and rural 
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Table 10 : Decomposition of asset inequality by mortality groups 
Component  Absolute Contribution  Relative Contribution 
Intra-group 0.2138  0.6334 
Inter-group 0.0531  0.1572 
Residue 0.0707  0.2093 









No child death  0.3663  0.7332  0.1969  0.5834 
Child death   0.2372  0.2668  0.0169  0.05 
Total (Intra-Group)  0.6035  1  0.2138  0.6334 
Table 11. Decomposition of the probability of child survival by area of residence 
Component  Absolute Contribution  Relative Contribution 
Intra-group 0.1190  0.7561 
Inter-group 0.0088  0.0561 
Residue 0.0295  0.1878 









Rural areas  0.1632  0.843  0.116  0.737 
Urban areas  0.1220  0.157  0.003  0.0191 
Total (Intra-Group)  0.2851  1  0.119  0.7561 
Table 12 : Decomposition of the probability of child survival by region 
Component  Absolute Contribution  Relative Contribution
Intra-group 0.0249  0
Inter-group 0.0542  0







Absolute Contribution  Relat
Contrib
Nairobi 0.1094  0.0551  0.0003  0.0021 
Central 0.0713  0.1063  0.0008  0.0051 
Coast 0.1630  0.0844  0.0012  0.0074 
Eastern 0.1225  0.1772  0.0038  0.0244 
Nyanza 0.2346  0.1871  0.0082  0.0522 
Rift Valley  0.1137  0.2488  0.0070  0.0447 
Western 0.1782  0.1411  0.0035  0.0226 
Total (Intra-Group)  0.9927  1  0.0249  0.1585 
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Figure 8 : Absolute Lorenz curve for assets and absolute concentration curve for 
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Figure 10 : Absolute Concentration curves of the probability of child survival: Rural 
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Table 13. Weibull model estimates for under five mortality: Full sample 
  Model 1 Model 2 Model 3  Model 4 Model 5
No of women 15 -49 in household  0.9719 0.992 0.9862  0.9933 1.0003
   [0.85] [0.24] [0.42]  [0.20] [0.01]
Log asset index  0.7556 0.6464 0.7122  0.6439 0.6846
   [1.72]* [2.58]*** [2.05]**  [2.61]*** [1.90]*
Public tap  1.0064 1.0456 1.0134  1.0481 1.1535
   [0.08] [0.55] [0.16]  [0.58] [1.51]
Piped water in residence  1.0951 1.143 1.1047  1.144 1.2332
   [0.94] [1.36] [1.03]  [1.38] [1.82]*
Other water   1.0499 1.0539 1.0536  1.0556 1.0996
   [0.36] [0.39] [0.38]  [0.40] [0.62]
Well water  0.9919 1.0134 0.9937  1.0122 1.0856
   [0.14] [0.22] [0.11]  [0.20] [1.17]
Flush toilet  0.8831 0.9451 0.9014  0.9484 0.935
   [0.77] [0.35] [0.65]  [0.33] [0.36]
Other toilet  1.1578 1.1268 1.1492  1.1248 1.1216
   [2.21]** [1.80]* [2.09]**  [1.78]* [1.44]
Gender of child dummy:1=male  1.1352 1.1322 1.1332  1.1328 1.1266
   [3.29]*** [3.21]*** [3.24]***  [3.23]*** [2.56]**
Child is first birth  7.5068 9.854 9.9471  9.6712 8.3091
   [2.38]** [2.68]*** [2.72]***  [2.65]*** [2.05]**
Child is of multiple birth  3.0933 3.0783 3.1113  3.0736 2.8953
   [12.14]*** [11.92]*** [12.22]*** [11.93]*** [8.98]***
Mother is  primary graduate  0.6368 0.6472 0.6383  0.646 0.6307
   [4.95]*** [4.79]*** [4.93]***  [4.81]*** [4.22]***
Mother has secondary education or higher  0.5983 0.6098 0.5989  0.6082 0.5553
   [4.29]*** [4.13]*** [4.30]***  [4.16]*** [4.55]***
Mother's age at child's birth 0.8623 0.8636 0.8651  0.8626 0.8678 
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   [4.94]*** [4.92]*** [4.83]***  [4.94]*** [3.98]***
Mother's age at child's birth squared  1.0025 1.0024 1.0024  1.0024 1.0023
   [4.91]*** [4.71]*** [4.67]***  [4.73]*** [3.89]***
Mother's age/first-born interaction  0.8042 0.7828 0.7828  0.784 0.7925
   [2.87]*** [3.20]*** [3.25]***  [3.18]*** [2.53]**
Mother's age/first-born interaction squared  1.0051 1.0057 1.0057  1.0057 1.0056
   [3.00]*** [3.33]*** [3.39]***  [3.31]*** [2.73]***
Mother's height in cm  0.9908 0.9902 0.9908  0.9902 0.9888
   [2.86]*** [3.06]*** [2.88]***  [3.07]*** [2.87]***
Use of  modern contraception (cluster average)  0.3871 0.3816 0.3924  0.3818 0.3664
   [5.32]*** [5.40]*** [5.21]***  [5.39]*** [4.93]***
Nairobi   1.8747 1.8368 1.8458  1.8307 2.0217
   [3.56]*** [3.46]*** [3.47]***  [3.45]*** [3.39]***
Central 0.8806 0.889 0.8811  0.8888 1.0118
   [0.99] [0.92] [0.99]  [0.92] [0.08]
Coast 1.4531 1.4302 1.4374  1.4298 1.2883
   [3.86]*** [3.67]*** [3.77]***  [3.67]*** [2.29]**
Eastern 1.1592 1.1816 1.1556  1.1825 1.2046
   [1.71]* [1.95]* [1.67]*  [1.96]* [1.84]*
Nyanza 3.0044 3.0329 3.0041  3.0291 2.9272
   [13.50]*** [13.64]*** [13.36]*** [13.63]*** [11.64]***
Western 1.9934 2.0202 1.984  2.0207 2.0357
   [8.27]*** [8.62]*** [8.20]***  [8.64]*** [7.05]***
Time trend    0.4711       
     [1.94]*       
Time trend squared    1.0186       
     [1.91]*       
Time trend cubed    0.9999       
     [1.81]*       
Years between birth and survey  date     0.9728    
       [4.88]***    
Log GNP per capita         1.1199 1.0587
          [0.85] [0.29]
Log health expenditure per capita         1.1248 1.2129
          [0.80] [0.98]
Number of hospitals per 100,000         0.9828 1.0439
 population (provincial estimate         [1.33] [0.63]
Year/district ave, all vaccinations           0.8453
            [1.46]
Year/district ave, any professional birth attendant          0.6138
            [2.70]***
Year/district ave, any prenatal care           2.218
            [2.14]**
Year/district ave, tetanus toxoid           0.9608
            [0.11]
Observations 38733 38733 38733  38733 27035
Robust z statistics in brackets - * significant at 10%; ** significant at 5%; *** significant at 1%  
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Table 14 : Impact of water and sanitation on for under five mortality: Weibull model  
  Hazard Ratio  Robust 
Std. Err. 
z P>z 
Public tap  0.9401  0.0734  -0.79  0.429 
Piped water in residence  0.6669  0.0605  -4.47  0.000 
Other water   0.7683  0.0893  -2.27  0.023 
Well water  0.9545  0.0579  -0.77  0.443 
Flush toilet  0.7319  0.0853  -2.68  0.007 
Other toilet  1.4811  0.1011  5.75  0.000 
Observations   48772     
Table 15 : Weibull model estimates for under five mortality: Area of residence and 
gender of child 
   Rural Urban Boys   Girls
No of women 15 -49 in household  0.9996 1.1279 1.0074  1.0277
   [0.01] [1.69]* [0.16]  [0.56]
Log asset index  0.6632 1.0357 0.7161  0.8425
   [1.78]* [0.13] [1.36]  [0.73]
Public tap  1.0115 1.3045 0.9373  1.0665
   [0.09] [0.91] [0.48]  [0.48]
Piped water in residence  0.8596 1.3425 0.9924  0.8456
   [1.05] [0.86] [0.05]  [1.14]
Other water   0.8065 1.3453 0.9886  0.6652
   [1.29] [0.83] [0.07]  [1.89]*
Well water  1.0155 1.0206 1.0572  0.9552
   [0.19] [0.05] [0.60]  [0.41]
Flush toilet  1.1495 0.7697 0.8046  1.2759
   [0.34] [1.29] [1.01]  [0.99]
Other toilet  1.0621 1.3667 1.0424  1.1968
   [0.63] [1.27] [0.36]  [1.68]*
Gender of child dummy:1=male  1.0857 1.4246     
   [1.62] [2.95]***     
Child is first birth  25.8108 0.4103 3.5765  14.1714
   [2.99]*** [0.47] [0.90]  [2.07]**
Child is of multiple birth  2.8389 3.5378 2.7353  3.1516
   [8.03]*** [4.42]*** [6.67]***  [7.59]***
Mother is  primary graduate  0.7361 0.4836 0.6997  0.666
   [2.53]** [3.63]*** [2.66]***  [2.75]***
Mother has secondary education or higher  0.6706 0.3186 0.5558  0.5482
   [2.90]*** [5.09]*** [3.52]***  [3.48]***
Mother's age at child's birth  0.8643 0.9279 0.8857  0.8426
   [3.85]*** [0.75] [2.74]***  [3.57]***
Mother's age at child's birth squared  1.0024 1.0009 1.002  1.0028
   [3.77]*** [0.50] [2.71]***  [3.36]***
Mother's age/first-born interaction  0.7153 1.0093 0.8523  0.7649
   [3.43]*** [0.06] [1.30]  [2.37]**
Mother's age/first-born interaction squared  1.0078 1.0007 1.0041  1.0059
   [3.53]*** [0.22] [1.52]  [2.34]**
Mother's height in cm  0.995 1.0093 1.0008  0.9923 
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   [1.16] [0.92] [0.18]  [1.30]
Year/district ave, all vaccinations  0.4677 0.968 0.4932  0.5184
   [7.45]*** [0.14] [5.58]***  [4.93]***
Year/district ave, any professional birth attendant 0.6934 0.8233 0.7906  0.6396
   [2.17]** [0.52] [1.19]  [2.11]**
Year/district ave, any prenatal care  0.9604 0.5789 0.7502  1.2596
   [0.12] [0.56] [0.69]  [0.46]
Year/district ave, tetanus toxoid  3.1428 0.4143 3.2509  2.0057
   [3.15]*** [1.03] [2.29]**  [1.47]
Cluster ave, use of  modern contraception   0.2347 0.6531 0.2676  0.2675
   [5.21]*** [0.91] [4.73]***  [4.46]***
Rural     0.6978  1.0273
       [2.83]***  [0.18]
Observations 22272 4763 13541  13494
Robust z statistics in brackets   
* significant at 10%; ** significant at 5%; *** significant at 1%   
Table 16. Simulated reductions in childhood mortality rates in Kenya 








Increase household assets at present rate by 2015  2/1000 
(0.061)
 
All mothers complete primary education  4/1000 
(0.060)
 
Increase the proportion of mothers who complete 




Give all districts with below mean (%) birth assistance by a 




Give all clusters with below mean (%) use of modern 




Increase vaccination rates for all children to 100%  6/1000 
(0.060)
 
Total   35/1000 115/1000  77/1000
* Standard errors in parenthesis. 