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Abstract
The k-power domination problem is a problem in graph theory, which
has applications in many areas. However, it is hard to calculate the exact k-
power domination number since determining k-power domination number of
a generic graph is a NP-complete problem. We determine the exact k-power
domination number in two graphs which have the same number of vertices
and edges: pseudofractal scale-free web and Sierpin´ski gasket. The k-power
domination number becomes 1 for k ≥ 2 in the Sierpin´ski gasket, while the
k-power domination number increases at an exponential rate with regard to
the number of vertices in the pseudofractal scale-free web. The scale-free
property may account for the difference in the behavior of two graphs.
Keywords:
k-power domination number, pseudofractal scale-free web, Sierpin´ski graph
1. Introduction
Let V be the vertex set of a graph G. Dominating Set (DS) is inten-
sively studied in the graph theory. The basic problem is to find a subset D
of V so that each vertex v in V is in D or v is a neighbor of a vertex in D.
In this paper, we focus on a variant of DS problem: k−power Dominating
Set (k-PDS) problem. This problem is motivated by the need to decide the
minimum number of phase measurement units(PMU) necessary to monitor
an electric power network [8]. k-PDS problem is different from DS problem
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by having additional propagation originating from Kirschoff laws.
The open neighborhood of a vertex v, denoted as N(v) is a set of vertices
incident to v. The closed neighborhood of a vertex v is N [v] = N(v) ∪ {v}.
The open neighborhood (respectively closed neighborhood) of D, denoted
as N(D)(respectively N [D]) is the union of open neighborhood(respectively
closed neighborhood) of elements in D.
Denote M(D) as the set of vertices that are k-power dominated by D,
which is obtained algorithmically as follows, see [4, 5, 7, 11]:
1. Initialize M(D) = N [D];
2. (propagation) if a vertex v is in M(D), and at most k of its neighbors
are not in M(D), then all the neighbors of v are inserted into M(D).
3. If no new vertex can be located in the step 2 for inclusion, stop.
Otherwise, go to step 2.
In other words, in the step 1, M(D) initially contains closed neighbor-
hoods of elements of D. Then in the step 2, M(D) is iteratively enlarged by
adding all vertices w ∈ V which are incident to a vertex v that has at most
k neighbors not in M(D). The step 2 is continued until there is no vertex
can be added to M(D). Then we have the set, M(D), k-power dominated
by D. D is called a k-power domination set of G if M(D) = V. The k-power
domination number of G is the minimum cardinality among k-power domi-
nation sets of G.
The formal definition of k-power dominating set is as follows:
Definition 1.1. Let k be a nonnegative integer. Let D be a subset of vertex
set V of G. Then the sets (P iG,k(D)) that are k-power dominated by S at
step i, for i ∈ {0, 1, 2, ...}, are defined as follows:
P0G,k(D) = NG[D], ( domination )
Pi+1G,k (S) = ∪
{
NG[v] : v ∈ P
i
G,k(S),
∣∣∣NG[v]\PiG,k(S)
∣∣∣ ≤ k
}
( propagation )
Note that P iG,k ⊂ P
i+1
G,k . Suppose vertex set V of G only has finite el-
ements, there exists an integer i0 such that P
j
G,k = P
i0
G,k. for j ≥ i0. Set
P∞G,k = P
i0
G,k.
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The k-power Dominating Set problem has received considerable atten-
tion. A quantity of previous works focused on k-power domination number
on various media. It is pointed out that the problem is difficult, since it
is a NP-complete problem even when it is restricted to bipartite graphs
or chordal graphs, according to [8]. Efficient algorithms for finding mini-
mum k-power dominating sets have been developed for hypertrees [3] and
Circular-Arc Graphs [10]. Exact k-power domination numbers are deter-
mined in some products of paths [4] and some interconnection networks
[12]. Bounds of k-power domination number are obtained in hypertrees [3],
Cartesian products of graphs and Petersen graphs [2] and some products
of paths [4]. In addition, scale-free phenomenon, which means that de-
gree of vertices follows a power-law distribution: P (k) ∼ k−γ , is found in
many real world problems, such as earthquake [1] and stock price changes
[9]. However, so far there is no work relating scale-free networks with k-PDS.
The omnipresence of power-law phenomenon in real world problems
makes it fascinating to find the relation between the power-domination num-
ber and scale-free behavior, because this may lead to some applications of
the k-power domination problem. Since it is difficult to determine the exact
k-power domination number of a generic graph, it is intriguing to determine
k-power domination number of some special graphs.
In this paper, we focus on the k-power domination number in a scale-free
graph, called pseudofractal scale-free web [6] [13], and the Sierpin´ski gasket
with the same number of vertices and edges. We choose these two graphs
to study the dependence of k-power domination property on the scale-free
behavior. We determine the exact number of k-power domination number
in the pseudofracal scale-free web and Sierpin´ski gasket. In the pseudofracal
scale-free web, the k-power domination number increases as an exponential
function of the vertices number, while in Sierpin´ski gasket, the k-power dom-
inating number is 1 for k ≥ 2. The difference between k-power domination
numbers of these graphs lies in their distinct architecture: pseudofractal
scale-free web is scale-free while Sierpin´ski gasket is not.
2. k-power domination in pseudofractal scale-free web
In this section, we determine the k-power domination number in the
pseudofractal scale-free web for every positive integer k.
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Figure 1: The first three generations of the scale-free network.
2.1. Network construction and properties
We construct the pseudofractal scale-free web by induction. Denote
Gg, g ≥ 1, as the g-generation network. Define G1 as a triangle with three
vertices and three edges. Suppose Gg is constructed, then Gg+1 is constructed
by adding a vertex linked to both end vertices of every existent edge. Fig. 1
shows the first three generations of the scale-free network.
The construction of the network shows the prominent properties ob-
served in various real-life systems. First, the pseudofractal scale-free web
is scale-free, because the degree distribution of its vertices obeys a power
law form P (n) ∼ n1+
ln3
ln2 . Besides, it reveals the small-world effect, since its
average distance goes up logarithmically with the number of vertices and
when the average clustering converges, it converges to a constant.
Self-similarity is another fascinating property of the scale-free web. This
is a pervasive property in the realistic network. We define the initial three
vertices as hub vertices, denoted as Ag, Bg, and Cg, respectively. We show
this property of the scale-free web by giving another construction method.
Given the gth generation network Gg, Gg+1 can be obtained by merging three
copies of Gg at their hub vertices.
Let Gθg , θ = 1, 2, 3, be three copies of Gg, the hub vertices of which are
represented by Aθg, B
θ
g , and C
θ
g , respectively. Then, Gg+1 can be obtained by
joining Gθg , with A
1
g (resp. C
1
g , A
2
g) and B
3
g (resp. B
2
g , C
3
g ) being identified
as the hub vertex Ag+1 (resp. Bg+1, Cg+1) in Gg+1.
2.2. K-power domination number of pseudofractal scale-free web
First we determine the k-power domination number in an easy case. To
do that we define a condition about k-power dominating sets of pseudofractal
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Figure 2: The illustration of a 3-power domination set in G3 that satisfies the condition 1.
scale-free web, because when we use the mathematical induction to deter-
mine the k-power domination number, a subset of V (Gθg ) that corresponds
to a k-power domination set of Gg may not still k-power dominates G
θ
g in
Gg+1, which is a result of the fact that the degrees of two of hub vertices of
Gθg in Gg+1 will be bigger than those of Gg, so we set one of these hub vertices
as a k-power domination set in the definition of condition 1 and we don’t
use the other hub vertex to monitor its neighborhood in the propagation
steps. Thus the k-power dominating set of Gg in the condition 1 will still
k-power dominates Gθg in Gg+1.
Definition 2.1. A k-power dominating set S of Gg satisfies the condition 1
if there exists a sequence of subsets {Di}
∞
i=1 of V(Gg) satisfying the following
conditions:
(1)P (D1) = NGg [D1]. P (Di) = Di∪{NGg [v] : v 6= Cg, v ∈ Di, |NG [v]\Di| ≤
k} for i ≥ 2. We have Di ⊂ Di+1 ⊂ P (Di),
(2)D1 = S = {Ag},
(3)There exists i so that Di = V (Gg).
Remark: a k-power domination set S is also said to satisfy the condition
1 if Ag and Cg in the definition above are substituted by any two different
vertices among Ag, Bg and Cg. Fig. 2 shows a 3-power domination set in G3
that satisfies the condition 1
Lemma 2.2. If integers k and g satisfy k ≥ 2g−1 − 1, g ≥ 1, then the k-
power domination number of Gg is 1. To be more specific, P
∞
Gg ,k
({An}) =
V (Gg)
Proof. It suffices to prove that there exists a k-power dominating set S
of Gg satisfying the condition 1 for k ≥ 2
g−1 − 1 by induction on g. When
g = 1, we can verify the assertion by hand. Thus the basis step holds im-
mediately. Then suppose the assertion holds for g = t, t ≥ 1, k ≥ 2t − 1.
Because At+1 coincides with A
1
t and B
3
t and k ≥ 2
t − 1 ≥ 2t−1 − 1, us-
ing the assertion for g = t we have that {At+1} satisfies the condition 1 in
5
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Figure 3: The first three generations of Ig.
G1t . Because A
1
t and C
1
t are the only vertices in G
1
t that have bigger de-
grees than the corresponding vertices of Gt and the neighbors of A
1
t+1 are
monitored by A1t+1, according to the definition of the condition 1, we have
that V (G1t ) ⊂ P
∞
Gt+1,k
({At+1}). For the same reason, we have that V (G
3
t ) ⊂
P∞
Gt+1,k
({At+1}) Thus we have that V (G
1
t )∪V (G
3
t ) ⊂ P
∞
Gt+1,k
({At+1}). Since
({Bt+1, Ct+1} ∪ V (G
1
t ) ∪ V (G
3
t )) ⊂ P
∞
Gt+1,k
({At+1}) and |N(Bt+1)| = 2
t+1,
we have that |N(Bt+1) \ P
∞
Gt+1,k
({At+1})| ≤ 2
t − 1. Because k ≥ 2t − 1
by hypothesis, N(Bt+1) ⊂ P
∞
Gt,k
(At+1). Then like what we have discussed
before about At+1 in G
1
t , we have V (G
2
t ) = P
∞
G2t ,k
(B2t ) ⊂ P
∞
Gt+1,k
(At+1). Then
we have proved that P∞Gt+1,k({At+1}) = V (Gt+1) holds for g = t+ 1.
This concludes the proof of the lemma. ✷
Next we determine the k-power domination number of the pseudofractal
scale-free web in a general case. To do this, we first define a new sequence
of graphs. Then we use the vertex cover number of this sequence of graphs
to determine the k-power domination number of the pseudofractal scale-free
web.
Definition 2.3. Let I1 denote the graph with two vertices linked by an edge.
Let Ig denote the (g−1)-generation network Gg−1 for g ≥ 2. Fig. 3 illustrates
I1, I2 and I3.
For any g ≥ n, Gg can be obtained by merging 3
g−n replicas of Gn,
Gθn, θ = 1, 2, 3, ..., 3
g−n at their hub vertices, see Fig. 4
Next We prove that the vertex cover number of Ig gives the k-power
domination number of pseudofractal scale-free web.
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Figure 4: The illustration of the constuction of Gg with replicas of Gk, k ≤ g.
Lemma 2.4. Let φg be the vertex cover number of Ig. Let γP,k(Gg) be the
k-power domination number of Gg. If integers g, k and n satisfy g ≥ n and
2n − 2 ≥ k ≥ 2n−1 − 1, we have γP,k(Gg) = φg−n+1.
Proof. Gg can be constructed by making 3
g−n replicas of Gg and merging
them at their hub vertices.
For every θ0, there are two vertices of G
θ0
n whose neighborhoods include
some vertices that are not in Gθ0n and the degrees of these two vertices are at
least 2n+1. Then every vertex in [
⋃θ0−1
θ=1 V (G
θ
n)] ∪ [
⋃3g−n
θ=θ0+1
V (Gθn)] has zero
or at least 2n − 1 adjacent vertices that are in V (Gn+1) \ [
⋃θ0−1
θ=1 V (G
θ
n)] ∪
[
⋃3g−n
θ=θ0+1
V (GθN )]). Since 2
n − 2 ≤ k ≤ 2n−1 − 1, if S ∩ Gθn = ∅, then
P∞Gg,k(S) ∩ {V (Gg) \ [
θ0−1⋃
θ=1
V (Gθn)] ∪ [
3g−n⋃
θ=θ0+1
V (Gθn)]} = ∅. (1)
So if S is a k-power domination set of Gg, then S ∩ V (G
θ0
n ) 6= ∅. Accord-
ing to the Lemma 2.2 , γ∞P,k(G
θ0
n ) = 1. So there is only one vertex in
S ∩ V (Gθ0n ). If the vertex v
θ0
n in S ∩ V (G
θ0
n ) is not one of the hub ver-
tices that is in V (Gθ0n ) ∩ V (G
θ1
n ) for some θ1. We can substitute v
θ0
n with
one of such hub vertices. The new set is also a k-power domination set
of Gg. Through the above procedure, we can obtain a dominating set S’,
each of whose vertices is in V (Gθ1n ) ∩ V (G
θ2
n ) for some θ1 and θ2. Since
{V (Gθ1n ) ∩ V (G
θ2
n ) : 1 ≤ θ1 < θ2 ≤ 3
g−n} and the edges between these ver-
tices constitute the graph Ig−n+1, so we can see that γP,k(Gg) = φg−n+1 ✷
In order to determine φg, we define some intermediate quantities. As is
shown above, there are three hub vertices in Ig for g ≥ 2. According to the
definition of the vertex cover, any vertex cover must contain at least two
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hub vertices. Then all vertex covers of the Ig can be sorted into two classes:
D1g , D
2
g , where D
k
g , k = 1, 2, represent those vertex covers, each of which
includes exactly k + 1 hub vertices. Let γkg be the minimum cardinalitry
among all the elements in the Dkg . Let Θ
k
g be a element in the D
k
g that has
the minimum cardinality.
Lemma 2.5. The vertex cover number of φg, g ≥ 2, is φg = min{γ
1
g , γ
2
g}.
After reducing the problem of determining φg to computing γ
1
g , γ
2
g , next
we evaluate γ1g andγ
2
g using the fact that the network is self-similar.
Lemma 2.6. For two successive generation networks Ig and Ig+1,g ≥ 2,
γ1
g+1 = min{3γ
1
g
− 2, 2γ1
g
+ γ2
g
− 3}, (2)
γ2
g+1 = min{γ
1
g
+ 2γ2
g
− 3, 3γ2
g
− 3}, (3)
Proof. We prove the lemma graphically, see Fig. 5. Note that Ig+1 is
composed of three copies Iθg , θ = 1, 2, 3 of Ig. By definition, two of the three
hub vertices of Ig+1 are in Θ
1
g+1. So those corresponding vertices of I
θ
g are in
those corresponding vertex covers. Thus we can construct Θ1g+1 from Θ
1
g,Θ
2
g
by considering whether the other three hub vertices of Iθg are in Θ
1
g+1 or not,
we obtain Eq. (2). For Eq. (3), we can prove it similarly. ✷
Lemma 2.7. For network Ig, g ≥ 3, γ
1
g ≥ γ
2
g .
Proof. We prove this lemma by mathematical induction on g. For g = 3,
we can obtain γ13 = 4, γ
2
3 = 3 by hand. Thus the basis step holds immedi-
ately. Assuming that the lemma holds for g = t, t ≥ 3. Then, from Eq. (2),
we have γ1g+1 = min{3γ
1
g − 2, 2γ
1
g + γ
2
g − 2}. By induction hypothesis, we
have
γ1g+1 = 2γ
1
g + γ
2
g − 2. (4)
Analogously, we can obtain the following relations:
γ2g+1 = 3γ
2
g − 3. (5)
Using the induction hypothesis again, we have γ1g+1 ≥ γ
2
g+1. Therefore, the
lemma is true for g=t+1. This concludes the proof of the lemma. ✷
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(a) (b)
(c) (d)
Figure 5: Illustrations of all possible constructions of Θ1g+1 and Θ
2
g+1. Only the hub
vertices of Ig are shown. Open vertices are not in the dominating sets. Solid vertices are
in the dominating sets
9
Theorem 2.8. The k-power domination number of Gg, is
γP,k(Gg) =


3g−n−1 + 3
2
, g ≥ n+ 1
1 , g ≤ n
, where the integer n is a function of k:
n = [1 + log2(k + 1)] (6)
Proof. According to the Lemma2.7, γ1g > γ
2
g , g ≥ 3. Using the Eq.2,
we obtain
φg+1 = γ
2
g+1 = min{2γ
1
g + γ
2
g − 2, 3γ
2
g − 3} = 3γ
2
g − 3 = 3φg − 2. (7)
Since the φ3 = γ
2
3 = 6, we get
φg =
3g−1 + 3
2
, g ≥ 3. (8)
For g = 1, 2, we obtain φ1 = 1, φ2 = 2 and φ3 = 3 by hand. For g ≤
n, γP,k(Gg) = 1, because P
∞
Gg ,k
({Ag}) = Gg by Lemma 2.2. Using the Lemma
2.4 we yield
γP,k(Gg) = φg−n+1 =
3g−n−1 + 3
2
, (9)
which completes the proof of the theorem. ✷
3. K-power domination number of Sierpin´ski graph
Sierpin´ski graph is an important graph in the graph theory. Although
the domination number, the independence number and the number of max-
imum independent sets of Sierpin´ski graph have been determined, the k-
power domination number in the Sierpin´ski graph is still unknown. Next
we determine the k-power domination number in the Sierpin´ski graph, and
compare the result with that of the above-studied scale-free network, trying
to reveal the effect of scale-free property on the k-power domination number.
3.1. Construction of Sierpin´ski graph
The Sierpin´ski graph can be constructed in an iterative way. The first
generation of Sierpin´ski graph, denoted as S1, is a triangle containing three
vertices and edges. Suppose the (g − 1)-generation of Sierpin´ski graph is
defined, the g-generation of Sierpin´ski graph is obtained by making three
10
Figure 6: The iteration process for the Sierpin´ski graph.
replicas of Sg−1, denoted as S
θ
g−1, θ = 1, 2, 3, and merging these replicas at
their outmost vertices which are the three vertices in the Sierpin´ski graph
with degree two. We denote the outmost vertices used above as follows: let
Aθg, B
θ
g , and C
θ
g be the outmost vertices of S
θ
g . In the iterative step, A
1
g,
B2g , and C
3
g become the outmost vertices Ag+1, Bg+1 and Cg+1 of Sg+1, see
Fig. 6.
By calculation, the vertices and edges of the Sierpin´ski graph are exactly
the same as the pseudofractal scale-free web, which are Ng = (3
g+3)/2 and
Eg = 3
g+1, respectively.
3.2. K-power domination number
Because degrees of vertices in Sg are 2 or 4, γP,k(Sg) = 1 hold for k ≥ 4.
Next we calculate γP,k(Sg) for k = 1, 2, 3.
Theorem 3.1. For k = 2, 3, γP,k(Sg) = 1
Proof. First we calculate γP,2(Sg). If γP,2(Sg) = 1, note that γP,3(Sg) ≤
γP,2(Sg) and γP,3(Sg) is a positive integer, we have that γP,3(Sg) = 1. In
the graph, we put the outmost vertex Ag in the upmost position of the
graph, see Fig. 7. The vertices of Sg can be classified into 2
g−1 + 1 classes:
H ig, 1 ≤ i ≤ 2
g−1 + 1, which consists of the vertices in the ith row of the
11
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Bn Cn
H1
n
H2
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H2
n−1
n
H2
n−1+1
n
Figure 7: Illustration of Hig, 1 ≤ i ≤ 2
g−1 + 1.
graph following the direction from up to down. We denote Rng as
⋃n
i=1H
i
g.
It is obvious that P 0Sg,2({Ag}) = R
2
g. Next we prove that P
n
Sg,2
({Ag}) =
Rn+2g holds for 0 ≤ n ≤ 2
g−1 − 1 by induction on n. The basis step holds
immediately, as is shown above. Suppose the assertion holds for n = t,
according to the procedure of constructing Sg, there are at most two vertices
in N(v) \ (V (Sg) \R
t+2
g ) for any v in H
t+2
g . So we have
P t+1
Sg,2
({Ag}) = R
t+3
g . (10)
Therefore, PnSg ,2({Ag}) = R
n+2
g is true for n = t + 1. This concludes the
proof of the lemma. ✷
Next, we will calculate γP,k(Sg) for k = 1.
Lemma 3.2. The 1-power domination number for Sg, g ≥ 2, satisfies
γP,1(Sg) ≥
3g−2+1
2
.
Proof. In fact, we can join 3g−2 copies, Sθ2 , 1 ≤ θ ≤ 3
g−2, g ≥ 2 of S2 at
their outmost vertices to get Sg Since the degrees of the outmost vertices of
S2 are 2 and S is a 1-power dominating set of Sg, we must have S
θ
2 ∩ S 6= ∅.
According to the construction of Sg, any vertex of Sg can’t be shared by
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more than two replicas of S2. Then we can evaluate the lower bound of
γP,1(Sg):
γP,1(Sg) ≥
3g−2 + 1
2
. (11)
✷
Next we define the condition 2 and condition 3. A subset of V (Sg) that
satisfies the condition 3 is a 1-power domination set. A subset of V (Sg)
that satisfies the condition 2 is not a 1-power domination set, but it helps
to construct a 1-power domination set in Sg+1.
Definition 3.3. A subset S of V (Sg) satisfies the condition 2 if it satisfies
the following condition:
(1)The cardinality of S is 3
g−2+1
2
,
(2)If we remove P∞Sg,1(S) and the edges linked to these vertices, the graph
left forms a path tree that starts from one outmost vertex and ends at another
outmost vertex,
(3)The outmost vertex that is not in the path tree mentioned in (2) is in
S.
Fig. 8 shows a set satisfies the condition 2 and the path tree corresponds
to it which is mentioned in the definition of condition 2. Note that if we see
Sn as a component of Sg for g > n and let S be a 1-power domination set of
Sg, then S ∩ V (Sn) satisfies the conditions in the Definition 3.3. If P
∞
Sg,1
(S)
contains a vertex in the path tree (defined in the Definition 3.3), then all
the vertices in the path tree will be in the P∞Sg,1(S) considering the degree
of every vertex in the path tree.
Definition 3.4. A subset S of V (Sg) satisfies the condition 3, if S satisfies
the following conditions:
(1)The cardinality of S is 3
g−2+1
2
,
(2)S satisfies P∞Sg ,1(S) = Sg,
(3)Three outmost vertices of Sg are not in S.
Fig. 8 shows a set that satisfies the condition 3.
Lemma 3.5. There exist subsets Θ1g,Θ
2
g of V (Sg) for g ≥ 3. Θ
1
g Satisfies
the condition 2 and Θ2g satisfies the condition 3.
Proof. We prove the lemma by induction on g. The lemma holds im-
mediately for g = 3, see Fig. 8, so the basis step holds immediately. Suppose
13
(a) (b) (c)
Figure 8: In (a), the set consists of solid points is a set that satisfies the condition 2.
In (b), the set consists of open points constructs a path tree that is mentioned in the
definition of condition 2. In (c), the set consists of solid points is a set that satisfies the
condition 3.
the lemma holds for g = t. As is shown above, we can join three replicas of
St, S
θ
t , θ = 1, 2, 3, at their outmost vertices to get St+1. In the process, we
join B1t and A
2
t together and join B
3
t and C
2
t together and join C
1
t and A
3
t
together. By induction, we can find a set S1 in S1t that satisfies the condi-
tion 3. We can also find a set S2 in S2t that satisfies the condition 2 whose
path tree links A2t and B
2
t . We can also find a set S
3 in S3t , that satisfies
the condition 2 whose path tree links A3t and C
3
t . We merge S
θ, θ = 1, 2, 3,
together to get Θ2t+1, a subset of V (St+1).
Next we prove that Θ2t+1 satisfies the condition 3. Because C
2
t (resp.B
3
t )
is in the S2(resp.S3) and we merge C2t and B
3
t together, we have
|Θ2t+1| = 3(
3t−2 + 1
2
)− 1 =
3t−1 + 1
2
, (12)
so Θ2t+1 satisfies (1). Note that the path tree has the property: if one vertex
of the path tree is in the P∞St+1,1(S), then all the vertices of the path tree are
in the P∞St+1,1(S). Because B
1
t ∈ P
∞
S1t ,1
(S1) ⊂ P∞St+1,1(Θ
2
t+1), we have that all
the vertices of the path tree of S2t are in the P
∞
St+1,1
(Θ2t+1) using the property
of the path tree, so we get
V (S2t ) ⊂ P
∞
St+1,1
(Θ2t+1). (13)
We can also get
V (S3t ) ⊂ P
∞
St+1,1
(Θ2t+1) (14)
for the same reason. So we have that
V (St+1) = P
∞
St+1,1
(Θ2t+1), (15)
which means that Θ2t+1 satisfies (2). Since A
1
t is not in the V (S
1
t ), B
2
t is
not in the V (S2t ) and C
3
t is not in the V (S
3
t ), then three outmost vertices
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of St+1 are not in Θ
2
t . Then Θ
2
t+1 satisfies (3). In a word, Θ
2
t+1 satisfies the
condition 3.
Next we construct a set that satisfies the condition 2. By induction,
we can find T 1 ⊂ V (S1t ) whose path tree links B
1
t and C
1
t . We can find
T 2 ⊂ V (S2t ) whose path tree links A
2
t and B
2
t . We can also find T
3 ⊂ V (S3t )
whose path tree links A3t and C
3
t . We merge T
θ, θ = 1, 2, 3, to get Θ1t+1. It
is easy to verify that
|Θ1t+1| = 3(
3t−2 + 1
2
)− 1 =
3t−1 + 1
2
, (16)
which means Θ1t+1 satisfies (1). When the vertices of P
∞
St+1,1
(Θ1t+1) and the
edges linked to these vertices are removed from St+1, the graph left forms a
path tree linking Bt+1(which coincides with C
3
t ) and Ct+1(which coincides
with C3t ) which means Θ
1
t+1 satisfies (2). The fact that Θ
1
t+1 satisfies (3) is
obvious. So the lemma is true for g = t+1. This concludes the proof of the
lemma. ✷
Theorem 3.6. The k-power domination number of Sg is
γP,k(Sg) =


3g−2 + 1
2
, g ≥ 2, k = 1
1, g = 1, k = 1
1, k ≥ 2
.
Proof. According to the Lemma 3.5, for any g ≥ 3, there exists a subset
Θ2g of V (Sg), which satisfies the condition 3. According to the definition,
Θ2g is a 1-power dominating set of Sg. So we have
γP,1(Sg) ≤
3g−1 + 1
2
, g ≥ 3. (17)
Using the Lemma 3.2, we can get
γP,1(Sg) =
3g−1 + 1
2
, g ≥ 3. (18)
We can obtain γP,1(S1) = 1 and γP,1(S2) = 1 by hand. We have shown
above in the Theorem 3.1 that
γP,k(Sg) = 1, k ≥ 2. (19)
This concludes the proof of the theorem. ✷
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4. Comparison and analysis
In this paper, we determine the k-power domination number of two
graphs of the same number of vertices and edges: pseudofractal scale-free
web and the Sierpin´ski gasket. For k = 1, the k-power domiantion num-
ber of the pseudofractal scale-free web and the Sierpin´ski graph are similar,
both growing at an exponential rate with respect to the number of vertices.
However, for k ≥ 2, the k-power domination number of the Sierpin´ski graph
of all generations is 1. On the contrary, as the number of generation gets
bigger, the k-power domination number of the pseudofractal scale-free web
is 1 at first, but grows at an exponential rate with respect to the number
of vertices later on. We maintain that difference in the behavior of k-power
domination numbers can be attributed to the structual distinction between
the two graphs.
For k = 1, since any vertex in the pseudofractal scale-free web has a de-
gree strictly bigger than 1, any given vertex in the graph can only 1-power
dominate a small part of the graph. As a result, as the number of ver-
tices increases, we need more vertices to 1-power dominate the whole graph.
Moreover, the 1-power domination number of the (g + 1)-generation of the
graph is almost three times that of the g-generation of the graph since the
(g+1)-generation of the graph can be constructed by merging three replicas
of the g-generation of the graph. The 1-power domination number of the
Sierpin´ski graph can also be explained like above.
For k ≥ 2, note that the degrees of vertices in all generations of the
Sierpin´ski graph are uniformly bounded, while the degree distribution of
vertices of the pseudofractal scale-free web obeys a power law form P (g) ∼
g1+
ln3
ln2 . When there are more vertices with big degrees, it is more likely that
the propagation in the definition of k-power domination set will end at these
vertices since we can only include the neighbors of an vertex if few of its
neighbors are not k-power dominated and this is hard to be achieved if it has
a lot of neighbors. As a result, we need more vertices to k-power dominate
the whole graph, which accounts for the phenomena that as the number of
vertices grows, the k-power domination number of the pseudofractal scale-
free web grows at an exponential rate in the end.
Although we only determine the k-power domination number in a scale-
free network. It is natural to believe that k-power domination number of
other scale-free graphs have behaviors similar to the pseudofractal scale-free
16
web.
5. Conclusions
In conclusion, the difference in the k-power domincation number in these
two graphs indicates the heterogeneity of the pseudofractal scale-free web
and the homogeneity of the Sierpin´ski graph.
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