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Zusammenfassung
In dieser Dissertation werden Satellitenschweredaten zusammen mit seis-
mischen Befunden dazu verwendet, Inversionsrechnungen zur antarkti-
schen Mohotiefe durchzuführen. Die Ergebnisse deuten auf einen signi-
fikant geringeren Dichteunterschied zwischen Kruste und Mantel unter-
halb der Ostantarktis gegenüber der Westantarktis hin. Darauf aufbau-
end werden zwei konträre Szenarien zur Mohotiefe mithilfe integrierter,
geophysikalisch-petrologischer 2D-Modellierverfahren entlang eines rela-
tiv gut untersuchten Profils analysiert. Trotz der gekoppelten Einbezie-
hung mehrerer geophysikalischer Größen konnte auf diesemWege jedoch
kein eindeutiges Ergebnis erzielt werden. Stattdessen sind umfangreiche,
dreidimensionale Modellierungen erforderlich.
Unter Verwendung von Schweregradientendaten aus Satellitenmessungen
wird in der vorliegenden Arbeit ein 3D-Modell der antarktischen Litho-
sphäre und des sublithosphärischen Mantels erstellt, das in sich thermo-
dynamisch konsistent ist. Eine neue Tiefenkarte der Moho-Diskontinuität
wird vorgelegt, die mit unabhängig gewonnenen seismischen Ergebnissen
im Einklang steht und zahlreiche Details in bislang kaum erforschten Ge-
bieten der Ostantarktis aufweist. Die modellierte Tiefe der Lithosphären-
basis bestätigt frühere Studien hinsichtlich des starken Kontrasts zwischen
Westantarktika (<100 km) und Ostantarktika (bis zu 260 km).
Aus dem modellierten Temperaturfeld werden Mantelviskositäten abge-
leitet, die ihrerseits Eingang in ein GIA-Modell finden. Der Vergleich mit
GPS-Messungen gegenwärtiger Landhebungsraten lässt auf relativ nied-
rige Viskositätswerte schließen, die der Rheologie trockenen Mantelmate-
rials entsprechen. Abschließend wird der Krustenbereich des Dichtemo-
dells mit aerogravimetrischen Messdaten abgeglichen. Aus dem kurzwel-
ligen Signalanteil werden Dichtevariationen innerhalb der Oberkruste in-
vertiert, um das Lithosphärenmodell auf regionaler Skala nachbessern zu
können. Anhand dieser Beispiele sollen dieMöglichkeiten des vorgelegten




In this thesis, satellite gravity data are combined with seismic findings
to invert for the Moho depth of Antarctica. The results suggest a signifi-
cantly lower density contrast between crust and mantle underneath East
Antarctica compared to West Antarctica. Accounting for that, combined
geophysical-petrological modelling of the lithosphere in 2-D is conducted
along a well studied profile to test different Moho depth scenarios. How-
ever, even though multiple geophysical observables are considered in an
integrated manner, neither of the competing scenarios can be validated or
refutedwith this approach. This demonstrates the need for comprehensive
modelling in 3-D.
By utilizing satellite gravity gradient data in a thermodynamically self-
consistent framework, this dissertation establishes a 3-D model of the Ant-
arctic lithosphere and sublithospheric upper mantle. A new Moho depth
map of the continent is derived that is in good agreement with indepen-
dent seismic estimates. It also exhibits detailed variations for so far scarcely
explored areas. Total lithospheric thickness values of the presented model
confirm the marked contrast between West Antarctica (<100 km) and East
Antarctica (up to 260 km).
The inferred deep thermal field is used to estimate 3-D viscosities of the
mantle for GIA modelling. Coupled with present-day uplift rates from
GPS, the relatively low viscosity values suggest a bulk dry upper mantle
rheology. Finally, the crustal part of the 3-D density model is tested against
recent airborne gravimetric data. The short-wavelength residual signal is
inverted for near-surface density variations within the crust with the aim
to refine the continental lithospheric model on a regional scale. These two
applications demonstrate the potential of the presented model for further
regional and continental-scale studies of Antarctica.
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Chapter 1
Introduction
1.1. Motivation and State of Knowledge
Antarctica is often referred to as the “frozen continent”. This is not only true for the
vast ice sheets, which cover more than 99% of its land surface and are up to 4.5 km
thick (Burton-Johnson et al., 2016; Fretwell et al., 2013). The term also applies to the
geodynamic situation: Antarctica’s location on Earth has been extraordinarily stable
since ~75 Ma (e.g. Torsvik et al., 2007).
In the context of global climate change and melting ice sheets, south polar sciences
have attracted increasing attention by the public, for the Antarctic is a key region re-
garding potential sea level rise. Though rarely mentioned in this connection, knowl-
edge about the sub-ice structure of the continent is of fundamental importance for reli-
ably estimating the potential loss of ice mass (Frederikse et al., 2019; King et al., 2012).
The general principles of the solid Earth response to ice mass changes, i.e. glacial
isostatic adjustment (GIA), are well understood and numerously studied in Antarc-
tica (e.g. van der Wal et al., 2015; Whitehouse et al., 2012). In order to quantify past
and future extents of deglaciation, however, robust Earth models are required (e.g.
Nield et al., 2018). Despite recent efforts (e.g. Haeger et al., 2019; An et al., 2015a), the
current knowledge is particularly poor regarding geophysical properties like density
and temperature of the crust and upper mantle in Antarctica. Both of these parame-
ters have a determining influence on the upper mantle viscosity, which itself is of key
interest for GIA modelling. While earlier studies have commonly assumed a laterally
homogeneous viscosity structure of the Earth, lately the necessity to account for 3-D
variations has become more and more recognized (e.g. Nield et al., 2018; van der Wal
et al., 2015; A et al., 2013; Kaufmann et al., 2005). This is especially vital in the case
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of Antarctica with its spatially variable lithospheric thickness (e.g. An et al., 2015a).
Even though seismological models are typically used to infer 3-D mantle tempera-
tures and thereby viscosities (e.g. Nield et al., 2018; O’Donnell et al., 2017), the uncer-
tainties arising from the conversion of seismic velocities are high, and the results are
not always consistent with findings derived from other geophysical methods. Com-
prehensive approaches to jointly model multiple properties of the lithosphere and
sublithospheric upper mantle have the potential to reduce the ambiguities associated
with the individual geophysical observables (Fullea et al., 2012). Applying such a
technique to Antarctica can help to better constrain the temperature and density dis-
tribution in the subsurface and thus lead to more robust quantifications of GIA pro-
cesses.
Furthermore, many questions concerning the geological architecture remain open for
large parts of Antarctica. For instance, it is still unclear where major tectonic bound-
aries extend in the interior of the East Antarctic Craton (e.g. Stål et al., 2019; Harley
et al., 2013; Boger, 2011; Fitzsimons, 2000), such as the Pan-African suture (~550–500
Ma), which is related to the assembly of the supercontinent Gondwana (Torsvik and
Cocks, 2016; Cawood and Buchan, 2007). Expanding and consolidating the knowl-
edge about the inner structure of Antarctica is therefore crucial for reconstructing
Earth’s geodynamic history (e.g. Harley et al., 2013). Since the whole continent is
covered by a thick ice sheet, bedrock is not directly accessible in most places. Thus,
geophysical methods are indispensable in exploring the sub-ice structure. A number
of seismological studies have been published in recent years that investigate specific
regions such as West Antarctica and the Transantarctic Mountains (e.g. O’Donnell
et al., 2019, 2017; White-Gaynor et al., 2019; Shen et al., 2018, 2017; Graw and Hansen,
2017; Hansen et al., 2016; Lloyd et al., 2015) or Antarctica as awhole (e.g. Heeszel et al.,
2016; Ramirez et al., 2016; An et al., 2015b; Hansen et al., 2014). They provided valu-
able new insights into the tectonic configuration of the continent. However, the harsh
environment makes seismic experiments challenging. Large gaps exist in the station
coverage, and ice reverberations may complicate the interpretation of measured data
(Hansen et al., 2009).
Geophysical potential field methods, on the other hand, are inherently non-unique
and need additional constraints, though they can provide important information com-
plementary to seismic findings. Considerable progress has been made during recent
years in both airborne and satellite-based gravity field observations over Antarctica
(e.g. Zingerle et al., 2019; Forsberg et al., 2018; Scheinert et al., 2016; Aitken et al.,
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2014; Riedel et al., 2012; Ferraccioli et al., 2011). In particular, satellite data are well
suited to overcome the remoteness of the Antarctic continent, as they have an almost
global uniform coverage (Ebbing et al., 2018). However, despite several efforts to com-
bine existing and conflicting findings from seismology and gravimetry (e.g. Chisenga
et al., 2019; Haeger et al., 2019; Baranov et al., 2018; O’Donnell and Nyblade, 2014), a
coherent image of the lithospheric characteristics of Antarctica is still missing.
1.2. Objectives and Structure of this Thesis
This thesis integrates multiple observables from different geophysical methods into a
consistent lithospheric model of the Antarctic continent.
• In chapter 2, a study is presented, which is published under the titleMoho Depths
of Antarctica: Comparison of Seismic, Gravity, and Isostatic Results (Pappa et al.,
2019a) in Geochemistry, Geophysics, Geosystems. Satellite gravity data and seismic
estimates are used to invert for the Moho depth of Antarctica. The evaluation
and comparison of the results with other existing models leads to the conclusion
that the common simplification of assuming a homogeneous density contrast
between crust and mantle is not applicable to Antarctica. Even more compre-
hensive lithospheric modelling in 2-D is inconclusive in case of the exemplary
study area of theWilkes Land region, which demonstrates the need for 3-Dmod-
elling with additional constraining data to shed more light on the lithospheric
structure of the Antarctic continent. My contributions to this paper are the mod-
elling and computation, the initial manuscript, and all figures.
• The 3-D lithospheric model of Antarctica is established and presented in the sec-
ond paper Modeling Satellite Gravity Gradient Data to Derive Density, Temperature,
and Viscosity Structure of the Antarctic Lithosphere (Pappa et al., 2019b), published
in Journal of Geophysical Research: Solid Earth. The paper is provided in chapter 3.
I developed the lithospheric model, compiled the initial manuscript and created
all figures.
• Chapter 4 provides an overview of the gravimetric data for studying the up-
per mantle of Antarctica and the state of knowledge that is gained therefrom.
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In particular, discrepancies between existing depth models of the crust-mantle
boundary are discussed. Moreover, this part of the thesis describes the potential
of the shape index, which is a derivate of the gravity gradient tensor, for inter-
pretations of lithospheric structures. This chapter is a draft for a part of a book
chapter on geophysical data for The Antarctic Mantle: a petrological, geophysical,
geodynamic, and geodetic view (Eds. Adam P. Martin and Wouter van der Wal).
• In chapter 6, the previously introduced 3-D lithospheric densitymodel is checked
against a high-resolution gravity model based on satellite and airborne measure-
ments. The residual gravity signal at a low altitude is, for the most part, of
short wavelengths and taken to invert for near-surface density variations in the
upper crust. The results are compared with other geophysical data such as mag-
netic anomalies. Finally, the inferred small-scale density variations can be used
to refine the lithospheric model in its crustal part. This chapter is planned for
publication as part of a study exploring and comparing the role of airborne and
terrestrial data vs. satellite data for crustal and upper mantle modelling.
• This thesis concludes with a brief summary and an outlook on future work.
Chapter 2
Moho Depths of Antarctica:
Comparison of Seismic, Gravity, and
Isostatic Results
F. Pappa1, J. Ebbing1, F. Ferraccioli2
1 Department of Geosciences, Kiel University, Kiel, Germany
2 British Antarctic Survey, Cambridge, UK
Published in: Geochemistry, Geophysics, Geosystems, 20, 1629–1645.
https://doi.org/10.1029/2018GC008111
2.1. Introduction
The lithosphere of the Antarctic continent is still poorly known, despite several major
airborne geophysical campaigns including the acquisition of extensive gravity and
magnetic measurements and recent continental-scale data compilations (e.g. Golyn-
sky et al., 2018, 2006; Aitken et al., 2016, 2014; Scheinert et al., 2016; Ferraccioli et al.,
2011, 2009a; Chiappini et al., 2002) and a variety of recent seismological studies (e.g.
Shen et al., 2018, 2017; Ramirez et al., 2017, 2016; An et al., 2015b; Chaput et al., 2014;
Hansen et al., 2014).
In the last two decades, several Antarctic seismological campaigns have been carried
out, in particular within the Fourth International Polar Year (2007–2008). These led to
a more robust and comprehensive insight of the crustal thickness and upper mantle
structure of Antarctica, and their results have been incorporated in continental-scale
5
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Moho depth models. Still, seismological investigations suffer from limited station
coverage over large areas. This can lead to large discrepancies in estimates of Moho
depth or upper mantle velocities. For example, differences in Moho depth estimation
can add up to 10 km, even for the same station (see the supporting information of An
et al., 2015a). These differences affect other fields of Antarctic research. Glacial iso-
static adjustment studies, for instance, require reliable and robust lithospheric mod-
els. Ice sheet dynamics is strongly related to basal melting and geothermal heat flow,
which in turn is influenced by crustal thickness variations. It is therefore necessary to
attempt to reconcile the different existing data sets by the use of additional geophysi-
cal information.
Satellite data are particularly well suited to overcome the remoteness of the Antarc-
tic continent, as they have an almost global uniform coverage (Ebbing et al., 2018).
In contrast to surface and airborne surveys, satellite measurements also contain con-
sistent long-wavelength (>150 km) information, which is mainly influenced by deep
subsurface structures (Sebera et al., 2018). They are furthermore less affected by near-
surface density changes, which are associated with intracrustal geological features.
However, potential field methods like gravity suffer inherently from non-uniqueness
and thus need additional constraints. In relation to crustal thickness, this can be a
certain density contrast at the Moho, in combination with a reference depth, and/or
certain depth constraints, for example, from seismology.
Using gravity data, Block et al. (2009) inverted Antarctica’s crustal thickness from
gravity data by application of the Parker-Oldenburg technique and found Moho
depths of ~45 km beneath the southern Transantarctic Mountains (TAM) and the
Gamburtsev Subglacial Mountains (GSM). However, seismological studies estimate
crustal thickness values of 35–40 km beneath the TAM (Ramirez et al., 2017) and up
to 58 km beneath the GSM (Ramirez et al., 2016; Heeszel et al., 2013; Hansen et al.,
2010). Considering different values for the density contrast at the Moho, O’Donnell
andNyblade (2014) inverted the crustal thickness of East Antarctica (EANT) andWest
Antarctica (WANT) with Parker-Oldenburg algorithms separately and used seismic
inferred depth values to constrain their results. Their depth values are closer to those
from seismological studies but still differ significantly in some regions, for example,
the southern TAM. Furthermore, O’Donnell and Nyblade (2014) examined the cor-
relation between the topography and the inverted crustal thickness and recognized
missing buoyancy support from the crust for the GSM and Dronning Maud Land in
terms of isostatic balance. They suggest alternative mechanisms, such as anomalous
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middle-to-lower mantle structures, as plausible explanations that could affect the iso-
static balance in these regions.
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Figure 2.1.: Bedrock topography of Antarctica from Bedmap2 model (Fretwell et al., 2013).
WANT=West Antarctica; EANT=East Antarctica; DML=Dronning Maud Land;
GSM=Gamburtsev Subglacial Mountains; IAAS=Indo-Australo-Antarctic Suture;
QEL=Queen Elizabeth Land; TAM=Transantarctic Mountains.
In our study, we invert the depth of the Antarctic Moho with satellite gravity data
from the GOCO05s model by using the tesseroid method from (Uieda and Barbosa,
2017), constrained by seismic depth estimates. Second, we compare our new inver-
sion results with existing seismological Moho depth models and an Airy-isostatic
Moho model. High discrepancies are found in some regions, and we discuss these in
terms of the potential for different modes of isostatic compensation and upper man-
tle composition variations beneath different parts of EANT. Specifically, we focus on
evaluating two markedly different seismologically derived Moho depth estimations
in the hinterland of the TAM in the Wilkes Subglacial Basin region, along the Trans-
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Antarctic Mountain Seismic Experiment (TAMSEIS)–GAmburtsevMountain SEISmic
experiment (GAMSEIS) profile (Hansen et al., 2009; Lawrence et al., 2006a,b) by us-
ing 2-D models of the lithosphere and the sublithospheric upper mantle. These mod-
els incorporate isostasy, the thermal field, seismic velocities, mantle petrology, geoid,
and heat flow estimations. Using this approach, we demonstrate that both thinner
and thicker crusts beneath the Wilkes Subglacial Basin can lead to an acceptable fit
of the observed satellite gravity data. However, we also show that the thinner-crust
scenario is preferred if the region is underlain by a moderately depleted lithospheric
mantle of inferred Proterozoic age, while the thicker crust is more likely if refertiliza-
tion processes likely linked to Ross-age (ca. 500 Ma) subduction (e.g. Ferraccioli et al.,
2002) along the margin of the composite East Antarctic Craton are invoked. Overall,
we conclude that satellite gravity data can complement seismological observations
thereby providing an important tool for the development of new 2-D and 3-Dmodels
of the Antarctic crust and deeper lithosphere.
2.2. Data
2.2.1. Bedrock Topography and Gravity Data
Bedmap2 is a compilation of the ice thickness and the bedrock topography (Figure 2.1)
of Antarctica up to latitude 60° S and is mainly based on airborne radar surveys
(Fretwell et al., 2013). Even though some areas are not well covered and exhibit large
uncertainties of up to >1000 m, it is the best ice thickness model currently available
for Antarctica. The data set is provided as an interpolated grid with 1-km spacing.
We use the combined gravity model GOCO05s (Mayer-Gürr, 2015) to obtain the geoid
undulation and the vertical gravity over Antarctica (Figure 2.2). In order to sup-
press contributions in the signal from below the lithosphere, the geoid is calculated in
spherical harmonics from degree and order 12 up to 280 (maximum of the GOCO05s
model). The truncation of N < 12 is commonly done to eliminate long-wavelength
components from the signal, which are associated with sublithospheric sources (Ful-
lea et al., 2009, and references therein). The geoid is in particular used in the 2-D
modeling (section 2.4).






















































Figure 2.2.: Gravity disturbance at 50-km altitude (left) and geoid (right) from GOCO05s
model. The geoid is computed from spherical harmonics expansion from degree
and order N = 12 to 280.
Second, we take the gravity disturbance signal (Figure 2.2) at a height of 50 km from
the GOCO05s model. The gravity disturbance is a form of free air anomaly reduced
to the surface of the normal Earth ellipsoid (Li and Götze, 2001). The representation
of the field at 50 km is chosen, as it offers a higher level of detail in the signal than
at satellite altitude (~250–500 km) and ensures that the noise amplification is still
acceptable for the purpose of crustal thickness and lithospheric modeling (e.g. Sebera
et al., 2014).
The total gravity signal originates from several sources, and the free-air anomaly is
largely affected by topography and its isostatic compensation. However, we are in-
terested in the Moho geometry and therefore compute the Bouguer gravity anomaly,
where the signal arising from the bedrock topography and ice thickness variations is
corrected for. In the Bouguer anomaly, the density contrast at the crust-mantle bound-
ary in most cases has a dominating influence on the gravity signal. Even though
the remaining signal possibly still contains effects from density variations within the
crust or the mantle, or an imperfect topographic reduction model, the Bouguer anom-
aly can be regarded as suitable for an inversion of theMoho geometry. To compute the
Bouguer anomaly above Antarctica, we use density values for water (ρwater = 1028
kg/m3), ice (ρice = 917 kg/m3), and bedrock elevation (ρtopo = 2670 kg/m3) together
with the ice thickness and topography information from Bedmap2. In our gravity
data processing, we also account for far-field and edge effects frommasses outside the
model area. Szwillus et al. (2016) demonstrated that both topographic masses and iso-







































Figure 2.3.: Bouguer gravity anomaly above Antarctica used as input for the Moho depth in-
version. Gravity data from GOCO05s at 50 km height corrected for effects from
ice, water, and bedrock topography. In addition, the effect from a global Airy-
isostatic Moho outside the model area is subtracted. The point sets of seismolog-
ically constrained Moho depth values are represented by colored triangles (AN1
model) and circles (ANT model).
static effects need to be considered in a global backgroundmodel for continental-scale
areas of interest. We use the ETOPO1 (Amante and Eakins, 2009) data set to compute
a global topographic correction model and a simple Airy-isostatic Mohomodel (zref =
30 km, ∆ρ = 450 kg/m3). For both models, Antarctica is cut out because we have the
better topographic model from Bedmap2, and the Moho is to be inverted for the con-
tinent. The result is a Bouguer gravity anomaly above Antarctica (Figure 2.3), which
most closely corresponds to the signal from the crust-mantle boundary.
2.2.2. Seismological Models
We make use of previous seismological studies in two ways. First, we use points of
seismic Moho depth estimates to constrain our gravity inversion and thereby attempt
to overcome the inherent ambiguity of potential field methods. Second, we evaluate
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existing continent-wide Moho depth models based on seismology in terms of their
gravity signal and compare them with our inversion results. Thus, a set of points
with Moho depth estimations as well as a gridded Moho depth model is needed
for our purpose. In this study we revert to the models (a) “AN1-Moho” from An
et al. (2015b), which is a 3-D Swave velocity model resulting from Rayleigh wave dis-
persion analyses, and (b) “ANT-Moho” from Baranov and Morelli (2013), which is a
compilation of regional seismological surveys, interpolated with the standard kriging
method (Figure 2.4). More recent studies exist (e.g. Shen et al., 2018, 2017; Ramirez
et al., 2017, 2016) but do not cover whole Antarctica or do not provide both single
points and areal Moho depth estimation.
Although the AN1-Moho and the ANT-Moho reflect the strong contrast in crustal
thickness between WANT (~25 km) and EANT (~40 km), they disagree in large parts
and differ up to 20 km in depth (Figure 2.4). In particular, the crustal thickness of
Wilkes Land (compare Figure 2.1) is estimated to be ~40 km in the AN1 model, while
the ANT model shows values of ~30 km. Not only do the two seismological models
exhibit wide disparities in many regions of Antarctica but they also contradict the
observed gravity signal when a certain density contrast at the Moho is assumed. Fig-
ure 2.4 shows themismatch of bothmodels against the Bouguer gravity anomaly after
forward computation of their gravity signal. This disagreement is independent from
the applied Moho reference depth and density contrast. Merely, the amplitude of the
misfit varies. Considering the calculated Bouguer anomaly to be correct, this implies
that either the density contrast at the Moho varies strongly across Antarctica or the
seismological models do not represent the actual Moho depth, or a combination of
these factors.
Both models are constrained by a set of seismic station points from other studies
(see An et al., 2015b; Baranov and Morelli, 2013, and references therein), where the
Moho depth is regarded as well constrained (Figure 2.3). Yet, even though many
stations are included in both the ANT and the AN1 model, they indicate different
Moho depth values, depending on the applied seismological method. This certainly
had an influence on the discrepancy between the final models. We take these point
sets as a benchmark for the Moho depth models in the gravity inversion. The points
from the AN1 and the ANT model will first be used separately, and additionally in a
combined set to evaluate the gravity-inverted Moho depth models.
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2.3. Moho Depth Inversion from Gravity
2.3.1. Methodology
We follow the methodology of Uieda and Barbosa (2017), who applied a nonlinear
inversion algorithm on gravity and seismic data for South America with the Python
code package Fatiando. A tesseroid model is created to reproduce the preprocessed
gravity signal, parametrized by (1) a regularization parameter, which controls the
smoothness of the model; (2) the reference depth (normal Earth Moho depth: zref);
and (3) the density contrast ∆ρ at the Moho. The regularization parameter is esti-
mated by the inversion of multiple test sets, derived from the original data set. The
parameter value that results in the least mean square error (MSE) in predicting the
original data set is taken to be optimal. However, we did not find a local minimum
within our interval of values for the regularization parameter (10−10 . . . 10−4). We
therefore chose the value of 10−6 from which on no further improvement in the MSE















































Figure 2.5.: Cross-validation curve of the regularization parameter. No local minimum exists.
The value of 10−6 is chosen since lower values do not lead to a significantly lower
mean square error.
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The two other parameters zref and ∆ρ span a parameter space for given intervals.
Since the mean depth of the Moho and its density contrast are poorly known for
Antarctica, we set a wide range for both parameters: the reference depth in 2.5 km
steps from 25 to 40 km, and the density contrast in 25 kg/m3 steps from 250 to 550
kg/m3. For each pair of reference depth and density contrast in this discretized pa-
rameter space, the inversion is performed with the previously estimated regulariza-
tion parameter. Afterwards, the results are evaluated against a set of points with
verified Moho depth values from seismic experiments. Finally, the model that gives
the smallest MSE in this evaluation is taken as the best fitting one. Further details of
the methodology are described in Uieda and Barbosa (2017).
Since the Fatiando Python code demands an equiangularly discretized gravity data
set to create a similarly discretized tesseroidmodel, all data sets used for the inversion
are relocated from the South Pole to the equator. The geographical coordinates from
the Antarctic environment are projected into Cartesian coordinates with a Lambert
Equal Area projection and subsequently reprojected into geographical coordinates at
the equatorial region from 30° W to 30° E and 30° S to 30° N. This is done with a
spherical Earth in order to avoid distortions due to the use of the WGS84 ellipsoid.
We perform three separate inversions for individual sets of seismological Moho depth
points: at first for the point set that was used by An et al. (2015b) to constrain their
Moho depthmodel (“AN1”), second for the point set used for the kriging-interpolated
compilation from Baranov and Morelli (2013) (“ANT”), and third a combined set
of both (“comb”). Additionally, we aim to address the different tectonic settings of
WANT and EANT in separate inversions, using only seismic points inside the respec-
tive area.
2.3.2. Inversion Results
Depending on the point set of seismological Moho depth values, different pairs of
reference depth and density contrast yield the best fit (Figure 2.6). While the least
error for the “AN1” set is found at zref = 27.5 km and ∆ρ = 350 kg/m3, the “ANT” set
is best fitted with zref = 30 km and ∆ρ = 450 kg/m3. The optimum of the combined
set is at zref = 30 km and ∆ρ = 425 kg/m3. Consequently, the inverted Moho depths
differ. The maximum depth of all models is about 45 km, consistent with the gravity
inversion results from Block et al. (2009), and they overall agree in EANT. In WANT,
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Figure 2.6.: Top: Resulting Moho depth maps from the inversion for different seismic depth
point sets (from left to right: AN1, ANT, and combined). The colored circles in-
dicate the differences in depth between the seismic constraint and the inverted
depth. Second row: root mean square (RMS) error within the applied parameter
space. The best fitting pair of reference depth and density contrast is marked by
the star symbol. Underneath: histograms of Moho depth difference and corre-
sponding RMS. Bottom: histograms of gravity residuals.
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however, the model inverted with the point set “AN1” shows a 3- to 5-km shallower
Moho than the other two, which comes along with the lower density contrast.
As O’Donnell and Nyblade (2014) emphasize, a single inversion for the whole conti-
nent with one constant density contrast and Moho reference depth results in a com-
promise between the distinct blocks of cratonic EANT and rift-dominatedWANT.We
too see this effect very apparent in the map images and the mismatch histograms in
Figure 2.6. The latter show two distinct Gaussian curves, reflecting the western and
the eastern part of Antarctica. Thus, we also conducted the inversion procedure with
seismic points from the combined set constrained to the respective area of WANT
and EANT (Figure 2.7). For WANT we find a well-resolved optimal reference depth
of ~25 km. The density contrast, however, is rather diffuse without a clear optimum.
We interpret this as an indication of a strong heterogeneity in the region. Compared
with this, we also find a distinct reference depth for EANT at zref = 35 km but also
a better resolved optimal density contrast of ∆ρ = 625 kg/m3. In this particular case,
the reference depth seems reasonable and corresponds to the cratonic nature of EANT.
However, the density contrast is most likely overestimated, since the gravity signal
needs to be reproduced over the whole study area, including WANT and oceanic ar-
eas. Regardless of this, the derived Moho topography beneath EANT reflects the best
fit according to the seismic depth points inside the area. In both parts of Antarctica,
the misfit concerning the seismic depth points is decreased significantly compared to
the inversion for the whole continent. Still, the density contrast could not be deter-
mined reliably in the separate inversions.
2.3.3. Comparison With Seismological Moho Depth Models
Although the applied inversionmethodology is taking account of the seismic-inferred
depth points, the resulting Moho depth model still has to reproduce the gravity data
and is not expected to fit the seismic data perfectly. This is reflected in Figure 2.6
(bottom) by the small mismatch in the gravity signal (RMS ≈ 3.5 mgal) and the
relatively high residual in the Moho depth (RMS ≈ 8 km). While in Figure 2.6 the
gravity-inverted Moho depth is compared with the seismic points (indicated by the
colored circles), Figure 2.8 shows the complete depth differences between the gravity-
inverted and the areal seismological models.
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Figure 2.7.: Top: resulting Moho depth maps from the inversion with separate seismic points
for EANT (left) and WANT (right). The colored circles indicate the differences in
depth between the seismic estimate and the inverted depth. Bottom: root mean
square error of gravity-invertedMoho depth to seismic points. While still a rather
clear optimum could be found for EANT at zref = 35 km and ∆ρ = 625 kg/m3, the
inversion forWANT shows only a distinct reference depth of ~25 km. The density
contrast, on the other hand, is rather diffuse, which is pointing toward a strong
heterogeneity in the area. WANT=West Antarctica; EANT=East Antarctica.
Large parts of EANT are within the typical range of seismological uncertainty in
Moho depth estimation (approximately ±4 km). On the other hand, strong differ-
ences occur beneath the GSM and in Queen Elizabeth Land (compare Figure 2.1) for
both models. The TAM, in particular their southernmost part, and whole WANT
have a much higher crustal thickness in the gravity-inverted models than seismic es-
timations indicate. The same pattern is reflected by the gravity misfit of the original
seismological models (Figure 2.4).



































































Figure 2.8.: Depth difference between gravity-inverted and seismological Moho depth mod-
els (left: AN1; right: ANT). Most parts are within the typical uncertainty range of
seismological methods. Both seismological models indicate greater Moho depth
beneath QEL and the GSM than the gravity inversion. WANT=West Antarctica;
EANT=East Antarctica; GSM=Gamburtsev Subglacial Mountains; QEL=Queen
Elizabeth Land; TAM=Transantarctic Mountains.
2.3.4. Comparison With Isostatic Moho Model
The discrepancies between the seismological Moho depth estimations and the gravity
signal raise questions about the mass distributions within the Antarctic lithosphere
and its isostatic state. For the purpose of this comparison, we calculate simple Airy-
isostatic Moho depth models for the continent, using the same values for reference
depth and density contrast as derived from the inversion (Figure 2.9). The resid-
ual map reveals strong deviations from Airy-isostasy when applying a single density
contrast at the Moho boundary. These patterns are congruent with those of the grav-
ity disturbance (Figure 2.2) and the gravity residual resulting from the Airy-isostatic
crustal model (Figure 2.9). Most prominent are the TAM and Wilkes Land, where the
gravity-inverted Moho depth is up to 10 km deeper than Airy-isostasy is suggesting.
The GSM and Dronning Maud Land are almost not visible in the residual map.
However, in both residual maps we can identify a different signature not only for
WANT and EANT but also within EANT itself: between the TAM and the proposed
Indo-Australo-Antarctic Suture (Aitken et al., 2014), where Indo-Antarctica and Aus-
tralo-Antarctica may have collided either during the late Mesoproterozoic or as late



























































































Figure 2.9.: Left: Airy-isostatic Moho depth calculated with density contrast and reference
depth from the inversion with combined seismic data point set; center: depth dif-
ference between gravity-inverted and Airy-isostatic Moho; right: gravity residual
resulting from the Airy-isostatic Moho. IAAS=Indo-Australo-Antarctic Suture;
DML=Dronning Maud Land; TAM=Transantarctic Mountains.
as the early Cambrian (Boger, 2011; Collins and Pisarevsky, 2005), the residual is sub-
stantially lower than for the rest. This may either point at different modes of isostatic
compensation (e.g. lithospheric mantle densities) or imply that topography is partly
supported by dynamic (i.e. deeper mantle) effects.
2.4. 2-D Lithospheric Cross-Sections
Our analysis shows that the mass distribution in the crust and upper mantle is ex-
pected to have a significant role in the isostatic state and gravity field of Antarctica.
In the following, we discuss the potential upper mantle contribution by 2-Dmodeling
across the Wilkes Subglacial Basin region of EANT in particular.
As mentioned previously, large disagreements exist between different Moho depth
models and studies in EANT. Moho depth estimates from seismological studies dif-
fer for the same station by up to 10 km, even along a relatively well-studied profile
(Figure 2.10). The profile stretches from the TAM to the GSM (Paxman et al., 2016;
Creyts et al., 2014) crossing the southern Wilkes Subglacial Basin (Paxman et al., 2019,
2018; Jordan et al., 2013; Ferraccioli et al., 2009a; Studinger et al., 2004; Ferraccioli and
Bozzo, 2003; Ferraccioli et al., 2001). Seismic data have been acquired by deployments
from the TAMSEIS (Hansen et al., 2009; Lawrence et al., 2006a,b) and the GAMSEIS
(Kanao et al., 2014) experiments. Yet the respective studies are not consistent and
yield different Moho depth estimations, ranging from a relatively shallow (~33 km,
Rayleigh wave analyses; Lawrence et al., 2006b) to a significantly deeper (~43 km,
Moho Depths of Antarctica 20
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Figure 2.10.: Top: Bedrock topography (Fretwell et al., 2013) with combined profile (A–
A’) of seismic stations from the Trans-Antarctic Mountain Seismic Experiment
(blue circles) and GamburtsevMountain Seismic experiment (orange circles) sur-
veys. Cyan-colored circles indicate further seismic stations used to constrain
the AN1-Moho model. GSM=Gamburtsev Subglacial Mountains; LV=Lake Vos-
tok; TAM=Transantarctic Mountains; WSB=Wilkes Subglacial Basin. Bottom:
Moho depth estimations from different studies: Rayleigh wave analyses from
Lawrence et al. (2006b) show a shallowMoho at ~30 km (green diamonds), while
S wave receiver functions from Hansen et al. (2009) indicate an ~10-km deeper
Moho (red diamonds). Solid lines indicate depth of seismic (AN1-Moho and
ANT-Moho) and gravity-inverted Moho with combined point set.
S wave receiver functions; Hansen et al., 2009) Moho beneath the southern Wilkes
Subglacial Basin. Similar discrepancies exist between the AN1-Moho model (deep),
which incorporates estimates from Hansen et al. (2009), and the ANT-Moho model
(shallow), involving results from Lawrence et al. (2006b). Such a considerable differ-
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ence of ~10 km in crustal thickness has, of course, strong implications for the charac-
teristics of the crust itself and the underlying mantle in terms of density, temperature,
and composition and therefore the tectonic and geodynamic history of the region. In
case of pure Airy-isostasy, for example, 10 km in crustal thickness would correspond
to 1500 m in topography, when assuming a rock density of 2670 kg/m3 and a Moho
density contrast of 400 kg/m3. Figure 2.10 (bottom) shows the different Moho depth
estimates along the profile. For purpose of comparison, the gravity-inverted Moho
based on the combined seismic point set is shown as well. Its huge deviations from
the seismic estimates again illustrate the consequences of neglecting varying crustal
and mantle densities, particularly in the GSM region, where a very low density con-
trast of ~55 kg/m3 at the crustal root has been modeled in order to fit both gravity
and seismologically derived estimates of crustal thickness (Ferraccioli et al., 2011).
In order to examine in further detail the crustal and lithosphere properties that would
be required in the thick versus thin crust scenario for the southern Wilkes Subglacial
Basin, we use LitMod2D v1.6 (Afonso et al., 2008), a software that has successfully
been applied in a number of studies (e.g. Jones et al., 2014). It solves the correspond-
ing equations for conductive heat flow, thermodynamic, geopotential, and isostasy in
the finite differences method simultaneously. Output data are density, temperature
and pressure fields, surface heat flow, seismic body wave velocities, geoid, gravity
anomalies, and isostatic elevation (topography). The underlying properties are func-
tions of temperature, pressure, and composition. In case of mantle material, they are
thermodynamically modeled with the software Perple_X (Connolly, 2005) based on a
predefined peridotitic composition. Further details of the methodology are described
in Afonso et al. (2008). According to the different Moho depth estimates, we set up
two alternative models along the model profile (Figure 2.10): one with a shallow and
one with a deep Moho boundary.
Petrological properties are required as input parameters for crust and mantle. We
use values for bulk density, thermal expansion coefficient, and compressibility (Ta-
ble 2.1) of the crustal layers that result in in situ densities being thought to represent
a global average (e.g. Rudnick et al., 1998; Christensen and Mooney, 1995, and refer-
ences therein). For thermal parameters (heat production and thermal conductivity),
we take the same values as An et al. (2015a, and references therein) to get comparable
results. The petrology of the upper mantle of central EANT is unknown, but it has
been speculated that an igneous andmetamorphic belt of Mesoproterozoic (1–1.4 Ma)
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Body No. Type Heat prod. Therm. cond. Density Compressibility
Model with deep Moho after Hansen et al. (2009)
1a Upper crust 1.0 2.1 2.65 6e-11
1b Upper crust 1.0 2.1 2.80 5e-11
2a Lower crust 0.4 2.1 2.70 6e-11
2b Lower crust 0.5 2.2 2.80 6e-11
(µW/m3) (W/mK) (g/cm3) GPa−1
Model with shallow Moho after Lawrence et al. (2006b)
1a Upper crust 1.0 2.1 2.65 6e-11
1b Upper crust 1.0 2.1 2.78 5e-11
2a Lower crust 0.4 2.1 2.70 6e-11
2b Lower crust 0.3 2.2 2.78 7e-11
(µW/m3) (W/mK) (g/cm3) GPa−1
Table 2.1.: Petrophysical parameters of crustal layers in the 2-D models. The body numbers
correspond to Figure 2.11.
age is present at crustal levels on the periphery of the GSM (Goodge et al., 2017; Elliot
et al., 2015; Ferraccioli et al., 2011). Thus, we assume a mean Proterozoic lithospheric
mantle composition beneath the interior of EANT in our models. However, seismic S
wave and Rayleigh wave velocity studies beneath the 250-km-thick (An et al., 2015a)
craton indicate that the lithosphere of the GSM region may have been formed during
earlier Archaean and Paleoproterozoic times (Heeszel et al., 2013). Following these
seismic interpretations, we introduce a lithospheric mantle of Archaean composition
in our models beneath the GSM. In our modeling, we use the oxide compositions for
representative Phanerozoic, Proterozoic, and Archaean peridotites from Afonso et al.
(2008).
2.4.1. Results and Discussion
We fitted the models to topography and geoid by minor adjustments of crustal densi-
ties (see Table 2.1 for the parameters used and compare upper and lower table), Moho
depth, and lithospheric thickness. The modeled lithospheric density structure (Fig-
ure 2.11, bottom) directly affects the resulting geoid and isostatic elevation, which
in turn are used as constraining observables. While the model with the shallow
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Moho beneath the southern Wilkes Subglacial Basin could be fitted with a uniform
lithospheric mantle of Proterozoic composition, the deep Moho boundary required
a denser lithospheric mantle to be in isostatic balance. Overall, both the deeper and
the shallower Moho scenarios can fit the topography and geoid but require different
mantle compositions.
Further comparison with upper mantle S wave velocities (An et al., 2015b) and sur-
face heat flow (An et al., 2015a) can be done for model validation and discussion. Re-
markably different geothermal heat flow estimations exist for Antarctica (e.g. Martos
et al., 2017; Fox Maule et al., 2005; Shapiro and Ritzwoller, 2004). Here we compare
our predictions to the heat flux estimates from An et al. (2015a) since they originate
from a similar model setup (conductive heat transfer within the lithosphere) and are
thus best suited for our 2-D modeling purposes. The calculated surface heat flow of
both 2-D models (Figure 2.11) is in the range of heat flow data provided by An et al.
(2015a). Notably, the largest effect is in the coastal region of the TAM (close to profile
point A) where heat flow differs from 55 to more than 65 mW/m2 between the two
models. Such a difference would be expected to have a significant effect in modeling
of the ice sheet history (e.g. Rogozhina et al., 2012) and estimates of present-day basal
melting rates, which in turn can influence subglacial hydrology and ice sheet dynam-
ics. Regarding seismic velocities, both models are in first-order agreement with the
S wave model from An et al. (2015b) down to a depth of ~150 km (Figure 2.12). At
profile kilometer 1200–1300, a transition from low to high velocities takes place at
depths of 50–150 km, which is a response to the thick underlying lithosphere. How-
ever, the LitMod2D framework assumes an adiabatic temperature gradient in the sub-
lithospheric mantle and does not include thermal anomalies there. Thus, the seismic
velocities are only comparable when assuming thermal steady state. Considering
that, the slightly better resemblance of the deep Moho model with the AN1 velocity
model should not be considered as a robust indication of a more realistic model. The
comparison of Swave velocities alone cannot validate or reject one of the twomodels,
either.
A depleted mantle composition of Proterozoic age that would best fit with the thick
crust scenario would be consistent with the hypothesis that the Mawson Craton of
Archaean-Paleoproterozoic age that comprised the Antarctic Terre Adélie Craton and
the Australian Gawler Craton prior to Gondwana breakup extends to our model pro-
file and may extend even much further south to the Shackleton Range in Queen Eliz-
abeth Land (Paxman et al., 2017; Boger, 2011). The notion that the Mawson Craton
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extends to our study area is also supported by independent observations from surface
geology in the central TAM and from studies of glacial erratics. Detrital zircons from
Lake Vostok, for example, are partly dated to 1.6–1.8 Ga (Leitchenkov et al., 2016) and
have potentially been transported from ice sheet-covered cratonic terrains located in
the Wilkes Land region. Goodge et al. (2017) collected and analysed glacial clasts in
the central TAM region, relatively close to our modeling profile. Their results indicate
that ~1.6-Gamagmatic belts of the Gawler Cratonmay extend into central EANT. The
transport distance of the individual clasts, however, is uncertain. Distinctly younger
ages (ca. 1.3 to 1.0 Ga) are also observed, and their origin could be located in a pu-
tative ~1000-km-distant source region in the GSM province, where Ferraccioli et al.
(2011) hypothesized that a major coeval orogenic belt exists, based on their aeromag-
netic and airborne gravity interpretation. Aeromagnetic studies also suggest that the
cratonal margin of EANT, at least at crustal level, gets much closer to the coast along
our modeling profile compared to the northern parts, where the Ross Orogen appears
to be considerably wider (Golynsky et al., 2018; Ferraccioli et al., 2009a,b, 2002).
As this sector of the Mawson Craton and the Ross Orogen in EANT were formerly
contiguous with the Gawler Craton and the Delamerian Orogen in Australia, respec-
tively (e.g. Finn et al., 1999), it is useful tomake some first-order comparisons between
these two continents in terms of crustal thickness estimates. Seismic crustal thick-
ness estimates of 30–35 km have been derived for parts of the Delamerian Orogen in
South Australia (Salmon et al., 2013; Kennett et al., 2012, 2011), suggesting that this
subduction-related orogenic belt did not lead to major crustal thickening. A similar
settingmay be envisaged in particular for the back-arc regions of the Ross Orogen that
may in parts underlie the Wilkes Subglacial Basin (e.g. Jordan et al., 2013; Ferraccioli
et al., 2009a). However, there are complicating effects in EANT, due to the muchmore
recent Cenozoic uplift of the TAM (at the former site of the Ross Orogen) and the asso-
ciated lithospheric flexure of the craton and its margin beneath the Wilkes Subglacial
Basin (e.g. Paxman et al., 2019, 2018, and references therein). Irrespectively, however,
we also note that some potentially conjugate Precambrian terranes in Australia that
lie along the eastern edge of the Gawler Craton appear to have anomalously thick
crust, most notably the seismically defined Numil terrane that has crust up to 45 km
thick close to a proposedmajor suture zone of inferred Paleoproterozoic or even older
Archaean age (Curtis and Thiel, 2019; Betts et al., 2016). Another potentially conjugate
craton region for the Wilkes Subglacial Basin basement is the Australian Curnamona
Craton that is also underlain by 40- to 45-km-thick crust (Salmon et al., 2013; Kennett
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et al., 2012, 2011). Taken together, this comparison with crustal thickness patterns ob-
served over the much better understood Australian continent coupled with previous
aeromagnetic interpretations and geological studies in this sector of EANT tends to




































































Figure 2.12.: S wave velocities for the alternative models. Top: velocity model from An et al.
(2015b); middle and bottom: velocities from LitMod2D models. Although the
amplitude differs (partly due to the choice of attenuation parameters), the veloc-
ity pattern is widely similar down to a depth of 150 km. In the LitMod2Dmodels
only mantle velocities are calculated.
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The younger and more fertile Phanerozoic lithospheric mantle composition, which
is required in the model with a deep Moho beneath the southern Wilkes Subglacial
Basin, is instead apparently inconsistent with the presumed Proterozoic age of the
crust (Goodge et al., 2010). However, this model cannot be ruled out either, consider-
ing the broader tectonic history of the region: the inherited TAM margin formed in
the course of the late Neoproterozoic breakup of Rodinia (Elliot et al., 2015; Goodge
and Finn, 2010) and extensive subduction-related metamorphism and magmatism
took place during the subsequent Ross Orogeny in Cambrian-Ordovician times (El-
liot et al., 2015; Goodge et al., 2012; Ferraccioli et al., 2009a,b, 2002). Considering the
above, far-field effects of Ross-age subduction in an inferred back-arc setting for the
WSB region (Ferraccioli et al., 2009a) could potentially have affected the degree of
depletion of the mantle lithosphere beneath the hinterland of the TAM. Overall, it
is possible that subduction-related processes may have led to a refertilization of the
lithospheric mantle over a broader area than surface exposures or interpretations of
crustal geology alone appear to support. We contend that ruling out either the thin-
ner or the thicker crust models for the Wilkes Subglacial Basin is therefore somewhat
premature based on our alternative 2-D end-member models alone. Overall, it is clear
that more extensive seismological station coverage is required to reduce the ambigui-
ties in crustal and lithospheric modeling in this remote frontier of EANT.
2.5. Conclusions
Our inversion results of the Moho depth of Antarctica from satellite gravity data,
constrained by independent seismological estimates, are broadly consistent with pre-
vious gravity studies (O’Donnell and Nyblade, 2014; Block et al., 2009). Our main
results and conclusions are summarized hereafter:
1. A strong contrast in crustal thickness is confirmed betweenWANT (~25 km) and
the composite East Antarctic Craton (~40–45 km) and the larger misfits between
gravity inversions and seismologically derived estimates of Moho depth likely
stem from different density contrasts at the Moho in these geologically distinct
parts of the continent. A separate inversion for West and EANT therefore pro-
vides a better fit to the seismic constraints and thus yielded improved Moho
depth estimates. However, we found that the different density contrasts at the
Moho could not be resolved reliably from gravity inversions alone, especially
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beneath WANT, suggesting that there could be significant additional variability
in upper mantle densities beneath the different Phanerozoic domains that make
up WANT.
2. By comparing our results with an Airy-isostatic Moho depth model we showed
that different modes of compensation likely exist in EANT and WANT. Notably,
we found that the region of Wilkes Land also differs considerably from the rest
of EANT. It is therefore reasonable to conclude that some sectors of Antarctica
may not be in isostatic equilibrium and that significant additional buoyancy con-
tributions from the lithospheric mantle are present even in EANT, in general
agreement with the findings of O’Donnell and Nyblade (2014).
3. In our quest to better comprehend crustal and deeper lithospheric architecture
in interior EANT, we performed targeted 2-D lithospheric modeling over the
southern Wilkes Subglacial Basin region along the TAMSEIS–GAMSEIS passive
seismic profile. We showed that a shallow Moho beneath the basin can be fitted
by introducing a moderately depleted lithospheric mantle composition, which
would match well with the notion of a Proterozoic age lithosphere underlying
the region. An alternative end-member model with a deeper Moho fits the
satellite gravity and the topography equally well but requires a higher man-
tle density, as might be expected for a younger and more fertile Phanerozoic
lithospheric mantle. Although the latter model appears to be at odds with our
current knowledge of this part of the Mawson Craton, based on surface geology,
erratics, and interpretations of aeromagnetic anomaly data, we propose that it
cannot be ruled out either. For example, far-field effects of Ross-age subduction
in a distal back-arc setting (Ferraccioli et al., 2009a, 2002) could in principle have
modified the original Proterozoic lithosphere beneath parts of the Wilkes Sub-
glacial Basin, affecting the degree of depletion of the mantle lithosphere. Given
the importance of validating or refuting these competing models for the crustal
structure of the Wilkes Subglacial Basin, both for comprehending the processes
that affected the margin of the composite East Antarctic Craton and for geother-
mal heat flow estimation, we recommend new seismological deployments in
this frontier region, coupled with the development of enhanced 3-D lithosphere
modeling approaches.
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3.1. Introduction
The structure of the Antarctic lithosphere is still less known than that of other conti-
nents. Agreement exists on a difference in lithospheric structure between West Ant-
arctica (WANT) and East Antarctica (EANT) divided by the Transantarctic Mountains
(TAM) and the Antarctic Peninsula (e.g. Torsvik and Cocks, 2013, Figure 3.1). WANT
comprises several distinct Paleozoic to Mesozoic fore-arc and magmatic-arc terranes
(Dalziel and Elliot, 1982) and the Ellsworth-Whitmore terrane with Grenville-age
crust (Craddock et al., 2017). Multiple phases of rifting took place from Cretaceous to
Cenozoic times in the West Antarctic Rift System (WARS; e.g. Jokat and Herter, 2016;
29
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Fitzgerald, 2002) and earlier rifting commencing in the Jurassic in the Weddell Sea
region (e.g. Jordan et al., 2017b). The tectonic history of EANT is characterized by
several phases of accretionary or collisional events in the Precambrian (Boger, 2011).
Thus, EANT is now widely recognized to comprise several lithospheric provinces of
different origin and age, ranging from Archaean and Paleoproterozoic to Cambrian
(Elliot et al., 2015; Harley et al., 2013; Torsvik and Cocks, 2013; Ferraccioli et al., 2011;
Boger, 2011, and references therein).
Seismological methods are well suited for assessing the internal structure of the litho-
sphere. However, the remoteness and the harsh environment of the Antarctic conti-
nent make seismic experiments logistically and technically challenging. Recently, a
number of seismological models for the Antarctic continent (e.g. Heeszel et al., 2016;
Ramirez et al., 2016; An et al., 2015b; Hansen et al., 2014) or with focus onWANT and
TAM have been published (e.g. White-Gaynor et al., 2019; Shen et al., 2018; O’Donnell
et al., 2017; Ramirez et al., 2017; Graw and Hansen, 2017; Hansen et al., 2016; Lloyd
et al., 2015), which show the clear differences in crustal thickness between EANT and
WANT and to a notable extent the heterogeneous nature of the upper mantle. How-
ever, density models derived from seismic observations generally lead to predicted
gravity anomalies that differ greatly from observed values (Pappa et al., 2019a) and
therefore exhibit significant inconsistencies. Beyond that, gravity data or combina-
tions of gravity and seismic data have been used to estimate the crustal thickness
for the entire Antarctic continent (Baranov et al., 2018; O’Donnell and Nyblade, 2014;
Block et al., 2009). Even though the main features are similar in these models, consid-
erable disagreement exists in some regions, for example, in Wilkes Land or eastern
DronningMaud Land (DML)where seismic and gravity estimates of crustal thickness
differ by over 10 km.
Alternatively, satellite gravity gradient data can be used in combination with seismo-
logical models to derive lithospheric models. The potential of satellite-based gravity
gradients to establish regional models, which can be used as a background for local
interpretations, has been demonstrated (Holzrichter and Ebbing, 2016; Bouman et al.,
2015) and is especially useful for large, inaccessible areas such as the Antarctic con-
tinent (Ebbing et al., 2018). Since the gravity gradients possess different sensitivities
for different depth ranges (Bouman et al., 2016), they are particularly suited to inves-
tigate the mass distribution within the lithosphere. Still, gravity gradient data alone
are not sufficient to uniquely constrain density.
























































Figure 3.1.: (left) Bedrock topography of Antarctica. AP=Antarctic Peninsula, ASB=Aurora
Subglacial Basin, ASE=Amundsen Sea Embayment, BM=Beardmore Microcon-
tinent, DML=Dronning Maud Land, EL=Enderby Land, EwL=Ellsworth Land,
GSM=Gamburtsev Subglacial Mountains, LG=Lambert Graben, LV=Lake Vostok,
PM=Pensacola Mountains, RS=Ross Sea, SR=Shackleton Range, TA=Terre Adélie,
VD=Valkyrie Dome, VH=Vostok Highlands, WARS=West Antarctic Rift System,
WSB=Wilkes Subglacial Basin, WSR=Weddell Sea Rift. (right) Sediment thick-
ness data compilation used in this study. Sources are described in the main text.
EANT=East Antarctica, WANT=West Antarctica.
Few studies so far have tried to jointly investigate the crust and upper mantle (e.g.
Haeger et al., 2019; An et al., 2015b,a) of EANT, which is needed to better understand
the fundamental structure of the lithosphere as a whole. Seismic velocities and rock
densities depend on temperature and composition, which can be modeled by mini-
mizing the Gibbs energy or described in simplified terms by other petrophysical pa-
rameters such as thermal expansion and compressibility. An et al. (2015a) estimated
the temperature of the Antarctic lithosphere and upper mantle through conversion
of seismic velocities (An et al., 2015b) by using a homogeneous non-cratonic man-
tle composition. However, uncertainties caused by the potential presence of melt or
fluid or linked to the choice of the anelasticity model adopted are higher than those
arising from compositional variations within the lithosphere and remain difficult to
fully resolve. The resulting temperature model was however an important step to-
ward a better understanding of the state of Antarctica’s lithosphere. Haeger et al.
(2019) compiled existing seismological crustal thickness estimates and used satellite
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gravity data to isolate the gravity signal from the lithospheric mantle. By also uti-
lizing seismological velocity models, they iteratively derived a density, temperature,
and compositional model of the Antarctic lithosphere. Their methodology, however,
relies on the validity of the crustal model adopted, which is subject to high uncertain-
ties.
An alternative approach is to incorporate the whole lithosphere and sublithospheric
upper mantle in one model. In addition, integrated modeling of both geophysical
and petrological properties of rocks in a self-consistent framework can help to reduce
the uncertainties associated with modeling the observables separately (Fullea et al.,
2012). This approach has proved valuable for investigation of the lithospheric struc-
ture in several studies (e.g. Fullea et al., 2015; Jones et al., 2014). The inferred temper-
ature structure of a lithospheric model obtained by this process can also be used to
also estimate sublithospheric upper mantle viscosity. Seismological models are typi-
cally used to derive a 3-D Earth viscosity structure. Nield et al. (2018) explored the
effect of applying 3-D viscosity distribution instead of classical 1-D models on Ant-
arctica and have shown that such models are crucial to obtain more accurate spatial
patterns of glacial isostatic adjustment (GIA). However, deriving 3-D viscosity from
seismological models introduces uncertainties from the seismological data and from
the conversion methodology.
In this study we use satellite gravity gradient data, the principle of isostasy, and ther-
modynamic modeling of mantle petrology to derive a self-consistent 3-D lithospheric
density and temperature model of the Antarctic continent. New crustal and litho-
spheric thickness estimates are obtained and compared with previous studies. The
modeled upper mantle temperature field is then used to derive viscosity values and
to compute present-day uplift rates due to GIA.
3.2. Data
The gravity gradients are the second derivative of the gravitational potential. They
are generally more sensitive to shallower structures than the vertical gravity field,
which makes them a useful tool to study the density structure of the lithosphere
(Bouman et al., 2016). During the years 2009–2013 European Space Agency’s satel-
lite mission Gravity Field and Steady-State Ocean Circulation Explorer measured the
gradients of the Earth’s gravity field at an average altitude of 255 km at the beginning
Modeling Satellite Gravity Gradient Data 33
of the mission and 225 km at the end of the mission. For our study we use the gravity
gradient grids at 225-km height (Figure 3.2) from Bouman et al. (2016). Commonly,
gravity gradient data are expressed as tensor components in a North-West-Up frame,
which is suitable for regions of intermediate latitudes, but leads to unintuitive maps
in polar regions. By performing a tensor basis change, we adopt a local reference
system for Antarctica. In this new IAU reference frame, the directions of derivation
point to India (I; 90° E) and to the Atlantic Ocean (A; 0° E), that is, right and top in
an Antarctic polar stereographic map, while the vertical axis (U; upward) remains
unchanged. The components of the gravity vector T are rotated as a function of the















A complete derivation of Equation 3.1 is presented in section A.4.
To isolate the gravity gradient signal from the lithosphere, we first need to correct for
the effect of topography, water, ice, and sediments. To achieve this, we use density
values for water (ρwater = 1028 kg/m3), ice (ρice = 917 kg/m3), and bedrock elevation
(ρtopo = 2670 kg/m3). The values adopted for ice thickness and topography were de-
rived from the Bedmap2 Antarctic compilation (Fretwell et al., 2013). The Bedmap2
model describes the ice thickness and the bedrock topography (Figure 3.1) of Antarc-
tica up to latitude 60° S and is mainly based on airborne radar surveys. Even though
some areas are not well covered and exhibit large uncertainties up to >1000 m, it is
the most accurate ice thickness model currently available for Antarctica. (The effect
of the uncertainty in the Bedmap2 model on the gravity gradients at satellite altitude
is shown in Figure A.4.) The gravity gradient effect of the individual units for the
reduction is computed by discretization in tesseroids of ~11-km edge length south
of 60° S and 0.5° edge length north of 60° S. A tesseroid is a segment of a sphere,
delimited by upper and lower meridians and parallels plus by its top and bottom
radii (as distance from the Earth’s center). In addition to assessing the gravity effect,
the topographic data are used as a constraint for isostasy in our modeling. Regard-
ing this issue, the model does not explicitly include an ice layer, which is why we
use the rock-equivalent topography, in which the ice layer is converted into a mass-
equivalent layer of rock density (e.g. Hirt et al., 2012), to evaluate the isostatic state.

































































































































































































































Modeling Satellite Gravity Gradient Data 35
Several low-lying sectors of the Antarctic bedrock host major sedimentary basins,
which can cause significant gravity anomalies, depending on their thickness and the
density and porosity of the infill. To assess the effect of sedimentary thickness on the
gravity gradient signal over Antarctica, we compiled available models and data (Fig-
ure 3.1). Few studies exist for onshore areas of the continent (e.g. Frederick et al., 2016;
Aitken et al., 2014), where relatively high sediment densities are to be expected due
to additional compaction from the thick ice sheet. Because the density is close to that
of the surrounding crystalline rock, we do not include sedimentary basins in onshore
areas to avoid inducing regional inconsistencies, which would emerge from omission
of relatively unexplored basins. In offshore areas, we use National Geophysical Data
Center’s global 5-arc min grid (Whittaker et al., 2013), which provides ocean sedi-
ment thickness estimates up to 70° S. We complement these with the more detailed
model from Wobbe et al. (2014), which also covers the Ross Sea, the Amundsen Sea,
and the Bellinghausen Sea. A sedimentary thickness map for the Weddell Sea is avail-
able based on the magnetic data presented by Golynsky et al. (2001) and suggests up
to 15-km-thick sediments there. Although it is difficult to derive the crystalline base-
ment depth reliably frommagnetic anomalies, we include this data set due to the lack
of alternative areal sediment thickness information for the Weddell Sea. A potential
overestimation may lead to erroneously low densities in the upper crust that would
have to be compensated by modeled higher densities at greater depths. Further anal-
yses of newly compiled Antarctic magnetic anomaly data (Golynsky et al., 2018) may
help enhance our current knowledge of sedimentary basin thickness within the Wed-
dell Sea and other interior parts of the continent.
For the sediment density, we use a simple exponential compaction model (e.g. Chap-
pell and Kusznir, 2008). Thus, the sediment density ρ is related to the depth z in km
from the sediment top as follows:





where ρg is the grain density (set to ρg = 2670 kg/m3), ρw is the water density (set
to ρw = 1028 kg/m3), Φ is the porosity of the uppermost sediment, and λ is the
exponential decay constant. We use data from Sclater and Christie (1980), who pro-
vide Φ = 0.55 and λ = 0.4 km−1 as representative values for mixed or unknown
marine sediments. Global far-field gravitational effects are accounted for water and
rock topography, using ETOPO1 topography (e.g. Amante and Eakins, 2009), which
seamlessly extends the Bedmap2 model, with the same values for ρwater and ρtopo as
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indicated above. Offshore sediments up to 30° S are also taken from the National
Geophysical Data Center grid (Whittaker et al., 2013).
After subtraction of the effect of ice, water, bedrock topography, and sediment den-
sity anomaly from the observed gravity gradient data, a signal is obtained that should
mainly reflect subsurface density variations in the crystalline crust and in the mantle
(Figure 3.2). However, the remaining signal may still contain effects of an imperfect
topographic reduction model or effects of deep mantle density heterogeneities. More-
over, the lithosphere may be in a state of isostatic disequilibrium due to ice mass
changes in the past (O’Donnell et al., 2017). This GIA-induced displacement of the
solid Earth can cause a gravity signal that should be considered if it is significant.
The effect on the gravity gradients at satellite altitude (225 km), however, accounts at
maximum for ~25 mE (Figure A.6), corresponding to less than 1% of the total signal,
and is thus small enough to be neglected.
3.3. Modeling Methods
3.3.1. Lithospheric Modeling
A combined modeling framework of multiple geophysical quantities of the litho-
sphere and the sublithospheric upper mantle is provided by the forward modeling
software LitMod3D (LIThospheric MODelling in a 3-D geometry; Fullea et al., 2009).
It solves the equations for heat flow, thermodynamic properties of rocks, gravitation,
and isostasy simultaneously in a finite differences method. Output quantities are
density, temperature and pressure fields, surface heat flow, seismic body wave ve-
locities, geoid, gravity anomalies, and isostatic elevation (topography). The underly-
ing material properties are functions of temperature, pressure, and composition. Lit-
Mod3D uses a combined petrological (compositional), rheological (isostatic) and ther-
mal (1315 °C isotherm) definition of the lithosphere-asthenosphere boundary (LAB).
Generally, the LAB is defined as the boundary between the rheologically strong litho-
spheric mantle and the rheologically weak asthenospheric upper mantle, where par-
tial melting occurs (Artemieva, 2009, and references therein). Laboratory experiments
indicate a sharp change in rheology and elastic properties of olivine-rich rocks at tem-
peratures between 85% and 100% of the solidus temperature (Sato and Sacks, 1989;
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Sato et al., 1989) and thus connect the rheological definition with a thermal boundary
in the range of 1250–1350 °C. Different geophysical methods can be used to detect the
LAB, depending on the according definition, which with their pitfalls are discussed
in detail in Artemieva (2009) and Eaton et al. (2009). For example, from seismic meth-
ods the LAB can be defined as a change in anisotropy or as the boundary between a
(Swave) high-velocity lid and low velocities in the asthenosphere. For GIAmodeling,
the transition from purely elastic to viscoelastic behavior on glacial time scales deter-
mines the bottom of the lithosphere (Nield et al., 2018, and references therein), which
does not necessarily coincide with any of the previously mentioned LAB definitions
(Artemieva, 2009). This transition is governed by viscosity, which is the crucial pa-
rameter for GIA studies (Paulson et al., 2005; Wu, 2005) and can be derived through
conversion of temperatures by using power law rheology (Nield et al., 2018).
In the following, we provide a short overview of the methodology of LitMod3D (for
more details, the reader is referred to Fullea et al., 2009). The specific values of the
modeling parameters such as densities will be presented in the subsequent section.
The model space is discretized into a regular Cartesian grid, and cells are assigned
to specific layers. Thus, a geometry and geophysical parameters need to be prede-
fined. In the simplest case, a model may consist of a crust, a lithospheric mantle,
and a sublithospheric mantle layer. Each cell inherits the layer-specific geophysi-
cal parameters: bulk density, compressibility and thermal expansion coefficient, ther-
mal conductivity, and radiogenic heat production. For computing heat transfer, Lit-
Mod3D assumes a conduction-dominated lithosphere, where the thermal structure is
calculated with the common steady-state (time-invariant) heat equation. While the
thermal conductivity of the crust is constant, the thermal conductivity in the mantle
follows the temperature- and pressure-dependent model of Hofmeister (1999). The
upper and lower thermal boundary conditions of the conduction-dominated region
are defined by a constant surface temperature and a constant temperature at the LAB,
respectively. Below the LAB, a buffer layer is modeled to represent both conduction
and convection in a rheologically active layer between the lithosphere and the sub-
lithospheric mantle down to a depth where the temperature reaches 1400 °C. Further
down, convectional heat transfer is simulated by an adiabatic gradient between the
temperature at the bottom of the model at 400 km and 1400 °C isotherm. The bot-
tom temperature is set to 1500 °C, which is consistent with high-pressure and high-
temperature experiments (Fullea et al., 2009, and references therein).
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The in situ density in crustal layers follows the formula for thermal expansion and
compression:
ρ (T, P) = ρ0 − ρ0α (T − T0) + ρ0β (P− P0) , (3.3)
in which ρ0 is the bulk density, α the thermal expansion coefficient, and β the com-
pressibility. In subcrustal layers, densities are calculated with the thermodynamic
modeling software Perple_X (Connolly, 2005) for given geochemical mantle compo-
sitions in the CaO, FeO, MgO, Al2O3, and SiO2 scheme under mantle pressure and
temperature conditions. Sincemore than 98% of themantle is made up of these oxides
(e.g. McDonough and Sun, 1995), they are considered to be a good basis for model-
ing mantle phase equilibria (Afonso et al., 2008). By minimization of the Gibbs free
energy, the stable mineral phases and the consequent bulk rock densities can be com-
puted according to several thermodynamic databases, which are based on laboratory
experiments. We use the formalism and database for peridotites from Stixrude and
Lithgow-Bertelloni (2005).
For Airy-type local isostasy, the pressure corresponding to the overlying density col-
umn is calculated for every node at the bottom of the model space (compensation
level). The resulting elevation due to buoyancy forces is obtained from comparison
with a reference density column at a mid-oceanic ridge and can be used as a quantity
to fit the model to the actual topography in the study area. The reference at the mid-
oceanic ridge is chosen because average elevations, petrogenetic processes, and litho-
spheric structures are better known there than in other tectonic settings (Afonso et al.,
2008). Dynamic loads associated with sublithospheric mantle flows are neglected.
Likewise, the error for Airy-type isostasy emerging from the planar approximation
of the Earth is negligibly small due to the relatively thin lithosphere compared to the
Earth’s radius (Hemingway and Matsuyama, 2017). To take into account the rigid-
ity of the lithosphere, regional (flexural) isostasy is modeled on the basis of the local
isostasy, the pressure at the compensation level, and the assumed elastic thickness
(Te) of the lithosphere with the software TISC (Garcia-Castellanos, 2002). For our
modeling we choose a value of Te = 30 km.
Although LitMod3D is capable of calculating gravity gradients, this is still done in a
Cartesian coordinate system. To account for the large extension of Antarctica, a spher-
ical geometry should be used to avoid biased results. We thus use the software Tesse-
roids (Uieda et al., 2011), which can compute the gravitational potential, the gravity,
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Figure 3.3.: (left) A step-wise linear reference density model is used to compute relative den-
sity anomalies and gravity gradient anomalies. (right) Relative depth sensitivity
of vertical gravity GZ and gravity gradients for the final model. Horizontal lines
mark the thickness of the contributing depth interval. The gradients generally
show high sensitivity at depths above 100 km. TIA, TIU, and TAU obtain their
largest contribution from the uppermost 25 km, reflecting the density variation
across continent-ocean transitions. Compare Figure A.11 for absolute root-mean-
square (RMS) values.
and the gravity gradient effect caused by tesseroids with certain densities. We trans-
form the lithospheric density model from LitMod3D into a spherical tesseroid model.
An equiangular discretization in polar regions, however, would lead to very small
tesseroids near the pole and bigger tesseroids at higher latitudes. A discretization
into metrically equal sized tesseroids is a better choice, considering both numerical
precision and computational effort. To avoid edge effects, we extend the model up
to latitude 30° S. From the Cartesian LitMod3D model, an inner high-resolution (~25-
km edge length) model is created up to a latitude of 60° S. Beyond that, coarser tesse-
roids (0.5°) are built. If a tesseroid of the extension model lies outside the original
LitMod3D model space, the density of the particular depth layer is extrapolated and
assigned to the tesseroid. A piece-wise linear reference model (Figure 3.3) with den-
sity increasing with pressure in the crust (above 30 km) and the mantle (below 30 km),
is subtracted from the modeled in situ (absolute) densities.
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3.3.2. GIA Modeling
For the GIA response a model is used that is based on the finite element software
ABAQUS™, which computes the deformation for certain surface loads. Iterative cal-
culations are required to account for changing non-eustatic sea level and the gravita-
tional potential, which result in a new load to be applied at boundaries (Wu, 2004).
Density and rigidity are derived from volume averaging of Preliminary Reference
Earth Model (PREM) (Dziewonski and Anderson, 1981). Three-dimensional density
structure, mainly the difference between EANT and WANT, could influence results,
but our method requires 1-D density. Earlier work that included variation of 1-D
density profile suggests limited effects for spatial wavelengths above 700 km (Ver-
meersen and Sabadini, 1997). Three-dimensional variation in elastic parameters was
found to introduce small effects on elastic response (Mitrovica et al., 2011) and is
therefore not included. The finite element model uses a stress-strain-rate relation for
composite rheology (van der Wal et al., 2013, 2010). The composite rheology is based
on experimental flow laws for olivine of Hirth and Kohlstedt (2003), which are as-
sumed to be valid for the upper 400 km where olivine is the dominant mineral. The
lithosphere our GIA model is implicitly defined in the model as that part of the top
of the Earth model that does not deform viscously in the time scale of glacial loading.
Barnhoorn et al. (2011a) Barnhoorn et al. (2011) derived that this cutoff viscosity of
1025 Pa·s, above which no viscous deformation takes place, would be detectable in
GIA measurements.





with q as the von Mises stress, n as the stress exponent (set to 3.5), and Bdiff and Bdisl
contain all rheological parameters from the creep law for diffusion and dislocation
creep in olivine
B = Ad−p f H2Oreαϕe−
E+PV
RT , (3.5)
in which A and α are constants, d is the grain size, f H2O is water content, ϕ is melt
fraction, E is activation energy, P is pressure, V is activation volume, R is the gas
constant, T is absolute temperature, p is the grain size exponent, and r is the water
fugacity exponent, respectively. Except for grain size and water content, all values
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are taken from Hirth and Kohlstedt (2003, Table 1). Pressure is calculated as a func-
tion of depth and density as obtained from PREM; temperature is taken from the
LitMod3D model interpolated on the 2° × 2° grid of the finite element model using
triangular based linear interpolation. The viscosity in Equation 3.4 is stress depen-
dent. That means that there is a weak dependence on the ice load, for which we use
the W12 model (Whitehouse et al., 2012). O’Donnell et al. (2017) suggested GIA and
sublithospheric tectonic stress levels to be of the same order of magnitude, which
means that the viscosity will also depend on the tectonic stress. We neglect the influ-
ence of background stress here, as accurate predictions requires the stress tensor from
both processes to be known.
Bdiff below 400 km is set to 1.1 · 10−21 Pa−1·s−1 (corresponding to a viscosity of
1.1 · 1021 Pa·s). Outside the LitMod3D space, the top 100 km is taken to be elastic
close to the value obtained in global GIA model (Peltier, 2004). Below 100 km, a diffu-
sion creep parameter is used that corresponds to a viscosity of 1 · 1021 Pa·s. To reduce
edge effects, creep parameters across the boundary are smoothed by applying a mov-
ing average to the log base 10 values of the creep parameters in a range of 8° before
and after the boundary.
Applying an olivine flow law to derive viscosity introduces many uncertainties. Here
we consider water content and grain size as unknown parameters as they have a large
effect on viscosity for values that are still within their uncertainty bounds. In princi-
ple, those quantities can be measured in xenoliths but they do not provide a single,
typical grain size. Furthermore, it is not certain how well the grain size and water
content of the surfaced rocks represent conditions at depth. Also, the scarcity of xeno-
lith samples in Antarctica makes it difficult to use them as constraints for flow law
parameters. Hence, we opt to use values for grain size and water content that re-
sult in acceptable viscosities as determined from their good fit to GIA observations
in other regions (van der Wal et al., 2013). Uncertainty in other parameters is ab-
sorbed by the grain size and water content. We do not include the influence of par-
tial melt as O’Donnell et al. (2017). Viscosity and present-day uplift rates are shown
for our temperature model for dry rheology and 4-mm grain size (4d, the preferred
model in van der Wal et al., 2015), while uplift rates from wet rheology (1000-ppm
water content) and varying grain sizes are also investigated. It is important to note
the Antarctic-wide loading model that we use here does not include recent ice load
changes, which are expected to dominate present-day uplift rates in some regions in
Antarctica (e.g. Barletta et al., 2018; Nield et al., 2014).
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3.4. Model Setup
To cover the whole Antarctic continent at a reasonable resolution, our model extends
over 6620 km × 6620 km with a lateral resolution of 50 km. Vertically, the model
extends down to 400 km, and a smaller vertical discretization of 2 km is chosen for
reasons of numerical precision in computing the heat transfer. An initial structure is
needed to start themodel, ideally solely based on seismic estimates to be independent
from our gravity gradient modeling. We use the continental-scale crustal thickness
model AN1-CRUST (An et al., 2015b) since it is not a compilation of different regional
studies but derived from Rayleigh wave analyses, constrained by Moho depth esti-
mates from studies using receiver function techniques. The crustal thickness values
from AN1-CRUST are the distance from the solid surface to the Moho, so we sub-
tracted the surface elevation data from Bedmap2 in order to obtain the Moho depth
with respect to the WGS84 reference ellipsoid and refer to the product as AN1-Moho
(Figure 3.4). A continent-wide estimate of the lithospheric thickness is provided by
the model AN1-LAB (Figure 3.4) from An et al. (2015a). The authors inverted temper-
atures from mantle S wave velocities (An et al., 2015b) and defined the LAB as the
shallowest position with a temperature crossing the 1330 °C adiabat. As described
in section 1, the inferred mantle temperatures of this model may be overestimated
due to omission of potential presence of melt or water. However, we regard the AN1-
LAB to be a good initial geometry for ourmodeling. The An et al. (2015a) temperature
model will be used for comparison with our final lithospheric model.
Given the lack of knowledge about characteristics of the lithosphere for large parts
of Antarctica, particularly the interior of EANT, we take general (global) geophysi-
cal and petrophysical properties for crustal and lithospheric mantle rock parameters,
but we distinguish between different domains vertically and horizontally (Table 3.1).
Both the crust and the lithospheric mantle in our models are divided into an oceanic
and a continental part. Since the actual ocean-continent transition at Antarctica’s
margins is still ill constrained in some regions, we use bathymetric data from the
Bedmap2 and the ETOPO1 data sets to determine the continental shelf line (taken
at 2000-m water depth) and take this as a proxy for the boundary of the continental
lithosphere. We divide the continental crust into three layers of equal thickness (up-
per, middle, and lower crust). In this way we are able to model the thermal field more
realistically by introducing differentiated radiogenic heat production rates and ther-
mal conductivity, and we can vary the vertical density distribution within the crust.
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Figure 3.4.: Initial model geometry for Moho and LAB depth is taken from seismological esti-
mates: AN1-Moho (left, An et al., 2015b), AN1-LAB (center, An et al., 2015a). The
right map shows the subdivision of lithospheric mantle domains in the model
based on previous studies on tectonic provinces of Antarctica. EANT=East Ant-
arctica, OLM=Oceanic lithosphericmantle, WANT=West Antarctica,WARS=West
Antarctic Rift System, WSR=Weddell Sea Rift; LAB=lithosphere-asthenosphere
boundary.
wt% PUMa Lherzoliteb Harzburgitec Phanerozoicd Proterozoicd Archaeand
SiO2 45.45 45.08 43.48 44.99 45.19 46.08
MgO 38.18 42.70 46.26 40.24 43.16 45.88
Al2O3 4.55 2.42 1.96 3.54 1.93 1.00
FeO 8.18 8.44 7.80 8.09 8.00 6.45
CaO 3.64 1.36 0.50 3.13 1.72 0.59
Mg# 89.27 90.02 91.36 89.87 90.58 92.69
Table 3.2.: Oxide composition of lithospheric mantle peridotites used for the modeling.
PUM=primitive upper mantle. aMcDonough and Sun (1995). bMaaløe and Aoki
(1977). cIrifune and Ringwood (1987). dFullea et al. (2009) and references therein.
We use the same values as An et al. (2015a) for the thermal parameters, such that our
modeled heat flow can be compared to their estimates.
To define different lithospheric mantle domains, we followed overviews of the Ant-
arctic tectonic provinces (e.g. Goodge and Fanning, 2016; Harley et al., 2013; Boger,
2011), which rely on petrological evidence. The subcontinental lithospheric mantle
is divided into three major domains (Figure 3.4): EANT, WANT, and the two ma-
jor rift systems: the WARS (Bingham et al., 2012) and the Weddell Sea Rift (Jordan
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et al., 2017b). We use representative lithospheric mantle compositions of Phanerozoic
age for WANT and Proterozoic age for EANT (Table 3.2). Peridotitic xenolith sam-
ples from the WARS indicate a very heterogeneous lithospheric mantle structure (e.g.
Armienti and Perinelli, 2010; Storti et al., 2008; Wörner, 1999), partly characterized by
metasomatic processes and re-enrichment of depleted lithospheric mantle. Since our
model is not supposed to account for such localized variations, we assume a primi-
tive upper mantle composition (McDonough and Sun, 1995) for the rift systems. Parts
of EANT are assumed older than Proterozoic (Goodge and Fanning, 2016; Elliot et al.,
2015; Ménot et al., 2007). For these regions, we implement an Archaean lithospheric
mantle composition in some of our models as explained later on. Yet since such a
depleted composition leads to very low densities, we implement it only in the upper
lithosphere, accounting also for potential refertilization by postdepletion metasoma-
tism of the lower lithosphere (e.g. Beyer et al., 2006). In oceanic areas, the lithospheric
mantle is modeled in two layers in order to represent the vertically varying chemi-
cal composition and density due to differences in the degree of melt depletion in the
mantle material generated at themid-ocean ridge (e.g. Afonso et al., 2007; Ji and Zhao,
1994). The lower layer of oceanic lithospheric mantle makes up two thirds of the total
lithospheric mantle thickness in our model and has a lherzolithic composition, while
the upper layer (one third of the total thickness) is modeled as harzburgite.
3.5. Results and Discussion
An iterative process was adopted to fit the model outputs to the observational data
sets, that is, the rock-equivalent topography and the gravity gradient anomaly field
at satellite height. The simple starting model with the initial geometry based on seis-
mological data turns out to be far from isostatic equilibrium and does not satisfy the
gravity gradient observations. Therefore, we proceed from this simple starting model
and refine it in three subsequent stages:
1. Model 1 keeps the petrological parameters and the lithospheric domains from
the initial model. The depths of the Moho and LAB interfaces are iteratively
changed in the model in order to fit the isostatic elevation to the observed rock-
equivalent topography. For this purpose, in each iteration step the current el-
evation misfit between the model and the data is multiplied with a factor that
relates the topographic load with the mass deficit or surplus, respectively, at the
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interface through simple Airy isostasy. A detailed description of the method is
given in section A.2. The resulting model is not a unique solution because, the-
oretically, isostatic equilibrium can be achieved with a variety of pairs of factors
for adjusting the Moho and the LAB depth. However, the internal modeling
processes, which determine the density in each cell of the model, significantly
narrow the set of solutions (e.g. Afonso et al., 2013). After achieving isostatic
equilibrium in Model 1 in this way, high residuals of more than ±1 E are still
present in the gravity gradients in some areas (Figure A.8), which is ~25% of
the amplitude of the topography-reduced input data. As an explanation, this
misfit could be related to an improper vertical density structure of the model’s
lithosphere. For isostasy, only the mass integral is relevant. The gravity gradient
components, on the other hand, have different depth sensitivities.
2. In Model 2, we account for these gravity gradient residuals by refining crustal
and lithospheric domains while still maintaining isostatic equilibrium. Addi-
tional blocks of Archaean mantle lithosphere are introduced and the density pa-
rameters of the overlying crust are changed in regions with large misfits (Fig-
ure A.9). The vertical density distribution is modified in such a way that the up-
per lithospheric mantle is less dense (depleted Archaean composition), whereas
the crustal density is increased. Simultaneously, the Moho boundary and the
LAB are shifted again to achieve isostatic equilibrium with the result that the
crust is thinned and the lithospheric mantle is thickened, and thus, crustal mate-
rial is replaced by denser mantle peridotite. Moreover, by shifting the isotherm
that defines the LAB to greater depths, the middle to lower lithospheric mantle
becomes denser due to temperature decrease. As a result, the gravity gradient
response of Model 2 is improved by a few tenths of eötvös in the respective re-
gions. It was, however, not possible to fit both the isostatic equilibrium and the
gravity gradient field simultaneously.
3. Model 3 builds upon Model 2, but the previous constraint of isostatic balance of
the Antarctic continent is discarded. Instead, the depth of the Moho discontinu-
ity and LAB is adjusted based on the gravity gradient residual with accordingly
different factors but in principle the same procedure as described for the isostatic
fitting. As a result, the residual of the gravity gradients is generally less than
±0.2 E (Figure 3.5), thus less than 5% of the topography-reduced signal. In turn,
Modeling Satellite Gravity Gradient Data 47
the root-mean-square (RMS) misfit between modeled and observed topography
is 389 m (Figure 3.5). The patterns of the residual topography correlate with the
gravity gradient (TUU) residuals in Model 2 since the mass change in the sub-
surface is reflected by an increased or decreased isostatic elevation, respectively.
These adjustments have implications for the isostatic state of different parts of
Antarctica. In the following subsections, we will discuss and interpret the partic-
ular characteristics of the models in terms of crustal and lithospheric thickness,
density, and temperature.
3.5.1. Topography Misfit in Gravity Gradient Fitted Model
By establishing isostatic equilibrium, a first-order fit of the gravity and gravity gradi-
ent field can usually be achieved (e.g. Braitenberg et al., 1997). This approach indeed
reduces the gradient misfit of Model 1 significantly compared to the initial model,
which was not in isostatic balance. It is, however, uncertain to what extent the Ant-
arctic continent actually is in isostatic equilibrium. If sublithospheric forces generate
a non-isostatic component in the present topography, fitting the observed gravity gra-
dient field is a better option than fitting the isostatic elevation, because the gradients
are most affected by near-surface density variations. Furthermore, given the high ac-
curacy and the homogeneous covering of the gravity gradient data over Antarctica,
we consider Model 3 as our preferred model for a representation of the continent’s
lithospheric density structure. However, because the condition of perfect isostatic
equilibrium is released, it shows a mismatch with the actual (rock-equivalent) topog-
raphy (Figure 3.5). While no clear contrast is apparent between WANT and EANT
in the residual map, Wilkes Land shows a distinctly different (negative) signature
from the rest of EANT. Yet some parts of Wilkes Land still show positive residuals,
specifically where the Archaean to Mesoproterozoic Terre Adélie Craton is located
(e.g. Lamarque et al., 2015; Ménot et al., 2007) and where the inferred Paleoprotero-
zoic Beardmore Microcontinent (e.g. Boger, 2011; Borg et al., 1990) is thought to un-
derlie parts of theWilkes Subglacial Basin (e.g. Ferraccioli et al., 2009a; Ferraccioli and
Bozzo, 2003) region (Figure 3.1).
In summary, these topography residuals are not explained by the gravity gradient sig-
nal. Their large-scale variations may be induced by sublithospheric forces like man-
tle upwellings or downwellings, which provide dynamic support of the topography.
Short-wavelength residuals could originate from imperfect topographic or ice correc-
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tion models onshore or sediment models in offshore areas. It is also possible that they
represent topographic masses that are not in local isostatic balance but compensated
regionally due to lithospheric flexure (e.g. Paxman et al., 2019). However, the RMS
misfit of ~380 m is still small compared to the corresponding crustal thickness varia-
tion that would be needed to compensate such a topographic load. Assuming a rock
density for the topography of 2670 kg/m3 and a density contrast at the Moho of 400
kg/m3, a 2.5-km-thicker crust would compensate 380 m of topography. This is below
the uncertainty of most seismic-inferred Moho depth estimates even in well-studied
areas.
3.5.2. Density Structure
Amain advantage of using the full gravity gradient tensor in lithospheric modeling is
the potentially different depth sensitivity of the individual components. The theoreti-
cal sensitivity kernels for the gravity gradients show a large response for near-surface
mass anomalies (Martinec, 2014). However, the actual contribution of each depth in-
terval depends on the location of the sources in the respective study area. An appro-
priate way to quantify this contribution is to compute the relative RMS of the signal
of density variations with respect to the reference model (Bouman et al., 2016). For
every single component of the gravity gradient tensor—and the vertical gravity GZ,
respectively—the contribution of a particular depth interval is given in percentage of
the total RMS integral over the depth. Figure 3.3 (right) shows the relative RMS sig-
nal contribution from different depth ranges computed for our lithospheric Model 3.
(For absolute values see Figure A.11.) For the vertical gravity and all gradient compo-
nents, the strongest signal originates from a depth range of 10 to 25 km, which reflects
the density variations at the continent-ocean boundaries. Horizontal and mixed com-
ponents are more sensitive to signals at this depth than the vertical gradient TUU and
the vertical gravity GZ. From 25- to 40-km depth, the contrast between EANT and
WANT affects the gradients more than the vertical gravity, resulting in a smoother
decrease of the RMS with depth. In particular, the horizontal component TIA, which
is commonly considered to be most sensitive to very shallow structures, is still re-
markably strong at this depth. Clearly, this reflects the sharp transition at roughly
45° W/135° E between WANT and EANT. Furthermore, a noticeable divergence of
the TAU and TAA components is present at ~60-km depth. This means that a marked
density variation exists with an orientation perpendicular to the 0° meridian (point-
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ing toward the Atlantic), which is the Pacific-Antarctic Ridge north of the Ross Sea
region. The density of the upper mantle is decreased to 3200 kg/m3 here in order to
fit the bathymetry, whereas other regions in the model show 3300 kg/m3 and more in
~60-km depth. In summary, for almost every single layer above 100-km depth, the rel-
ative RMS contribution is higher in the gravity gradients than in the vertical gravity,
even below the Moho.
The modeled densities of the upper mantle in our Model 3 are shown in Figure 3.6.
At depths of 50 to 80 km the topography of the LAB is dominating the patterns
in WANT with rather low densities in the coastal areas. In EANT the deep crustal
root of the Gamburtsev Subglacial Mountains (GSM) stands out in the 50-km depth
slice, whereas at 80-km lower density is present in areas where our model features
Archaean lithospheric mantle composition. Down to 150 km, the mantle density is
lower beneathWANTdue to the higher temperature compared to cratonic EANT (Fig-
ure 3.6e). However, this relation is reversed below 150 km. At this depth, relatively
low density values are present beneath EANT (Figure 3.6f), and the deep lithospheric
mantle of EANT is notably less dense than the sublithospheric mantle of WANT, par-
ticularly at its edges where it is hotter than in the interior. A cross section through
the model is shown in Figure 3.6a that spans from the West Antarctic coast of Marie
Byrd Land (MBL) across the WARS, the TAM, the GSM, and the Lambert Graben to
the Indian Ocean coast, thus covering key elements of Antarctica’s lithospheric struc-
ture over a distance of 5500 km. It reveals another interesting feature: At the depth of
the shallow LAB beneath WANT almost no density contrast is present between litho-
sphere and asthenosphere since the lithospheric mantle is relatively fertile, hot, and
at low pressure. On the other hand, the density contrast at the deep lithospheric base
of EANT adds up to several tens of kilograms per cubic meter and thus contributes to
the lithosphere’s buoyancy and the gravitational field anomalies. However, we note
that our model does not include potential density variations in the asthenosphere due
to temperature anomalies, as onewould expect in case of a (WARS)mantle plume (e.g.
Seroussi et al., 2017).
Another approach to investigate the lithospheric structure of Antarctica in terms of
density, along with temperature and composition, has been recently presented by
Haeger et al. (2019). Instead of predefining the lithospheric mantle composition, that
study inverts for composition, density, and temperature while different seismological
Swave tomographymodels are used to iteratively reconcile the estimates in a thermo-
dynamically consistent way. The main difference with our strategy is, however, that
Modeling Satellite Gravity Gradient Data 51
b)
Moho



























































































Figure 3.6.: (a) Cross section through ice, topography, crust, and mantle of our Model 3. The
profile is shown in the slices below. High crustal densities are present beneath
the GSM. The mantle cross section illustrates the different density contrasts at
the lithosphere-asthenosphere boundary beneath WANT and EANT, respectively.
MBL=Marie Byrd Land, WANT=West Antarctica, TAM=Transantarctic Moun-
tains, GSM=Gamburtsev Subglacial Mountains, LG=Lambert Graben. Dashed
horizontal lines indicate depths of mantle density slices: (b) 50, (c) 80, (d) 100, (e)
125, (f) 125, (g) 175, (h) 200, and (i) 250 km.
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Haeger et al. (2019) base their analysis on a predefined Moho depth, whereas it is a
model result in our study. Vice versa, we predefine lithospheric mantle compositions
in ourmodeling, while Haeger et al. (2019) invert for these. The degree of depletion of
the lithospheric mantle material is strongly dependent on the selection of the seismic
tomography model in the inversion of Haeger et al. (2019), demonstrating the need
for more seismological surveys for Antarctica.
3.5.3. Crustal Thickness
The depths of Moho and LAB result from fitting the elevation (Models 1 and 2) and
the gravity gradients (Model 3), respectively, starting from the initial model based
on the seismologically derived geometry from An et al. (2015b,a). We do not fit our
model to seismic data but compare our results with seismic-inferred Moho depth
estimates. A considerable number of local seismic Moho depth estimates exist, even
though large gaps in the coverage of the Antarctic continent are still present.
Recent continental-scale Moho depth models (e.g. Haeger et al., 2019; An et al., 2015b;
Baranov and Morelli, 2013) made use of the local Moho studies by application of
different techniques to infer the crustal thickness in poorly covered areas. Several
other Moho depth models exist for Antarctica, which are, however, less suited for the
evaluation of our model since they involve the inversion of gravity data (e.g. Baranov
et al., 2018; O’Donnell and Nyblade, 2014; Block et al., 2009) or only provide estimates
in a limited region (e.g.White-Gaynor et al., 2019; Shen et al., 2018; Chaput et al., 2014).
In comparison, some of these models show large discrepancies of more than 10 km in
large areas of Antarctica (see Pappa et al., 2019a, for detailed discussion).
We evaluate the Moho depth of our models at the same seismic stations that have
been used by An et al. (2015b) and Baranov and Morelli (2013). Figure 3.7 shows
the Moho depth of Model 3 together with the mismatch to the seismic estimates indi-
cated by colored circles. (For a mismatch histogram see Figure A.10.) Parameter and
compositional changes from Model 1 to Models 2 and 3 improved the fit in Moho
depth for WANT and TAM significantly owing to higher densities in the middle and
lower crust. The crustal root beneath areas with high topography is therefore less
pronounced. The changes of Moho depth related to the release from isostatic equilib-
rium from Model 2 to Model 3 are minor in WANT, but in EANT the crust of Model
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3 is thinned compared to Model 2. Areas of relatively thick crust become more pro-
nounced, for instance, in eastern DML, in Terre Adélie, and west of Lake Vostok.
The RMS misfit at the seismic depth points increased slightly from 6.1 km in Model
2 to 6.9 km in Model 3 (Figure A.10). It is difficult to quantify the uncertainty of
our Moho depth model in relation to the seismic estimates since disagreements exist
between studies even at the same locations (Pappa et al., 2019a). As a measure of
discrepancy, one can calculate the deviation D of the RMS misfit M of our model
(6.9 km) from the supposed uncertainty U of seismological methods of ~3 km (e.g.




which gives 6.2 km. This is, however, ameasure of deviation in terms of seismicMoho
depth estimates, whereas the misfit of the gravity gradients and the topography must
also be taken into account.
The Moho depth of our final Model 3 (Figure 3.7) exhibits detailed patterns in EANT,
typical of gravity-based or Airy-isostatic models (e.g. Pappa et al., 2019a; O’Donnell
and Nyblade, 2014; Block et al., 2009). Although the AN1-Moho model was used as
starting value, distinct differences exist in our Moho depth. DML shows more vari-
ations and can be divided into three parts: (1) the northern mountain ranges with
crustal roots that exhibits crustal thicknesses of ~40–45 km, (2) further south west-
ern DML with a rather thin crust of ~30 km, and (3) eastern DML as a block with
markedly thicker crust of ~40 km. These values and the according subdivision are
consistent with results from Riedel et al. (2013, 2012), who jointly interpreted aero-
magnetic and aerogravity measurements with isostatic modeling of the region. Stud-
ies relying on gravity or a combination of both gravity and seismology also show
thicker crust in eastern DML (Baranov et al., 2018; O’Donnell and Nyblade, 2014;
Block et al., 2009), and this is also revealed by the Rayleigh wave-derived model
from An et al. (2015b). However, in previous Moho depth compilations (Baranov
and Morelli, 2013), based on regional surveys, the opposite was found with thicker
crust in western DML. Yet as no seismic measurements for eastern DML were used
in that compilation, the thickness values are interpolated in this area and thus subject
to uncertainty.
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In the AN1 model, a pronounced small patch of very thick crust beneath the Valkyrie
Dome (also referred to as Dome Fuji) is present, but no such feature exists in our
results. Instead, the crust there is thinner than at its surroundings.
Only scarce data exist for Enderby Land further east as well. While crustal thickness
estimates exist for west Enderby Land (Yoshii et al., 2004; Miyamachi et al., 2003) and
the Lambert Graben area (e.g. Feng et al., 2014; Reading, 2006), the interior structure
of Enderby Land remains seismically underexplored. Satellite gravity inversions es-
timate the Moho depth in this region at ~40 km (Baranov et al., 2018; O’Donnell and
Nyblade, 2014; Block et al., 2009) but can only give a rather blurred image due to
the long-wavelength signal. As the gravity gradients enhance shorter wavelengths,
which correspond to shallower structures, and our modeling process considers the
principle of isostasy, we are able to infer more details in the crustal structure of En-
derby Land. West of the Lambert Graben, the Moho is less than 40 km deep, reaching
30 km in central Enderby Land and near the coast. We can also see a clear boundary
toward eastern DML along the ~30° N meridian. This is broadly consistent with the
models from An et al. (2015b) and O’Donnell and Nyblade (2014).
The GSM, which are adjacent to the southern part of Enderby Land, have been sub-
ject to extensive investigations (e.g. An et al., 2016; Paxman et al., 2016; Heeszel et al.,
2013; Lloyd et al., 2013; Ferraccioli et al., 2011; Hansen et al., 2010). Yet their forma-
tion remains unclear. One hypothesis that has been put forward to explain their uplift
is Permian to Cretaceous rifting and strike-slip faulting followed by Cenozoic peak
uplift due to fluvial and glacial erosion (Paxman et al., 2016; Rose et al., 2013; Fer-
raccioli et al., 2011) combined with remarkably low erosion rates (Cox et al., 2010).
The remarkably thick crust that is still preserved beneath the GSM has been related
to subduction and collision during the late stages of the Pan-African orogenic cycle
(~550–500Ma) byAn et al. (2015b) or tomuch older Grenvillian-age accretion and pos-
sible collision of terranes against the composite Archean to Mesoproterozoic Mawson
Craton by Ferraccioli et al. (2011). Estimates of crustal root depth values range from
more than 60 km in seismic studies (An et al., 2016, 2015b) to ~50 km (O’Donnell and
Nyblade, 2014; von Frese et al., 2009) or less (Block et al., 2009) in gravity-based mod-
els. Ferraccioli et al. (2011) have shown, based on gravity modeling, that the density
contrast between the crustal root of the GSM and the underlying lithospheric upper
mantle may be only about 55 kg/m3. More generally, An et al. (2015b) conclude that
the density contrast for whole EANT is small from comparison of their seismic crustal
thickness estimates and an Airy-isostatic Moho depth model. In our model the Moho
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shows a maximum depth of 52 km, and the root beneath the GSM is elongated in a
south-north direction, rather than the more circular-shaped geometry imaged by An
et al. (2015b). Between the GSM and the Vostok Highlands to the east, which again
are underlain by a thick crust of more than 40 km, a clear lineament of thinner crust
is apparent, consistent with seismological estimates (Ramirez et al., 2016) and the lo-
cation of the proposed eastern branch of the East Antarctic Rift System (Ferraccioli
et al., 2011).
Further east we can identify a prominent lineament in the region of the proposed
Indo-Australo-Antarctic Suture (Aitken et al., 2014), where Indo-Antarctica and Aus-
tralo-Antarctica may have collided either during the late Mesoproterozoic assembly
of interior EANT or as late as the early Cambrian (Boger, 2011; Collins and Pisarevsky,
2005). However, the exact location of this inferred suture zone cannot precisely be
determined from our model. The Terre Adélie Craton stands out as a block of ~40-
km-thick crust, consistent with receiver function analyses (Lamarque et al., 2015). It is
surrounded by the Aurora Subglacial Basin to the west, the Sabrina Subglacial Basin
to the northwest, and the Wilkes Subglacial Basin to the west, which all are character-
ized by a rather shallow Moho at 30 km or shallower. This level of detail in crustal
thickness variation has not been imaged in the region of Wilkes Land so far.
3.5.4. Lithospheric Thickness
As mentioned before, different definitions of the LAB exist corresponding to differ-
ent geological understanding and geophysical methods. In our model the LAB is
described by a thermal (1315 °C isotherm), rheological (base of rigid layer), and a
compositional boundary. Basic assumptions in our modeling, such as composition
and crustal rock parameters, imply some uncertainty due to the lack of reliable local
constraints. As expressed previously, it should also be noted that the depths of the
Moho and the LAB in our models are non-unique, which is always the case in mod-
els based on gravity, particularly because the density change at the LAB is generally
small. Nevertheless, there are additional aspects that help to constrain the total litho-
spheric thickness in our model, which are the self-consistent computation of density
due to pressure, temperature, and composition as well as the principle of isostasy.
Some information about the robustness of the results can be given by the comparison
with the seismologically derived and thus gravity-independent LAB depth model
AN1-LAB (An et al., 2015a).
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An et al. (2015a) used a mixed LAB definition. They converted the S wave velocity
model AN1-VS into temperatures and defined the LAB as 1330 °C isotherm. The
authors state that the vertical resolution of their seismological LAB should be smaller
than 20–50 km. This estimation, however, does not include the uncertainties in the
conversion of velocities into temperature due to the choice of composition, grain size,
and water content, which An et al. (2015a) assume to be ~150 °C. Since both our LAB
and the AN1-LAB model are likewise defined as isotherms that only differ by 15 K,
we can compare the depths of the LAB (Figures 3.4 and 3.7). Although we used the
AN1-LAB as a starting geometry, the final LAB of ourmodel results from a completely
different methodology. They are markedly similar in most parts of Antarctica, and
the differences are mainly within the range of uncertainty of different methods to
assess the LAB depth. Similar to An et al. (2015a) and other seismological studies (e.g.
Schaeffer and Lebedev, 2013; Ritzwoller et al., 2001), the lithospheric thickness of our
final Model 3 shows a strong contrast between WANT where values less than 100 km
are attained and EANT with more than 150 km. While the LAB topography in our
model is rather smooth within both parts of the continent, the transition is very steep,
spanning about 100-km depth difference over 250-km horizontal distance. In WANT
few regions show a lithosphere thinner than 80 km, such as MBL, Ellsworth Land,
and the Ross Sea front of the TAM. However, we see that a very deep LAB of ~180 km
beneath the Weddell Sea emerged in our model, which is not shown by seismological
models. This could be a consequence of an overestimated sediment thickness in this
area due to the ambiguity of the depth to basement estimates from magnetic data,
although notably the presence of cratonic lithosphere beneath the southern part of
the Weddell Sea Rift has also been inferred from aeromagnetic studies (e.g. Jordan
et al., 2017b, and references therein).
In EANT the cratonic nature is clearly reflected by a thick lithospheric root down to
~260-km depth beneath the GSM. Thickness values more than 200 km extend west-
ward to the Pensacola Mountains and the Shackleton Range. To the east we still see
200-kmLAB depth beneath George V Land andWilkes Land. Notably, the lithosphere
thinsmore rapidly toward the coast between the longitudes 20°W and 90° E, reaching
150 km beneath Enderby Land and 100 km beneath western DML, respectively.
A major difference between our model and the AN1-LAB is the lithospheric thick-
ness in the GSM region. In contrast to the AN1-LAB, all our models result in a deeper
LAB below the GSM in order to compensate the topographic load. The thickest litho-
sphere in the AN1 model with more than 230 km is located east of the GSM, whereas
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in our models the deepest point lies beneath them at ~260 km. An et al. (2015b) re-
gard the different locations of the thickest crust and the deepest LAB in their models
to be evidence for a collision belt from the amalgamation of Gondwana during the
Pan-African orogeny (~550–500 Ma). Low erosion rates for at least over 250 Myr (Cox
et al., 2010) support the hypothesis that the high topography of the GSM might have
been stable for 500 Myr. However, the whole mass column must have stayed close to
isostatic equilibrium for this scenario. In our model a very thick (thus cold and dense)
lithosphere is required to compensate the thick (less dense) crust beneath the GSM. If
the crust is even thicker, as seen by An et al. (2015b), and the LAB less deep, isostatic
equilibrium could only be achieved by higher densities within the lithosphere, mean-
ing cold temperatures and possibly enriched mantle composition. Yet our model is
even colder than AN1-T. It therefore seems unlikely that a thinner and warmer, thus
more buoyant, lithosphere could have maintained isostatic equilibrium in the GSM
region for several hundreds of million years.
3.5.5. Thermal Structure and GIA Response
Following our discussion on crustal and lithosphere thickness variations here, we
infer the steady-state temperature distribution within the lithosphere and the sub-
lithospheric mantle, which allows to estimate viscosity values for assessing GIA. It
should, however, be kept in mind that our models presume that the lithosphere is in
isostatic equilibrium and the steady-state temperature field does not include thermal
anomalies. We discuss the thermal structure of our models at five selected points of
interest (Figure 3.8): the Amundsen Sea Embayment (ASE), MBL, TAM, GSM, and
Wilkes Land. Further comparison is made with the temperature model AN1-T from
An et al. (2015a), which results from conversion of the Swave velocity model AN1-VS
(An et al., 2015b) into temperatures. The authors point out that a homogeneous man-
tle composition and pressure dependency have been considered in the conversion
method but not potential water content or partial melt. They take their estimated
mantle temperatures to be the upper bound, and note that if the converted tempera-
tures for the upper mantle seem unreasonably high, a possible explanation might be
the existence of melt or fluid inclusions (An et al., 2015a). Indeed, the temperature of
the AN1 model is slightly higher than ours, and some areas of increased temperature
are not visible in our models.
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The cross section in Figure 3.8 demonstrates the striking temperature variationswithin
the upper mantle between WANT to EANT in both Model 3 and AN1-T. At the tran-
sition fromWANT to EANT, the AN1 model and our model show high temperatures
at the steps of Moho boundary and LAB. Although our model only considers steady-
state conditions and thus no thermal anomalies, the temperature at the Moho reaches
almost 700 °C. Such values would be generally expected in orogenic belts (McKen-
zie et al., 2005), while the Moho temperature beneath cratonic shields is estimated to
range from 300–500 °C (Archaean) to 450–650 °C (Paleoproterozoic; Artemieva, 2009).
The generally higher temperatures of the AN1-T model compared to our models, par-
ticularly at the crust-mantle boundary, are also visible in the vertical temperature pro-
files (Figure 3.8), for example, at the TAM profile. Here, the AN1-T temperatures not
only are ~400 K higher in the middle part of the mantle lithosphere (~70-km depth),
but also our models differ from each other due to variations in lithospheric thick-
ness. The lithosphere is much thinner (~125 km) in Models 2 and 3 than in Model 1
(>150 km). Consequently, the temperature is higher within the lithosphere in Mod-
els 2 and 3 and approximately 200 K higher at 125-km depth. Due to the associated
density decrease in the mantle, this generally allows a thinner crust to be in isostatic
balance and does not require a pronounced crustal root. A substantially hotter man-
tle could potentially increase this effect to the extent that a much thinner crust can
overcompensate the topographic load. The cross section (Figure 3.8) also shows the
lateral temperature variation of the uppermost lithospheric mantle between the TAM
and the region beneath the GSM. Beneath the TAM, temperatures are high through-
out the lithosphere due to the shallow LAB. The hinterland of the TAM toward the
GSM features rather low temperatures below the relatively thin crust, whereas tem-
peratures rise again beneath the GSM’s crustal root. Here the thick crust provides
additional heat from radiogenic decay, which is higher than in the mantle due to the
increased abundance of uranium, thorium, and potassium. Such temperature varia-
tions affect the upper mantle seismic velocities, leading to velocity highs in regions
of low temperature and a velocity low beneath the GSM. Such decreased velocities
have been observed by Shen et al. (2018), who, however, hypothesize that they orig-
inate from compositional changes. Beneath the GSM, our models show ~600 °C at
the Moho, whereas AN1-T suggests ~800 °C, which is much higher than generally ex-
pected for cratonic shields. Varying crustal density parameters in our Models 2 and 3
with respect toModel 1 in the GSM region apparently have no significant effect on the
temperature. The same phenomenon occurs in the profile for Wilkes Land, where the
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impact of the implementation of Archaean lithospheric mantle on the temperature is
also minor, whereas it has a significant effect on the density.
In the ASE in WANT, our models show almost identical values, whereas the Moho in
the AN1-T model is more than 200 K hotter and exceeds 700 °C. On the other hand,
all models have similar temperatures at the lithospheric base. In the sublithospheric
mantle the Swave inferred temperatures of the AN1 model show a pronounced tem-
perature increase with respect to our models beneath the ASE. This is consistent with
observations of the short-term interaction between solid Earth movement and ice
mass changes in the ASE, which suggest very low upper mantle viscosities (Barletta
et al., 2018). It is also consistent with seismic low-velocity zones in other studies
(Shen et al., 2018; Hansen et al., 2014). Our models may underestimate the tempera-
ture because they represent a steady-state temperature distribution with a lithosphere
in isostatic equilibrium, which might not be the case in the ASE. Similar limitations
may apply for MBL. Here, the changes in crustal parameters from Model 1 to Model
2 led to a shallower Moho and LAB, resulting in higher temperatures within the litho-
sphere. As a consequence, lower densities and seismic velocities can be expected.
However, seismological studies inferred significant mantle velocity reduction of 1–
3% for P waves and 2–5% for S waves beneath MBL (White-Gaynor et al., 2019; Shen
et al., 2018; Heeszel et al., 2016; Lloyd et al., 2015; Hansen et al., 2014), accompanied
by Cenozoic volcanism (e.g. LeMasurier, 1990). Such velocity anomalies would cor-
respond to a temperature increase of ~150 K (Lloyd et al., 2015). If, on the other hand,
the upper mantle beneath MBL has an elevated water content compared to surround-
ing areas, which could likely be the case due to a history of subduction in the region
(LeMasurier et al., 2016), then partial melts could cause the decrease in seismic veloc-
ities (White-Gaynor et al., 2019).
The temperature field does not only affect rock densities and hence contribute to
isostasy but, in general, also controls dynamic effects, such as GIA and mantle con-
vection, in which viscosity is the crucial property. Temperature or viscosity can be
derived from seismic velocity anomalies, yet with large uncertainty (Ivins and Sam-
mis, 1995). Here we take the 3-D temperature values from our thermodynamically
self-consistent model to derive mantle viscosities and point out the implications for
present-day uplift rates in Antarctica, which can be compared with GPS measure-
ments to ultimately constrain past ice thickness.





























Figure 3.9.: Modeled mantle viscosity (a–d) and resulting uplift rates (e) in a dry olivine rhe-
ology and 4-mm grain size scenario. The depth slices represent values at 100 (a),
150 (b), 200 (c), and 250 km (d).
Viscosity values are computed according to equation 4with temperatures fromModel
3. As stated in section 3, we compute viscosity for dry olivine rheology and 4-mm
grain size (Figure 3.9). As a result, viscosity at 100-km depth in all of EANT is so
high that it is effectively elastic and can thus be considered as part of the lithosphere
for GIA models. The viscosity in WANT is somewhat higher than found in earlier
studies (Barletta et al., 2018; Bradley et al., 2015; van der Wal et al., 2015). Using wet
rheology lowers viscosity to around 1018 Pa·s for large parts of WANT, in agreement
with viscosity for water-saturated peridotite provided in O’Donnell et al. (2017). Low-
ering the grain size to 1 mm even reduces viscosity in WANT to below 1018 Pa·s. This
corresponds to relaxation times in the order of decades. For these small relaxation
times, the solid Earth response to changes in loading thousands of years ago will
have reached equilibrium.
Uplift rates in Figure 3.9e show two maxima in location of former ice domes in the
W12 ice history model. GPS uplift rates (Argus et al., 2014; Thomas et al., 2011) and
empirical GIA models (Martin-Español et al., 2017) prefer somewhat smaller values,
but note that no measurements are available in the locations of maximum uplift rates.
Smaller uplift rates can be achieved with lower grain size (1 mm) or a wet rheology
in our model, but these viscosities result in uplift rates of less than 1 mm/year, which
is well below observed values. However, this argument rests on the assumption that
all ice loading changes are accounted for, while Antarctic-wide ice loading histories
such as theW12model used in this study do not include changes in ice sheet thickness
that occurred in the last centuries, and the response to those changes is absent from
Figure 3.9e. A low viscosity in combination with recent ice unloading could produce
significant uplift rates. The lowest viscosities obtained for the wet and small grain
size rheologies are also below those inferred from observations of late Holocene ice
loading relaxation, including in Iceland (Barnhoorn et al., 2011b; Sigmundsson, 1991)
and parts of Antarctica (Barletta et al., 2018). Based on this, our preferred model
Modeling Satellite Gravity Gradient Data 63
features the dry rheology and 4-mm grain size. The preference for GIA observations
for dry rheology is subject to the uncertainties introduced by applying the olivine flow
law to the upper mantle rheology deficiencies in the experimental flow law itself and
our temperature model. From a petrology point of view, a completely dry rheology
is plausible. The upper mantle contains on average small amounts of water (50–200
ppm; Hirschmann, 2006). Low hydration in WANT is supported by magnetotelluric
measurements (Wannamaker et al., 2017) and suggested for cratons such as EANT
(Peslier et al., 2010). However, possible hydration due to recent subduction in WANT
(Emry et al., 2015) and the variation in flow law parameters in xenolith findings across
Antarctica (see table in van der Wal et al., 2015) suggest the necessity of regional
modeling of flow law parameters.
3.6. Conclusions
A comprehensive and self-consistent continental-scale model of Antarctica’s litho-
sphere is presented in this study. Satellite gravity gradient data, seismological es-
timates, thermodynamic modeling, and the principle of isostasy are used to infer
crustal and lithospheric thickness, density, and temperature distribution. By integrat-
ing a variety of geophysical observables and principles, a higher robustness of the
result is achieved compared to modeling them separately. A precise quantification
of the uncertainties of all individual geophysical properties can, however, not be ob-
tained because the model is too computationally expensive to follow a probabilistic
approach. Integrated and probabilistic modeling methods of the lithosphere are cur-
rently in development yet still in 1-D and immature (Afonso et al., 2016). Before
applying them on poorly explored areas like Antarctica, they need to give proof of
their reliability and robustness.
Our new Moho depth map provides higher-resolution estimates for poorly surveyed
regions of EANT, where seismic station coverage is sparse or nonexistent. We find
that ~30- to 35-km-thick crust is present inWilkes Land, while the Terre Adélie Craton
features distinctly thicker (~40 km thick) crust. The GSM are underlain by a marked
crustal root with a ~52-km-deep Moho. Although our model cannot solve the debate
about the origin and evolution of the GSM directly, it indicates that a thick and cold
and thus dense lithospheric mantle is needed to compensate the thick buoyant crust
to maintain isostasy.
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The 3-D temperature distribution from our model is taken to infer mantle viscosity
and to model present-day uplift rates for Antarctica due to GIA. Viscosity values are
computed for dry olivine rheology and moderate grain size (4 mm). High viscosities
imply that the GIA lithosphere is at least 100 km thick in EANT, and below 150 km
in its central part. In WANT, viscosity values are around 1019 Pa·s, slightly above
previously published values. Lowering grain size or assuming wet rheology results
in uplift rates well below measured values. Our modeling prefers a dry rheology
and a moderate grain size. A limitation of this estimation is, however, the absence
of ice thickness variations during the last centuries in the used W12 model. Recent
unloading together with low viscosity values could have a strong impact on present-
day uplift rates. Therefore, future studies should include ice thickness changes in the
last decades and centuries as well as 3-D variations and rheologic parameters below
400-km depth to estimate the full dynamic effect due to glacial loading.
Chapter 4
The Antarctic Mantle from a Gravity
Perspective
4.1. Gravity Observations in Antarctica: Scales and
Strides
Gravity data allow to detect and interpret subsurface structures related to density
variations. Such features can, for instance, be troughs, sedimentary basins, sub-glacial
volcanoes, intrusions, tectonic suture zones, the depth of the crust-mantle boundary
(Moho discontinuity), or mantle density variations. The commonly used products for
interpretation are the free-air gravity anomaly, the Bouguer gravity anomaly or the
isostatic anomaly. Measured data are corrected for the station height and Earth’s nor-
mal gravity, which also considers its ellipticity, which results in the free-air anomaly.
If in addition the effects induced by topographic features with a constant standard
rock density (2670 kg/m3) are removed, one obtains the Bouguer gravity anomaly,
which reveals density inhomogeneities in the subsurface (e.g. Nowell, 1999) such as
crustal roots of mountain chains. With additional information about subsurface den-
sity structures that are relevant for the isostatic behaviour of the solid Earth, one can
compute their effect on the gravity field, which is referred to as the isostatic correction
(e.g. Kaban et al., 2004). After applying the isostatic correction to the Bouguer grav-
ity anomaly, the resulting, isostatic residual anomaly reveals deviations of the Earth
from the state of isostatic equilibrium.
Gravimetric measurements can be taken on the ground with high precision but re-
quiring considerable logistical effort for remote areas and nevertheless providing of-
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ten only low coverage. Therefore, nowadays mostly airborne and satellite surveys
are acquired for Antarctica. In recent years, considerable progress has been made
in both global Earth gravity field observations by satellite missions and regional air-
borne campaigns (e.g. Forsberg et al., 2018; Scheinert et al., 2016; Aitken et al., 2014;
Riedel et al., 2012; Ferraccioli et al., 2011). The lateral resolution (Figure 4.1) of these
two techniques ranges from 130–80 km for static gravitymodels derived from satellite
data (Mayer-Gürr et al., 2012, 2010) to less than 10 km for airborne data (e.g. Forsberg
et al., 2011). Long-wavelength satellite data are particularly useful to study the deeper
lithospheric and sub-lithospheric upper mantle structures. Aerogravimetry compi-
lations often lack these information due to post-processing and combination proce-
dures of individual flight lines and thus focus on small-scale and shallow features.
Theoretically, the maximumwavelength detectable by airborne measurements is half
the extent of the surveyed area, but it is often shorter due to processing steps such
as levelling (e.g. Barzaghi et al., 2014). Aerogravimetric and satellite data are there-
fore combined in Earth gravitational models, mathematically expressed as a spherical
harmonic series, in order to achieve a high degree of consistency together with high
resolution where data are available (e.g. Pail et al., 2018; Forsberg, 2015).
degree &
order 1 3 7 15 31 63 127 255 511 1023 2047 4095
resolution 
[km] 20000 6667 2857 1333 645 317 157 78 39 20 10 5
airborne gravimetry
GRACE GOCE
Figure 4.1.: Relation between spherical harmonic degree and order, spatial resolution, and
measuring technique.
The twin-satellite mission GRACE (Gravity Recovery and Climate Experiment), or-
biting Earth at ~500 km height from 2002 to 2017, did not only measure the long
wavelength signal of the gravitational field with high precision (Tapley et al., 2004)
but also allowed to track changes over time. In the years 2009–2013 the complemen-
tary GOCE (Gravity field and steady-state Ocean Circulation Explorer) satellite mis-
sion mapped the gravity gradient field of the Earth at ~250 km altitude (~225 km in
the final stage) with its three-dimensional gradiometer (Bouman et al., 2015; Rum-
mel et al., 2011). The gravity gradients are the second derivative of the gravitational
potential, also known as the Marussi Tensor, consisting of six unique components.
While the spatial resolution could be improved significantly to ~80 km, GOCE’s grav-
ity gradient measurement has a poorer sensitivity at long wavelengths, which is why
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global Earth gravity models often combine GRACE and GOCE data to exploit the
complementary advantages (e.g. Peidou and Pagiatakis, 2019). Due to the orbit incli-
nation, however, both satellite missions do not cover the entire Earth, which means
that data gaps at the poles exist. In case of GOCE’s data the polar gap covers regions
beyond 83.5° S (Brockmann et al., 2014; Forsberg et al., 2011) and is as large as 1400
km in diameter (Scheinert et al., 2016). Recent efforts have been made in the course of
the PolarGAP initiative to fill the gap with extensive airborne gravity measurements
(Forsberg, 2015). Great advances have also been made in collecting and compiling
airborne gravimetric data for the Antarctic continent and its adjacent oceanic areas.
The AntGG compilation (Scheinert et al., 2016) covers 73% of Antarctica with a 10 km
resolution grid and provides free-air and Bouguer gravity anomaly estimates (Fig-
ure 4.2). Remaining gaps like the interior of Dronning Maud Land are successively
filled by further surveys, which still reveal unexplored geological features, enhance
existing gravity models, or confirm previously measured data (Forsberg et al., 2018;
Jordan et al., 2017a; Yildiz et al., 2017). With the picture of Antarctica’s gravitational
signal getting successively clearer and more complete, large-scale tectonic features
and crustal structures can be studied on a more robust basis. Furthermore, gravita-
tional signatures can, together with other data like magnetic measurements, identify
or assure the links between the Antarctic and its adjacent continents within the Gond-
wana, Rodinia, and Columbia supercontinents (Aitken et al., 2016; Scheinert et al.,
2016).
4.2. The Shape Index: a Gravitational Field Curvature
Product to Study the Lithospheric Structure
Since satellite gravity measurements provide a homogeneous data coverage over
nearly the entire globe, one can search for similar characteristics in the gravitational
field between regions in Antarctica and those in better-studied continents. Gravity
gradients as measured by GOCE (Figure 4.2) are particularly suited for this pur-
pose due to their high sensitivity to density variations in lithospheric depth ranges
(Bouman et al., 2016). It is, however, challenging to interpret multiple gravity gra-
dient components simultaneously, all the more as the tensor components can be ex-
pressed in different mathematical reference frames (Bouman et al., 2013). Combining













































Figure 4.2.: Gravity data of Antarctica: (a) gravity anomaly of combined satellite model
XGM2016 (Pail et al., 2018), (b) free-air and (c) Bouguer gravity anomalies from
airborne survey data (Scheinert et al., 2016), (d) gravity gradient components
from GOCE data (Bouman et al., 2016) at satellite altitude (225 km), and (e)
topography-corrected gravity gradients. Gravity gradients are expressed in IAU
reference frame (Pappa et al., 2019b) with axes pointing to Indian Ocean (I), At-
lantic Ocean (A), and upward (U) direction.
different gravity gradient components can simplify the interpretation and thus be of
use for a broad scientific community.
An example of a gravity (gradient) data product that can be interpreted relatively eas-
ily is the shape index. Hereby, the gravity gradient tensor, is translated into an index
value ranging from –1 for a bowl-like shape of the equipotential surface to +1 for a
dome-like shape, which are interpreted for the characteristics of the continental litho-
sphere. Ebbing et al. (2018) applied this technique on GOCE’s global gravity gradient
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data after correcting them for topographic effects. The shape index indicates mass
deficits in the lithosphere with negative values (bowls) and mass surplus with pos-
itive values (domes) and thus enhances lithospheric and intra-crustal density varia-
tions. In the global view (Figure 4.3a), bowls can generally be correlated with cratonic
areas and orogenic belts, e.g. the Kaapvaal Craton in South Africa and the Himalayas.
In these cases, mass deficits can be explained by depleted lithospheric mantle compo-
sition in cratonic settings and thick crustal roots beneath mountain ranges. On the
other hand, the Andes exhibit a valley-like shape, most likely due to the additional
masses of the cold subducted slab.
In light of this global correlation, one can compare the shape index of Antarctica (Fig-
ure 4.3b) with other regions of the world. A clear distinction betweenWest Antarctica
(WANT) and East Antarctica (EANT) is obvious, particularly pronounced through
high shape index values in the West Antarctic Rift System and the Weddell Sea Rift,
but also above the Antarctic Peninsula. Only Marie Byrd Land exhibits a bowl-like
shape in WANT. Underneath this region, a Cenozoic mantle plume has been pro-
posed (LeMasurier and Rex, 1989), which would likely imply relatively low densities
of the upper mantle due to elevated temperatures. Independently observed low seis-
mic velocities have been interpreted as a result of such a thermal anomaly (e.g. Lloyd
et al., 2015). The shape index cannot confirm the existence of a mantle plume, it is
consistent with the hypothesis.
East Antarctica, on the other hand, shows entirely negative shape index values, com-
parable to those of other cratonic regions on Earth. In addition to a topographic cor-
rection, the gravitational field can be reduced for isostatic effects in order to bring
out the isostatic state. Figure 4.3c shows the shape index for Antarctica after ap-
plying a topographic reduction and subtracting the effect of an isostatically com-
pensated Moho. The patterns are generally similar to the observed gravity anom-
aly (Figure 4.2), though some differences can be identified. For instance, the Marie
Byrd Land dome and the Antarctic Peninsula are more pronounced in the shape in-
dex. The Transantarctic Mountains, on the other hand, show a “flat” shape index,
whereas their gravity anomaly is distinctly positive with more than 50 mGal. This
can be interpreted as an expression of a missing crustal root beneath the Transantarc-
tic Mountains (e.g. Hansen et al., 2016) and their still unresolved isostatic state and
uplift history (e.g. Lisker et al., 2013).



















Figure 4.3.: Shape index based on GOCE gravity gradient data after topographic correction
for (a) the Earth and (b) Antarctica (based on Ebbing et al., 2018). Panel (c) shows
the shape index for Antarctica after additional correction for isostatic effects.
4.3. Crustal Thickness of Antarctica from Gravity Data
TheMoho boundary limits crustal andmantle rocks and is, in general, associatedwith
the most prominent density contrast in the lithosphere. Depending on the tectonic
setting, the density contrast can vary between less than 200 kg/m3 in cratonic regions
when eclogitization is involved, and more than 500 kg/m3 in extending basins or
Phanerozoic orogens (Rabbel et al., 2013). Therefore, depth, geometry, and density
contrast at theMoho interface have a huge impact on the gravity field at a broad range
of wavelengths (e.g. Sebera et al., 2018). Since geothermal heat flux, seismic velocities,
and several other geophysical and geological parameters are strongly affected by the
crustal thickness, knowledge about the Moho depth is of broad importance.
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However, the observed gravity signal originates from several sources, and the free
air anomaly is largely affected by topography. In order to isolate the signal from the
Moho boundary, effects from other sources, such as intra-crustal (sedimentary basins)
andmantle density variations or dynamic forces as well as topography, ice, andwater,
need to be subtracted from the total signal. In case of Antarctica, the estimation of the
sub-ice architecture is challenging. Nevertheless, huge progress has been achieved by
establishing the Bedmap2 model (Fretwell et al., 2013), which describes the surface
elevation, the ice thickness, and the sea-floor and sub-glacial bed elevation of the
Antarctic and is about to be updated by Bedmap3 (Fretwell, 2019).
Since sedimentary rocks can have significantly lower densities than crystalline crust,
it is crucial to incorporate them in a topographic reduction model. A compilation of
offshore sedimentary basins in the Antarctic has recently been published (Straume
et al., 2019), showing more than 12 km thick sediments in the Weddell Sea sector and
up to 8 km in the Ross Sea region. The availability of data for sediment thickness
is much worse for the East Antarctic onshore areas. Few studies exist that estimate
the depth of inland subglacial basins from aerogeophysical surveys (e.g. Frederick
et al., 2016; Aitken et al., 2014; Ferraccioli et al., 2011; Bamber et al., 2006; Mishra et al.,
1999), predominantly in the Wilkes Land region, or seismic methods in Lake Vostok
(Isanina et al., 2009; Filina et al., 2008) and its periphery (Studinger et al., 2003). It
is, however, extremely challenging to establish a trustworthy model for thicknesses
and densities of East Antarctica’s sedimentary basins from the available data, which
would also have to account for different degrees of compaction, infill composition,
and age, if supposed to be used in a gravimetric topographic reduction.
Multiple techniques exist to infer theMoho depth from gravimetric observations. The
most widely used one is the Parker–Oldenburg scheme (Oldenburg, 1974; Parker,
1973). This approach mathematically relates the geometry of a 2-dimensional in-
terface with a vertical gravity anomaly and can thus be used to invert the inferred
Bouguer anomaly of a particular region into a Moho depth model. It implies, how-
ever, a flat Earth approximation and requires presumptions of a certain (constant)
density contrast and a reference depth for the Moho. Moreover, the data needs to be
given at Earth surface level, which means that low pass filtering and downward con-
tinuation must be performed on satellite gravity observations to prevent numerical
instabilities and noise amplification.
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Block et al. (2009) followed this approach and used GRACE satellite gravity data to
estimate the crustal thickness of Antarctica, assuming a reference depth of 35 km
and an density contrast of 500 kg/m3. Notwithstanding the rather high uncertainties
of the first Bedmap model (Lythe and Vaughan, 2001), Block et al. (2009) were able
to ascertain the huge contrast in crustal thickness between West Antarctica (WANT)
with ~30 km and East Antarctica (EANT) with ~40 km and estimated the crustal root
beneath the Gamburtsev Subglacial Mountains (GSM) to be as thick as 42 km. Seis-
mological surveys, however, estimated the crustal thickness to be thinner (ca. 20–30
km) in WANT (e.g. Shen et al., 2018; Ramirez et al., 2016; Chaput et al., 2014) and
much thicker (>50 km) beneath the GSM (e.g. An et al., 2016; Hansen et al., 2010;
Lawrence et al., 2006b). This discrepancy suggests that a single density contrast and
reference depth is not applicable for the whole Antarctic continent with its diverse
tectonic provinces (Pappa et al., 2019a). Accounting for that, O’Donnell and Nyblade
(2014) performed separate inversions of the Moho depth for West and East Antarctica
and constrained the solutions with local seismological Moho depth estimates. Their
results indicate a >50 km thick crustal root beneath the GSMwhile a ~23–27 km thick
crust is largely suggested for WANT. Integrating seismological findings in the inver-
sion of gravity data enabled the authors to reduce the inherent ambiguity of potential
solutions significantly (see also van der Meijde et al., 2015; Schmidt et al., 2011). De-
spite these methodological improvements, however, it is still not viable to derive a
Moho depth model for Antarctica from gravity with constraining seismic data that
accounts for the diverse tectonic regimes of the continent (Pappa et al., 2019a).
Gravity-derived Moho depth models of Antarctica show similar morphologies owed
to the methodological relatedness. In contrast to this, Moho models based solely on
seismological data are notably diverse (e.g. Haeger et al., 2019; Baranov et al., 2018;
An et al., 2015b; Baranov and Morelli, 2013) and differ for more than 10 km in large
areas of the continent. One reason is the variety of applied seismological methods
and their respective sensitivities to noisy factors like ice reverberations. S wave can
be preferable to P wave receiver functions in this context (e.g. Hansen et al., 2016).
Another source for the disagreement of seismological models lies in the sparseness of
seismic stations in Antarctica and the interpolation method for blank areas. Surface
wave analyses can estimate the physical properties of the subsurface between seismic
stations from dispersion curves, whereas numerical interpolation algorithms like the
Kriging method fill the blank areas based on local Moho depth information in the
vicinity (Haeger et al., 2019; Szwillus et al., 2019; Baranov and Morelli, 2013).
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Figure 4.4a–f shows six Moho depth models derived with different methods. All
models show the striking contrast in crustal thickness between WANT and EANT as
well as some prominent features with thicker crust like the GSM, the southern Trans-
antarctic Mountains, and (with the exception of the AN1-Moho model) Marie Byrd
Land. The concept of vote maps (Shephard et al., 2017) can be used to illustrate the
degree of consistency between models and to identify common features (Figure 4.4g–
i). This simple method counts the number of models that match a certain criterion.
All presented Moho depth models agree on a >30 km thick crust in whole EANT, rep-
resented by white colour in Figure 4.4g. Likewise, large parts of WANT consistently
show aMoho depth shallower than 30 km (red colour), whereas the picture is diverse
in the Weddell Sea region, the Antarctic Peninsula, and the vicinity of the Marie Byrd
Land dome. In EANT, on the other hand, only a few spots are present where at least
a majority of the models exhibits a crust thicker than 40 km (yellow–red colour in
Figure 4.4i. Dark blue and green colours indicate disagreement between the models.
4.4. Using Satellite Gravity Data to Investigate the
Upper Mantle Structure of Antarctica
Joint interpretations of seismic findings and gravity data or isostasy (Pappa et al.,
2019a; An et al., 2015b; O’Donnell and Nyblade, 2014) suggest a laterally varying
density contrast at the crust-mantle boundary, implying a heterogeneous upper man-
tle density structure beneath Antarctica. This is also indicated by seismic velocity
models (e.g. Lloyd, 2018). The dominating factors for both density and seismic prop-
erties of mantle rocks are temperature and composition. However, the relationships
between these parameters are fundamentally different and partly non-linear or dis-
continuous due to mineral phase changes (e.g. Stixrude and Lithgow-Bertelloni, 2005;
Cammarano et al., 2003). For instance, the principle of isopycnicity (Jordan, 1988) de-
scribes that density changes of mantle rocks due to temperatures can be compensated
by opposite density changes due to compositional depletion (for discussion see also
Artemieva et al., 2019; Eaton and Perry, 2013; Kaban et al., 2003). Thermodynamic
modelling of stable mineral assemblages (e.g. Connolly, 2005) of mantle rocks under
given pressure and temperature conditions can be used to establish lithospheric mod-
els that are self-consistent in terms of density, temperature, and seismic velocities (e.g.
Fullea et al., 2015, 2012). With this tool at hand, one can attempt to investigate the na-



















Figure 4.4.: Top: Moho depth models derived with different methods. (a) Surface wave anal-
ysis: AN1-Moho (An et al., 2015b), (b) Kriging interpolation between local seis-
mologically derived Moho depth estimates (Haeger et al., 2019), (c) integrating
seismic estimates, gravity data, and isostasy (Baranov et al., 2018), (d) inversion
of GOCE gravity gradient data: GEMMA (Reguzzoni and Sampietro, 2015), (e)
gravity inversion constrainedwith seismic estimates (Pappa et al., 2019a), (f) Airy-
isostatic Moho depth model (Pappa et al., 2019a). Bottom: vote-maps for different
depth ranges illustrate the degree of agreement of the above models; (g) less than
30 km Moho depth, (h) more than 35 km, (i) more than 40 km. Reddish areas
show high agreement, e.g. shallow Moho in the WARS (g), whereas only a few
spots exist in EANT (i) where all models see a >40 km thick crust.
ture of the upper mantle of Antarctica by integrating seismological velocity models
and satellite gravity data (Haeger et al., 2019). For this purpose, however, it is nec-
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essary to first separate the gravity signal originating from the lithospheric mantle as
accurately as possible (e.g. Kaban et al., 2010). Hence, a crustal thickness and den-
sity model is needed., which is, as described above, subject to large uncertainties in
case of Antarctica. Haeger et al. (2019) used existing seismological information on
Moho depth and seismic velocities in Antarctica to derive a crustal model through
interpolation for a joint inversion of gravity and seismic tomography data with the
aim to infer the density, temperature, and composition of the Antarctic upper mantle.
Notwithstanding the poor data situation, the authors were able to show that large
parts of East Antarctica’s lithospheric mantle are likely strongly depleted in iron and
enriched in magnesium (Figure 4.5), indicated by a high magnesium number (Mg#
= 100 Mg/(Mg+Fe)), which suggests cratonic settings of Proterozoic to Archaean age.
The fact, however, that different up-to-date seismological tomography models lead
to inconsistent results in the inversion process demonstrates the need for further field















Figure 4.5.: Depletion variations in terms of Mg# estimated for (a) 100, (b) 150, (c) 200, and (d)
250 km, based on AN1-S model (after Haeger et al., 2019).
As long as the seismic station coverage of the Antarctic continent remains sparse, and
in consequence seismological models cannot provide the degree of certainty required
for gravity modelling, other strategies must be pursued in order to investigate the
architecture of the Antarctic lithosphere. One possibility is to model the lithosphere
as a whole while considering all those parameters and processes that determine the
observables for which data are available. For instance, the temperature strongly af-
fects rock densities due to thermal expansion, the stable mineral assemblage, and the
elastic behaviour and thus seismic velocities. Correspondingly, the thermal field of
the lithosphere can reasonably be computed by solving the heat transfer equation,
whereas the gravity field resulting from the modelled densities and the seismic veloc-
ities can be compared with measured data.
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Despite the advantages, it is still necessary to make a priori assumptions about some
parameters like crustal and mantle rock parameters, which are poorly explored or
unknown for large parts of Antarctica. For establishing a lithospheric model of Ant-
arctica, Pappa et al. (2019b) relied on petrological studies to define broad regions of
different tectonothermal age (Figure 4.6), which we associated with varying degrees
of depletion of lithospheric mantle composition. According to the pressure and tem-
perature conditions inside the model, the stable mineral phases (and thus the density)
of the respective peridotitic composition were inferred through the thermodynamic
modelling software Perple_X (Connolly, 2005). Additionally, representative global
values were taken for crustal density and thermal parameters. With this initial set-up,
the model was iteratively fitted to the observed topography by maintaining isostatic
equilibrium and the satellite gravity gradient data measured by GOCE, always main-
taining internal consistency in the relationships between all model properties. Main
results of this study are new estimates of the Moho depth and the total lithospheric
thickness of Antarctica (Figure 4.6).
Local seismic Moho depth estimates can serve as a posteriori benchmark instead of
using them as an input or constraint as described above. Since the density contrast at
the Moho discontinuity in the lithospheric model is a function of temperature, pres-
sure, and rock properties, it can vary freely, which in result leads to a generally good
fit of both the gravity gradient data and the seismic Moho depth estimates. In par-
ticular, the crustal root beneath the GSM is deeper (~54 km) in this model than in
classical gravity inversions and has a high density of >3150 kg/m3. A very small den-
sity contrast in this regionwas previously suggested by other studies (An et al., 2015b;
Ferraccioli et al., 2011). The modelled total lithospheric thickness is largely similar to
seismological estimates (An et al., 2015a) and likewise exhibits a stark contrast be-
tween thin lithosphere (~80 km) in WANT and up to 260 km in EANT. Having such
a temperature model of the crust and upper mantle at hand, which is in agreement
with topographic (isostatic), seismic, and gravity gradient data, offers the opportu-
nity to derive upper mantle viscosities (Pappa et al., 2019b). Especially in Antarctica,
it is crucial to consider the 3-dimensional variations of viscosity instead of using 1D
models (Nield et al., 2018) in estimating the glacial isostatic behaviour of the solid
Earth, e.g. present-day uplift rates, due to ice mass changes.































































































































































































































































Regional Upper Crustal Density
Inversion of Antarctica by Using a
Lithospheric Model for Background
Gravity Field Estimation
5.1. Introduction
Recent compilations of airborne gravity campaigns of Antarctica cover almost three
quarters of the continent (Scheinert et al., 2016), which allows to study geological fea-
tures at a regional to local scale. A homogeneous coverage of the continent, however,
is only provided by gravity models based on satellite data, which, on the other hand,
have a lower resolution. Separating shallow and deep sources in the gravity signal is
not straight forward. This is particularly the case if the knowledge about the crustal
setting is as poor as in Antarctica, for instance with respect to the presence of sedimen-
tary basins. For the sake of simplicity, it is often assumed that long wavelength parts
of the gravity signal originate from deep sources, whereas shallow density variations
are supposed to generate short wavelengths. Following this assumption, low-pass or
high-pass filtering is usually carried out to separate the sources in the spectral domain.
It is, however, also possible that shallow density variations create long-wavelength
signals (e.g. Sebera et al., 2018). Other methods are thus needed to utilize gravity data
in order to infer the crustal structure if further constraining information is rare.
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A common approach to investigate intra-crustal density variations is to compute an
isostatic anomaly of the gravity field (e.g. Blakely, 1995; Simpson et al., 1986). How-
ever, since near-surface structures are generally at least partly isostatically compen-
sated, their effect on the isostatic anomaly is counteracted by compensating masses
(e.g. Cordell et al., 1991). To account for that, a decompensative correction can be
applied in addition, which requires additional constraining data such as estimates of
a compensation depth (Kaban et al., 2017), provided for instance by a Moho depth
model, which is subject to high uncertainties in the case of Antarctica (Pappa et al.,
2019a).
In a recent study, Haeger and Kaban (2019) computed isostatic and decompensative
gravity anomalies for Antarctica by using satellite and airborne gravity data in combi-
nation with a seismology-derived crustal model. The decompensative anomaly was
used to infer locations and thickness estimates of sedimentary basins of the continent.
The authors were able to partly confirm the presence of known sedimentary basins
from their results but also inferred previously unmapped sub-glacial sediment de-
posits in East Antarctica. Some known sedimentary basins, however, did not appear
in their results. This ambiguity may be attributed to the uncertainties of Moho depth
estimates in Antarctica due to large gaps in seismic coverage (e.g. Pappa et al., 2019a).
The findings from Haeger and Kaban (2019) suggest density variations in the crust
that can also have a significant gravity effect at satellite level. It remains unclear to
what extent this may affect previous studies on the deeper Antarctic lithosphere using
satellite gravity data (Haeger et al., 2019).
With robust information about the large-scale lithospheric structure, particularly the
depth of the Moho discontinuity and crustal and upper mantle densities, one can
establish a background density model (e.g. Pappa et al., 2019b) that can be used to
calculate a residual gravity field, which in turn can be used to invert for near-surface
density variations, e.g. in the upper crust. A basic assumption of this approach is
that the long-wavelength part of the gravity signal is entirely represented by the litho-
spheric background model, whereas shorter wavelengths can be explained by small-
scale, shallow sources. In an iterative process, inverted broad-scale density variations
can be incorporated in the background density model. The latter is hence expected to
represent gravity data at satellite height, while shorter wavelengths, as they are con-
tained in airborne gravity models, are reflected by small-scale and shallow density
variations.
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A major requirement for the initial lithospheric background model is a high degree
of robustness, which can be achieved by involving constraining data from multiple
geophysical methods. In the following, the 3D model of the Antarctic lithosphere
established in Pappa et al. (2019b) by utilizing satellite gravity gradient data will be
used to represent the long-wavelength gravity field and thus separate short-wave-
length variations. These gravity residuals will be inverted into near-surface crustal
density variations, which can be of help in further studies of geological features, e.g.
sub-glacial basins or mafic intrusions, of the Antarctic lithosphere.
5.2. Data and Background Model
The recent Earth gravitational model XGM2019 (Zingerle et al., 2019) (Figure 5.1a)
provides combined satellite-based and terrestrial estimates of the gravity field over
Antarctica, expressed in a spherical harmonic series up to degree and order 2190,
which corresponds to a spatial resolution of ~10 km. In contrast to the XGM2016
model (Pail et al., 2018), it also includes the AntGG compilation of airborne gravity
data (Scheinert et al., 2016) and is therefore highly suitable for a near-surface gravity
inversion over Antarctica. The AntGG compilation covers 73% of Antarctica’s area.
Several existing data from different sources, mainly aero-geophysical campaigns, are
included, which makes it challenging to harmonize and level them into a consistent
model. A high degree of consistency in the regional gravity field data was achieved
by applying a remove-compute-restore technique with a satellite-only gravity back-
groundmodel (GOCO03S, Mayer-Gürr et al., 2012), which is independent from terres-
trial data and provides homogeneous covering particularly in the long-wavelength
part. We use the full expansion of the gravity disturbance from XGM2019 at 10 km
height above the WGS84 ellipsoid for the inversion. This altitude ensures that all
station points are outside the masses while still close to the surface. The data is first
extracted in a grid of 0.1° resolution, then projected into Antarctic Polar Stereographic
coordinates and re-gridded into a regular 10 km spacing.
In order to compare the gravity data fromXGM2019with the lithospheric background
model and therefore to separate the signal supposedly originating from shallow den-
sity variations, a Bouguer gravity correction needs to be applied. We use the Bedmap2
dataset (Fretwell et al., 2013), which provides estimates about surface elevation, ice
thickness, and the sea-floor and sub-glacial bed elevation (Figure 5.1b) of the Antarc-
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tic. For the computation of the ice-topographic reduction model (Figure 5.1c), we use
density values (e.g. Rignot et al., 2008) of 1028 kg/m3 for water, 917 kg/m3 for ice,






































Figure 5.1.: Data used in the inversion. (a) Gravity anomaly from XGM2019. Areas without
airborne data are dimmed. (b) bedrock topography and (c) ice-topographic cor-
rection model based on Bedmap2, (d) resulting Bouguer anomaly. All gravity
signals are at 10 km height above the ellipsoid.
The lithospheric model of Antarctica from Pappa et al. (2019b) is taken as a back-
ground density model. From now on, we refer to this model as the LitMod3D model.
To establish this model, seismological and petrological models were combined with
satellite gravity gradient data in a self-consistent framework (LitMod3D, Fullea et al.,
2009). A detailed description of the used data and methodology is given in Pappa
et al. (2019b). The resolution of the model is 50 km laterally and 2 km vertically. In
order to obtain subsurface density variations, we subtract a piece-wise linear refer-
ence model (Pappa et al., 2019b, Figure 3) with density increasing with pressure in
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the crust (above 30 km) and the mantle (below 30 km). The forward-computed grav-
ity signal from this density variation model (Figure 5.2a) can be compared with a
Bouguer gravity anomaly from the measured data (Figure 5.1d). For the purpose of a
comparative interpretation, we also use magnetic anomaly data from the ADMAP-2
compilation (Golynsky et al., 2015).
5.3. Method
The computation of the gravity effect from the ice-topographic correction model and
the LitMod3D model is done with the software Tesseroids (Uieda et al., 2011). The
density models are discretized into tesseroid volume elements, which are segments
of a sphere defined by their upper and lower meridians and parallels plus by their top
and bottom radii (as distance from the Earth’s centre). Because the ice-topo correction
model from Bedmap2 has a high resolution, which also defines the topography, the re-
spective tesseroid model must likewise have a high resolution in order to ensure that
masses are preserved and correctly located. We use tesseroids with an edge length
of ~11 km to compute the topographic correction model. In contrast to that, the litho-
spheric model only represents subsurface density variations and has a native lateral
resolution of 50 km. Here, tesseroids with an edge length of ~25 km are sufficient for
our computation. The gravity effect of the tesseroid models is calculated at the same
stations as the XGM2019 data at 10 km height. Finally, the gravity effect of the correc-
tion model is subtracted from the XGM2019 data, which gives the Bouguer anomaly.
Subsequently, the effect of the LitMod3D model is stripped from this Bouguer anom-
aly in order to obtain the gravity residual (Figure 5.2b), which will be inverted into
density variations within the upper crust.
For the inversion, we use the GM-SYS 3D package from Geosoft’s Oasis montaj® soft-
ware suite. It uses an iterative inversion algorithm modified after Parker and Olden-
burg (Oldenburg, 1974; Parker, 1973). In our approach, the geometry of the model is
kept fixed, whereas the density is allowed to vary in order to fit the observed gravity
residual. A constant shift in the gravity signal can be identified and isolated before
estimating the misfit and fitting the model. The data to be inverted is the differen-
tial gravity signal between the Bouguer anomaly based on the XGM2019 and the
Bedmap2 models and the LitMod3D model at 10 km height above the WGS84 refer-
ence ellipsoid. The physical property to be inverted for is the lateral density variation























Figure 5.2.: (a) Gravity effect of the lithospheric density background model at 10 km height
above the ellipsoid. Panel (b) shows the difference between (a) and the Bouguer
anomaly shown in Figure 5.1d. Colours are dimmed in offshore areas . The
three rectangles highlight the separate study areas for the density inversion.
EANT=East Antarctica; MBL=Marie Byrd Land; WL=Wilkes Land.
inside a layer limited at 12 km depth below the ellipsoid as bottom and the bedrock
topography from Bedmap2 as top. The density value is vertically constant in each col-
umn of this layer (10 km × 10 km base area). As abort criterion for the inversion, we
use a root-mean-square misfit value of 0.5 mGal. Because the inversion algorithm re-
quires a rectangular study area, we select three separate areas (Figure 5.2b): (1) Marie
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Byrd Land (MBL) inWest Antarctica, (2)Wilkes Land, and (3) East Antarctica (EANT).
All study areas are laterally discretized in a 10-km-spaced grid.
5.4. Results and Discussion
The inversions reached the desired residual misfit of 0.5 mGal after a few iterations
(8 iterations for MBL and EANT, 7 iterations for Wilkes Land). The shift in the grav-
ity signal accounts for 30.4 mGal (MBL), 32.5 mGal (Wilkes Land), and 42.3 mGal
(EANT), respectively, and may be induced by the reference model or by the Fourier
approach of the inversion algorithm. Figures 5.3d–5.5d show the resulting lateral
density variation within the upper crust that reproduces the differential gravity in
Figure 5.2b.
All three study areas show amarkedly positive inverted density of >200 kg/m3 in off-
shore areas, which corresponds to the positive residual gravity shown in Figure 5.2b.
This is likely a result of imperfect modelling of offshore sediments, e.g. due to the
choice of a simplified compaction density model (Pappa et al., 2019b). In onshore ar-
eas, all three study areas exhibit density variationsmostly in the range of±100 kg/m3.
No clear correlation with the bedrock topography or ice thickness is apparent, which
can be regarded as a sign of a high grade of quality of the ice-topographic correction
model. In comparison to that, some similarities appear in the magnetic anomaly data
from ADMAP-2 (Golynsky et al., 2015).
In MBL, negative values of the inverted density variation are present in the region of
the Marie Byrd Land Dome (Figure 5.3), which is characterized by its high topogra-
phy. However, the estimated uncertainty in the Bedmap2 dataset is very high with
more than 1000 m in this area because of data gaps (Fretwell et al., 2013). By contrast,
the region of low topography in the central West Antarctic Rift System is character-
ized by positive inverted density variations of ~50–120 kg/m3. The LitMod3Dmodel
assumes continental crust in this area with density values of ~2700 kg/m3. Positive
inverted density values may indicate that the crust actually has a higher density, po-
tentially associated with mafic composition, which would be consistent with the high
abundance of volcanoes in the central West Antarctic Rift System (van Wyk de Vries
et al., 2017), though not all of them are supposed to be characterized by mafic mate-
rial. For the whole study area segment, we cannot identify any conclusive correlation
of the inverted density with the magnetic anomaly data. Furthermore, the central
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Figure 5.3.: Data and results for Marie Byrd Land segment. (a) Bedrock topography, (b) ice
thickness, (c) magnetic anomaly, (d) inverted density variation. Offshore values
are dimmed in panels (c) and (d). Areas without airborne data are additionally
dimmed in panel (d). MBL=Marie Byrd Land; TAM=Transantarctic Mountains;
WARS=West Antarctic Rift System.
Transantarctic Mountains, which are located in the upper right corner of Figure 5.3a,
are not visible at all in the inverted density map.
The same applies for the northern Transantarctic Mountains in theWilkes Land study
area (Figure 5.4). Instead, high variations are present in the area of the Terre Adélie
Craton (e.g. Ferraccioli et al., 2009a). These patterns are again not clearly correlated
with the bedrock topography, even though the relief is strong in that region. While
some lineaments of positive density variation seem to follow topographic structures
of high elevation, they are not continuous and not entirely congruent. The magnetic
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Figure 5.4.: Data and results for Wilkes Land segment. (a) Bedrock topography, (b) ice thick-
ness, (c) magnetic anomaly, (d) inverted density variation. Offshore values are
dimmed in panels (c) and (d). Areas without airborne data are additionally
dimmed in panel (d). ASB=Aurora Subglacial Basin; TAC=Terre Adélie Craton;
TAM=Transantarctic Mountains; WSB=Wilkes Subglacial Basin.
anomaly of the region (Figure 5.4c), on the other hand, reveals structures that match
the inverted density more clearly, especially in the southern part of the Terre Adélie
Craton and at its boundary to the Wilkes Subglacial Basin. The big sub-glacial basins
in Wilkes Land, that is the Wilkes Subglacial Basin and the Aurora Subglacial Basin
(Aitken et al., 2014), are not reflected in the inverted density, although they are clearly
visible in the bedrock topography and partly in the magnetic anomaly maps.
In the third study area segment, EANT, the inverted density (Figure 5.5d) shows ap-
parently arbitrary patterns throughout the onshore area, and almost no major geo-
logical features are visible. However, suture zones and sedimentary basins of Pre-
cambrian age have been proposed based on combined interpretation of gravity and
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Figure 5.5.: Data and results for East Antarctica segment. (a) Bedrock topography, (b) ice
thickness, (c) magnetic anomaly, (d) inverted density variation. Offshore values
are dimmed in panels (c) and (d). Areas without airborne data are additionally
dimmed in panel (d). DML=DronningMaud Land; GSM=Gamburtsev Subglacial
Mountains.
magnetic data in the periphery of the Gamburtsev Subglacial Mountains (e.g. Ferrac-
cioli et al., 2011), which represent the most prominent topographic elevation in the
area (Figure 5.5a). In direct comparison of the inverted density with the magnetic
anomaly (Figure 5.5c), however, again no clear correlation is apparent. Even though
one might manage to identify some lineaments that are present in both maps, there is
no conclusive connection between the two.
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As noted above and in Pappa et al. (2019b), the lithospheric density model was de-
rived bymodelling satellite gravity gradient data at satellite altitude (225 km), whereas
the density inversion presented here is done with gravity data at 10 km height. The
inverted density variations have short-wavelengths but may still have a significant ef-
fect on the gravity gradients at satellite height. In order to obtain a consistent model
of the density distribution within the solid Earth, both the upper crustal and the litho-
spheric density model need to be iteratively harmonized.
The principle procedure is described in the following. In a first step, the gravity gra-
dient effect of the inverted upper crustal density variations is computed at satellite
altitude. If the amplitude of this effect is higher than the uncertainty of the gravity
gradient data or a threshold value that accounts for the uncertainty of rock density es-
timation, the densities in the upper crust of the lithospheric model will be changed to
compensate the effect. Subsequently, the lithospheric model needs to be recomputed
in the original framework in order to ensure the consistency of all internal properties.
The new lithospheric model can then be used to perform the upper crustal density in-
version again. This can be done iteratively until the inverted density variations have
wavelengths that are not detectable at satellite altitude any more.
We do not conduct the full iteration here but perform the first step, which is the
forward-computation of the gravity gradient effect of the inverted densities. As an
example, this is done for the EANT study area (Figure 5.5) at 225 km height in order
to evaluate the amplitude (Figure 5.6). Offshore areas are ignored in this case. The
effect of the inverted densities is notably large, and values are up to ±0.3 E in the
TUU component. This is even beyond the residual misfit of ca. ±0.2 E of the original
lithospheric model (Pappa et al., 2019b, Figure 3.5). Moreover, the contours of the
Gamburtsev Subglacial Mountains can be clearly identified in the TUU component in
Figure 5.6, showing negative values corresponding to mass deficits. The short-wave-
length variations in Figure 5.5d, however, are not detectable at satellite altitude.
In consequence, the density variations derived in the inversion should be imple-
mented into the lithospheric model, as described above. This is, however, a future
task and not done at this point. An important aspect in the iterative procedure cer-
tainly is the isostatic state of the lithosphere, which was considered in the modelling
process in Pappa et al. (2019b). If the densities within the lithosphere change, the
isostatic elevation may not match the observed topography any longer. It remains
to be tested if the changes in isostatic elevation due to the density modifications are














Figure 5.6.: Gravity gradient effect of the inverted density variations in East Antarctica (Fig-
ure 5.5d). The amplitude is larger than the residual of the original lithospheric
model (±0.2 E, Figure 3.5), which demonstrates the potential of the presented
method for iterative improvement of the model. DML=Dronning Maud Land;
GSM=Gamburtsev Subglacial Mountains.
sufficiently small compared to the uncertainties of the bedrock topography and ice
thickness estimates.
5.5. Conclusions
Continental-scale models of lithospheric densities in coarse resolutions can be used
to compute gravity background signals of long wavelengths. By comparing such a
gravity signal from the lithosphere with a high-resolution Bouguer gravity anomaly,
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short-wavelength residuals can be obtained and inverted into near-surface density
variations, which for their part can be interpreted from a geological point of view. Es-
pecially for poorly explored areas like Antarctica, this approach has the potential to
give new insights in the upper crustal structure. In our study, we obtained a resid-
ual, short-wavelength gravity signal by using a separately established lithospheric
density model and inverted the crustal densities down to a depth of 12 km.
The inversion was performed in three separate regions of the continent: Marie Byrd
Land, Wilkes Land, and western East Antarctica. The resulting onshore density vari-
ations are generally in the range of ±100 kg/m3 and do not correlate with the input
data, e.g. bedrock topography or ice thickness. Some similar patterns can be found
in the magnetic anomaly, yet a coherent correlation with the inverted densities is not
apparent, either. Positive inverted density values are obtained for the central West
Antarctic Rift System, potentially indicating mafic crustal material. Strong density
variations are computed for the area of the Terre Adélie Craton in Wilkes Land, but
the interpretation is inconclusive due to the lack of correlation with other data. In
East Antarctica, which is still geologically unfamiliar territory for large parts, the in-
verted density patterns cannot be linked to known or proposed geological structures
directly. In spite of that, the results may be of use in multivariate analysis techniques
(e.g. Stål et al., 2019) to map possible geological boundaries, which can indicate tec-
tonic features like sub-glacial sedimentary basins and suture zones.
Evaluating the gravity gradient effect at satellite altitude, however, reveals long-wave-
length residuals, for instance in the area of the Gamburtsev Subglacial Mountains.
Given the strong signal of ±0.3 E, which exceeds the residual misfit of the original
model, the latter should be iteratively refined. In this process, attention should be




This thesis has reviewed and discussed the potential of satellite and airborne grav-
itational data to study the crust and upper mantle of Antarctica. Even though the
coverage and the quality have improved significantly in recent years, additional con-
straints are needed for robust models. Seismological findings can help, but for their
part suffer from a sparse station coverage. This fact is of particular importance for es-
timating the depth of the crust-mantle boundary, i.e. the Moho. As shown in the first
paper (chapter 2), simplifying assumptions on the density contrast at this discontinu-
ity lead to unsatisfying depth estimates for Antarctica in classical gravity inversion
techniques. Crustal and upper mantle densities should instead be regarded as func-
tions of temperature, pressure, and rock composition in a thermodynamically consis-
tent modelling framework. In the case of the Wilkes Subglacial Basin–Transantarctic
Mountains region, however, full lithospheric models in 2-D could not resolve conflict-
ing Moho depth estimates from seismological studies.
In the second paper (chapter 3), a geophysical-petrological model of the Antarctic
continent and its surrounding oceanic area has been established. This model rep-
resents the crust and upper mantel, and is computed by exploiting satellite gravity
gradient data and their potential sensitivity to 3-D density variations. The results
are generally consistent with the observed topography in terms of isostatic balance
and seismic estimates regarding the Moho depth. Novel crustal thickness values are
inferred in thus far poorly explored areas of East Antarctica and provide a basis for
further interpretations on major tectonic features such as Gondwanan suture zones.
Mantle viscosities are derived from the temperature field of the 3-D model in order to
quantify the Earth’s response to past changes in ice mass overburden. Small viscosity
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values of ~1019 Pa·s are inferred for West Antarctica, implying potentially high uplift
rates due to recent ice mass loss.
The large-scale lithospheric density model is checked against high-resolution gravity
data at low altitude with the aim to invert the residual signal for density variations
in the upper crust. The results are first jointly interpreted with topographic data and
magnetic anomalies. Positive relative density values in the central West Antarctic
Rift System are likely linked to mafic characteristics of the crust, which was origi-
nally modelled with properties typical for felsic continental rocks. Secondly, a section
of East Antarctica, including Dronning Maud Land and the Gamburtsev Subglacial
Mountains, is exemplarily used to demonstrate an iterative procedure for refining
the original lithospheric model. The inverted upper crustal density variations cause
a gravity gradient signal of significant strength at satellite altitude. Consequently, the
lithospheric model may be improved by integrating the inverted density variations
into its crustal part in order to reconcile it with both airborne gravity and satellite
gravity gradient data at their respective altitudes.
In summary, the lithospheric model of Antarctica established in this thesis is a consid-
erable step forward in resolving the conflicting findings from different geophysical
methods by pursuing a comprehensive and self-consistent modelling approach. In
this way, it was possible to compensate the data paucity in Antarctica to a large extent.
Providing, therefore, a high level of robustness, further applications of the model in
other fields of research are possible as shown for GIA modelling. However, limita-
tions certainly exist. That is, for instance, the reliability of the temperature model at
greater depth because thermal anomalies are not included in the modelled sublitho-
spheric mantle. The model also ends at the 410-km discontinuity. Information about
temperatures and viscosities of the deeper mantle, however, are as well essential for
GIA modelling. Satellite gravity gradient data are not very sensitive to these depth
ranges. Seismic tomography is better suited to detect spatial temperature variations
in this case. Regarding the crustal part of the model, new insights into the tectonic
structure of Antarctica may be gained through joint interpretation with other geo-
physical data, e.g. magnetic anomalies, and geological methods such as age dating
and geochemical analyses. However, there is still room for improvement, as specified
in the following:
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Future tasks
• As mentioned above, the refinement of the lithospheric model with (short-wave-
length) upper crustal density variations is the next logical step towards a more
advanced and unified representation of the solid Earth structure of Antarctica.
• The crustal part of the model can be evaluated by forward modelling synthetic
waveforms and subsequent comparison with existing waveform datasets (Emry,
2019). In this way, potential deficiencies of the model can be identified.
• Preliminary thermodynamic modelling results give reason to expect significant
improvements from integrating local information about the upper mantle com-
position. Mantle xenolith samples, however, are extremely sparse in large re-
gions of Antarctica. Compiling and integrating existing data, at least, would be
an important element for a further enhancement of the lithospheric model.
• Since knowledge about the architecture of the Antarctic continent is crucial for
reconstructing the geodynamic history of the Earth, the results presented in this
thesis may help to better constrain Antarctica’s links to its formerly adjacent
continents in the Gondwanan framework.
• Estimates on mantle viscosities from this dissertation can be checked against
results from regional and local GIA studies in Antarctica (e.g. in the Amundsen
Sea Embayment, Barletta et al., 2018). Future works can possibly make use of the
continental-scale temperature and density model to better separate the gravity
signals from ice mass changes, vertical land motion, and mass redistribution in
the deep subsurface.
• Likewise, the new regional 3-D model of the Antarctic lithosphere can be inte-
grated into global Earth models for potential improvements at both global and
continental scale. This is a major objective of the project 3D Earth – A Dynamic
Living Planet, funded by the European Space Agency (ESA).
As a final remark, I would like to express my hope that the work presented in this
thesis can be of use to other scientists in their research projects related to Antarctica,
and thus contribute to unveil the still hidden secrets of this “frozen continent”.
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A.1. Introduction
The detailed formulas for the tensor basis change of the gravity gradient components
and an according script function for MATLAB / GNU Octave can be found in A.4. A
detailed description of the fitting process is given in section A.2. Figure A.1 shows the
gravity gradients in the common North-West-Up frame and demonstrates the issue
of that representation in polar regions. The effect of the complete reduction model
(water, ice, topography, sediments) is shown in Figure A.2. This document further
includes figures that illustrate the uncertainty in the input data of our models, which
concerns the estimate of bedrock elevation (Figures A.3 and A.4) and the GIA-related
vertical displacement of the crust (Figures A.5 and A.6). In addition, results of Model
1 are shown (Figures A.7 and A.8), as well as supplementary information on the pa-
rameterization of Model 2 and Model 3 (Figure A.9). Their misfit with respect to seis-
mic Moho depth estimates is visualized in histogram plots (Figure A.10). Finally, the
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cumulative RMS signal of the vertical gravity and the gravity gradients is presented
in Figure A.11.
A.2. Description of the Fitting Process
In the following we describe the procedure of fitting the Moho and LAB interfaces in
the model to observational data (compare Results and Discussion). Starting from an
initial model geometry of Moho and LAB boundaries based on seismic studies, both
interfaces are iteratively changed in Model 1 (and subsequently Model 2) in order
to achieve isostatic equilibrium, i.e. the modeled topography matches the observed
rock-equivalent topography. LitMod3D uses the principle of Airy-type isostasy to
model the topography (see Modeling Methods). Given that the initial model shows
a large topographic residual, we can use Airy’s principle to compute a shift for the
Moho and/or the LAB at every location of our model necessary to compensate the
residual. As additional parameters, values for topographic rock density ρtopo and the
density contrast at the respective interface ∆ρinterface are required. The topographic
rock density is set to 2670 kg/m3 in the model, whereas the density contrast at the
interface is a function of pressure, temperature, and rock properties such as composi-
tion (for mantle material) or thermal expansion and compressibility (for crustal rocks)
and thus non-linear in our modeling. The shift required at the interface (Moho or the
LAB) ∆hinterface in order to compensate the topographic residual ∆htopo in each itera-




For instance, a density contrast of ∆ρMoho = 300 kg/m3 would lead to a factor of
8.9 to be multiplied with the residual topography (given in km) in order to obtain
the vertical shift at the Moho required to match the observed topography in terms
of pure Airy-isostasy. The same can be estimated for the LAB, e.g. with a density
contrast of ∆ρLAB = 30 kg/m3. In our fitting procedure, we vary Moho and LAB
depth simultaneously with factors obtained as described above. In addition these
factors must be weighted (weighting factors must add up to 1), depending on which
interface should be changed more. However, by varying the interfaces in the model,
the temperature and pressure field change as well, leading to non-linear changes in
the density column. Thus, the procedure must be repeated until the mismatch is
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satisfyingly small, e.g. with an RMS error of less than 50 m as shown in Figure A.7.
In ourmodeling, factors of 3 for the continentalMoho and 12 for the LAB have proven
feasible, but needed to be varied during the fitting process with respect to the non-
monotonic behavior at the LAB.
In Model 3 the assumption of isostatic equilibrium is discarded, and the model is
instead fitted to the gravity gradient data. In consequence, the above formula for
Airy-isostasy cannot be used for this purpose. Fitting factors need to be found in
other ways, e.g. through analysis of the relationship between Moho and LAB depth
and the gravity gradients. We pursued a probabilistic approach and tested a wide
range of factors that could be suitable for multiplication with the residual vertical
gravity gradient TUU in order to obtain the shift required at the respective interface to
compensate the residual. As a result, factors of 2 for the continental Moho and –6 for
the continental LAB turned out to be appropriate (gradient residuals given in E), but
again needed to be varied to account for the non-linear relationship between interface
geometries and densities in the model. The final residual in Model 3 accounts for a














































































































































































































































































Figure A.4.: Gravity gradient effect of Bedmap2 uncertainty (Figure A.3). Left: absolute val-
ues, right: relative to complete topographic reduction model (Figure A.2). A den-







Figure A.5.: GIA-induced vertical displacement of the crust, based on W12 ice history model
(Whitehouse et al., 2012) and viscosity inferred from seismological S-wave veloc-












Figure A.6.: Gravity gradient effect of crustal vertical displacement shown in Figure A.5 at
225 km altitude. The mass changes are applied at Moho depth, using AN1-Moho
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Figure A.9.: Left: areas with Archaean lithospheric mantle bodies in Model 2 and Model
3. They are deduced from the locations of high gravity gradient residuals in
Model 1. Right: areas of modified crustal parameters in Model 2 and Model 3.
GSM=Gamburtsev Subglacial Mountains, GVL=George V Land, PEL=Princess
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Figure A.10.: Misfit histograms of Moho depth with respect to seismic estimates. Left: Model
2; right: Model 3.
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Figure A.11.: Depth-cumulative root mean square (RMS) signal of vertical gravity GZ and
gravity gradients ofModel 3. Compare Figure 3.3 (right) in section 3.3. The high-
est increase is present in the crustal depth range (30 km). Below ~240 km the
cumulative gravity gradient RMS signals stagnate, whereas the vertical gravity
is still sensitive to density variations. The total RMS sums at 400 km are TII: 2.33
E; TIA: 0.95 E; TIU: 2.26 E; TAA: 2.42 E; TAU: 2.39 E; TUU: 4.29 E; GZ: 676 mgal.
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A.4. Transformation equations for gravity gradients
Transformation equations for gravity gradients
Since the derivative D
−→
T of the gravity
−→






















































The invariants are given by:










I2 = det (T )
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Derivation of the gravity
−→
T according to local north-oriented frame (North-West-
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MATLAB / GNU Octave code/ GNU Octave code
%nwu2iau Transform GOCE gravity gradient tensor (GGT) from LNOF (North-West-Up) into IAU
(India-Atlantic-Up) frame according to polar stereographic projection.
% Author: F. Pappa, 2015-11-11
% Input:
% 1: GGTnwu contains the columns: Gnn,Gnw,Gnu,Gww,Gwu,Guu
% 2: Longitude of measurement position
% Output: GGTiau: GGT in IAU directions
function GGTiau = nwu2iau(GGTnwu,lon)
l = lon.*(pi/180);
Gii = GGTnwu(:,1).*sin(l).^2 - 2*GGTnwu(:,2).*sin(l).*cos(l)
+ GGTnwu(:,4).*cos(l).^2;
Gia = GGTnwu(:,1).*sin(l).*cos(l) + GGTnwu(:,2).*(sin(l).^2-cos(l).^2)
- GGTnwu(:,4).*sin(l).*cos(l);
Giu = GGTnwu(:,3).*sin(l) - GGTnwu(:,5).*cos(l);
Gaa = GGTnwu(:,1).*cos(l).^2 + 2*GGTnwu(:,2).*sin(l).*cos(l)
+ GGTnwu(:,4).*sin(l).^2;
Gau = GGTnwu(:,3).*cos(l) + GGTnwu(:,5).*sin(l);
Guu = GGTnwu(:,6);
GGTiau = [Gii Gia Giu Gaa Gau Guu];
endfunction
%neu2iau Transform gravity gradient tensor (GGT) from Tesseroids software (Uieda et al., 2011) from
North-East-Up into IAU (India-Atlantic-Up) frame according to polar stereographic projection.
% Author: F. Pappa, 2015-12-02
% Input:
% 1: GGTneu contains the columns: Gnn,Gne,Gnu,Gee,Geu,Guu
% 2: Longitude of measurement position
% Output: GGTiau: GGT in IAU directions
% References:
% Uieda, L., E. P. Bomfim, C. Braitenberg, and E. Molina (2011), Optimal forward calculation method
of the Marussi tensor due to a geologic structure at GOCE height, Proceedings of the 4th International
GOCE User Workshop
function GGTiau = neu2iau(GGTneu,lon)
l = lon.*(pi/180);
Gii = GGTneu(:,1).*sin(l).^2 + 2*GGTneu(:,2).*sin(l).*cos(l)
+ GGTneu(:,4).*cos(l).^2;
Gia = GGTneu(:,1).*sin(l).*cos(l) + GGTneu(:,2).*(cos(l).^2-sin(l).^2)
- GGTneu(:,4).*sin(l).*cos(l);
Giu = GGTneu(:,3).*sin(l) + GGTneu(:,5).*cos(l);
Gaa = GGTneu(:,1).*cos(l).^2 - 2*GGTneu(:,2).*sin(l).*cos(l)
+ GGTneu(:,4).*sin(l).^2;
Gau = GGTneu(:,3).*cos(l) - GGTneu(:,5).*sin(l);
Guu = GGTneu(:,6);
GGTiau = [Gii Gia Giu Gaa Gau Guu];
endfunction
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Ebensomöchte ichmeine großeWertschätzung für diejenigenMenschen aus-
drücken, die sich im politischen Raum für eine gute finanzielle Ausstattung
von Hochschulen und Forschungseinrichtungen einsetzen.
Abschließend sei den Entwicklern frei verfügbarer Software gedankt, insbe-
sondere der zahlreichen nützlichen Linux-Shell-Anwendungen und der Ge-
neric Mapping Tools (GMT, Wessel et al., 2019), mit denen sämtliche Karten in
dieser Arbeit erstellt wurden.
