For training supervised classifiers to recognize different patterns, large data collections with accurate labels are necessary. In this paper, we propose a generic, semi-automatic labeling technique for large handwritten character collections. In order to speed up the creation of a large scale ground truth, the method combines unsupervised clustering and minimal expert knowledge. To exploit the potential discriminant complementarities across features, each character is projected into five different feature spaces. After clustering the images in each feature space, the human expert labels the cluster centers. Each data point inherits the label of its cluster's center. A majority (or unanimity) vote decides the label of each character image. The amount of human involvement (labeling) is strictly controlled by the number of clusters -produced by the chosen clustering approach. To test the efficiency of the proposed approach, we have compared, and evaluated three state-of-the art clustering methods (k-means, self-organizing maps, and growing neural gas) on the MNIST digit data set, and a Lampung Indonesian character data set, respectively. Considering a k-nn classifier, we show that labeling manually only 1.3% (MNIST), and 3.2% (Lampung) of the training data, provides the same range of performance than a completely labeled data set would.
Introduction
The exponential increase of images to be processed and analyzed nowadays opens new challenges in the field of document recognition [1, 2] . All the images can be acquired by cheap devices such as cell phones, tablets, and digital cameras. With the increase of data volume and types to be classified, pattern recognition techniques cannot easily cope with all the possible classification efforts. We can distinguish three types of multiclass classification tasks, where the goal is to assign a label to a certain image. In the first type, the images to be processed are too variable, and the number of samples may be too small to use supervised classification techniques. In this case, image retrieval methods are typically used [3, 4] . In the second type, the training data is well identified, and a ground truth is available, therefore supervised classification techniques can be used. In the third type, the difficulty of the problem may not allow the use of shape retrieval ✩ This paper has been recommended for acceptance by S.K. Pal.
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techniques. It will require supervised classification techniques. However, because the images can belong to a new type of problem, an efficient technique has to be provided to facilitate data labeling, i.e., the creation of the ground truth. The estimation of a ground truth is an important aspect, because providing accurate labels is a tedious process, involving a lot of human resources and expert knowledge. As a consequence, such labeling initiatives are very costly, and time consuming.
One of the major goals in large data collections classification paradigm is to provide fully automatic, or at least semi-automatic, high accuracy labeling mechanisms -involving mostly unsupervised learning strategies, e.g., k-means [5] , self organizing maps (SOMs) [6] , growing neural gas (GNG) [7] . Such hybrid labeling strategies involve data driven clustering algorithms and human expertise. The more label discovery is made automatically, the better the method can be applied to different fields -without using any type of data specificity or metric related prior knowledge.
In this paper, we propose to extend our previous work [8] on semiautomatic character labeling by including five types of features, and by comparing three state-of-the art clustering methods against each other. In addition, they are evaluated at two levels: the clustering method performance, and the effect of this performance on the classification of the test data set using k-nn. Instead of limiting the input features to the pixel values of the raw images in gray level [9] , more sophisticated and lower dimensionality features such as profiles, local binary patterns [10] , and Radon transform [11, 12] were considered to better exploit the advantage of the original method [9] . Currently, each image is projected in five different feature spaces. Each feature space is clustered in an unsupervised manner. The cluster centers are then labeled by a human expert, and the images belonging to the cluster are labeled with the cluster's label. The final label of an image is decided based on a voting mechanism, using the label obtained from each feature set.
The goal of the paper is: (i) to determine the relevance of the proposed sets of features and their complementarity during the vote, (ii) to evaluate the control of the labels to be accepted, and (iii) to determine the best clustering method.
The remainder of the paper is organized as follows: Section 2 gives an overview of similar labeling initiatives, Section 3 focuses on describing the different feature representations, Section 4 gives a brief overview of the unsupervised technique used in the experiments, while Section 5 is dedicated to the description of the semi-automatic labeling process. Sections 6 and 7 describe the data sets used in the experimental setup and the obtained results. Finally, Section 8 concludes and elaborates on future work.
Related work
As more and more data is available, the big data paradigm becomes a reality. This tremendous amount of data has to be labeled properly, otherwise it becomes useless for all classification, regression, retrieval, identification, and recognition tasks.
In [13] , an expression matching for mathematical expression transcription was proposed. The matching is performed as a graph matching, in which symbols of input instances of a manually labeled model expression are matched against symbols in the model. The pairwise matching cost considers both local and global features of the expression. For online handwritten digits, Li et al. [14] propose a codebook mapping to cluster strokes using an agglomerative clustering, followed by a mapping using Hausdorff distance of each stroke or stroke agglomeration to representative labels by a human annotator [15] .
A similar attempt is proposed in [16] , where resembling motifs have to be detected in medical sequences. First a so-called "self training" is applied, which can be seen as a boosting mechanism, followed by an ensemble learning with decision using majority vote rules as a linear combination, as a product and a vote. The results are rather promising, but all these methods share the same drawback. After the unsupervised clustering or boosting, the decision is made, and that data (label) is accepted as gold standard.
Our preliminary work [8, 9] proposed an analogous scheme, but using much less feature spaces, and an unsupervised clustering mechanism, which relied only on k-means. In this paper, we extended the number of feature spaces considered for unsupervised clustering, and the clustering methods. Not only k-means but also SOM, and GNG were used. The main differences compared to other systems are: (i) our diversified feature space, which can help exploiting the complementarity between the features, (ii) the usage of three completely different unsupervised clustering methods, (iii) the voting mechanism, instead of accepting the labels discovered without proper judgment, (iv) the newly discovered labeled data is used in a supervised classification scenarios.
All these improvements allow us to discover labels with high accuracy, using only minimal human annotation effort, which for large handwritten character collections save tremendous human effort and costs.
Feature representations
To exploit the strength of the method, the different feature spaces should complement each other [17, 18] . However, this complementarity is not available a priori. Therefore, we selected arbitrary different features among the used ones in the literature. Some of them being considered quite efficient, while some others less. Our features are as follows:
Raw pixel (F 1 ), profiles (F 2 ), local binary patterns (F 3 ), Radon transform (F 4 ), and Encoder network (F 5 ). We denote by I the gray level image of size N x × N y .
Raw pixel
Pixel intensity was successfully considered in handwritten character recognition [9, 19, 20] . The best performances were achieved for handwritten digits using raw images, in particular for classifiers using deep architectures [21] .
Profiles
Upper and lower profiles are computed considering the distance between the upper/lower horizontal line and the closest pixel to the upper/lower boundary of the character image. Similarly, we extracted the left/right profiles too.
This feature, a rather coarse representation of the character's outer shape, highly depending on the character's orientation and size, gives a less complex representation [22] . The representational power of this feature is much lower than all the others used in this experimental setup. A comparison among the different feature spaces is given in Table 1 . For this purpose, we considered the two data sets used in our experiments. For each set a k-nn (k = 1) was performed to determine how these features discriminate the different digits and characters.
Local binary patterns
Local binary patterns (LBP) [10] were applied with success for face recognition, where the local texture can reveal differences. Even though characters are simpler shapes, local vicinity observed by the LBP provides a rather complex, and to some extent, rotation invariant representation of the characters. The discriminating power of this feature is similar to the raw pixels and the Radon transform.
Radon transform
The Radon transform computes projections of an image along some well-defined directions [11] . The Radon function computes the line integrals from multiple sources along parallel paths, or beams, in a certain direction. The beams are spaced one pixel unit apart. To represent an image, the Radon function takes multiple and parallelbeam projections of the image from different angles by rotating the source around the center of the image. 
Encoder network
Encoder networks are a special kind of deep learning architectures proposed originally by Hinton [23] . Unlike standard statistical data reduction method (e.g. Principal Component Analysis), such encoder network is data-driven. Thus, the new space projection is learnt using supervised learning. Fig. 1 provides the schematic of such an encoder process. The features considered are the outputs of the bottleneck layer. The size of this layer controls the dimensionality of the feature. Such features have been successfully applied in our previous work [9] .
Classifiers

Definitions
We consider the problem of classification with N c > 2 classes. Each class is denoted by C i , i ∈ {1, . . . , N c }. Let us consider a classifier E and an input pattern x of dimension N f features; x belongs to a set of N p patterns. N i p represents the number of patterns that should be assigned to the class C i , and N i + the number of patterns that are assigned to the class C i after classification. The accuracy of the classifier is then defined by:
For an ensemble of classifiers E m , m ∈ {1, . . . , M}, M stands for the total number of classifiers, we define combination approaches such as consensus voting and majority voting. An input pattern x is assigned to the class for which there is a consensus, i.e., when at least m of the experts agree. We denote by consensus voting, where m = M, and by majority voting the solution where m is defined as:
For the performance analysis, we denote by N dec , the number of patterns that have a class assigned by the combination of expert, i.e., when a decision was made, and N rej the number of patterns that have no assigned patterns (N dec + N rej = N p ). Among the N dec patterns, we define by N + and N − , the number of patterns that have been correctly and incorrectly classified, respectively. For the performance evaluation of the classifiers combination, we consider the following measures:
Dec corresponds to the number of decisions that were taken by the combination of classifiers. Acc c represents the accuracy of the classifier combination, and Acc r is the number of correct detections among the N dec decisions.
Unsupervised clustering methods
We compare three state-of-the art unsupervised clustering techniques. First, the general Lloyd algorithm 1 is a method to find k wellshaped and uniformly distributed partitions among data points [24] . Each iteration estimates new centroids and re-partitions the points according to the closest centroid. Second, we use Self-Organizing Map (SOM), which is a special type of neural network trained in an unsupervised fashion, to produce a two-dimensional mapping of the input data [6] . Third, the growing neural gas (GNG) method [7] , successfully applied on character recognition problems [25] , which does not have constraints on the topology contrary to the SOM.
Supervised classification
The k-nearest neighbor (k-nn) classifier can be considered as one of the pioneer supervised classification methods [26] . Considering an annotated data collection, for an unknown data sample the class label is assigned based on the majority of its k nearest neighbors. The nearest neighbor classifier is a special case of the previously mentioned one for k = 1. The method has several advantages such as: simplicity, effectiveness, non-parametric, and high performance for classification tasks [27] . Its parameters are the major challenges; the proper selection of the neighborhood size (k), and the distance function responsible for the quality of the topological representation can have a significant impact on the results [28] .
Evaluation method
To objectively evaluate different clustering methods, various measurements were proposed based on quality and quantity [29] . For the current purpose, a measurement based on the cluster distribution was considered, namely the cluster compactness, which is computed using the generalized definition of variance of a vector:
where d(x i , x j ) is a metric defined between the vectors x i and x j . N stands for the number of vectors in X, whilex = 1 N i x i is the mean of X (total numbers of vectors to be clustered). Using Eq. (4), the cluster compactness for C 1 , C 2 , . . . , C K is defined as:
Due to the fact, that these compactness measures combine interclass and intra-class variances, the selection of one measure or another is not influencing much the final results. The more compact the clusters are, the more reliable the labeling strategy would be.
Labeling strategy
Method
The labeling strategy algorithm is presented in pseudo code (Algorithm 1). Considering a set of patterns x i , 1 i N p , which are represented by M set of different features F m , 1 m M, the technique provides a deterministic way to label the patterns by minimizing human involvement, and therefore maximizing the automatic process of clustering M representations of x i by using unsupervised clustering strategies with K clusters. Expand the c j t label to all cluster elements 9: for i ← 1, n do 10: for j ← 1, M do 11: Label(P j i ) ← Label(P i ) in F j representation 12: if Label(P j i ) = M then 13: Label(P i ) ← argmax(Label(P j i )) 14: else 15: Label(P i ) ← ∅ 16: return Each data point P i is labeled, or rejected For each F j representation, the points are clustered in k clusters, each cluster being represented by its centroid c j t . As the centroids represent features, they cannot be presented directly to a human expert to determine the corresponding label. Therefore, the closest real data point for any c j t is selected, and each of those original data points is annotated by the human expert. The resulting number of points to label is m × k: one point for each cluster and each feature representation. Then, for each feature representation, each point inherits a label from its associated cluster.
The label corresponding to a data point is obtained by voting. It is determined by the number of winning votes accumulated over the different F j feature representations [30] [31] [32] . Two voting approaches are considered: consensus and majority.
While the clustering process could be time consuming, the number of manual annotations is insignificant compared to the number of total data points to be labeled. The more cluster centers are to be labeled, the more precise labels are to be propagated over the data points. In order to lower human expertise involvement, but still keeping high the annotation accuracy, a certain balance should be maintained between the number of feature sets (M) and the number of clusters (K) used in the process. In order to maintain complete control over the number of clusters in our experimental setup, k-means, SOM, and GNG algorithms were considered (see Section 4.2).
Databases
MNIST [19] is a benchmark data-set 2 containing separated Arabic digits assigned to 10 classes. The images stemming mainly from census forms are size normalized and centered to 28 × 28 gray level images. The data set contains 60,000 training and 10,000 test images.
The Lampung characters 3 used in our experiments were extracted from a multi-writer handwritten collection produced by 82 high school students from Bandar Lampung, Indonesia. Samples of the alphabet are presented in Fig. 2 .
For the experiments, 23, 447 characters were used as training set and 7853 characters for the test. Altogether 20 different character classes were identified. Each character is represented by a centered and normalized 32 × 32 gray scale image. More details about the data set can be found in [9, 33] 
Experiments and results
Clustering performance
The accuracy (in %) and the input feature size by considering the information of the label are presented in Table 1 . Those results determine the best results that can be achieved by considering the label information with a k-nn classifier (k = 1) using the Euclidean distance (Norm L2). The goal of the proposed method is to prove that with considerably less labels (involvement of human annotators) similar or even better scores can be achieved.
We can observe that the raw feature (see pixels) outperforms the rest of the features in the case of MNIST (96.91%). Interestingly, for the Lampung collection the Radon transform performs the best (90.61%). While the results provided by the encoder network and Radon transform perform in the same range for MNIST, the local binary pattern is slightly less efficient (95.24%). For the Lampung, the encoded results are followed by the pixel based scores. The LBP provides average scores for both data collections. The profiles provide the lower scores, a fact somehow understandable, as the profile encodes only the outer shape of the characters, thus a lot of information is discarded. While for larger k values the nearest neighbor performs slightly better, however, we consider as baseline the results provided by the raw image (96.91%) and the Radon transform (90.61%) for both MNIST and Lampung.
The compactness measures (see Eq. (5)) for different methods are reported in Table 2 . The results for MNIST and Lampung reported for raw pixels -considering 50, 100, 150 cluster centers show similar a similar trend. The more clusters are available, the more compact the clusters are. Similar trends can be observed for other features as well. While k-means outperform the SOM and GNG, the GNG performs better for larger cluster numbers. This effect can be explained with the rigidity of the SOM, as the neurons in the map cannot modify their spatial organization, while for GNG neuron connections can disappear. These results strongly support the upcoming results (see Tables 3  and 4) , as the more compact the clusters are, the more chances we have to have pure clusters, a necessary condition for a successful label extension and voting.
Labeling performance
In order to report results on the labeling accuracy, we considered two voting schemes. First we considered a simple majority vote (at least three labels out of the possible five should vote for the same label), while for second choice the complete majority vote was used (in order to accept a label as being "valid" all five labels should be the same). While the vote type can be considered as a quality measure Table 2 Compactness results for k-means, GNG, and SOM for MNIST and Lampung, considering raw pixels as input for multiple cluster setups. Table 3 For the different feature representations, different clustering methods and number of clusters (#) the performance accuracy (%) obtained on MNIST and Lampung training sets once the labels of the cluster centers were extended to the complete training set. Table 4 For the different clustering methods (k-means, SOM, GNG) and data sets (MNIST, Lampung), the decision score and the accuracy of the unsupervised classifier decision combination based on majority voting or consensus is given as a function of the number of human annotations (#). Based on those results, the accuracy on the test database is reported with k-nn (k = 1). for the label acceptance, this still does not guarantee that the voted label will be the correct one. It might happen that even though the vote is indicating a certain label and the sample is accepted in the training set with the corresponding label, the choice is wrong. To measure the quantity of those samples where the vote is valid (three methods provide the same label for an image: majority voting, or the five methods provide the same label for an image: consensus voting), we report the percentage of the original data, where the labels agree based on the votes, while the accuracy (Acc.) stands for accuracy among those who have been selected (voted) in the training samples.
Method
In Table 4 , it can be observed that for each feature and clustering method the simple majority criterion is met much more often than the complete majority, which was expected due to the strong constraint of the consensus voting. However, once the samples selected in the new training set are defined (based on the voting schemes), we can observe that the accuracy is much higher in the case of samples selected based on majority vote. The majority vote assures that the selected samples with the corresponding labels can be considered as valid labels with higher certainty. However, for underrepresented classes, due to the nature of clustering methods, some classes might be attracted by larger ones, therefore, these classes might be wrongly labeled, thus for the voting these classes might not be selected at all.
Once the new training sets are built based on the votes, we performed a k-nn (k = 1) classification to compare our results with the original ones reported in Table 1 . For the simple majority vote, using k-means and a maximum number of 750 human labeled samples the score reaches 96.77% which is similar to 96.91% reported for considering 60,000 samples. For the complete majority the 750 human labeled samples (clustered originally by GNG) perform up to 93.28%, which is lower than the scores reported in Table 1 , but the scores could be considered with high confidence.
Classification performance
In Table 1 , a k-nn classification scheme was considered using all the available labels. The accuracies can reach 96.91% and 90.61% with 10,000 and 7853 test images for MNIST and Lampung, respectively. Using the same setup, but using only a few labels, the scores reported in Table 4 can go up to 96.77% and 89.53% respectively. The results show that competitive recognition scores can be obtained with few human-labeled samples.
To prove the efficiency of the method, we tested it against several Monte Carlo simulations which pick random samples from the complete training and their corresponding labels. Different set sizes are tested (i.e. 250, 500, 750) and k-nn (k = 1) is applied on pixel values (MNIST) and Radon (Lampung) to provide a one-to-one comparison. Each experiment was repeated 100 times, the average results and standard deviations are reported in Table 5 . Table 5 k-nn accuracy (k = 1) (%) results with standard deviations using randomly generated training sets and training sets generated by our method for 250, 500 and 750 samples (#) for MNIST and Lampung data. It can be observed that the scores reported in Table 5 for MNIST are up to 9.79% less than ours using the same number of labels. A similar trend can be observed for the Lampung data set, where the net gain is 15.94%, proving the superiority of the proposed method over random solutions for two different data collections containing 10 and 18 classes, respectively. The feature diversity and clustering strategies can improve radically the performances, while the huge advantage is the low number of samples to be annotated by the human expert.
MNIST
To compare different classification schemes, we implemented a fully-connected multi-layer perceptron classification scheme too, using the same inputs as mentioned in Table 4 . The input layer size was defined by the dimensionality of the input, 784 and 343, respectively. For the output layer 10 and 20 neurons were used. The hidden layer had 100 neurons for both networks. The results can be seen in Table 6 . The results are slightly lower than the results reported in Table 4 , which is due to the fact that, the network is more sensitive to erroneously labeled samples, which admittedly appear in the training data.
If we consider that 0.5 second is necessary to label one character, the speedup is around 80× for MNIST and 31.26× for Lampung. In addition, the decrease of the number of images to label can also involve a decrease of the cost required by an expert to label the images.
Conclusion
In this paper, we presented an extension of our method for semiautomatic labeling characters with minimal human involvement. For this purpose each character from the data collection was projected in five different feature spaces. Each feature space was clustered using k-means, SOM, and GNG with strict control on the number of clusters. The cluster elements inherited the label of the element closest to the center, annotated by a human expert. Once the clustering was performed in each space, different voting schemes were invoked to decide on the final labels. These newly discovered labels were compared in a k-nearest neighbor scheme, first with randomly selected samples (same number of labels to be known) where up to 15.94% net superiority could have been observed. The second comparison was meant to compare our method (discovered labels) with the complete data collection (all labels are known) and the results are almost similar. While labeling the whole data collection can be a tremendous effort both in cost and time, our method provides results in the same range, but using considerably less human expertise. It is therefore more cost effective, and definitely way faster.
