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We present an analytic expression for the heat current through a general harmonic network
coupled with Ohmic reservoirs. We use a method that enables us to express the stationary state of
the network in terms of the eigenvectors and eigenvalues of a generalized cubic eigenvalue problem.
In this way, we obtain exact formulas for the heat current and the local temperature inside the
network. Our method does not rely on the usual assumptions of weak coupling to the environments
or on the existence of an infinite cutoff in the environmental spectral densities. We use this method
to study nonequilibrium processes without the weak coupling and Markovian approximations. As a
first application, we revisit the problem of heat conduction in two- and three-dimensional crystals
with binary mass disorder. We complement previous results showing that for small systems the
scaling of the heat current with the system size greatly depends on the strength of the interaction
between system and reservoirs. This somewhat counterintuitive result seems not to have been
noticed before.
PACS numbers:
I. INTRODUCTION
The study of open quantum systems is important in
many areas of current research. From a fundamental
point of view, microscopic models of quantum open sys-
tems have been used to explore the quantum to classical
transition and the emergence of thermodynamical laws
[1–4]. These models are also of practical relevance for
the study of the impact of decoherence on quantum de-
vices, the quantum computer being the one that received
the most attention recently [5–9]. Another area of funda-
mental and practical relevance related to open quantum
systems is the study of energy transport, which is the
main focus of this article.
The Caldeira-Leggett model for quantum Brownian
motion (QBM) is the paradigmatic model of a quantum
open system [3]. In this model the system consists of a
single harmonic oscillator, which bilinearly interacts with
a thermal reservoir formed by a set of uncoupled har-
monic oscillators. The simplicity of the model allows for
an analytical treatment, which has been used to obtain
an exact master equation describing the evolution of the
state of the system [10]. A similar analysis of the QBM
model was recently generalized to the case where the sys-
tem consists of an arbitrary network of harmonic oscil-
lators which is connected with an arbitrary number of
independent reservoirs [1]. This generalized QBM model
can therefore be employed to study nonequilibrium phe-
nomena and energy transport in complex quantum net-
works.
In this paper we build on the previous work [1] to
obtain a simple analytic expression for the asymptotic
stationary state of an arbitrary harmonic network cou-
pled with Ohmic reservoirs. The stationary state is fully
characterized by its covariance matrix containing all two-
point correlations of the network. Thus, we show that
when all the reservoirs connected with the system are
Ohmic, such covariance matrix can be simply expressed
in terms of the eigenvalues and eigenvectors of a cubic
eigenvalue problem. We show how to solve such gen-
eralized eigenvalue problem by transforming it into an
ordinary linear one, which can be solved using rather
standard techniques. It is important to stress that our so-
lution is valid for arbitrary values of the system-reservoir
coupling and for arbitrary cutoffs in the environmental
spectral densities. Therefore, the method can be applied
beyond the weak coupling and Markovian approxima-
tions.
Using our new method, we find a closed-form expres-
sion for the heat current through the system. This for-
mula is a relevant result on its own. In fact, it enables
us to study the energy transport through the network
without appealing to methods based on Langevin dynam-
ics which typically employ the Markovian approximation
(assuming reservoirs with infinite high frequency cutoff)
[11–17]. The complexity of the method is simply the one
corresponding to finding eigenvalues and eigenvectors of
a 3K × 3K matrix (where K is the number of degrees of
freedom of the network).
As a first application of our results, we revisit the prob-
lem of heat conduction and emergence of Fourier’s Law
in mass-disordered harmonic crystals. This problem has
a long history, starting with the seminal work of Rieder,
Lebowitz, and Lieb [11] and their observation of anoma-
lous heat conduction. We show that the scaling of the
heat current with system size is modified by the strength
of the interaction between system and reservoirs. This is
not expected if it is assumed, as in [12], that the localiza-
tion of the normal modes of the closed system is enough
to explain the effects of disorder on the transport prop-
erties of harmonic crystals. As we show here, that is not
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2the case. The scaling of the heat current with system size
is completely different in the weak and strong coupling
regimes.
The paper is organized as follows. In Sec. II we de-
scribe the model and the main results obtained in [1].
In Sec. III we show that when the network is coupled
with Ohmic environments, its Green’s function can be
expressed in terms of the eigenvalues and eigenvectors of
a cubic eigenvalue problem. We also use that result to
obtain analytical formulas for the asymptotic state of the
network and for heat currents. In Sec. IV A we show how
the same techniques can be used in the limit of infinite
cutoff. In this simpler case, all relevant quantities are ex-
pressed in terms of the solution of a quadratic eigenvalue
problem. In Sec. IV B we analyze an even simpler regime
showing that in the weak coupling limit both the state
and the heat current can be obtained from the regular
normal modes and frequencies of the closed system. We
also give a general proof of the anomalous scaling of the
heat flow in harmonic systems. Finally, in Sec. V the
previous results are applied to the study of the scaling
of the heat current in two-dimensional (2D) 3D crystals
with binary mass disorder.
II. DESCRIPTION OF THE MODEL
We consider a system of K harmonic oscillators with
arbitrary bilinear interactions, whose dynamics is de-
scribed by the Hamiltonian
HS =
1
2
(
PTM−1P +XTV X
)
, (1)
where P = (p1, · · · , pK)T and X = (x1, · · · , xK)T are
vectors formed with the momentum and position opera-
tors of each oscillator, while M and V are the mass and
interaction matrices describing the harmonic network.
We consider ~ = 1, so [xk, pk′ ] = iδk,k′ . The system
is coupled in a linear way to several bosonic reservoirs
which are initially in a thermal state. The total Hamil-
tonian is then HT = HS+HE+Hint. The environmental
Hamiltonian is HE =
∑
lHl, where Hl is the Hamilto-
nian of the l-th reservoir:
Hl =
1
2
∑
j
(pilj)
2
mlj
+mlj(ω
l
j)
2(qlj)
2. (2)
The operators pilj and q
l
j are such that [q
l
j , pi
l′
j′ ] = iδj,j′δl,l′ .
The interaction between the system and the reservoirs is
described by
Hint =
∑
l,j,k
Clk,jxkq
l
j , (3)
where Clk,j are arbitrary real interaction constants.
Initially, the reservoirs are in thermal states ρlth (with
arbitrary temperatures) and are uncorrelated with the
system; i.e., the total density matrix is ρT |t=0 = ρS⊗ρE ,
with ρE = ⊗lρlth. We are interested in the subse-
quent evolution of the reduced state of the system ρS =
TrE(ρSE) which, as explained in [1], obeys a linear and
time-local master equation with time-dependent coeffi-
cients. The interaction with the reservoirs induce non
unitary effects over the system such as diffusion and dis-
sipation, as well as a unitary renormalization of the sys-
tem’s Hamiltonian. The only relevant properties of each
reservoir are the temperature and the spectral density,
defined as I lk,k′ =
∑
j C
l
k,jC
l
k′,jδ(ω−ωlj)/(2mljωlj). Thus,
I l(ω) are K ×K real and symmetric matrices. The to-
tal spectral density is I(ω) =
∑
l I
l(ω). Two relevant
functions are defined in terms of the spectral densities:
the dissipation kernel γ(t) =
∫∞
0
I(ω) cos(ωt)dω and the
noise kernel ν(t) =
∫∞
0
∑
l I
l(ω) coth(ω/2Tl) cos(ωt)dω,
where Tl is the temperature of the l-th reservoir (the
Boltzmann constant is set to 1).
A complete description of the instantaneous state
of the system is given by the characteristic function
χ(α, t) = Tr(ρ(t)e−i(Py−Xk)), where α = (k, y)T is a 2K-
component vector containing the displacement in phase
space. It can be shown that the evolution of χ satisfies[1]
χ(α, t) = χ(Φ(t)Tα, 0) e−
1
2α
TΣ(t)α. (4)
The time dependence is contained in the 2K×2K matri-
ces Φ(t) and Σ(t). Therefore, the evolution of the system
consists of a phase space flow (given by Φ(t)) combined
with a Gaussian modulation [given by Σ(t)]. Φ(t) and
Σ(t) can be obtained from the Green’s function of the sys-
tem, G(t), which in turn satisfies an integro-differential
equation,
MG¨(t) + VRG(t) + 2
∫ t
0
γ(t− τ)G˙(τ)dτ = 0, (5)
with initial conditions G(0) = 0 and G˙(0) = M−1. VR =
V −2γ(0) is the renormalized potential. In terms of G(t),
we have
Φ(t) =
[
G˙(t) G(t)
G¨(t) G˙(t)
]
, Σ(t) =
[
σxx(t) σxp(t)
σpx(t) σpp(t)
]
, (6)
where σxx = σ(0,0), σpp = σ(1,1), and σxp = σ(0,1), with
σ(n,m)(t) =
∫ t
0
∫ t
0
G(n)(t1)ν(t1−t2)G(m)(t2)dt1dt2, (7)
where G(n) is the n-th derivative of G. We consider the
case in which the reservoirs consist of a dense distribution
of harmonic oscillators and the spectral density can be
modeled as a continuous function of ω. In that case the
induced diffusion and dissipation will drive the system to
a Gaussian stationary state. The covariance matrix of
that stationary state is just Σ = limt→∞Σ(t), as can be
seen from Eq. (4). The blocks of Σ can be expressed as
the following integral in the frequency domain:
σ(n,m) = Re
∫ ∞
0
ωn+min−mGˆ(iω)νˆ(w)Gˆ(−iω)dω. (8)
3In the previous expression, σ
(0,0)
i,j = 〈xixj〉, σ(0,1)i,j =
〈xipj〉, σ(0,1)i,j = 〈pixj〉, and σ(1,1)i,j = 〈pipj〉 are the
two-point correlations functions in the asymptotic state.
Also, νˆ(ω) is the Fourier transform of the noise kernel.
The main ingredient that enters into the above expression
is Gˆ(s), the Laplace transform of the Green’s function,
which satisfies
Gˆ(s) = (s2M + VR + 2sγˆ(s))
−1, (9)
where γˆ(s) is the Laplace transform of the dissipation
kernel.
Now we turn to the analysis of the heat flow through
the system. The mean value of the power injected by
the l-th reservoir into the system is Q˙l = Tr(PlVRσ
(0,1))
[1], where Pl is a projector over the sites of the network
in contact with the corresponding reservoir. In the sta-
tionary limit the conservation law
∑
l Q˙l = 0 is satisfied,
while, in general
∑
l Q˙l =
d
dt 〈HR〉, where HR is the renor-
malized Hamiltonian (see [1] for details). Using Eq. (8)
to express σ(0,1), the following expression is obtained:
Q˙l =
∑
l′
Im
∫ ∞
0
ω dω coth(ω/2Tl′)
× Tr(PlVRGˆ(iω)Il′(ω)Gˆ†(iω)). (10)
From this equation we can see that Q˙l is a sum over all
the environments,
Q˙l =
∑
l′
∫ ∞
0
ωdωQ˙ll′(ω) coth(ω/2Tl′), (11)
where the heat transfer matrix Q is defined as
Q˙ll′(ω) = Im Tr(PlVRGˆ(iω)Il′(ω)Gˆ†(iω)). (12)
Using the equation for Gˆ(s) it is possible to show that
the heat transfer matrix is such that
∑
l Q˙ll′ = 0 and
that, for l 6= l′ ,
Q˙ll′(ω) = −piTr(Il(ω)Gˆ(iω)Il′(ω)Gˆ†(iω)). (13)
Using now this equation we can rewrite the heat flow
from the l-th reservoir as follows:
Q˙l = −
∑
l′ 6=l
∫ ∞
0
ωdωQ˙ll′(ω)(coth(ω/2Tl)− coth(ω/2Tl′))
(14)
This is the expression we use to compute the heat flow.
From it, we can see that the heat flow is a bilinear func-
tional of Gˆ(s).
All the previous results are valid for reservoirs with
arbitrary spectral densities. However, in the rest of this
article we consider the particular case in which all the
reservoirs are Ohmic and their spectral densities have the
same Lorentz-Drude cutoff, i.e., I l(ω) = 2piγ0Pl
ωΛ2
ω2+Λ2 ,
where Pl is a projector over the sites of the network
which are in contact with the l–th reservoir. More-
over, γ0 controls the strength of the coupling, and Λ
is a high frequency cutoff. In this case, the Laplace
transform of the dissipation kernel is γˆ(s) = γ0
Λ
s+Λ
∑
l Pl
and the Fourier transform of the noise kernel is νˆ(ω) =∑
l I
l(ω) coth( ω2Tl ). Finally, the renormalized potential
is VR = V −∆V with ∆V = γ0Λ
∑
l Pl.
In the following sections we show how to perform the
frequency integrals Eqs. (8) and (14) analytically. We
obtain closed-form expressions in terms of the eigenvalues
and eigenvectors of a cubic eigenvalue problem related to
the inversion of Gˆ−1(s).
III. RELATION TO THE CUBIC EIGENVALUE
PROBLEM
It is straightforward to see that when all the environ-
ments are Ohmic and have the same cutoff, the Laplace
transform of the Green’s function can be expressed as
Gˆ(s) = (s+ Λ) g(s)
−1
, (15)
where g(s) is an K ×K matrix which depends polynom-
ically on s and satisfies
g(s) = s3M + s2ΛM + s(V + ∆V ) + Λ(V −∆V ). (16)
Therefore, to compute Gˆ(s) one needs to obtain g(s)
−1
and for this purpose we need to invert the cubic ma-
trix polynomial that defines g(s). The inversion of such
matrix is related to the solution of the cubic eigenvalue
problem defined by g(s). The cubic eigenvalue problem
consists of finding the generalized eigenvalues {sα} and
eigenvectors {rα} that satisfy the equations:
det(g(sα)) = 0 and g(sα)rα = 0. (17)
As det(g(s)) is a 3K degree polynomial in s then it has
3K complex roots {sα}. Moreover, as the matrix coef-
ficients appearing in g(s) are real, the eigenvalues {sα}
come in complex conjugate pairs. In Appendix A we
show that the inverse of g(s) can be written as
g(s)−1 =
3K∑
α=1
rαl
†
α
s− sα , (18)
where {rα}α=1...3K and {lα}α=1...3K are K component
column vectors that are obtained from the eigenvectors of
a 3K×3K linear system. Equation (18) is crucial for the
method we present in this paper. In fact, in Eq. (18), the
inverse of g(s) is expressed in terms of its poles, which are
the eigenvalues {sα}. Thus, this expression can be used
in the integrals which appear in Eqs. (8) and (14), wich
are central in computing the covariance matrix and heat
currents of the asymptotic state. By doing this, all inte-
grals can be analytically solved by appropriately choosing
complex contours and using the residue theorem. In this
way a final analytical result for the covariance matrix can
4be obtained (and the final result does not involve any in-
tegral to be numerically evaluated, which is one of the
typical major problems of other existing methods [16]).
As we show in Appendix B, it is possible to solve Eq.
(8) by extending it to the complex plane and using the
residue theorem. The result we obtain is:
σ(n,m) = σ
(n,m)
H −
(
σ
(n,m)
L + (−1)n+m
[
σ
(n,m)
L
]T)
, (19)
where the matrices σ
(n,m)
H and σ
(n,m)
L are:
σ
(n,m)
H,L = 2γ0Λ
2Re
in−m+1 3K∑
α,β=1
ωn+mα
l†αAH,L(ωα)rβ
ωα + ωβ
rαl
†
β
 .
(20)
The eigenfrequencies ωα are related to the poles of
g(s)−1: ωα = −isα. The matrices AH and AL appearing
in the previous expression are defined as:
AH(ω) =
∑
l
2TlPl
AL(ω) =
ω
ipi
∑
l
Plψ
(
1− iω
2piTl
)
,
(21)
where ψ is the digamma function. Equation (19) is a
decomposition of the asymptotic covariance matrix in
a term corresponding to the high temperature regime,
σ
(n,m)
H , and a correction for low temperatures, given by
σ
(n,m)
L . Equations (19) and (20) are the main results for
this paper. In fact, by using these formulas one can fully
determine the asymptotic state of an arbitrary network
of harmonic oscillators coupled to several thermal envi-
ronments by simply solving a linear eigenvalue problem.
This solution is valid for arbitrary temperatures, coupling
strength, and frequency cutoff.
The same integration technique can be applied to the
integral of Eq. (14). The result is Q˙l =
∑
l′ 6=l q˙l,l′ , with
q˙l,l′ =
[
2γ0Λ
2
]2 3K∑
α,β=1
ωα 6=iΛ
ω3α∆l,l′(ωα)
ω2α + Λ
2
(l†βPlrα)(l
†
αPl′rβ)
ωα + ωβ
,
(22)
where:
∆l,l′(ω) =i
2(Tl − Tl′)
ω
−
− 2
pi
[
ψ
(
1− iω
2piTl
)
− ψ
(
1− iω
2piTl′
)] (23)
As is evident form Eq. (22), it is not possible to express
the heat current as a sum of independent contributions
for each normal mode. This reflects in the fact that in
the above expressions a double sum over modes appears
instead of a single one. The terms with ωα 6= ω∗β cor-
respond to interactions between different normal modes
mediated by the common reservoirs. As a consequence, it
is not possible to classify the normal modes into ballistic
or diffusive ones by analyzing their structure or scaling
properties only. In other words, for any given value of
the eigenfrequency, the energy transmission of the sys-
tem does not depend only on the structure of the normal
mode corresponding to that frequency, but also on the
structure of all the other normal modes. However, as we
show in the following section, in the weak coupling limit
this situation changes. In that case it is indeed possible
to write the heat current as a single sum of independent
contributions that can be associated with individual nor-
mal modes.
IV. THREE SIMPLE APPLICATIONS:
RECOVERING KNOWN RESULTS
In this Section we apply the method developed above
to analyze some simple, well studied, limiting cases. Here
we first discuss the case where all the environments have
an infinitely large cutoff. Then we revisit the weak cou-
pling limit recovering simple analytic expressions for the
heat flow. Finally, we use the weak coupling results to
prove that the heat transport is always anomalous for
symmetric harmonic networks.
A. Environments with infinite cutoff frequency
Let us show how the technique presented above sim-
plifies when the environments have an infinite high fre-
quency cutoff (i.e., Λ → ∞). This limit has to be taken
with some care. On the one hand, it is known that the ef-
fect of a finite cutoff always shows up at short times after
the preparation of a non-equilibrium initial state. Thus,
our results could not be used to study such regime. Of
course this is not a problem if we are interested in the
study of the stationary behavior achieved for long times.
On the other hand, when Λ→∞ the shift in the poten-
tial, ∆V , diverges. To deal with this, we must absorb
the shift into a renormalization of the coupling matrix.
Thus, we consider that the renormalized coupling matrix
defined as VR = V −∆V is finite and carries all the infor-
mation about the renormalized dynamics of the system.
In the limit of infinite cutoff, the spectral density is
I l(ω)→ 2piγ0Plω. Thus, in this limit the dissipation ker-
nel becomes local, i.e., γˆ(s) → γ0PT , where PT =
∑
l Pl
carries the information about the sites coupled with the
environments. Consequently, the Laplace transform of
the Green’s function, Gˆ(s), satisfies
Gˆ(s) = (s2M + VR + 2sγ0PT )
−1. (24)
This equation, in fact, has been extensively studied in
the literature in the context of the study of transport
phenomena in harmonic systems [15–17]. Below we show
that using the method described above we can find a
simple analytic solution.
5In fact, using the techniques explained in [18] it is pos-
sible to show that Gˆ(s) can be written as
Gˆ(s) =
2K∑
α=1
sα
s− sα rαr
T
α , (25)
where sα and rα are such that
Gˆ−1(sα)rα = 0. (26)
It is worth noting that in this case the Green’s function
is obtained as a sum over a set of 2K generalized modes.
This is in contrast to the case with a finite cutoff where
the number of generalized modes was 3K. The reason
for this is simple: when the cutoff is infinite, Gˆ−1(s) is
a quadratic matrix polynomial in s. Then, there are 2K
eigenvalues sα and eigenvectors rα. Thus, for any finite
cutoff we find 3K modes. However, K of them are such
that in the Λ→∞ limit they decay with a rate propor-
tional to Λ and, therefore, are frozen. As before, gener-
alized eigenfrequencies and eigenmodes come in complex
conjugate pairs since the matrix coefficients of Gˆ−1(s)
are real.
To find Gˆ(s) we must solve the quadratic eigenvalue
problem. As before, this can be reduced to a linear eigen-
value problem in a space of higher dimension. Thus, a
pair (sα, rα) satisfying Eq. (26) will also satisfy the equa-
tion
(sαB −A)
[
rα
sαrα
]
= 0, (27)
with
A =
[
0 C
−VR −2γ0PT
]
, B =
[
C 0
0 M
]
. (28)
Here, C can be chosen as any invertible K ×K matrix.
Without losing generality, we choose C = −VR so that
both A and B are symmetric matrices. In this case, left
and right eigenvectors of the linear system are the same
[and only one of them appear in Eq. (25)]. The eigen-
vectors rα are chosen so that the normalization condition
RTBR = 1 holds, where the columns of R are the vectors[
rα
sαrα
]
.
The frequency integrals involved in the calculation of
the heat flow can be solved following the same procedure
described in the Appendix B. Therefore, Eq. 19 also
applies for this case and the matrices σ
(n,m)
H and σ
(n,m)
L
can be calculated as:
σ
(n,m)
H/L =
2γ0Re
in−m−1 2K∑
α,β=1
ωn+m+1α ωβ
rTαAH/L(ωα)rβ
ωα + ωβ
rαr
T
β
 ,
(29)
where, as before, ωα = −isα and AH/L(ω) are defined by
Eq. (21). It is important to note that Eq. 29 is not valid
to calculate σ
(1,1)
L . The reason is that for the case of an
infinite cutoff the integrand of Eq. 8 goes as log(ω)/ω
for n = m = 1 and low temperatures. It is therefore not
possible to choose an integration path with a vanishing
contribution at infinity. As a consecuence, in the high
cutoff limit it is not possible to use the same integration
technique to evaluate the low temperature corrections for
the momentum-momentum correlations.
The following expression is obtained for the heat cur-
rents in the high cutoff limit:
q˙l,l′ = −4γ20
2K∑
α,β=1
∆l,l′(ωα)
ω4αωβ
ωα + ωβ
(rTαPlrβ)(r
T
β Pl′rα).
(30)
This is a simplified version of Eq. (22).
B. The weak coupling limit
The above formulas can be further simplified in the
weak coupling limit. For this we expand all the expres-
sions up to second order in the system-environment cou-
pling constant (i.e., first order in γ0). It is simple to show
that in this limit we can use the expressions obtained
above for the infinite cutoff case. Thus, we need to ex-
pand the generalized eigenvectors and eigenvalues of the
quadratic eigenvalue problem presented in the previous
subsection. Doing this we find
sα = ±iΩα − γ0 qα
TPT qα
qαTMqα
(31a)
rα = qα ∓ 2iγ0
∑
β 6=α
qβ
Ωα
Ω2β − Ω2α
qβ
TPT qα
qβTMqβ
(31b)
In the above expressions Ωα and qα are the (positive)
normal frequencies and their corresponding eigenvectors
of the closed network (which is described by the mass
and the coupling matrices M and VR). The only subtle
detail of this calculation is taking care of the normaliza-
tion condition for the vectors qα. Such vectors satisfy the
condition RTBR = I. This reads as qTαMqβ =
−1
2ω2α
δαβ .
Therefore one can write these vectors as:
qα =
i√
2(±Ωα)
q0α (32)
where {q0α} are real vectors satisfying the normalization
condition q0α
T
Mq0β = δαβ .
Using this we can find the weak coupling form of the
covariance matrix and the heat current, which in the
general case are given by equations (29) and (30). Be-
fore doing this it is convenient to rewrite the above ex-
pressions using the notation ωα = ±Ωα + iΓα, where
Ωα and Γα real and positive numbers. Also, Γα is pro-
portional to the coupling constant γ0. Therefore, when
Γα  minα 6=β |Ωα ± Ωβ |, we have that (ωα + ωβ)−1 is
vanishingly small except when ωα = −ω∗β . This result
6implies that all modes decouple and contribute indepen-
dently to the covariance matrix and the heat current.
Thus, the double summations appearing both in (29) and
in (30) are clearly dominated by the diagonal terms (i.e.,
when ωα = −ω∗β). More explicitly,
1
ωα + ωβ
=
{
1
2iΓα
if ωα = −ω∗β
1
(Ωα±Ωβ)+i(Γα+Γβ) if sα 6= s∗β
(33)
In this way we find that the high temperature covariance
matrix is:
σn,mH =
δn,m
2
K∑
α=1
Ωn+m−1α Kα q
0
αq
0
α
T
+O(γ0), (34)
with Kα =
1
qTαPT qα
∑
l q
T
αPlqα
(
2Tl
ωα
)
. To find this, we
used Eq. (31) and also the normalization condition of
Eq. (32). Note that in equation (34) only the K normal
modes q0α and eigenfrequencies Ωα of the closed systems
appear.
Using the same approximations the following expres-
sion is obtained for the heat current:
q˙l,l′ = γ0
K∑
α=1
Iα (−iΩα∆l,l′(Ωα)) +O(γ20) (35)
with:
Iα =
(q0α
T
Plq
0
α) (q
0
α
T
Pl′q
0
α)
q0α
TPlq0α + q
0
α
TPl′q0α
(36)
This last expression is a measure of the thermal conduc-
tion between reservoirs l and l′ of the normal mode α.
Now we see that in the weak coupling limit the thermal
conduction of a single normal mode can be analyzed and
classified in terms of its structure and scaling properties
only, in contrast with the strong coupling regime. An
expression similar to equation (35) was first derived by
Matsuda and Ishii in [14] working directly in the weak
coupling limit and for a one-dimensional system. Here
we have rederived it from a more general formula valid
for arbitrary coupling strengths and network topology.
C. Heat transport is anomalous
We can now use the above results to present a sim-
ple and general proof of the fact that the heat transport
through symmetric harmonic networks is always anoma-
lous (as defined below). For this we will consider that
the network is coupled to only two reservoirs A and B.
The derivation is particularly simple under the rea-
sonable assumption of a symmetric coupling between the
network and its environments. Specifically, we will as-
sume that there exist an orthogonal matrix S, represent-
ing the symmetry operation, which transforms the mass
and coupling matrices as
1. M = STMS
2. VR = S
TVRS
3. PA = S
TPBS
In this case, the eigenvectors q0α can always be chosen
so that q0α
T
PAq
0
α = q
0
α
T
PBq
0
α. This can be used in
equation (36), which now reduces to Iα =
1
2q
0
α
T
PAq
0
α =
1
2q
0
α
T
PBq
0
α.
Assuming that both environments are at high tem-
peratures, the heat flow is then q˙ = γ0(TA −
TB)
∑K
α=1 q
0
α
T
PAq
0
α. The last sum is equal to
Tr(M−1PA). Then, if PA is a projector over c sites of
the harmonic network and the mass matrix is diagonal,
the heat current is simply:
q˙ = cγ0〈m−1〉(TA − TB). (37)
In this equation the symbol 〈m−1〉 denotes the mean
value of the inverse of the mass of the elements of the
network which are coupled to the reservoirs. Therefore,
the heat flow per site in contact with the reservoirs, which
is J = q˙/c, does not scale with the system size and does
not depend on any internal detail of the network, as long
as the symmetry condition is fulfilled. Of course, this is
valid in the weak coupling limit.
The heat transport in symmetric harmonic networks
is therefore anomalous, in the sense that it is not possi-
ble to define a size-independent (i.e, intensive) thermal
conductivity. For a system satisfying Fourier’s Law the
thermal conductivity is defined as κ = JL/∆T , where J
is the heat flow per unit area and L is the length of the
system in the direction of heat conduction. From our re-
sults it follows that for any symmetric network the heat
conductivity is proportional to L, for sufficiently weak
coupling.
As far as we known, this is the most general proof of
the anomalous scaling of heat flow in harmonic networks.
Previous results were limited to ordered d-dimensional
lattices with first neighbor interactions. [15, 19, 20].
V. HEAT FLOW IN THE STRONG COUPLING
LIMIT. EMERGENCE OF FOURIER’S LAW AND
ANDERSON LOCALIZATION
Here we will present the first non trivial application
of our method, to study the heat transport through a
network strongly coupled with two reservoirs at different
temperatures. We will study the dependence of the heat
flow with the size of the system for 2D and 3D cases. As
heat conduction is always anomalous for harmonic net-
works, we will analyze the effect of static disorder and
discuss the emergence of Fourier law, which is valid in the
macroscopic domain. The emergence of Fourier’s law has
been extensively discussed in the literature. One of the
mechanisms that could explain the emergence of such law
7is Anderson localization which occurs in disordered har-
monic crystals. In fact, a recent study [12], which claims
to present the “first microscopic verification of Fourier’s
Law in a three-dimensional system”, points in that di-
rection. Here, we will revisit the same model analyzed
in [12] and present numerical evidence that questions the
conclusions of that work. In that paper, the authors nu-
merically studied the size dependence of the heat current
in 2D and 3D crystals with binary mass disorder.
We will study the heat current J , which is defined
as the heat flow per unit area, i.e., J = Q˙/N ′, where
N ′ = Nd−1 is the number of sites in contact with each
reservoir in a lattice of d dimensions and Nd sites. The
heat current typically scales with the size of the system
as a power law:
J ∝ 1
Nµ
(38)
where N is the length of the system in the direction of
heat conduction. For the Fourier Law to be valid we need
µ = 1. To the contrary, as we showed in section IV C, for
symmetric networks in the weak coupling limit we always
find that the heat transport is anomalous with µ = 0.
In [12] a careful study of the dependence of µ with
dimensionality of the system and on the boundary con-
ditions was presented. Their conclusion is that for 3D
systems with binary mass disorder one can expect that
µ = 1, a result that is consistent with Fourier’s law. How-
ever, as we will see below, this result is strongly depen-
dent on the value of the coupling constant between the
crystals and the reservoirs. In fact, in [12] the depen-
dence of µ on γ0 was not analyzed (thus, the authors
explicitly mentioned that “the value of µ will not depend
on γ0”). As we show below, this is not the case. On the
contrary, we find a strong dependence of µ on γ0. We
show that disordered 3D crystals also display anomalous
transport for weak coupling (i.e., µ = 0). Instead, in the
strong coupling regime such crystals have non vanishing
values of µ, which strongly depend on γ0. Thus, our re-
sults indicate that the effect of disorder on the transport
properties of harmonic crystals cannot be fully under-
stood in terms of the localization of the normal modes
of the isolated system. The strong interaction with the
reservoirs seems to play a crucial role.
The model we will analyze is defined by the Hamilto-
nian considered in [12], which is:
H =
1
2
∑
nˆ
mnˆx˙
2
nˆ + k0x
2
nˆ +
1
2
∑
nˆ,eˆ
(xnˆ − xnˆ+eˆ)2, (39)
where nˆ labels the sites of a d-dimensional hypercubic
lattice with Nd sites. In turn, eˆ labels the 2d nearest-
neighbors which are coupled with any given site nˆ. This
type of system can therefore be divided in N slabs, each
one of which has N ′ = Nd−1 sites. We assume that
the first and the last slab of the crystal are connected to
two independent reservoirs at different temperatures TA
and TB . The coupling constant appearing in the spectral
density of the reservoirs is γ0. In this model, disorder is
introduced by setting the masses of half of the sites (ran-
domly selected) to m¯ + ∆ and the other half to m¯ −∆.
In the following we set the values of the internal coupling
constants and the masses to be k = 1 and m¯ = 1. Also,
we will only consider pinned lattices, i.e, k0 6= 0. We
will only present results corresponding to high tempera-
tures. In such case, the heat current is proportional to
the temperature difference ∆T = TA − TB .
To obtain the heat current for a given configuration we
solved numerically the eigenvalue problem given in Eq.
(27):(
sα
[−VR 0
0 M
]
+
[
0 VR
VR 2γ0PT
])[
rα
sαrα
]
= 0 (40)
Where M = diag(m1,m2, · · · ,mNd) and the matrices VR
and PT exhibit the following tridiagonal block structure:
VR =

v −1
−1 v −1
. . .
−1 v −1
−1 v
 PT =

1
0
. . .
0
1

(41)
In the previous expression for VR theN
d−1×Nd−1 matrix
v contains the couplings of an internal slab (note that
all the slabs are equal, since the couplings are uniform
and only the masses are disordered). In turn, the matrix
v also has a similar tridiagonal structure. To solve the
eigenvalue problem of Eq. (40) we used exact eigensolvers
for dense matrices[21, 22]. Once all the eigenvalues {sα}
and eigenvectors {rα} were obtained, we used Eq. (30)
to calculate the heat current. We implemented all our
programs in a regular desktop computer and were able
to solve systems with up to 8000 sites. This amounts to
diagonalizing dense matrices of 256 × 106 elements. We
did not exploit the sparsity nor the slab structure of the
model to simplify the numerical calculation. Therefore,
our method can be used also for systems with arbitrarily
complex interactions where transfer-matrix methods like
the one used in [12] are not viable. Certainly, a more
elaborate implementation of our algorithms would enable
the study of larger systems.
Figure 1 shows how the heat flux scales with sys-
tem size for 3D crystals of N3 sites with N =
3, 4, 6, 8, 12, 16, 20. The results are obtained for k0 = 10
and ∆ = 0.2, which are the ones used in [12]. The points
and error bars correspond to the mean value and the
dispersion of the heat current obtained for several dis-
order realizations. We observe that for strong coupling
(γ0 = .5, which is consistent with the value used in [12])
the heat flux decrease with the size of the system. The
functional form of this dependence is well described by
a power law with exponent close to µ = −0.86. How-
ever, as shown in Fig. 1 this value is very sensitive to the
coupling strength. Thus, for weak coupling (γ0 = 10
−3)
the heat flux does not seem to depend on the system size
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FIG. 1: (Color online) Heat flux vs N in 3D disordered crys-
tals for different values of the coupling constant γ0. The pa-
rameters are k0 = 10 and ∆ = 0.2.
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FIG. 2: (Color online) Heat flux vs N in 2D disordered crys-
tals for different values of the coupling constant γ0. The pa-
rameters are k0 = 10 and ∆ = 0.2.
(i.e., in this case we find µ = 0). Therefore, we con-
clude that the effect of disorder in the mass matrix is
qualitatively different in the weak coupling limit (where
the normal modes are similar to those of the closed sys-
tem) in comparison to the strong coupling regime (where
the normal modes come from a genuine quadratic eigen-
value problem). The results reported in [12] correspond
to the strong coupling regime, and the authors report a
power law behavior with an exponent close to µ = −1
(i.e., consistent with Fourier’s law) for the same system
we analyzed here. Figure 2 shows the scaling of the heat
current for 2D square crystals. We see that the expo-
nent µ also depends on the coupling strength, although
the difference between strong and weak coupling is not
as dramatic as in the 3D case.
It is important to remark that the results presented
here are not conclusive regarding the scaling of the heat
current in the thermodynamic limit (N → ∞). In that
limit the exponent µ may turn out to be independent
of γ0, at least for a reasonable range of values of this
coupling constants. However, our results show that for
moderately small systems such as the ones analyzed here
and in [12], this is not the case. Results for larger systems
are needed to clarify this point and to validate a power-
law behavior.
As a final comment, we think that the weak coupling
limit is more appropriate than the strong coupling regime
to discuss the validity or the emergence of the Fourier’s
law, since in the strong coupling regime the distinction
between system and reservoirs is not well defined.
VI. DISCUSSION
We have developed a new method to obtain the asymp-
totic state of an arbitrary harmonic network connected to
Ohmic reservoirs. The method enables us to express the
two-point correlations in the asymptotic state in terms
of the eigenvalues and eigenvectors of a generalized cubic
eigenvalue problem. As the method is valid for any cou-
pling strength and Ohmic spectral densities of arbitrary
cutoff, it can be used to study non equilibrium phenom-
ena beyond the weak coupling and Markovian approx-
imations. We also obtained similar exact formulae to
calculate the heat current entering or leaving any of the
reservoirs connected to the network. The results pre-
sented are also useful from a computational point of view,
since we were able to solve analytically some integrals
that are often evaluated numerically (which for systems
of moderate size is neither efficient nor accurate).
We showed how the complexity of the problem can be
reduced by using the high cut-off and weak coupling ap-
proximations. In this way we were able to recover known
results and to provide a general proof of anomalous heat
transport, valid for arbitrary symmetric networks in the
weak coupling limit.
Our method can be easily generalized to other situa-
tions not treated here. For example, the same techniques
can be used to calculate the asymptotic state when the
reservoirs have spectral densities with different cutoff or
are coupled to the network with different strengths. In
addition, it is also possible to generalize our results to
the case in which the environmental spectral densities
are sub-Ohmic or super-Ohmic. The framework also al-
lows the study of quantum correlations (entanglement or
quantum discord) in large networks and non-equilibrium
settings. These situations will be treated elsewhere.
As a first application, we applied our method to the
already studied problem of heat transport in disordered
harmonic crystals. We complemented previous results
showing that the scaling of the heat current with the sys-
9tem size greatly depends on the strength of the coupling
between system and reservoirs.
We gratefully acknowledge support of grants from
CONICET, UBACyT and ANPCyT.
Appendix A: Green’s function and the cubic
eigenvalue problem
In this appendix we show how to obtain an analytic
expression for the Green’s function in terms of eigenval-
ues and eigenvectors of a linear problem. As explained
in the main text, the goal is to calculate g(s)−1 where:
g(s) = s3M + s2ΛM + s(V + ∆V ) + Λ(V −∆V ) (A1)
We recall that Λ is a positive constant and V , ∆V and M
are positive-definite symmetric matrices. We will relate
g(s)−1 to the eigenvalues and eigenvectors of the cubic
eigenvalue problem defined by g(s), i.e, to the complex
numbers {sα} and vectors {rα} that satisfy:
det(g(sα)) = 0 and g(sα)rα = 0 (A2)
The first step in our derivation is to show that the previ-
ous cubic eigenvalue problem can be cast as a linear one.
For this we generalize the technique used in [18] to lin-
earize the quadratic eigenvalue problem. First, we note
that Eq. (A2) can be rewritten as:
(sαB −A)
 rαsαrα
s2αrα
 = 0 (A3)
where the 3K × 3K matrices A and B are :
A =
 0 C1 00 0 C2
−ΛV− −V+ −ΛM
 B =
C1 0 00 C2 0
0 0 M
 (A4)
Here, V± = V ± ∆V while C1 and C2 are arbitrary in-
vertible matrices. Below, we will choose C1 = C2 = 1, a
choice that ensures that B is positive definite.
The equivalence between Eq. (A2) and Eq. (A3) can
be verified by a direct calculation. Other choices for A
and B are possible. In summary, so far we proved that
the generalized eigenvalues sα are simply the eigenvalues
of the linear problem defined by A and B while the gen-
eralized eigenvectors rα can be obtained as the first K
components of the eigenvectors of the same linear prob-
lem.
The relation between the cubic and linear problems be-
comes more transparent by noticing the following iden-
tity: g(s) 1
1
 = E(s)(sB −A)F (s) (A5)
where E(s) and F (s) are:
E(s) =
V+ + s(Λ + s)M (Λ + s)M 1−1 0 0
0 −1 0

F (s) =
 1 0 0s1 1 0
s21 s1 1
 (A6)
Note that E(s) and F (s) are polynomial matrices on s
but nevertheless their determinant is constant and equal
to 1. Therefore det(g(s)) = det(sB −A), i.e, the charac-
teristic polynomials of the cubic and linear problems are
the same and consequently their eigenvalues match.
The inversion of Eq. (A5) leads to the following ex-
pression for g(s)−1:
g(s)−1 =
[
1 0 0
]
F (s)−1(sB −A)−1E(s)−1
10
0
 (A7)
Since E(s)−1 and F (s)−1 can be readily calculated from
Eq. (A6) it is easy to see that Eq. (A7) can be trans-
formed into:
g(s)−1 =
[
1 0 0
]
(sB −A)−1
00
1
 (A8)
We assume that the matrix M = sB − A is indeed in-
vertible and that we can find matrices L and R such that
L†BR = 1 and L†AR = S, where Sα,β = sαδα,β . As A is
not symmetric, this assumption is not trivial (when A is
not diagonalizable, S has a Jordan normal form, a case
that will not be treated here as all physically relevant
situations can be studied under the above assumption).
For simplicity, we also assume that all eigenvalues are
non-degenerate (this can be easily relaxed). Then, we
can write
(sB −A)−1 = R(s1− S)L† (A9)
and consequently:
g(s)−1 =
[
1 0 0
]
R(s1− S)−1L†
00
1

=
3K∑
α=1
rαl
†
α
s− sα
(A10)
The last identity contains the important result. In such
equation, the K component vector rα is obtained by the
first K components of the α-th column of R. Similarly,
the K component vector lα is formed with the last K
components of the α–th column of L. The columns of R
and L are just the right and left eigenvectors of A. In this
way we have expressed the Laplace transform of the non-
equilibrium Green’s function of a system with K degrees
of freedom in terms of the eigenvalues and eigenvectors
of a linear problem of size 3K × 3K.
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Appendix B: Covariance matrix and heat currents in
the asymptotic state
The result we obtained above is useful to com-
pute the covariance matrix and, in this way, fully de-
termine the stationary state of the network. How-
ever, for this purpose we still need to perform the
frequency integrals appearing in Eq. 8 of the main
text. First, it is useful to notice that for Ohmic
environments with the same cutoff Λ, we can write
Gˆ(iω)νˆ(w)Gˆ(−iω) = 2piγ0Λ2g(iω)−1A(ω)g(−iω)−1 with
A(ω) = ω
∑
l Pl coth(
ω
2Tl
). Therefore Eq. (8) can be
rewritten as :
σ(n,m) =
=
2
pi
γ0Λ
2
∫ ∞
0
Re
[
ωn+min−mg(iω)−1A(ω)g(−iω)−1] dω
(B1)
Let us now analyze the properties of the func-
tion fn,m(ω) = Re
[
ωn+min−mg(iω)−1A(ω)g(−iω)−1]
(where m,n = 0, 1). This function is such that:
• fn,m(ω) is an even function of ω.
• ωfn,m(ω)→ 0 for |ω| → ∞
• fn,m(ω) is analytic in all the complex plane with
the exception of the poles of gˆ−1(iω), gˆ−1(−iω),
and A(ω).
Since the integrand is an even function of ω we can extend
the integral appearing in Eq. (B1) to negative values of
ω:
σ(n,m) =
γ0Λ
2
pi
∫ ∞
−∞
fn,m(ω)dω (B2)
The integrand has simple poles at the points ωα = −isα
and ωα = isα (poles of g(iω) and g(iω), respectively).
The poles of g(iω) are always in the upper half-plane.
Also, the integrand has infinite simple poles at the points
{±iωn,l, n ∈ N}, where ωn,l = npi2Tl are the Matsubara
frequencies corresponding to the temperature Tl. As ex-
plained in [23], the proper way to deal with the poles at
the points {iωn,l} is to use the following indentity:
coth
( ω
2T
)
=
2T
ω
− 1
ipi
ψ
(
1− iω
2piT
)
+
1
ipi
ψ
(
1 +
iω
2piT
)
,
(B3)
where ψ is the digamma function. Using Eq. B3 the
function A(ω) can be written as:
A(ω) = AH(ω)−AL(ω)−AL(−ω), (B4)
where:
AH(ω) =
∑
l
2TlPl
AL(ω) =
ω
ipi
∑
l
Plψ
(
1− iω
2piTl
)
.
(B5)
The decomposition of Eq. (B4) is useful because AH(ω)
(which correspond to the high temperature approxima-
tion) is only a constant and AL(ω) is analytic in the
upper half-plane. Inserting Eq. (B4) into the integral of
Eq. (B2) the following expression is obtained:
σ(n,m) = σ
(n,m)
H −
(
σ
(n,m)
L + (−1)n+m
[
σ
(n,m)
L
]T)
,
(B6)
where
σ
(n,m)
H/L =
=
γ0Λ
2
pi
Re
[∫ ∞
−∞
(iω)n(−iω)mg−1(iω)AH/L(ω)g−1(−iω)
]
(B7)
Now, the integrand of the previous expression is analytic
in the complex plane with the only exception of the poles
of g−1(iω). Since g−1(ω) ∝ ω−3 for |ω| → ∞ it is possible
to choose a closed integration path in the complex plane
such that the contribution at inifinity vanishes, and that
only encloses the poles of g(iω). This is depicted in Fig.
3. It is thus possible to evaluate the integral of Eq. B7
using the residue theorem. The residue of g(iω) at the
pole ωα = −isα is −irαl†α, therefore:
pi
γ0Λ2
σ
(n,m)
H/L =
= Re
[
3K∑
α=1
(iωα)
n(−iωα)m(−irαl†α)AH/L(ωα)g−1(−iωα)
]
(B8)
At this point the spectral decomposition of Eq. A10 can
be used to expand g−1(−iω). In this way we arrive at
Eq. 20 of the main text, which is our final result.
Re(ω)
Im(ω)
R−R
R
CiΛ
ω1
ω2
......
FIG. 3: (Color online) Integration path and poles of g(iω).
One possible way to obtain the heat currents is to
use the position-momentum covariance matrix σ(0,1) and
then evaluate the heat current of the l-th reservoir as
Q˙l = Tr(PlVRσ
(0,1)). Another possibility is to solve the
integral in Eq. (14) of the main text using the same ideas
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as before. We find that Q˙l =
∑
l′ 6=l q˙l,l′ , with:
q˙l,l′ =
[
2γ0Λ
2
]2 3K∑
α,β=1
ωα 6=iΛ
ω3α∆l,l′(ωα)
ω2α + Λ
2
(l†βPlrα)(l
†
αPl′rβ)
ωα + ωβ
, .
(B9)
where:
∆l,l′(ω) =i
2(Tl − Tl′)
ω
−
− 2
pi
[
ψ
(
1− iω
2piTl
)
− ψ
(
1− iω
2piTl′
)]
(B10)
Note that in Eq. (B9) the index α does not run over
the poles equal to iΛ. The contribution of these poles
vanishes if there are no environments in contact with the
same sites of the network, i.e, if PlP
′
l = 0 for l 6= l′.
This was assumed in the derivation of Eq. B9. An-
other assumption of the previous results is that there are
no poles ωα = −isα with null imaginary part. This is
equivalent to assume that all the normal modes of the
system suffer dissipation. If some normal models are not
in effective contact with the environments and do not suf-
fer dissipation then they can be treated independently as
free oscillators. In that case the asymptotic state will be
time dependent, and will conserve information about the
initial state of the system.
To finish this section we discuss the typical distribu-
tion of poles. It is easy to see that if rank(
∑
l Pl) <
K then iΛ will be a pole of g(iω). This is because
g(−Λ) = −2γ0Λ2
∑
l Pl and if
∑
l Pl is not full-rank then
det(g(−Λ)) = 0. Furthermore, the multiplicity of this
root will be K − rank(∑l PL). For moderate coupling
γ0 there are another rank(
∑
l Pl) poles close to iΛ but
with nonzero real part. A typical distribution of poles is
depicted in Fig. 3.
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