,-ray emission of radi um (roentgen s per m illi gram-hour at 1 centimeter) have been ma de by m eans of a graphite cavity ionization c ha mber. An au xi liary experi mental examination of th e stopping-power correction fo r t he non-air-equi:a lcn ce of.the cavity wall is a lso described . The r esult ing average valu e fot' t he -y-ray emlSSlOn of radIUm (enc losed in an 0.5-millimet er platinum capsule) is 8.26 ± 0.05 roentgen s p er mi ll igra m-hollr at 1 centime ter, whi ch is based upon the concluslOnt.hat the stoppmg-power data of Bakkcr and SegJ'c are con sistent with t he res ults of the a uxliJary expenment.
Introduction
Field instruments for the m eas urement of the exposure dose or exposure dose rate of X-or -y-radiation usually require calibration against a primary standard. In the X-ray region bctween 50 and 500 lev it has already been pointed out in the 1956 report of the ICRD [1 ]* that primary standards of the free-air chamber type can be constructedw'ith an absolute accuracy of about ± 1 percent. However, the information required for the design of such instruments with this accuracy at thc higher q~antuJ? energies, such as the -y-rays from Cow or radlllm,.
IS not yet available. Instead, the method of cavIty ionization, utilizing the Bragg-Gray relation [2 , 3] , has generally been relied upon for measurements III this energy region.
. Radium sources are frequently used for routllle calibration purposes, by placing the instrument to be calibrated at a known distance from a caps ul e containing a known weight of rad ium. One must then know from other measurements, what the exposure dbse rate will be under these conditions. The ICRD report defines the specific -y-ray emission of a radioactive nuclide as "the exposure dose rate produced by the unfiltered -y-rays from a point source of that nuclide at a defined distance. The unit of specific -y-ray emission is the roen tgen per millicuriehour (r/mch) at 1 cm." For radium, the. specific -y-ray emission is, instead, usually expressed m terms of the weight of radium element, i. e. , roentgens per milligram-hour (r/mgh) at 1 cm. It will be convenient to refer to this quantity as K(Ra) . For calibration purposes, radium sources are usually enclosed in capsules of platinum (10% iridium), having walls 0.5 mm in thickness. Thus, a more useful figure for radium is the specific -y-ray emission modified by the attenuation in such a capsule wall. This has been given several names in the literatme, such as dosage constant, Q-constant, -y-ray outpu t, and Sievert dose, the latter being the most generally accepted. For present purposes we will usc the syr:tbol k (Ra) . For later r~ferenc e i.t . will be worthwlule to set down the followmg defimtlOn: k (Ra) is the exposure dose rate in roentgens per hour at 1 cm from a point source of 1 mg of radi um element (in equilibrium with its daughter products),
• F igures in brdckets ind icat e the literature references a t the en d of this paper. enclosed in a platinum (10% iridium) capsule of 0.5-mm thickness, the surrounding air having no scattering or attenuating effect.
. k (Ra) cannot, at present, b e calcula ted theOl'et lcally with an accuracy of better than a few per'cen t, and it must, therefore, be measured experimcntally . The most common currently accepted value is 8.4 r/mgh at 1 cm,1 which is derived as a weighted average of a number of experimental determinations over a period of many y ears [4 to 42] . Cavity-type ionization chambers have been most frequently employed, but some free-air chamber measurements have also been attempted [9, 17, 19, 26, 30, 42] . Even the most recent of these [42] is now known to have had substantial errors from electric field distortion and from ionization produced by scattered photons. Thus, the cavity ionization measurements appear to be the more reliable at present, and the 8.4 r/mgh figure is based principally upon these.
One of the main sources of uncertainty in cavity chamber measurements is related to the non-ail'-equivalence of the chamber wall material. This gives rise to a correction factor, identified by the Bragg-Gray rclation [2] as the rat!o of the cl?cLr?ll stopping power in the wall matenal to that 111 al~· . The evaluation of this factor, usually called s, IS carried out by making use of the Bethe-Bloch stopping-power formula [43] , which involves a term depending on the mean excitation potential (I) for the atoms of the stopping material. It has not been adequately calculated theoretically, and must therefore be determined from experiments.
Laurence [34] computed s for a number of wall materials,2 using the assumption that 1= 13 .5Z.
His results have been widely employed in the interpretation of cavity chamber measl~rem~nLs, a~d in fact the value of 8.4 r /mgh for radIUm IS conSIstent with the Laurence wall corrections. 3 Bakker and Segre [44] and Mather and Segre [45] have measured 1 in various materials through range measurements with fast protons. Their measurem ents indicate that l /Z is not a constant for different atomic numbers Z . On the other hand, a recent I At the .'i at;ional Physical Laboratory in the United Kin gdom 8.3 is tbe value assumed for k( Ra).
2 N ate the error existing in Laurence's CQ (8) J the stopping-power formula, givirl g rise t o an underestimation of . , fo r graph ite by about l.l percent and an overestimation fo r AI by about 0. 6 
percen t. 'I'he sccond terIn in h rackets in tha t equation should be In[ (k/23)+ k'] instead ofln [k' +(k/2) ].
3 See second footnote to table 5 . survey of existing measurements by Caldwell [46] and experiments of Bichsel and Mozley [47] show that l i Z is approximately constant with Z, at least for Z ;:::: 13 . An even more recent paper by Brandt [48] tends again to confirm the Bakker and Segre results. This difference will only be resolved by further experimental measurements of I , and at present brings about an uncertainty of the order of 1 percent in the interpretation of cavity ionization measuremen ts. The present experiment was initially undertaken with two purposes in mind :
(1) To provide a relatively precise determination of k(Ra) by the cavity chamber method.
(2) To compare the abilities of the variously computed stopping-power corrections to reduce the experimental data for cavity chambers of differing wall materials (carbon and aluminum) to give a common value for the radium gamma-ray emission.
The experimental work was originally done in two parts. The first was the absolute m easurement of t he ionization produced in a graphite and an aluminum chamber at approximately 1-atm air pressure, at several measured distances from a known radium source. The second part was a study of the pressure dependence of the ionization in the same chambers, from 0.1 to 1 atm, to determine the degree to which the cavity ionization was under the influence of the electrons originating in the chamber walls. The results of these two experiments were then combined to give the absolute ionization in each chamber as a function of air pressure.
Two unforeseen difficulties were encountered which rendered these resul ts indeterminate. The first was that the ionization in the cavity chambers did not strictly obey the inverse square law as a function of distance between centers of source and chamber. This was found to b e true after taking into account the air attenuation, scattering from the floor and other objects, and the size of the chamber and source. The most startling feature of this behavior was the fact that the AI chamber showed a greater divergence from inverse-square-Iaw b ehavior than did the graphite. Thus, the ratio of ionizations in the two chambers (aluminum to carbon, of the same dimensions) was found to decrease with increasing distance from the source. The explanation of this effect will b e discussed in the next section.
The other difficulty arose when the AIIC ionization ratio was m easured with several different radium sources, all having 0.5 mm Pt capsule walls, but varying diameters. This ratio was found gradually to increase by 1 percent as the inside diameter of the source was decreased from 5.5 to 0.7 mm. This effect may be the result of photoelectric interactions in the AI chamber wall by the bremsstrahlung produced within the source by (1-rays, a point to be investigated further. It does, however, make th e m easurement of the AIIC ionization ratio indefinite for radium. :Moreover, it raises the question of whether the bremsstrahlung is to b e included with the 'Y-radiation in the definition of k(Ra). From practical considerations one concludes that it should be included, because it will always be present for radium sources enclosed in platinum capsules. Variations in the bremsstrahlung output with different source diameters will be taken into account approximately by the correction for attenuation in the radium salt, as measured by Whyte (51 ] .
In view of the difficulties described above, it was decided to revise the approach to the m easurem ent of k (Ra) in three respects:
(A) The "distance effect" (nonobeying of inverse square law) was to b e investigated with th e object of eliminating the uncertainty resulting from it.
(B) M easurements with radium 'Y-rays were to be confined to the graphite chamber (eliminating the aluminum chamber for the reason outlined in the previous paragraph), using the information found in (A) to avoid the distance effect.
(C) Cobalt-60 'Y-rays were to be used in place of radium 'Y-rays for the study of the stopping-power corrections for the non-air-equivalence of the chamber walls, to avoid the photoelectric effect. An additional chamber of copper, nearly identical in size to the graphite and aluminum chambers, was also constructed for inclusion in this study.
The results of this modified version of the experiment will be presented in the following sections. However, the original setup will first be describ ed briefly to show how the distance effect entered the picture.
Preliminary Measurements and the
Distance Effect
.1. Setup Initially Used for Radium Measurements
Figure 1 is a photograph of the over-all arrangement. The cylindrical cavity chamber (graphite or aluminum), shown in figure 2, was located at the end of a rigid, evacuated coaxial connector 2 m in length, which was connected to the input head of a vibrating reed electrometer. This head was enclosed in a IS-em-thick lead housing which was supported by an electric lift truck, capable of raising the chamber to a height of 3 m above the floor. The radium source was supported at 2-m h eight by a paper stand, so constructed to contribute a minimum of 'Y-ray scattering. The chamber was located directly above the source so that the chamber axis was at right angles to a line joining their centers. The distance between centers (15 to 100 em) was determined by add.ing half the source and chamber diameters t o the distance between their surfaces as measured by a cathetometer. An area of the concrete floor, 2.4 by 3.5 m in extent, was covered with a thickness of 6 mm of l ead, to reduce the scattered radiation. Further details about the chambers, the radium source, and the corrections for scattering and attenuation will b e given in section 3.
2 .2 . Initial Results Figure 3 is a graph of iD2 as a function of D, where i is the ionization in the cavity chamber, and D is the center-to-center distance from source to chamber. Two corrections have been applied to these curves, accounting for attenuation by the air and scattering FIGURE l. Setu p used for Ihe preliminary raditlm measurements.
Diagram of cavity-ioni zation chambers.
rrhe walls, of copper, aluminum, or graphite, were of variable thick'l1ess, and tbe ccntral rod leading to tbe clectrometer was, in each case, 3 mm in diameter and of thc same material as the wall. The Lucite insulator was coated witb graphite except for surfaces A and B . The graphite coating at C, the inside surface of tbe hole entering the chamber, was found to eliminate " soakage" effccts wben tbe voltage was first applied, and provided a gnard ring for leakage of charge across sur face A. Removing tllis graphite coating (from C) was found to bave n o e{Ject on t he steady state ionization in t he cham bel'.
by the lead-covered floor. These were both very sm all and will be described in detail in section 3 . Even with these corrections, the curves show consider able variation as a function of distance, th e variation being twice as great for the aluminum chamber as for the graphite. A calculation was carried out to take into account the inverse square effect of the size of th e ch amber and source, using the general approach of M ayneorcl and Rober ts [6] and Clark and Brar In each case, tbe radium source was located on a line perpendicular to the cbamber axis and intersecting it at the geometrical center of tbe chamber. geometry was that indicated in figure 4 , and the integration was carried over the three dimensions of the cham bel' and the length of the source, by a series expansion 4 in terms of (il D2). The resulting expression for the ionization in the chamb er was:
where i' is the ionization to be expected for a point source and point chamber separated by distance D , 2L is the internal length of the chamber, R its internal radius, and 2p the active length of the source. In the present case, where 2L is 5.08 em, R is 2.06 em, and 2p is l.8 em, the ratio (iii') is as indicated in figure 4 . The drop at small values of D is at least qualitatively shown by the curves in figure 3 . However, (iii') is flat within 0.1 percent for D> 20 em, unlike the results observed with these chambers. 8uch a calculation as this, of course, has nothing to say about tho difference in slope of the aluminum and graphite curves, and ignores the fact that most of the cavity ionization is produced by electrons originating within the chamber walls. A more elaborate calculation taking these factors into account has not been attempted, and is probably not feasible with information now available. The attenuation of ,,(-rays in the chamber walls was measured at different distances by the convCJ1 -tional method of varying the wall thickness, but the result was found to be independent of D. Extracameral collection of ionization and ion-recombination losses were also found experimentally to make a negligible contribution to the distance dependence of the ionization.
It appears then that the observed distance effect is not explained by the usual influencing factors. It was decided to explore the problem further by increasing the source-to-chamber distance to values
• 'I' he method of integrating was suggested b y L. V. Spencer. The scatter shield removed scattered radiation produced in the air when the source was at large di stances.
greater than 1 m. In order to do this, it was necessary to employ larger C0 60 sources (1 and 10 curies) to provide sufficient ionization for accurate measurement, and to collimate the beam to avoid complicating the issue with "(-ray scattering from surrounding objects. The geometry was as shown in figure 5 .
Because the exact position of the source within the lead housing was not known, and because of scattering from the filter, only the ratios of ionizations in chambers of differing wall materials were considered as being significant. These ratios, relative to the graphite chamber, are shown in figure 6 (for 90 0 geometry), including the data for a copper chamber similar in dimensions to the graphite and the aluminum chambers, but with walls 1 mm in thickness. These data were taken with a filter of 3 mm Pb + 2.4 mm 8n + 0.5 mm Cu + 0.8 mm Al to eliminate any scattered and fluorescent radiation originating in the source, housing, and diaphragm. Additional lead in the filter was found to have no effect upon the ratios; similarly, the presence of the fluorescence filter did not influence the results. Without any filter, the curves were of the same shape but somewhat higher due to the presence of low-energy radiation. The AI/C curve for 90° geometry in figure 6 decreases by 1.5 percent over the indicated range of distances, whereas the corresponding decrease of the Cu/C ratio is 5 percent. Neither curve shows any tendency to flatten out rapidly with distance, indicating that their slopes cannot be explained on the basis of a fixed difference in the effective centers of ionization in chambers of different wall materials. However, this behavior at l arge distances does suggest the possibility that the end walls of the chambers might in some way be responsible, perhaps through attenuation, because of the grazing incidence of the ,),-rays upon those walls.
As a test of this hypothesis, the setup in figure 5 was changed to give a 50 0 instead of 90° angle between the chamber axis and the direction from which the rays were incident. vVith this geometry the AI/C and Cu /C curves were both flat within ± 0.2 percent, as shown in figure 6 . The work was repeated at 70 0 , to find out if there was any depend- « a:
zali on in the copper and alu minum chamber Telatioe to that in graphite f or cobalt-60 "(-ra ys .
The indicated angles arc those bct\yecn th e chamber ax is and th e lin e joining t he cente rs of t he source and cham ber.
ence on (nonglancing) angle, giving identical resul ts. Thus, it appears clear that the distance effect is related to geometrical situations where the -y-rays strike the chamber at grazing incidence with respect to an appreciable ar ea of chamber walP It is not definitely established, however, that attenuation is wholly responsible. It can account for the behavior at large distances, where the attenuation of -y-rays in the end walls of the copper chamber, for example, would certainly be much larger than in the graphitc chamber because of the greater density of copper.6 Thus, the copper end walls would contribute less than their share of ion-producing electrons, and the ionization would be reduced. However, as the distance from the source is diminished, one would expect this effect to become smaller, so that Ou/O and AlIO ratios would approach the values obtained at 50° and 70°. This is clearly not the case, as figure 6 indicates higher Cu/O and Al/O ratios at 90 0 than at 50 0 or 70 0 for distances less than about 1 m. At present there is no satisfactory explanation to account for t his, and it therefore deserves further study.
For present purposes, however, the distance effect can be avoided by orienting the chamber so as to eliminate glancing-angle incidence of the -y-rays, thus obtaining unambiguous results for k(Ra) , and for the experimental check of the stopping-power correction.
' G. N, Wh y te 15i] 1ms also obscn-ed this effect, u sin g cylindrical chambers with the -y-rays a rri ving a t 0° with respect to the chamber axis. Greening's measuremen ts 152) also show the effect to a small extent . 6 N ote that the dccrease in the Cu lC ratio (for 90° geom etry) over the ran ge of dist an ecs shown in fi gure 6 is larger than the chan ge in AIIC by the factor 3.1, wh ich is ncarl y the ratio of den sitirs of Cul AI (3.3) . Moreover, tho distan ce· variation of iD2 sh own in fi gure 3 is about 1.8 times as great for Al as for graphite; thr corresponding density ratio is 1.6. 
Final Radium Measurements

1. General Setup
The arrangement of thc experiment was the same as that shown in figure 1 and described in section 2, except that the source was not directly below the chamber, and a 2-m stand of aluminum and Lucite was uscd in place of the paper tube. Figure 7 givcs a schematic elevation of the final arrangement, in which there was a 50 0 angle between the chamber axis and the line joining centers of the source and chamber. The distance was determined by using two cathctometers, one vertical and the oth er horizontal A fine thread supporting a plumb bob was suspended from the centcr of the chamber, positioned by a narrow groove cut into the chamber wall. This provided a reference point for the horizontal cathetometer measurement. Because of the time involved in making c!!:.thct.ometer readings before and after every ionization measurement, it was decided to substitute an exact replica of Lhe radium source for this purpose to avoid unnecessary -y-ray exposure to the experimenters. This necessitated a more stable support for the source than the paper stand used previously .
The experimental setup was located in an airconditioned room where the temperature fluctuations did not exceed a few tenths of a degree centigrade during the working day. Fl'equen t r eadings were taken of the ambient temperature,7 pressure and relative humidity, and all ionization data normalized to dry air at 0° 0 and a prcssure of 760 mm of Hg. The room was 37 m long, 18 m wide, and 18 m high, the closest wall being 6 m distant.
.2 . Ionization Chamber
The graphite-walled ionization chamber was constructed as indicated in figure 2. Its dimensions were measured by a precision micrometer and its volume calculated to be 67.50 cm 3, allowing for the volume of the graphite collecting electrode, which was approximately 3 mm in diameter and extended into the chamber 3.7 cm.s
The purity of the graphite was checked spectroscopically and found to exceed 99.9 percent. A calculation of the effect of the remaining impurities (mainly iron) showed them to be entirely negligible. The density of the graphite was 1.7 g/cm 3, and it was found to be easily machinable to close tolerances.
.. Measurement of Ionization Current
A vibrating reed electrometer was used as a null detector in the current measurements, in the Townsend charge-compensation method [53] . The average rate of charge was measured during timed runs of about 60 sec duration by collecting the charge on a known capacitor (1014.8 f.1f.1f ± 0.05 percent). The compensating potential was applied to the capacitor by a calibrated potentiometer accurate to ± 0.05 percent.
Time measurements were made by electronically counting the cycles in a 1 kc signal accurate to 1 part in 100,000. Runs were started and stopped by a relay in series with the electrometer milliammeter, using a device described by Cosh'ell and Attix [54] .
A potential of ± 1,000 v was applied to the chamber wall to collect the ionization. This was sufficient to reduce .the recombination losses to 0.1 percent, as determmed from extrapolation on a plot of l /ionization versus l /collecting voltage. This 0.1 percent loss was corrected for in the calculation of k(Ra) , and was independent of source-chamber distance. All ionization measurements were done with both polarities applied to the chamber, and the observed currents averaged to eliminate the effects of extracameral ionization generated in the connections. Usually the two polarities gave currents agreeing within a few tenths of a percent.
3.4. Ra dium Source The principal radium source used in the absolute gamma-ray output measurement was NBS Secondary Sta!ldard No. 33420, containing nominally 100 mg of radmm element. The platinum (10% iridium) capsule was cylindrical in shape, having 22 mm overall length, 18-mm active length, 3-mm outer diameter and 0.5-mm wall thickness, with tolerances of ± 1 percent on these dimensions. It was completely filled with a homogeneous mixture of 142 mg of radium sulfate and 15 mg of barium sulfate, packed to a density of about 2.78 g/cm 3 • This source had been previously compared with the primary radium standards on the NBS Standard electroscope. 9 It had been found to have ,),-radiation equivalent to that of 94.40 mg (±0.3 percent) of 8 A check on the volume of the aluminum chamber by water weighing was fou?d to give agreement with the micrometer measurement to 4 parts In 10 000. ThIs was not done with the graphite because of its porosity.
. ' , This is essentially an aluminum·walled ionization chamber with thick (1 cm) lead outer walls to filter out the soft oy-rays. radium element, in equilibrium with its products and contained in Thuringian glass 0.27 mm in thickness.!O The ,),-rays from the primary standard source are attenuated by 0.5 percent [56J in the glass wall and the radium salt itself. Hence, the ,),-radiation from the secondary standard is equivalent to that from a bare, point source of (94.40 mg) X(0.995) = 93.93 mg (where only the harder ')'-ray components are compared).
The actual radium content can be obtained by considering the physical dimensions of the source. Its nonpoint nature has two consequences: (1) Attenuation in the radium and barium salts; and (2) an increase in the effective thickness of the platinum wall because of its curvature_ (From calculations by Owen and Naylor [57] our 0.5-mm platinum wall has an effective thickness of 0.56 mm.) The corrections are made in two steps, namely for:
(a) Attenuation in 0.56 mm platinum, using the coefficient 0_93 cm-I for heavily filtered ')'-rays.l1 This correction factor is 1/0.949.
(b) Attenuation in the salt for heavily filtered ')'-rays. Interpolating Whyte's data for the components of the salts (Ra,Ba,S,O) one obtains an effective attenuation coefficient }J. of 0.124 cm-I . From calculations of Paterson, Walsh, and Higgins [59] , the correction factor becomes 1/0.9895.
Applying corrections (a) and (b) to the 93.93-mg figure, the resulting radium content is 100.00 ± 0.5 mg. As a check on this figure, a calorimetric comparison with primary radium standard No. XIV was made by W. B. Mann, using the Peltier-effect twin micro calorimeter that was built for the comparison of a number of Honigschmid standards [60] . This yielded a radium content of 99.62 ± 0.3 mg, which, being more directly obtained, is probably the more accurate of the two values. Thus, the two values have been averaged by weighting the calorimetric result twice, giving 99.75 ± 0.3 mg as the radium content as of October 1, 1956.
If this radium were located at a point centered within 0.5-mm platinum walls, no further correction would be necessary; the actual radium content I would be used in calculating k (Ra) . Instead, further corrections must be applied to obtain the effective radium content, taking into account the attenuation in the excess platinum wall thickness (due to its curvature), and the attenuation in the salt. For this purpose, the attenuation coefficients of Whyte [58J for lightly filtered radium ,),-radiation were used, as follows:
a. Attenuation by the salt mixture itself, for radium ,),-rays filtered by 0.56 mm platinum (f.1 = 0.170 em-I), was calculated to give a correction factor of 0.986.
!O As of October 1,1956. The radium contents of the primary standard sources were taken to be those given by the weighings of Honigschmid . as described by Davenport et at [55] .
II G. N. Whyte has generously supplied, in private correspondence, the attenuation coefficients used for source corrections . His recent measurements were made with detectors of two types : (I) An ionizat ion chamber with thick lead walls and an aluminum inside liner, and (2) a Victoreen chamber with thick Bakelite walls [58] . The measurements with (1) give the attenuation coefficients for heavily filtered radium oy-rays, whereas (2) gives those coefficients applying to lightly filtered oy-rays. Whyte's source was 30 mg of radium element in a gla". capsnle 2 mm in outside diameter and 0.25 mm in wall thickness. We will assumebere t hat the radium salt plus glass wall had n egligible filtering action on the radIum spectrum compared to that of 0.5 mm of platinum.
b
Applying these corrections to the true radium content of 99.75 mg gives an effective content of 97.46 mg of radium element. This is the figure used in calculating k(Ra).
A check of the ')'-ray output as the source was ro.ta~ed about its axis indicated that it was isotropic wlthlll ± 0.1 percent.
As an over-all check on the source corrections, a second source of different dimensions was also used for the k(Ra) measurement. This was NBS Secondary Standard No. 33418, containing nominally 25 mg of radium in a platinum (10 % iridium) capsule, 13 mm in over-all length, 9 mm in active length, 2.5 mm in external diameter, and having a wall thickness of 0.5 mm. By the same procedure described above for the other source (except for the omission of the calorimetric measurement of the radium content) the effective content of this source was found to be 24.3 6 mg of radium element, as of October 1, 1956.
. Corrections for Scattering and Attenuation of the ,,-Rays
Chamber Walls and Connector
The thickness of the chamber walls was more than enough to insure electronic equilibrium. 12 The cylindrical-wall thickness was 6.1 mm, the blank end wall 4.8 mm, and the connector end wall 3.2 mm. Attenuation and scattering in each of the walls was examined by increasing the thickness, using a series of/graphite sleeves and disks, and extrapolating the observed ionization to zero wall thickness. These pieces were added as shown in figure 2, except that, for the 50°-angle geometry, they were placed in echelon fashion in line with the incoming ,),-rays to avoid leaving a gap at the corner of the chamber. Scattered ,),-radiation from the connector end wall and the connector was measured with the 50° angle altered to 130°, giving a "mirror image" of the usual geometry. Graphite disks and a replica of the chamber connecting assembly were then placed against the blank end of the chamber and their effect on the ionization observed. By this method, the scattered ,),-radiation from the actual connector and connector end wall was estimated to be 0.2 percent. Attenuation in the other walls of the chamber amounted to some 3.1 pCl'cent,13 giving an over-all correction of 2.9 percent for attenuation and scattering of ,),-rays in the walls and connector.
Mayneord [62] has pointed out that the effec tive thickness of the wall, with respect to the ')'-ray attenuation, is somewhat less than the actual thickness because the ionizing electrons are produced within the wall material. From data given by Gray [8] , " The n eed for clectlOnic equilibrium is discusscd elsewhere, for example by Wilson . 61] . Elect ronic equilibrium is a prerequisite lor the measurement of exposure dose.
" Including a very small « 0.1%) calculated correction for attenuation in the centrall'od in the ch amber. this reduction in effective thickness is about 0.26 mm of graphite for radium ')'-rays. This results in a 0.1 percent decrease in the above attenuation correction of 2.9 percent, changing it to 2.8 percent. 14 
. Air Scattering and Attenuation
The "true" absorption coefficient ITa for radium ,),-l'ays is 0.32 percent per meter of air at 1 atm and 20° C. However, the effective coeflicien t for attenuation near an isotropic point source will be less because of the contribution of backscattered rays. This coefficient was estimated to be about 0.2 percent per meter, obtained from a calculation assuming only single scattering. A somewhat lower value would result if multiple scattering were taken into account, but the correction is not important for the small distances « 1 m) used in this experiment.
Scattering From the Floor
Radiation scattered from the floor was measured by suspending the radium source in a small paper cradle attached by threads to the chamber . The height d of the source above the Hoor was then varied, keeping constant the distance D from source to chamber, and observing the ionization in the chamber. It was found that a 6-mm layer of lead on the thick concrete Hoor reduced the scattering by a factor of 1/3. Additional lead thickness made no difference.
Such a curve of ionization versus d is shown in fig ure 8 , for D = 100 cm and the lead covering on the Hoor Y The Hoor-scattered radiation arriving at the chamber with D = 100 cm and d= 200 em is evidently about 0.2 p ercent. This applies strictly only when the source is directly below the chamber, as in the preliminary radium measurements ( fig. 1) . However, it is casy to show that changing to 50° geometry, as in figure 7, docs not appreciably change the flool'-scatter correction for a given d and D, if the scattering is small.
I4
Corrections su ch as these (but measured with C060 -y·rays) were also in cluded in the data presen ted in fi gure 6. T hey were nearl y tbe same as 10" radium.
" Actually the curve represents data obtained with several ditTerent D values. It was found that these could be normalized to fan on the same cur ve if the points were plotted with d(tOC cml D ) em as the abscissa. Iu oth er worcis, the amount of scat ter "scales" with the ratio 01 distances di D , as one might cxpect . 
Scattered Radiation From Other Objects
In addition to the sources of scattered radiation which have already been treated, the following were also considered.
The scattered radiation from the Lucite holder for the radium source was measured by doubling the thickness of the two blades of the "fork", and was found to be less than 0.1 percent.
The scattered radiation from all other objects together (including the lift truck and a concrete wall behind which the electrometer operator sat), was measured by interposing a lead block 10 cm square and 15 cm in thickness halfway between the source and chamber. This was supported on a light aluminum stand, which itself was observed to introduce no additional scattering.
With a distance of 94 cm between the source and chamber, the ionization with the lead block in place was found to be 0.7 percent of that obtained with the lead block removed. The scattering from the ail' (assumed to extend a great distance in all directions) amounts to some 0.6 percent of the unobstructed reading, while the lead-covered floor contributes another 0.2 percent. These total 0.8 percent, exceeding the observed ionization by 0.1 percent, which may be considered as agreement within experimental error. Thus the scattering by other objects is negligibly small. Table 1 presents the ionization in esu/cm 3 -mgh (at 1 cm)1 6 measured in the graphite chamber with geometry as in figure 7. 
. Experimental Results
1-------1 -----1
A verage ____ __ ____ ____ __ 8.257 All the corrections for attenuation arid scatter discussed above have been taken into account. There is apparently no systematic variation of the data as a function of D, this effect having been eliminated by the geometry. The check at 32 cm with the 25 mg source is in good agreement with the data obtained with the 100-mg source. The average of 8.257 esu/cm 3 -mgh at 1 cm need only be multiplied by a stopping-power correction for the non-air-equivalence of graphite to give k(Ra).
Because of the existing uncertainty in the stoppingpower correction, an auxiliary investigation was undertaken in an attempt to shed some light on that problem.
. Auxiliary Investigation of the StoppingPower Correction
From the Bragg-Gray relation [2] , the ionization J a il' produced by 'Y-rays in free air is related to the ionization Jz produced in a small cavity chamber with walls of atomic number Z by the equation where S;ir is the ratio of the effective electronic stopping power (per electron/cm 2 ) in the wall and air respectively, and it is assumed that only the Compton effect is active in delivering energy. This assumption holds for graphite, aluminum, and copper with cobalt-60 'Y-rays. In order to apply properly the theoretical stoppingpower factors S;'r to these data, further measurements at reduced air pressures were necessary, to ascertain whether the cavities were small enough to satisfy the requirements of cavity theory. Both the conventional Bragg-Gray theory and the Spencer cavity theory [49] require the cavity to be small in comparison with the average range of the primary electrons. Thus the following experiment was performed.
. General Setup
The geometry was that shown in figure 5 , except that the chamber in each case was enclosed within a cylindrical aluminum tank 7.3 cm in inner diameter, 25 cm in length, and having a side-wall thickness of 1.6 mm. The beam was oriented at 50 0 from the chamber axis.
The air in the tank was dried by passing it slowly through drying columns containing magnesium perchlorate. Pressures were measured by means of a mercury U-tube 12 mm in internal diameter, the other leg of which was continuously pumped to maintain it at about 0.1 mm of Hg. This low pressure was measured by a McLeod gage, taking care to eliminate vapors by means of a cold trap (C02 and trichlorethylene). Another cold trap separated the U-tube from the tank itself. The heights of the menisci were measured to ± 0.1 mm of Hg with a cathetometer. A reservoir tank of 65 liters was connected to the system to provide "ballast", making it possible to maintain pressures constant to 0.1 mm of Hg for hours. Due care was exercised to avoid transient temperature effects after changing the tank pressure.
Most of the measurements were made with the cobalt-60 source (with filter) at 50 cm from the chamber. However, a check was made of the pressure dependence of the graphite chamber with a smaller
The effect of scattered radiation produced by'4the thin aluminum tank may be assumed to be of second order with respect to the pressure dependence of_ the cavity ionization.
. Experimental Results
Ionization was measured in each chamber at pressures ranging from 0.1 to 1 atm. At each pressure and with each chamber, a saturation curve was taken with voltages up to 1,000 v. These arc shown plotted as p/i versus l /v in f-igures 9a, 9b, and 9c. By plotting against the reciprocal of the applied voltage, it is possible to extrapolate to l /v= O to obtain the curren t at complete saturation , if the data are carried to sufficiently large voltages to give l ineal' behavior [65] . Thus, the effect of variation of the degree of saturation wiLh pressure can be eliminated.
Ordinarily the current measurements were made with both polarities and averaged. However, some gas multiplication was observed at high n egative voltage and low pressure, causing the negative current to increase and diverge from the positive current. At 0.2 atm with -1,000 v applied to the chamber wall, and at 0.1 atm with -300 v, the increase was a few tenths of a pOl·cent. At 0.1 atmos, -1,000 v , it was abou t 9 pOl·cent. Onset of gas multiplication in ail' occurs at 20 v cm-1 (mm Hg)-l [66] , or for the present chambers (assuming them to be simple cylinders) at -600 v for 0.1 atm, in reasonable agreement with observations. B ecau se the multiplication occurs only in a small volume around the central electrode, it will be negligible fo1' positive voltage on the chamb er wall un til it becomes very large for negative vol tage. Thus, it was possible to avoid the effect by relying upon the positive current readings in cases where the negative current was influ enced by multiplication.
The cmrents pCI' unit pressure at l /v= O are plo tted (as solid curves) in fig ure 10 as a fun ction of the air pressure (at 0° C) for copper, aluminum, and graphite. These curves are normalized to each other at room pressure (",, 0.92 atm) by means of the ratios Cu/C = 1.191 and AI/C= 1.084 obtained from figure 6 . The graphite curve shows a slight decrease with decreasing pressure, whereas al uminum and copper both have a pronounced rise. It would b e difficult to extrapolate these curves to zero pressure with any confidence in the result, because of the increasing slope at low pressures.
. Comparison with Cavity Theory
In calculating the values of su r" the electron stopping-power formula of B ethe [43] was employed. those of Caldwell [46] . These are given in table 2. For the Bakker and Segre set of I values, l air was taken as 80.5 ev, which was found by Wilson [67] to b e consistent with h l= 150 ev. l alr= 94 .9 ev was obtained by multiplying the effective atomic number of air 17 (7.3) by 13, which is approximately the proportionality factor found by Caldwell to relate I and Z .
The density (or polarization) effect in the graphite, aluminum, and copper was treated according to the method of Steinheimer, using his data appropriate to the Bakker-Segre and Caldwell sets of I values [68, 69] .
The mean values of s~r for cobalt-60 J'-rays were calculated from the usual Bragg-Gray theory approach by integrating s~r over the electron energy from 0 to To, (the starting energy of a Compton recoil electron), and then integrating over the spectrum of starting energies [70] . Values of s;., so obtained are given in table 3 for the two sets of I. These data are compared with the experimental results in figure 10 by plotting l /sS~, l /R~~, and l ;S~r as short arrows along the vertical axis, having arbitrarily normalized to the experimental graphite curve at 0.085 atm. These theoretical values are seen to be too low to agree with any reasonable extrapolation of the experimental curves to zero pressure, where they are meant to be applied. Furthermore, the Bragg-Gray theory has nothing to say about the variation of ionization with cavity size (or gas pressure).
The modified cavity theory of Spencer [49] , on the other hand, relates 8:', to a parameter /::,., taken to be the energy needed by an electron to cross the cavity. Secondary electrons (o-rays) produced by collisions between electrons are included in the electron flux assumed to be crossing the cavity. The flux includes only electrons with energies greater than /::,., because it is assumed that all electrons with energies less than /::,. lose their energy immediately, on the spot where they originate. The same general sort of calculation was carried out as was done for the Bragg-Gray theory, except that the integration over the degraded electron spectrum was taken from 2.4,-----,--,--,---,--,--, --,-----,,--,--, '" >- 
Comparison of the Telative ioni zati ons in gra phite, aluminum, and copper cavity chambers with theory, for cobalt-60 "(-rays.
The solid curves represen t the observed ionizations per unit pressure as a function of pressnre, for l/v~O (see figs. 9a to c). Tbe dashed curves were obtained, t heoretically, by applying Oaldwell stoppin g-power data to the Spencer cavity theory. Tbe "dash-dot" curves were similarly obtained by a pplying Bakker and Segre stopping-power data to t he Spencer theory. The short arrows at the ordinate axis represent t he ionizations predicted by a pplyin g Bakker and Segre (B and S) and Caldwell (C ) data to tbe conven tional Bragg-Gray cavity theory. The results of each theory are normalized to t he grap hite experimental data at a pressure of 0.085 atmos. • Ll.~energy needed by an electron to cross the eavity. The values given in parentbeses are calculated according to Caldwell's I values, the others a re accordin g to Bakker and Segre.
The choice of /::,. for a particular chamber shape and gas pressure is fortunat ely not critical, because it would be difficult to calculate with accuracy_ For the present experimental chambers, the diameter of 4 crn was taken as the effective track length of the electrons in crossing the ca vi ty .18 Range-energy data for electrons in ail' wer e taken from Spencer [7 1 ], in relating 11 to the air pressure in the cavity.
Again normalizing the r eciprocals of s~n s:,I" and s~~ to the graphite experimental curve at 0.085 atm, the r esulting theoretical curves are shown in figure 10 . The calculations based on Bakker-Segre I values are clearly the closer to the experimental results. Agreement is closest at low pressures where the limitation on the theory that 11« To is best satisfied, as one might expect. At higher pressures, the ail' in the cavity begins to modify the spectrum of electrons crossing the cavity, which is assumed to be a negligible effect in the theory. It is thus apparent that a further refinement of the theory is necessary to account more exactly for the behavior of cavities where I::,. is large. The present agreement at low pressure is, however, sufficiently good to warrant the conclusion that the Bakker-Segr e I values, in conjunction with the modified cavity theory of Spencer, are to be preferred to the Caldwell I values in predi cting the relative ionization in Cu-, AI-, and C-walled cavity chambers irradiated by cobalt-60 'Y-ra.ys.
It will be seen from the above discussion that this experiment do es not directly affirm the accuracy of I 'lr = 80.5 ev, relative to I e, I AI, and l eu, b ecause only the ratios of ionizations among the la tter materials arc compared . However , there are other confiJ"mations besides Wilson's work [67] indicating that I 'lr = 80.5 ev is consistent with the BakkerSegre I valu es.
Whyte [5 1 ] has r ecently suggested an empirical method for determining s:'r from an interpolation b etween the mean slopes of th e ionization/pressure versus pressure curves for different wall materials. By this method, applied to air-filled cavity chambers of copper, aluminum, gr aphite, and b eryllium, he arrives at a valu e of s~r = l.003 ± 0.005 for cobalt-60 'Y-rays and I::,. "'" 25 kev. The corresponding value from table 4, based on t h e Bakker-Segre I data, would b e s~r = l.001 , in close agreemen t. Applyin g Whyte's method to our experimental curves in figure 10 , yields s~r = l.007 ± 0.005 or 0.6 percent more than the theoretical value. This must still be considered as fair agreement, however , because this empirical method is extremely sensitive to the slope of the experimental graphite curve. For example, if the ionization per unit pressure in the graphite chamber had gradually decreased by only 0.05 percent in place of the observed 0.15 percent in going from 0.92 to 0.085 atm, the value obtained for s~r would have been 1.002. This is about the range of accuracy one might expect of the graphite slope in this experiment.
Thompson [72] Sternheimer [68] . This is apparently in disagr eement with s~r = l.OOl obtained from Bakker-Segre I data. However, Why te [51] has pointed out that part of the density effect, namely the "zero-energy" part, has not b een taken into account here . If the Thompson measurements had compared the stopping powers of graphite with that of ga.seous nitrogen and oxygen, a different value of I al r, closer to I e, would have r esulted . Sternheimer [74] has calculated the ma.gnitude of the zero-energy density effect in solid (or liquid) air as l.0 percent. Taking this into account corrects s~r from 1.011 to 1.001 , in identical agreement with Bakker and Segre. Thus, there seems to be a fair amount of evidence in support of these results, and they may now b e applied to the radium 'Y-ray measurements .
Calculation of k(Ra)
If one uses the Compton recoil-electron spectrum arising from the radium 'Y-ray sp ectrum in place of that from cobalt-60, the data for s~r given in The dep endence of th e graphite-chamber ionization (per unit pressure) upon air pressure was found for raclium 'Y-rays to be indiscernible from that obtained with cobalt-60, indicated in figure 10 . Thus, it will be seen that k (R a) b ased on t h e graphite chamber measurements is independ ent of pressure: It must be stressed that this valu e of k(Ra) is based upon the validity of the conclusions reached in the discussion of t he stopping-power correction 8~r. Future measurements of stopping power are not expected to disagree appreciably, but that possibility cannot be ruled out, in which case the value given here for k (Ra) can be adjusted to conform to the resulting improvements in s~r.
Comparison With Results of Other Workers
A survey of the literature on the -y-ray emission of radium reveals that this constant has been measured in no fewer than 25 [12] .
Average value ____ _ 8.2b
a This fi !(ure also includes a correction factor of 0.995 to take into accoun t t he revised value of t he Canadian radium standard accordin g to t he findings of Davenport et al. [55] .
b This figure is consistent with the Bakker and Segre stoppin g-power data. If, instead, the calculations of Laurcncc [34] (based upon the assumption t hat t he mean excitation potential 1= 13.5,Z) are applied, the figure is changed to 8.4, which is the currently accepted valuc of k(Ra).
determination. These criteria were followed in selecting the data for this table:
(a) Free-air-chamber measurements were excluded on the grounds that, to date, none of them have been free of plate separation inadequacy, recombination losses, and/or electric field distortion.
(b) M easurements with cavity chambers having wall thicknesses inadequate for electronic equilibrium (""'3 mm of graphite) were omitted, as were those in which the walls were not closely air equivalent (e. g., aluminum), or were not of well-defined composition (e. g., paper).
(c) Only the most recent determination by a given author was included.
The 'ralues of k (R a) as given by these authors vary from 7.8 to 8.47, a spread of nearly 9 percent. However, if one applies correct.ions for attenuation of -y-rays in the cavity wall in cases where this was not included, and for the non-air-equivalellce of the wall material (in accordance with the Bakker and Segre stopping-power results), the spread of results is reduced to 4 percent, and the average value is 8.2 r /mgh at 1 cm.
Another correction which has apparen tly been omitted from all these measurements (except that of Gray [7] ) , judging from the fact that it was not m entioned, is the correction for the decrease in electron density of the air, owing to humidi ty.
This will be an upward correction to Ie (Ra) , usually in the neighborhood of 0.3 percent. Thus, the 8.2 figure should be increased by roughly this amount. The resulting number for k(Ra) lies within the experimental errol' of the present result of 8.26 ± 0.05 r /mgh at 1 cm . Considering the many factors entering into such measurements, such close agreement may be to some extent fortuitous . However, it does indicate that k(Ra) is probably known with better accuracy than has been heretofore supposed.
Another interesting experiment was carried out by Gray [7] , who applied cavity-ionization methods to determine the total energy absorbed in a large aluminum block enclosing a radon capsule. Gray averaged his result with a value obtained calOI·i-metrically by Zlotowski [75] and arrived at 8.75 cal/hr p er gram of radium (in equilibrium with its daughter products) as the best figure for the total -y-ray energy output. This can be reduced to a value for k(Ra) by application of eq 4 in Gray's paper, using (O'a)alr = 0.0892 X 10-24 cm 2 /electron and Wa.1r=33.7 ev pel' ion pair as given by Bay et al.
[76J. The resulting value for k(Ra) is 9.00 r/mgh at 1 cm (for zero filtration of the radium source). The data of W11yte [58J indicate a transmission of 0.908 through 0.5 mm of platinum; thus, k(Ra) is given as 8.17 r /mgh at 1 cm; in reasonably good agreement with the results obtained by conventional cavity-chamber methods. Conversely, if one assumes 8.26 r/mgh at 1 cm for the value of k (Ra), the total -y-ray energy output becomes 8.84 cal/hrJg Ra. This is in good agreement with Zlotowski's result of 9.1 ± 0.15 eal/hr/g Ra, if one applies to it a correction factor of 0.98 for geometrical error and multiple scattering of -y-rays, as suggested by Gray, yielding a valu e of 8.9 ± 0.15 calJhrJg Ra.
