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Abstract. Aerial surveys conducted using manned or unmanned air-
craft with customized camera payloads can generate a large number of
images. Manual review of these images to extract data is prohibitive in
terms of time and financial resources, thus providing strong incentive to
automate this process using computer vision systems. There are potential
applications for these automated systems in areas such as surveillance
and monitoring, precision agriculture, law enforcement, asset inspection,
and wildlife assessment. In this paper, we present an efficient machine
learning system for automating the detection of marine species in aerial
imagery. The effectiveness of our approach can be credited to the com-
bination of a well-suited region proposal method and the use of Deep
Convolutional Neural Networks (DCNNs). In comparison to previous
algorithms designed for the same purpose, we have been able to dramat-
ically improve recall to more than 80% and improve precision to 27% by
using DCNNs as the core approach.
1 Introduction
Aerial surveys conducted in light aircraft are a common technique for moni-
toring various species of wildlife throughout the world (e.g. [6] [21] [25]). As
imaging technologies improve, researchers are moving towards replacing human
observers with camera systems (e.g. [17] [8] [36]), and replacing manned aircraft
with Unmanned Aerial Vehicles (UAVs) ([35] [16]). These technologies have the
potential to improve safety, reduce costs, increase the reliability of the data, and
allow surveys to be conducted in remote or inaccessible areas.
One of the main limitations in adopting these new methods is the onerous
task of reviewing the captured images to extract data on wildlife sightings. Hodg-
son et al. [16], for example, conducted a trial to assess the potential for using
UAVs to survey dugongs (Dugong dugon) in their marine habitat. They captured
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overlapping images (in the visual spectrum) continuously along the survey route
and manually reviewed the images post survey to determine the distribution and
abundance of dugongs. Surveys using these methods result in tens of thousands
of images that take months to review.
Although there are many researchers facing the challenge of reviewing large
image datasets from aerial surveys, there is no software readily available that
automates this process. The main challenge of detecting animals in aerial images
is the environmental conditions like the turbidity of the water and the presence
of wave-crests, and their effects on illumination within the images. Despite these
difficulties, computer vision is an attractive solution given it offers a rich and
permanent source of information, and it is easily generalizable to many types of
EO sensors and aircraft.
The few published works in this area include those by Advanced Coherent
Technologies who have developed techniques to detect and track whales using
multispectral cameras and computer vision [24, 23, 27, 28]. However the algo-
rithms used in this system are not available to other researchers. Groom et al.
[13] describe an object based image analysis method for surveying marine birds
that reduces the number of images requiring manual review.
The algorithms presented in [20] and [19] were designed to automate the de-
tection of dugongs in images using ad-hoc features based on color segmentation
and blob shape analysis. While still under development, these two approaches
highlighted the potential benefits of pattern recognition to this domain. How-
ever, these algorithms had moderate recall and comparatively low precision, and
depended on the user to tune critical parameters.
An alternative to handcrafting image features is to learn them from annotated
image datasets. In this paper, we introduce an approach aimed at automating the
review process (or parts of it) based on Deep Learning, leveraging off the enor-
mous momentum created by the deep learning community. We have been able to
dramatically improve recall (achieving more than 80%) and improve precision
(reaching 27%) by using Deep Convolutional Neural Networks (DCNNs) as a
core approach. Here we compare two different deep learning architectures and
advocate a simple region proposals method. This method involves performing
clustering in the 5D space that consists of color information and image location.
This paper is structured as follows. Section 2 outlines the different com-
ponents in the pipeline of our detector. Section 3 explains the region proposals
module. Section 4 gives details about the DCNNs investigated. Section 5 de-
scribes the experiments carried out. The paper concludes with a discussion on
the applicability of our system to other scenarios.
2 System Overview
Figure 1 illustrates the high level view of our dugong detector. We combine
the efficiency of Simple Linear Iterative Clustering (SLIC), a region proposals
algorithm reviewed in Section 3, and the generosity of deep convolutional neural
networks in a pipeline to detect dugongs in large images.
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Fig. 1. The actual size of the input images is 6034 × 4012 pixels. For clarity, the
input image used in the diagram is only 400× 400. A dugong can be seen close to the
center. The pipeline of the classifier starts with segmentation of the input image in
superpixels using the SLIC algorithm. In the next step, a batch of windows centred at
the superpixels is generated. This batch of windows is then fed to a deep convolutional
neural network. Finally, a copy of the input image is annotated with the position of
the detected dugongs.
To build this detector, we extracted training examples from an annotated
image collection in a format suitable for a DCNN as sketched in Figure 2. The
initial database of positive examples was enlarged by applying rotations and
scaling transforms to this dataset (see Figure 3). We then sampled windows away
from the marked locations to create an initial set of negative examples. Better
negative examples (more ambiguous windows) were also obtained by training a
first generation DCNN, and evaluating this DCNN on the training images. The
false positives produced from this process replaced some of the initial negative
window examples. A second generation DCNN was then trained on this updated
database.
3 Region proposals
Since the early work on face detection, multi-scale scanning has been a popular
approach for object detection in natural scenes [14]. A sliding window of fixed
dimensions sweeps across the image, and at each offset is fed to a classifier
to detect the presence of objects of a specific category such as faces [26, 32],
pedestrians [29, 22] and vehicles [30]. To find objects of different sizes, the image
is sub-sampled in a pyramid while the sliding window keeps the same dimensions.
CNNs have been used as the classifier of such detection systems for at least two
decades.
From a computational complexity point of view, the size of the neural network
is a predominant factor determining the running time as the evaluation of the
window classifier is the major time cost. Unfortunately, CNNs do not have an
amortized cost like the Viola-Jones detector [34]. For a 20 Megapixel image,
millions of candidate windows have to be processed. Even for CNNs that only
have two convolutional and pooling layers, this cost becomes an issue [18].
Nevertheless, experimental results have demonstrated that deep convolu-
tional neural networks (DCNN) are superior to shallow models for complex tasks
[4]. An alternative to building a sliding-window detector is to operate a pipeline
chaining a region proposals module and a CNN [14].
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Fig. 2. The image collection contains 251 images in ppm format. The file size of each
image is 72.6MB. Each image was annotated by an expert, then saved in a compressed
jpg file. The input of the DCNN classifier is a 64×64 color window. An initial database
of labeled windows was obtained by extracting 100×100 windows centred on the marks
made by the experts for the positive examples, and windows of the same size randomly
picked away from the marks for the negative examples.
Fig. 3. Two generations of DCNNs are trained. The role of the first DCNN is to
identified negative windows that are hard to classify. These difficult examples enrich
the initial database, and allow to re-train DCNNs with better performance.
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A number of recently introduced methods generate category independent re-
gion proposals. These generic methods include objectness [2], selective search [31],
category-independent object proposals [9], constrained parametric min-cuts
(CPMC) [7], multi-scale combinatorial grouping [3], and low-level image seg-
mentation methods like [10], [33] and [1].
Felzenszwalb’s graph based method [10] is a fast 2D segmentation algorithm
that has only a single scale parameter to tune. We found that in practice the
actual size and number of segments was quite sensitive to the local contrast.
Quickshift [33] is another recent 2D image segmentation algorithm, based on ker-
nelized mean-shift, that seeks local mode in the the 5D space consisting of color
information and image location. Quickshift computes a hierarchical segmenta-
tion on multiple scales simultaneously and requires tuning two main parameters.
SLIC [1] also operates in the same 5D space and performs clustering in this space
using K-means. The clustering method is simple and very efficient. Moreover, it
is particularly well suited to our application. Indeed, as we know the expected
apparent size of the objects of interest (in our case, dugongs), we can select the
compactness parameter (that trades off color-similarity and proximity), and the
number of centers for K-means so that the superpixels are approximately the
size of a dugong.
Fig. 4. In this 1860 × 1224 sub-image of a larger aerial image, we can distinguish 3
dugongs on the bottom right. One of the dugongs is surfacing and has a strong colour
contrast with the background. The other two dugongs, on the left and on the right of
the surfacing dugong, have a clear outline, but their colour is less distinctive.
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The (approximate) number of superpixels in the segmented output image is
a parameter n of the SLIC algorithm that we set to the number of dugongs that
could be packed on a regular grid (imagine a dugong dormitory). That is, we set
n =
(√
w × h
d
)2
where d is the expected side length of a bounding box for a dugong, and w and
h are respectively the width and height of the full image.
Figure 4 shows part of an aerial photo taken under favourable weather con-
ditions. At the bottom right of the image, we can see three dugongs grazing. In
Figure 5, each coloured blob corresponds to a superpixel of the SLIC segmen-
tation. The silhouettes of the dugongs are clearly visible. Their contours can be
see in Figure 6.
Fig. 5. SLIC segmentation of the image displayed in Figure 4. The bodies of the three
dugongs correspond to three superpixels.
4 Convolutional Neural Network Architecture
As we had a larger dataset than the one described in [18], we were able to train
more complex CNNs. In [18], the proposed CNN starts with two LeNet convolu-
tional layers with hyperbolic transfer functions followed by a hidden layer, and
Deep Learning for Dugong Detection 7
Fig. 6. Contour image of the SLIC segmentation of the image shown in Figure 4. We
can observe that the contours of the bodies of the dugongs match superpixels.
finally a logistic regression layer. The output from the latter is a prediction of
whether or not the input window contains a dugong. Our CNNs have three con-
volutional layers and use either rectilinear or maxout transfer functions. Adding
a convolutional layer reduced the classification error by 3 percents.
We leveraged the Pylearn2 framework [11] to implement our deep CNNs.
However, a few low-level functions had to be written using the Theano library
[5] on which Pylearn2 is built.
We compared two CNN architectures for our application. The first architec-
ture replaces the hyperbolic transfer function with a rectifier activation function
x 7→ max(0, x). This choice is mainly motivated by the more efficient computa-
tion (it used only elementary comparisons) associated with the rectified linear
function compared to the hyperbolic transfer function. The use of the recti-
linear function also eliminates the vanishing gradient problem associated with
sigmoidal transfer functions.
The second architecture we experimented with was a deep convolutional neu-
ral network with a Maxout activation function [12]. In a convolutional network,
a Maxout feature map takes the maximum across a finite number of affine fea-
ture maps (which are identical to those found in the convolutional layers of the
first architecture). As the intersection of a number of half-spaces is a convex
region, a single Maxout unit can be interpreted as making a piecewise linear
approximation to an arbitrary convex function like the rectified linear function,
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Fig. 7. Our first type of convolutional neural network starts with three convolutional
layers followed by a hidden layer, and finally a logistic regression layer. The output
from the latter is a prediction of whether or not the input window contains a dugong.
the absolute value function or a quadratic function. In a sense, Maxout networks
learn their activation functions.
Fig. 8. The maxout convolutional neural network starts with three maxout convolu-
tional layers followed by a maxout hidden layer, and finally the same logistic regression
layer as in the convonet model of Figure 7.
Maxout networks work best when trained with Dropout [15]. Dropout em-
ulates an inexpensive form of bagging by training a large ensemble of models
that share parameters and approximately averaging these models’ predictions.
Dropout achieves this by randomly dropping units from the neural network
during training (reducing the number of active connections). During training,
Dropout samples from an exponential number of different reduced networks.
During exploitation of the trained network, the effect of averaging the predic-
tions of all these reduced networks is approximated by using the whole network
with scaled down weights [12].
5 Experimental Results
The DCNNs were trained with weight decay using Stochastic Gradient Descent
with a batch size of 100. The size of the layers of Rectilinear CNNs was deter-
mined empirically. The learning rate was 5.0 × 10−4, and the final momentum
was 0.8. The Maxout CNNs were trained with a learning rate of 1.0×10−3. The
weight include probability was set to 0.5. The size of the layers of the Maxout
CNNs was constrained by the GPU implementation in Pylearn2.
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We evaluated the detectors by computing the precision, recall and F1-score
on a test set of large images. We use TP, FP and FN to denote respectively
the number of true positives, false positives and false negatives respectively. By
definition, the precision is TP / (TP + FP), the recall is TP / (TP + FN), and
the F1-score is the harmonic mean of the precision and the recall. That is, 2
TP / (2 TP + FP + FN).
Table 1. Best detection results for the two types of DCNN
DCNN TP FP FN Precision Recall F1-score
First Generation Maxout 45 1245 6 0.0348 0.8823 0.0671
Second Generation Maxout 41 230 10 0.1512 0.8039 0.2546
First Generation Rectilinear 45 1909 6 0.0230 0.88235 0.04488
Second Generation Rectilinear 41 110 10 0.27152 0.8039 0.4059
Table 1 shows the benefit of training a second generation network. Although
the recall performance of the second generation CNN decreased slightly com-
pared to the first generation network, the precision significantly improved. The
F1-score increased dramatically for the two types of networks considered. Figure
9 shows that the training of the second generation CNN takes more time but
converges to the same error level as the first generation CNN.
Fig. 9. Validation error plot of the two generations of CNNs. Starting at around 50%
the validation error decreases progressively to less than 0.5%. The training of the second
generation DCNN requires more epochs, probably because its training set is harder.
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Training Maxout networks on a GPU takes only half a day, but getting the
Pylearn2 software to run with a GPU can be tricky. Training of the Rectilinear
DCNN takes about a week on a desktop PC (3GHz, 16GB of RAM).
In order to allow other researchers to make an objective and meaningful com-
parison between different approaches to the dugong detection challenge, we are
releasing a dataset in HDF5 format and Python code to create Numpy arrays
from this dataset, as well as Python scripts to replicate our experiments. The
dataset and some scripts can be accessed at https://cloudstor.aarnet.edu.
au/plus/public.php?service=files&t=599e31295e83e074ac9e11d9d7a96922
6 Conclusion
In this paper, we have demonstrated that the combination of region proposals
based on SLIC segmentation and classification based on CNNs is well suited for
the processing of aerial images from marine fauna surveys. In situations where
photos are taken at a known height, and the altitude of the aircraft stays rela-
tively constant, there is little variation in the apparent size of the animals, and
no pyramidal analysis of the images is required. Our experimental results showed
that deep architectures (three convolutional layers) do help improve detection
performance.
As more image data is collected, the training set will grow, and better detec-
tion performance can be expected by retraining DCNNs. Marine biologists will
no longer need to review whole images (such as the 20 Mega pixel images used
in this project), but will instead check the windows labeled positively by the
DCNN detector. This process should dramatically reduce the time required to
extract data from images captured during aerial surveys. The corrected labeled
windows can then be added to the training set database to continually improve
the performance of the detector.
The dataset that we are releasing will allow the scientific community to objec-
tively assess the research progress in dugong detection methods and potentially
apply these methods to other image analysis problems.
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