Abstract: Much research has been conducted in the area of face and gesture recognition in order to classify one's emotional state. Surprisingly, utilizing computerized algorithms which recognize emotional conditions based on body postures has not yet been systematically developed. In this paper, we propose a novel method, Computerized Emotion Perception based on Posture (CEPP), to determine the emotional state of the user. This method extracts features from body postures and estimates the emotional state by computing a similarity distance. With the proposed algorithm, we will provide new insights into automatically recognizing one's emotional state.
Introduction
The recent proliferation of mobile devices has enriched daily human life. With the advancement of technology, daily interactions between humans and mobile devices are not solely limited to communication, but are expanded to entertainment, learning, energy management, and many other areas. Furthermore, the user interface is being transformed, and recently, many approaches to enhance the interaction between the user and the mobile device have been introduced. However, one factor that is not considered a great deal is emotion. Emotion is very critical component of being a person. It can influence habits of consumption, relationships with others, and even goal-directed activity [1] . Traditionally, human-computer interaction (HCI) viewed that users needed to discard their emotional selves to work efficiently and rationally with the computer [2] . Thus, in the past the emotional aspect was not considered a great deal in interactions with computers. Nonetheless, with the past studies in the field of psychology, it is now impossible to think that an individual can engage in interactive activity with computers without considering his or her emotional system [3] . Henceforth, emotion plays a critical role in all computer-related activity. It is contemplated as an important component for the design process of devising novel services and applications for computers and mobile devices [4] . With emotion, human interactions with computers and mobile devices can evolve as the in human-centric and human-driven forms. To achieve human-centric and human-driven interaction, it is crucial that the devices perceive the user's emotional state and interact with the users accordingly.
Research related to emotion recognition has been widely conducted in the past decades, and has primarily focused on characterizing face and gestures to identify the user's emotional state [5, 6] . Nonetheless, research related to recognizing emotion based on human body posture has not been extensively conducted. Even if many express their feelings using a specific posture, to some extent, body posture is considered to describe emotional intensity.
However, recent studies have indicated that body posture and movement present specific information about one's emotional state [7] [8] [9] . Furthermore, research using computational resources to automatically determine the emotional condition based on body posture has not been widely conducted.
In this paper, we propose the Computerized Emotion Perception based on Posture (CEPP) algorithm to identify one's emotional label. It is designed to extract the body posture's features and compute similarity distance based on dynamic time warping (DTW). To distinguish emotional condition of the user, we generated ground truth images, which depict fundamental emotional states regardless of one's sexuality, culture, and character. Moreover, we created multiple video sequences by having the user pose in random body postures based on specific sequence of emotional states. Based on these videos, we recognize the user's emotional labels to evaluate the effectiveness of CEPP. We believe that our novel algorithm based on body posture can provide new insights to determine emotional states automatically.
The remaining paper is organized as follows. We briefly go over the past and current research in Section 2. We describe the design of CEPP and then discuss how it is implemented in Section 3. In Section 4, we present the evaluation results of CEPP. Finally, we conclude the paper in Section 5.
Related Work
In this section, we briefly explain the background information and related work that are used in the proposed algorithm.
In terms of recognizing the emotion in an automatic fashion, Camurri et al. proposed four layers to recognize emotions from dance movements [10] . The authors relied on the body movement to recognize the emotion instead of focusing on the overall body posture as a whole. Additionally, Caridakis et al. proposed a method which utilized a Bayesian classifier to recognize emotion based on body gestures and speech [11] . In this literature, the authors collected multimodal data and then trained the data with a Bayesian classifier to recognize the emotion.
Much of the related research [12] has focused on recognizing emotion based on the user's body movements, gestures, and speech, with authors utilizing a Bayesian classifier or support vector machine (SVM) to train the data. Instead of using a single image of the user, these approaches require extra images to analyze the user's body movement. Furthermore, the machine learning algorithms consume extensive computational resources. We differentiate our algorithm from them by providing a fast emotional condition recognition algorithm (less than 1 second). Moreover, we focus on recognizing the user's entire body posture and provide novel methods for extracting a feature and analyzing the similarity distance.
Another related study was performed by Shibata et al. [13] . In this paper, the authors recognized body emotion from pressure sensors and accelerometers. The main idea of this work is the proposal of a scheme which can recognize emotional state while the user is sitting down, which is in contrast to our study.
One of the areas of application of identifying the emotional state of the user based on body posture is in clinical research. Loi et al. investigated on the problem of recognizing the emotional state of clinically depressed patients based on the body language [14] . Thus, the applications of recognizing emotion based on body posture can be utilized in clinical research to better understand patients.
Lastly, dynamic time warping (DTW) is an algorithm for measuring the similarity between two temporal time sequences. It is widely used in the area of speech and signature recognition, and in some partial shape matching [15] . However, only few works applied DTW to classify user emotional state. One related work was conducted by Castellano et al. [16] . The authors analyzed the speed of user's body movement and amplitude to specify emotional condition. Although this work may look very similar to our proposed algorithm, it is different in terms of feature extraction. The authors measured the quantity of motion based on the user's movement in terms of velocity and acceleration of hand movement. In our proposed algorithm, we utilize the user's overall body posture as a feature. Besides, the computation of similarity distance is an approach different to that used in traditional DTW.
Overview of CEPP
In this section, we explain in detail the proposed algorithm. Figure 1 represents the overview of CEPP algorithm. CEPP consists of two fundamental components: feature extraction and computation of similarity distance. Based on these two components, it recognizes the emotional state of the user by comparing the image of the user with the ground truth images. The procedure of the CEPP algorithm works as follows. The first two steps are high-level approaches which rely on image processing techniques. Firstly, we identify the user within the sight of the camera and create a silhouette of the user. Afterwards, we acquire the edge of the user from the user's silhouette. Based on the high-level approach for obtaining the silhouette and the edge of the user, we proceed to the low-level feature based approach by obtaining the center point of the user and compute the similarity distance. We determine the center point of the user and extract the features based on the user's body posture once we obtain the edge of the user. After the feature extraction is complete, we compare the user's body posture image with the ground truth image's feature by computing the Euclidean distance based on the center point to the detected edge of the body posture from the 0 to 360 degrees. When the comparison of Euclidean distance is done, we analyze the similarity distance to find the best match with the ground truth image and classify the emotional condition. Details on each design choice will be explained later in this section. 
Classifying Emotional State
It is crucial to analyze the relationship between body posture and emotional condition in order to identify the emotional labels of the user. Emotional states can be broadly categorized as either positive or negative emotions. Wallbott and Darwin classified emotion based on widely perceived body postures [17, 18] . In these works, the authors investigated widely accepted body postures that depicted various emotional labels. Based on these analysis, we identified the common body postures of the emotional states of the user and created ground truth images, which illustrate the body postures that correspond to each emotional state of the user. The ground truth images were generated based on the descriptions of body posture based on the emotional state of the user, shown in Table 1 . We created a set of ground truth images of each emotional state of the users. Further, we utilize it as a medium to identify the emotional state of the user. We selected six emotional states for this paper, and these are classified as either positive (elation joy, happiness, and interest) or negative emotions (boredom, disgust, and hot anger). Table 1 depicts our selected emotional labels based on body postures. 
Recognizing the User's Emotional State
In this section, we explain how CEPP recognizes the emotional state of the user. The pseudo code for CEPP is illustrated in Algorithm 1. Firstly, the algorithm is started when the user is identified in the field of view of the camera. After the user is identified, the proposed algorithm obtains the silhouette of the user. The silhouette of the user is obtained by utilizing one the features from OpenNI library that can identify the user with a three-dimensional (3D) camera [19] . With this feature, the user can be classified as white and the background is illustrated as black based on the acquired silhouette of the user. Once the silhouette of the user is completely generated, we compute the center of mass of the user, where we proceed to the next equation:
where γ x and γ y represent the center of the user, N depicts the number of detected pixels within the domain S,
and I s is the user's silhouette image.
Note that the center of mass coordinate of x and y (γ x and γ y ) in the above equation is the average of the pixels that have a value which is not 255 (white). The same procedure is applied to the ground truth images. While we are computing the center of mass of the user, we transform the silhouette image of the user into an edge image of the user, I e . Afterwards, we calculate the degree between the center point and the edge of the user's body posture:
where I e(x) and I e(y) are the x and y coordinates of the pixel that are detected in I e and φ depicts the degree of the center point, γ, corresponding to I e(x) and I e(y) . After we obtain φ for each corresponding edge pixel, we compute the Euclidean distance, ρ φ , as the following equation:
Algorithm 1 Pseudo code of CEPP.
init:
Compute a set of ground truth silhouettes I s (g)
Generate a set of ground truth edges I e (g)
Create a set of ground truth center of point γ(I s (g)) 6: loop:
if user u is identified then 8: Create silhouette of the user I s (u) i
9:
Generate edge of the user I e (u) i
10:
Compute center of mass γ(I s (u) i )
11:
if γ is computed then 12: Extract feature f u (γ(I s (u) i ), I e (u) i )
13:
Extract feature f g (γ(I s (g) i ), I e (g) i )
14:
Compute similarity distance ζ( f u , f g ) 15: end if 16: Recognize emotional state based on ζ 17: end if 18: goto loop.
19: end procedure
Then, we sort a set of computed ρ φ based on φ from the lowest degree to the highest degree with the matched Euclidean distance. Moreover, we transform the sorted set of ρ φ as the feature f g or f u when the computed image is one of ground truth images (the user image).
Once we obtain the features of the ground truth and the user, we proceed to compute similarity distance. Note that f g is the feature of the ground truth image, and f u is the feature of the user. f g and f u are represented as the following:
where m is the length of the ground truth image's feature, n is the length of user image's feature, i and j are the indexes within the features f g and f u , respectively, the component f g(i) of f g is the ρ φ for the ground truth image, and f u(j) of f u is the ρ φ for the user's image. Afterwards, we define the warping matrix D using dynamic programming, where the warping matrix D is as follows:
where
Based on this information, we can obtain the similarity distance, ζ k , which is ζ k = D(m, n), where k is the index of the similarity distance for the designated emotional state. If the similarity distance is smaller, the feature of the ground truth image and the user is similar. Thus, once computing of ζ k for each emotional state is complete, CEPP algorithm compares all of the ζ k of each emotional state and selects the emotional label with the lowest ζ k ,
where l denotes the total number of emotional states, and ζ indicates the similarity distance of the recognized emotion by finding the lowest ζ k . By finding the lowest ζ k , we can identify the emotional state of the user with the corresponding index of ζ k .
Performance Evaluation
In this section, we present the performance evaluation of our proposed algorithm. We conducted our experiments in terms of evaluating the accuracy of emotion recognition and computation time to operate CEPP. Furthermore, we have conducted a user survey with the participants and the viewers of the experimental videos.
Experimental Configuration
The entire algorithm was built on C++ in Ubuntu 14.04. We tested our proposed algorithm within a hardware platform consisting of an Intel Core i5 CPU M450, 2.40 GHz, 4.00 GB RAM, GeForce 310 M. We utilized Kinect for Microsoft Xbox 360 and OpenNI SDK was applied as the primary source to acquire the body postures of the user based on the emotional states that we specified in Section 3.1. The user generated the body postures by following and characterizing the emotional states from Table 1 with the sequence of the emotional feeling as described in Table 2 . Table 2 . Configuration of the experiment.
Video Scene Emotional States
All of the emotions (1) Happiness, (2) Disgust, (3) Sadness, In order to conduct the study, we recruited six subjects to participate in our experiment. The details on the subjects are as follows. Firstly, two out of six subjects were female and rest of the subjects were male. The subjects were between 25 and 34 years of age. Further, the heights of the subjects were between 160 cm and 180 cm. Lastly, the subjects were of Asian ethnicity. None of the subjects had any prior experience with this type of system.
As for the viewers, we recruited four viewers to watch the experimental videos that were obtained with respect to the actions of the subjects. All four viewers were males between 25 and 30 years of age. Each viewer watched the video and answered the user survey questions to verify whether the subjects' body posture presents emotional feeling.
Details on the Experimental Setup
In terms of the experimental setup for this experiment, we set up one camera on top of the shelf so that the camera could capture the entire body of the subject. We focused on obtaining the image of the user from the knee to the head and acquired all of the hand or leg movements through the camera. One of the reasons that we focused on acquiring the image of the entire body of the user was to make sure that we could capture all of the body parts of the user starting from the head to the knee. If the camera can capture only the upper part of the body, then that upper body part cannot be considered as representative of the whole-body posture of the subject. Thus, we set up the camera on the shelf and made sure that the camera looked down at the subject to acquire the entire body posture.
Furthermore, we collected and analyzed the results with our proposed algorithm with total of 2300 images. For each subject, we acquired at least 450 images and executed our proposed algorithm for evaluation. Some of the representative images of the participants based on their emotional feeling are illustrated in Figure 2 . The silhouette of each subject is depicted in Figure 3 . We analyzed the data by comparing with the subject's ground truth with the experimental video. In addition, we utilized the ground truth of different subjects to analyze the emotional state of the user. 
Evaluation with Respect to Accuracy
As the first step to evaluate CEPP, we conducted an experiment where we evaluated the accuracy of recognizing the emotional state of the user using multiple scenes from Table 2 . Figure 4a illustrates the results, where the x-axis represents the index of the video frame and the y-axis depicts the similarity distance. Figure 4a indicates the result whereby the user demonstrated all of the emotions. For scenes that describe the positive and negative emotions, results are shown in Figure 4b ,c. Lastly, Figure 4d shows the result of the scene, which depicts two specific emotional conditions. The emotion with the least similarity distance is indicated as the current emotional label of the user. Based on Figure 4a , we were able to verify that all of the emotional labels were recognized correctly in terms of the sequence from Table 2 by our proposed algorithm. We could clearly see that all of the emotional states were recognized properly based on the sequence of characterizing the emotional conditions. Moreover, similar results for the positive and the negative emotions could be observed. For the two specific emotional states, even though the two emotional states were categorized into either positive or negative emotions, CEPP was able to recognize the emotional labels correctly.
In addition, we evaluated the results from Figure 4 in terms of the frequency of appearance of each emotional state that was being recognized and its accuracy within the experimental videos. Based on the results from the figure, we could identify that the number of recognized emotional states was evenly distributed within the video as we designed in Table 2 . For example, emotions recognized within the positive emotion video scene were evenly recognized, with values of 34.83%, 33.48%, and 31.69%. Similar results were observed with negative emotions, where the values were 29.34%, 37.15%, and 33.51%.
As the next step for evaluating CEPP, we analyzed the results from Figure 4 in terms of percentages of accurate recognition of emotional state. The summary of the results is listed in Table 3 . Moreover, it is depicted in Figures 5 and 6 . For all of the video scenes, the accuracies in terms of correct recognition of emotional states for: (1) all of the emotions; (2) positive emotions; (3) negative emotions; and (4) specific emotions were 87.3%, 96.9%, 95.8%, and 97.0%, respectively. For specific one emotional state such as happiness, elated joy, hot anger, or boredom, in the video scenes (all of the emotions, positive emotions, negative emotions, and specific emotions), we were able to see that the percentage of accuracy was 100%. Overall, we were able to verify that the accuracy of CEPP maintained above 85% for one entire video sequence. For one specific emotional state such as boredom in the video sequence of all of the emotions, the accuracy of recognizing that particular emotional state was below 80%.
However, for most of the emotional states, the percentage of accuracy was above 80% and for some emotional conditions, it reached to 100%. Conclusively, with the CEPP algorithm, we were able to identify the emotional state of the user based on body posture. However, it is necessary that the body area be classified and the similarity distance be computed separately to increase the overall accuracy of the algorithm. For example, the hand area needs to be identified and then compared, and the head area needs to be classified to see if the head was leaning backwards or not. Based on the similarity distance from each body region, we can analyze the similarity distance for each region separately and add these similarity distances into one whole result for recognizing the emotional state of the user. With this approach, we believe that the accuracy of CEPP can be enhanced. 
Evaluation with Respect to Computation Time
As the last part of this experiment, we acquired the computation time for extracting features and computed the similarity distance, ζ, for all of the scenes. Figure 7 represents the result of computational time for conducting feature extraction and similarity distance, where the x-axis illustrates the index of the video frame and the y-axis depicts the computation time. Within the figure, we acquired the computation time for computing the overall similarity distance for one input image and the ground truth image. Moreover, we obtained the average time for computing one similarity distance. The same procedure is applied to extract the features. As we can see in the figure, recognizing one emotional state for one image cost less than 1 second. For the video scenes of: (1) all of the emotions; (2) positive emotions; (3) negative emotions; and (4) specific emotions, the computation time for recognizing the emotional condition were 827.08 ms, 911.36 ms, 749.61 ms, and 807.76 ms, respectively. For computing single similarity distance the average computation times were 137.84 ms, 151.9 ms, 124.94 ms, and 134.63 ms for four video scenes. This refers to computing the similarity distance between the input image and only one ground truth image. The computation time for feature extraction did not change much compared to computation of the similarity distance. As we can see in the figure, feature extraction was not heavily affected, even though the user posed in different body postures. However, computing similarity distance was different. Different body posture affected the computation time. If the user modifies his body posture, the computation time for similarity distance is affected. We believe that different body posture changed the features of the user's body and affected the computation time. The summary of the computation time of the proposed algorithm is listed in Table 4 . Conclusively, we could verify that extracting the feature within CEPP cost more than computing the similarity distance. Moreover, for analyzing one video frame with all of the ground truth images, including feature extraction and computing similarity distance, it took less than 1 s. Overall, CEPP is light and requires less computational resources for its operation. We observed that similar result is shown if CEPP is implemented in the mobile device, since the hardware specification for our testing machine and the mobile device is similar.
All in all, we can verify that our proposed algorithm's computational time is less than 1 second. However, compared with the other algorithms that were proposed to identify the emotional state of the user, our algorithm is more robust. One of the motives for this reasoning is that the other algorithms are based on the machine learning algorithm such as the Bayesian classifier and the support vector machine. Machine learning algorithms require extra computational time and yet more time for training of the data. Nevertheless, our algorithm does not need such computational complexity to recognize emotions. 
User Study
We have also conducted an user survey to see whether the body posture can present certain emotions. We gave each subject and the viewer of the experimental video four statements to assess. We primarily focused on whether the body posture can represent the emotional state of the person in terms of the subject and the viewers. Thus, we asked the participants of the user study to give a score between the number of 1 (strongly disagree) to 5 (strongly agree). The statements for the users are as the follows. For the viewers, we provided four similar statements as compared to those that were given to the subjects. Moreover, for statements (V.1) and (V.2), the viewers were given the same statements ((S.1) and (S.2)). Lastly, for statements (S.3) and (V.3) for the subjects and the viewers, the participants of the user study were asked to give a written comment based on the score that they have given.
The result of the user study is described in Figure 8 . The average score of the subjects for statement (S.1) was 3.5, for (S.2) it was 4, for (S.3) it was 3.33, and for (S.4) it was 3.33. For the case of the viewers, the average scores for each statement were as follows: for (V.1) the score was 4.75, for (V.2) it was 4.5, for (V.3) it was 3.75, and for (V.4) it was 4.25. In terms of the comments from questions (S.3), many of the subjects commented that "The motions chosen in the experiment seem to be somewhat exaggerated. My actions are not so extravagant".
However, the expression itself may still represent the emotional state. Similar comments came out from the viewers of the video. In summary, we found out that body posture may reflect one's emotional state. However, it is noted that different ethnicity and the culture may reflect their emotional feelings with different body postures. 
Remark
In this section, we will address the acceptability and the limitation of the proposed system. We believe that there were limitations throughout the process of conducting the experiment. First of all, we believe that the number of participants in terms of the gender was not evenly distributed. Also, this may be applied same for the viewers. Throughout the experiment, we tried to recruit diverse range of participants for our study. Nonetheless, with limited resources, it was difficult to achieve the ideal number of participants. It is true that the number of participants may be very small. However, we are planning to add novel features and then recruit more participants to acquire more data in order to derive significant results. Overall, in future work we will try to overcome this issue and diversify the characteristics of the participants and viewers for our user study.
In addition, there were technical limitations in terms of identifying the emotional state of the users with our proposed system. Light conditions did not affect our proposed system in terms of accuracy.
However, when the user is sitting, we believe that the accuracy of the proposed system might be degraded. One of the reasons behind this reasoning is that if the user is sitting on top of the chair, the part of the chair might be included within the silhouette of the user. Thus, the accuracy of the algorithm may be degraded, since our algorithm is based on assuming that the user is standing up. In future work, we do believe that it would be interesting to overcome this challenge by identifying the user while he/she is sitting on a chair. Moreover, in terms of multi-users, we are planning to expand our research by integrating the feature of identifying multiple number of users to see if our proposed algorithm can recognize the emotions of various users.
Conclusions
In this paper, we propose the Computerized Emotion Perception based on Posture (CEPP) algorithm to determine the emotional state of the user based on body posture. Many papers have dealt with gestures and the face to identify emotional conditions. However, in this paper, we designed a novel method to extract the features and analyzed the similarity distance to classify how user body posture can reflect the user's emotional state.
As for the future work, we will identify more body postures to diversify the emotional states. Furthermore, we will classify the body posture based on the body's region and compute separate similarity distance to improve the overall accuracy of recognizing emotion. Lastly, we will implement CEPP into a mobile device. Based on user's daily interaction with the mobile device, we believe that it can be utilized as a novel tool for interacting multimedia contents.
