and the boundary conditions (2) [ T (A\ n ) u(zJ ] + +ff(z)u + (z) = F k (z,u(z))
for z e S k (k = 0,1,..,,r; 0 « r < m), We suppose that I. The surfaces S^ (k = 0,1,...,m.) satisfy the Lapunov conditions. One of these conditions concerning the measure of the angle "between the normals to S^ in the points y,z has the form where K f > 0, k, > 0, 0 < h < a < 1. III. are real functions defined for z e S k (k = = r+1,...,m) satisfying the Holder conditions
where K f > 0.
IV.
(z,u 1 »Ug.u^) are real functions defined for z e S k , |u | 4R (s = 1,2,3} k = 0,1,...,r) satisfying the Holder--Lipschitz conditions
where Kp > 0. Moreover, the functions P.. are differentiable with respect to u_ (s = 1,2,3) in their domains and their s derivatives satisfy the Holder-Lipschitz conditions
where K p > 0. V. ff^ (z) are real functions defined on the surfaces S k (k = 0,1,...,r) satisfying the Holder conditions
where Kg-> 0. Moreover, we suppose that the quadratic form ^ ^ is positive definite. for the problem (12), (13) has been proved and its propertiGs have been investigated. In § 9.6 the tensor G^x,y; has been used to prove the existence and uniqueness of the solution of the problem (1), (2), (3) in the linear case i.e., when the vectors $ and P^ are independent of the vector u.
The Green tensor
(r) In the present paper we shall use the tensor G(x,yj to solve the problem (1), (2), (3) . For brevity we shall write G(x,y) instead of G^x,y; D^'])• In the sequel we denote the transpose of a matrix by an asterisk, e.g. G*(x,y) denotes the transpose of G(x,y). One can prove that G(x,y) = G*(y,x). We shall use the notation (14) G(x,y) s n) G*(x,y).
The integral equations of the problem
We seek a solution of the problem (1), (2), (3) in the form
Suppose that the coordinates of the vector f satisfy the H61der conditions on the surfaces S k (k = 0,1,...,r). Taking into account the properties of the tensor G(x,y) and substituting (15) into the boundary condition (2), we obtain the following integral equation for the vector <p
r where z e S^. Thus we have arrived at the system (15), (16) of strongly singular non-linear integral equations with unknown vectors u and cp. We shall prove the existence and uniqueness of a solution of the system (15), (16) using the Banach fixed-point theorem ([4] , p. 37).
4. The 'functional space Let X be the set of all systems of real functions U^u^x), U2(X), U-J(X), z), j«2(z), z)] r defined and continuous for x e D + u S, z e JJ S,_. Moreover, k=0 K we suppose that the functions u^(x), ^(z) (j = 1,2,3) satisfy the conditions (17) 1-UjÍJcJl Rr I ^U)! 4 ? , |^(z) -flj(Z) I * Kf |zz| h P, where g and K,, are positive constants which may be chosen arbitrarily and the exponent h^ is fixed and satisfies the inequality a hp < h.
J.Chmaj
Let Uj_ a X a 1' a 2* a V A* 1 = 1,2# Ifl set X we define the distance by the formula
The set X with the distance (18) is a complete metric space.
In the spaoe X we introduce the operator .4 mapping the points U = 0 u i» u 2» u 3» this spaoe into the points V = = » v 2» v 3» Vi a ccordlng to the formulae In order to use formula (24) we must show that the vector g(z) r satisfies the Holder condition. Let z,z e (J S^.. We have k=0 Making use of the assumptions and taking into account the well-known properties of surface integrals we obtain from (25) the following inequalities 
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Prom formula (24) (see [3] formula (52)) we obtain the estimations
where M g = + b^M^ + bgM^Mg. + b^M^ and b^bgjb^jb^ depend on Lamé constants. We denote M v = (Mg + MJJ) M g + b^Kg.
•Prom results of V.D.Kupradze it follows that the vector yiz) satisfies the Hfilder condition. Namely, taking into aocount the inequalities (27) and (28), as well as the estimations (36) and (38) given in [2] , we obtain
where b^, bg depend on Lamé constants. liext we write the inequalities (29) in the following form Prom assumptions concerning the constants M^, M p , K p it follows that there exists () = for which . It is easy to see that if q is fixed then the inequalities M y é R, Kyj 4 K^ are satisfied independently of Lamé constants.
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If the constants Kp, are sufficiently small and the inequalities (32) are satisfied, then the. operator Jl is contractive, i.e. there exists a positive constant a<1 such that for every points U^.Ug of the space X we have (33) ¿(AdJ.,), A(U2)) Sadfll^Dj)..
Proof.
We denote ¿(1^) = VJJU' = 1,2), where
To prove inequality (33) we consider the expressions
1 O The veotors y> (z), ip (z) satisfy the integral equation (21). We substitute them into (21) and subtract, then we get an integral equation which is satisfied by the difference w 1 (z) -p 1 -y> (z). The right-hand side of this equation is
+ \ j G(z,y)$ (y.u^yjjdy, (i = 1,2).
D+
The vector g(z) has a similar form to that defined in [3] (formula (67) * 12 Now we may give estimations for w*{z) -j)4(z) similar to (81) in [3] where ..»p^ depend on Lamé constants. Similarly, using the estimations (83), (89) from [3] we obtain Proof. Prom Banach's fixed-point theorem it follows that if the hypotheses of Lemmas 1 and 2 hold,then the system of integral equations (15), (16) has in the space X a unique solution which we denote by u*(x), y*(x). From the representation of the solution in the from (15) and from the properties of Green tensor it follows that u*(x) satisfies the boundary conditions (-2), (3) on suitable surfaces.
Moreover, from the properties of volume integrals (Theorem 2 from [3] ) and from the assumptions about the vector <j5(x,u(x)) it follows that there exist second derivatives of the vector u*(x) and this vector satisfies equation (1) 
