Several recent studies have demonstrated that electrical waves recorded by electroencephalogram (EEG) can be used to Predict eye state (Open or Closed) and all the studies in the literatures used 14 electrodes for data recording. To reduce the number of electrodes without affecting the statistical performance of an EEG device, it is not an easy task. Hence, the focus of this paper is on reducing the number of EEG electrodes by means of feature selection techniques without any consequences on the statistical performance measures of the earlier EEG devices. In this study, we compared different attribute evaluators and classifiers. The results of the experiments have shown that ReliefF attribute evaluator was the best to identify the two least important features (P7, P8) with 96.3% accuracy. The overall results show that two data-recording electrodes could be removed from the EEG devices and still perform well for eye state prediction. The accuracy achieved was equal to 96.3% with KStar (K*) classifier which was also the best classifier among the 21 tested classifiers in this study.
INTRODUCTION
The main issue in machine learning is to find out relationship between an input X = {x 1 , x 2 ,…, x M } and an output Y. Sometimes the output Y is not determined by the complete set of the input features {x 1 , x 2 ,…, x M } , instead, it is decided only by a subset of them {x (1) , x (2) ,…, x ( M ) } , where m<M. With sufficient data and time, it is fine to use all the input features, including those irrelevant features, to approximate the underlying function between the input and the output [1] . But, to identify relevant feature subsets, dimensionality reduction methods are used [2] .
Those dimensionality reduction methods can be broadly classified into two groups: feature extraction such as principal component analysis (PCA) or linear discriminate analysis (LDA) and feature selection such as Relief [3] or FSDD [4] . Feature extraction method reduces the dimensionality by linear or non-linear projection of Q-dimensional vector on to P-dimensional vector (P<<Q) [5] . However, it changes the original physical features and makes features uninterpretable. On the other hand, feature selection reduces the dimensionality by selecting a subset of original variables. Feature selection methods tend to produce less expensive classifiers. The non-selected variables are no longer needed and they are more easily interpretable [6] .
Feature Selection
Identifying effective features to use for building a classification model for a particular task is a big *Address correspondence to this author at the Department of Electrical and Electronics Engineering, Çukurova University, Adana, Turkey; Tel: +90(322) 338 68 68; Fax: +90(322) 338 6326; E-mail: ibrikci@cu.edu.tr problem in machine learning which can be approached using dimensionality reduction methods [7] . The method of feature selection which aims to choose a small subset of the relevant features from the original ones according to certain relevance evaluation criterion was preferred in this study. There are many potential benefits of feature selection such as reducing the data measurement and storage requirements, reducing training and utilization times, rejecting the curse of dimensionality to improve prediction performance [8, 9] . Some feature selection methods put more emphasis on one benefit than another, but in most papers the focus is mainly on constructing and selecting subsets of features that are useful to build a good predictor [10, 11] . Actually selecting subsets of variables is usually suboptimal for building a predictor, particularly if the variables are redundant [12] . For this reason, the interest of this paper is on finding and ranking all potentially relevant variables of which the least important ones could be removed.
A general block diagram of feature selection for classification task is shown in Figure 1 [13] . Instead of processing data with the whole features to the learning algorithm directly, feature selection will be performed first to select a subset of features and then process the data with the selected features to the learning algorithm. With the finally selected features, a classifier is induced for the prediction phase.
into supervised, unsupervised and semi-supervised feature selection [14] . A feature selection algorithm can be seen as the combination of a search technique for proposing new feature subsets, along with an evaluation measure which scores the different feature subsets. Many feature selection algorithms include variable ranking as a principal or auxiliary selection mechanism because of its simplicity, scalability, and good empirical success [15] . Following the classification in [16] , variable ranking is a filter method: it is a preprocessing step, independent of the choice of the predictor.
MATERIALS AND METHODS

Descriptions of Data Sets
The datasets used in this study are publicly available at "The Data Mining Repository of University of California Irvine (UCI)" [17] . All data is from one continuous EEG measurement with the Emotive EEG Neuroheadset. Emotive headset is a device which gives the value at each instance and is shown in The device is composed of 16 electrodes named as F7, F3, F4, FC6, T8, P8, O2, CMS for eye open state and AF3, AF4, FC5, F8, T7, P7, O1, DRL for eye closed state. These electrodes are discs that conduct electrical activity. They capture it from the brain and conduct it through a wire to a machine that amplifies the signal [19] . The duration of the data measurement was 117 seconds where the eye state was detected via a camera during the EEG measurement and added later manually to the file after analyzing the video frames. '1' indicates the eye-closed and '0' the eyeopen state.
The corpus consists of 14977 instances with 15 attributes each (14 attributes representing the values of the electrodes and the eye state). Table 1 shows the value ranges of the 14 electrodes in the corpus [20] .
From Table 1 , there is an obvious difference in amplitude of certain electrodes when comparing the range of values for different eye states. On the one hand, for the electrodes F7, F3, O2, P8, T8, FC6, and F4, the maximum values for the eye open state are higher than the maximum values of the eye closed state while the minimum values are nearly the same. On the other hand, for the electrodes AF3, FC5, T7, P7, O1, F8, and AF4, the minimum values for the eye open state are lower than for the eye closed state while the maximum values are about the same.
All what electrodes have in common is that open eye state comes along with a higher value range than the eye closed state while the mean stays nearly the same. Accordingly, also the standard deviation increases.
Feature Selection and Learning Algorithms in Weka
Weka has been used for feature selection and for classification in this study [21] . The process of Feature Selection is separated into two parts: Attribute or Feature Evaluator and Search Method. Attribute evaluator, is the method by which a subset of attributes are assessed, while the Search Method is the structured way in which the search space of possible attribute subsets is navigated based on the subset evaluation. After deciding the best Feature evaluator, we used 21 classifying algorithms to build the classifying model.
RESULTS AND DISCUSSIONS
In the earlier study " A First Step towards Eye State Prediction Using EEG " conducted by Oliver Rosler and David Suendermann who used all 14 features they found out that KStar was the best on this dataset with 96.7% of accuracy [20] . In this study, we intended to decrease the number of features by means of Feature Selection techniques. Filter methods which statistically estimate a score or a rank for each feature were preferred over wrapper methods which score subset of features [22] . The Attribute Evaluators and respective ranks given to features are shown in Table 2 , where it is seen that ReliefF Attribute Evaluator was the best to identify the least scored features which can be manually removed from features before using a classifying algorithm. Table 3 , different Attribute Evaluators were compared by removing one attribute at a time and noting how it affected the performance of the KStar classifier. Again, among the different Attribute Evaluators compared, the ReliefF attribute evaluator along with the ranker search method were shown up the best and it had accuracy of 96%, 96.3% and 95.5% after removing one least important feature (FC5), two least important features (P8, FC5) and three least important features (P7, P8, FC5) respectively.
As shown in
From Table 3 , it can be seen that the accuracy increased after removing the second feature (P8), which shows that it is a redundant one and pulls down the accuracy. After removing the two least ranked features, the remaining 12 features are the most effective ones which could represent 12 electrodes of an EEG device instead of 14 electrodes.
ReliefF is certainly the best attribute evaluator in binary classification. It was proposed by Kira and Rendell in 1992 [23] . Its strengths are that it focuses on arriving to optimal solution while most other attribute evaluators are concerned with the quickness of computing. Also, ReliefF is noise-tolerant, robust to feature interactions and is good for binary or continuous data.
In this study, correlation as an attribute evaluator method had least performance because it is dependent on heuristics. It measures the correlation (Pearson's) between a feature and a class. Considering the prediction of a continuous outcome y, the Pearson correlation coefficient R(i) is defined as: 
where the bar notation stands for an average over the index k. Note that, Correlation criteria such as R(i) can only detect linear dependencies between variable and target. And, m shows the number of points. After feature selection process, we performed feature classification based on 21 different machine learning algorithms. They were applied and compared to build an eye state classifying model and obtained results for various statistical performance measures such as TP rate (TP), FP rate (FP), Matthews correlation coefficient (MCC), Receiver Operating Characteristic (ROC) area and Precision-Recall curve area (PRC) were calculated and are presented in the Table 4 . It should be noted that Table 4 uses the 11 most effective features by excluding the 3 least important features selected by the ReliefF Attribute Evaluator.
Precision (specificity) and recall (sensitivity) are also other basic measures used in evaluating the models which can be calculated from the below formulas:
Recall: The proportion of actual positives which are predicted positive. It is the fractions of relevant instances that are retrieved instances.
Recall(Sensitivity
Precision: The proportion of predicted positives which are actual positive. It is the fraction of retrieved instances that are relevant in recognition with binary classification. It is also known as positive predicted value.
where in the formulas above and in the Table 4 , TP is true positive and FP is false positive.
F-measure:
It is harmonic mean between Precision and Recall and also known as F-score. It considers both the precision and the recall of the test to compute the score. Precision is the number of correct positive results divided by the number of all positive results, and recall is the number of correct positive results divided by the number of positive results that should have been returned. The F-score can be interpreted as a weighted average of the precision and recall [24] . Another important evaluation measurement also shown in Table 4 for all classifiers is Receiver Operating Characteristic (ROC). In statistics, ROC curve is a graphical plot that illustrates the performance of a binary classifier system as its discrimination threshold is varied. The curve measures the classifier's skill in ranking a set of patterns according to the degree to which they belong to the positive class, but without actually assigning patterns to classes. In ROC curve, recall and (1-precision) are plotted on two axes by using values. Thus, each point on the ROC curve represents a recall/precision pair corresponding to a particular decision threshold [25] .
Also, from Table 4 , different types of classifiers such as tree based, lazy based, rule based, meta based, Bayesian based and function based have been applied. It follows that the first 10 classifiers belonged to Lazy, meta and tree groups and had the error rate below to 15%, whereas, standard classifiers in Bayesian, function and rule groups such as bayesNet, MLP, Simple Logistic which have usually high classification performance produced rather poor results on this task (over 30% classification error) see Figure 3 .
Among the all classifiers the best on this eye state dataset was KStar with a classification error of about 4%. KStar is an instance-based classifier under lazy group in Weka. "Instance-based" means that the class of a test instance is based upon the class of those training instances similar to it, as determined by some similarity function. It differs from other instance-based learners in that it uses an entropy-based distance function [26] .
In Figure 3 (below) the classification error rates of the classifiers tested are shown. The error rates in Figure 3 are almost the same for 11 features after feature selection in this study as compared to the results obtained by Oliver Rosler and David Suendermann [20] in their study.
CONCLUSION
In this paper, different techniques and algorithms for feature selection were applied on the Eye state datasets available at UCI Machine Learning Repository website. The purpose was to reduce the number of eye state data recording electrodes in EEG devices. Five feature evaluators were compared to find out which was the best on these datasets. After identifying the best feature selection algorithm which was ReliefF Attribute Evaluator, twenty-one classifiers were compared to build an eye state prediction model with reduced features. The results of statistical performance measures for this experiments have shown that two electrodes , identified through the process of variable selection and ranking, could be omitted from the EEG device with an accuracy of 96.3% with KStar(K*) classifier which outperformed other classifiers. Hence, this way is recommended as it reduces production cost of required EEG devices and also speeds up instancebased classification without impact on the performance of the devices.
