ABSTRACT
INTRODUCTION
motion, body temperature, breath period and stertor. In general, the sleep motion is hardly investigated, and it must take a long time to observe the motion of There are about 27 percent people who have tne pa tient in terms of a pre-recoded video storage insomnia problems, according to the surveys by the mec j ia with h j gn speed playing. In recent years, several World Health Organization (WHO) on 25916 people in literatures developed contact-based sensors [2, 6, 8 ] to 14 countries and 15 centers [13] . Disease, irregular acquire the sleep motion of the patient. In 1992, sleep, shift duty including overnight shift, pressure, Tamura et al. [8] proposed an optical fiber pressure and serious impact on real life will cause the reduction sensor based solution to monitor the body movement in the sleep quality. Sleep problem affects individuals during sleep in the bed. In this work, three optical of any age and occupation, and it also affects the sensors are installed in the bed. The body movement growth of the society and economy. The sleep quality80 [2] proposed a strain gauge based solution to detect the sleep motions in 2002. In this thesis, the strain gauges are mounted on a flexible steel bar. The steel bar is installed in the bed. The body movement will cause the deformation of both the flexible steel bar and the mounted strain gauges. Consequently, the measures of the deformation changes of the strain gauges are used to recognize the movements of the body.
Based on the previous discussions, we found that the contact-based sensors were widely used for the detections of the body motions during the sleep. However, the contact-based sensors are disadvantageous to the data acquisition and the sleep quality. The disadvantages are:
1. The contact-based sensors are installed in either the pillow or the bed, and they may affect the sleep quality. In this manner, the collected data is not objective. 2. Because the body curve is not a straight line, the sensors cannot completely detect the sleep motion, that is, some portions of the body may not contact the pressure sensors. 3. The steel bar may be fatigued after many tests, and such a fatigue increases the difficulties of calibration. 4. In addition to the body, there are many objects that are put in the bed. Such signal noises are hardly removed, and they will affect the detections of the body movements. 5. Finally, the pressure sensors may be improperly activated due to the collision of the hands or lags when the patient does not turn his body. Due to the disadvantages of the contact-based pressure sensor, this paper proposed an image-based sleep motion recognition system using the artificial neural network (ANN) [1, 3] . The neural network is an algorithm based software/ firmware component, which is constructed to emulate the learning, interpretation, etc. like the human brain. Therefore the neural network is capable of learning from training patterns, accumulating knowledge, applying the knowledge to other conditions, and finally making decision and conclusions.
Based on the proven neural network learning capability, several literatures used the neural network to recognize the human's motion. Guo et al. [5] used the stick figure model to present the human structure form the sequence of silhouette frames. The proposed methodology was constructed as two stages. The first stage retrieved and recorded the stick figure model from to represent the human silhouette in each frame. In the second stage, the time sequence of the stick figure parameter is transformed into the Fourier domain, and the first four Fourier component acted as the input nodes of the back-propagation (BP) neural
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network model to classify the stick figure model into the walking, running, and other motions.
In addition, Venkatesh Babu et al. [9] presented the compressed domain human motion recognition using motion history information. In this work, the method for constructing coarse motion history image (MHI) and motion flow image (MFI) from compressed MPEG video with minimal decoding was proposed. The MHI features were extracted based on the projection profiles and centroid; the MFI features were extracted based on affine motion model, projected 1-D feature, and 2-D polar feature. The extracted features were used to train the neural network to recognize a set of seven human actions such as "walk", "run", "jump", "body-up", "body-down", etc. based on the Bayes classifier.
In this paper, the contact free and IR-based night vision camera is used to recognize the sleep motion so that the sleep quality can not be affected during acquisitions. The proposed solution is composed of two neural networks. These two neural networks are organized as in a cascade configuration. The first ANN model is used to identify the body position features from the images; and the follower ANN model is constructed based on the features that are identified by the first ANN model to recognize the body direction. Finally, the implementations and the practical results of this work are all illustrated in the following sections.
METHODS
2.1 System Development Architecture
Hardware setup and configuration
This paper proposes an image-based solution to recognize the body movement during sleep. In order to provide an accurate data acquisition methodology that does not affect the sleep quality during detection, this work uses an IR-based night vision camera to capture the video frames. The night vision CCD (Charged Coupled Device) camera is manufactured by TA-FU Electronic Technology Co., Ltd. with the type of TF-20M/IRB6 [11] . The video frames are captured using the Matrox Meteor-II [10] analog monochrome/ color video acquisition card. The night vision camera is located at the overhead space of the bed. The view of the camera can cover all the bed, as shown in Fig. 1. 
Image recognition architecture
In this section, the image recognition architecture is proposed. A multi-layer feed-forward backpropagation (BP) neural network [3] is used to recognize the sleep motions. The neural network is a network of composing the neurons. The neurons act as the nonlinear computing elements that organize to
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form a computational model. The interconnected neurons can train or learn the underlying associations and casual relationships in terms of the training patterns. Therefore, the ANN models are appropriate to recognize the sleep motions. The system development procedures are indicated as shown in Fig. 2 . The images are grabbed using the Meteor-II image acquisition card, and these images are filtered and pre-processed initially so that they can be easily characterized. In order to meet the input characteristics of the neural network models, the edge detection, binarization, gray level statistics, images row/ column profile projections, and so forth [4, 10] are all done for the further ANN models' trainings and recognitions. Consequently, the body movements are defined over the body positions and the body directions such as "body up", "body down", "body right", and "body left".
On the other hand, the body movement recognition procedures can be categorized into the following stages. 
Applying the Artificial Neural Networks
In this work, the proposed sleep motion recognition solution is composed of two layers' neural networks. These two neural networks are organized as in a cascade configuration. The first ANN model is used to identify the body position features from the images, as indicated in the subsection 2.1.1; and the follower ANN model is constructed based on the features that are identified by the first ANN model to recognize the body direction, as indicated in the subsection 2.1.2. Based on the proposed learning architecture, the body positions and directions can be recognized.
Body position recognition ANN model
Since the patient is not always lying in the center of the bed, the position transitions of lying down are required to be measured. In addition, the positions of lying down can also be used to identify the image regions for the further body direction recognition. In this work, the body position is defined as an image region that is measured from the patient's shoulder to his crotch, as shown in Fig. 3 .
The proposed ANN model uses the feed-forward backpropagation (BP) neural network with two hidden layers, as shown in Fig. 4 . In this ANN model, the input nodes are defined as the row and column profile projections [4, 10] 
Column profile image projections (i = 25 to 56):
The output of this ANN model is defined as the body position which is represented as the image area of the position where the patient is lying down, as indicated in Fig. 3 . In the proposed ANN model, the four output nodes are defined as the x coordinates and y coordinates of the left upper [that is (X_LU, YLU)] and right down [that is (X_RD, YRD)] corners of the image area of the body position, respectively.
Body direction recognition ANN model
In the first ANN model, the body position that is represented as an image area is recognized. The recognized image areas can also be used to identify the possible head image areas of the patients from the captured images. In this portion, we also use the profile image projections of the head image area to recognize the face directions such as "up", "down", "left", and "down". The body direction is defined the same as the face direction in this paper. The proposed body direction ANN model also uses the feed-forward backpropagation neural network with two hidden layers, as similarly shown in Fig. 4 except the numbers of input, output and hidden neurons. In this ANN model, the input nodes are defined as the row profile projections of the possible head image area. Since the vertical distance between the bed and the camera is invariant, the size of head image area is almost independent of the position of the patient. In this work, the possible head image area is defined as a 100 (H)X200 (V) pixels area. This image area is varying according to the body position, as recognized in the first ANN model. Note that each profile projection is also defined as the normalized (0 to 1) average gray level value in a rectangle area with height s (in this model, s = 4) pixels width. 
INi= 1 2G(Hx + x,Hy + y + sx(i-\))
Note that the Hx and Hy are x-and y-coordinates of the left upper corner of the head image area. They are limited to 1 ^Hx^ 320 and 1 ^Hy^ 281 to ensure the reasonable and proper operation of the program. The output of this ANN model is defined as the body direction where "0" indicates "up"; "1" indicates "right"; "2" indicates "left"; and "3" indicates "down".
System Implementation
Based on the offline training and the online recognition and monitoring issues, this work develops a windows-based application program to implement the proposed cascade ANN models' learning functions and recall functions. The application program (i.e., sp.exe) is coded in terms of the Microsoft Visual C++ [7] and the Matrox Imaging Library (MIL) [10] . MIL is a software development toolkit for the machine vision, medical imaging and image analysis. This application program is constructed in an objectoriented manner. The classes of the image processing [4] and feed forward BP neural network are constructed.
The development architecture of the application program is shown in Fig. 5 . In this figure, four major modules were constructed. The file server is used to store the captured training image patterns. -40-
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On the other hand, the Mill image library is used to capture the video frames from the IR-based night vision camera for the training image patterns and inspection video frames. In addition, the image processing and analysis modules are constructed to manipulate the captured images such as variable video size zooms, offset adjusting, Sobel edge detection [4, 10] and binarization. Meanwhile, the image feature extraction module for the ANN model inputs, as described in previous subsection are also included.
The ANN model is the kernel of this work. The ANN BP software component is developed in this work. The model structure of the numbers of input nodes, output node and hidden layers can be flexibly assigned. The input nodes and training patterns can be imported to the ANN software module. The training and echo engines are constructed for the learning and recognition purposes. The learn capability can also be destined. Simultaneously, the learning efficiency and convergence are addressed. The user interface of the proposed ANN BP software module is shown in Fig. 6 .
Finally, the graphical user interface (GUI) is shown in Fig. 7 . The original image is shown in the left upper comer of application GUI. The functions can be operated and investigated in terms of the GUI components, and they are classified into 5 categories. They are further illustrated as follows:
1. Image information: it includes the image file path and name during the training pattern recording, offline line training, or offline batch recognition stages, and the live video frame ID. 2. Image processing and analysis: it includes the operations within the image acquisition, variable size zooms, offset adjusting, Sobel edge detection [4, 10] and binarization. Especially, this work also includes the pattern matching functions [4, 10] to analyze the images. Consequently, the input nodes for the ANN models, as shown in equations of (1) to (3) , are all generated here.
Training patterns recording: this function aims
to open the image patterns, and then mark the desired body position image area and the body direction. Note that these records are stored in the database as the output nodes of the training patterns. 4. Neural network operating: it can execute the learning and recall functions of the ANN models. 5. Monitoring: the recall results are dynamically represented as the body direction indicator, body position marker, and historical body direction chart.
RESULTS
In this section, the results of the sleep motion recognition are analyzed and validated in terms of the ANN recall function. For the body position ANN model, 60 training patterns were used to train the model. These patterns range from different postures and lying positions. The learning rate is set as 0.3 and the inertia parameter is set as 0.6. The learning is converged at the root mean square error (RMSE) of 0.0068 after 2000 iterations, as shown in Fig. 8 .
We also used 29 test data to execute the recall function. Fig. 9 shows a real-time body position result, which is recognized in terms of the recall function. Consequently, four output nodes that indicate the x coordinates and y coordinates of the left upper and right down corners of the image area of the body positions are recognized as in Fig. 10 . Where "X-LUActual" indicates the actual x coordinate of the left upper corner image pixel; "Y-RD-ANN" indicates the recognized y coordinate of the right down corner image pixel. The others can also be represented in the same manner.
The root mean square error (RMSE) of the position centers within these test data is 10.79 image pixels when compared with the actual (by investigation) data. Due to the investigation of the body position is not absolutely objective, such a RMSE is acceptable. In addition, the x-y coordinate diagram of the position centers for the actual and recognized coordinates within the test data is shown in Fig. 11 . The body position of "body up", "body down", "body left", and "body right" can all be recognized, as shown in Fig. 12 .
Meanwhile, the body direction ANN model is also analyzed. The proposed ANN model is trained under 69 training patterns. These patterns cover from the different postures and lying positions. The learning rate is set as 0.3 and the inertia parameter is set as 0.6. The learning is converged at the root mean square error (RMSE) of 0.0066 after 2000 iterations, as shown in Fig. 13. Fig. 14 shows the comparisons of the actual direction, ANN recalled value (in a float value) and recognized direction (in a round integer value) for the 28 test data. There is a recognition error (test sequence ID: 17) among these test results.
On the other hand, we also discuss the case of using the bedquilt. Since this paper does not use the ANN model to learn the case of when the patient is in bedquilt, the pattern matching technique is used to discuss the using bedquilt condition. Four patterns of the "face up", "face right", "face left", and "face down" for a specified patient are all defined categorically, and the system can recognize the head image area and the body direction as well. Fig. 15 shows the dynamic monitoring the body direction using the pattern matching techniques [4, 10] when the patient is in bedquilt. 
DISCUSSION
This paper proposed a contact free IR-based night vision CCD camera solution to inspect the sleep motions. Such a solution resolves the problems of contact based sensor solution that may affect the accuracy and objectivity of the inspection. Especially, the discomfort of inserting the contact sensors really affects the sleep quality during inspection. On the other hand, the night vision based inspection consists with the regular sleep situation. Meanwhile, the noises resulting from nonsensical collisions of the pressure sensors can be removed. Therefore, the proposed sleep motion inspection methodology is comfort, objective, and convenient.
In addition, the intelligent based ANN training and learning system enhances the accuracy of sleep motion recognition. Although the current results show acceptable results according to the previous results, there are still several works are keeping proceeding.
1. The measured sleep motion data is collected, and now, we are cooperating with the physicians to discuss the clinical applications. Several insomnia cases are under inspection. 2. Currently, the limitation of the proposed vision inspection system cannot accept the bedcover with complex colors. This can be simply solved by arranging the inspection environment. However, we are trying to develop new version of system that is adaptive to more flexible inspection environment. 3. The current system can be used for the patient with specific hairstyle. That is, different hairstyle must re-train the system again. The new ANN model structure can be proposed in the future to enhance the model's adaptivity.
CONCLUSION
In this paper, the sleep motions of the body direction and body position are all recognized using the proposed cascade ANN models. The RMSE of the body position recognition is 10.79 image pixels through 29 test data. Consequently, there exists one body direction recognition error among 28 test data. Therefore, the proposed ANN model can be used to recognize the body movement during sleep. More specially, the accuracy of the proposed contact free and night vision camera data acquisition methodology is acceptable, and this method does not affect the sleep quality during acquisition. However, this approach can be used to recognize the patient with similar hairstyle and clothes dressing currently. In the future, the ANN model will be redefined to recognize the patient with wide application variations such as hairstyle, clothes dressing, and using the bedquilt. Finally, the results of this work will be also redefined to meet the requirements of the clinical evaluation and diagnosis.
