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Abstract
New numerical models for simulation of physical and chemical phenomena have to meet certain qualitative requirements, such
as nonnegativity preservation, maximum–minimum principle, and maximum norm contractivity. For parabolic initial boundary
value problems, these properties are generally guaranteed by certain geometrical conditions on the meshes used and by choosing
the time-step according to some lower and upper bounds. The necessary and sufficient conditions of the qualitative properties and
their relations have been already given. In this paper sufficient conditions are derived for the Galerkin finite element solution of a
linear parabolic initial boundary value problem. We solve the problem on a 2D rectangular domain using bilinear basis function.
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1. Motivation
In order to illustrate the main goal of the paper, we start with a simple numerical example. Thus, let us consider the
initial boundary value problem on the unit square for the partial differential equation
∂v
∂t
− ∂
2v
∂x2
− ∂
2v
∂y2
= f (1)
with homogeneous boundary conditions and with a sufficiently smooth initial function. It is known that nonnegative
initial and boundary conditions together with a nonnegative source function guarantee the nonnegativity of the solution
v. This property can be a natural requirement also for the numerical solutions of the problem. Let us investigate this
issue for a finite element solution of the problem. We use the Galerkin approximation with bilinear basis functions
defined on a rectangular grid with the step sizes 1x = 1/10 and 1y = 1/12. In the time discretization we apply the
θ -method with θ = 9/10. For the sake of simplicity, the source function has been chosen to be zero. First, let us fix
the time-step 1t = 0.5. Starting with the nonnegative approximation of the initial function indicated on the left panel
of Fig. 1, we get the approximation at the first time level shown on the right panel. Clearly, this solution cannot be
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Fig. 1. The initial approximation and the approximation at the first time level with the time-step 1t = 0.5.
Fig. 2. Approximation at the first time level using the time-step 1t = 0.01.
Fig. 3. Approximation at the first time level using the time-step 1t = 0.0005 and the time history of the solution at the point (1/2, 1/6).
acceptable from the qualitative point of view because it has negative values at some nodes. Our first thought can be
that probably the time-step was too large in the computations. Indeed, the smaller time-step 1t = 0.01 results in a
correct solution (Fig. 2). However, decreasing the time-step further to 1t = 0.0005, the solution takes on negative
values again (Fig. 3). The example shows that researchers involved in scientific computing have to be careful with the
choice of the time-step in order to avoid qualitatively inadequate approximations. Based on the example, the following
questions can be posed:
• What are the most important qualitative properties that are worth being preserved in numerical simulations, and
what are the relations between them?
• How can the numerical equivalents of the properties (discrete qualitative properties) be defined?
• What are the relations between the discrete qualitative properties?
• What are the necessary and sufficient conditions for the validity of the discrete qualitative properties?
• How can we give a priori sufficient conditions in order to guarantee the required discrete qualitative properties?
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In this paper, the above questions will be investigated for a certain class of parabolic partial differential equations
and for their finite element numerical solutions. The answers to the first four questions are known. The results are
summarized and listed in Sections 2 and 4. In Section 3, we prove that the investigated qualitative properties are valid
for the continuous model considered. The answers to the fifth question can be found in Sections 5 and 6. The mass
and stiffness matrices are computed in Section 5, and the a priori sufficient conditions are given in Section 6.
2. Introduction
The answer to the first question posed in the previous section is rather simple: partial differential equations
generally model physical or chemical processes (heat conduction, diffusion, advection, etc.); thus the partial
differential equation and its numerical solution have to possess the equivalents of the characteristic properties of
these processes. The most important three qualitative properties for parabolic problems are the maximum–minimum
principle (MP), the nonnegativity preservation (NP) and the maximum norm contractivity (MNC). The validity of the
MP means that the (unknown) solution of the initial boundary value problem can be estimated from below and from
above by the (known) initial and boundary conditions and by the source term of the equation. When the nonnegativity
of the initial and boundary conditions and the source term guarantees the nonnegativity of the solution, then we
say that the NP property holds. The MNC property formulates the fact that, keeping the boundary condition fixed, the
maximal absolute difference of two solutions obtained with two different initial functions does not grow in t (t usually
plays the role of time).
The claim for qualitatively correct numerical solutions arose already 30 years ago and several results have been
obtained since then. The first results were formulated for two-dimensional (2D) second order linear elliptic problems
and for their finite element numerical solutions [1,2]. There are several similar results for parabolic problems too
[3–14]. It is a general observation that the discrete qualitative properties can be guaranteed by certain geometrical
requirements for the meshes and by certain upper and lower bounds imposed on the time step. It can be surprising
at first sight that not only upper but also lower bounds appear in the conditions. However, this is quite normal. What
is more, it can be shown [15] that even the accuracy of the numerical solution cannot be improved by choosing too
small time-steps. We remark that numerical methods with diagonal mass matrices do not result in lower bounds for the
time-step. Such methods are the finite difference methods and the finite element methods with lumped mass matrices
when the time discretization is performed with the Euler explicit method.
Albeit qualitative investigations are interesting also on their own, they obtain important roles when several
numerical methods are applied after each other. This is the typical case when operator splitting methods are employed
in the solution of an initial boundary value problem; e.g., in air-pollution models [16,17]. First, the air-pollution
equation is split into several subproblems, then these subproblems are solved cyclically with some appropriate
methods. In this case the solution of one of the subproblems will be the input of another one. Thus, if a solution
of a subproblem was qualitatively inadequate, then it could not be accepted by the next subproblem.
Let Ω and ∂Ω denote, respectively, a bounded domain in Rd (d ∈ N) and its boundary, and we introduce the sets
Qτ = Ω × (0, τ ), Q τ¯ = Ω × (0, τ ], Γτ = (∂Ω × [0, τ ]) ∪ (Ω × {0})
for any arbitrary positive number τ . For some fixed number T > 0, we consider the initial boundary value problem
Lv ≡ ∂v
∂t
−
∑
0<|ς |≤δ
ας
∂ |ς |v
∂ς1x1 . . . ∂ςd xd
= f in QT ,
v|ΓT = g,
(2)
where δ ≥ 1, ς1, . . . , ςd denote nonnegative integers, |ς | := ς1 + · · · + ςd for the multi-index ς = (ς1, . . . , ςd),
and the coefficient functions ας : QT → R are bounded on the set QT . The solution v is sought from the space
of functions v ∈ C(QT ∪ ΓT ), for which the derivatives Dςv (0 < |ς | ≤ δ) and ∂v/∂t exist in QT and they are
bounded. The function f : QT → R is chosen from the image space of the operator L and the function g : ΓT → R
is continuous on ΓT .
In paper [6], the qualitative properties of problem (2) were discussed in detail. According to the results of the paper,
the natural definitions of the qualitative properties are as follows.
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Definition 2.1. We say that problem (2) satisfies the maximum–minimum principle (MP) if for any fixed functions g
and f the solution v satisfies the inequality
min
Γt1
g + t1 ·min{0, inf
Q t¯1
f } ≤ v(x, t1) ≤ max
Γt1
g + t1 ·max{0, sup
Q t¯1
f } (3)
for all x ∈ Ω , 0 < t1 < T .
If f = 0, then MP says that the solution takes its maximum and minimum values on the parabolic boundary Γt1 ,
too.
Definition 2.2. Problem (2) is called nonnegativity preserving (NP) if for any fixed functions g and f with properties
g|Γt1 ≥ 0 and f |Q t¯1 ≥ 0 (0 < t1 < T ), the solution v is nonnegative in Q t¯1 .
Definition 2.3. Problem (2) is called contractive in the maximum norm when for any arbitrary three functions f , g?
and g?? with the property (g?− g??)|∂Ω×[0,t1] = 0 (0 < t1 < T ) the solutions v? and v?? of problem (2) (with g = g?
and g = g??, respectively) satisfy the relation
max
x∈Ω¯
|v?(x, t1)− v??(x, t1)| ≤ max
x∈Ω¯
|g?(x, 0)− g??(x, 0)|.
The connections between the qualitative properties are summarized in the next theorem.
Theorem 2.4 ([6]). The initial boundary value problem (2) preserves the nonnegativity if and only if it fulfills the
maximum–minimum principle. The validity of the maximum–minimum principle (or, equivalently, the nonnegativity
preservation) guarantees the maximum norm contractivity property.
As one can see, the MP is the most important property, because it implies the other two. In paper [7], the discrete
equivalent of the MP was defined and its sufficient conditions were deduced for the Galerkin finite element solution of
(1). The basis functions were bilinear functions defined on rectangular meshes. In paper [8], 2D hybrid unstructured
meshes were considered. In paper [6], the sufficient conditions of the discrete MP were listed for the equation
∂v
∂t
−∇(α(x) · ∇v) = f. (4)
In this paper, we consider the more general problem
∂v
∂t
−
d∑
k,l=1
∂
∂xk
(
αkl
∂v
∂xl
)
= f in QT ,
v|ΓT = g,
(5)
where the differentiable and bounded coefficient functions αkl = αlk : Ω → R fulfill the uniform ellipticity condition
c0
d∑
m=1
ξ2m ≤
d∑
k,l=1
αkl(x)ξkξl ≤ c1
d∑
m=1
ξ2m (6)
for some positive constants c0 and c1, and for all ξ = [ξ1, . . . , ξd ]> ∈ Rd , ξ 6= 0 and x ∈ Ω . The function g : ΓT → R
is continuous and f : QT → R is bounded in QT . We say that a continuous function v : Q¯T → R solves problem
(5) if its derivatives in (5) exist and they are bounded, and v equals g on the parabolic boundary ΓT .
Problem (5) is a special case of problem (2) with the choice δ = 2. First we prove that the continuous qualitative
properties are valid for problem (5). Then we define the discrete equivalents of these properties and give some
sufficient conditions that guarantee them. In the deduction of the sufficient conditions of the discrete qualitative
properties we consider only the case when the coefficient functions are constants.
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3. Qualitative properties of the continuous problem
Before investigating the discrete qualitative properties, we check whether the continuous properties are valid for
the continuous problem (5). In view of Theorem 2.4, we have to show only that (5) preserves the nonnegativity.
Theorem 3.1. Problem (5) satisfies the nonnegativity preservation property.
Proof (cf. [18, p. 13]). First, we prove that for any arbitrary two fixed functions g and f , the solution v of problem
(5) satisfies the inequality
sup
λ>0
(
eλt1 min
{
min
Γt1
ge−λt , 1
λ
inf
Q t¯1
f e−λt
})
≤ v(x, t1) ≤ inf
λ>0
(
eλt1 max
{
max
Γt1
ge−λt , 1
λ
sup
Q t¯1
f e−λt
})
(7)
for any t1 ∈ (0, T ) and x ∈ Ω . For arbitrary number λ > 0, we define the function vˆ(x, t) = v(x, t)e−λt . It can be
seen easily that vˆ is a solution of the problem
∂vˆ
∂t
−
d∑
k,l=1
∂
∂xk
(
αkl
∂vˆ
∂xl
)
+ vˆλ = f e−λt ,
vˆ|ΓT = ge−λt .
(8)
As vˆ is continuous on Q¯t1 , it takes its maximum either on the boundary Γt1 or in Q t¯1 at some point (x
0, t0). In the first
case, we trivially have
sup
Qt1
vˆ ≤ max
Γt1
ge−λt . (9)
In the second case, the relations
sup
Qt1
vˆ ≤ vˆ(x0, t0), ∂vˆ
∂t
(x0, t0) ≥ 0, −
d∑
k,l=1
∂
∂xk
(
αkl
∂vˆ
∂xl
)
(x0, t0) ≥ 0 (10)
hold. The last two relations and Eq. (8) imply that
f (x0, t0)− vˆ(x0, t0)λeλt0 ≥ 0,
that is
vˆ(x0, t0) ≤ f (x
0, t0)e−λt0
λ
≤ sup
Q t¯1
f e−λt
λ
. (11)
Thus, in the general case, using the upper bounds (9) and (11) we obtain the estimate
vˆ(x, t1) ≤ sup
Qt1
vˆ ≤ max
{
max
Γt1
ge−λt , sup
Q t¯1
f e−λt
λ
}
.
Multiplying both sides by eλt1 and taking into account that the relation is true for all positive numbers λ > 0, we
obtain the inequality on the right-hand side of (7). The lower bound can be proved similarly.
Now we prove the nonnegativity preservation property of Eq. (5). Let t1 ∈ (0, T ) be an arbitrary number and f and
g two fixed functions with the properties f |Q t¯1 ≥ 0 and g|Γt1 ≥ 0. Then, for any t0 ∈ (0, t1], we have f |Q t¯0 ≥ 0 and
g|Γt0 ≥ 0, which result in 0 ≤ v(x, t0) in view of (7). That is, v is nonnegative in Q t¯1 . This completes the proof. 
Corollary 3.2. In view of Theorem 2.4, because problem (5) preserves the nonnegativity, it is contractive in maximum
norm and fulfills the maximum–minimum principle as well.
R. Horva´th / Computers and Mathematics with Applications 55 (2008) 2306–2317 2311
4. Finite element solution and the discrete qualitative properties
First, we construct the finite element basis functions on a two-dimensional rectangular mesh. Let Rh (h is a
discretization parameter) be a rectangular mesh onΩ . Rectangles ofRh are generally referred to as R. Let P1, . . . , PN
denote the interior nodes of Rh , and PN+1, . . . , PN¯ the boundary ones. Let us set the equality N∂ = N¯ − N . The
basis functions φ1, . . . , φN¯ are defined as follows: each φi is required to be continuous and bilinear over rectangular
elements, such that φi (Pj ) = δi j , i, j = 1, . . . , N¯ , where δi j is the Kronecker symbol.
We search for the semi-discrete solution of (5) in the form
N∑
i=1
vi (t)φi (x)+
N∂∑
i=1
g(PN+i , t)φN+i (x).
Using the weak formulation of the problem, we arrive at a Cauchy problem for the system of ordinary differential
equations [8]
M
dv(t)
dt
+Kv(t) = f(t), (12)
v(0) = [g(P1, 0), . . . , g(PN , 0), g(PN+1, 0), . . . , g(PN¯ , 0)]>, (13)
where
M = [Mi j ]N×N¯ , Mi j =
∫
Ω
φ j (x)φi (x)dx,
K = [Ki j ]N×N¯ , Ki j =
∫
Ω
(
d∑
k,l=1
αkl
∂φ j
∂xk
∂φi
∂xl
)
dx,
f(t) = [ fi (t)]N×1, fi (t) =
∫
Ω
f (x, t)φi (x) dx.
The above defined matricesM and K are called mass and stiffness matrices, respectively.
To get a fully discrete numerical scheme, we choose a time-step 1t > 0. We denote the approximation to v(n1t)
by vn , and we set fn = f(n1t) (n = 0, 1, . . .). The time discretization of (12) with the θ -method can be written in the
form of the systems of linear algebraic equations
M
vn+1 − vn
1t
+ θKvn+1 + (1− θ)Kvn = f(n,θ) := θ fn+1 + (1− θ)fn, (14)
where n = 0, 1, . . . and θ ∈ [0, 1] is a given parameter. Clearly, (14) can be rewritten as
(M+ θ1tK)vn+1 = (M− (1− θ)1tK)vn +1t f(n,θ). (15)
In the following, the matricesM+ θ1tK andM− (1− θ)1tK will be denoted by A and B, respectively. We shall
use the following partitions of the matrices and vectors:
A = [A0|A∂ ], B = [B0|B∂ ], vn =
[
un
gn
]
,
where A0 and B0 are square matrices from RN×N ; A∂ ,B∂ ∈ RN×N∂ , un ≡ [un1, . . . , unN ]> ∈ RN and gn ≡
[gn1 , . . . , gnN∂ ]> ∈ RN∂ . A similar partition is used for the matrices M and K. Then, iteration (15) can be written
as
[A0|A∂ ]
[
un+1
gn+1
]
= [B0|B∂ ]
[
un
gn
]
+1tf(n,θ). (16)
Relation (16) defines a one-step iterative process with respect to the unknown vector un+1.
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Remark 4.1. As one can see from iterative scheme (15), the finite element method is implicit for all choices of the
parameter θ . If θ = 0, then one can usually apply the mass lumping technique in order to make the scheme explicit. We
do not consider this case in this paper. The schemes with the choice θ = 1/2 and θ = 1 are called the Crank–Nicolson
scheme and Euler implicit scheme, respectively.
Remark 4.2. In order to guarantee the existence and the uniqueness of un+1 in (16), we have to show that A0 is a
nonsingular matrix. This can be seen from the equality
(A0)i j =
∫
Ω
(
φ j (x)φi (x)+ θ1t
d∑
k,l=1
(
αkl
∂φ j
∂xk
∂φi
∂xl
)
dx
)
, i, j = 1, . . . , N ,
where the right-hand side defines a scalar product on the vector space span{φ1, . . . , φN }. Thus A0 is a Gram-matrix
of the linearly independent functions φ1, . . . , φN ; hence it is nonsingular, symmetric and positive definite.
Comparing the form
un+1 − un = (A−10 B0 − I)un − A−10 A∂gn+1 + A−10 B∂gn +1tA−10 f(n,θ) (17)
of (16) with Eq. (5), we define the equivalents of the qualitative properties for the numerical model as follows
(I ∈ RN×N denotes the unit matrix).
Definition 4.3. The numerical model (15) is said to satisfy the discrete maximum–minimum principle (DMP) if the
relation
min{un, gn, gn+1} +min{0,1tA−10 f(n,θ)} ≤ un+1i ≤ max{un, gn, gn+1} +max{0,1tA−10 f(n,θ)} (18)
is valid for each choice un, gn, gn+1, f(n,θ), i = 1, . . . , N and n ≥ 0.
Definition 4.4. The numerical model (15) is said to satisfy the discrete nonnegativity preservation property (DNP) if
for all vectors un, gn, gn+1,A−10 f
(n,θ) ≥ 0, the inequality un+1 ≥ 0 is valid.
Definition 4.5. The numerical model (15) is said to satisfy the discrete maximum norm contractivity property
(DMNC) if for all vectors uˆn, u˜n, gn, gn+1, f(n,θ) the relation
‖uˆn+1 − u˜n+1‖∞ ≤ ‖uˆn − u˜n‖∞ (19)
is valid, where uˆn+1 and u˜n+1 are computed with un = uˆn and un = u˜n , respectively. ‖.‖∞ defines the usual maximum
norm of vectors.
The theorem below was proved in [6], and it says that the same relations are valid for the qualitative properties for
the finite element numerical solution as for the continuous problem. The only difference is that the properties are valid
for the continuous problem without any restriction, while in the numerical case the time-step has to satisfy certain
conditions.
Theorem 4.6. For the numerical scheme (15), DMP and DNP are equivalent properties and they imply DMNC.
Moreover, scheme (15) satisfies DMP if and only if the inequalities
−A−10 A∂ ≥ 0 (20)
and
A−10 B ≥ 0 (21)
hold.
The validity of the DMP entails the other two properties. This is why it is enough to ensure the DMP in order to
get a qualitatively adequate model. Naturally, it is computationally expensive to check conditions (20) and (21) before
starting with the numerical solution process. Moreover, if one of the conditions did not hold, then we could not know
either how to modify the time-step or the mesh to get a qualitatively correct solution. It would be better to know what
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kind of meshes are appropriate and which intervals the time-step can be chosen from. This aim can be achieved with
the next theorem.
Theorem 4.7 ([8]). The Galerkin finite element solution (15) of problem (5), combined with the θ -method in the time
discretization, satisfies the DMP if the following conditions
Ki j ≤ 0, i 6= j, i = 1, . . . , N , j = 1, . . . , N , (22)
Ai j = Mi j + θ1t Ki j ≤ 0, i 6= j, i = 1, . . . , N , j = 1, . . . , N , (23)
Bi i = Mi i − (1− θ)1t Ki i ≥ 0, i = 1, . . . , N , (24)
are fulfilled.
5. Entries of the mass and stiffness matrices
As we mentioned earlier, we only investigate the 2D (d = 2) constant coefficient (αkl(x) = αkl ) case in detail.
Based on (6), the relations α11 > 0, α22 > 0 and α11α22 − α212 > 0 must hold (the coefficient matrix is positive
definite).
We calculate the elements of the mass and stiffness matrices. Let φi and φ j be two basis functions. Let us introduce
the notation Si, j = supp(φi ) ∩ supp(φ j ). The set of rectangles in Si, j is denoted byRi, j . Based on the relations
Mi j =
∫
Ω
φ j (x)φi (x)dx =
∑
R∈Ri, j
∫
R
φ j (x)φi (x)dx,
Ki j =
∫
Ω
2∑
k,l=1
αkl
∂φ j
∂xk
∂φi
∂xl
dx =
∑
R∈Ri, j
2∑
k,l=1
αkl
∫
R
∂φ j
∂xk
∂φi
∂xl
dx,
we can obtain the entries of the mass and stiffness matrices calculating the integrals on certain rectangles of the mesh.
Because the value of the integrals depends only on the lengths of the edges of the rectangles, it is enough to calculate
the integrals only on a reference rectangle R¯ defined by the vertices P¯1 = (0, 0), P¯2 = (a¯, 0), P¯3 = (a¯, b¯) and
P¯4 = (0, b¯). The four local basis functions corresponding to the vertices of the reference rectangle are:
φ¯1(x) = φ¯1(x1, x2) = (x1 − a¯)(x2 − b¯)
a¯b¯
,
φ¯2(x) = φ¯2(x1, x2) = − x1(x2 − b¯)
a¯b¯
,
φ¯3(x) = φ¯3(x1, x2) = x1x2
a¯b¯
,
φ¯4(x) = φ¯4(x1, x2) = − (x1 − a¯)x2
a¯b¯
.
(25)
Using simple but tedious calculations, we obtain the following integrals for an arbitrary rectangular element R ∈ Rh
with the edges a and b
∫
R
φ j (x)φi (x)dx =

ab/9, if Pi = Pj ,
ab/18, if Pi and Pj are adjacent vertices of R,
ab/36, if Pi and Pj are two opposite vertices of a diagonal of R,
0, if Pi or Pj does not belong to the rectangle R.
(26)
In the following, a and b denote the lengths of the edges of a rectangle R parallel to the x1 and x2 axis, respectively.
The integrals in the formulas of the elements of the stiffness matrix have the form
2∑
k,l=1
(
αkl
∫
R
∂φ j
∂xk
∂φi
∂xl
dx
)
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=

α11b/(3a)+ α22a/(3b)+ εi, jα12/2, if Pi = Pj ,
−α11b/(3a)+ α22a/(6b), if Pi and Pj are horizontally adjacent vertices of R,
α11b/(6a)− α22a/(3b), if Pi and Pj are vertically adjacent vertices of R,
−α11b/(6a)− α22a/(6b)− εi, jα12/2, if Pi and Pj are two opposite vertices of a diagonal of R,
0, if Pi or Pj does not belong to the rectangle R,
(27)
where
εi, j =
{
1, if Pi and Pj are two vertices of the diagonal with positive slope,
−1, if Pi and Pj are two vertices of the diagonal with negative slope. (28)
In the following, the two-dimensional measure of sets will be denoted by the abbreviation area.
Lemma 5.1. For the elements of the mass matrix the following relations are valid:
Mi, j =

area Si,i/9, if Pi = Pj ,
area Si, j/18, if Pi and Pj are adjacent mesh points,
area Si, j/36, if Pi and Pj are opposite vertices of the same diagonal,
0, if area Si, j = 0.
(29)
Proof. The statement of the lemma follows directly from the fact that one inner mesh point belongs to exactly four
rectangles. 
In paper [9], a geometrical condition, the acuteness of the triangular meshes, guaranteed the nonpositivity of the
off-diagonal entries of K. The situation is similar for the case of the bilinear elements. The nonpositivity of the off-
diagonal entries of K is fulfilled for the so-called non-narrow rectangular meshes.
Definition 5.2. Let us consider a rectangle R with the edges a and b (a and b are parallel to the axis x1 and x2,
respectively). The rectangle is called (µ, ν)-non-narrow if
ωµ,ν(R) = max{νa
2, µb2} − 2min{νa2, µb2}
ab
≤ 0.
The (1, 1)-non-narrow rectangles are simply called non-narrow rectangles.
Clearly, a rectangle is non-narrow if and only if its longest edge is not greater than
√
2 times the shortest one.
A rectangle is (µ, ν)-non-narrow if and only if stretching it by the factor
√
ν and
√
µ in the directions x1 and x2,
respectively, the result is a non-narrow rectangle.
Definition 5.3. A rectangular meshRh of Ω is called (µ, ν)-non-narrow if
ωµ,ν := max
R∈Rh
ωµ,ν(R) ≤ 0.
The mesh is called strictly (µ, ν)-non-narrow if ωµ,ν < 0. Non-narrowness and strict non-narrowness mean (1, 1)-
non-narrowness and strict (1, 1)-non-narrowness, respectively.
Let us introduce the positive parameters
#min = min
R∈Rh
{area R}, #max = max
R∈Rh
{area R}
γR = α11b
2 + α22a2
ab
, γmin = min
R∈Rh
{γR}, γmax = max
R∈Rh
{γR}.
Lemma 5.4. The diagonal elements of the stiffness matrix are positive. If Rh is (α11, α22)-non-narrow and condition
γmin ≥ 3|α12| (30)
is satisfied, then the off-diagonal elements of the stiffness matrix are nonpositive.
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Proof. The first statement follows from (27) and from the fact that one inner grid point belongs to exactly four
rectangles. The nonpositivity of the elements Ki, j for which Pi and Pj are adjacent grid points, the statement follows
again from (27) and the (α11, α22)-non-narrowness of the mesh. If Pi and Pj are opposite vertices of a diagonal of a
rectangle R, then we have
Ki, j = −α11b
2 + α22a2
6ab
− εi, jα12/2 ≤ −γmin6 +
|α12|
2
≤ −3|α12|
6
+ |α12|
2
= 0. 
6. Sufficient conditions for the DMP
We call a numerical solution method for problem (5) adequate, if it possesses the same properties as the continuous
problem, i.e., the DMP, the DNP and the DMNC properties. Based on Theorem 4.6, the adequateness of the numerical
model can be guaranteed by the DMP only. For the sake of simplicity, fractions with zero nominators are considered
as infinity in the following theorems and remarks.
Theorem 6.1. The Galerkin finite element solution of (5) with bilinear basis functions on a strictly (α11, α22)-non-
narrow rectangular meshRh with the property
γmin > 3|α12| (31)
satisfies the discrete maximum–minimum principle (18) if the conditions
1t ≤ #min
3(1− θ)γmax , 1t ≥ max
{ −#max
3θωα11,α22
,
#max
6θ(γmin − 3|α12|)
}
(32)
hold.
Proof. The proof is based on Theorem 4.7. Condition (22) follows from Lemma 5.4. If θ = 1, then condition (24) is
valid without any restriction. If θ 6= 1, then we have
Mi i − (1− θ)1t Ki i ≥ area Si,i9 − (1− θ)1t
1
3
∑
R∈Si, j
γR

≥ area Si,i
9
− (1− θ) #min
3(1− θ)γmax
1
3
∑
R∈Si, j
γR

≥ 1
9
(
4#min − 4#minγmax
γmax
)
= 0.
Let us consider now condition (23) and suppose that θ 6= 0 (the condition cannot be true if θ = 0). If Pi and Pj are
adjacent grid points, then the estimate
Mi j + θ1t Ki j < area Si, j18 + θ1t
ωα11,α22
3
≤ #max
9
+ θ −#max
3θωα11,α22
· ωα11,α22
3
= 0
holds. At the first inequality, expressions (27) and (29) were applied, while the second inequality follows from the
second condition in (32). Similarly, if Pi and Pj are opposite vertices of a diagonal of a rectangle, then we have
Mi j + θ1t Ki j < area Si, j36 + θ1t
3|α12| − γmin
6
≤ #max
36
+ θ #max
6θ(γmin − 3|α12|)
3|α12| − γmin
6
= 0. 
It is apparent from Theorem 6.1 that not only upper but lower bounds must be prescribed for the time step. This
means that 1t cannot be chosen either too small or too large. Let us notice that there is no upper bound for the
time-step when the implicit Euler method (θ = 1) is applied. If θ = 0, then the second inequality in (32) cannot be
satisfied. We close the paper with some remarks.
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Remark 6.2. Let us consider a square mesh with the mesh size h. For such meshes, Theorem 6.1 can be formulated as
follows (#min = #max = h2, γmin = γmax = α11+α22). If α11+α22 > 3|α12| and max{α11, α22}−2min{α11, α22} < 0;
moreover, the time-step satisfies the conditions
1t ≤ h
2
3(1− θ)(α11 + α22) , 1t ≥ max
{ −h2
3θ(max{α11, α22} − 2min{α11, α22}) ,
h2
6θ(α11 + α22 − 3|α12|)
}
.
Remark 6.3. Let us consider now the case α11 = α22 = 1, α12 = α21 = 0, and let us choose a square mesh with
mesh size h again. Obviously, this mesh is strictly (1, 1)-non-narrow, that is strictly non-narrow. On such meshes, the
sufficient condition on the time-step for the DMP to hold is
h2
3θ
≤ 1t ≤ h
2
6(1− θ) .
This shows that the appropriate time-step can be chosen only for the values θ ≥ 2/3, i.e., the Crank–Nicolson scheme
should be excluded.
Remark 6.4. Let us turn back to the numerical example investigated in Section 1. Since matrices A and B have small
sizes, the necessary and sufficient condition of the DMP can be computed directly using Theorem 4.6. Thus, we obtain
the bounds 0.0050 ≤ 1t ≤ 0.0155. This shows that the chosen time-steps were too small or too large. A sufficient
condition due to Theorem 6.1 is 0.0066 ≤ 1t ≤ 0.0136 (the mesh is clearly non-narrow).
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