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1. INTRODUCTION
In this paper, we establish a regularity result for an abstract Cauchy
problem which is second order in time and in which the highest order
derivative includes a linear operator. Previous work related to this problem
w xmay be found in 6]8, 11]13, 15 . Our main interest in this evolution
equation lies in its applicability to problems modeling the dynamic vibra-
tions of linear viscoelastic rods and beams which have attached tip masses
at their free ends. These problems are commonly encountered in analyzing
mechanical behavior in any structure where long and slender members are
attached to smaller and heavier bodies, e.g., a structure consisting of a
robotic arm attached to a satellite. Standard information on modeling the
w xdynamics of structures may be found in 10 . For structures containing tip
wmasses most of the existing literature 1, 2, 4, 5, 9, 14, 16, and the
xreferences therein has focused on numerical or experimental analysis of
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vibration modes and their optimal control. Such treatment is motivated by
the fact that successful manipulation of objects such as satellites by robotic
arms depends critically on damping any possible modes of vibration. From
the mathematical point of view, problems involving tip masses are unusual
in that they lead to initial-boundary value problems that contain accelera-
tion terms in the boundary conditions as well as in the equation of motion.
In Sections 3]5 of this paper we treat three situations of this type,
involving, respectively, a nonlinear viscoelastic rod, a linear elastic rod, and
a linear viscoelastic Euler]Bernoulli beam. In each case, we prove exist-
ence results for weak formulations of the initial-boundary value problems.
For the first and third cases we also establish uniqueness. These results are
obtained directly or indirectly as a consequence of the regularity result for
the abstract Cauchy problem which we establish in Section 2.
2. AN ABSTRACT EXISTENCE THEOREM
In this section we prove an abstract existence theorem for evolution
problems in Hilbert spaces. We apply it in the following sections to
problems involving the motion of rods and beams with tip masses.
The abstract setting is as follows. Let E and H be two Hilbert spaces
such that E is dense in H and
E : H s H9 : E9,
where we identify H with its topological dual H9. We consider operators
N, B, and M from E into E9 with the following properties. The operator
 :B is assumed to be 1]1, linear, bounded, nonnegative, i.e., Bu, u G 0 for
 :  :all u g E, and symmetric, i.e., Bu, ¨ s B¨ , u for all u, ¨ g E. Here
 :? , ? denotes the duality pairing between E and E9. The operators M
and N are assumed to be Lipschitz; i.e., there is a positive constant K so
that for all u, ¨ g E,
5 5 5 5Nu y N¨ F K u y ¨ ,E9 E
5 5 5 5Mu y M¨ F K u y ¨ , 2.1 .E9 E
5 5where ? denotes the norm of the space E. The operator M is alsoE
assumed to be monotone and C1, the last assumption being made to
simplify the exposition. Moreover, there exist two positive constants l and
d such that, for all u, ¨ g E,
 :  : 5 5 2Mu y M¨ , u y ¨ q l B u y ¨ , u y ¨ G d u y ¨ . 2.2 .  .E
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2 .We denote L 0, T ; E by E and so we have that the dual E9 s
2 .L 0, T ; E9 . We now consider the following evolution problem:
 .Given u , u , in E, find u g E such that Bu 0 g E9 and0 1
Bu 0 q Mu 9 q Nu s f in E9, 2.3 .  .  .
Bu 0 s Bu , 2.4 .  .0
Bu 9 0 s Bu . 2.5 .  .  .1
The prime on the left side in the above equations denotes the E9-valued
weak derivative with respect to time. We have the following abstract
existence and uniqueness result for the above problem.
THEOREM 2.1. Let f g E9 and u , u g E. Then there exists a unique0 1
 .  .solution u to problem 2.3 ] 2.5 satisfying
u , u9 g E, Bu 9, Bu 0 g E9. 2.6 .  .  .
The main step in the proof of the theorem consists in establishing the
following proposition which holds without the assumption that B is 1]1.
PROPOSITION 2.2. Let u g E and f g E9. Then there exists a unique0
 .u g E such that Bu 9 g E9 and such that
Bu 9 q Mu s f in E9, 2.7 .  .
Bu 0 s Bu . 2.8 .  .0
1 .  .  .If , moreo¨er, we ha¨e f g H 0, T ; E9 and f 0 y Mu g Range B then0
in addition we ha¨e that u9 g E.
One may view the last hypothesis of the theorem as a compatibility
condition for the initial data which leads to increased regularity of the
solution.
 .  .Proof. The existence and uniqueness of a solution to 2.7 ] 2.8 follows
w xfrom standard results in Lions 15 . Now suppose that
f 0 y Mu s Bw 2.9 .  .0 1
for some w g E. It remains to establish the assertion about regularity.1
One way to do this is to estimate difference quotients, following a
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w xprocedure similar to that in 11 . Here we give a shorter argument. Let u«
be the solution to
B u 9 q Mu s f in E9 .« « «
2.10 .
B u 0 s B u .« « « 0
u g E, B u 9 g E9, .« « «
where B s « R q B for R the Riesz map from E to E9. Then u 9 g E. In« «
y1 .fact, from the definition of E9-valued distributions, u 9 s B B u 9.e « « «
 .  .Thus B u 9 s B u 9 and so« « « «
u 9 s By1 f y Mu , u 0 s u . 2.11 .  .  .« « « « 0
Suppressing the « subscript on u to simplify the notation, and letting
0 - h - t F T , we have that
ty1  :h B u9 s y B u9 s y h , u9 s ds .  .  .H « «
h
ty1  :qh Mu s y Mu s y h , u9 s ds .  .  .H
h
ty1  :s h f s y f s y h , u9 s ds. 2.12 .  .  .  .H
h
Using the inequality
< : <  :1r2 :1r2 y1 : y1 :B x , y F B x , x B y , y F 2 B x , x q 2 B y , y ,« « « « «
 .the condition 2.2 , and the Lipschitz continuity of M, we obtain
t hy1 y1 :  :2h B u9 s , u9 s ds y 2h B u9 s , u9 s ds .  .  .  .  .  .H H« «
tyh 0
u s y u s y h .  .t 25 5q d dsH hh
ty1  :F h f s y f s y h , u9 s ds .  .  .H
h
u s y u s y h u s y u s y h .  .  .  .t
5 5 5 5q K ? u9 s y ds .H Eh hh
u s y u s y h u s y u s y h .  .  .  .t  :q l B , ds. 2.13 .H «  /h hh
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 .We now let h ª 0 and use 2.11 to obtain the following inequality valid
for a.e. t:
y1 : y1 y1 :2 B u9 t , u9 t y 2 f 0 y Mu , B f 0 y Mu .  .  .  . .« 0 « 0
t 25 5qd u9 s ds .H E
0
t t :  :F f 9 s , u9 s ds q l B u9 s , u9 s ds. 2.14 .  .  .  .  .H H «
0 0
 .By 2.9 ,
t 2 : 5 5B u9 t , u9 t q d u9 s ds .  .  .H E«
0
t 2y1 : 5 5F Bw , B Bw q C f 9 s ds .H E1 « 1 d
0
t  :q 2l B u9 s , u9 s ds. 2.15 .  .  .H «
0
Now since B is monotone,
5 y1 5 2  y1 y1 :  y1 y1 :« B y s « R B y , B y F B B y , B y . .  .« « « « « «
 y1 : 5 5 5 y1 5s y , B y F y B y .« «
5 y1 5 y1 5 5Hence B y F « y . It follows that«
< y1 : < < y1 : < < y1 : <Bw , B Bw F B w , B Bw q « Rw , B Bw1 « 1 « 1 « 1 1 « 1
 : 5 5 5 y1 5F Bw , w q « w B Bw1 1 1 « 1
5 5 5 5F 2 Bw w .1 1
 .Therefore, from 2.14 and Gronwall’s Inequality,
t 2 2 2 lT5 5 5 5 5 5 5 5d u9 s F 2 w Bw q C f 9 e . 2.16 .  . .H E E1 1 d
0
 . XIt follows from 2.16 that « Ru ª 0 in E9. Now the solution, u, to«
 .  .2.7 ] 2.8 depends continuously on the choice of f g E9. Consequently,
u ª u in E. 2.17 .«
ANDREWS, KUTTLER, AND SHILLOR786
 .From 2.16 we can select a subsequence such that
uX © ¨ in E.«
 .  .From 2.17 , ¨ s u9 and so this proves Proposition 2.2 with estimate 2.16
holding.
We now proceed to prove Theorem 2.1.
Proof of Theorem 2.1. Consider the system
Bu 9 q Mu s Rw , Bu 0 s Bu , 2.18 .  .  .  .0
Rw 9 q Nu s f , Rw 0 s Bu q Mu , 2.19 .  .  .  .1 0
where B and N are as before and R is the Riesz map from E to E9. By
w xstandard results 6]8, 12, 13, 15 , there exists a unique solution to this
 .  .system with u g E, w g E, Bu 9 g E9, and Rw 9 g E9.
 .Now, note that 2.19 implies that
t
Rw t s Rw 0 q Rw 9 s ds .  .  .  .H
0
t
s Bu q Mu q Rw 9 s ds. .  .H1 0
0
Therefore, we may apply Proposition 2.2 to the system
Bu 9 q Mu s Rw , .
Bu 0 s Bu , .  . 0
 .and conclude that u9 g E since 2.9 holds for this system. Therefore, we
 .  .  .  .also have that Mu 9 s M9 u u9 g E9. Then 2.18 and 2.19 imply that u
satisfies
Bu 9 q Mu 9 q Nu s f , . .
Bu 0 s Bu , . 0
Bu 9 q Mu 0 s Bu q Mu . 2.20 .  .  . . 1 0
 .  . .  .But, since Mu 9 g E9 and Bu 9 q Mu 9 g E9, we have that Bu 0 g E9
and
Bu 0 q Mu 9 q Nu s f , .  .
Bu 0 s Bu , . 0
Bu 9 0 s Bu , 2.21 .  .  .1
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with
Bu, Bu 9, Bu 0 g E9, u , u9 g E. .  .
 .  .  .Here 2.21 follows from 2.20 and the fact that since B is 1]1, u 0 s u0
 .and hence Mu 0 s Mu . This proves the existence and regularity parts of0
Theorem 2.1. The uniqueness follows from standard results for the prob-
 .  . w xlem 2.18 and 2.19 8, 12, 13, 15 , as follows. Suppose u is a solution to
 .  .2.21 . Then, since B is 1]1, u is also a solution to 2.20 and if we choose
 .  .  .  .w so that Rw s Bu 9 q Mu, then u, w solves 2.18 and 2.19 and so u
is unique. This completes the proof of Theorem 2.1.
3. A VISCOELASTIC ROD
In this section we apply the abstract theorem of Section 2 to a problem
modeling the dynamic evolution of a viscoelastic rod that is fixed at one
end and has a tip body attached to its free end.
We let 0 F x F 1 denote the rod’s reference configuration, in non-
 .  .dimensional units, and we let u s u x, t and s s s x, t denote the
horizontal displacement and the stress of the element at location x and at
time t, 0 F t F T. Assuming that the rod acts within the framework of
linearized elasticity, we have that u and s must satisfy
u y s s f , 3.1 .t t x
 .where f s f x, t is the density of the applied forces. Initially, we also have
that
u x , 0 s u x , u x , 0 s u x , 0 F x F 1, 3.2 .  .  .  .  .0 t 1
where u and u are prescribed functions. As the rod is fixed at its left0 1
end, we have
u 0, t s 0, 0 F t F T . 3.3 .  .
At the right end we suppose that a tip body is attached to the rod and
moves with this end. Thus, the force that acts on the rod at this end is the
inertial force that the tip body exerts, which leads to the boundary
condition
s 1, t q ku 1, t s 0, 0 - t - T , 3.4 .  .  .t t
where k is a positive constant, proportional to the mass of the tip body and
inversely proportional to the rod’s cross sectional area.
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To complete the model, we include a general constitutive relation of the
form
s s p u q q u , 3.5 .  .  . .x xt
where p and q are smooth functions with properties that will be described
below. The classical Kelvin]Voigt viscoelastic law is obtained by choosing
 .  .q j s j and p j s bj . Thus, the dynamic evolution of such a rod is
governed by the following system:
u y p u y q u s f , 3.6 .  .  . .  .t t x xx t x
u x , 0 su x , u x , 0 s u x , 0 F x F 1, 3.7 .  .  .  .  .0 t 1
u 0, t s 0, 0 - t - T , 3.8 .  .
p u q q u 1, t q ku 1, t s 0, 0 - t - T . 3.9 .  .  .  .  . . .x x t tt
We next see how to fit the above conditions into the framework of
Theorem 2.1. To this end we introduce the following spaces and operators.
 1 .  . 4 2 .Let E s u g H 0, 1 : u 0 s 0 , and H s L 0, 1 . Identifying H and
H9, we can write E : H s H9 : E9. Define operators M, N: E ª E9 by
1 :Nu, ¨ s q u ¨ dx , 3.10 .  .H x x
0
1 :Mu, ¨ s p u ¨ dx , 3.11 .  .H x x
0
 .  .where p and q satisfy conditions 3.16 ] 3.18 listed below. Define an
operator B: E ª E9 by
1 :Bu, ¨ s u¨dx q ku 1 ¨ 1 . 3.12 .  .  .H
0
 .  .Now, we multiply 3.6 by ¨ g E and integrate by parts over 0, 1 to obtain
1 1
u ¨dx y s 1, t ¨ 1 q p u ¨ dx .  .  . .H Ht t x xt
0 0
1 1
q q u ¨ dx s f¨ dx. .H Hx x
0 0
 .  .Using 3.10 ] 3.12 it follows that
 :  :  :  :Bu 0 , ¨ q Mu 9, ¨ q Nu, ¨ s f , ¨ , .  .E 9 , E E 9 , E E 9 , E E 9 , E
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 .  .for all ¨ g E. Then a weak solution to 3.6 ] 3.9 consists of a function
 .  .  .  .u g E, such that Bu 0 and Mu 9 g E9, and such that 2.3 ] 2.5 hold for
the operators B, M and N just defined.
 .  .The existence of a unique solution to 2.3 ] 2.5 in this context, and
 .  .therefore of the weak solution to 3.6 ] 3.9 , will be shown to be a
consequence of Theorem 2.1.
Toward that end, we make the following assumptions:
q is Lipschitz continuous with constant K ; 3.13 .q
p is in C1 R and K G p9 x G d ) 0, for some K and d and all x ; .  .p p
3.14 .
f g E9. 3.15 .
Then we have
THEOREM 3.1. Assume that u , u g E and that B, M, and N are gi¨ en0 1
 .  .  .  .by 3.10 ] 3.12 with conditions 3.13 ] 3.15 holding. Then there exists a
 .  .unique solution u g E to 2.3 ] 2.5 , and moreo¨er,
u9 g E. 3.16 .
Proof. We wish to employ Theorem 2.1. To this end, we have to show
that the operators B, N, and M satisfy the hypotheses of the theorem. It
 .follows from 3.12 that B is 1]1, linear, bounded, positive, and symmetric
on E. Since q is Lipschitz we have, for all w g E, that
1 :Nu y N¨ , w s q u y q ¨ w dx .  . .H x x x
0
5 5 2 5 5 2F K u y ¨ wL 0 , 1. L 0 , 1.q x x x
5 5 5 5F K u y ¨ w .E Eq
Similarly, M is C1 and Lipschitz. Finally, we show that M is monotone and
 .satisfies 2.2 . Both assertions follow from the fact that for all l G 0 we
have that
 :  :Mu y M¨ , u y ¨ q l B u y ¨ , u y ¨ .
1
s p u y p ¨ u y ¨ dx .  .  . .H x x x x
0
1 22q l u y ¨ ds q l u 1 y ¨ 1 .  .  . .H
0
1 12 2G d u y ¨ dx q l u y ¨ dx. .  .H Hx x
0 0
Thus, choosing l s 0 and l s d in turn establishes the claims.
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The conclusion now follows, as all the assumptions of Theorem 2.1 are
satisfied.
4. AN ELASTIC ROD
In this section we model the dynamic evolution of an elastic rod that is
fixed at one end and has a tip body attached to its free end. We obtain a
weak solution to this problem as a limit of the weak solutions to problems
of the type considered in the previous section.
 .We consider a vibrating rod whose displacement u s u x, t and stress
 .s s s x, t satisfy the conditions
u y s s f , 4.1 .t t x
u x , 0 s u x , 0 F x F 1, 4.2 .  .  .0
u x , 0 s u x , 0 F x F 1, 4.3 .  .  .t 1
u 0, t s 0, 0 - t - T , 4.4 .  .
s 1, t q ku 1, t s 0, 0 - t - T . 4.5 .  .  .t t
In this case we consider a constitutive equation of the form
s s u . 4.6 .x
 1 .  . 4  .If we let E s u g H 0, 1 : u 0 s 0 and define B and N as in 3.10 and
 .  .  .  .3.12 with q j s j then it is possible to put 4.1 ] 4.6 in the abstract
 .  .form of 2.3 ] 2.5 with M s 0. However, in this setting it is not possible
 .to satisfy condition 2.2 and so we cannot apply Theorem 2.1 directly.
Consequently, we will take a different approach to this problem and define
 .  .below a separate notion of weak solution to the problem 4.1 ] 4.6 . Note
 .the extra regularity requirement on u 1, ? , since ordinarily weak solutions
 .to 4.1 do not possess the degree of regularity needed to make possible
 .even a weak version of 4.5 .
2 .DEFINITION 4.1. Let u be in E and let u be in L 0, 1 . A function u0 1
 .  . 2 .is called a weak solution to problem 4.1 ] 4.6 if u g L 0, T ; E l
1 2 ..  . 1 .  .H 0, T ; L 0, 1 and u 1, ? g H 0, T , u ?, 0 s u , and0
T T T
y u , ¨ dt y k u 1, t ¨ 1, t dt q u , ¨ dt .  .  .  .H H Ht t t t x x
0 0 0
T
s f , ¨ dt q u , ¨ ?, 0 , 4.7 .  .  . .H 1
0
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2 . 1 2 ..  . 1for each ¨ g L 0, T ; E l H 0, T ; L 0, 1 such that ¨ 1, ? g H 0,
.  .  .T , ¨ ?, T s 0, and ¨ 1, 0 s 0.
 . 2 .Here ?, ? denotes the L 0, 1 -inner product. This formulation is ob-
 .tained in the usual way by multiplying 4.1 by a test function ¨ and using
 .  .integration by parts and conditions 4.2 ] 4.6 .
We have the following existence result.
2 .THEOREM 4.2. Assume that f g L 0, T ; E9 , u g E, and u g E. Then0 1
 .  .problem 4.1 ] 4.6 has a weak solution in the sense of Definition 4.1.
The proof of this theorem requires a priori estimates for solutions to the
viscoelastic problem of Section 3. These are contained in the following
proposition.
 4PROPOSITION 4.3. Let b be a sequence of positi¨ e numbers and letn
 n4f , u , u be as in Theorem 4.2. Let u be the corresponding sequence of0 1
 .  .  .  .solutions to problem 3.6 ] 3.9 with q j s j and p j s b j . Then theren
exists a positi¨ e constant C depending only on the norms of f , u , and u, such0
that
5 n 5 2u ?, t F C , 4.8 .  .L 0 , 1.t
5 n 5 2u ?, t F C , 4.9 .  .L 0 , 1.x
w xfor almost all t g 0, T and
n 25 5b u F C , 4.10 .’ L V .n x t T
5 n 5 `u 1, ? F C. 4.11 .  .L 0 , T .t
 .  . 2 .Proof. Since u satisfies 3.6 ] 3.9 , we have, for each ¨ g L 0, T ; E ,n
that
t t tn n n :u , ¨ dt q k u 1, t ¨ 1, t dt q b u , ¨ dt .  .  .H H Ht t t t n x t x
0 0 0
t tn  :q u , ¨ dt s f , ¨ dt , 4.12 . .H Hx x
0 0
 :where ? , ? denotes the duality pairing between E and its dual E9.
 . n 2 .Now by 3.16 we have that u g L 0, T ; E and so we may chooset
n  .¨ s u in 4.12 . This yields, for almost all t,t
t22 2 2n n n n2 2 25 5 5 5 5 5u ?, t q ku 1, t q 2b u ?, t dt q u ?, t .  .  .  .L 0 , 1. H L 0 , 1. L 0 , 1.t t n x t x
0
t 22 2Xn 2 2 : 5 5 5 5s 2 f , u dt q u q ku 1 q u . .H L 0 , 1. L 0 , 1.t 1 1 0
0
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Now we employ Cauchy’s inequality with « and then Gronwall’s inequality
 .  .to obtain 4.8 ] 4.11 .
Proof of Theorem 4.2. Let b be a sequence of positive numbersn
tending to zero and let u be as in Proposition 4.3. The estimatesn
` 1 ..contained therein imply that there exists a u g L 0, T ; H 0, 1 lL
1, ` 2 ..  . 1 .W 0, T ; L 0, 1 with u 1, ? g H 0, 1 such that
un ª u weakly in H 1 V , 4.13 .  .T
un ª u weak * in L` 0, T ; L2 0, 1 , 4.14 .  . .t t
un ª u weak * in L` 0, T ; L2 0, 1 , 4.15 .  . .x x
and
un 1, ? ª u 1, ? weak * in W 1, ` 0, T . 4.16 .  .  .  .
 .  .  .We now show that u is a weak solution of 4.1 ] 4.6 , i.e., that 4.7 holds.
 . 2 .Toward that end we set t s T in 4.12 and take ¨ g L 0, T ; E l
1 2 ..  . 1 .H 0, T ; L 0, 1 such that ¨ 1, ? g H 0, T . Integrating by parts we
obtain
T n ny u , ¨ dt q u ?, T , ¨ ?, T .  . .  .H t t t
0
T n ny k u 1, t ¨ 1, t dt q ku 1, T ¨ 1, T .  .  .  .H t t t
0
T Tn nq b u , ¨ dt q u , ¨ dt .  .H Hn x t x x x
0 0
T  :s f , ¨ dt q u , ¨ ?, 0 q ku 1 ¨ 1, 0 . 4.17 .  .  .  . .H 1 1
0
 .Next, we choose ¨ to satisfy the additional conditions ¨ ?, T s 0 and
 .  .  .¨ 1, 0 s 0 and pass to the limit in n, using 4.13 ] 4.16 . For the viscosity
 .term, we use the fact that 4.10 implies
1r2 1r2
T T T2 2n n< < 5 5 5 5b u , ¨ dt F b ¨ dt ¨ dt .H H Hn x t x n x t x /  /0 0 0
1r2
T 25 5F C ¨ dt b’H x n /0
ª 0,
as b ª 0.n
This completes the proof of the theorem.
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5. A VISCOELASTIC BEAM
In this section, we apply the abstract existence theorem of Section 2 to a
problem modeling the dynamic evolution of a linear viscoelastic beam.
One of its ends is clamped but the other end is free to move subject to a
force exerted by an attached tip body. Once again, we let 0 F x F 1 denote
 .the reference configuration of the beam and we let ¨ s ¨ x, t and
 .s s s x, t denote the vertical displacement and stress at location x and
time t for 0 F t F T. The equation of motion that we will consider has the
form
¨ y s s f , 5.1 .t t x
 .where f s f x, t represents the density of the applied forces. At x s 0 we
suppose that the end is clamped and so we have the boundary conditions
¨ 0, t s ¨ 0, t s 0. 5.2 .  .  .x
At x s 1 we require that the sum of the moments and the sum of the
forces are zero. This implies boundary conditions of the form
¨ 1, t q b ¨ 1, t q j¨ 1, t s 0, 5.3 .  .  .  .x x x x t x t t
s 1, t q k¨ 1, t s 0, 5.4 .  .  .t t
where k is a constant that depends on the mass of the tip body, j is a
constant that depends on the rotational inertia, and b is a damping
constant.
The initial conditions take the form
¨ x , 0 s ¨ , ¨ x , 0 s ¨ , 5.5 .  .  .0 t 1
where ¨ and ¨ are prescribed functions.0 1
To complete the model we include a linear constitutive relation of the
form
s s y ¨ q b ¨ , 5.6 .  .x x x x x x t
where the latter term incorporates the classic Kelvin]Voigt damping law.
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To obtain a weak form of the above problem, we multiply both sides of
 . ` .  2 .  .  . 45.1 by w in C 0, T ; E , where E s u g H 0, 1 : u 0 s u 0 s 0 , and0 x
integrate by parts in x and then t to obtain
T 1 T 1 T
fw dx dt s ¨ w dx dt y s 1, t w 1, t dt .  .H H H H Ht t
0 0 0 0 0
T 1
q s w dx dtH H x
0 0
T 1 T
s y ¨ w dx dt y k ¨ 1, t w 1, t dt .  .H H Ht t t t
0 0 0
T T 1
y j ¨ 1, t w 1, t dt q ¨ w dx dt .  .H H Hx t x t x x x x
0 0 0
T 1
q b ¨ w dx dt. 5.7 .H H x x t x x
0 0
We now define the operators B, M, N: E ª E9 by
1 :Bu, ¨ s u¨ dx q ku 1 ¨ 1 q ju 1 ¨ 1 5.8 .  .  .  .  .H x x
0
1 :Mu, ¨ s b u ¨ dx 5.9 .H x x x x
0
1 :Nu, ¨ s u ¨ dx. 5.10 .H x x x x
0
 .  .  .  .Then Eqs. 5.1 ] 5.6 may be formulated abstractly as 2.3 ] 2.5 with the
operators B, M, and N just described and where ¨ and ¨ are in E. We0 1
can now state our existence and uniqueness result.
THEOREM 5.1. Let b ) 0 and k, j G 0 be constants, let f g E, and let B,
 .  .M, and N be gi¨ en by 5.8 ] 5.10 . Then for e¨ery ¨ , ¨ g E there exists a0 1
 .  .  .  .¨ g E satisfying 2.3 ] 2.5 and such that ¨ 9 g E and B¨ 9, B¨ 0 g E9.
Proof. It is now routine to check that the operators B, N, M satisfy the
 .hypotheses of Theorem 2.1. For example, 2.2 holds with l s 1, since in
this context
 :  :Mu y M¨ , u y ¨ q B u y ¨ , u y ¨ .
1 12 2s b u y ¨ dx q u y ¨ dx .  .H Hx x
0 0
2 2q k u y ¨ 1 q j u y ¨ 1 , .  .  .  .x
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and this last expression is equivalent to the usual norm on E. It follows
that there exists a unique weak solution to the viscoelastic beam problem
 .  .5.1 ] 5.6 .
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