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Abstract: Visible-near-infrared (vis-NIR) and X-ray fluorescence (XRF) are key technologies becoming
pervasive in proximal soil sensing (PSS), whose fusion holds promising potential to improve the
estimation accuracy of soil attributes. In this paper, we examine different data fusion methods for
the prediction of key soil fertility attributes including pH, organic carbon (OC), magnesium (Mg),
and calcium (Ca). To this end, the vis-NIR and XRF spectra of 267 soil samples were collected from
nine fields in Belgium, from which the soil samples of six fields were used for calibration of the
single-sensor and data fusion models while the validation was performed on the remaining three
fields. The first fusion method was the outer product analysis (OPA), for which the outer product
(OP) of the two spectra is computed, flattened, and then subjected to partial least squares (PLS)
regression model. Two versions of OPA were evaluated: (i) OPA-FS in which the full spectra were
used as input; and (ii) OPA-SS in which selected spectral ranges were used as input. In addition,
we examined the potential of least squares (LS) and Granger–Ramanathan (GR) analyses for the
fusion of the predictions provided by the single-sensor PLS models. Results demonstrate that the
prediction performance of the single-sensor PLS models is improved by GR in addition to the LS
fusion method for all soil attributes since it accounts for residuals. Resorting to LS, the largest
improvements compared to the single-sensor models were obtained, respectively, for Mg (residual
prediction deviation (RPD) = 4.08, coefficient of determination (R2) = 0.94, ratio of performance of
inter-quantile (RPIQ) = 1.64, root mean square error (RMSE) = 4.57 mg/100 g), OC (RPD = 1.79,
R2 = 0.69, RPIQ = 2.82, RMSE = 0.16%), pH (RPD = 1.61, R2 = 0.61, RPIQ = 3.06, RMSE = 0.29), and Ca
(RPD = 3.33, R2 = 0.91, RPIQ = 1, RMSE = 207.48 mg/100 g). OPA-FS and OPA-SS outperformed the
individual, GR, and LS models for pH only, while OPA-FS was effective in improving the individual
sensor models for Mg as well. The results of this study suggest LS as a robust fusion method in
improving the prediction accuracy for all the studied soil attributes.
Keywords: chemometrics; data fusion; least squares (LS); outer product analysis (OPA); soil analysis;
visible-near-infrared (vis-NIR); X-ray fluorescence (XRF)
1. Introduction
During recent decades, precision agriculture (PA) has emerged as a solution to increase
farming efficiency while taking resource limitations and environmental conservation into
account [1]. In PA, several proximal soil sensors—including electrical, mechanical, electro-
magnetic, electro-chemical, and optical sensors—are exploited in order to have accurate
assessment of the farming input requirements of plants (crops) during the cropping season.
Spectroscopy is one of the methods that is becoming pervasive in PA due to its potential in
evaluating the properties of soils and plants [2–4] provided in speedy, cost-effective, and
environmentally friendly ways. Reports show that the visible and near-infrared (vis-NIR)
spectroscopy is the most promising technique in PA, whose performance in prediction of
primary properties is usually better than that of the secondary properties [5–8]. Another
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powerful method of PSS is XRF spectrometry, which is extensively used in elemental
analysis [9]. Nevertheless, its performance in analyzing low-Z elements—i.e., K, P, calcium
(Ca), and magnesium (Mg)—is less promising [10,11]. Since neither vis-NIR nor XRF can
measure all required soil properties satisfactorily, the hypothesis of the study was that the
fusion of the data of the two sensors can improve the prediction accuracy of selected soil
(NIR active and non-active) fertility attributes.
Two possible configurations for fusion of two (or more) kinds of spectrometers, namely,
fusion after prediction and prediction after fusion, are shown in Figure 1.
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Figure 1. Two possible configurations for data fusion in spectroscopy: (a) fusion after prediction and
(b) prediction after fusion (spectral fusion).
In the former, appropriate prediction models using individual spectrometer data are
first developed, whose predicted attributes are fused by resorting to multi-variate linear
regression (MLR), referred to also as the Granger–Ramanathan (GR) fusion [12] and model
averaging [13]. A opting this fusion method of XRF and vis-NIR spectrometers in [13]
resulted in the improvement of the overall prediction performance between 4% and 44% for
different soil attributes. Note that in GR, the weights are computed by implicitly assuming
statistical independence among the predictions’ residuals. However, their correlation is
consi ered in the least squar s (LS) fusion method [14]. The LS m thod was evaluated
for fusion of vis-NIR and XRF prediction models in [15] using a limited number of soil
samples collected from two fields in tropical soils in Brazil, showing LS outperform GR.
In the second fusion method, spectra of different spectrometers are fused first, before
the resulting matrix (or vector) is subjected to regression analysis to establish calibration
models (Figure 1b). This is referred to as spectral fusion (SF). Common approaches to
spectral fusion include spectral concatenation (SC) and outer product analysis (OPA). In SC,
different kinds of spectra are first normalized to a comparable range and then concatenated
to form a singl spectrum. The performance of SC in fusion of vis-NIR and XRF spectr
was successful in accuracy improvement of OC and Mg predictions [15,16]. In OPA, the
outer product (OP) of a pair of spectra is used as the input to a prediction model. It was
shown to be effective in fusion of XRF and vis-NIR spectra for predicting soil chromium
content (Cr) by [17]. In addition to SC and OPA, [16] pr posed a novel SF method based
on convolutional neural network (CNN) for fusion of XRF and vis-NIR spectra. This third
SF method structure was successful in improvement of prediction accuracy of soil pH, OC,
Mg, and Ca. No previous work was reported on the evaluation of OPA for the assessment
of soil pH, OC, Mg, and Ca, in comparison with LS and GR fusion methods.
In this study, the goal was to assess the prediction performance of OPA against LS
and GR fusion methods in improvement of the prediction accuracy of four soil attributes
including pH, OC, Mg, and Ca using XRF and vis-NIR spectra. One problem with OPA
is its demand for high computational resources due to a large matrix produced by OP.
Here, we attempted to make OPA computationally more efficient by selecting important
spectral and energy ranges of vis-NIR and XRF spectra for each attribute, instead of using
full ranges. In LS fusion, the predictions given by the single-sensor PLS models were
fused based on the LS method, in which the correlation existing among the residuals of
the predictions given by XRF and vis-NIR spectra is considered. Moreover, to evaluate
the LS fusion scheme, a noise modification step was introduced whose goal is to make
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the residual variance of the predictions given by the calibration set the same as that of the
validation set. The performance of LS was also compared against GR.
2. Materials and Methods
2.1. Spectroscopy Analysis
In vis-NIR spectroscopy, a light source in the visible and near-infrared range of
300 nm to 2500 nm is illuminated to a soil sample and the resulting diffuse reflectance is
detected [18]. Some soil attributes, such as OC, clay, and MC, have direct spectral responses
in the NIR range, and hence, they are referred to as primary attributes that can be estimated
by the spectrum analysis. It is also possible to estimate some other attributes that are highly
correlated with the primary attributes but do not have a direct spectral response in the
reflected spectra. In XRF spectroscopy, a certain amount of energy (between 1 KeV and
115 KeV) is radiated by a primary beam taken from an X-ray tube [18,19]. This excites each
chemical element to emit secondary spectral lines with wavelengths characteristic of that
element and intensities related to its concentration. The intensities are then measured by a
detector and can be used to estimate corresponding attributes.
Since spectral properties of soils are highly correlated [20], their dimensionality is
reduced prior to applying them to a regression model, including principal component
regression (PCR), partial least squares (PLS) regression, and boosted regression trees (BRT),
with PLS and BRT being the most popular because of their acceptable performances [21].
In this study, we adopted the PLS regression. Below is a brief description of multivariate
statistical methods and data fusion methods adopted in this work.
2.2. Partial Least Squares (PLS) Regression
PLS is one of the popular and widely-used multivariate prediction methods in soil
science [22]. It decomposes the matrix of the dependent variables X into scores T and
loadings P such that X = TPT with size of P depending on the number of the latent
variables. This decomposition is done so that the covariance between scoring T and y is
maximized [23].
2.3. Least Squares (LS) Fusion
From the perspective of signal processing, soil properties are considered as unknown
deterministic variables (as they are not random). Hence the least squares (LS) method can
be adopted in order to estimate them when some observations are available. LS assumes a
noisy measurement model with its linear model given by [14]:
zi = Hiθ + vi, i = 1, . . . , m , (1)
where zi is the ith measurement of the parameter θ, Hi denotes a linear mapping parameter,
vi is the measurement noise, and m is the number of the available observations. Then, the
estimated value is obtained by:
θ̂ = arg min (z− Hθ)T R−1(z− Hθ) , (2)
in which z indicates the vector including all samples i = 1, . . . , m, H is the aggregated
matrix of all His, i = 1, . . . , m, and R indicates the covariance matrix of the samples’ noise.





HT R−1z . (3)
The existence of the inverse of [HTR−1H] amounts to requiring the desired parameter
θ̂ to be observable [24]. Equation (3) clearly implicates a linear relationship between the
measurements and the predicted value θ̂. However, to calculate the weights in LS according
to (3), the covariance matrix R is computed based on the calibration set.
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in Flanders, Belgium. The soil samples were collected at 10–20 cm soil depth, with an av-
erage spatial sampling rate of 3.25 samples/ha during 2018. The fields included Bottelare 
(5 ha), Thierry (3 ha), Watermachine (6 ha), Beers (12 ha), Kouter (13 ha), Gingelomse (11 
ha), Dal (6 ha), Kattestraat (5 ha), and Grootland (21 ha). The information of the study 
fields is provided in Table 1 with their locations shown in Figure 3. Topographically, the 
Gingelomse and Bottelare fields had mild undulations, but other fields’ surfaces were ra-
ther flat. In addition, there was a high percentage of salt (Ca++) in the soil of Watermachine 
and Beers located close to the North Sea. Across all fields, a general cropping rotation of 
maize, potato, sugar beets, and barley/wheat is being performed with an intermittent 
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Accordingly, OPA was initially used in spectroscopy by Barros et al. [26] for relating
wavenumbers and wavelengths between vis-NIR and MIR domains. The method was
exploited in [27] for studying the effect of temperature on the vis-NIR spectrum of water.
Barros et al. [28] showed that the PCs of two vectors, instead of the vectors themselves,
can be used for OPA in case the size of the vectors is large and hence to reduce the
computational burden. The OPA method was adopted in [25] for fusion of the vis-NIR and
MIR spectra where its effectiveness in improvement of the predictions of OC was shown.
In this paper, we examine OPA for fusion of the vis-NIR and XRF spectra. To this end,
the procedure shown in Figure 2 is implemented.
2.5. Study Sites and Soil Sampling
In this study, we used in total 267 soil samples from different locations of nine fields in
Flanders, Belgium. The soil samples were collected at 10–20 cm soil depth, with an average
spatial sampling rate of 3.25 samples/ha during 2018. The fields included Bottelare (5 ha),
Thierry (3 ha), Watermachine (6 ha), Beers (12 ha), Kouter (13 ha), Gingelomse (11 ha), Dal
(6 ha), Kattestraat (5 ha), and Grootland (21 ha). The information of the study fields is
provided in Table 1 with their locations shown in Figure 3. Topographically, the Gingelomse
and Bottelare fields had mild undulations, but other fields’ surfaces were rather flat. In
addition, there was a high percentage of salt (Ca++) in the soil of Watermachine and Beers
located close to the North Sea. Across all fields, a general cropping rotation of maize, potato,
sugar beets, and barley/wheat is being performed with an intermittent short-duration
cover crop.











Bottelare Melle Nov. 23 Maize Light loam to lightclay 14.64 1.60
Thierry Moeskroen Aug. 13 Wheat Light sandy tosandy loam 15.56 1.66
Watermachine Veurne Aug. 19 Wheat Heavy clay 19.86 1.35
Beers Veurne Aug. 38 Oil seedrape Heavy clay 19.30 1.29
Kouter Huldenberg Jul./Aug. 40 Burley Silt to silt loam 3.63 1.10
Gingelomse Landen Dec. 37 Barley Light to heavyloam 22.79 1.34
Dal Landen Dec. 21 Sugar beet Light to heavyloam 23.02 1.38
Kattestraat Landen Aug. 19 Barley Light to heavyloam 8.75 1.47
Grootland Landen Oct. 57 Wheat Light to heavyloam 19.67 1.16
* MC: Moisture content. ** OC: Organic carbon.
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2.6. Laboratory Soil Measurement
Each soil sample was reduced to 400 g following standard coning and quartering
methods [29]. Each fresh sample was mixed well and its non-soil contents including
stones/gravels, grass, and stubble were moved. Then, it was separated into two parts of
200 g each. One part was used for optical measurements in laboratory while the chemical
analysis was performed based on the other part. For optical measurements, samples were
air-dried for more than two weeks, then they were crushed using an agate mortar and
pestle and then they were sieved using a 2 mm stainless steel sieve.
2.6.1. Measurement by X-ray Fluorescence (XRF) Spectrometer
About 2 g of each sieved and dried soil sampl was placed on a 30 mm open-ended
PANalytical XRF cup with a 44.0 µm Chemplex prolene X-ray film. The film was well set
noting that no air bubble exists below it while keeping it unfolded. Just before closing the
end caps, we placed a cotton ball so that the soil was held firmly in its position. We used
an Oxford XMET-8000 Expert handheld XRF spectrometer (Oxford Instruments, United
Kingdom) which was equipped with an Rh X-ray tube (4 W, max. 50 KV, max. 200 µA) and
an integrated large-area silicon drift detector (165 eV). Because of safety, the XRF working
station was used when operating with the XRF device. The soil samples were put over
the scanning window and were scanned in two operating conditions (15 KV at 30 µA; and
45 kV at 30 µA) three times, each time at differ nt positions of the sam le. Each scanning
took 120 s indicating total scanning time of 360 s for one sample.
2.6.2. Measurement by Visible and Near-Infrared (vis-NIR) Spectrom ter
We placed about 50 g of each dried and sieved soil sample into three Petri dishes
(diameter = 2 cm and depth = 1 cm). In order to ensure maximum diffuse reflection and
increase signal-to-noise ratio [30], each soil sample was gently pressed and leveled using a
spatula. We scanned the soil samples using a CompactSpec v s-NIR spectrophotometer
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(Tec5 Technology for Spectroscopy, Germany) in diffuse reflectance mode, with wavelength
range of 305–1700 nm. A 100% reflectance ceramic disc was scanned as the reference for the
device calibration every 30 min. Ten spectra per Petri dish were collected, and the resultant
30 spectra per three dishes were averaged in one spectrum per sample.
2.7. Chemical Analysis in Laboratory
The other half part of each soil sample dedicated for the laboratory chemical analysis
was kept at 4 ◦C within a cooling room and then was given to the Soil Survey of Belgium
(BDB, Heverlee, Belgium) for chemical analysis of soil OC, pH, Ca, and Mg. OC was
obtained using the dry combustion following Dumas principle (ISO 10694; CMA/2/II/A.7;
BOC). Before OC measurement, total inorganic carbon compounds were removed by treat-
ing the soil samples with hydrochloric (HCl) acid. Soil pH, after shaking and equilibrium
for 2 h in mol/l potassium chloride solution (KCl), was measured in the supernatant, using
1:2.5 soil to solution ratio. The available Mg and Ca were determined in ammonium lactate
extract with inductively coupled plasma atomic emission spectroscopy (ISO 11885; CMA
2/I/B1). Figure 4 depicts the statistics of the laboratory-measured soil attributes for the
soil samples of each field.
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tained by two different detectors of different wavelength ranges. This artifact was cor-
rected by subtracting the jump value from the whole reflectance values after 1045 nm [33]. 
The corrected spectra of 10 randomly chosen samples are shown in Figure 5a. Figure 6a 
illustrates the pre-processing methods examined for the vis-NIR spectra: (i) R (raw-nor-
malization): applying normalization (removing mean and scaling to unit variance—re-
ferred to as standard normal variate (SNV) [34]) on the raw spectra; (ii) S (smoothing-
normalization): applying normalization after smoothing the raw spectra by the Savitzky–
Figure 4. The box plot of the laboratory-measured soil organic carbon (OC), pH, magnesium (Mg), and calcium (Ca) per
each field including Grootland (Gr), Beers (Be), Kouter (Ko), Bottelare (Bo), Dal (Da), Kattestraat (Ka), Gingelomse (Gi),
Watermachine (Wa), and Thierry (Th). Since the ranges of Ca in Grootland and Beers were much larger than those of other
fields, they are depicted separately.
2.8. Spectra Pre-Processing
There exist several pre-processing methods for spectroscopy [5,31], since it impacts
considerably the prediction accuracy [32]. The best pre-processing scheme is designed
based on trial and error and experience and may depend on the desired soil attribute.
Accordingly, we examined different pre-processing methods for both XRF and vis-NIR
spectra in order to reach the best possible pre-processing steps.
For the vis-NIR spectra, the spectral range between 365 nm and 1600 nm was used
since outside this ra ge was noisy and lack d any meaningful information. There was an
artifact (spectral jump) around 1045 nm, which is due to the junction of the spectra obtained
by two different detectors of different wavelength ranges. This artifact was corrected by
subtracting the jump value from the whole reflectance values after 1045 nm [33]. The cor-
rected spectra of 10 randomly chosen samples are shown in Figure 5a. Figure 6a ill trates
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the pre-processing methods examined for the vis-NIR spectra: (i) R (raw-normalization):
applying normalization (removing mean and scaling to unit variance—referred to as stan-
dard normal variate (SNV) [34]) on the raw spectra; (ii) S (smoothing-normalization):
applying normalization after smoothing the raw spectra by the Savitzky–Golay filter [35],
with a window of size 19 and a fitting polynomial of degree 2; and (iii) FD (smoothing-first
derivative-normalization): here the first order Savitzky–Golay derivation was normalized.
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Figure 6. (a) The pre-processing steps for the visible-near-infrared (vis-NIR) spectra including raw-
normalization (R), smoothing using Savitzky–Golay filter (SGF) and then normalization (S), and first
derivative (FD) and then normalization (FD). Normalization is based on standard normal variate
(SNV). (b) The pre-processing steps for the X-ray fluorescence (XRF) spectra including raw (R),
Compton-normalized (C), Compton-normalized-smoothed (CS), and raw-smoothed (RS).
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For the XRF spectra, after several rounds of trial and error, the energy range smaller
than 22.4 KeV was selected. The XRF intensities were divided by the live time existing in
the report provided by the device in order to correct the counts per second (cps) values.
The pre-processing schemes examined for the XRF spectra are depicted in Figure 5b. The
first step of pre-processing the XRF spectra was baseline correction which removes existing
slope in the spectra. The baseline-corrected spectra were considered as the raw XRF spectra
denoted by R which are depicted in Figure 5b. Further treating the spectra by normalizing
them with regard to the Compton peak at 20.17 KeV was denoted by C. Smoothing the raw
(R) and Compton-normalized (C) spectra using the Savitzky–Golay filter with a window
of size 5 and a fitting polynomial of degree 2 was also examined and denoted by RS
and CS, respectively. The best pre-processing schemes were specified according to the
cross-validation results of the single-sensor models.
Out of the 267 soil samples, 14 samples were detected as outliers using the Maha-
lanobis distance criterion [36]. We used the soil samples of six fields as the calibration
set, while the samples of the remaining three fields were considered for validation. Since
the range of each soil attribute was different in different fields (Figure 4), the calibration
and validation sets were chosen so that their ranges are comparable in order to reduce the
datasets’ impacts on the prediction performances [2,37].
2.9. Single-Sensor Modeling
The PLS model was adopted for predicting the soil attributes using single sensors. To
establish the prediction models, first, the most important hyper-parameter of PLS is the
number of the latent variables, which was optimized for each soil attribute according to the
leave-one-out cross-validation results. Then, the optimal wavelength and energy ranges
for vis-NIR and XRF, respectively, were obtained by grid search through all the regression
coefficients with the RMSE of the leave-one-out cross-validation as the objective. More
specifically, the regression coefficients were sorted first. Then, in each step, the variables
with coefficients more than a threshold were used for cross-validation. The set of the
variables giving the minimum RMSE was selected and used for calibrating the prediction
models. After having the model calibrated, it was validated using the soil samples of the
validation fields.
2.10. Fusion Models
Four fusion schemes were evaluated based on OPA, LS, and GR. As discussed in
Sections 2.3 and 2.4, OPA uses the spectral data for fusion while LS and GR fuse the
predictions given by single-sensor models. In what follows, fusion of vis-NIR and XRF
based on OPA and LS is elaborated. Note that GR is simply a linear regression model based
on the outcomes of the vis-NIR and XRF PLS models [12,15]. More details of the method
can be found in [15].
2.10.1. OPA-Based Fusion
In order to obtain positive values for OP of the two spectra, they were shifted
up such that their minimum values become zero. Two OPA-based prediction models
were evaluated:
1. OPA-FS in which the full spectral ranges of vis-NIR and XRF were used. In other
words, the OP operator was applied on the full spectral ranges.
2. OPA-SS in which just the selected spectral ranges of the vis-NIR and XRF spectra,
obtained during the calibration of the single-sensor models, were used.
In fact, OPA-FS includes all available information while just the most informative
parts of the vis-NIR and XRF spectra, obtained in single sensor modeling (Figure 6), are
used in OPA-SS. Since PLS is used in OPA, the same steps shown in Figure 6 were used for
evaluation of OPA-FS and OPA-SS models.
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2.10.2. LS-Based Fusion
Here, the goal is to improve the estimation accuracy by fusion of the predictions given
by the vis-NIR and XRF models as shown in Figure 7. To use LS for fusion, the elements of





θ̂k − θre f
)T(
θ̂l − θre f
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(6)
where θ̂k indicates the vector of m given cross-validation predictions given by model
k ∈ {1, 2}, and θ̂re f is the related reference values. Therefore, the covariance matrix is

















where σ2k = Rk,k, k ∈ {1, 2} is the variance of the prediction of sensor k, and σ12 = R1,2 is
the covariance between the predictions of the two sensors.
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2.10.3. Noise Modification
To evaluate the performance of the LS-based fusion as well as GR, the predictions
given by the single-sensor PLS models are used (e.g., θ̂1 and θ̂2 in Figure 6). In fact, training
of the whole system should be performed in two stages: (i) training the PLS models and (ii)
training the data fusion scheme. However, those predictions of the PLS models that are
based on the calibration set are more precise than the predictions based on the validation
sets, as expected. In order to take advantage of all available predictions and not limi ing to
just the predictions of the validation set at the second stage of training, a noise modification
step was applied to the calibration predictions.
We can model the prediction given by the PLS model k as:
θ̂k = θ + vk , (8)
where vk is the prediction residual assumed to be distributed according to the normal
distribution. As expected and can be observed in Figure 7, the predictions given by the
calibration set have less variance than the validation set. If the variances of the calibration
and validation sets are, respectively, denoted by σ2cal and σ
2
val , a noise nk ∼ N
(




should be added to the prediction k of the calibration set. After the noise modification—as
shown in Figure 8—the whole available predictions, i.e., both calibration and validation
predictions, can be used for training and testing the data fusion schemes.
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2.11. Evaluation Criteria
The prediction performance of the single-sensor and fusion models were evaluated in
terms of root mean square error (RMSE), ratio of performance to deviation (RPD), coefficient
of determination (R2), and ratio of performance to inter-quartile (RPIQ). R2 depicts how
much a model performs and better than using just a very well fitted hyperplane. RPD is






in which Q1 and Q3 are the upper bounds of the first and third quartiles of the measure-
ments, respectively. In other words, the range covered by the second and third quartiles is
used by RPIQ to estimate the prediction accuracy. This range might represent the spread of
the soil attributes’ values better than their standard deviation which is used by RPD [8].
In fact, [38] SD is suitable for normally distributed measurements while the distribution
of soil attributes is usually skewed. However, since RPD has been adopted extensively
in the literature, we included it as one of the evaluation criteria. The single-sensor and
sensor-fusion models were implemented and evaluated using Python and, especially, its
scikit-learn package [39].
3. Results and Discussions
In order to have comparable calibration and validation sets, different fields were used
for evaluating the prediction models of each soil attribute, as listed in Table 2. Figure 9
illustrates the box plots of the calibration and validation sets used for the prediction models
of each soil attribute. As shown, although the selection of the calibration and validation
fields was carefully made, large differences in the ranges of the calibration and validation
set can still be observed, which will have negative influence on the prediction performance
of the prediction models. The issue becomes worse if the range of the calibration set is
smaller than that of the validation set [2,37], where part of the concentration range of the
validation set will not be accounted for in the calibration models.
Table 2. The fields that were used for validation of the prediction models of each soil attribute.
Attribute Validation Fields
pH Grootland, Gingelomse, Thierry
OC Grootland, Kattestraat, Thierry
Mg Grootland, Watermachine, Thierry
Ca Kouter, Dal, Watermachine
OC: organic carbon; Mg: magnesium; Ca: calcium; Na: sodium.
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Figure 9. Box plots of the soil attributes and the calibration and validation datasets for pH, organic carbon (OC), magnesium
(Mg), and calcium (Ca).
The optimal number of the latent variables used in the PLS models is listed in Table 3,
showing a low number of latent variables used in all modeling schemes, reflecting robust-
ness. The best pre-processing schemes were obtained ccording to the PLS modeling f
vis-NIR and XRF resulted in the optimal number of latent variables. Comparing individual
vis-NIR models against corresponding XRF models indicates that the latter groups of mod-
els were better just for Ca. For vis-NIR, the cross-validation results—shown in Figure 10
(for brevity in the figures, NIR denotes vis_NIR)—indicate that SNV alone was the best
pre-processing scheme for pH and OC while SN and FD were the best pre-processing
methods for Mg and Ca, respectively. In case of XRF, Compton normalization and in
combination with smoothing (i.e., CS) improved the prediction accuracy of OC. For pH
and Ca, just the baseline correction (i.e., R) was sufficient and more smoothing improved
the prediction performance of Mg. It is worth noting that the inelastic scattering due to
the Rh tube of the XRF device may result in misleading information that degrades the
prediction performance. To neutralize this performance degradation, the XRF spectra are
suggested to be normalized to the Compton peaks (Yılmaz and Boydaş, 2018). However,
this was effective for OC only in the current work (Figure 10).
Table 3. The number of the latent variables used in the partial least squares (PLS) models of individual
visible-near-infrared (vis-NIR) and X-ray fluorescence (XRF) spectra and fusion models by outer




Pre-Processing R S FD R C RS CS
pH 2 2 4 6 2 6 2 2 2
OC 4 4 3 5 5 5 5 2 3
Mg 6 7 4 3 4 3 4 3 2
Ca 7 9 4 5 6 5 6 2 3
The pre-processing methods are raw (R), smoothed (S), first derivative (FD), Compton normalization (C), raw-
smoothing (RS), and Compton-normalization-smoothing (CS). OC: organic carbon; Mg: magnesium; Ca: calcium.
After optimizing the number of the latent variables according to the cross-validation
analysis and selecting the best pre-processing schemes, the optimal wavelength and energy
ranges were obtained as shown in Figure 11. Variable selection results in more effective
and simpler prediction models which give better accuracies [40], as discussed in Section 3.1.
The optimal spectral and energy ranges were used for validating the single-sensor models
and comparing their performance with each other as well as the data fusion methods. The
validation results are illustrated in Figure 12. In what follows, the validation results are
explored in detail.
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Figure 10. The prediction performance of partial least squares (PLS) in cross-validation modeling of visible-near-infrared
(NIR) and X-ray fluorescent (XRF) spectra, under different pre-processing strategies for NIR: R: raw spectra normalized, S:
smoothed normalized, FD: first derivative normalized; and for XRF: C: Compton-normalized, RS: raw spectra smoothed, CS:
Comp on-normalized and smoothed. RMSE: oot mean square error; RPD: ratio of performance to deviation; R2: coefficient
of determination; RPIQ: ratio of performance to inter-quartile.
3.1. Assessment of Vis-NIR and XRF Individual Models
Comparing the v lidation results in Figure 12 with the best cross-validation results in
Figure 10 shows that similar performances were obtained which indicates the robustness
of the single-sensor models. The validation accuracies for OC and Mg from XRF were even
improved compared to the cross-validation results which might be due to using the optimal
energy ranges used in validation. In fact, wav length and energy selection simplifies the
prediction models by reducing the number of their parameters (weights). Therefore, the
models will be trained more accurately using the same training dataset [40]. Moreover, just
the informative parts of the spe tra will be used while the non-contributing parts will be
omitted. It is worth emphasizing that these results are independent validation results, as
the models produced using data of six fields were validated using data of the remaining
three fields that were not used in model calibration.
As shown in Figure 12, the predictions given by the vis-NIR spectra outperformed
the XRF for pH only. Though XRF outperformed vis-NIR for Ca (RPD = 2.95) and
Mg (RPD = 3.27), the performance of vis-NIR was also acceptable with RPD = 1.94 and
RPD = 2.42 for Ca and Mg, respectively. Similar performance was reported by [41] for Ca
based on vis-NIR modeling with a backpropagation neural network with latent variables
derived from a PLS analysis used as input. The more accurate Ca and Mg predictions of
XRF are attributed to the high intensity of fluorescence emission from Ca, compared to
other elements [42,43]. It is interesting that the optimal energy range for Ca includes its
related kα line at 3.69 KeV (Figure 11b). It is well-known that there is a positive correlation
between XRF fluorescence intensity and the atomic mass of elements [44]. More specifically,
the higher the atomic mass, the higher is the XRF intensity. That is why the XRF technology
is very popular in the elemental analysis of heavy metals in soil environment [45] than the
elements having lower atomic mass [11]. The validation results in this study coincide with
the findings reported earlier [11], confirming that XRF is limited in prediction of light soil
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elements, such as those considered in the present work. Indeed, vis-NIR was proven in this
work to be a better sensing technique than XRF for quantifying these light soil attributes.
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The validation results implicate a better accuracy for the prediction of pH, OC, and Ca
compared to those reported by [16], which might be due to more efficient pre-processing
steps and using the optimal spectral and energy ranges in the current work. Note that the
Mg accuracies obtained in this study were acceptable with RPD more than 2.3 for both
vis-NIR and XRF models. The current study illustrates that selection of most significant
optical bands is the way forward to improve the prediction accuracy of the studied soil
parameters using vis-NIR and XRF spectroscopy.
3.2. Assessment of OPA-Based Fusion Methods
Figure 13 shows the OP result of the vis-NIR spectrum of a soil sample and its
corresponding XRF spectrum. As seen, the OP is higher where there are significant changes
in the spectra. Accordingly, OPA-PLS model accuracy is expected to be higher for the
soil attributes, for which those significant changes are jointly used in their single-sensor
predictions. In other words, if the optimal wavelength and energy ranges include significant
changes in both vis-NIR reflectance and XRF intensity spectra, OPA is expected to improve
the accuracy. Specifically, the optimal energy ranges of OC do not include any significant
changes (e.g., around the XRF emission lines at 5.4, 6.08, 14.78, 18.91, and 19.21 KeV) which
means their OP will not be informative. Hence, OPA-FS and OPA-SS failed in fusion of the
two kinds of the spectra in predicting OC (Figure 12). However, the prediction accuracy
of Mg was improved appropriately by OPA-FS, compared to the single-sensor models.
In fact, OPA-FS outperformed OPA-SS in the prediction of Mg (RPD = 3.72, RPIQ = 1.51,
RMSE = 4.98 mg/100 g). Comparing with the CNN-based spectral fusion proposed by [16],
OPA was inferior in both accuracy and computational complexity, since it produces a
high-dimensional matrix, to be used as input.
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Figure 13. Outer product (OP) of the visible-near-infrared (vis-NIR) spectrum of a soil sample and its X-ray fluorescent
(XRF) spectrum.
3.3. Assessment of LS
As discussed in Section 2.10.2, LS considers the correlation between the residuals of
the predictions given by the PLS models. Figure 14 depicts that the prediction residuals of
vis-NIR and XRF are correlated with eir Pea son correlation co fficient listed in Table 4.
Therefore, it is expected that LS performs at least as well as GR for cases with correlated
noises. In fact, the sensors’ noises (residuals) are assumed to be statistically independent
in most scenarios [46,47]. While this is true for different sensors, this is not the case in
spectroscopy where the predictions re made based on spect a input (Figure 1a). Differ nt
kinds of spectra may share the same interference impact from the soil samples (e.g., due
to existence of some other chemicals within the soil sample). This will result in correlated
prediction residuals that should be taken into account when data are fused. The more
correlation ex sts among resi uals, the more improvement is expected from LS compared
to GR. Similar comparative results were also observed by [15] for Brazilian soils. However,
the results of this study are more credible since they were obtained after noise modification.
Moreover, more samples were used and the fusion methods were evaluated in a non-
spiking strategy using independent samples collected from hree fields (validation set) that
were not used in the calibration. In other words, no samples of the three validation fields
were used in the calibration.
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Figure 14. The correlation between the residuals of the predictions given by visible-near-infrared
(vis-NIR) and X-ray fluorescence (XRF) models.
Table 4. The Pearson correlation coefficient (ρ) between the residuals of the predictions given by
visible-near-infrared (vis-NIR) and X-ray fluorescence (XRF) models.
pH OC Mg Ca
ρ 0.34 0.38 0.17 −0.2
OC: organic carbon; Mg: magnesium; Ca: calcium; Na: sodium.
It is worth mentioning that redundancy should be noted when data fusion is per-
formed. In other words, each piece of information should be counted once, and the fusion
method should be able to distinguish the redundant information, while taking advantage
of synergy in available data. This is accomplished in LS by considering the correlation
among the prediction residuals. The more accurate the correlation is computed, the more
improvement in prediction accuracy will be achieved. In this study, LS was shown to
be a robust fusion method in terms of improving the prediction accuracy compared to
the single-sensor models. This indicates that considering the correlation existing among
the residuals improves the accuracy compared to training the linear regression coefficient
with an bjective f nction ignoring the correlation [48]. LS improve the single-sensor
prediction accuracies for all four attributes and stood out as the best fusion method, except
for Mg where OPA-FS accuracy was better.
4. Conclusions
In this paper, the individual performance of vis-NIR and XRF spectroscopy and their
fusion were evaluated in an analysis of soil pH, OC, Mg, and Ca using 267 soil samples from
nine fields in Belgium. Partial least squares regression (PLS) with different pre-processing
chemes was examined f r modeling individual sensor data with and without variable
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selection. The validation results reveal that the variable selection makes the single-sensor
calibration models more efficient by reducing the number of the models’ parameters,
resulting in improving their prediction accuracies.
For data fusion, two configurations were discussed, namely, prediction after fusion
and fusion after prediction. For the former case, two spectral fusion methods based on
outer product analysis (OPA) were examined: (i) OPA-FS which uses the outer product
(OP) of the full spectral ranges of the vis-NIR and XRF spectra; and (ii) OPA-SS which
considers the optimal spectral ranges of the two spectral kinds as input. OPA-FS was
generally more effective than OPA-SS as it improved the predictions for pH and Mg with
their ranges consisting of significant spectral changes. For the second fusion configuration,
least squares (LS)-based fusion approach was elaborated and examined. Results reveal that,
in general, the fusion models outperformed individual sensor models for all investigated
soil properties. It was observed that the residuals of the predictions given by the single-
sensor models are correlated while this correlation is ignored in the objective function of
the more common Granger–Ramanathan (GR) fusion method. In LS, the correlation among
the residuals of the predictions is considered. We demonstrated that LS performance is at
least the same as the GR fusion method. In order to correctly evaluate the fusion schemes
using all available samples, a noise modification step was introduced whose goal was to
modify the noise variance given by the calibration set according to that of the validation set.
Overall, the validation results of this study suggested LS as the most robust fusion
method in terms of reaching high accuracy across all key attributes. By LS, the following
independent prediction accuracies were achieved: RPD = 4.08, R2 = 0.94, RPIQ = 1.64,
RMSE = 4.57 mg/100 g for Mg; RPD = 3.33, R2 = 0.91, RPIQ = 1, RMSE = 207.48 mg/100 g
for Ca; RPD = 1.61, R2 = 0.61, RPIQ = 3.06, RMSE = 0.29 for pH; and RPD = 1.79, R2 = 0.69,
RPIQ = 2.82, RMSE = 0.16% for OC. However, OPA-FS fusion method outperformed all
individual sensor models and fusion models including LS just for Mg.
Examining the LS method for fusion of other types of spectra (e.g., vis-NIR with MIR
and XRF) and also specifying the informative wavelength ranges for each attribute and
using just those ranges in prediction modeling and fusion can be considered as interesting
future topics.
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