The water flows, temperatures and heat losses in a district heating (DH) network can be estimated by a model based on customer measurements. In this paper, we analyze the uncertainty of the estimation model based on accuracy estimates of the measurements. We apply the error propagation formula to determine analytically the uncertainty in the linear water flow system. After that, we determine the uncertainties of the estimated temperatures and heat losses using the error propagation formula again to, this time based on the uncertainties of the water flow model and uncertainties in temperature measurements. For the second model we determine the sensitivity coefficients numerically. We illustrate the uncertainty computations with a small district heating network based on hourly temperature measurements and computed water flows for one time step. , combined heat transmission factor for the pipes between the and the node, which takes into account heat conductivity of isolation, ground and from feed pipe to return pipe (W/m C) ground temperature ( C)´ both feed and return temperature measurements
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Introduction
Hourly consumption measurements are becoming available in district heating (DH) networks in the EU. This information allows tracking the state of the DH network much more accurately than before. This facilitates better management of the network, optimization of the operation and rapid identification of various faults. For this reason, we have designed a linear model to estimate the water flow in each pipe, the feed and return temperature at each node, as well as the heat loss in each pipe in different parts of a DH network using hourly measurements [1] .
Some of the input parameters of the model are uncertain and these uncertainties must be taken into account in the final solution. Several methods for error propagation have been presented in various studies [2] , [3] , [4] , [5] and [6] . Here we apply a numerical error propagation method to compute the covariance matrix for the output variables. This method can be applied to any system which is solved in the least squares (LSQ) sense.
As the DH state estimation model for a real-life DH network is very large, we illustrate the model and the computations using a small tree-structured DH network fragment shown in Figure 1 . Table 1 summarizes the known (measured) and unknown (estimated) quantities of the sample network. 
Estimation of Water Flows
Assuming a tree-like topology for the network, and no loss of water, the water flow in each feed pipe is identical to the corresponding return pipe (but opposite in direction). Therefore, it is sufficient to consider only the feed pipes when estimating the flow , . For each node in the network we write an equation stating that the incoming water subtracted by the outgoing water must equal the (measured) water consumption or supply at that node:
We can write (1) in matrix form as
where is the transmission matrix. In case of our sample network, we have (2) in the least squares (LSQ) sense [7] , gives
Estimation of Temperatures and Heat Losses
For each feed pipe and return pipe, two equations can be developed: so called heat loss equations and temperature equations. We have modified the analytical solution presented in [8] to derive the heat loss equations. The heat loss equations state that the heat loss due to conduction in the DH pipes is proportional to the temperature difference between the water and the surrounding ground. The water temperature in the pipe is approximated by the average temperature at both ends. The temperature equations state that the temperature drop in the pipe is proportional to the heat loss in the pipe, the length of the pipe and inversely proportional to the water flow rate. To summarize, we yield 4 equations for each edge in the DH network. In addition, for each branching node in the return pipe system, we need an additional equation to compute the temperature of the water mixture coming from different branches. These equations are for feed and return pipes respectively:
In this system, , is the theoretical value of heat conduction factor which can be found in [8] , is the ground temperature, and , is the solution of the flow system (2). We can rewrite it in matrix form as
After rearranging the model (4), the system can be written as a partitioned matrix [9] which is shown in Figure 2 . For this small network, we have 22 equations and 20 unknowns. We solve the overdetermined linear system (5) in the least squares (LSQ) sense, and then we have
For smaller networks, we can form , , H, and manually; for large networks, it is necessary to form the coefficient matrix and right hand side vector programmatically based on the network's structure data, we have implemented a Matlab program to do that.
The uncertainties of the computed flows in system (2), can be written in terms of the uncertainties of the flow measurements , the error propagation formula for computing the uncertainties of is developed in section 2.1; the uncertainties of can be written in terms of the uncertainties of and measured temperature . A formula for the separating the error is presented in section 2.2.1; the numerical method for calculating the sensitivity coefficient matrix for system (5) is illustrated with the small example in section 2.2.2.
Uncertainty Analysis
Uncertainty of measured and computed quantities can be expressed as standard uncertainty, which means the statistically estimated the standard deviation of the uncertain quantity interpreted as a stochastic variable [2] . A more general way to represent uncertainty is to determine the covariance matrix of the uncertain quantities. The covariance matrix can be broken down into standard errors (square roots of the diagonal) and correlation matrix (covariance normalized by standard deviations). In this paper we focus on calculating the uncertainties of the estimated water flows and feed and return temperatures as well as the heat losses for all the pipes in the DH network at one time step, i.e. computing the covariance matrix of the solutions and for the corresponding linear systems (2) and (5), respectively.
We implement the uncertainty in three steps:
1. Generalizing the formulas of the uncertainties of the estimated flow rates using error propagation formula based on the uncertainties of measured water flows. 2. Generalizing the formulas of the uncertainties at each computed node ( and ) and heat losses ( , and , ) for each pipe based on the uncertainties of measured temperatures as well as the uncertainties of estimated water flows derived by step 1. 3. Illustration of the uncertainties of the estimated temperatures and the heat losses using numerical method to compute the sensitivity coefficient matrix of the temperature-heat loss system.
The Uncertainties of the Estimated Water Flows
The linear water flow system (2) is solved in the LSQ sense by (3). It is obvious that the coefficient matrix F that only contains zeroes and ±1 is determined by the topology of the DH network, and thus imposes no uncertainty to the model. All uncertainty of the water flow system is imposed by the uncertain water flow measurements in . Error estimation is often conducted by ignoring the off-diagonal elements of the covariance matrix, i.e. determining only the standard uncertainties of individual computed quantities. Then the uncertainty propagation formula can be written for the standard errors of the flows
The full covariance matrix of is more useful than the individual standard errors of each variable, because it shows also how the errors depend on each other. In particular, the full covariance matrix is necessary in the subsequent uncertainty computations of the temperature and heat estimation model. The covariance matrix for is computed from the covariance matrix of the right hand side vector using a generalized form of the error propagation formula [3] ,
where the covariance matrix ( ) [10] denotes the known or assumed uncertainties on the elements of . As the nonzero elements of are the measured water flow rates for customer nodes, we can assume that there's no dependency between different elements of . This makes ( ) a diagonal matrix. Based on information given by a company that calibrates DH network meters, the accuracy of water flow measurements at the customer nodes is around 2% of the meter reading. Therefore, for all diagonal elements of the covariance matrix of we use (2%×d i ) 2 . To make easier to interpret, we decompose it into a vector of standard errors (square roots of the diagonal elements) and a correlation matrix. The standard errors can also be expressed in percentage of the estimated values for .
The Uncertainties of the Estimated Temperatures and Heat Losses
Unlike the flow system, the temperature-heat loss system matrix contains some uncertain coefficients. We need to consider the error propagated from both the coefficient matrix and the right hand side vector. We study the uncertainty for the outputs of system (5) in two ways: 1) separating the error for the output in terms of the error form coefficients and the right hand side vector; 2) linearizing the non-linear combination of the final solution to write its covariance in terms of the covariance of input and computing the sensitivity coefficient matrix (i.e. Jacobian matrix).
Derivation of the Covariance
The solution of the linear system × = was given by (5)
We may assume that the elements of coefficient matrix are statistically independent from the right hand side vector , since the temperature measurements only exist in the right hand side vector , and the water flow variables which are derived from the linear water flow system (2) only exist in the coefficient matrix . Then also the elements of ( ) and are independent of each other. This makes it possible to separate the uncertainties of with respect to the uncertainties of water flows and temperature measurements . In other words, the uncertainty of the solution to the system = can be written in terms of the uncertainties of the elements of the matrices ( ) and . As a result, the standard uncertainty of individual estimated xvariables is given by
where the standard uncertainties are denoted by and the right hand side implies a summation over the free index j. The standard uncertainties for are determined by the accuracy of the customer temperature measurements of the DH network. The standard uncertainty of the product of the matrices ( ) can be computed from the uncertainty of the coefficient matrix . The uncertainty of H depends on the uncertainties of the water flow estimates from system (2). Because the temperature measurements and water flows are independent of each other, the error propagation formula [11] for , can be written as ,
This formula includes implicit summation over the free indices, a, b, , , k, l. According to the structure of the vector , which only contains the elements of temperature measurements, the covariance of is only related to the uncertainty of the temperature measurements of the measured nodes. A company that calibrates DH network meters has stated that the precision of temperature measurements is about 1% and independent of each other. As with the flow measurements, we express , as a diagonal matrix with the squared standard uncertainties on the diagonal. In contrast to the right hand side vector , some of the elements of (( ) ) are not statistically independent. This means that many offdiagonal elements of (( ) ) , (( ) ) will be nonzero. The partial derivatives needed in the error propagation formula (10) are computed as
= ,
Where is the Kronecker delta:
After relabeling summed-over indices, equation (10) becomes
The only unknown quantity is (( ) ) , (( ) ) . We aim to write the covariance of ( ) in terms of the computed covariance of the estimated water flows , the elements of ( ) can be considered as functions of the input vector ,
where ( )=( , , ). As the product of matrices ( ) is a nonlinear operation, is non-linear combination of the variable , it must usually be linearized by approximation to a first-order Taylor series expansion, Suppose we have e pipes, the number of the elements of vector is e, we have
where denotes the partial derivative of with respect to the variable. It can be also written in matrix form,
where is the Jacobian matrix. is a constant that doesn't contribute to the error on , hence the error propagates following the linear case, but we should replace the sensitivity coefficients by the partial derivatives and , the matrix form of the error propagation formula is given by
where =
The sensitivity coefficient matrix [3] (i.e. the Jacobian matrix of the function ) describes the degree to which the variations of the input estimate influence the output estimate of the multiplication of the matrices. It can be evaluated from the partial derivatives of function . If we form ( , ) based on its structure, calculate the covariance of the elements of ( ) by (15), compute can by (8) , then the only unknown quantity in (11) is the Jacobian matrix of function . To calculate , we need to know the analytical function for each . For simplifying the process of deriving the specific function , some techniques of calculating the inverse of the partitioned matrix will be introduced in the following part, The coefficient matrix can be partitioned intuitionally as the form below due to its particular structure which is shown in Figure 2 ,
where , , are determined automatically once is defined, none of them contains any uncertain coefficients.
is a diagonal matrix with the terms 
is squared and symmetric, the inverse of a partitioned matrix is given by [12] and [13] , then we have the inverse of
therefore, ( ) can be derived analytically. It is possible to form this system programmatically based the network's structure data. Once the analytical functions are determined by programming,
can be calculated by substituting in to (15), the uncertainties of the estimated temperatures and heat losses can be achieved by substituting (( ) ) , (( ) ) back into the formula (11).
The Numerical Method of Computing the Uncertainties of the Estimates
The least squares solution to the linear system = is a complex nonlinear operation. We first linearize it by Taylor expansion, then the uncertainties of the estimates can be straightforwardly computed by calculating the partial derivatives for the Jacobian matrix associated with the input, which can be written as an augmented vector = ( , ). Assume that we have e pipes in the DH network. The dimensions of and are 2|N mea | and e respectively, so the dimension of is
The LSQ solution of linear system (5) can be considered as functions of the input vector ,
where ( )=( ( ), ( ) , ( )). As the product of matrices ( ) is a nonlinear operation, ( ) is a non-linear combination of the variable , after linearized by approximation to a first-order Taylor series expansion, we have
where is the Jacobian matrix. is a constant that doesn't contribute to the error on , hence the error propagates following the linear case, but we should replace the sensitivity coefficients by the partial derivatives and , the matrix form of the covariance of the outputs of the function is given by
where = ,
The Jacobian matrix of the function (i.e. sensitivity coefficient matrix) describes the degree to which the variations of the inputs influence the output of the function . However, it's very difficult to derive the analytical functions of because of the complex structure of H and the nonlinear operation by least squares sense. In practice, the Jacobian matrix can be evaluated by computing numerically the partial derivatives of the function by using the definition of the partial derivatives.
Consider a small increment vector
we approximate the partial derivatives of as:
= 1,2, , ; = 1,2, , .
For the covariance of the input , we form it block by block. For the block corresponding to covariance of , we follow the same convention as in section 2.2.1: we assume no dependency between different measurements, which makes ( ) a diagonal matrix. The uncertainty of individual measurements is assumed to be 1% of the measurement (in centigrade). The corresponding variances give the diagonal elements. Then we combine the square matrices ( ) and together as the structure shown in Figure 3 It is convenient to form ( ) and programmatically based the network structure data. We have implemented a Matlab program to do that. Hence, we can substitute ( ) and back into formula (24) to compute the covariance matrix for the estimated temperatures and heat losses for the DH network. Figure 4 shows the computational results regarding system = , including the covariance matrix for the estimated water flow for all the pipes, standard uncertainty and the correlation matrix of . The bottom line shows also the uncertainties as percentages. We observe that the uncertainty percentages for the flows are all around 2%, which was the uncertainty of the flow measurements. This indicates that the over-determined estimation model is robust with respect to uncertainties in measurements. Figure 5 shows the computational results for the temperature and heat loss system using the numerical method of computing the Jacobian matrix as described in section 2.2.2. The results include the covariance matrix of the computed temperatures and heat losses for all pipes, their standard uncertainties, and the correlation matrix of . Top 10 biggest covariance values of are highlighted in the covariance matrix, none of them is greater than 0.375, whose corresponding uncertainty is 0.612. The bottom line shows also the standard uncertainties as percentages. The percentage uncertainties of the computed temperatures and heat losses are all around 1%, which was the uncertainty for the temperature measurements. This means that even the second system is robust with respect to measurement uncertainty.
Computational Results of the Uncertainties

Conclusion
In previous research, we have developed least squares estimation models to determine the water flows, temperatures and heat losses in DH networks based on consumption measurements. In this paper, we presented uncertainty analysis of the models using error propagation.
We demonstrated two ways to compute the uncertainties of the solution of the temperature-heat loss system. A formula for computing the uncertainties of the final solution in matrix form was derived in terms of the covariance of both coefficients and right hand side vector in section 2.2.1; linearizing the non-linear combination of the final solution to write its covariance in terms of the covariance of input and calculating numerically the sensitivity coefficient matrix associated with the input temperature measurements and the computed flows are introduced in section 2.2.2, this method can be applied to any system solved b y least squares sense. Future work is to develop the output analytical functions of input vector for the estimation model.
We demonstrated the method using a small network with 6 nodes, but the method can in principle be used for arbitrary networks. However, real-life networks may create quite large estimation models. With even larger networks, use of special sparsity exploiting techniques to evaluate the uncertainties of the solution of the estimation models may be necessary.
The computed uncertainties reflect the accuracy of the estimation models. This information is necessary when interpreting the results of the state estimation model e.g. in order to detect various faults in the DH system, or inaccuracies in measurements. If the residuals of the estimation model exceed significantly the accuracy of the model, it indicates that the real system differs from the model.
