Introduction
LetṘ and R be the compactifications of the real line R by means of the point ∞ and the two points ±∞, respectively. The space of continuous functions on R that have finite limits at −∞ and +∞ is denoted by C(R), and C(Ṙ) := {f ∈ C(R) : f (−∞) = f (+∞)}.
Let C stand for the constant complex-valued functions on R and C 0 (R) for the continuous functions on R which vanish at ±∞. Notice that C, C 0 (R), C(Ṙ), and C(R) are closed subalgebras of L ∞ (R), and that C(Ṙ) decomposes into the direct sum C(Ṙ) = C+C 0 (R).
For f ∈ L 1 (R), let F f denote the Fourier transform
, the operator F extends to a bounded linear operator of L 2 (R) onto L 2 (R), which will also be denoted by F . The inverse of F is given by (F −1 g)(t) = (2π) −1 (F g)(−t) for a.e. t ∈ R. If p(·) ∈ P(R), then the space L p(·) (R) is separable and reflexive, and the set C ∞ c (R) of all infinitely differentiable compactly supported functions is dense L p(·) (R) (see, e.g., [6, Chap. 2] or [10, Chap. 3] ). where B(L p(·) (R)) is the algebra of all bounded linear operators on the variable Lebesgue space L p(·) (R).
Let p(·)
:
Let p(·) ∈ P(R). A function a ∈ L ∞ (R) is called a Fourier multiplier on the variable Lebesgue space
The closure of a set S with respect to the norm of M p(·) will be denoted by clos M p(·) (S).
Given f ∈ L 1 loc (R), the Hardy-Littlewood maximal operator is defined by for some constant c 0 > 0 and p(·) is constant outside some ball, then p(·) ∈ B M (R). Further, the behavior of p(·) at infinity was relaxed by D. Cruz-Uribe, A. Fiorenza, and C. Neugebauer [7, 8] (see also [6, Theorem 3.16] ), who showed that if a variable exponent p(·) ∈ P(R) satisfies (1.2) and there exist constants c ∞ > 0 and p ∞ > 1 such that Suppose that a : R → C is a function of finite total variation V (a) given by
where the supremum is taken over all partitions of R of the form −∞ < x 0 < x 1 < · · · < x n < +∞ with n ∈ N. The set V (R) of all functions of finite total variation on R with the norm
is a unital non-separable Banach algebra. We will frequently use the well-known fact that C ∞ c (R) ⊂ V (R). It is well known that the Cauchy singular integral operator S given for a function f ∈ L 1 loc (R) by
where the integral is understood in the principal value sense, is a Calderón-Zygmund operator. Applying [10, Corollary 6.3.10] to the operator S, we conclude that the operator S is bounded on the variable Lebesgue space L p(·) (R). In view of [17, Theorem 2] , if p(·) ∈ B M (R) and a ∈ V (R), then a ∈ M p(·) and the Stechkin type inequality holds: L. Hörmander [16] was probably the first who studied algebras of continuous Fourier multipliers on standard Lebesgue spaces L p (R). Let S(R) be the Schwartz class of rapidly decreasing functions. For
and
L. Hörmander described the maximal ideal space of the Banach algebra m p and proved that if r ∈ R p , then 
For a variable exponent p(·) ∈ B M (R), consider the following algebras of continuous Fourier multipliers:
For standard Lebesgue spaces, these definitions go back to R. Let C+C ∞ c (R) denote the set of functions of the form f = c + ϕ, where c ∈ C and ϕ ∈ C ∞ c (R). Our first main result is the following.
For standard Lebesgue spaces L p (R), 1 < p < ∞, the first equality is proved in [24, Lemma 3.1(i)].
We were not able to find the second equality stated explicitly for standard Lebesgue spaces, however it is implicit, e.g., in the proof [1, Lemma 3.8] .
For p(·) ∈ P(R), let
It follows from [29, Corollary 2.3] that if p(·) ∈ P(R) and θ ∈ (0, θ p(·) ), then the variable exponent p θ (·) :
belongs to P(R).
Further, by B Therefore, the class B * M (R) contains many non-trivial variable exponents.
By analogy with H. Mascarenhas 
Note that if p ∈ (1, ∞) \ {2} is constant, then it is not difficult to see that Our main motivation for this work are the questions whether C p (Ṙ) coincides with C p (Ṙ) and whether Our second main result is the following.
The collection of all functions of the form c + F f with c ∈ C and f ∈ L 1 (R) is denoted by W (R). It is well known that W (R) is a Banach algebra with respect to pointwise operations and the norm
The algebra W (R) is usually called the Wiener algebra. By [11, Theorem 2.1], if a ∈ W (R) and 1 < p < ∞,
As a corollary of our results, the equality C p (Ṙ) = clos Mp W (R) (which is implicit in [11, Chap. I, § 3.2]) and a deep result by A. Figà-Talamanca and G. Gaudry [14, Theorem A], we obtain the following results. In particular, they give the answers on the above mentioned questions posed in [26, 27] .
The paper is organized as follows. We start preliminaries collected in Section 2 with the proof of the embedding LH(R) ⊂ B * M (R). Further, we state the interpolation theorem of the Riesz-Thorin type for variable exponent spaces and a remarkable result by L. Diening, which can rephrased on the interpolation language as follows: for every variable Lebesgue space L p(·) (R) with p(·) ∈ B M (R) there exists a standard
Lebesgue space L p0 (R) with 1 < p 0 < ∞ and a variable Lebesgue space L p θ (·) (R) with p θ (·) ∈ B M (R) and
Note that in the definition of the class B * M (R), we require that p 0 = 2 and p θ ∈ B M (R) for all θ ∈ (0, τ p(·) ). We conclude these preliminaries with two results, which follow from our work [20] : the continuous embedding of
into L ∞ (R) with the optimal embedding constant 1 and the inequality a
, where ϕ δ is a mollifier and a ∈ M p(·) .
In Section 2, we first prove the key theorem saying that a continuous function a vanishing at infinity In Section 4, we discuss several problems related to our main results. First we observe that
is an algebra of slowly oscillating at infinity Fourier multipliers. We show that
, where P C 0 is the set of all piecewise constant functions with finite number of jumps. This closure is denoted by P C p(·) because V (R) ⊂ P C, where P C is the set of all piecewise continuous functions (having at most countable set of jumps). It is natural to conjecture that P C p(·) coincides with the closure of
We have been able only to confirm a weaker version of this conjecture: P C p(·) coincides with the closure of
, where P C 0 stands for the set of all functions in P C with finite sets of jumps. Finally, we shortly discuss a gap in the proof of the embedding 
Preliminaries

The class LH(R) is contained in B M (R)
The following lemma is implicit in [29] .
where p ∞ is the constant from condition (1.3). It follows from (1.3) that
Therefore, taking into account (1.6), we see that for x ∈ R,
In view of (2.1)-(2.3), we obtain for x, y ∈ R,
Interpolation in variable Lebesgue spaces
One of our main tools is the following interpolation theorem of the Riesz- 
If p j , j = 0, 1, are constant, then the above result is the classical Riesz-Thorin interpolation theorem, and inequality (2.6) holds with the interpolation constant 1 in the place of 4.
The above interpolation theorem will be used in the case when p 0 (·) is either equal to 2 (that is, in the case p(·) ∈ B * M (R)) or is a constant p 0 ∈ (1, ∞) determined by the following property of p(·) ∈ B M (R), which was communicated to the authors of [21] by L. Diening. 
Banach algebra of the Fourier multipliers on variable Lebesgue spaces
The results of this subsection allow us to extend techniques working for Fourier multipliers in the case of standard Lebesgue spaces, which are invariant under reflection and translations, to the case of variable Lebesgue spaces, which are neither reflection-invariant nor translation-invariant. 
in the place of the optimal constant 1 on the right-hand side of (2.8). We have to report that the formulation of that theorem contains an inaccuracy (the constant C p(·) is written in the denominator there, as well as, in the end of the proof of [18] , starting from inequality (2.8)). and the function ϕ δ is defined for δ > 0 by
11)
If p(·) ∈ B M (R) and a ∈ M p(·) , then for every δ > 0, 
Then, for every δ > 0, sup coincides with a * ϕ δ M p(·) , which completes the proof of inequality (2.12).
Proofs of the main results
Continuous Fourier multipliers vanishing at infinity
Since the interpolation theorem of the Riesz-Thorin type is available for variable Lebesgue spaces (see 
Then ψ n has compact support and ψ n V (R) = 3.
, where p θ (·) is defined by (1.7). By the Stechkin type inequality (1.4), for every n ∈ N,
Take b n := aψ n . Then
1)
b n ∈ C 0 (R) has compact support and for every n ∈ N,
Equality (1.7), Theorem 2.2 and inequality (3.2) imply that for every n ∈ N,
It follows from (3.1) and (3.3) that there exists n 0 ∈ N such that
Let ϕ ∈ C ∞ c (R) be a non-negative even function satisfying (2.10) and for δ > 0 the function ϕ δ be defined by (2.11). By Theorem 2.6 and inequality (3.3), for every δ > 0, 
As before, equality (1.7), Theorem 2.2 and inequality (3.6) imply that for every δ > 0,
Combining (3.7) and (3.8), we conclude that there exists δ 0 > 0 such that
Hence, it follows from (3.5) and (3.9) that for every ε > 0 there exists a function
(3.10)
. Fix ε > 0. By Theorem 2.3, there exist two constants p 0 ∈ (1, ∞), θ ∈ (0, 1) and a variable exponent p θ (·) ∈ B M (R) such that (2.7) is fulfilled. If 2 ≤ p 0 < ∞, then take q ∈ (p 0 , ∞). If 1 < p 0 < 2, then take q ∈ (1, p 0 ). In both cases, choose η such that
Then, as it is easily seen, in both cases we have
Take b n := aψ n . Then it follows from (3.2)-(3.3) and the Stechkin type inequality (1.4) that
where
Equalities (2.7) and (3.11), Theorem 2.2, and inequalities (3.12) and (3.14) imply that for every n ∈ N,
It follows from (3.1) and (3.16) that there exists n 0 ∈ N such that (3.5) holds.
As before, equalities (2.7) and (3.11), Theorem 2.2, and inequalities (3.6), (3.13), (3.15) and
(obtained by analogy with (3.6)) imply that for every δ > 0,
Combining (3.7) and (3.17), we conclude that there exists δ 0 > 0 such that (3.9) holds. Hence it follows from (3.5) and (3.9) that for every a ∈ C 0 (R) ∩ V (R) and every ε > 0 there exists a function
Continuous Fourier multipliers on one-point and two-point compactifications of the real line
For a function f ∈ C(R), let
It is easy to see that
The following lemma is proved by analogy with [24, Lemma 3.1(i)].
Proof. It is obvious that C p(·) (Ṙ) ⊂ C p(·) (R). On the other hand, it follows from Theorem 2.4 that
To prove the opposite embedding, let us consider an arbitrary function a in C p(·) (R) such that a(+∞) = a(−∞). Let {a n } n∈N ⊂ C(R) ∩ V (R) be a sequence such that a n − a M p(·) → 0 as n → ∞. According to Theorem 2.4, the sequence {a n } n∈N converges to a uniformly on R. Hence, in particular, a n (±∞) → a(∞)
as n → ∞. Let the functions b n := J an−a(∞) (∞, ·) ∈ C(R) ∩ V (R) be defined by (3.18) with a n − a(∞) in place of f . By the Stechkin type inequality (1.4) and equality (3.19), we have
Therefore, b n M p(·) → 0 as n → ∞ and thus,
Since a n − b n ∈ C(Ṙ) ∩ V (R), the latter equality implies that a ∈ C p(·) (Ṙ). Thus
Combining embeddings (3.21)-(3.22), we arrive at (3.20).
Proof of Theorem 1.1
To prove the opposite embedding, take a ∈ C p(·) (Ṙ) and fix ε > 0. Then there exists
It follows from inequalities (3.24)-(3.25) that
Since b(∞)+c ∈ C+C ∞ c (R), the latter inequality implies that the function a belongs to clos
Combining embeddings (3.23) and (3.27) with Lemma 3.2, we arrive at the statement of Theorem 1.1.
Proof of Theorem 1.2
By the Stechkin type inequality (1.4), for every θ ∈ (0, τ p(·) ),
To prove the opposite embedding to (3.28), consider a ∈ C p(·) (Ṙ). Then for every ε > 0 there exists
In view of Theorem 3.1(a), there exists c ∈ C ∞ c (R) such that (3.25) is fulfilled. It follows from inequalities (3.24)-(3.25) that inequality (3.26) holds. Since
Combining embeddings (3.28) and (3.30), we arrive at the first equality in Theorem 1.2. Now assume that a ∈ C p(·) (R). Then for every ε > 0 there exists a function b ∈ C(R)∩M p(·) such that (3.24) holds. Let J b (∞, ·) be defined by (3.18) with b in place of f . Then, by the Stechkin type inequality
It follows from inequalities (3.24) and (3.31) that
, the latter inequality implies that the function a belongs to clos
(3.32)
Combining embeddings (3.29) and (3.32), we arrive at the second equality in Theorem 1.2.
Proof of Corollary 1.3
Let c ∈ C and ϕ ∈ C ∞ c (R). Then we have
. Then, taking into account Theorem 1.1, we see that
It is shown in the proof of [11, Theorem 2.13 ] that for every a ∈ W (R) and ε > 0 there exists a function b of the form
where c, c −n , . . . , c n ∈ C and n ∈ N ∪ {0}, such that a − b Mp < ε. It is easy to check that b ∈ C(Ṙ) ∩ V (R).
Hence a ∈ clos Mp C(Ṙ) ∩ V (R) = C p (Ṙ) and 
Final remarks and open problems
Embedding of the algebra C p(·) (Ṙ) into the algebra SO p(·) of slowly oscillating Fourier multipliers
For a bounded measurable function f : R → C and a set J ⊂ R, let osc(f, J) := ess sup
Let SO be the C * -algebra of all slowly oscillating functions at ∞ defined by
Consider the differential operator (Df )(x) = xf ′ (x) and its iterations defined by
where C 3 (R) denotes the set of all three times continuously differentiable functions. It is easy to see that SO 3 is a commutative Banach algebra under pointwise operations and the norm
It follows from [19, Corollary 2.8] that if p(·) ∈ B M (R), then there exists a positive constant c p(·) depending only on the variable exponent p(·) such that for every function a ∈ SO 3 ,
For p(·) ∈ B M (R), consider the algebra of slowly oscillating at ∞ Fourier multipliers defined by
Since C+C exist for each x 0 ∈Ṙ. Let P C 0 (resp. P C 0 ) denote the set of all piecewise continuous functions with finitely many jumps (resp. piecewise constant functions with finitely many jumps). It is clear that P C 0 ⊂ V (R).
Proof. Since P C 0 ⊂ V (R), we obviously have
Let a ∈ P C p(·) and ε > 0. Then there exists b ∈ V (R) such that
By [11, Lemma 2.10], there exists a sequence {b n } n∈N ⊂ P C 0 such that
Then there exists N ∈ N such that
Let p 0 ∈ (1, ∞), θ ∈ (0, 1), η ∈ (0, 1] and p θ (·) ∈ B M (R) be as in the proof of Theorem 3.1(b). It follows from the Stechkin type inequality (1.4) and inequality (4.5) that for all n ≥ N ,
where c θ := 3 S B(L p θ (·) (R)) and c q := 3 S B(L q (R)) . Equalities (2.7) and (3.11), Theorem 2.2 and inequalities (4.6)-(4.7) imply that for every n ≥ N ,
It follows from the equality in (4.4) and inequality (4.8) that there exists n 0 ≥ N such that
Combining inequalities (4.3) and (4.9) we see that for every ε > 0 there exists c := b n0 ∈ P C 0 such that
Embeddings (4.2) and (4.10) yield equality (4.1).
Further, for p(·) ∈ B * M (R), consider the algebras
Proof. The embedding
is obvious. 
(4.14)
Inequalities (4.13) and (4.14) imply that a − (c + f ) M p(·) < ε. Since c + f ∈ V (R), the latter inequality implies that a ∈ clos M p(·) V (R) = P C p(·) . Thus Combining embeddings (4.11), (4.12) and (4.15), we arrive at the desired statement.
We have not been able to show that P C ∩ M p(·) is a subset of P C p(·) and therefore we must raise the inclusion P C ∩ M p(·) ⊂ P C p(·) and the resulting equality P C p(·) = P C p(·) as an open question even in the case of constant exponents p ∈ (1, ∞) \ {2} (see also [4, Section 6.27] for the discrete analogue of this open problem). in [24] contains a gap because it is not explained why one can approximate a function a ∈ ΠC ∞ p (R) in the norm of M p by functions a n ∈ C(R) ∩ M rn , where r n ∈ R p for all n ∈ N and R p is given by (1.5). Since we have not been able either to prove or to disprove (4.16), we left it as an open problem. We left it as an open problem.
On relations between
