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Abstract: In this paper, we consider the nodal set of a bi-harmonic function u on an n dimen-
sional C∞ Riemannian manifold M, that is, u satisfies the equation △2
M
u = 0 on M, where △M is
the Laplacian operator on M. We first define the frequency function and the doubling index for
the bi-harmonic function u, and then establish their monotonicity formulae and doubling condi-
tions. Following the argument in [13], with the help of establishing the smallness propagation
and partitions for u, we show that, for some ball Br(x0) ⊆ M with r small enough, an upper
bound for the measure of nodal set of the bi-harmonic function u can be controlled by Nα, that
is,
Hn−1 ({x ∈ Br/2(x0)|u(x) = 0}) ≤ CNαrn−1,
where N = max {C0,N(x0, r)}, α, C and C0 both are positive constants depending only on n and
M. Here N(x0, r) is the frequency function of u centered at x0 with radius r. Among others,
we also show that the n − 1 dimensional Hausdorff measures of nodal sets of such solutions are
bounded by the frequency function, which is independently interesting.
Key Words: Bi-harmonic function, Nodal set, Frequency function, Doubling index, Measure
estimate.
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1 Introduction
In this paper, we focus on establishing upper measure bounds of nodal sets of a
bi-harmonic function u on M, i.e., u satisfies △2Mu = 0, where M is an n−dimensional
C∞ Riemannian manifold and △M is the Laplacian operator on M. The main result of
this paper is as follows.
Theorem 1.1. Let M be an n−dimensional C∞ Riemannian manifold and u be a bi-
harmonic function on M. Then for any fixed x0 ∈ M, there exists a positive number α
depending only on n and M, such that
Hn−1 ({x ∈ Br/2(x0)|u(x) = 0}) ≤ CNαrn−1 (1.1)
holds for any r ≤ R0 with N = max {C0,N(x0, r)}, where N(x0, r) is the frequency
function of u centered at x0 with radius r; R0, C and C0 are positive constants depending
only on n and M.
In [2], F.J.Almgren first introduced the frequency for harmonic functions. Then in
[5, 6], N.Garofalo and F.H.Lin gave the monotonicity formula for the frequency func-
tions and the doubling conditions for solutions of second order linear uniformly elliptic
equations, and obtained the unique continuation property for the solutions. In 1991,
F.H.Lin in [12] gave the measure estimates of nodal sets of solutions to the second order
linear uniformly elliptic equations with analytic coefficients by the frequency functions.
Such a conclusion was also given in [10] but the arguments in these two papers are
different.
In [17], S.T.Yau conjectured that, the n−1 dimensional Hausdorffmeasure bounds
of nodal sets of the eigenfunctions of the Laplacian operator on n dimensional compact
C∞ Riemannian manifolds without boundaries are comparable to
√
λ, where λ is the
corresponding eigenvalue. Then in [4], H.Donnelly and C.Fefferman proved the upper
bounds of the Yau’s conjecture for analytic manifolds. In 1989, R.Hardt and L.Simon in
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[10] showed that, an upper bound for the measures of nodal sets of the eigenfunctions
for C∞ Riemannian manifolds is CλC
√
λ for some positive constant C. In [3], R.T.Dong
showed an upper bound for the measures of nodal sets of eigenfunctions in the two
dimensional case is Cλ3/4. Such a bound for the two dimensional case was improved
to Cλ3/4−ǫ for some small ǫ > 0 in [14] by A.Logunov and Malinnikova. Recently,
A.Logunov in [13] showed that, for the general dimensional cases, the upper bounds for
the measures of nodal sets of the eigenfunctions are Cλα for some constant α > 1/2. On
the other hand, I.Kukavica in [11] obtained the upper bounds for the eigenfunctions for
the higher even order elliptic operators with the analytic data.
In [8], Q.Han showed the structure of the nodal sets of solutions for the higher
order linear uniformly elliptic equations. In [15], we gave a definition of the frequency
function for the bi-harmonic functions and derived some measure estimates of nodal
sets for bi-harmonic functions on Euclidean spaces.
In this paper, we will consider the interior measure estimates for the nodal sets
of bi-harmonic functions on C∞ Riemannian manifolds. First we give the definitions
of the frequency function and doubling index for these bi-harmonic functions. Then
we establish the “almost monotonicity formula” and doubling conditions for these two
quantities. Through the above preparations, based on proving that the bound of n−1 di-
mensional Hausdroffmeasures of nodal sets of these bi-harmonic functions is controlled
by the frequency function, following the argument in [13], with the help of showing a
variant of the smallness propagation and partitioins for u, we drive a measure upper
bound for nodal sets of bi-harmonic functions on C∞ Riemannian manifolds. Actually,
among others, we also prove that the (n-1)-dimensional Huasdorff measures of nodal
sets of these bi-harmonic functions are controlled by their frequency function, which is
independently interesting.
The rest for this paper is organized as follows. In the second part, we give the
definition of the frequency function, and show the “almost monotonicity formula” and
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doubling conditions for the frequency function. In the third part, we give the definition
of the doubling index, and obtain the relationship between the doubling index and the
frequency function. In the fourth part, we first introduce a small Cauchy data propaga-
tion lemma and then give one variant of it. Furthermore we derive some estimates on
the doubling index during partitions by applying the propagation of the small Cauchy
data. In the fifth part, by employing partitioins and establishing some estimates related
to the frequency and doubling index over the course of partitions, we give a proof of
Theorem 1.1 under a claim that the nodal set of u have already controlled by some con-
stant depending on the frequency function of u. Finally in the last part, we will prove
the claim in the fifth part by the similar argument as in [9], Chapter 5.
2 The frequency function and the almost monotonicity
formula
Let x0 be an interior point of M. Then there exists R > 0 such that BR(x0) is
contained in a local coordinate system card. We define the frequency function of a
bi-harmonic function u as follows.
Definition 2.1. Let u be a bi-harmonic function on M. For r ≤ R, denote
DM(x0, r) =
∫
Br(x0)
(
|∇Mu|2 + |∇Mv|2 + uv
)
dVM
and
HM(x0, r) =
∫
∂Br(x0)
(
u2 + v2
)
dV∂Br(x0),
here v = △Mu. Then we define the frequency function of u centered at x0 with radius r
as
NM(x0, r) = r
DM(x0, r)
HM(x0, r)
. (2.1)
We first show an “almost monotonicity formula”.
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Theorem 2.1. Fix a point x0 on M and for any positive constant C0, there exist positive
constants C(n,M,C0) and R0(n,M) ≤ R, such that if NM(x0, r) ≥ C0 and r ≤ R0, such
that
N′M(x0, r)
NM(x0, r)
≥ −C. (2.2)
Proof. Without loss of generality, we may assume that x0 is the origin. And we set
v = △Mu. By using the polar coordinate system, a metric tensor gM on M can be written
as
gM = dr ⊗ dr + r2bi j(r, θ)dθi ⊗ dθ j.
From the argument in [9], we have that bi j(0, 0) = δi j, i, j = 1, 2, · · · , n−1, |∂rbi j(r, θ)| ≤
Λ. Set b(r, θ) = |det(bi j(r, θ))|. Then dV∂Br = rn−1
√
b(r, θ)dθ, and
HM(0, r) = r
n−1
∫
∂B1
(
u2 + v2
) √
b(r, θ)dθ.
Thus
H′M(0, r) =
n − 1
r
HM(0, r) +
∫
∂Br
1√
b
∂r(
√
b)(u2 + v2)dV∂Br + 2
∫
∂Br
(uur + vvr)dV∂Br
=
(
n − 1
r
+C
)
HM(0, r) + 2
∫
∂Br
(uur + vvr) dV∂Br ,
where C is a positive constant depending only on M and n. From the equation △2Mu = 0,
we have, by direct computation, that
DM(0, r) =
∫
∂Br
(uur + vvr) dV∂Br .
Thus
H′M(0, r) =
(
n − 1
r
+ O(1)
)
HM(0, r) + 2DM(0, r).
Now we consider the derivative of the quantity DM(0, r). For any fixed r, we sep-
arate the function u into two parts, i.e., u = u + u, where u and u satisfy the following
equations, respectively:
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
△Mu = 0 in Br,
u = u on ∂Br;

△Mu = v in Br,
u = 0 on ∂Br.
Denote
D1(r) =
∫
Br
(|∇Mu|2 + |∇Mv|2)dVM; D2(r) =
∫
Br
|∇Mu|2dVM;
and
D3(r) = 2
∫
Br
∇Mu · ∇MudVM; D4(r) =
∫
Br
uvdVM.
Because u and v both are harmonic functions, by the same arguments as in the
proof of Theorem 3.1.1, Chapter 3, [9], we have that
D′1(r) =
(
n − 2
r
+ O(1)
)
D1(r) + 2
∫
∂Br
u
2
rdV∂Br +
∫
∂Br
v2rdV∂Br .
Note that u = 0 on ∂Br, it holds that |∇Mu| = |ur| on ∂Br, and ∇Mu · ∇Mu = ur · ur
on ∂Br. So
D′2(r) =
∫
∂Br
|∇Mu|2dV∂Br =
∫
∂Br
u2
r
dV∂Br ,
and
D′3(r) = 2
∫
∂Br
∇Mu · ∇MudV∂Br
= 2
∫
∂Br
ur · urdV∂Br .
For D4(r), it holds that
|D′4(r)| =
∣∣∣∣∣∣
∫
∂Br
uvdV∂Br
∣∣∣∣∣∣
≤ 1
2
(∫
∂Br
u2dV∂Br +
∫
∂Br
v2dV∂Br
)
=
1
2
HM(0, r).
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Note that we have already required that NM(0, r) ≥ C0, So
HM(0, r) ≤ rDM(0, r)
C0
.
Thus
D′M(0, r) ≥
n − 2
r
D1(r) + 2
∫
∂Br
(u
2
ρ + u
2
ρ
+ 2uρuρ + v
2
ρ)dV∂Br − C(D1(r) + DM(0, r))
=
n − 2
r
D1(r) + 2
∫
∂Br
(u2ρ + v
2
ρ)dV∂Br − C(D1(r) + DM(0, r)).
Now we will show that
D1(r) ≤ CDM(r),
provided that r small enough.
In fact,
|D4(r)| =
∣∣∣∣∣∣
∫
Br
uvdVM
∣∣∣∣∣∣
=
∫
Br
uvdVM +
∫
Br
uvdVM
≤ 1
2
(∫
Br
u
2
dVM +
∫
Br
u2dVM
)
+
∫
Br
v2dVM
≤ Cr2
∫
Br
|∇Mu|2dVM +CrHM(0, r)
≤ Cr2D2(r) + Cr
2
C0
DM(0, r).
Here the second inequality used the Poincare′s inequality and the fact that v is a har-
monic function on M. This shows that
|D4(r)| ≤ Cr2D2(r) +
Cr2
C0
DM(0, r). (2.3)
On the other hand, from some direct calculation, we have
D3(r) = 2
∫
Br
∇Mu · ∇MudVM = 0. (2.4)
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Then from the form (2.3) and (2.4), we have
DM(0, r) = D1(r) + D2(r) + D4(r)
≥ D1(r) + D2(r) − |D4(r)|
≥ D1(r) + D2(r) − Cr2D2(r) −
Cr2
C0
DM(0, r).
Choose r small enough, depending only on n and M, such that Cr2 ≤ 1/2 and C0 = 1.
Then it holds that
DM(0, r) ≥ D1(r) + D2(r) − 1
2
D2(r) − Cr2DM(0, r),
which shows that
D1(r) +
1
2
D2(r) ≤ (1 +Cr2)DM(0, r) ≤ CDM(0, r).
From the fact that D2(r) > 0, we have
D1(r) ≤ D1(r) + 1
2
D2(r) ≤ CDM(0, r).
Thus
D′M(0, r) ≥
n − 2
r
D1(r) + 2
∫
∂Br
(
u
2
r + u
2
r
+ v2r
)
dV∂Br −CDM(0, r).
Now we will use D1(r) to control DM(0, r). For D4(r), we have that
|D4(r)| =
∣∣∣∣∣∣
∫
Br
uvdVM
∣∣∣∣∣∣
≤ 1
2
∫
Br
(u
2
+ u2)dVg +
∫
Br
v2dVM
≤ Cr2
∫
Br
|∇Mu|2dVM +Cr
∫
∂Br
(u2 + v2)dV∂Br
≤ Cr2D2(r) +Cr2DM(0, r).
In the last inequality we have used the assumption that NM(0, r) ≥ C0. For D2(r), we
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have that
D2(r) =
∫
Br
|∇Mu|2dVM
= −
∫
Br
uvdVM
≤ 1
2
(∫
Br
u2dVM +
∫
Br
v2dVM
)
≤ Cr2
∫
Br
|∇Mu|2dVM +CrH(0, r)
≤ Cr2D2(r) + Cr2DM(0, r),
and so we have
D2(r) ≤ Cr2DM(0, r) (2.5)
provided that r > 0 small enough. From (2.3), (2.4) and (2.5), we have that for r > 0
small enough,
DM(0, r) = D1(r) + D2(r) + D4(r)
≤ D1(r) + D2(r) + |D4(r)|
≤ D1(r) + D2(r) +Cr2D2(r) + Cr
2
C0
DM(0, r)
≤ D1(r) + Cr2DM(0, r),
and thus
D1(r) ≥ (1 − Cr2)DM(0, r).
Then
D′
M
(0, r)
DM(0, r)
≥ n − 2
r
D1(r)
DM(0, r)
+ 2
∫
∂Br
(u2r + v
2
r )dV∂Br∫
∂Br
(uur + vvr)dV∂Br
− C
≥ n − 2
r
(1 − Cr2) + 2
∫
∂Br
(u2r + v
2
r )dV∂Br∫
∂Br
(uur + vvr)dV∂Br
−C
≥ n − 2
r
+ 2
∫
∂Br
(u2r + v
2
r )dV∂Br∫
∂Br
(uur + vvr)dV∂Br
−C.
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So
N′M(0, r)
NM(0, r)
=
1
r
+
D′M(0, r)
DM(0, r)
− H
′
M(0, r)
HM(0, r)
≥ 2

∫
∂Br
(u2ρ + v
2
ρ)dV∂Br∫
∂Br
(uuρ + vvρ)dV∂Br
−
∫
∂Br
(uuρ + vvρ)dV∂Br∫
∂Br
(u2 + v2)dV∂Br
 −C
≥ −C.
This is the desired result.

From this “almost monotonicity formula”, we can get the following estimate for
the frequency function.
Lemma 2.2. Let u be a bi-harmonic function on M and NM(x0, r) is the corresponding
frequency function of u. Fix a point x0 on M. Then for any ǫ ∈ (0, 1), there exists some
positive constant r0 depending on n, M and ǫ, such that if NM(x0, r0) > C0, then
NM(x0, ρ) ≤ (1 + ǫ)NM(x0, r0) (2.6)
for any ρ < r0. Moreover, if r < r0, and for any ρ ∈ (r, r0), it holds that NM(x0, ρ) > C0,
then
NM(x0, ρ) ≥ (1 − ǫ)NM(x0, r). (2.7)
Proof. From Theorem 2.1, it holds that
N′M(x0, r)
NM(x0, r)
≥ −C
if NM(x0, r) > C0 and r ≤ R0, where C is a positive constant depending on n and M. We
denote
b(R) = {r ∈ (0,R)|NM(x0, r) > C0} .
Then the set b(R) is an open set of R1. So b(R) = ∪(ai, bi) for at most countable many
open intervals (ai, bi), i = 1, 2, · · · , where ai > 0, bi ≤ R. So for any r ∈ (0,R) \ b(R), it
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holds that NM(x0, r) ≤ C0 ≤ (1+ǫ)NM(x0,R) for any ǫ > 0 provided that NM(x0,R) > C0.
For any ρ ∈ b(R) and r < R ∈ b(R), one of the following two cases must happen.
1) ρ ∈ (ai0 , bi0) for some i0 with N(x0, bi0) = C0 and bi0 < R;
2) ρ ∈ (ai0 ,R).
In the first case, we have
ln
C0
NM(x0, ρ)
≤ ln NM(x0, bi0)
NM(x0, ρ)
=
∫ bi0
ρ
d lnNM(x0, r)
dr
dr
=
∫ bi0
ρ
N′
M
(x0, r)
NM(x0, r)
dr
≥ −C(bi0 − ρ)
≥ −CR,
and thus
NM(x0, ρ) ≤ eCRC0 ≤ eCRNM(x,R).
In the second case, we can also obtain that
NM(x0, ρ) ≤ eCRNM(x0,R).
Then by choosing r0 = R small enough, such that e
Cr0 ≤ 1 + ǫ, the inequality (2.6) is
proved.
Moreover, if for any ρ ∈ (r, r0), the inequality NM(x0, ρ) > C0 holds, then similarly,
we can get that
NM(x0, r) ≤ (1 + ǫ)NM(x0, ρ),
and thus
NM(x0, ρ) ≥ 1
1 + ǫ
NM(x0, r) ≥ (1 − ǫ)NM(x0, r).
Thus the form (2.7) holds.

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Furthermore, we have the following estimation of the frequency function.
Lemma 2.3. Let u be a bi-harmonic function on M and NM(x, r) be the corresponding
frequency function and x0 be a fixed point on M. Assume that NM(x0, r) ≥ C′0 > 3C0/2
for some r < r0, where r0 is a positive constant depending only on n and M, C0 is the
same positive constant as in Theorem 2.1. Then for any ρ ∈ (r, r0), it holds that
NM(x0, ρ) ≥ C0. (2.8)
Proof. If the conclusion is not true, i.e., there exists some ρ0 ∈ (r, r0), such that NM(x0, ρ0) <
C0. Then because NM(x0, r) > C0, there must exist some points ρ ∈ (r, ρ0), such that
NM(x0, ρ) = C0. Let ρ be the smallest point in (r, ρ0) such that NM(x0, ρ) = C0. Then for
any ρ ∈ (r, ρ), NM(x0, ρ) > C0. Thus from Lemma 2.2 and let ǫ = 1/2, we have
NM(x0, r) ≤ 3
2
NM(x0, ρ) =
3
2
C0 < C
′
0.
On the other hand, we have already assumed that NM(x0, r) > C
′
0
, and that is a contra-
diction. So the lemma is proved.

Lemma 2.4. Let u be a bi-harmonic function on M and x0 be a fixed point on M. Then
for any ǫ ∈ (0, 1/2), there exists some positive constant r0 depending on n, M and ǫ,
such that if r ≤ r0, it holds that
∫
Br(x0)
(u2 + v2)dVM ≤ t2(1+ǫ)NM (x0 ,r)+C
∫
Br/t(x0)
(u2 + v2)dVM, (2.9)
for any t > 1. Moreover, if NM(x, r/t) > C
′
0
, where r ≤ r0, then it also holds that
∫
Br(x0)
(u2 + v2)dVM ≥ t2(1−ǫ)NM(x0 ,r/t)−C′
∫
Br/t(x0)
(u2 + v2)dVM. (2.10)
Here C and C′ both are positive constants depending on n and M.
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Proof. We also assume that x0 = 0 without loss of generality. Then from the proof of
Theorem 2.1, we have
dHM(0, r)
dr
=
(
n − 1
r
+ O(1)
)
HM(0, r) + 2DM(0, r).
So
ln
HM(0, r)
HM(0, r/t)
=
∫ r
r/t
H′
M
(0, ρ)
HM(0, ρ)
dρ (2.11)
=
∫ r
r/t
(
n − 1
r
+ O(1) + 2
NM(0, r)
r
)
dr.
From Lemma 2.2, we obtain that for any ρ ∈ (0, r),
NM(0, ρ) ≤ (1 + ǫ)NM(0, r) (2.12)
provided that NM(0, r) > C0. So
ln
HM(0, r)
HM(0, r/t)
≤ 2(1 + ǫ) max {NM(0, r),C0} ln t,
and thus
HM(0, r) ≤ t2(1+ǫ)NM(0,r)+CHM(0, r/t).
From this inequality, it is easy to get form (2.9).
Nowwe focus on showing (2.10). Because we have already assume that NM(0, r/t) >
C′
0
, from Lemma 2.3, we have NM(0, ρ) > C0 for any ρ ∈ (r/t, r). So from Lemma 2.2
we obtain
NM(0, ρ) ≥ (1 − ǫ)NM(0, r/t).
Insert this inequality into (2.11), we have
HM(0, r) ≥ t2(1−ǫ)NM(0,r/t)−CHM(0, r/t)
for some positive constant C depending only on n and M. Then (2.10) can be obtained.

13
3 The doubling index
We define the doubling index for bi-harmonic functions as follows.
Definition 3.1. The doubling index for a bi-harmonic function u is defined as
E(x0, r) =
1
2
log2
sup
Br(x0)
|u|2 + sup
Br(x0)
|v|2
sup
Br/2(x0)
|u|2 + sup
Br/2(x0)
|v|2 , (3.1)
where v = △Mu.
We now show the relationship between the frequency function and the doubling
index.
Lemma 3.1. For any ǫ ∈ (0, 1/2), there exists a positive constant r0 depending on n, M
and ǫ, such that for any r ≤ r0, η ∈ (0, η0) with η0 = eǫ − 1, if NM(x0, ρ) ≥ C0 for any
ρ ∈ (0, (1 + η)r), it holds that
(1 − ǫ)2NM(x0, 1 + η
2
r) − C ≤ E(x0, r) ≤ (1 + ǫ)2NM(x0, (1 + η)r) +C, (3.2)
where C is a positive constant depending on n, M and x0, and C0 is the same positive
constant as in Theorem 2.1.
Proof. From the standard elliptic estimation, we have
sup
Br(x0)
|u|2 ≤ C
?
B(1+η)r(x0)
(u2 + v2)dVg,
and
sup
Br(x0)
|v|2 ≤ C
?
B(1+η)r(x0)
v2dVg.
Thus
sup
Br(x0)
|u|2 + sup
Br(x0)
|v|2 ≤ C
?
B(1+η)r(x0)
(u2 + v2)dVg.
On the other hand, it is obvious that
sup
Br/2(x0)
|u|2 + sup
Br/2(x0)
|v|2 ≥
?
Br/2(x0)
(u2 + v2)dVg.
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So from Lemma 2.4, we have
2E(x0, r) = log2
sup
Br(x0)
|u2| + sup
Br(x0)
|v|2
sup
Br/2(x0)
|u|2 + sup
Br/2(x0)
|v|2
≤ log2C ·
>
B(1+η)r(x0)
(u2 + v2)dVg>
Br/2(x0)
(u2 + v2)dVg
≤ log2C · (2(1 + η))2(1+ǫ)NM (x0 ,(1+η)r)+C
≤ 2(1 + ǫ)2NM(x0, (1 + η)r) +C.
This is the right hand side of (3.2). Here we have used the assumption that η < η0 with
η0 = e
ǫ − 1.
By the similar arguments, we have
sup
Br/2(x0)
|u|2 + sup
Br/2(x0)
|v|2 ≤ C
?
B 1+η
2
r
(x0)
(u2 + v2)dVg,
and
sup
Br(x0)
|u|2 + sup
Br(x0)
|v|2 ≥
?
Br(x0)
(u2 + v2)dVg.
Thus also from Lemma 2.4, we have
2E(x0, r) ≥ log2
1
C
·
>
Br(x0)
(u2 + v2)dVg>
Br(x0)
(u2 + v2)dVg
≥ log2
1
C
· ( 2
1 + η
)2(1−ǫ)NM (x0 ,
1+η
2
r)−C
≥ 2(1 − ǫ)2NM(x0, 1 + η
2
r) − C,
which gives the left hand side of the form (3.2).

Now we will show the doubling condition with respect to the doubling index.
Lemma 3.2. Let u be a bi-harmonic function on M. Then for any ǫ ∈ (0, 1/2), there
exists a positive constant r0 depending only on ǫ, n and M such that for any r < r0, t > 2,
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it holds that
sup
Btr(x0)
|u|2 + sup
Btr(x0)
|v|2 ≤ t2(1+ǫ)E(x0 ,2tr)+C
(
sup
Br(x0)
|u|2 + sup
Br(x0)
|v|2
)
,
and
sup
Btr(x0)
|u|2 + sup
Btr(x0)
|v|2 ≥ t2(1−ǫ)E(x0 ,r)−C′
(
sup
Br(x0)
|u|2 + sup
Br(x0)
|v|2
)
,
where C and C′ both are positive constants depending on n and M.
Proof. As in the proof of Lemma 3.1, it holds that
sup
Btr(x0)
|u|2 + sup
Btr(x0)
|v|2 ≤ C
ηn
?
B(1+η)tr(x0)
(u2 + v2)dVg,
and
sup
Br(x0)
|u|2 + sup
Br(x0)
|v|2 ≥
?
Br(x0)
(u2 + v2)dVg.
Thus from Lemma 2.4 and Lemma 3.1, we obtain that
ln
sup
Btr(x0)
|u|2 + sup
Btr(x0)
|v|2
sup
Br(x0)
|u|2 + sup
Br(x0)
|v|2 ≤ log2
C
ηn
·
>
B(1+η)tr(x0)
(u2 + v2)dVg>
Br(x0)
(u2 + v2)dVg
≤ log2
C
ηn
· ((1 + η)t)2(1+ǫ)N(x0 ,(1+η)tr)+C
≤ log2
C
ηn
· ((1 + η)t)2(1+ǫ)2E(x0 ,2tr)+C−C log2 η
≤ log2
C
ηn
· t2(1+ǫ)3E(x0 ,2tr)+C−C log2 η
≤ log2 t2(1+ǫ)
3E(x0 ,2tr)+C−C log2 η.
Here in the fourth inequality we have used the assumption that t > 2, 1 + η < 2ǫ and
thus 1 + η ≤ tǫ , ln 1
ηn
≤ t−C ln η. Then the first inequality in the lemma can be obtained
easily by putting η = η0/2.
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Similarly, we have that
log2
sup
Btr(x0)
|u|2 + sup
Btr(x0)
|v|2
sup
Br(x0)
|u|2 + sup
Br(x0)
|v|2 ≥ log2
ηn
C
·
>
Btr(x0)
(u2 + v2)dVg>
B(1+η)r(x0)
(u2 + v2)dVg
≥ log2
ηn
C
(
t
1 + η
)2(1−ǫ)2E(x0 ,r)−C+C ln η
≥ log2
ηn
C
t2(1−ǫ)
3E(x0 ,r)−C+C ln η
≥ log2 t2(1−ǫ)
3E(x0 ,r)−C+C ln η.
This implies the second inequality in the lemma by putting η = η0/2.

Now we give a changing center property for the doubling index.
Lemma 3.3. There exist positive constants r0 and E0 depending only on n and M, such
that for any ρ ∈ (0, r0), if x1, x2 ∈ Br0(x0) with E(x1, ρ) > E0 and dist(x1, x2) < ρ, then
there exists a positive constant C > 1 depending on n and M, such that
E(x2,Cρ) ≥
99
100
E(x1, ρ). (3.3)
Proof. Choose the constant C large enough, depending only on n and M such that
BCρ(1−10−10)(x1) ⊆ BCρ(x2) and BC(1−10−9)ρ/2(x2) ⊆ BCρ(1−10−10)/2(x1). Then from Lemma
3.2, by choosing t and E0 properly, we have
22(1+10
−3)E(x2 ,Cρ) ≥
sup
BCρ(x2)
|u|2 + sup
BCρ(x2)
|v|2
sup
B
C(1−10−9)ρ/2(x2)
|u|2 + sup
B
C(1−10−9)ρ/2(x2)
|v2|
≥
sup
B
Cρ(1−10−10)(x1)
|u|2 + sup
B
Cρ(1−10−10)(x1)
|v|2
sup
B
C(1−10−10)ρ/2(x1)
|u|2 + sup
B
C(1−10−10)ρ/2(x1)
|v|2
≥ 22E(x1 ,ρ)(1−10−3).
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Thus
E(x2,Cρ) ≥ 999
1001
E(x1, ρ) ≥ 99
100
E(x1, ρ),
which is the desired result. 
4 Small Cauchy data propagation and the dividing lem-
mas
We first state a small Cauchy data propagation lemma and give one of its variants
which is useful latter on. Such a lemma can be seen in [1] and [12]. Here we formulate
the result in a form similar to that presented in [13].
Lemma 4.1. Let Q ⊆ Rn be a cube with edge length r, and L be a second order linear
uniformly elliptic operator. Let u and v satisfy that Lu = v in Q. Also suppose that
|u| ≤ 1 in Q. For any ǫ ∈ (0, 1), if |u| ≤ ǫ < 1, |∇u| ≤ ǫ/r on F, where F is a face of Q,
and |v| ≤ ǫ/r2 in Q, then
sup
1
2
Q
|u| ≤ Cǫα, (4.1)
where C and α both are positive constants depending on n and the operator L.
The proof of Lemma 4.1 can be found in [1]. We further have the following variant
of Lemma 4.1.
Lemma 4.2. Assume Q ⊆ Rn is a cube with edge length r, and L is a second order
linear uniformly elliptic operator. For any ǫ ∈ (0, 1), If Lu = v in Q, |u| < ǫ, |∇u| < ǫ/r
on F and |v| < ǫ/r2 in Q, where F is a face of Q, then it holds that
sup
T
|u| ≤ Cǫα, (4.2)
where C and α are positive constants depending on n and L. Here T is a trapezium, one
of whose faces is just F, the edge length of the face opposite to F is r/2, and the line
connecting the centers of these two faces is vertical to F.
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Proof. For simplicity and clearness, we only prove the case that n = 2. For n > 2, the
proof is similar.
When n = 2, F is a segment whose length is r. Let F¯ be a segment contained in F
with its length σr for some σ ∈ (0, 1). Then by Lemma 4.1 for the face F¯, it holds that
|u(x)| ≤ Cǫα (4.3)
for any x ∈ Q¯, where Q¯ is a cube whose side length is σr/2, the distance between Q¯ and
F is σr/4, and the distance between Q¯ and any one of two sides of Q which is adjacent
to F is also σr/4. Noting the facts is that σ ∈ (0, 1) is arbitrary and a trapezium in
this lemma can be covered by sub-cubes Q¯ of the side length 1
2
σr, one can repeat using
Lemma 4.1 to obtain the estimate in Lemma 4.2.

For a cube Q, we denote
E(Q) = sup
x∈Q,r∈(0,10diam(Q))
E(x, r). (4.4)
It is called the doubling index of Q. It is obvious that, if a cube q contained in Q, then
E(q) ≤ E(Q); if a cube q is covered by the cubes {Qi} and diam(Qi) ≥ diam(q) for any
i, then there exists some i such that E(Qi) ≥ E(q).
Because M is an n dimensional C∞ manifold, it may be locally considered as a do-
main of Rn, and the corresponding Laplacian operator △M becomes some second order
linear uniformly elliptic operator L. We will give some lemmas concerning estimates of
the frequency and doubling index in separating a cube Q into some smaller subcubes.
From now on, we always assume that x0 is the original point O.
For a cube Q = [−R,R]n in Rn for some positive number R, we can divide it into
An equal sub-cubes with side length 2R/A. Now we will show a dividing lemma.
Lemma 4.3. Assume that A is an odd number such that the hyperplane xn = 0 can
always intersect An−1 subcubes. Let qi,0 denote the cubes such that the set qi,0 ∩ {xn = 0}
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is nonempty. Suppose that E(qi,0) > E for every qi,0 for some positive constant E. Then
there exist positive constants A0, R0, E0 depending on n and L, such that if A > A0,
E > E0 and R < R0, then E(Q) > 2E.
Proof. Without loss of generality, we assume that R0 = 1/2 and Lemma 3.2 can always
be used. In the following proof, we use c, C, c1, c
′
1
, c2, c
′
2
, · · · to denote the positive
constants depending only on n and the operator L.
Let B be the unit ball B1(O) and we use kB to denote the ball whose center is
the same as B, and whose radius is k times of B’s radius. Let sup
1/8B
|u|2 + sup
1/8B
|v|2 = 1.
For each point p ∈ 1
16
B, it holds that B1/32(p) ⊆ 1/8B. So sup
B1/32(p)
|u|2 + sup
B1/32(p)
|v|2 ≤ 1.
From the assumption, we know that for any qi,0, there exists a point pi ∈ qi,0, such that
E(pi, ri) > E for some ri ∈ (0, 10diam(qi,0)). From some simple calculation, we have
that 2qi,0 ⊆ B3√n/(2A)(pi). Then by Lemma 3.2 with ǫ = 1/2 and let A > A0, E > E0
large enough, we have
sup
2qi,0
|v|2 ≤ sup
2qi,0
|u|2 + sup
2qi,0
|v|2
≤ C
 sup
B3
√
n/(2A)(pi)
|u|2 + sup
B3
√
n/2A(pi)
|v|2

≤ C
 sup
B1/32(pi)
|u|2 + sup
B1/32(pi)
|v|2

(
48
√
n
A
)E
≤ 2−cE ln A.
By the same arguments, one can also get that sup
2qi,0
|u|2 ≤ 2−cE ln A. Because v satisfies the
equation Lv = 0, from the standard elliptic interior estimates, we also have that
sup
qi,0
|∇v| ≤ CA sup
2qi,0
|v|
≤ CA2− c2E ln A
= 2−
c
2
E ln A+log2C+log2 A
≤ 2−c1E ln A.
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Note that |v| and |∇v| both are bounded by 2−c1E ln A on 1
8
B ∩ {xn = 0}. So from Lemma
4.2, there exist a trapezium T such that sup
T
|v| ≤ 2−c1αE ln A. The trapezium T satisfies
that, its underside face is on {xn = 0} with side 116√n ; its top face is on the hyperplane
parallel to the hyperplane {xn = 0}; the distance between these two hyperplanes is 364√n ;
and the side of the top face is 1
32
√
n
. Such a trapezium is contained in the ball 1/8B. Note
that the cube q with side 3
80
√
n
and one face on the hyperplane {xn = 0} is contained in
the trapezium T , it holds that sup
q
|v| ≤ 2−c1αE ln A. Denote by c′
1
= c1α, we have sup
q
|v| ≤
2−c
′
1
E ln A. On the other hand, because Lu = v, from the standard elliptic estimate, it holds
that
sup
qi,0
|∇u| ≤ CA(sup
2qi,0
|u| + sup
2qi,0
|v|)
≤ 2−c2E ln A.
Thus |u| and |∇u| both are bounded by 2−c2E ln A on one of q’s faces which is contained
in the hyperplane {xn = 0}. So from Lemma 4.1, we have that there exists a cube q′
such that sup
q′
|u| ≤ 2−c3E ln A, where c3 = αmin
{
c′
1
, c2
}
. The cube q′ ⊆ {xn > 0} satisfies
that its side is 3
160
√
n
, and the distance between the center of q′ and the face {xn = 0} is
3
160
√
n
. Because q′ ⊆ q ⊆ T ⊆ 1
8
B, it holds that sup
q′
|v| ≤ 2−c′1E ln A. So sup
q′
|u|2 + sup
q′
|v|2 ≤
2−c4E ln A.
Let p be the center of q′. Then the ball B 1
320
√
n
(p) is contained in q′. Therefore
sup
B 1
320
√
n
(p)
|u|2 + sup
B 1
320
√
n
(p)
|v|2 ≤ 2−c5E ln A.
However, because 1
8
B ⊆ B1/2(p), it holds that
sup
B1/2(p)
|u|2 + sup
B1/2(p)
|v|2 ≥ 1.
So
sup
B 1
2
(p)
|u|2 + sup
B 1
2
(p)
|v|2
sup
B 1
320
√
n
(p)
|u|2 + sup
B 1
320
√
n
(p)
|v|2 ≥ 2
c5E ln A.
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By Lemma 3.2 with ǫ = 1/2, we also have
sup
B 1
2
(p)
|u|2 + sup
B 1
2
(p)
|v|2
sup
B 1
320
√
n
(p)
|u|2 + sup
B 1
320
√
n
(p)
|v|2 ≤
(
160
√
n
)3E(p,1)
.
Hence E(p, 1) ≥ c6E lnA. Then E(p, 1) > 2E for A large enough. 
5 The simplex lemma and the proof of Theorem 1.1
Now we will give the measure estimate of the nodal set of u with its frequency
function by following the argument in [13]. In this section, we assume that x0 is the
origin O. We omit the details and only give the outlines of proofs of lemmas if they are
similar to those in [13]
Lemma 5.1. Let Q be a cube [−R,R]n ⊆ Rn. Suppose that E(Q) ≤ E0 and R < R0 for
some positive constants E0 and R0 depending on M, n and x0. Then for any ǫ > 0, there
exists a positive constant A1 depending on n and ǫ, if we divide Q into A
n
1
smaller equal
subcubes qi, and let qi,0 denote subcubes with nonempty intersection of the hyperplane
{xn = 0}. Then the number of the subcubes qi,0 with E(qi,0) > E0/2 is less than ǫAn−1.
Proof. From Lemma 4.3, we can choose an integer A0 such that, if we separate Q into
An
0
equal subcubes, then there exists at least one subcube with nonempty intersection
of {xn = 0} having its doubling index less than E0/2. We also use qi,0 to denote the
subcubes such that qi,0 ∩ {xn = 0} is not empty. For the cube qi,0 with E(qi,0) ≥ E0/2, we
can partition it into An
0
subcubes again, and then there exist at least one subcubes with
nonempty intersection of {xn = 0} such that the doubling index for such a subcube is
less than or equal to E0/2. For the cube qi,0 with E(qi,0) < E0/2, if we partition it into A
n
0
subcubes, then its each subcube’s doubling index is less than or equal to E0/2. When we
separate Q into Akn
0
equal subcubes, we use Tk to denote the number of subcubes with
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nonempty intersection with {xn = 0}, and whose doubling index is larger than E0/2.
Then it holds that
Tk+1 ≤ Tk(An−10 − 1).
Thus
Tk ≤ Ak(n−1)0 (1 −
1
An−1
0
)k.
Choose k large enough such that (1 − 1
An−1
0
)k ≤ ǫ, we can get the desired result. 
Remark 5.2. The conclusion of this lemma holds if we change the hyperplane xn = 0
into any other hyperplane, and the corresponding constant R0, E0 and A0 are indepen-
dent of this changing.
Let xi, i = 1, 2, · · · , n + 1 be n + 1 points on B1(O) ⊆ Rn, and S be the simplex in
R
n with xi as its vertices. Let w(S ) denote the width of S . Then we have the following
lemma.
Lemma 5.3. Let κ be a given positive constant and w(S ) > κ. Then there exist a positive
constant K depending only on n and κ, and positive constants c, C, R0 and E0 depending
on M, n, O and κ, such that if S ⊆ BR0(O) and E(xi, r) > E0 for i = 1, 2, · · · , n + 1 and
r = Kdiam(S )/2, then E(x,Cdiam(S )) > E0(1 + c), where x is the barycenter of S .
The conclusion of this lemma comes from Lemma 3.2 and the following geometric
fact: there exist positive constants c and K depending on n and a, such that if ρ =
Kdiam(S ), then
B(1+c)ρ(x0) ⊆
n+1⋃
i=1
Bρ(xi).
Moreover, it holds that c −→ 0 and K −→ +∞ when a −→ 0.
Lemma 5.4. There exist a constant c > 0, an integer A2 depending only on n, and
positive numbers E0 and R0, such that, for any cube Q ⊆ BR(O) with R < R0, if E(Q) ≥
E0, and we partition Q into A
n equal subcubes with A ≥ A2, then the number of the
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subcubes such that their doubling indexes are greater than E(Q)/(1 + c) is less than
1
2
An−1.
Proof. Let A1 be the same positive integer as in Lemma 5.1. We divide Q into A
jn
1
smaller equal subcubes. Then this lemma is proved by the following three steps.
Step 1. Let q be any one of the smaller equal subcubes. Let F be the set of points
x in the cube q such that E(x, r) ≥ E0/(1 + c) with r ≤ 10diam(q). Let w(F) =
width(F)
diam(q)
. Then by Lemma 5.3, we obtain that for any w0 > 0, there exist a positive
integer j0 and a positive constant c0, such that if j > j0, c < c0, then w(F) < w0.
Step 2. Let w0 = 1/A1, where A1 is the same positive integer in Lemma 5.1. Then by
the conclusion as in the above step, one can show that, if ǫ and c both are sufficiently
small, then there exists a positive integer j0 = j0(ǫ, c), such that if Q is separated into
A
jn
1
smaller equal subcubes q with j ≥ j0, and q is separated into An1 smaller equal sub-
cubes qi, then the number of qi with E(qi ≥ E(Q)/(1 + c)) ≤ 12An−11 . Here we have
also used Lemma 3.3.
Step 3. Denote by K j the number of cubes such that its doubling index is larger than
E(Q)/(1 + c) when Q is separated into A
jn
1
equal smaller subcubes. Then
K j+1 ≤ 1
2
An−11 K j,
for j > j0. Define A = A
j
1
, we can see that
K j ≤ K j0
1
2 j− j0
A
(n−1)( j− j0)
1
≤ 1
2
An−1,
for j large enough.

Proof of Theorem 1.1
Define a function
F (E) = sup H
n−1({u = 0} ∩ Q)
diamn−1(Q)
, (5.1)
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where the supremum is taken over the set of all the bi-harmonic functions u on M, and
cubes Q within BR0(O), such that its doubling index E(Q) ≤ E. We first claim that the
function F (E) ≤ C(E) < +∞, where C(E) is a positive constant depending on n, M, Q
and E. Then the function F (E) is well defined, i.e., F (E) < +∞. This claim will be
proved in the next section.
We call a number E is bad if F (E) ≥ 4A2F (E/(1 + c)), where A2 and c both are
positive constants as in Lemma 5.4. First we will show that the set of the bad number E
is bounded.
Consider a bad number E and a function u with a cube Q such that
Hn−1({u = 0} ∩ Q)
diam(Q)n−1
>
3
4
F (E). (5.2)
with E(Q) ≤ E. Divide Q into An
2
equal small subcubes and separate them into two
parts G1 and G2, such that for qi ∈ G1, it holds that E(qi) > E/(1 + c), and for qi ∈ G2,
E(qi) ≤ E/(1 + c). Because the number of cubes belonging to G1 is less than 12An−12 , it
holds that
Hn−1({u = 0} ∩ Q) ≤
∑
qi∈G1
Hn−1({u = 0} ∩ qi) +
∑
qi∈G2
Hn−1({u = 0} ∩ qi)
≤ |G1|F (E)diam
n−1(Q)
An−1
2
+ |G2|F (E/(1 + c))diam
n−1(Q)
An−1
2
≤ 1
2
F (E)diamn−1(Q) + 1
4
F (E)diamn−1(Q)
≤ 3
4
F (E)diamn−1(Q),
and this contradicts to (5.2). Thus the bad E is bounded by some E0 depending only on
M, n and O.
From the form (5.2), we know that, for E > E0, if E/(1+c)
k ≤ E0 and E/(1+c)k−1 >
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E0, then it holds that
F (E) ≤ 4A2F (E/(1 + c))
≤ (4A2)2F (E/(1 + c)2)
≤ · · ·
≤ (4A2)kF (E/(1 + c)k).
Let C¯0 = sup
E≤E0
F (E), and note that k ≤ log1+c(E/E0) + 1, the above inequalities show
that
F (E) ≤ C¯0(4A2)1+log1+c
(
E
E0
)
≤ C¯0
(
E
E0
)log1+c(4A2)
≤ C¯′0Eα,
where α = log1+c(4A2) and C¯
′
0 = 4A2C¯0. So
Hn−1 ({u = 0} ∩ Q) ≤ C¯′0Eα(diamQ)n−1.
Then from Lemma 3.1, with ǫ = 1/2 and η = η0/2, we can obtain the desired result.

6 An upper bound for the nodal set of u
In this section we show that F (E) < +∞. More precisely, we will prove that the
n − 1 dimensional Hausdorff measures of nodal sets of such solutions are bounded by
the frequency function. In order to show this result, we separate the nodal set of u into
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the following four parts.

C1(u) = {x ∈ M|u(x) = 0, |∇u|(x) , 0} ,
C2(u) =
{
x ∈ M|u(x) = 0, |∇u|(x) = 0, |∇2u|(x) , 0
}
,
C3(u) =
{
x ∈ M|u(x) = 0, |∇u|(x) = 0, |∇2u|(x) = 0, |∇3u|(x) , 0
}
,
C4(u) =
{
x ∈ M|u(x) = 0, |∇u|(x) = 0, |∇2u|(x) = 0, |∇3u|(x) = 0
}
.
From [8], it is known that the dimension of C4(u) is at most n− 2. Thus we only need to
consider the upper bounds of the n−1 dimensional Hausdorffmeasures for C1(u), C2(u)
and C3(u).
We first introduce an important lemma as follows.
Lemma 6.1. There exists an η0 ∈ (0, 1/2] depending only on n such that for any η ∈
(0, η0] and any wi ∈ C1,1/2(B1(0)), i = 1, 2, with
|wi|C1,1/2(B1(0)) ≤ 1, i = 1, 2,
|w1 − w2|C1(B1(0)) ≤ 12η5,
then
Hn−1
(
B1−η ∩ {w1 = 0, |∇w1| > η}
)
≤ (1 + c√η)Hn−1 (B1 ∩ {w2 = 0, |∇w2| > η/2}) ,
(6.1)
where c is a positive constant depending only on n.
This lemma can be seen in [9] and [10].
We now give some notations. Let L be the operator in Rn with the form Lu =
n∑
i, j=1
(ai j(x)uxi )x j . Let v = Lu and suppose that L
2u = 0. Then we write

N1(u)(x0, r) = r
∫
Br (x0)
(|∇u|2+|∇v|2)dx∫
∂Br(x0)
(u2+v2)dσ
,
N2(u)(x0, r) = r
∫
Br (x0)
(|∇2u|2+|∇2v|2)dx∫
∂Br(x0)
(|∇u|2+|∇v|2)dσ .
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Let x0 be a fixed point and without loss of generality, we always assume that ai j(x0) = δi j
and |ai j|C1(B1(0)) ≤ Γ, and define ω(y, r) = sup
Br(y)
n∑
i, j=1
(r|∇ai j|). Then ω(y, r) ≤ Γr, and
|ai j|C1(B1(0)) ≤ Cω(0, 1), where C is a positive constant depending only on n. It is easy
to see that N(x0, r) ≤ CN1(u)(x0, r), where C is a positive constant depending only on n
and L.
Lemma 6.2. Assume that in B1(0) Lu =
n∑
i, j=1
(ai j(x)uxi )x j with ai j(0) = δi j. Suppose that
ω(0, 1) ≤ ǫ, where ǫ is a positive constant depending only on n. Also suppose that u
satisfies that L2u = 0 and N1(u)(0, 1) ≤ N for some positive constant N large enough.
Then there exists a bi-harmonic function φ defined in B3/4(0) such that
3
4
∫
B3/4(0)
|∇φ|2 + |∇ψ|2dx∫
∂B3/4(0)
φ2 + ψ2
≤ CN, (6.2)
and for any α ∈ (0, 1),

|u|2
C1,α(B3/4(0))
+ |φ|2
C1,α(B3/4(0))
+ |v|2
C1,α(B3/4(0))
+ |ψ|2
C1,α(B3/4(0))
≤ C(‖u‖2
L2(∂B1(0))
+ ‖v‖2
L2(∂B1(0))
),
‖u − φ‖2
C1,α(B3/4(0))
+ ‖v − ψ‖2
C1,α(B3/4(0))
≤ Cǫ(‖u‖2
L2(∂B1(0))
+ ‖v‖2
L2(∂B1(0))
),
where v = Lu, ψ = △φ, and C is a positive contant depending only on n, α and the
operator L.
Proof. Without loss of generality, assume that
∫
∂B1(0)
(u2 + v2)dσ = 1.
Since Lu = v, Lv = 0, from the standard global L2 estimate and N1(u)(0, 1) ≤ N, we
have ∫
B1(0)
(u2 + v2)dx ≤ C, (6.3)
and ∫
B1(0)
(|∇u|2 + |∇v|2)dx ≤ N. (6.4)
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Then from (6.3) and the interiorW2,p estimate, i.e.,

‖u‖W2,p(B3/4(0)) ≤ C(‖u‖L2(B1(0)) + ‖v‖L2(B1(0))),
‖v‖W2,p(B3/4(0)) ≤ C‖v‖L2(B1(0)),
we obtain that
‖u‖2
W2,p(B3/4(0))
+ ‖v‖2
W2,p(B3/4(0))
≤ C, (6.5)
where the positive constant C here depending on n, L and p.
Define a bi-harmonic function φ satisfying that

△φ = ψ, in B3/4(0), φ = u, on ∂B3/4(0),
△ψ = 0, in B3/4(0), ψ = v, on ∂B3/4(0).
Then 
∫
B3/4(0)
∇φ∇(φ − u) = −
∫
B3/4(0)
ψ(φ − u),
∫
B3/4(0)
∇ψ∇(ψ − v) = 0.
Then we have that ∫
B3/4(0)
|∇ψ|2dx ≤
∫
B3/4(0)
|∇v|2dx, (6.6)
and
∫
B3/4(0)
|∇φ|2dx ≤
∫
B3/4
|∇u|2dx + ǫ
∫
B3/4(0)
(φ − u)2dx + 1
ǫ
∫
B3/4(0)
ψ2dx, (6.7)
for any ǫ > 0. Note that φ = u on ∂B3/4(0), from the Poincare inequality, we have
∫
B3/4(0)
(φ − u)2dx ≤ C
∫
B3/4(0)
|∇(φ − u)|2dx (6.8)
≤ 2C
∫
B3/4(0)
|∇φ|2dx + 2C
∫
B3/4(0)
|∇u|2dx.
We also have that
∫
B3/4(0)
ψ2dx ≤ 2
∫
B3/4(0)
(ψ − v)2dx + 2
∫
B3/4(0)
v2dx. (6.9)
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Also from the Poincare inequality, we have∫
B3/4(0)
(ψ − v)2dx ≤ C
∫
B3/4(0)
|∇(ψ − v)|2dx (6.10)
≤ 2C
∫
B3/4(0)
|∇ψ|2dx + 2C
∫
B3/4(0)
|∇v|2dx.
Because v satisfies that Lv = 0 in B1(0), we have that∫
B3/4(0)
v2dx ≤
∫
B1(0)
v2dx ≤ C
∫
∂B1(0)
v2dσ ≤ C. (6.11)
Put (6.6), (6.8), (6.9), (6.10) and (6.11) into (6.7), we obtain that∫
B3/4(0)
|∇φ|2dx ≤ C
(∫
B3/4(0)
|∇u|2dx +
∫
B3/4(0)
|∇v|2dx + 1
)
≤ CN, (6.12)
because we have assumed that N is large enough. Then from (6.6) and (6.12), we have∫
B3/4(0)
|∇φ|2 + |∇ψ|2dx ≤ CN. (6.13)
This implies (6.2).
We also have that
−△(u − φ) = ((ai j − δi j)ui) j − (v − ψ), in B3/4(0), u − φ = 0 on ∂B3/4(0),
−△(v − ψ) = ((ai j − δi j)ui) j, in B3/4(0), v − ψ = 0 on ∂B3/4(0),
in B3/4(0).
Then from the globalW2,p estimate, i.e.,
‖u − φ‖W2,p(B3/4(0)) ≤ C
(
‖((ai j − δi j)ui) j‖L2(B3/4(0)) + ‖v − ψ‖L2(B3/4(0))
)
,
‖v − ψ‖W2,p(B3/4(0)) ≤ C‖((ai j − δi j)ui) j‖L2(B3/4(0)),
and the inequality (6.5),we have that
‖u − φ‖W2,p(B3/4(0)) + ‖v − ψ‖W2,p(B3/4(0)) ≤ Cω(0, 1)(‖u‖W2,2(B3/4(0)) + ‖v‖W2,2(B3/4(0)))
≤ Cω(0, 1).
Then by taking p large enough and the embedding theorem, we obtain the second
inequality of this lemma. 
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By the similar argument as in [16], we have that, if φ is a bi-harmonic function,
and N1(φ)(0, 1) ≤ N, then it holds that
Hn−1 ({x ∈ B1/2(0)|φ(x) = 0}) ≤ CN,
where C is a positive constant depending only on the dimension n.
Define
HN =
w ∈ H3(B1(0))|△2w = 0,
∫
B1(0)
|∇w|2 + |∇△w|2dx∫
∂B1(0)
w2 + (△w)2dσ
≤ N,
∫
∂B1/2(0)
w2 + (△w)2dσ = 1
 .
Then we have the following lemma which has a similar version in H1 space in [9] and
[10].
Lemma 6.3. The set HN is compact in local L
2 norm and local Ck norm for any k ≥ 0.
Proof. For any w ∈ HN , from the doubling conditions, we have that∫
∂B1
(w2 + (△w)2)dx ≤ C(N).
Then from the globalW3,2 estimate and the definition of HN , we know that
‖w‖2
H3(B1)
≤ C′(N),
which shows that, for any sequence {wm} in HN has a uniform H3 bound in B1. Then
there exists a subsequence {um′} and a w0 ∈ HN such that wm′ converge to w0 strongly in
L2(B1); and wm′ converge to w0 weakly in H
3(B1). It is obvious that w0 is a bi-harmonic
function, and then from the interior estimates for bi-harmonic functions, we get that for
any integer k ≥ 0, and any r ∈ (0, 1), it holds that wm′ converge to w0 in Ck(Br). This
implies that
∫
∂B1/2
(w20 + (△w0)2)dσ = 1, and
r
∫
Br
(|∇w0|2 + |∇(△w0)|2)dx∫
∂Br
(w2
0
+ (△w0)2)dσ
= lim
m′−→∞
r
∫
Br
|∇wm′ |2 + |(△wm′)2|dx∫
∂Br
(w2
m′ + (△wm′)2)dσ
≤ N,
for any r ∈ (0, 1). Thus we obtain that w0 ∈ HN . 
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Lemma 6.4. For any bi-harmonic function w ∈ HN in B1(0), there exist positive con-
stant γ(N) depending only on n and N, and finitely many balls Bri(xi) with ri ≤ 12 and
xi ∈
{
x ∈ B1/2(0)|w(x) = 0, |∇w(x)| = 0
} ∩ C1(w), such that
{
x ∈ B1/2(0)|∇w(x)| < γ(N)
} ∩ C1(w) ⊆ ∪iBri(xi),
and ∑
i
rn−1i < 1/2.
Proof. Take any w0 ∈ HN . We note that {|∇w0| = 0} ∩ C1(w0) ⊆ ∂C1(w0). Because the
dimension of the set C¯1(w0) is at most n − 1, the dimension of ∂C1(w0) is at most n − 2,
it holds that
Hn−1({|∇w0| = 0} ∩ C1(w0)) = 0.
Then there exist countablity many balls Bri(xi) with ri ≤ 1/2 such that
{|∇w0| = 0} ∩ C1(w0) ⊆ ∪iBri(xi), (6.14)
and ∑
i
rn−1i ≤
1
2
.
Set
γ(w0) =
1
3
inf
x∈B1(0)\∪Bri (xi)
|∇w0|(x).
From (6.14), it is obviously that γ(w0) > 0. Consider any w ∈ HN , such that |w −
w0|C1(B3/4(0)) < γ(w0). Then
{
x ∈ B1/2(0)||∇w|(x) < γ(w0)
} ∩ C1(w) ⊆ ∪iBri(xi).
Because HN is compact under the localC
1 norm, we know that there existw1,w2 · · · ,wm ∈
HN such that HN ⊆ ∪mi=1Bγ(wi)(wi). Then we obtain the desired result by setting γ(N) =
min
1≤i≤m
γ(wi). 
32
We now give the relationship between N1(u)(x0, r) and N2(u)(x0, r) when x0 satisfies
that u(x0) = 0.
Lemma 6.5. If L2u = 0 and N1(0,
1
2
) > N0, where N0 is a positive constant depending
only on n and L, then it holds that
N2(u)(0,
1
2
) ≤ 2CN1(u)(0,1). (6.15)
Here C is also a positive constant depending on n and L.
Proof.
N2(u)(x0, r) = r
∫
Br(x0)
(|∇2u|2 + |∇2v|2)dx∫
∂Br(x0)
(|∇u|2 + |∇v|2)dσ = Cr
2
>
Br(x0)
(|∇2u|2 + |∇2v|2)dx>
∂Br(x0)
(|∇u|2 + |∇v|2)dσ .
Then
N2(u)(0, 1) = C
>
B1(0)
(|∇2u|2 + |∇2v|2)dx>
∂B1(0)
(|∇u|2 + |∇v|2)dσ .
From the standardW2,2 interior estimate, we know that
?
B1/2(0)
(|∇2u|2 + |∇2v|2)dx ≤ C
?
B1(0)
(u2 + v2)dx.
Now we claim that
?
∂B1/2(0)
(|∇u|2 + |∇v|2)dσ ≥ C
(?
B1/2(x0)
(u2 + v2)dx
)
.
If not, then for any C > 0, there exist u and v satisfying that Lu = v, Lv = 0, and
?
∂B1/2(0)
(|∇u|2 + |∇v|2)dσ ≤ C
(?
B1/2(0)
(u2 + v2)dx
)
. (6.16)
But from the global L2 estimate, we have
?
B1/2(0)
(|∇u|2 + |∇v|2)dx ≤ C
?
∂B1/2(0)
(|∇u|2 + |∇v|2)dσ,
and ?
B1/2(x0)
(u2 + v2)dx ≤ C
?
∂B1/2(x0)
(u2 + v2)dx.
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Thus we have that
N1(u)(0,
1
2
) ≤ C′,
where C′ is a positive constant depending on n, L and the constant C in (6.16), which is
a contradiction to the assumption that N1(u)(0,
1
2
) ≥ N0 for large enough N0 depending
only on n and L. Then from Lemma 2.4, we will get the desired result. 
Lemma 6.6. Suppose that L is a linear operator in B1(0) with the form Lw = (ai jwi) j
with ai j(0) = δi j and ω(0, 1) ≤ ǫ, where ǫ is a positive constant depending only on n.
Let u satisfying that L2u = 0 in B1, and set v = Lu. Also assume that
N2(u)(0, 1) ≤ N
for some positive constant N large enough. Then there exists a vector valued function
φ = (φ1, φ2, · · · , φn) such that φi is bi-harmonic for each i = 1, 2, · · · , n, defined in
B3/4(0) with ψ = △φ, such that
3
4
∫
B3/4(0)
|∇φ|2 + |∇△φ|2dx∫
∂B3/4(0)
|φ|2 + |△φ|2 ≤ CN, (6.17)
and for any α ∈ (0, 1),

|∇u|2
C1,α(B3/4(0))
+ |φ|2
C1,α(B3/4(0))
+ |∇v|2
C1,α(B3/4(0))
+ |ψ|2
C1,α(B3/4(0))
≤ C(‖∇u‖2
L2(∂B1(0))
+ ‖∇v‖2
L2(∂B1(0))
),
‖∇u − φ‖2
C1,α(B3/4(0))
+ ‖∇v − ψ‖2
C1,α(B3/4(0))
≤ Cǫ(‖∇u‖2
L2(∂B1(0))
+ ‖∇v‖2
L2(∂B1(0))
),
where C is a positive contant depending only on n, α and the operator L.
The proof is similar to that of Lemma 6.2, we omit it.
Lemma 6.7. Suppose N is a positive integer. Then for k = 1, 2, 3, there exists a positive
constant ωN such that for any y ∈ B1/2 and r ≤ 1/2 if ω(y, 2r) ≤ ωN where ωN is a
positive constant depending on n, L and N, then there exist finitely many balls
{
Bk
i
}
in
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B2r(y) with rad(B
k
i
) ≤ r/2, where rad(Bk
i
) is the radius of the ball Bk
i
, for each i and k,
such that the center of Bk
i
is in Ck \ Ck,
Br(y) ∩ Ck(u) \ Ck(u) ⊆ ∪iBki ,
Hn−1(Ck(u) ∩ Br(y) \ ∪iBki ) ≤ CNrn−1,
and ∑
i
(rki )
n−1 ≤ 1
2
rn−1.
Proof. We first focus on the case that k = 1. Consider the transformation x −→ y + 2rz.
Then by L2u = 0, we have that L¯2u¯ = 0 in B1, where
L¯ = (a¯i j(z)∂i) j = (ai j(y + 2rz)∂i) j,
and
u¯(z) = u(y + 2rz)/‖u‖L2(∂B2r(y)).
Then supB1(|∇a¯i j|) = supB2r(y) 2r(|∇ai j|) = ω(y, 2r). By Lemma 6.2, and ‖u¯‖L2(∂B1) = 1,
‖∇u¯‖L2(B1) ≤ C
√
N, we can find a function φ such that
L20φ = 0 in B3/4,
with L0 = (a¯i j∂i) j,
3
4
∫
B3/4(0)
|∇φ|2 + |∇△φ|2dx∫
∂B3/4(0)
φ2 + (△φ)2dσ ≤ CN,
and 
|u¯|C1,1/2(B3/4) + |φ|C1,1/2(B3/4) ≤ C,
|u¯ − φ|C1(B3/4) ≤ Cω(y, 2r).
So by choosing r small enough, we have
Hn−1(C1(u) ∩ B1/2 ∩
{
|∇u¯| > 2−CNγ(N)
}
) ≤ CHn−1({φ = 0} ∩ B2/3).
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Because φ is an analytic function, we can get that
Hn−1(φ = 0 ∩ B2/3) ≤ CN,
and thus
Hn−1(C1(u) ∩ B1/2 \ ∪iBr¯i(x¯i)) ≤ CN.
In the second step, we consider k = 2.
Also consider the transformation x −→ y + 2rz. Then because L2u = 0 in B2r(y),
we have that L¯2(∇zu¯) = 0 in B1, where u¯(z) = u(y + 2rz). If |∇2z u¯|(y) ≥ γ(N), then by
changing variables, we have that |∇ui|(y) ≥ c(n)γ(N), where ui is the partial derivative
of u to zi, i = 1, 2, · · · , n. Thus from the interior estimate, we have that for any i,
sup
Br¯(y)
|∇uzi | ≥ c′(n)γ(N) for each i = 1, 2, · · · , n. It is also true that that there exists some
i = 1, 2, · · · , n, such that
∫
Br¯
|∇u¯i |2+|∇v¯i |2dx∫
∂Br¯
u¯2
i
+v¯2
i
dσ
≤ N, where r¯ is a positive constant depending on
n and L, it holds that
Hn−1(C2 ∩ Br¯/2 ∩
{
|∇2u¯| > 2−CNγ(N)
}
) ≤ Hn−1({u¯i = 0} ∩ Br¯/2 ∩
{
|∇ui| > 2−C′Nγ(N)
}
)
≤ CHn−1({φi = 0})
≤ CN.
Then we obtain the desired result by transforming Br¯/2 back to Br(y) by z −→ x−y2r .
For k = 3, we only need to note that
C3(u) \ C1(u + v) ⊆ {v(x) = 0, |∇v|(x) = 0} ,
and
C3(u) \ C1(u − v) ⊆ {v(x) = 0, |∇v|(x) = 0} .
Because v satisfies that Lv = 0, the dimension of the set {v(x) = 0, |∇v|(x) = 0} is at most
n − 2. This conclusion can be seen in [12] or in [9]. So we only need to consider the set
C1(u + v) or C1(u − v). Then from the proof of the first case, we have that
Hn−1(Br(y) ∩ C3(u)) ≤ CN¯rn−1,
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where N¯ = min(N1(u + v)(y, 2r),N1(u − v)(y, 2r)). Because
N1(u + v)(y, r) = r
∫
Br(y)
(|∇(u + v)|2 + |∇v|2)dx∫
∂Br(y)
((u + v)2 + v2)dσ
,
N1(u − v)(y, r) =
∫
Br(y)
(|∇(u − v)|2 + |∇v|2)dx∫
∂Br(y)
((u − v)2 + v2)dσ ,
we have that
min(N1(u + v)(y, r),N1(u − v)(y, r)) ≤ 2N1(u)(y, r).
Then we have that
Hn−1(Br(y) ∩ C3(u)) ≤ CN1(u)(y, 2r),
Which is the desired result for k = 3.

By an iteration argument, we can get that
Lemma 6.8. Suppose that u is a nonzero solution of L2u = 0 in B1(0) satisfying that
N(0, 1) ≤ N. Then
Hn−1(C(u) ∩ B1/2(0)) ≤
3∑
k=1
Hn−1(Ck(u) ∩ B1/2(0)) (6.18)
≤ C(N),
where C(N) is a positive constant depending on n, L and N.
That lemma gives an upper bound for the nodal set of u. And this is the desired
result of this section.
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