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Introduction
For a long time, DNA methylation (DNAm) was a "black spot" for forensic scientists. Over the years it is recognized that DNAm analysis can give additional forensic relevant information in parallel to the DNA profile [1, 2] . DNAm, which mostly occurs in a CpG sequence context represents an epigenetic mark and plays an important role in cell regulation to establish and maintain cell identity [3] [4] [5] . These functions explain why DNAm at specific sites in the genome shows a cell-type specific pattern and how it can be used for tissue/body-fluid discrimination [6] [7] [8] . Furthermore, it has been revealed that DNAm alters with age within each individual [9] [10] [11] [12] . This alteration in DNAm has been shown to occur at specific CpG sites in all individuals however with individual differences in "speed", showing more DNAm differences in aged twins compared to young ones [13, 14] .
Within the last years, epigenetic age-dependent sites were identified in multiple studies [9] [10] [11] 15] and assays for forensic purposes were developed to predict the age of an individual as an investigative lead [16] [17] [18] [19] [20] [21] [22] [23] [24] . Most of these studies concentrated on marker selection based on previously published markers or used datasets containing DNAm values from defined CpG sites on the 27K or 450K microarrays for marker selection. Different models for age prediction such as multivariate linear regression models [24] or machine learning algorithms, such as support vector machine (SMV) [23] and artificial neural networks (ANN) [18] , were applied. Model performance, is mostly described using the mean absolute deviation (MAD) or the root mean square error (RMSE). Previous forensic studies using blood samples gave MAD values of around 3.5-4.5 years for independent test sets [17, 18, 20, 22, 25] . The number of markers varied between 3 and 20, and the covered age range was not identical. Determination of DNAm was in most studies done either by pyrosequencing [20, 26] or SNaPshot [24, 27] analysis, representing common methods in a forensic laboratory. Massive parallel sequencing (MPS) is another promising method, allowing multiplexed sequencing and accurate determination of DNAm. Vidaki et al. also applied MPS analyzing blood samples, resulting in a MAD of 7.45 years [18] .
Within our study, we present a complete MPS-based assay consisting of a training set composed of 208 individuals and an independent test set of 104 individuals, investigating the age range of 18-69 years. Furthermore, marker selection was done from "scratch" using only publicly available 450K datasets that included the pure raw data and not only pre-processed data based on different analysis packages. Our uniform analysis pipeline for all datasets allowed for a better quality, normalization and therefore batch control. The machine learning algorithm Random Forest regression (RFR) was used for marker selection and to build the model. RFR is an ensemble tool based on decision trees [28] . A defined number of trees using selected features (in our case the CpG marker) leads to an age prediction based on the average estimation of each tree. Random sub-setting of the samples within the training set for construction of each tree avoids overfitting to the training set samples. Special attention was also payed to neighboring CpG sites not covered by the 450K microarray and aberrant DNAm results, and age-prediction outliers, were carefully analyzed.
Material and methods
A workflow over the different parts is given in Suppl. Fig. S1 . Table S1 ). The search was restricted to datasets with available raw data files (.idat) and additional information on age and gender. In some cases, the age was obtained after author contact. Only control samples of healthy individuals were considered in case of disease versus control studies. Analysis of the 450 K data was done using R v3.2.3. All samples from the datasets went through a quality control pipeline using the MethylAid package v1.4.0 and standard settings [29] . All quality checks, sample-dependent (e.g. bisulfite conversion efficiency) as well as sample-independent (e.g. low background noise), needed to be passed for inclusion of each sample for further analysis.
Pre-processing
Subsequently, the microarray results of all samples were normalized to remove technical variation between measurements. This was done with the funnorm normalization approach incorporated in the minfi R package v1.16.0 [30] which is based on control probes analyzed for each sample avoiding normalization on biological effects [31] . Prior to further analysis, a high amount of the 450 K probes was removed due to different reasons: 1. Probes containing SNPs according to the SNPdb 137 within the probe sequence or the extension site could lead to a deviation of the measured methylation level and removal was done using the minfi package. 2. Probes hybridizing to the X or Y chromosome were not considered as the aim was to find non-gender dependent markers, 3. Probes reported to cross-hybridize were removed as they could lead to unspecific methylation levels [32] , 4. Jaffe and Irizarry showed that some CpG sites can show a blood sub-cell type specific methylation pattern [33] . Sites reported with statistically significant differences (p < 0.05) between cell types that could have an effect were removed to avoid measurement of the change in cell composition in blood due to age rather than a direct correlation of DNAm and age, 5. Only probes with a p-detection value (<0.01) were kept to rely further analysis only on very high quality signals. The beta value of a single probe within a sample was otherwise removed. Probes failing in over 20% of samples were excluded, including only CpG sites for the analysis whose DNAm is represented in enough samples.
Marker selection
Due to the large number of probes on the 450K array compared to the restricted number of samples available, a pre-selection of features was done using 10% of the public data to limit the CpG sites combining the top features obtained using RFR, linear coefficient analysis, and mutual information, respectively. A validation scheme based on Wessels et al. (2005) was used for further marker selection using the RFR approach and based on the other 90% of the training set resulting in a list of the most promising markers for each dataset included [34] . The use of this validation scheme reduces the risk of over-fitting by repeated random splitting of the samples for training and testing. RFR is implemented in the RandomForest v.4.6 R package.
Experimental set-up for analysis of DNAm with MPS

Samples
5-10 ml whole blood from 324 individuals from 18 to 69 years were obtained from Sanquin (Dutch blood bank) paying attention to an equal gender and age distribution. Individuals gave written consent to Sanquin, allowing the use of remaining blood routinely collected for disease screening purposes for the use in research. Twelve samples were used for preliminary experiments. The other 312 samples were randomized (to exclude collection effects) and divided into a training set (208 samples) and test set (104 samples).
DNA from 200 to 400 ml of blood was extracted using the QiaAmp Blood mini kit (Qiagen, Hilden, Germany) according to manufacturer's recommendation. DNA amount was measured using the Nanodrop 2000 (Thermo Fisher Scientific (TFS), MA, USA).
Bisulfite conversion, PCR and MPS
300 ng of DNA was bisulfite converted using the Gold Kit (Zymo Research, CA, USA). SsDNA amount was measured using the ssDNA Qubit Quantification Kit (TFS). Each marker was amplified in a 6.5 ml reaction volume. The reaction mix consisted of 2.5 ml Technical bias within the PCR due to a CpG site in the primer was reduced using a wobble site in the primer. Furthermore, the primer region was checked for known SNPs using SNPcheck v3 (www.snpcheck.net). Amplicons per individual were pooled depending on PCR efficiency. PCR products were cleaned with 1.9 x magnetic beads (GE Healthcare, Little Chalfont, UK) prepared according to [35] . 6.5 ml of pooled sample was added to 27 ml of Platinum 1 PCR SuperMix High Fidelity (TFS) and 5 pmol of each index-primer (dual NexteraXT indexing). The run consisted of 95 C 1 min, 72 C 5 min; 6 cycles: 95 C 30 s, 62 C 2 min, 72 C 2 min; final elongation at 72 C for 3 min. PCR products were cleaned twice with 1.6 x beads (GE healthcare). The 2100 Bioanalyzer using the DNA 1000 kit (both Agilent Genomics, CA, USA) was used to check the quality of the amplicon pool of each individual and to calculate the mean base pair value for equimolar pooling. PCR products were measured using the dsDNA high sensitivity Qubit Quantification Kit (TFS), and equimolar pooled. The final DNA pool was diluted to 4-7 nM and 600 ml of a final 8-14 pM dilution (dependent on machine and run) was sequenced on a MiSeq using the 2 Â 150 bp v2 Kit (Illumina, CA, USA).
MPS data analysis
The obtained FastQ files were 5 0 and 3 0 trimmed, and quality checked using TrimGalore v0.4.3 (having the FastQC package included) [36] . Paired-end reads were joined using PEAR v0.9.10 [37] (removing overlapping read ends). Reads were aligned to the human reference hg19 via samtools implemented in the biscuit v0.2.0 package pipeline and CpG DNAm values extracted using MethylDackel v0.2.1 [38] [39] [40] (quality threshold set to 20 for phred and read quality). For the final DNAm analysis, the obtained (un-) methylated read counts were used to calculate the DNAm level allowing the adding of further reads from another run. Initially, we aimed for a coverage of 800 x. DNAm results with lower coverage were not directly excluded, but the binomial formula was used to calculate the 95% confidence interval for 50% of DNAm (highest variation) as done by Masser et al. [41] to evaluate the accuracy of the obtained DNAm for further decision.
The Non-CpG (i.e. CHH and CHG) methylation levels were extracted and the mean non-CpG DNAm per marker calculated. Afterwards, the conversion efficiency of one sample was calculated by taking 100% minus the mean non-CpG DNAm.
Furthermore, SNPs were extracted from the MPS results using the SNP-extraction function of biscuit v 2.2.
Sanger sequencing for additional SNP analysis
Bisulfite converted DNA gives only a limited possibility to check for SNPs within the amplified region due to the conversion of C > T. Non-converted DNA was analyzed with another set of primers surrounding the PCR fragment of the MPS approach in case of unexpected DNAm results. For primers and detailed run conditions see Suppl . Table S2 . PCR products were cleaned with 10U Exonuclease I and 1U thermo-sensitive Alkaline Phosphatase (FastAP) (both Thermo Fisher Scientific) for 30 min at 37 C and enzyme-inactivated for 15 min at 85 C. Cleaned PCR products were sent for sequencing (Eurofins, Germany).
RFR model construction using the MPS data of the training set
The obtained DNAm levels of the training set and the corresponding chronological age of the individuals were used for optimization and model training.
Final model optimization
The Spearman correlation coefficient (SciPy v0.19.0, python3 v3.5) was calculated for all 95 age-dependent CpGs sites. The CpG site showing the highest correlation with age per locus was chosen for the final model. For optimization of the RFR model, two important parameters were tuned within R. The number of features available to be considered at each split (mtry) and the minimal nodesize (limiting how often a tree can be splitted). A mtry range from 3 to 6 and a nodesize from 1 to 8 was considered. A final mtry of 4 and minimal nodesize of 2 was chosen and the number of trees was set to 1000.
Cross-validation of the training set for model performance evaluation
To measure the initial performance of the model, the RMSE +/À 95% CI and MAD +/À 95% CI of ten times repeated 5-fold cross validation of the training set data were calculated. Using repeated cross-validation allows shuffling and therefore excludes foldspecific differences.
Prediction of the test set
After finalizing the model, the ages of the test set individuals (104 samples) were predicted using a trained RFR model based on all 208 samples of the training set. To determine the performance, the RMSE and MAD from the chronological age were calculated for the test set.
Grouping into age groups was done either on the chronological age (three equal large age groups) or the predicted age to evaluate performance within groups. Further analysis to investigate the difference between the gender was done using the Wilcoxon test for the DNAm and prediction (scipy.stats, python).
Results and discussion
Analysis of public data
Eight GSE datasets containing raw data were selected from the GEO database after an initial screening and quality filtering. However, these datasets show a difference in blood cell-type composition (4 times whole blood (394), 4 times buffy coat (852)) as well as a very wide range of age composition (with an overrepresentation of older people). An overview of the GSE characteristics is given in Suppl. Table S1 . To exclude a bias caused by an unequal age distribution or a mixture of different blood cell type amounts, different datasets (only whole blood, only buffy coat, without cord blood) were created and run with the marker selection pipeline. As whole blood represents the most important tissue for forensics, we also created a dataset with a maximum number of samples per age to compensate for unequal age distributions within the original datasets. The different datasets with a subset of the whole blood dataset were generated to allow for a better understanding how different blood cell types or an overrepresentation of old individuals could influence the set of selected markers. The most promising 15 loci per dataset with the highest feature importance obtained from the marker selection pipeline using Random Forest regression are shown in Suppl. Table S3 . The top six age-dependent loci per dataset, which were at least also once identified in one of the other datasets, were selected. However only one 450K probe per locus was considered. As MPS allows to combine a lot of markers, EIF1 and RPA2 were also included since they appeared promising although not within the top six markers per dataset. Finally, 15 loci were chosen for analysis using massive parallel sequencing (MPS): cg16867657 (ELOVL2), cg12934382 (GRM2), cg11807280 (MEIS1-AS3), cg02872426 (DDO), cg06874016 (NKIRAS2), cg08097417 (KLF14), cg06784991 (ZYG11A), cg07553761 (TRIM59), cg16054275 (F5), cg13959344, cg03224418 (SAMD10), cg08262002 (LDB2), cg25410668 (RPA2), and cg22156456 (EIF1). Furthermore, an age-independent marker from the 450 K data, that showed a low interquantile range over the whole age range, was considered for control purposes: cg10007452 (PLAGL1).
Massive parallel sequencing results of the training set
Final marker and CpG site choice
The 15 age-dependent markers and an age-independent marker were analyzed in the 208 samples of the MPS analyzed training set. In the final assay, two age-dependent markers were excluded due to inefficient amplification (cg22156456 (EIF1)) and a too low correlation with age (Spearman's rho: 0.57) for the investigated age range of 18-69 years (cg13959344), respectively. Analysis of PLAGL1 (cg10007452 = CpG site 14) as a constant marker did not help to improve the model or detection of outliers and this marker was not further considered to create the final model.
We calculated the Spearman correlation coefficient between age and each CpG site for the training set samples to select the most age-dependent CpG site for each amplicon of the 13 loci. No alternative sites existed in case of DDO and MEIS1-AS3 as only one site is covered by the amplicon (DDO_1 and MEIS1_1). For nine loci, the most age-dependent CpG site overlaps with the original selected 450 K site (Suppl. Fig. S2 ). In case of four loci a neighboring CpG site led to a slightly higher Spearman correlation (SAMD10_2: À0.68 vs. SAMD10_3 (cg03224418): À0.67, GRM2_9: 0.75 vs. GRM2_7 (cg12934382): 0.74, LDB2_3: À0.72 vs. LDB2_1 (cg08262002): À0.69, and KLF14_2: 0.83 vs. KLF14_3: 0.81 (cg08097417)). The final marker list is given in Table 1 (cf. Suppl. Table S2 for additional information on amplicon length and analyzed strand) and the DNAm results of the training set are shown in Fig. 1 and Suppl. Table S4a . Some CpG sites show a stronger correlation with age than others, however RFR is using also weak markers to create a strong model. Furthermore, addition of more markers could be advantageous especially in the case of DNAm outliers.
Role of the age markers
The 13 annotated genes code for proteins or an antisense RNA involved in multiple pathways (analyzed using www.reactome. org,www.uniprot.org and the gene database of www.ncbi.nlm.nih. gov): Developmental biology (HOXC4, MEIS1), metabolism (ELOVL2: fatty acids, DDO: amino acids and derivates), hemostasis Table S4a .
Age prediction using the test set
The chronological age of the 104 individuals was predicted using the final model based on all 208 train samples resulting in a RMSE of 3.93 years and MAD of 3.16 years, confirming the obtained result of the cross-validation (Fig. 2b) . Comparing the results of the CV of the training set with the test shows that the model evaluation of the training set is robust and that the independent analysis of test data fell within the expected range of variation. The predicted results and prediction error of the test set are provided in Suppl .  Table 4b .
The RMSE is an appropriate measurement for model performance and can be used for the interval forecast. Hong et al. used the RMSE and 2xRMSE for a prediction model of saliva [24] . In case of a normal distribution, around 68% and 95% of samples are expected to be predicted within a RMSE and 2 x RMSE range. From our test set 70.19% of the samples resulted in an error within the RMSE range of the test set (+/À 3.93 years) and 94.2% within 2 x RMSE range (+/À 7.86 years).
Deviation per age groups
We grouped the samples into three age categories, to have a closer look how the accuracy of the prediction depends on the actual chronological age. Older individuals showed an increased deviation, and their age is rather underpredicted, whereas the age prediction of young individuals resulted in slight overestimation (Fig. 3) . The high deviation in older individuals is most likely caused by the general known increased inter-individual variation between older people compared to young individuals possibly due to epigenetic drift [11] . Furthermore, it needs to be considered that the model was built covering the specific age range 18-69 years, and that no information about marker behavior outside this range is available, therefore no prediction outside this range will occur and this can also lead to less accurate estimates for samples at the age limit border.
We calculated how many samples per age group fall within the RMSE and 2 x RMSE obtained with the test set ( Table 2 , upper 3 Fig. 3 . Deviation of the prediction from the chronological age. The number of samples with prediction errors is plotted for all 104 samples grouped into three age groups of approximately the same size (34) (35) (36) . The individuals of the young age group are rather overestimated in comparison to older individuals that tend to be underestimated more often. The two lines show the RMSE (orange, dashed) and 2x RMSE range (yellow). (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.) rows). The age prediction of younger individuals is superior to older individuals, which is in concordance with other studies [20, 25, 41] . The chronological age of younger individuals can be predicted with high confidence within the 2xRMSE range of the test set. The group specific RMSE values are also below the general RMSE of 3.93 years. The grouping of individuals to perform these calculations was based on the chronological age of the individuals. However, to get a better age-indication of the "unknown", the same calculations were done based on the obtained prediction value (counting the age of predicted full years of age) ( Table 2 , lower 3 rows). The lower group-specific RMSE for the age groups 18-35 and 53-69, and the higher RMSE for 36-52 could be caused by the two strongest outliers (cf. Fig. 2b ) as these samples are now grouped into the age range 36-52 instead of 18-35 (S253: age: 35, predicted: 43.7) and 53-69 (S306: age: 64, predicted: 51.4). These results show that outliers that occur in the test set can have an impact on age-group specific calculations.
Additionally, age-group specific RFR models were created as the modelling on a smaller age range could improve the model and apriori knowledge about the age of an unknown sample could then be incorporated. The age group used for training included an additional +/À 10 years compared to the range of the test set to allow a broader age range for prediction. For the age group 18-35 only +10 years and for the group 53-69 only À10 years was possible ( Table 3 ). Limiting the age range of the RFR model slightly improved the prediction accuracy, even though fewer samples are available to train the model. In the case of limiting the age range, the maximum deviation is also lower compared to testing the RFR model based on the full age range. That can be due to better prediction and/or limitation of prediction outcome due to the age range of the training set.
Conditions that effect DNAm and age prediction
Bisulfite conversion efficiency
Bisulfite conversion is a crucial step, as a low conversion efficiency can lead to a bias of the results (leading to DNAm overestimation due to failed C to U conversion). We noted that the mean conversion efficiency for the train-and test set was 99% (min = 98.5% (training set) and 97% (test set)). We calculated the mean conversion efficiency per marker to exclude marker-specific differences in bisulfite conversion efficiency. All markers showed the same mean conversion efficiency between 98.8% À 99.2% for the train and test set. These findings give no indication that the DNA sequence has an impact on the bisulfite conversion efficiency. Two samples in the test set showed with 97% and 97.6% a lower conversion efficiency compared to the other samples, especially for the markers SAMD10 (S315: 92%, S316: 96%) and KLF14 (S315: 95%, KLF14: 96%). Nevertheless, a deviation between chronological age and predicted age was only observed for S316 (error of 5.3 years) but not for S315 (error of 0.5 years). Therefore, deviation of the age prediction could be due to other reasons and the effect of decreased bisulfite conversion of each marker could also have a different strong effect on the age prediction.
Gender effect
We analyzed if a gender-dependent difference between DNAm at the selected CpG sites exists. Two female-male pairs were created for the training set per year of age showing statistically significant differences (Wilcoxon test, p < 0.05) in ELOVL2_6, GRM2_9, KLF14_2, HOXC4_1, LDB2_3, RPA2_3, SAMD10_2, TRIM59_5, and MEIS1_1. However, no statistically significant difference was observed between the absolute prediction error when pairing female and male samples of the test set per age (Wilcoxon test, p = 0.63 (test set)) or the per se prediction error, (Wilcoxon test, p = 0.15). Nevertheless, a tendency to slightly overestimate the age of males was observed in the test set (Suppl. Fig. S3 ). Neither the inclusion of the gender variable nor the creation of two separate models improved the age prediction significantly. The observation that differences between gender exist but that the model is not improved based on gender effects, was also made by Zbie c-Piekarska [20] . Eventually, the observed differences of DNAm possibly due to gender effects did not have an impact on the accuracy of our model prediction. An increased number of samples per gender or other mathematical approaches could perhaps make a model improvement more evident by inclusion of gender.
SNP analysis
It is known that the occurrence of SNPs can have an impact on DNAm [42] . Especially loss or gain of a CpG site would alter the measured DNAm [32] at that site and could also lead to a changed Table 2 Age prediction of samples for a specific age group (top: grouping according to chronological age, bottom: grouping according to predicted age). Number of samples falling within the RMSE and 2ÂRMSE of the test set was calculated. Additionally, the group-specific RMSE was calculated. To get an indication of the distribution, the maximal absolute deviation is also given. chr: chronological age, pred: predicted age. methylation pattern due to the known correlation between CpG sites within a range of a few 100 bp [42, 43] . Therefore, 450 K probes that are known to target a CpG with a putative SNP were removed from marker selection [32] . However, the final chosen CpG site was not in all cases the original 450 K site or were not yet in the used dbSNP137 which was available at the beginning of the study. Additionally, other SNPs can occur in the amplicon. All MPS results were checked for SNPs and some samples that showed an aberrant DNAm or age prediction were analyzed using unconverted DNA and Sanger sequencing. All results and affected positions can be found in Suppl. Table S5 and Suppl. Fig. S2 . Only the SNPs observed in samples with a high aberrant DNAm will be discussed below. Sanger sequencing did not reveal any additional SNPs within the amplicon or the primer binding site of the MPS primer. A heterozygous C > G mutation removed in S306 (decreased DNAm for KLF14_2) the CpG KLF14_1 site next to the agedependent KLF14_2 and created a new CpG site (CCG > CGC). An additional unexpected CpG site on one of the alleles also appeared for NKIRAS2 (4 samples) and ZYG11A (51 samples). In case of NKIRAS2, these four samples also showed an increased DNAm level especially for S087 (37.34%) and S265 (27.42%). However, S260 which shows a very high DNAm for the given age (age: 68, DNAm: 35.98%) did not reveal any detectable SNP for NKIRAS2 as confirmed with Sanger sequencing. Additional CpG sites can lead to difficulties to be identified via the MPS run, as they can behave differently dependent on the methylation status of these newly generated CpGs. A SNP in a non-CpG within SAMD10 was in most cases heterozygous and the corresponding DNAm of SAMD10_2 was at the lower boundary or within the general observed range. A higher discrepancy from the mean DNAm was observed for the homozygous variant in S014. In general, a more thorough analysis is needed for SNPs, some SNPs only occurred in a few samples or were heterozygous, not providing enough data to draw a reliable conclusion. Our analysis is limited as bisulfite conversion can cover C > T SNPs (or a G > A SNP if the opposite strand is analyzed) within the sequence and at CpG sites (T SNPs would be analyzed as a nonmethylated read). Only a restricted number of samples were additionally analyzed with Sanger sequencing. Furthermore, interaction due to more distant SNPs or indirect influences by SNPs in other genes can neither be proved nor rejected. However, the performance of an additional analysis of SNPs in casework could be advantageous allowing an additional check of the reliability of the obtained DNAm.
Possible evaluation of the "unknown" age
In the case of an unknown sample, the expected possible range of deviation needs to be considered from the results of the test set. The conformity of the RMSE of 3.93 years of the test set with the cross-validation of the training set confirms the robustness of the model and can be used to evaluate predictions of an unknown sample. The use of the RMSE and 2xRMSE range allows information about the probability that the chronological age is within these ranges of the predicted age. Around 70% fall into one RMSE range of the trainset and 94% in the 2xRMSE range, 50% of samples were correctly predicted within a range of 2.73 years. Nevertheless, outliers occur, in our test set with a maximal deviation of 12.5 years (S306) using all markers. A visual inspection could help to check if the DNAm values of the predicted age fall within the expected range or if one aberrant DNAm marker could have influenced the prediction. Furthermore, the mentioned SNP analysis can provide further indication of outliers.
Marker importance and reduced RFR model
We analyzed the variable importance of each single marker provided in the randomForest R package by the extracting the normalized% increase of the mean square error (%IncMSE). ELOVL2 (36.8%), TRIM59 (25.8%), F5 (24,1%), and KLF14 (23.2%) had the highest impact on model performance, and DDO (10%) the lowest (Fig. 4) .
Using only the top four markers to build a model for age prediction resulted in a slight decrease of model performance obtaining a RMSE 4.63 years, and a MAD 3.64 years for the training set using a ten times repeated 5x-CV. For the test set a RMSE of 4.19 years (73.08% of samples within the RMSE range, and 96.15% within 2xRMSE) and a MAD of 3.24 years was obtained. However, the highest absolute deviation within the test set increased to 14.1 years. The additional use of other markers seems favorable for a more stable analysis and is also not restricted due to the ability of MPS for multiplexing.
The top four age-dependent loci were also thoroughly investigated in previous studies on blood [18, 20, 25] [20] which is directly upstream of our final KLF14_2 CpG site. However, this SNP has a very low minor allele frequency within the 1000 Genome project (G = 0.0008) (dbSNP150). Freire-Aradas et al. used the EpiTyper system approach for age determination. ELOVL2, TRIM59, ZYG11A, and F5 were also part of their initial selected sites. TRIM59 and ZYG11A were not further considered due to primer design challenges, and also F5 was not in the final assay. ELOVL2 was represented in their final assay using the CpG site cg21572722 [45] . FHL2, which was detected in other studies as [20, 45] , was not included in our study. FHL2 was removed during pre-processing due a potential blood cell-type dependent DNAm pattern. A measured correlation of the Fig. 4 . Increase of mean square error (MSE) in% if the marker would be random assigned values (no age-dependency). It can be seen that ELOVL2_6 contributes most information to the model, followed by TRIM59_5, F5_2, and KLF14_2.
DNAm with age could then be caused by a cell count shift with age rather than a direct DNAm change [33] .
Potential, limitations, and further improvement of the model
The use of MPS allows the parallel investigation of multiple markers. It should be mentioned, that only one of the bisulfite converted strands was amplified and analyzed, not considering the rare occurring phenomenon of hemi-methylation of CpG sites (especially after replication) [46, 47] . This phenomenon could lead to a discrepancy between the methylation status of a CpG cytosine on one strand compared to the one on the opposite strand. The analyzed strand was chosen based on the best possible primer design and did not always overlap with the strand analyzed in the 450K data (cf. Suppl. Table S2 ).
The variation of the measured DNAm due to DNA amount, bisulfite conversion, and MPS coverage needs to be considered. We observed with a few exceptions the aimed coverage of 800 x in our training set samples (6 DNAm values >700 x, 95% CI: 50% +/À 3.78%), and a lower coverage for a few amplicons in the test set (15 DNAm values >400 x, leading to a slight increased 95% CI of 50% DNAm +/À 4.9%). The results were nevertheless kept as all markers are needed for age prediction and as also only limited possibilities for additional analysis are given in a forensic case. We also did not observe a correlation of a lower coverage with a higher prediction error for our samples. Nevertheless, a too low coverage needs to be avoided as it would increase the measurement variation too much. The effect of measurement variability on age prediction will also be marker dependent, as a lower change over life leads to smaller changes per year resulting in a higher needed accuracy. A high improvement of the confidence interval is difficult, as the CI will only slightly narrow down with an increased coverage (e.g. 1000 x coverage: 95% CI 1000 x: 50% DNAm +/À 3.16% compared to 800 x coverage: 50% +/À 3.54% DNAm).
The RFR model represents an easy to integrate machine learning algorithm with only a few parameters to consider (tree depth, number of features chosen at each step of tree splitting and number of trees). The random sub-sampling during model building reduces the risk of overfitting the model on the train data. The obtained results for all 13 markers (Test set: RMSE 3.93 years and MAD 3.16 years) show an improved MAD compared to the studies mentioned based on other methods. Our result is also an improvement to the study of Vidaki et al. (2017) which got a MAD of 7.45 years for their test set of 46 samples using MPS analysis However, model training was performed using public 450 K data, which could have led to a technical bias [18] . Moreover, models can be created for specific age-groups if a-priori knowledge of the individual/sample is available. A reduced model version using only the top four markers still gave a reliable result for the training set (RMSE 4.63 years, MAD 3.64 years) and the test set (RMSE 4.19 years, MAD 3.24 years).
The use of other machine learning algorithms or combinations of different models as well as the use of multiple sites from one locus could be advantageous for a better detection and prediction of outliers. An interesting approach is also the combination with other age prediction tools, as the recently published studies that combine DNA methylation with the sjTREC marker, mRNA expression level, and telomere length, respectively [25, 48] .
Our model is currently restricted to the analyzed age range of 18-69 years. Inclusion of younger and older individuals would broaden the predictable age range. Although no statistically significant difference was found for the accuracy of the prediction of the age dependent on gender, more samples per gender could perhaps lead to a further improvement when including gender. In the future, samples of other populations are needed to prove the use of all markers for worldwide application. Some markers as ELOVL2, F5, TRIM59, and KLF14 already proved to be useful for age prediction as mentioned before and were identified using other datasets from other populations, as well as different gender and age compositions. Especially ELOVL2 was investigated extensively [17, 18, 20, 25, 41, 45] . However, different CpG sites were used in these studies, and it is important to find out if the same sites can be used or if it is favorable to choose other sites dependent on the population. Cho et al. revealed that another CpG site of ELOVL2 (Pos.1) showed higher age-correlation in Koreans, compared to the site chosen by Zbie c-Piekarska et al. (C7) [25] . Profound experiments are still needed for the analysis of low template samples and also for validation of technical variation between experiments and laboratories. For validation, a clear nomenclature will also be needed for inter-laboratory comparisons as currently the CpG sites are labelled according to the 27K/450K identifier, the position within the PCR amplicon or the chromosome location (GRCh37 or GRCh38). The identifier of the 27K/ 450K are unique in contrast to the chromosomal location which can change with the GRCh. However, the microarrays do not cover all CpG sites. Additional labelling with the number of bp distance to the identifier could be a solution (e.g. KLF_2: cg08097417-15 bp), but can be replaced with an identifier in case of newer microarrays covering that position.
Conclusion
An epigenetic DNAm-based age prediction model for whole blood completely based on MPS was created for the age range of 18-69 years. The use of RFR allowed the selection and incorporation of linear and non-linear markers. The top markers we found overlap with markers identified in previous studies and we confirm their applicability for individuals living in the Netherlands. The created pipeline allows for simultaneous analysis of DNAm for multiple CpG sites, as well as a quality control for bisulfite conversion, read coverage, and SNP detection. The use of 13 markers for age prediction resulted in a robust model, and also the reduction to four markers still gave good predictions. Interindividual differences and the use of only a restricted number of markers however limits the ability to further reduce MAD and RMSE. Further optimization in marker and model choice, and a better understanding of other genomic phenomena such as SNPs will help to comprehend the occurrence of outliers and to improve their detection.
