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INTRODUCCION 
INTRODUCCION 
Esta memoria contiene esencialmente un resultado sobre bases 
de ciertos subespacios de L'(R"). Las funciones implicadas son las 
ondas esferoidales prolatas. Hemos pensado, quizas equivocadamen- 
te, que el lector puede no estar demasiado familiarizado con es- 
tas funciones especiales. Por esta razón la introducción consta 
de dos partes: la primera describe el papel que representan estas 
funciones en el caso unidimensional; la segunda comenta los resul 
tados que se presentan en esta memoria. 
En teoria de la comunicación se trabaja con un conjunto de 
funciones reales, llamadas señales y que matematicamente corres- 
2 ponden al espacio L (R). 
Dada una señal f(t), definimos su energia Eíf) por: 
La amplitud espectral F(x), es lo que conocemos en matemáticas 
como su transformada de Fourier: 
Debido a la formula de inversión [23]: 
la señal suele verse como una suma de sinusiides de diferentes 
frecuencias. La de frecuencia t. a sa5er e 2nitx ,tiene 
amplitud IF(x) 1 y fase arg.F(x). 
. .. 3ay rüzanh ;acticas sdfiziznt2s ?ara sstii3i~- u;i zs-ij.l:i:i es?:cir 1- 
co de señales, a saber aquel.1.a~ para las cuales el soporte-de su 
amplitud espectral está contenido en un intervalo finito. Los in- 
genieros dedicados al campo de la teoría de la comunicación sue- 
len construi-r aparatos que transforman señales en otras nuevas 
señales de alguna forma deseada. Estos aparatos (tambien conoci- 
dos como sistemas) estan interpretados matemáticamente como ope- 
2 2 
radores L: L ( R ) d  L; ( R )  lineales, continuos y commutan- 
do con translacciones. L vendrá definido, via la transformada de 
m 
Fourief,por una función HL(x) de L ( R )  llamada,en teoría de la 
comunicación,funciÓn de transferencia del sistema. Las H (x) uti- L 
lizadas por los ingenieros tienden a cero cuando x se hace gran- 
de, por lo tanto la amplitud espectral de las respuestas de es- 
tos sistemas a señales será insignificantemente pequeña mas allá 
de alguna frecuencia finita. Ademas, estos aparatos no transmi- 
ten s i a ~ s i i h s  de frecuencias arbitrariam~nte altas sin una 
fuerte atenuación. Por otra parte, el examen de muchas clase na- 
\ 
turales de senales demuestra que tienen amplitud espectral conte- 
nlaa en un intervalo finito. 
Es entonces natural considerar los conjuntos de señales: 
2 B(n)= { ~ E L ( R )  tal que sop ?c(-n,+n] ] 
D(T)= { tal que sop fd-T/2,+~/2] } 
donde n y T son números reales positivos. 
Si f EBín), se dice que f es banda-limitada y que su amplitud 
espectral estásoportada en la banda [-n,+R] . ~1 conjunto ~ ( n )  se 
le conoce como el conjunto de señales banda-limitadas a la banda 
[- n,+tj. 
Si f€D(T), se dice que f es tiempo-limitada y la señal esta 
concentrada al periodo 1-T/2,+~/2).Al conjunto D ( T )  se le conoce 
como el conjunto de señales tiempo-limitadas al periodo [-T/2,+~/2]. 
J" 2nixt f (t)= d x 
-n 
f es una función extremadamente suave, de hecho, por el teorema de 
Paley-Wiener [26] f puede ser extendida a una función analitica en 
el cax- complejo. :<; claro que - 2 -  L ~ :  g-ssl. no puede anularse en 
ningun intervalo de la recta real, por lo tanto no puede tener un 
comienzo ni un fin . En la práctica los ingenieros trabajan. con se- 
ñales de D(T), en el sentido que las entienden con un comienzo y 
un fin. En teoría de la comunicación este dilema se ha intentado 
. . 
resolver buscando, en algun sentido, señales que esten concentra- 
. . 
das en el tiempo y en la frecuencia. Hay distintas maneras mate- 
máticamente de ver la imposibilidad del confinamiento simultaneo 
de una señal y su amplitud espectral, quizas'la mas familiar sea 
el principio de incertidumbre de Heisenberg [a]. Si medimos la 
concentración de una señal y su amplitud espectrala, 6 por: 
cualquiera que sea t, y , o ~ >  ( 1 / 4 ~ ) ~  y u y 0 no podrian ser si- 
multaneamente pequeños. 
La anterior formulación responde a coceptos de mecánica cuan- 
tica y tiene poco significado físico en teoría de la comunicación. 
Es más natural en este campo medir la concentración de una señal 
y su amplitud espectral por: . 
es decir,en terminos de la fracción de energia de una señal (su am- 
pl.itud espectral) en un tiempo (banda) dado. En terminos de estos 
cocientes, Landau y Pollak [ll] plantean un principio de incerti- 
dumbre más.adecuado en el campo de la teoría de la comunicación y 
que posteriormente comentaremos. 
Slepian y Pollk en [la] se plantean un problema más debil pe- 
ro quizas más natural que el principio de incertudumbre. ¿Cual es 
la maxima concentración de energia que puede alcanzar una señal 
banda-limitada a la banda [-n,+nl en un periodo de tiempo 
[-T/2,+T/2] 1 .  ¿Existe alguna señal f EBín) que alcanza este maxi- 
mo?. 
2 2 El problema de hallar el maximo de a (T) cuando 0 (n)=l,puede 
reformularse en un problema espectral, a saber:hallar el primer 
autovalor, y su autofunzión asociada, del operador: 
La teoría estandar [16] asegura la existencia de un conjunto numerable de 
funciones reales b,( x) , x , . . . y un con junto de números reales positivos 
l > A , > A , >  ...... decreciendo a cero 
con las siguentes propiedades: 
i) Las bn(x) son banda-limitadas, ortonormales en la recta real y comple- 
tas en B(n) 
ii) En el intervalo [-T/2,T/2] las bn(x) son ortqonales y completas en 
2 L [-T/2,+T/2] 
iii) Para cualquier valor real o complejo x 
I" sen 2nn(~-t)-~~(~) dt A b (x) = n n 
-m 11( X-t 
La respuesta al problema acabado de plantear la dará la señal bo(t) y el 
número real A. ,esto es: entre todas las señales de 3(n), bo(t) es la de mayor 
concentración en [-~/2,+~/2] y su concentración es A, .Sigue tambien de la 
teoría estandar que la señal b (t), cuya concentración en [-~/2,+~/21 eg An, n 
es la señal más concentrada en [-~/2,+~/21 que es ortogonal a bo(t), bl(t), 
... bn-l(t). 
El exito del trabajo de Slepian y Pollak consiste en detectar quienes son 
las funciones bn(x).Observan que las autofunciones del problema de Sturrn-Liou- 
ville: 
con condiciones de frontera tales que las soluciones sean finitas o continuas 
en los puntos extremos, coinciden con las autofunciones de P cuando este ha 
sido normalizado al rango de integración [-1,+11 . De esto obtienen una impor- 
tante conclusión: los autovalores (y por lo tanto la maxima concentración) y las 
autofunciones de P dependen del producto de 0 y T ,es decir de c= nRT. 
La ecuación (0.2) ha sido estudiada con bastante detalle, vease referen- 
cias C91 y [241 . En el estudio de algunos problemas físicos interviene la e- 
cuación de ondas en ciertos dominios particulares. De las propiedades geometri- 
cas de estos dominios depende la elección del sistema de coordenadas a utili- 
zar. En el estudio de la ecuación de ondas tridimencional por el método de se- 
paración de variables y utilizando un sistema de coordenadas esferoidal prolato, 
aparece el problema (0.2). A las solociones de (0.2) se las conoce en la lite- 
ratura como las ondas esferoidales prolatas. Las bn(t) n=0,1, ... heredan el mis- 
mo nombre. 
Las gráficas que presentamos a continuación, que han sido tomadas de [183 , 
muestran la conducta de bo(t), b (t), b2(t), b3(t) para distintos valores de c. 1 
(Los autores en [181 ,designan a las ondas esferoidales prolatas por $n(t) y 
no incluyen el factor 2n en la definición de la transformada de Fourier). 
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sen 21Qt 
f(t) = 
habia sido intuitivamente considerada como la señal de B ( n )  más 
concentrada en el periodo de tiempo [-~/2,+~/21 .La siguiente grá- 
fica, que hemos tomado de [lll, compara el valor de la concentra- 
ción de bo(t) ( lo, linea no continua) y fít) ( linea continua) en 
lo=Xo(c) crece exponencialmente a 1 cuando c - m . Cuando c es pe- 
queño, la diferencia de concentración de las señales bo(t) y f(t) 
es inapreciable. La diferencia se observa cuando c se hace grande. 
La curiosa propiedad matematica de la,doble ortogonalida3 de 
las bn(t) sobre la linae real y sobre el intervalo [-T/2,+T/21 , 
nos permite determinar una señal banda-limitada solamente cono- 
ciendola en [-~/2,+T/21 .Es claro que esto se puede hacer, pues 
cualquier función banda-limitada es una fut~ción entera y queda, por 
tanto, determinada por su serie de Taylor en cualquier punto. En 
la practica, tendriamos que truncar la serie de Taylor y la aproxi- 
mación polinómica no seria optima en toda la recta real. Ademas 
. - 
. . 
. . 
. . 
esta aproximación no seria banda-limitada. 
. . 
2 (entendiendo la convergencia en la L -norma). Por ii) 
lo cual implica el conocimiento de f solamente en [-T/Z,+T/ZJ.. A- 
, ~, . 
. . -  
. . 
. . 
. . 
demas cualquier aproximación de f por series finitas de la forma 
. . 
; .. 
a b (x) es banda-limitada y Óptima (dependiendo de lo grande 
, ,  . ' O.< ni<N n n 
..- .-.. .- *:2.;.:. . , $;-. . .. .:. - .  7 L ,:;*-2i@+;i¿*&*~ 
N) M la rkea real. 
.l. 
El 'principio de incertidumbre de Landau y Pollak determina la región del 
2 2 cuadrado unidad que describe el par (a (T),B (n) 1 (0.1). Demues- 
tran que esta región este demarcada por: 
cos-'=(TI + cos-l~(n) g cos-l~xo 
cor la precaución de que si a(TY o B(n) = O (=1) el. otro debe ser 
'1 (<O). 
La siguiente gráfica, que describe esta región y ha sido toma- 
da de [lll ,manifiesta de manera clara la imposibilidad del confi- 
namiento simultaneo de una señal y su amplitud espectral. 
Un resultado importante donde las bn(t) desempeñan un desta- 
cado papel es el teorema de la dimensión. Este teorema afirma a 
. . 
groso modo, que las funciones banda-limitadas a [-n,+n] y concen- 
tradas"en [-T/2,+T/2] tiene dimensión 2RT. En realidad esa afirma- 
ción hay que precisarla para que resulte matemáticamente correc- 
ta. 
Existen distintas razones que conducen a considerar este pro- 
blema . Q;i4 -- a -  = la principal venga del hecho de que una funcibn 
banda-limitada puede ser expresada en términos de los valores de 
la función en un conjunto discreto de puntos de la recta real igual- 
mente distribuidos, esto es: si fEB(n) entonces 
m sen 2nn(x- - 
n 
) 
f(x) = 2 fC-) 2 n 
- m  
2 n 
n í x  - - 1 2 n 
Esta igualdad es conocida como la "formula muestra" para las fun- 
ciones banda-limitadas, y sugiere ( en la prctica) que si f es 
. . . . 
nula (pequeña) para ( t ( < ~ / 2 ,  podemos tomar solamente los 
2nT + 1-20T términos que cuentan en la serie. 
Muchos trabajos en la literatura matemática y de la teoría de 
la comunicación se han dedicado a este importante problema. Entre 
ellos, por lo que a nosotros concierne, destacamos los trabajos 
de Landau y Pollak [121 y Slepian C201 . A nuestro entender, el 
trabajo de Slepian es bastante mas fino que el de Landau y Pollak, 
en el sentido que en su filosofía pretende ajustarse más a la rea- 
lidad. 
Landau y Pollak redefinen el cocepto de señal tiempo-limitada 
con objeto de ajustar esta noción al mundo real y que no presente 
una contradicción con el hecho de ser tambien banda-limitada. Una 
señal f(t) será tiempo-limitada, dependiendo'de un error E , si 
. 
2 2 If(t)( dt = E 
, .; c:; . :-', ;.>.i~$.%.&; a:.  . -. .... : -. + 
.. 
. . Definen el conjunto: 
E(T,E) = { f ~ ~ ( n )  / llf1I2=i Y 2 j If(t> 1 dt = c 2  1 
ltl >T/2 
y demuestran que t1ene"dimensiÓn aproximada" C2 11P 1 + 1 ,en el sen- 
tido que existen [2nT] + 1 señales e,, $, ,.... , $C2nTl cuyas com- 
binaciones lineales aproximan cada f de E(T,c) con un error prefi- 
. - 
. . 
j ado . . . c .  
.- ~ . 
$,=b0, $l=bl,.... $ =b cualquiera que sea Nao. Para N=[2nT]y N N 'A 
C 2 m 1  
max 
2 (1 f - <f,bk>bklI2~c-r 
f E(T,E) O 
donde C es una constante absoluta y puede ser tomada como 12. Sur- ! 
ge la pregunta natural : ¿es posible bajar la constante C hastajl?. 
-;,.-. 
La respuesta es negativa (vease teorema 5 de C121 ) si mantenemos 
solamente [2nT] + 1 señales bn(t), pero podemos aproximar C tanto 
. * 
como queramos a 1 ( C=l+ v v>O si tomamos C2nT1 + cl1og+C2n~l + c2 
señales bn(t) (C1 y C2 dependen de v ) .  
Slepian redefine tanto el concepto de señal tiempo-limitada 
como banda-limitada. Partiendo de la mínima cantidad de energia que 
puede ser medida en un laboratorio E ,define: 
-f(t) es tiempo-limitada al periodo [-T/2,+~/21 con un error 5 si 
2 (f(t)( dt <E. El menor T,, verificando la anterior propie- 
ad se conoce conoce como la duración de f. 
-f í t) es banda-limitada a 1-n,+nl con un error E s.i 
2 j 1 f (x) 1 :ix <E .El menor verificando la anterior propie- o 
)x)>n 
da3 se conoce como la anchura de banda de f. 
. 
- .  
Con estas nuevas definiciones, cualquier señal es tiempo-'limi- 
;S+;.: f 
tada y banda-limitada.'pa~a algun T y íi apropia50. -. +?-s.':. 
.. 
Dado un conjunto de señales S, entiende que su dimensión a- 
proximada"es N con un error~"L~/2.+T/2 l si existen N señales 
O $ 1  ,...$N-1 tal que 
y.no hay N-1 señales que verifiquen tal propiedad. 
.:- .. . 
Siendo F el conjunto de señales tiempo-limitadas a C -T/2 ,+~/2] 
-& 
-'i- .. 
con un error.. E. 4;y-'jb&nd&limitadas a - n, + nl con ,un,3:error y .NJ,SST:;:E,C;) 
-3 
su dimension aproximada con un error €'en [-~/2,+~/21 ,demuestra 
que se &>E entonces: 
lim . N (  n, T, =,E'.) = 
T -- T 
lo cual confirma que la dimensión del conjunto de señales tiempo- 
limitadas y banda-limitadas es asintóticamente 2nT cuando T o n 
resultan grandes. 
La hipótesis ;>E ,como en el caso anterior,es esencial.La de- 
mostración de este resultado *descansa totalmente en las propieda- 
des de las funciones bn(x). 
Las funciones bn(x),' han tenido importantes aplicaciones en 
teoría de la comunicación (teoría de filtros, transmisión de datos, 
teoría de antenas, ... ) desde que fueron definidas. Referimos al 
esplendido artículo de recopilación de Slepian C211,donde analiza 
el papel desempeñado por las b ( x )  y dá unas referencias bastante 
n 
completas sobre estas funciones. 
. . 
Lo anterior- sugiere una primera' pregunta natural: jes posible 
, . 
* - S - .  . . *  <,.... 
definir en R" unas funciones con análogas propiedades a las bníx) .. . 
en R ? .  Es Slepian quien primeremente se plantea esta cuestión en 
[19] .Partiendo de dos conjuntos de kn, R y S, define los espacios: 
2 n D(S) = { f E L  (R ) / sop f C S  ! 
. , ~ . .  .. . 
y como en el caso unidimensional pretende 'maximizar el cociente: 
. . 
..  . ,  
. '. 
. ?  , . .  --. ~- . .3 . . 
. . 
.) (.t.)12dt- .',.r-. . . .*-.+,,%&~;-, ,. . . .; > .  .:..';..,* - -  s.-.-... - . .  . M-. < , .:* >&. .. . (0.3) .- 
sobre todas las funciones de B(R). 
Sin ninguna restricción en losC.?~luntos R y S, encuentra que 
el máximo de (0.3) y la función fcB(R) para la cual se alcanza es- 
te máximo, deben corresponder al primer autovalor y su autofunción 
1 
asociada del operador Ea) estudiado en B(~),donde B y D son las 
proyecciones: 
l Es claro que el intentar aplicar la teoría estandar al ope- 
rador B D  implica algunas restricciones de caracter geométrico en 
los conjuntos R y S. Asi lo hace notar Slepian y resuelve el pro- 
blema con R simetrico ( x E R  si y solamente si -xgR) y siendo S 
una homotecia de R ( S=cR c>O). Obtiene un conjunto de, funciones 
bn( x) y números reales positivos ',,con las siguientes propieda- 
des : ,.. . . 
' - -.: 
(0.4) Las bn(x) son banda-limitadas (perte 
un sistema ortononal completo en B(R) 
(0.5) Las restricciones de las b (x) a S forman un sistema orto- 
n 
2 gonal completo en L (S). 
bn(x)bm(x) dx = An6nm 
, . '  " > .  -.'. -..--.,,; %. , ;:.,, , .. * I  ..+: .-.;t v.-. (0.6) Cualquiera que sea x E R  . ' 
j. . 
. 
Este Última propiedad nos dice que las b (x) son esencialmen- 
n 
te las autofunciones de la transformada de Fourier finita sobre R. 
es decir del problema: 
j 2'icxyf(y)dy = Afíx) (0.7) Lf(x) = e 
. . 
R . . 
Aunque el resultado de Slepian es general, no es satisfactorio 
en el sentido que solamente garantiza la existencia de las funcio- 
nes pero no dá ninguna información sobre ellas. No obstante, para 
ciertos subconjuntos RCR" la teoría si es satisfactoria. El más 
sencillo es cuando R es el rectangulo de R~ (la generalización a 
R" ei inmediata) : 
Y S=cR c>O. Si b:(, ) n=0,1,. . . (resp. 1 bm(x2) m=o,i, ... son 
las ondas esferoidales prolatas asociadas a los conjuntos [-a,+a] 
en la frecuencia y E-cb,+ca 1 en el tiempo (resp. [-b,+b] , [-cb,+cb] ) 
- . . .t.-., 
; .S . ?,<:%z*;;v: 
1 2 . . y xn n=0,1,.. (resp. X~ m=0,1,. . ) son las concentraciones de lqs,,+;~+~,~ 
- . . , f e  ... 
1 2 * , .:.+&&: 
bn( x1 (resp. bm ( x2) en [-ca, +cal ( [-cb,+cb] ),.las.; s ~ l u c , i o n e s : ~ ~ ~ ~  - ..*- .  .- . .?, _ 4  
del problema espectral Af= B,Df en B(R) está dada por la familia: 
Un caso que tiene mayor interes y que será el que nos ocupe 
,-t. A- -.  -.; 
a nosotros a lo largo de esta memoria, es R=B(O,l) y - ~ = k ( ~ ; c )  ,c>O.;.- 
.: . ..  - . ., ;, .$%$qs~~ :: 
- .& . . . . . . - % e*.? 
. , . ,~ . . .  l. .~ (bolas de IRn centradas en el ,origen y de radios 1 y' 
-. , ~. .y;. 
mente). Este caso fue resuelto por Slepian en C191 
sotros lo desarrollamos con detalle en la primera sección del ca- 
pítulo 1. 
Como en el caso unidimensional, el éxito radica en reducir- el 
estudio de las autofunciones del problema espectral al estudio de 
las autofunciones de un cierto problema de Sturm-Liouville. El he- 
cho de que el operador L ((0.7)) sea una transformada de Fourier 
y el conocimiento del comportamiento de esta sobre funciones de la 
forma YN(xl)f(r), donde Y (x') es un armónico esferico superficial N 
de grado N y f es una funcion radia1,sugiere que utilicemos la des- 
2 n 
composición via los armónicos esféricos de L ( R  ) y reduzcamos el 
estudio de (0.7) a una familia numerable de problemas unidimensio- 
nales. Esto es: para cada N=0,1,2, ... fijo, sea [Y 1 1E11,2,..aN1 N1 
una base ortonormal ( en L ~ ( s " - ~ )   del conjunto de los armónicos 
esféricos superficiales de grado N, entonces (0.7) es equivalente 
(salvo el factor angular) a la familia de problemas unidimensio- 
nales : 
donde a x )  designa la función de Bessel de ordenv. 
Para cada N fijo, las soluciones de (0.8) coinciden en [0;11 
: i- ?. 
.- 
.:. . . ,, .:y F.; ; 
con las autof uncio;it&. del probl&= ¿le ~ t ~ r ~ - t i o ~ v i l l e  : . .. 
1 n-2 
2 4 -  ( N + T )  (l-x )y" - 2xy1 + ( - 4?c2 + xN(c) )y = o 
2 
X 
y las solucionzs del ?roblema ori-inal, que. seguironos 1la;nando omdas esfe- 
roidales prolatas en R ~ ,  estan definidas por : 
<o 
dN(k,j) ! x f x j  N-0.1.2,. ... .: b y l k ( X )  = 1 
j-k U ~ J  . . . 1 Cfl.2. . . .aN 
. - . .,--. . *;- .% y.*> < ?..:. ., . ..+ ;,$$&,$>!? ;,;. : : :<+&g,&: ;- donde ' ' 'Y. 
siendo x=x1Ix1 X ' E S ~ - ~ = I X C R ~  / Ix(=l) 
N Los coeficientes d (k,j) tienen un fgerte decaimiento en N,k 
y j (1 sección capítulo: I).De esto deducimos que el término que 
más pesa en la serie que define la b w es el correspondiente a 
j=O y esto hace, por lo menos cuando k es grande, que b w* Sea 
vista esencialmente como la función h W '  
Las funciones h U& tienen propiedades similares a las b U*' Son 
funciones banda-limitadas y forman y forman un sistema ortonormal 
completo en este conjunto. 
2 n Si f E L  (R es banda-limitada, por (0.4): 
2 entendiendo esta convergencia en la L -norma. Surge una pregunta 
2 n 
natural, si f E L  (R )~L'(R") y f es banda-limitada, ¿es cierto 
(0.9) en la L'-norma?, ¿que interes ofrece esta cuestión?. 
Es natural dar una extensión a ~ ~ ( m  de las funciones banda- 
. ..:. 
. . f '. 
limitadas, asi definimos: 
~. 
. . 
. . 
. - . > . ..2.. 
. . , .  ~ + - . -. . -+.< . . ..';.<; %::.>~.?.$; ,- . .,. . . & .  T .  
B (R") = I ~ELP(R") sop fc~(0.1) 1 
P 
B (Rn) es un espacio de Banach con la topología inducida por L'(R"). 
P 
P Si (0.9) fuese cierto en la L -norma, esto nos diria que la familia 
( }es una base en el espacio B (Rn). Es conocido el interes de P 
resultados de este tipo. El problema de determinar si un conjun- 
to de funciones forma una base en L'(R") ( o en un subespacio de 
, . . . 3 .: . . 
estel'ha sido tratado con..frecue"=ia.El resulta30 más-familiar ,y 
. . -- :i, . 
. .  . . . -.: . . .- 
el primero que s e  trató,,&g&.+f;enog+em,o, gefig$rc*.el .,cual:. af&;,.+o, 
. .~W&? * Z F  .> .-.:,. 
. . . . .  
. . 
. . . " 
gura que el conjunto de funciones e inx n€ 2 forma una base "en: 
n-1 
~ ~ [ 0 , 2 ]  p>l. La extensión de este resultado a la esfera S , fue 
tratada por Bonami y Clerc C51 para los armónicos esfericos super- 
ficiales, obteniendo resultado positivo solamente para p=2 (n>2). 
Del trabajo de Bonami y Clerc se desprende una intima :r?leci6n. 
entre su resultado y el multiplicador de la bola unidad. De espe- 
cial interes han sido los casos en los que las funciones candidatas 
son las soluciones de algun problema de Sturm-Liouville y princi- 
palmente cuando estas son polinomios (C131 ,[14I,C151, [21 ) 
Las funciones b w tienen una importante propiedad, su trans- 
formada de Fourieresta soportada en la bola unidad. Si estas fun- 
ciones representasen ( en el sentido de (0.9) ) a cada función de 
B (R"), ¿que relazión existiria entre este resultado y el multi- 
P 
plicador de la bola unidad?. 
El rnultiplicador de la bola unidad, es un operador T que 
viene definido via la transformada de Fourier por 
Tf es una función banda-limitada y con cierta suavidad en f 
, 
. i. - ' ?+ 
Esta representación nos sugirió que podria existir un acercam 
al entendimiento de resultado de Fefferman, via las b w, que T 
esta acotado en L'(R") e 2  si y 'solamente si p=2. Esta fue la ra- 
zon que nos movió a leer los trabajos de Landau, Pollak y Slepian. 
Motivados por como son obtenidas las b w ( lo cual depen- 
2 n de directamente de la descomposición de L ( R  via los armónicos 
. . 
esféricos ),empezamos preguntandonos el problema de la 
N n 
'riS7*N (Rn ) , tación ( en el sentido . . de (0.91,)  para funciones I & & f ~ . ~ C ~ ~ t = $ p ~ j  pq..h. 
donde G ( R " )  es el subespacio de L'(R") formado por las~~c8mbi--:- '. 
naciones lineales finitas de elementos de la forma Y (xl)f(r), N 
siendo Y (x') un armónico esférico superficial de grado N y f ra- N 
dial. 
Es natura1,despues de la representación de las b via las 
h W' empezar preguntandonos que ocurre con estas. El rango per- 
2 n 
mitido de p's es - < p <  - N 
n+l 2n , pues h E cp(Rn) si Y soiamenie n-1 
2 n 
w 
si p >- 
n+l ( 3  sección,capítulo 1). Las tecnicas a seguir son las 
estandar, a saber: demostrar que las combinaciones lineales fini- 
tas de las h N n W k  1E{1,2,..,aN1 k=0,1,2, ... son densas en C ( R  ) ,  P 
y que los operadores sumas parciales asociados a estas funciones 
N n estan uniformemente acotados en C ( k  ) .  Normalmente, la primera 
P 
parte es la facil y el trabajo esta en la segunda. 
Sin perdida de generalidad podemos trabajar con funciones de 
la forma Y (x8)f(r) con 1Et1,2,..,aN} fijo. Si x=rx8 N 1 Ixl=r 
x '  E S  n-1 y SM designa el M-esimo operador suma parcial: 
..: . 
donde : 
Si llamamos v = N+(n/2)+2k y como en el caso de los polinomios or- 
togonaies utilizamos la re~li.ii6n entre J v-1 ' Jv Y Jv+l , obte- 
nemos una expresión para K (r,s) en terminos de Jv y la diferencia M 
(Jv - J,,+l). ~ollard[151 al tratar el problema de si los polino- 
mios de Legendre p ( x )  forman una base en L'[ -1,+11, observa que 
n 
la diferencia (p (X)-P~+~!X!) s e  comporta mejor que (p (xj-p ' (x) 
n n n+l 
y expresa el núcleo D ( x  y )  aso.ciado al n-esimo operador suma n .-: ~.:.%. . . i. . .:,- -. .*.-..J .:..+v.% .:?A 
>[:&.~+&-.,': 
. :Y 
cial en función de la primera diferencia utilizando la .i-ual:aa::'- 
. . 
. . 
$ 
Este argumento ha sido clave para tratar con exito los operadores 
sumas parciales asociados a ciertas funciones especiales. Por ejem- 
plo en C21 , Askey y Wainger utilizan la idea de Pollard al tratar 
el problema de la convergencia para los polinomios de Laguerre y 
Hermite. En nuestro caso, la diferencia Jv - Jv+2 es J;+l y la 
derivada de la función de Bessel tiene un mejor comportamiento que 
esta (sección 2,capítulo 1). Utilizando la idea de Pollard expre- 
samos KM(r,s) en terminos de dos tipos de núcleos: 
y sus duales. 
En los lemas 2.3 y 2.4 demostramos que los operadores asocia- 
1 2 dos a K (r,s) y K (r,s) estan uniformemente acotados con respecto 
v V 
2 n 2 n a v en el rango -<p<- 
n+l n-1 nfl 4 / 3 < p <  4 n=l.Este es un resul- 
tado más fuerte que la acotación uniforme de S con respecto a M. M 
Hay un fenómeno que nos sorprendión en la demostración de estos 
resultados, no utilizamos para nada el hecho de que el soporte de 
la transformada de Fourier estuviese contenido en la bola unidad, 
y la acotación de.los SH la obtenemos sobre los espacios 7N(knj,. -..: :. 
. - 
P . .- ; 
.; : .v.. 2, ' ~ <  z. ., ! 
. - 
.. . , " '  Sobre esta importante o b s e r v a c i ¿ n ~ ~ ~ o l v e ~ e i i i ~ ~ ~ ~ e s ~ ~ ~ ~ ~ .  
Vamos a comentar los inconvenientes que hay al intentar apli- 
1 2 
car las tecnicas estandar al estudio de los núcleos K (r,s) y KV(r,s), 
V 
con objeto de justificar la sección 2 del capítulo 1, que es don- 
de se presenta la herramienta clave utilizada en los principales 
resultados de esta memoria. Esencialmente el trabajo está en el 
1 KV(r,s) y el problema quedaria reducido a estudiar una desigualdad 
del tipo: 
- .  . 
. . .- . . 
. . . I 
.,. . . . , .  . .' !..> . >j$&&&:x&!$j.r . ,. ~. ?.*:L. -.' ,.s. '. .S,...?,.. 
..-, . .. .,.a- " 
. ~ 
(0.101 1 r(n-1)rp(1-n/2)~~;(r) l p  IH( sn12~ (.)iiS) x(O o V (s)(r) lPdr 4 ,- 1 
siendo H la transformada deHilbert y A una constante independien- 
te de . 
Una desigualdad del tipo anterior,. sugiere la utilización de 
desigualdades con peso para la transformada de Hilbert. Sabemos que 
I~'(r)l <~r-l/' , A constante absoluta y rE(0.m) ( sección 2,capí- 
v 
tulo 1 1 .  r (n-l)+p(l-n/2) (~'4r)l~( A r  (n-l)(l-p/2) Y r (n-l)(l-p/Z) 
V 
está en la clase A (vease capítulo 2 o O ]  ) si y solamente si 
P 
2 n 
- 
2 n <p < - 
n+l n-1 nfl 1 <  p< m n=l . Si trabajamos en este rango de 
p's, la expresión a la izquierda de (0.10) es mayorada por: 
sin embargo, esto no nos permite obtener (0. lo), pues r1l2 1JV (r) ( 
no está acotado independiente de . . La mejor cota uniforme en 
(O,,) es del orden de V1I6 (sección 2, capítulo 1). 
Este razonamiento no nos conduce a (0.10) pues hemos querido 
mayorar uniformemente Jv(r) y J;(r) en (O,"). En sección 2 del ca- 
pítulo 1, estudiamos el comportamiento de estas funciones en (O,m). 
Este es como r- 1/2 salvo en la región crítica, es decir cuando x 
-22- 
es de orden de . En las regiones donde ambas funciones se com2,* 
. . 
-1/2 portan como r 
,. :<l. - . - 
, Por ejemplo - ( O ,  v / 2  )U( 2vji?,)., es a p l i ~ a b l e . ~ ~ ~ ~ ~ + . & : ; . ; :  ~  
razonamiento como el anterior. Cuando xsv , el crecimiento ( con 
respecto a v ) que experimenta Jv(r) es cancelado por el decai- 
miento de J;(r). Este hecho nos permitirá obtener (0.10) en la re- 
gión donde x = ~ .  ( En lema 2.4, antes de su demostración, damos 
una idea de como hacer esto). 
Para comprobar que las combinaciones .lineales finitas de..las , . 
r .  --.?., .,m. 
,..? . . .: .. 
. . 
.: 
h KUc 1€{1,2,..,aN} k=0,1,.. son ;:. : . .  
guir las tecnicas estandar. Sabemos 
N n tema ortonormal completo en C (R ) y que este se inc.luye continua- 2 
N 
mente en C (Rn) si p>2 (sección 3, capítulo 1). El resultado es.' :: 
P +. 
entonces obvio para p>2. Lo usual, despues de esto, es demostrar 
que el dual de cN(Rn) es cN(Rn) l/p + l/q = 1 y deducir el resul- 
P q 
tado en el rango de p's menor que 2 para cuyos conjugados tenga- 
mos demostrado la acotación uniforme de los operadores sumas paf- 
. . 
ciales. 
. .,.. 
.... 
N n Si entendemos que el dual de c~(R") es C (R ) l/p + l/q = 1 
P q 
N 
en el sentido estandar, esto es : dado F E  (C (Rn) 1 '  existe una Ú- 
P 
N N n 
nica g E C  (Rn) tal que Fíf )=<f ,g> para cada f de C (R ) y 
q P 
con A N n '  y A 2  constantes absolutas, entonces (C (R ) )  = cN(Rn) 
P q 
l/p + l/q = 1 es equivalente a que el multiplicador de la bola 
unidad este acotado en 9q(Rn) (sección 3, capítulo 1). 
Este resultado nos desilusiono en un principio, pues queria- 
mos obtener la acotación del multiplicador de la bola unidad como 
una consecuencia del hecho de que las h WL* 1 E{ 1,2,. . ,aN} k=O, 1,. 
N n formasen base en C (R ) .  En efecto, si esto ocurriese, dada f en 
P V:(R"I y suave: 
M a~ 
~f(x) = lim 1 <hW,Tf>hW8(x) = 
M-" k=O 1=1 
= lim i f <hW,f> hWlx) 
M-" 1=1 
Como la acotación de los operadores sumas parciales la habiamos 
obtenido en $(R"), entonces 1l.f 1 1  < ' 1 1  f l l p  A independiente de f. 
Utilizando una igualdad para las funciones de Bessel ((1.26)), 
vemos que el multiplicador de la bola unidad en,. 
presado en el mismo tipo de núcleos que los asociados a los opera- 
dores sumas parciales S" y de aqui: 
Teorema 1.2 T (multiplicador de la bola unidad) está acota- 
2n do en rfP(~~) si y solamente si ñir 2n < p < n-1 nfl 
N n  N n  De esto, (C (p 1 )  = C ( R  ) en el mismo rango de p's que teore- 
P ¶ 
ma 1.2 y obtenemos: 
Teorema 2.1 Sea f cN(pn) y snf (x) = ! > h  yw(x). 
P k=O 1=1 
N n 
Entonces lim llsnf - fll = O para toda f de C (R ) si y sola- 
u-- P P 
2n 2n 
mente si - nfl 4 / 3 <  p< 4 n=l 
n+l 
Ya comentamos que la función que más pesa en la serie: 
es la h (x). Si llamamos: 
NJ,k  
OM y SM son los operadores sumas parciales asociados a las 
h ( x )  y k ( x )  l~(1.2 ,.., aNl k=0,1, ... ,utilizando esencialmente el de- 
N 
caimiento de los coeficientes d (k, j ) demostramos, en la sección 2 del 
capítulo 11, que los TM estan uniformemente acotados en v:(Rn) 
2 n para - 2 n 
n+l < p  < - nfl 1 < p<- n=l. Esto junto co teorema 2.1 : n-1 
N n Teorema 2.2 Sea £ C (R y r n £ ( x )  = f y < b w , f >  b w ( x ) .  P  
k=O 1=1 
N n 
Entonces lim 1 1  u n £  - £11 = O para toda £ de C (R ) si y 
n-n P  P  
2n 
solamente si - 2n n#l 4/3 < p  < 4 n=l. 
n+l < p  <- n-1 
Es natural pasar a plantearnos los teoremas 2.1 y 2.2 en el 
. . 
. . - .  . .  - 
m .  , - ,. 
marco de los B (Rnj espacios. Para n=l el problema esta resuelto; P 
sin embargo para nfl el problema queda abierto. 
Para n=l, el resultado está incluido,en teoremas 2.1 y 2.2. 
En efecto, cuando n=l,N solamente puede tomar los valores O y'l 
(solamente hay dos armónicos esféricos sólidos independientes en 
R .  a saber: p (x)=l y p (x)=x) y B ( R )  admite la descomposición: o 1 P 
o 1 donde C ( R )  y C ( R )  son los conjuntos de funciones pares e impa- 
P P 
res respectivamente de B (R).Este resultado es anterior a la teoría 
P 
general que presentamos y está escrito en 1 3 3  y [ 43  
Las funciones h (x] pueden ser expresadas en terminos de las w 
funciones de Bessel esféricas j (x) (=Jn/12x) 
n Jn+1/2(X) 
y las ondas esferoidales prolatas (descritas en la primera parte 
de la introducción) cuando nos restringimos a [-l,+l] en la fre- 
cuencia y [-c,+c ] en el tiempo, estan definidas por: 
donde - k - 2  designa la parte entera de -(k-1)/2. 
Teoremas 2.1 y 2.2 pueden ser reescritos para n=l en la forma: 
u 
Teorema 0.1 Sea f E B  (R) y SMf(x) = 1 (2k+l)<f, jk(21.)> jk(21x) 
P k;#) 
Entonces lim 11 Suf - f(l =O para toda f de B (R) si y sola- 
P u- P 
mente si 4 / 3  < p < 4 .  
.- 
Teorema 0.2 Sea f E B  (W) y ruf(x) = 1 <f,bk>bk(x) .~nton-~ 
P k=o .:,+*.-..c&.. ,; -. -&.C7,~., - < -  &&&& l.~-: +- 
ces lim, 11 Quf - f 11 = O para toda f de B IR) si y sol-ente 
P P m-- 
Recientemente córdoba r61 ha demostrado que el multiplicador 
de la bola unidad está acotado en el espacio LPn2(Rn) para 
2 n 2n 
- < p  < -  
n+l n-1 nfl , donde LPt2(Rn) es el conjunto de las fun- 1 
n 
ciones complejas en R tal que: 
I l f  l l p , 2 =  ( lo.n-' ([ lfírx') 12dx')p/2dr)1/~ < m 
S -1 
La demostración es una extensión vectorial de los métodos de C41 . 
Este resultado sugiere naturalmente la pregunta de si las funcio- 
nes bwl<( x) ( (x) constituyen una base en los espacios: 
Las propiedades de los B (IRn) estudiadas en sección 3 del 
P 
capítulo 1, se transmiten a los B (IR") y el hecho de que el mul- 
P, 2 
tiplicador de la bola unidad esté acotado en LP*~(IR") para 
2n 2n 
- < p <  - n 
n+l n-1 P. 2 9,2 nfl, hace que 8' (W ) =  B (IRn) l/p + l/q =1 
en el mismo rango de p's. 
Si utilizamos los resultados de la sección 1 del capítulo 11, 
. . 
los operadores 'sumas parciales asociaios a las h ( x )  estan difinidos por.: .:: 
,.< . . 
- 
donde hemos desarrollado f en su descomposición via los armónicos 
esféricos, esto es: 
y KM(r,s) viene expresado en terminos de núcleos del tipo: 
y sus duales, con v = N+(n/2)+2M+1 y N+(n-2)/2. 
2 n Córdoba prueba para - 
I n+l < p < -  2n nfl la siguiente desi- n-1 
gualdad : 
[aj} eS una sucesión de números reales no negativos y {g. 1 es 
3 
una familia de funciones localmente integrables. 
De (1.26) y de la desigualdad anterior, se deduce que .SLM es- 
ta uniformemente acotado en LP'~(R") ( no es necesaria la condi- 
2n 
ción de que sop P c ~ ( o . 1 )  ) para < p < -  2 n 
n-1 nfl . Estp jun- 
n to con B' ( R  ) = B (R") l/p + l/q = 1 para el mismo rango 
P, 2 9.2 
de p's nos conduce a: 
L = N M  
Xkamma0.3 Sea f E B  (en) y SLnf(x)= cf ,hw> k ( x ) .  
p.2 
Entonces lim I I s ~ ~ ~  - f 11 - O para toda f de B ( R ~ )  si 
L. n- P. 2- P, 2 
2n y solamente si - 2n 
n+l < p <  - n-1 nfl . 
Este teorema es una versión vectorial de teorema 2.1 
Hay dos hechos esenciales en la demostración de teorema 0.3 
(teorema 1.2) que no pueden darse en la demostración de un aná- 
logo a este teorema en el marco de los B ( R " )  si nfl. El primero 
P 
es que la acotación uniforme de los SLM la hacemos en los espacios 
. . -.4:. . , .,.& , - ,.= ., - - 
_i . .. . - . . . .. .'. '& . - .  
LP' (Rn ) ( ~ ~ ~ p i " ' )  l .  Los SLM no podrian estar uniformemente acota- 
¡ 
P n 1 dos en L (R ) ,  por lo menos para p > 2 ,  pues si esto ocurriese, de 
n la inclusión continua de B2(R ) en B (Rn) p > 2 (sección 3, capí- 
P 
l 
tulo 1) las h (x) serian base en B (R") y esto implicaria que el W& P 
multiplicador de la bola está acotado en L'(R~). El segundo hecho 
concierne a la densidad de las combinaciones lineales finitas de 
N n las h (x) en B $Rn) ( N fijo en C (R ) ) .  La demostración de w P. P 
n 
esto está basada en 8' (R ) = B (Rn) l/p + l/q = 1 
P. 2 9.2 
2 n 
- 
2 n 
n+i < P < n-l ( (cN(Rn))'= cN(Rn) 1 .  En el caso de los B (Rn) P 4 P 
esto no puede ocurrir. En sección 3 del capítulo 1 demostramos 
que B'(Rn) = B (Rn) l/p + l/q = 1 solamente cuando p = q = 2, 
P 9 
pues en caso contrario llegariamos, como antes,a una contradicción 
con el teorema del multiplicador de la bola unidad en L ~ ( R ~ ) .  
Aunque el multiplicador de la bola unidad en ?PlEtn) y los 
operadores sumas parciales asociados a las funciones h NJ&(~) 
1 E{1,2,..,a ] k=0,1,.. vienen expresados por el m ismo tipo de 
N 
núcleos, es más fuerte la acotación uniforme de los S #  que teo- 
rema 1.2 , pues para la demostración de este resultado 
solamente necesitamos la acotación de los operadores que 
rs producen los núcleos de la forma - 
r ~ s  Jv(r)Jv(s) y no la acotación 
uniforme con respecto a v . No obstante, corolario 1.3 y lemas 2.3 y 2.4 
podrian hacernos ver a teoremas 1.2 y 2.1 como equivalentes. 
La estrecha relación entre la acotación del multiplicador de 
la bola unidad en y teorema 0.3 es bastante mas clara que 
en los casos precedentes. En este caso, si es neceraria, en cierto 
sentido, la acotación uniforme con respecto a w de los operadores 
rs 
asociados a los núcleos - J'(r)J (S). 
ris v v 
Es claro, despues de las observaciones anteriores, que los 
resultados sobre basespara las funciones h ( x )  estan intima- KV< 
mente r-lacionados . , con'la acotación del multiplicador de la bola 
unidad. Esto nos sugiere que un análogo a teorema 0.3 en el marco 
n de los B ( R  ) nfl solamente seria cierto para p=2. 
P 
N Debido al fuerte dacaimiento de los coeficientes d (k,j) en 
N,k y j, pensamos que la versión para las ondas esferoidales pro- 
latas del teorema 0.3 es cierta, aunque no nos ha sido posible 
comprobar todos los detalles. Enunciamos entonces: 
Entonces lim 11 cLnf - f 11 2 = O para toda f de B (07") 
~ , n -  p,2 
2n 
si y solamente si - 2n 
n+l < p < - n-1 nfl. 
La teoría general sobre las ondas esferoidales prolatas en 
R", nos asegura ( propiedad (0.5) ) que las restricciones de las 
2 b (x) a B(0,c) forman un sistema ortogonal completo en L (B(0.c)) 
NJk 
( espacio de las funziones tiempo-limitadas). Es natural preguntar- 
nos la misma cuestión que nos hicimos para las funciones banda- 
limitadas: ¿para que 9's las buk(~)xB(o,c) (x) forman .lna base en 
L~(B(o,c))?. 
Las b (x)xB(o c ) ( ~ )  normalizadas en L(B(0,c)) las designamos u* 
, -. 
(x) . Vienen definidas para x=rxl 1 xl=r x'€sn-' Por por eW , .  . ,  .-. 
. .-;a, ;<: S$\&.. 
<D N .. . d (k, j) N=0,1,2, .... 
j=-k u N k N,l,k+5(X) lE{l,2,..,aNl 
(a'0) el k-esimo polinomio de Jacobi de orden (a, 6). siendo Pk 
Otra vez, la forma de 'las 
+ w (x) sugiere estudiar el proble- 
ma para las funciones R ( x )  y luego extenderlo a las Wh (x) a- 
N - *. -,~~...&~<;.i.',>:.7'*., provechando el decaimiento de los coeficientes d tk,]). Como en el 
caso de las funciones banda-limitadas, vamos a dar resultados en 
los espacios L ~ ( B ( O , C ) ) ~ ~ ~ ( R ~ ) .  
El comprobar que las R (x) 1€{1,2,..,a 1 k=0,1,.. forman NUc N 
. . 
2 n 
una base en L ~ ~ B ~ O , C ) ) ~ ~ D ( R ~ I  para < e < p  n-1 2 n n#l 
4/3 < p < 4 n=l, es una consecuencia de las propiedades familiares 
de los polinomios de Jacobi 1251 y del siguiente resultado debi- 
do a Muckenhoupt [131 : 
Teorema 0 . 5  Seanay 6 dos números reales mayores que -1 y a 
P ap m y b dos números reales cualesquiera. Sea f E L ( (1-x) (l+x) x(-~.+~) ) 
n 
y ~;''f(x) = E ck P(~")(x) donde 
k=O 
'f(x) = f(x) para cada f en Entonces Jim S" 
-m 
L ~ (  1-xIap ( l + ~ ) ~ ~ - ~ , + ~ )  (x) d x )  si y solamente si: 
Utilizando las mismas tecnicas que nos hacian obterner teore- 
ma 2.2 de1'2.1 ( sección 2, capítulo 11) ,obtenemos: 
-30- 
Teorema 0.6 Sea f E ~ P ( ~ ( ~ , c ) ) n  T 
' 2  ( X )  . Entonces lim 11 snf -- f 11. :"O 
u- P 
N n para toda f de ~ ~ ( ~ ( 0 . c )  ) n 9 (R ) si y solamente si 
P 
Para n=l, las R (x) pueden reescribirse en terminos de los U& 
polinomios de Legendre pn(x): 
y las restricciones a [-c,+cl normalizadas de las ondas esferoi- 
dales asociadas al intervalo C-1,+11 en la frecuencia y [-c,+c] 
en el tiempo, vienen definidas por: 
Teorema 0.6 para n=l, puede ser visto como una consecuencia 
de las propiedades de los polinomios de Legendre E251 y del he- 
cho bien conocido de que estos polinomios constituyen una base 
de L~ C-l,+ll si y solamente si 4/3 < p < 4 C141 C151 , y pue- 
de reescribirse: 
n 
Teorema 0.7 Sea ~EL~C-C,+C] y Snf(x) = 1 ek(x). 
k 4  
P Entonces lim 11 SUf - f 11 = O para toda f de L C-c. +c] si 
u-- P 
y solamente si 4/3 < p < 4. 
Al igual que en el caso de las funciones banda-limitadas, pen- 
samos que una versión vectorial del teorema 0.6 es cierta. Más 
especificamente,si 
entonces: 
Teorema 0.8 Sea f E L~'~(B(O,C)) y 
E %n 
SLnf(x) = 1 1 1 <f.&,&> +&,& (x) . Entonces lim IISLnf-fll =O 
M 1=1 k=o L.n - P, 2 
Zn Zn 
si y solamente si < p < - 
n+ n-1 41. 
La demostración de este resultado, pensamos que se deduce del 
. . 
N decaimiento de los d (k,j) en N,k y j y de una extensión vectorial 
. . del resultado de ~uckenhoupt...- .; ' .:. t' . .' . .. ,< :.- .-- *- .. .,. 
Los detalles de los teoremas 0.4 y 0.8 esperamos presentarlos 
en una proxima publicación. 
Las ondas esferoidales prolatas con las que trabajamos en es- 
ta memoria, surgen al maximizar el cociente: 
1 sobre todas las funciones de 
2 n B(R) = I F E L  (IR ) / sop ?CR 1 
cuando R=B(O,l) y S=B(O,c) c>O. Es claro que podria haberse 
hecho una teoria más general cuando R y S son dos bolas arbitra- 
n 
rias de R , y todos los resultados que hemos enunciado seria vá-  
l lidos en este marco. 
Alternativas a la teoria que presentamos podrian darse al to- 
n 
mar otros subconjuntos R y S de W . Un caso donde teoremas 0.1 y 
n 0 . 2  tendrian una generalización natural a R~ ( R ) es cuando: 
2 . . 
R = ( ( x ~ , x ~ ) E R  -a < x1 4 +a -b 6 x2  ~i +b .) 
. -  . 
,. 
. 
- .  
, ....-; i .  .' 
y S=cR c>O. Ya hemos comentado que la familia de funciones 
1 2 1 2 
bnm(x1.x2) = bn(xl) bm(x2) (n,m) NxN ( bn(xl) ( resp. bm(x2) ) 
ondas esferoidales prolatas asociadas a [-a,+a] ,[-ca,+ca] (resp. 
[-b,+b] , [-cb,+cb]) ) formaban un sistema ortonormal completo 
2 en B(R). Si B ( R )  es la extensión natural de B(R) a L'(R 1, es u- 
P 
na consecuencia inmediata 3e teorema 0.2 que la familia bnm(xl,x2) 
forma una base en B (R) si y solamente s i .  4/3 < p < 4. La exten- 
P 
sión de este resultado a R" es inmediata. 
. ~. - .  
, . .  . -7 .: - . , .  .-.. , . ' . , ; . . . <<q:*>G?-, . ,  w;!~#p*c-.+. -e?*.~Z+ *?S7: 'Y? .<:! ; ,.
. . .. . .~ 
- . .  
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CAPITULO 1 
CAPITULO 1 - PUNCIONES BANDA-LIMITADAS 
t- Ondas esferoidales prolatas 
2 n Dada una función f E L  (R ) ,  decimos que es banda-limitada si 
sop f es compacto, donde designa la transformada de Fourier de 
f. Debido al comportamiento de la transformada de Fourier con las 
dilataciones, se puede normalizar siempre esta situación suponien- 
do que el soporte de f está contenido en la bola unidad. En lo su- 
cesivo, y mientras no se indique expresamente lo contrario,supon- 
dremos siempre que f es banda-limitada si y solamente si sopf c B(0,l) 
Al conjunto 
2 n B2(pn) = { f E L  (IR ) / sop ? c B ( o , ~ )  1 
2 n lo llamaremos conjunto de las funciones banda-limitadas de L (R ) .  
Las ondas esferoidales prolatas se definen como las auto- 
funciones en B (IRn) de la ecuación integral: 2 
donde 9íO.c) designa lo bola de centro O y radio c. 
La formula de inversión para la transformada de Fourier C231 , 
n 
nos permite expresar una función fcB2(p ) en la forma: 
Es claro que una tal función es extremadamente suave, es más, pue- 
de ser extendida a una función analítica en cn Q61 . La ecuación 
2 (1.1) puede ser entonces estudiada en L (B(0.c)) y sus soluciones 
extendidas a R" via la igualdad (1.1). 
Si llamamos 
T (x) = J ( I  e 2niíx-y) 5 d5) +(Y) dy 
~(0.c) B(0.1) 
es facil ver que el operador T estudiado en el espacio de Hilbert 
L?(B(o,c) es autoadjunto, compacto, definido positivo y k=O no es 
un autovalor. La teoría espeztral estandar E161 nos asegura la 
existencia de un conjunto de autofunciones -$ (x) E ~'(~(0.c) ) n=0,1,. 
n 
L formando un sistema ortonormal completo en L (B(0,c)) y una suce- 
sión de autovalores (kn} decreciente, estrictamente positiva y 
2 tendiendo a cero, como soluciones de (1.1) en L (B(O,c)). 
Definimos , para x E R", las ondas esferoidales prolatas por: 
Son funciones de B* (R") : 
CI 1 b n (x) = - C +,(t) WB(~,c) ( t )  1 (x) x ~ ( ~ , ~ ) ( x )  J"ñ  
Verifican la doble ro:~zi63 de ortogonalidad: 
Forman un sistema ortonormal completo en el espacio de Hilbert 
B (Rn) y sus restrcciones a B( 0.c) , bn(x)x B(o,c) 2 (x) n=0,1, ..., 
2 forman un sistema ortogonal completo en L (B(O,c)). Ademas, la 
familia (bn(x),A ) n=0,1, ... son las soluciones de la ecuación 
n 
integral (1.1) en B ~ ( R ~ ) .  
El razonamiento funcional anterior nos asegura la existen- 
cia de las funciones b (x), sin embargo no nos permite obtener su- 
n 
ficiente información sobre ellas. Hay ciertos problemas unidimen- 
2 
sionales del tipo L + = A +  en L (0.1) cuyas autofunciones coinci- 
den con las de un cierto operador de Sturm-Liouville. Es claro que 
la teoría general sobre estos Últimos problemas aporta maS informa- 
ción real sobre las autofunciones que la teoría espectral. Nuestra 
situación no es en R sino en R", sin embargo, las caracteristicas 
especiales de nuestro operador T nos permitiran reducir su estudio 
a una familia de problemas unidimensionales. La idea será estu- 
diar cada uno de estos problemas unidimensionales via un cierto 
operador de Starm-Liouville. 
No hay restricción en normalizar el rango de integración del 
operador T a B(0,l). Si hacemos esto: 
donde Q (x) = Q(-x) y 
- 1 
L está estudiado con bastante detalle en E191 .Es un operador 
autoadjunto, compacto y X = O  no es un autovalor. Sus autofun- 
ciones tienen que ser pares o impares y sus autovalores seran rea- 
les o imaginarios puros segun sean sus autofunciones asociadas pa- 
res o impares.El conjunto de sus autofunciones forma un sistema 
2 
ortonormal completo de L (B(0.1)). esto hace que coincidan con 
las autofunciones de T ( módulo la normalización 1. Los autova- 
lores de T corresponden con el módulo de los autovalores de L al 
cuadrado. 
L es una transformada de Fourier y por lo tanto, el estudio 
2 del problema L  $ =  A $  en L  (B(0,l)) puede ser reducido al estudio 
de una familia de problemas unidimensionales haciendo uso de la 
2 n descomposición de L (R via los armónicos esféricos. Más especi- 
ficamente: 
2 n Sea ~J;(L") N.O 1.2, . . . e1 subespacio de L (R formado !por 
las combinaciones lineales finitas de la forma Yn(xl)f(r) ( x=rxl 
Ixl=r x'Es"-~= { XER" / Ixl=l) ) donde YN(xt) es un ar- 
mónico esférico superficial de grado N y f es radial, entonces: 
Los 7:(Rn) son subespacios cerrados, mutuamente ortogonales e in- 
variantes bajo la acción ?e la transformada de Fourier. Si f(x) = 
YN(xl)f,,(r) entonces f(x) = Y (x1)F0(r) donde: N 
o 
(estos resultados pueden ser encontrados en C231 1 
Si {yN1} 1E11,2,..,aN) es una base ortonormal en L 2 (S n-1 1 
del conjunto de los armónicos esféricos superficiales de grado N, 
2 las soluciones de L $  = A $  en L (B(0.1)) son: 
donde para N y 1 fijos, ( RNk(r) , ) son las soluciones del 
problema : 
2  n-1 
1 
n-1 2  
en ( X ( o , l )  ( s ) d s )  í =  f t a l  q u e  s l f i s i l  as < - > 
S i  l lamamos yN = A N í  2nc  y q N ( r )  = r ( n - l ) / 2 R  (,.) ( n - 1 ) / 2  N 
2  l a s  s o l u c i o n e s  d e  l a  e c u a c i ó n  (1.1) e n  L ( B ( 0 . c ) )  s o n :  
donde  p a r a  N y 1 f i j o s  ( vNk , yNk k = 0 , 1 , .  . . s o n  l as  s o l u c i o n e s  + 
- . .,..*"';N. -a- 
d e l  problema:  
2  P a r a  e s t u d i a r  e s t a  e c u a c i ó n  i n t e g r a l  en  L ( 0 . 1 ) .  d e f i n i m o s  e l  
o p e r a d o r  : 
E s  f a c i l  v e r  q u e  e s t e  o p e r a d o r  es a u t o a d j u n t o ,  compacto y y = O  no 
e s  un a u t o v a l o r .  O t r a  v e z ,  l a  t e o r í a  e s p e c t r a l  e s t a n d a r  nos  asegu-  
r a  l a  e x i s t e n c i a  d e  un c o n j u n t o  o r t o n o r m a l  comple to  d e  a u t o f u n c i o -  
n e s  
2  
"'N k  d e  L ( 0 , l )  k = 0 , 1 ,  ... . Conocemos l a  e x i s t e n c i a  d e  l a s  
v N k í x )  p e r o  no tenemos s u f i c i e n t e  in fo rmac ión  s o b r e  e l l a s .  Vamos 
a  o b t e n e r  un o p e r a d o r  d e  S tu r rn -L iouv i l l e  
I c u y a s  a u t o f u n c i o n e s  c o i n c i d a n  con  l a s  d e  L N .  
toda autofunción de este operador tiene que anularse en cero si 
. . 
nfl. Si n=l, N solo puede tomar los valores 0 y 1 ( solamente hay 3 ~ -  
armónicos esféricos sólidos independientes en (R. po(x)=l y p (x)=x ) .  1 
Si N=O, Lo produce las autofunciones pares del operador L y estas, 
no son nulas en -ero pero si sus derivadas. Si N=l, L1 produce las 
autofunciones impares del operador L y estas si son nulas en cero. 
Es claro que las condiciones de frontera que tendremos que impo- 
nerle al problema M q = A q  seran que las solociones sean nulas en N 
cero ( salvo que n=O y N=o, en cuyo caso le impondremos que la 
derivada sea nula en cero) y finitas o continuas en 1. Si ademas.', - .. 
al operador MN le exigimos que satisfaga la igualdad: 
las autofunciones de LN y MN tienen que coincidir. 
Con las condiciones de frontera impuesta a M N '  suponiendo que 
p(l)=0 y exigiendo que M satisfaga la igualdad anterior, este N 
operador tiene que venir definido por: 
y las %k ( autofunciones de LN ) seran las autofunciones del 
problema: 
O 6 x X 1 y con las condiciones de frontera antes citadas. 
El problema (1.5) puede se visto como una perturbación por el 
factor 4 n2c2x2 del problema: 
O 6 x  6 1 y con las mismas condiciones de fromtera. Es usual, en estos ca- 
sos, resolver este Último problema y obtener la solución del 
problema original como una serie en las soluciones de (1.6). 
Con las condiciones de frontera impuestas a (1.6) y utilizan- 
do el método de Probenius, las soluciones de (1.6) son : 
. ..-e; -'. 
* .F' - ( a' ') designa el k-esiho polfnimio de Jacobi de orden ( a, 0 ) .  donde Pk 
Utilizando las propieda'es conocidas para los polinomios de 
Jacobi [ 2 5 1  , es facil comprobar que : 
SNk ( x ) SNp ( x ) dx = 6 kk' 
donde : 
Las soluciones de (1.5) las expresamos en la forma: 
Utilizando (1.7) y haciendo que vNk(x) satisfaga (1.5). obtene- 
N mos la sig..iente relación para los coeficientes d (k,j): 
donde : 
N+(n-2)/2+ 3 NO") +4x N+(n-2)/2+2 fN(k,-k,c)= (N+(n-2)/2 + 2 d z  ( . ,  , . 
. r .  . s .  
Si llamamos . . . ,  . . . . . , . . _ . . . .  . :ir ... &. . ; -;.i 
..,. . - 
..,. ~ .... . 
.. 
m 
2 p N k x  1 dx = 1 1 dN(k, j) l 2  j-k 
A 
y recordamos que yNk!+=0.1, ... son los autovalores de LN (0.4) , 
las soluciones normalizadas de la ecuación integral (1.1) en 
2 L (B(O,c)) son para x=rxl Ixl=r x'€sn-l: 
Las ondas esferoidales prolatas b ( x )  estaban difinidas por U& 
(1.2) a partir de la $ (x) y los A . Utilizando (1.3) , (1.4) NJ8 W 
y la igualdad [191 : 
evaluamos (1.2) para obtener: 
-- 
donde : 
J~ + (n/2 ) + 2k -. ., 
h ~ h  (x) = YN1(xl) J N +  (n/2) +2k n/2 (xarx' r 
Vamos ahora a estudiar el comportamiento de los coefiiientes 
N d (k,j). De este estudio podremos deducir que el coeficiente que 
mas pesa en la serie (1.12) es el correspondiente a j=O, lo cual 
nos permitifa pensar que cuando k es sufic 
es esencialmente hw(x).. 
, . .  ,:- 
'N : 
De (1.8) y del hecho de que ( A  ! k ) l  e 
, ,... . 
. . - *:S-. - .:~. 
en k y N por 1/2 ,alguna de las dos desigualdades siguientes debe 
verificarse: 
,- . . . 
. . 
Vamos a demostrar que para todo k mayor o igual que un cierto 
K(c), solamente se puede dar (1.13) si j es positivo y (1.14) si 
j es negativo, cualquiera que sea N=0,1, ... . 
Supongamos que para un cierto j positivo se tiene (1.14) y 
-. 
que para j+l (1.131, entonces: 
N 
si sustituimos x (c) por la variable x, el producto f (k,j,c). Nk 
N f (k,j+l,c) podemos entenderlo como una parábola g(x). Ya que 
uniformemente en k y N, es facil ver que si x no está en el inter- 
valo: 
entonces Ig(x) 1 > 1. 
Utilizando la caracterización de los autovalores de los pro- 
blemas (1.5) (1.6) por el cociente de Rayleigh E 7 1  ,deducimos: 
Este hecho nos permite asegurar la existencia de un Kl(c) tal que 
si k &K1(c) : 
para todo N=O,l,.. y jll. Asi, si k&Kl(c), XNk(c)$l:, Y 
1 g(XNk(c)I > 1 , lo cual supone una contradicción con (1.15). 
luego' si k 3 Kl(c) y para un j >, 1 se dá (1.14). para jO+l ( de o 
hacho podemos suponer para j 2j ) se tiene que dar (1.14). o 
Utilizando (1.16). siempre podemos encontrar un K (c) tal que l 2 
si k>,K2(c) entonces: 
Si k > max IK~(C), K2íc) 1 y existe jo para el cual se veri- 
fica (1.14), por lo anterior para j >j debe verificarse (1.14). o 
Si esto ocurre, (1.17) nos dice que la solución PNk(x) de (1.5) 
no puede converger en x=l y esto contradice las condiciones de 
frontera de dicho problema. 
Podemos asegurar: 
Si suponemos ahora que para un cierto jo,c[-k+l,-11 se dá 
(1.13) , por un razonamiento análogo al anterior, existirá un K (c) 3 
tal que si k lK3(c), para j 6 jo se tendria que verificar (1.13). 
En particular para j=-k+l- 
y volviendo a utilizar un razonamiento análogo al anterior, esto 
no puede ocurrir si k es mator que un cierto K (c). Concluimos: 4 
si k 3 max {K3(c) , K4(c)} ,cualquiera que sea N=0,1, ... y j6C-k+l,-11 
Si k 3 max[K (c),K (c),K3(c),K4(c)} y utilizamos (1.17). 1 2 
(1.18). 1 . 1 9  y 1 . 9  : 
1 
y como una consecuencia de esto: 
~ 
siendo A una constante que solo depende de c. 
2- Funciones de Bessel. 
. . 
-.. . :--* i 
. . 
.. . * , .  i : ,, ' . y-:->.: . :.5::, .:& :jF:.:;$x.:+ 
Si designamos por Jv(x) la función de Bessel de orden v , es 
facil deducir el comportamiento de esta en el cero y en el infi- 
. - e  t : L .. )1/2cost x - (v+ 1/21 a/2) J (x) = ( -  X 4 "  
v n x 
y es una tarea más delicada obtener su comportamiento cuando x es 
del orden de v . Esta sección está dedicada a obtener el compor- 
tamiento de J (x) y J;( x) cuando v . 
v 
Trabajaremos con la expresión para la función de Bassel C271 : 
- 
sen v n -vt - xsenh t 
2 dt 
la cual nos permite ver a J (x) como una suma de dos integrales 
V 
oscilatorias mas-un termino de error. En efecto, es facil ver que 
cualquiera que sea x > O tenemos: 
senvx - ~ t  - xsenh t A 
d t I C V  + X  
donde A ,  al igual que ,a lo largo de toda este sección, designa 
una constante absoluta ( independiente de v y x 1 .  
El hecho de expresar J (x) en terminos de integrales oscila- 
v 
torias, sugiere la utilización del método estandar para estimar es- 
te tipo de integrales, a saber: el método de la fase estacionaria. 
Este método persigue estudiar el comportamiento asintótico 
de integrales de la forma: 
Si la derivada de la fase, ~ ( t ) ,  no se anula en el soporte 
de la amplitud, f(t), y le exigimos cierta regularidad a esta, una 
-1 integración por partes nos asegura que Iíx) = O(X 1 .  Si existe 
un punt9 en el soporte de f tal que p'(t ) = O ( podemos suponer o 
que es Único, pues en caso contrario cortariamos la integral uti- 
lizando una partición de la unidad regular y se estimaria cada una 
de ellas por separado) la situación es más delicada. 
Si solamente quisieramos obtener obtener una estimación su- 
perior de I(x), la estrategia a seguir es dividir I(A) en dos in- 
tegrales, la primera sobre un entorno suficientemente pequeño de 
t0 y la segunda sobre el complementario de este intervalo. En la 
primera, la fase es esencialmente constante y no cabe esperar 
cancelación. Esta integral la mayoramos por la medida del inter- 
valo. En la segunda integral, supuesto que la derivada de la fase 
no es nula, aprovechamos la cancelación integrando por partes. 
Si lo que perseguimos sobre la integral Iíx) es conocer un 
término principal más un término de error, la táctica a seguir 
es la siguiente: supongamos que existe un Único punto t0 tal que 
2 
vl(tO) = O y v"(tO) f O ( por ejemplo > O ) .  Si x = pít) - v(tO) 
entonces : 
2 
I(A) = e 1 d o  h h(x) dx 
para una cierta función h í x )  que supondremos suave. 
Utilizando Parseval [23] y 
obtenemos: 
Ya que la transformada de Fourier transforma derivación en pro- 
2 2 -1 
ducto [23] ,desarrollando por Taylor e - i ~  U A . 
donde : 
Para obtener una formula asintótica optima para I(A), tendria 
que ocurrir que Rn(A) z O(1) y esto depende de la regularidad de h. 
Ya q u e  h ( 0 )  depende  d e  f ( t O )  y 7 "  ( t O ) ,  l a  e x p r e s i ó n  a s i n -  
t ó t i c a  p a r a  I(,I.) nos  v i e n e  a  d e c i r  q u e  l o s  pun tos  donde l a  f a s e  
permanece e s e n c i a l m e n t e  c o n s t a n t e  ( t t a l  que  ? ' ( t  ) = O  son  l o s  o o 
p u n t o s  que  a p o r t a n  e l  peso  p r i n c i p a l  en  I ( x ) .  
Vamos a  a p l i c a r  l a s  i d e a s  a c a b a d a s  d e  e x p o n e r ,  p a r a  estimar:,,-i,.;. 
,.t.. -+L. ,,,...,-* 
l a s  d o s  i n t e g r a l e s  o s c i l a t o r i a s  que  a p a r e c e n  e n  ( 1 . 2 2 ) .  La d e r i v a -  
d a  d e  l a  f a s e ,  ? ( e )  = - x s e n  e ,  d e  es tas  i n t e g r a l e s  so l amen te  se 
a n u l a ' s i  x 2 V .  
S i  suponemos que :  
v  
2 / 3  
donde M < 2  , < v  '13 , una i n t e g r a c i ó n  po r  p a r t e s  demues t r a :  
+ i ( v e - x s e n e )  -1 d e l  S A V  XECO, v / 2 1  
+i ( v e - x s e n e )  A '-j ;1/3 j + l  1 / 3  v - 2 j v l / ?  
d e l  6 X E (  v - 2  v 
j G { o , ~ ,  ..., M-11 
Suponemos a h o r a  q u e  x E (  v - v  1 / 3  , v + v 1 / 3 ]  . Hacemos x = ~ + a  
t i  ( v e -  ( v + a ) s e n e )  ( 1 . 2 3 )  lou e  d e  = 
E 
'-ti ( v e  - ( v + a )  sene +i ( ~ e -  ( +a ) sene d e  + [" e-' d e  
X - E  
- E  
A le exigimos que si a  > O  entonces A '  > 8, ,donde e o e s  e l  punto  donde 
se anula la derivada de la fase ( coseo =- ) V+ a 
. ~ h -  
. .- 
En la -,%;unta integral de (1.23). supuesto que la derivada 
de la fase no se anula, integramos por partes y obtenemos: 
En la primera integral de (1.23), la fase es esencialmente 
constante y no hay esperanza de cancelación, por tanto mayoramos 
- E  3a 1/2 por ,i . Ya que 0, 6 í Y+a) . '  y la mejor estimación $7
v 
para (1.23) se tendrá cuando v - ~ x ~ '  sea del mismo orden(con res-. 
pecto a , ) que A - €  , tomamos = J ~ v ~ ' ~ .  Entonces: . 
Vamos a suponer ahora que x > V +  v '13 , y otra vez ponemos 
x =. + a  . En este caso la derivai7a de la fase se anulará en 00 
V ( COS e,= ) .  Llamamos A =  (2ya+a 2 ) :/2 y <p(e) = v e  - (vta)sene V +  a 
Definimos: 
h2 : i -  00, O 1 -> CO , h2(-e0 ) ]  
5- ( < p (  5+00) -(P(Bo) )1/2 A 
hl y h2 son funciones inyectivas, derivables y con derivada disti- 
ta de C ero en sus respectivos dominios. Si hi( € 1  = t i~ { 1 , ~ )  : 
donde : 
L 
Aplicando las ideas antes expuesta a e g(t) dt 
Estas dos Últimas integrales estan mayoradas, salvo un factor constante, por : 
De esto y (1.22) obtenemos: 
donde : 
Nos vamos a ocupar ahora de la derivada de Jv(x). Solamente obtendremos 
estimaciones superiores para esta. 
. ..- .- . 
&!, .. 
- .
Cse"ht e - vt - xsenh t dt + 
n 
Como antes, la tercera integral es termino de error y con el 
mismo decaimiento que para JV(x). 
Integración por partes demuestra que: 
+i(ve - xsene ) 1 jo sen e e- del S A V  -1 
1 j,' sene e +i (ve - xsene ) del -< ~2 - j/2;2/3 
Si suponemos que x E ( v -  v1I3, V+ $13 ] ,utilizamos el mismo 
argumento que para J (x). El factor sene hará que obtengamos más 
v 
decaimiento e . 
+iíve - xsen 0 ) 
-2/3 1/3., +. 1/3] 1 j>en e e- del < A v  x E (v-. 
o 
Sea x = v + a  con a2 v 1/3 y es el punto donde anula la 
derivada de la fase q (  e ) = ~ e  - (v + a) sen 0 . Las integrales os- 
cilatorias que aparecen en (1.25) las descomponemos en dos, la 
primera sobre un pequeño entorno de e,y la segunda sobre el comple- 
-51- 
m e n t a r i o  d e  este e n t o r n o .  En l a  p r imera  no  hay e s p e r a n z a  d e  can-  
c e l a c i ó n  y  l a  mayoramos po r  l a  medida d e l  i n t e r v a l o .  x n  l a  s e j u n -  
d a ,  s u p u e s t o  q u e  no se a n u l a  l a  d e r i v a d a  d e  l a  f a s e ,  aprovechamos 
l a  c a n c e l a c i ó n  i n t e g r a n d o  por  p a r t e s .  Obtenemos: 
1 e-e, 1 < A  le-€1.1 > A  - E  
e ~ C o ,  F.] 
2  sen( e,+ 1 2sen (8. -A-' ) 
S 2 s e n ~ b s e n ? - ~ +  + 
v - ( u+ a )  cos ( e,+ A-€ ) ( * a )  cos ( e , - ~ - €  - U  
La mejor e s t i m a c i ó n  se t e n d r á  cuando e s t o s  tres sumandos mayo- 
r a n t e s  s e a n  d e l  mismo o r d e n  con  r e s p e c t o  a  v . 
con v 2 / 3  < z K  _< 2 v 2 / 3  
s i  x ~ í  U + ~ ' U ~ / ~ , V + ~  '+' e l  opt imo e s  2  j / 4  ,1/3 
E 1 / 2  ( A' > 8,  ) .  si  x > 2 v  , x = x  . 
S i  s u b s t i t u i m o s  e s t o s  A E  en  ( 1 . 2 6 ) ,  u t i l i z a m o s  ( 1 . 2 4 )  p a r a  
. 1 / 3  o b t e n e r  tambien  e s t i m a c i o n e s  s u p e r i o r e s  d e  J ( x )  p a r a  x >, v + v  
v 
y  r e c a p i t u l a m o s  l o s  r e s u l t a d o s .  d e  e s t a  s e c c i ó n ,  obtenemos:  
n 3- Espacios B (R ) y C:(R") 
Esta sección estará dedicada a estujiar los espacios en el 
marco de los cuales se presentaran los principales resultados de 
esta memoria. 
Como una generalización natural en L ~ ( R ~ )  del espacio de las 
2 n funciones banda-limitadas de L ( R  ) ,  definimos: 
n Los B (R ) son espacios de Banach zon la topologia induci- 
P 
cida por L'(R"). 
Si f E B  (R") entonces: 
P 
siendo A una constante dependiendo solamente de p y de la medida 
n de la bola unidad en R . De esto, es claro que si p < p' entonces 
B (w") está incluido continuamente en B (Rn): 
P P' 
I l f  1 1  < A l l f l l p  f EBp(Rn) p < p' A constante absoluta P' 
La inclusión es estricta. Para ver esto, consideramos g(x)=g (1x1) o 
donde gO E ~ ( R ) ,  sop g o C  [-1/2,1/2] y GO(0)=l. Definimos 
-a 
faíx) = h *  1x1 donde h=l e 1 2. Tal y como hemos definido fa , es 
facil ver que es acotada y que si 1x1 2 2  existen dos constantes 
-a 
Al y A2 dependientes solamente de g0 tal que Allxl á Ifa(x) 1 4 
n n 
6 A21~I-a. Si p < p '  y tomamos a tal que -, < a < - entonces P P '  
n n 
faEBp,(R pero no a B (R ) .  P 
n Va a ser cierto tambien que si p < p', entonces B (U ) se in- 
P 
cluye densamente en B R ) .  Más generalmente: d n  
Teorema 1.1 B (R") es denso en B (R") p > 1. 1 P 
Demostración: 
Sea f E B  (o("). No hay restricción alguna en suponer que 
P 
sop f c B( O ,  1-ri) para algun ri > O. Si no fuese asi, considerariamos 
S X A f (x) =f(- l+s 1 .  Para todo S > O  sop fS está contenido en B(0,l-ri) 
D n para algun n >O y f S converge a f en L -  ( 3  ) cuando s.-O. 
. ~ . .  - 
Sea '?E~([R") con sop $cB(o,~) y '?(O)=l. Definimos para r > O 
1 n f (x) = f(x)'?(rx). Estas funciones estan en L ( R  ) y para r sufi- 
r 
A 
cientemente. pequeño sop frCB(O,l). Ademas f converge a f en 
r 
P n L (R ) cuando r'O. Intuitivamente esto es claro, pues si r es 
suficientemente pequeño, la continuidad de '? en el origen y el he- 
cho de que v(0)=1, nos permite en cualquier entorno del o,rigen 
hacerTr ( círx) ) tan proxima a 1 como deseemos. Mas especificamente: 
Dado E >O, elegimos un M > O tal que 
Por la continuidad de 9 en el origen, existe 6 > 0 tal que Si 
. Si elegimos un r tal que 1x1 < 6 entonces 1 9(x) - 1  16 E/~llfIlp 
1x1 < M y: 
rM < 6 ,entonces 1 x - 1 1 ~/211fIl~ 
n 
Es natural al estudiar espacios del tipo de los B (R ) pre- 
P 
guntarse sus duales. En nuestra situación, la conjetura seria 
la obvia: el dual de B (IRn) es B (w") l/p + l/q = 1 en el sentido 
P q 
n 
estandar, esto es: dado FEB' (pn) existe una única g c B  (IR ) tal 
P 4 
que F(f)= <f,g> para f c B  (IRn) y 
P 
siendo Al y A2 constantes absolutas. 
Vamos a suponer que n#l y pensemos que la conjetura es cierta. 
2n 
. Sea <~EY(R") y T el mul- Admitamos en un principio que p < - 
n-1 
A A 
tiplicador de la bola unidad ( (Tf) (x) =f(x) x ~ ( ~ , ~ )  (x) 1. Si 
2n n l/p + l/q = 1, entonces q > - 
n+l y podemos asegurar que T 9 é B  (IR ) .  q 
Definimos: 
F es lineal y continuo. Como I~(f)l = I < f . ~ < ~ > I = I < f . ~ > ~ ~ I l f I l ~ ~ l ~ l ~ ~  
entonces I I F I J ~ ~  (Rn) E 1 1 ~ 1 1 ~  . Esto implica que 1ITollq 6 A IIPllq, 
P 
pero esto es una contradicción si qf2, pues es bien conocido que 
2 n T es acotado solamente en L (R ) ( nfl ) C221 . 
2n y supongamos que B'(R") = B  (R") l/p + l/q = 1. Sea p > - 
n-1 P ¶ 
n P n Como B (R ) es cerrado en L (R 1 y este es reflexivo, B (Rn) tam- 
P P 
n ' n 2 n bien lo es y esto, implica que B (67 ) = B  ( R  ) con q < - , lo 
P ¶ n-1 
cual contradice lo anterior. 
Si n=l, la conjetura si es cierta para 1 < p < - y es una 
consecuencia de que el multiplicador de la bola unidad está aco- - 
tado en LP(R) 1 < p < -. En efecto, si FEB' ( R )  por el tearema de 
P 
Hahn-Banach existe g€Lq(6?) l/p + l/q = 1 tal que F(f) = <f,g> 
para f € B  (IR) y IIFIIBtclR)=. l l g l l q .  Si T es el multiplicador de la 
P P 
bola unidad, F(f) =<f,Tg> para f € B  (R) . Como I l ~ g l J ~ s  A llgllq Y 
P 
IIFIIB' (A) 6 I I T ~ ~ ~ ~ ,  es claro que existirá una constante A tal que: 
P 
lo cual demuestra que B (R)=B (IR) 1 < p < - l/p + l/¶ = 1. 
P q 
2 n La descomposición de L ( R  ) via los armónicos esféricas, nos 
n 
va a inducir en B (R ) una descomposición análoga. Sea {YN1) 2 
2 n-1 1E(1,2,..,aN] una base ortonormal ( en L (S ) ) del conjunto 
de los armónicos esféricos superficiales de grado N, entonces 
2 n 2 
cualquier f € L  ( R  ) adnite una representación en la L -norma: 
- YN1(x8)fN1(r) f(x) = 1 Ixl=r x ' E S  n-1 x=rx ' 
N=O 1=1 
donde 
A 
Si suponemos que sopfCB(O,l), entonces cualquiera que sea 
N=O,1,2, ... 1 ~ I 1 , 2  ,..,aN} SOP ( yN1(x8) fNl(r) )-C B(0.1) . ~ á s  
especificamente, utilizando (1.3) : 
n Tendremos entonces una descomposición de B2(W ) via los armónicos esféricos: 
n Como una generalización natural en B ( R  ) de los espacios 
P 
c;(Rn), definimos cN(Itnl = B (R")~)?~(R~), donde 
P P P 
~ P ( R " I  está 
definido como 7;(Rn) pero con la condición de que sus elementos 
esten en L'(R"). Es facil ver que las propiedades de los B (Rn) 
P 
N n 
se transmiten a los C (R ) cuqlquiera que sea N=0,1, ... 
P 
N n ¿Quien es el dual de C (R ) ? .  Como antes conjeturariamos que 
P 
es c~(R") l/p + l/q = 1. Si n=l, la conjetura es cierta para 
q 
1 < p < - y  es consecuencia ,como en el caso de los B ( R ) ,  del 
P 
hecho de que el multiplicador de la bola unidad está acotado en 
n TI!(.) 1 < p < -  . Si nil, como en el caso de los B (R ) ,  para que 
. P 
la conjetura fuese cierta tendria que ocurrir que el multiplicador 
de la bola unidad estuviese acotado en '7f:(~"). 
Vamos a demostrar que el multiplicador de la bola unidad T, 
está acotado en 2n 2 n (w") nfl para el rango ñ+l < p <  - n-1 ' 
Es facil ver que fuera de este rango de p's, T no puede es- 
tar acotado. Sea 9 € Y(R") radial y vale 1 sobre la bola unidad. 
Si p(x) es un armónico sólido de grado N ( p(x)= YN(x1), donde 
Y ~ l  (x') es un armónoco esférico superficial de grado N), definimos 
,. N n 
+íx) = í píy) ~ ( y )  (x). (1.3) y (1.11) nos aseguran que+€r) (R ) y 
P 
Pero esta función (vease final de esta sección ) esta en n fl 
si y solamente si 2n P ' x -  
Para ver que está acotado en el rango de p's antes indica- 
do, utilizamos (1.3) y la siguiente igualdad para las funciones 
de Bessel: 
(a2 # & ) para obtener: 
donde v=N+(n(2)/2 y 
El estudio de la acotación de T puede ser hecho en los espa- 
cios LP( rn-1 X(o,m) (r) dr 1 .  Si hacemos esto, los operadores que 
producen estos núcleos estan tratados en lemas 2.3 y 2.4 del ca- 
pítulo siguiente. En estos lemas , demostramos que estos operadores 
estan acotados ( de hecho demostramos un resultados mas fuerte, 
2 n la acotación uniforme con respecto a V ) en el rango- 2n 
n+l < P < n-l '. 
Llegamos entonces a: 
Teorema 1.2 T (multiplicador de la bola unidad) está acotado 
N n 2n (R ) si y solamente si - 2n 
n+l <n-l nfl l < p <  m n=l. 
Siguiendo el mismo razonamiento que utilizamos para ver que 
. - _=_  
B'(R)=B ( R )  l/p + l/q = 1 1 < p < , obtenemos: .- .. . 
P 4 . . ~.. 
- 
.- :f>-,-. 
. . 
N n' N n Corolario 1.3. C (R ) =C (R l/p + l/q = 1 si y solamente 
P ¶ 
Es claro, despues de la discusión que hemos ido haciendo has- 
ta llegar a estos resultados, que teorema 1.2 y corolario 1.3 son 
equivalentes. 
Para terminar la sección , vamos a determinar los p's para 
N los cuales b ( x )  ( hW(x) ) E  C (Rn). Para estos p's determina- 
NJ$ P 
remos IlhNJh Il 
Por la construcción que hicimos de las ondas esferoidales 
prolatas, la familia (b } 1E{1,2,..,aN} k=0,1, ... forman un 
NJk 
N n 
sistema ortonormal completo en C (W ) .  2 
2 n Las funciones h ( x )  son de L (R ) y el soporte de su trans- 
NJh 
formada de Fourier está contenido en la bola unidad. Más espe- 
cificamente, utilizando (1.3) y (1.11) : 
De esto, Parseval C231 y la relación de ortogonalidad que satis- 
facen los polinomios de Jacobi [251 ,deducimos que para N fijo la 
familia (h 1 
NJS< 1 E(1,2,..,a N k=0,1,.. forman un sistema ortonor- 
N n 
mal completo en C2(R ) .  
En órdem a estimar l l h  1 1  ,necesitamos el siguiente lema W& P 
tecnico : 
Lema 1.4. .Si v es un número real positivo y p >  1, entonces : 
Demostración: 
Descomponiendo la integral segun el decaimiento de Jv(x) en 
v/2, 2 vl y aplicando los resultados obtenidos en sección 2 : 
donde A ,  al igual que en lo que resta de sección, es una constante 
absoluta (independiente de v 1 . '  
Para obtener una estimación inferior, escogemos un mc[~,l,.,K-1) 
que posteriormente determinaremos, y utilizamos la expresión a- 
sintótica para la función de Bessel (1.24) : 
- l cos eít) 2 )1/4 + h(v,t) IPdt j =m (2vt +t 
(2,,t +t a )1/2 
e(t) y e';t) son crecientes (e'(t) = 
" + t '  ) .  Hacemos e(t) = S  
-1 ll4 h(e-l(s),v). donde g(s) = (2~13 (S) + ( e-l(s)) ) 
j+l 113) - e(2 Como e (  2 jv1/3) , ,, (2jv1/3) 2jv1/3 , 3j/2 y 
Ig(s) 1 < A 2 -3m/2 , escogiendo un v suficientemente grande y un 
m ~(1,2,..,K-1) apropiado, siempre podemos asegurar que: 
Esto junto con la estimación superior ya obtenida,demuestra 
el lema. 
Si n=l, las h (x) pueden ser expresadas en terminos de las Wh 
funciones de Bessel esféricas j (x) ( = 
n 
(x) ) :  
Del comportamiento de la función de Bessel en el cero y en el in- 
finito, es claro que j (x) E L'(IR) 1 < p < - . De este,hy Ec~:(R) n 1 Jh 
N=0,1, ... 1 < p < - . 
Si dividimos esta integral segun los conjuntos ( O , V / ~ ) ,  (v/2,2v), 
(2v,-) y estimamos cada una de ellas utilizando los resultados de 
la sección 2 y lema 1.4, obtenemos: 
Lo cual nos estima llh 1 1  cuando n=l. WSik P 
( En (O,v/2) el comportamiento obtenido para Jv(x) en sección 2 es 
obviamente insuficiente. Si utilizamos la expresión C271 : 
x v+ 1/2 ( - 1  2 ixcos 8 sen v+le d e 
o 
y la formula de Stirling, es facil ver que para x < v/2 Jv(x) 
tiene un decaimiento exponencial en v 
Si r > 2v y utilizamos la formula asintótica para la fun- 
ción de Bessel (1.24) : 
Si hacemos e( t) = S : 
donde g(s) = (2ve-'(s) + (~-'(s)~)~/~h(v,e-'(s)) y Ig(s)l < S -1/2 
2n .Por lo tanto, Esta Última integral es divergente si p ,< -
n+l 
2n y estimamos n-1 - pn/2 S i p > -  I~~(r)l'dr dividien- 
n+l 
'dola en tres integrales segun el comportamiento de IJ,,(~) 1 y esti- 
mamos cada una de ellas utilizando los resultados de le sección 2 
y lema 1.4, obtenemos : 
Utilizando la expresión de b (x) en terminos de las hWh(x), W h  
(1.28) ( (1.27) si n=l ) y el decaimiento de los coeficientes 
N N 2 n d (k,j), deducimos que b ( x ) E C  (IR") si p > ñ+l W h  nfl , p > l  si n=l. P 
j=-k 
Si en los términos del sumatorio mayoramos Jv(x) por v 1/fjX-1/2 
en (O,") y en el termino principal utilizamos el desarrollo 
asintótico de Jv(x) (1.24). utilizando el decaimiento de los 
N 
coeficientes d (k,j) es facil ver que b (x), si k es ,suficiente- 
NJh 
N n 
mente grande, no pertenece a C ( R  si 2 n P < n + l  nfi. P 
CAPITULO 11 
El objetivo principal de este capítulo es demostrar: 
N Teorema 2 . 2  Sea f E C  (R")  y G f ( x )  = 
P k=O 1=1 
N n 
Entonces lim I l  Tnf- f l l p = O  para toda f de C (o< si y 
n -- P 
2n 2n 
solamente si - < e < -  1 4 / 3  < p  < 4  n = l .  
n+l n-1 
Vimos en el capítulo anterior que las b (x) eran esencial- 
NJk 
mente las h (x) ( por lo menos cuando k es grande). Esto nos 
NJk 
sugiere descomponer OM en dos operadores: 
La familia de operadores (SMIME son los operadores sumas 
N ' parciales asociados al conjunto de funciones ortonormales en c~(R") 
h (x) 1 E  {1,2,..,aN} k=0,1, .... . Demostramos en la primera 
NJk 
sección de este capítulo: 
N Teorema 2.1 Sea f E c (R") , entonces iim 11 sMf - f 11 = O P n- P 
N n 2n para toda f de C (R ) si y solamente si - 2 n < p  <- 
P n+l n-1 nfl , 
Sobre los operadores (Tn}~ E N, demostraremos en la segunda 
sección de este capítulo que estan uniformemente acotados enT:(~~) 
2 n 
- 
2 n < p < -  
n+l n-1 nfl , 1 < p < n=1. De esto y teorema 2.1 de- 
duciremos teorema 2.2. 
En la demostración de teoremas 2.1 y 2.2 haremos uso de algun 
resultado de la teoría de pesos. Esta teoría persigue la caracte- 
rización de funciones w(x) y u(x) medibles, no negativas y local- 
mente integrables para las cuales se den desigualdades del tipo: 
~ 
donde T es un operador sub'-aditivo, A no depende de f y l . <  p < 
Si T es el operador maximal de Hardy-Littlewood y w(x) =u(x), 
una condición necesaria y suficiente para tener (2.1) (1 < p < m 
es que w(x) esté en la clase A esto es : 
P' 
C constante absoluta (independiente de Q )  y el supremo está to- 
mado sobre todos los. cubos de R". La constante C y A de (2.1) son 
comparables. 
Si T es un operador integral singular, la condición anterior 
es necesaria. En el caso de la transformada de Hilbert (l-dimen- 
sional) o en cualquier transformada de Riesz ( n-dimensional), la 
condición tambien es suficiente. 
Será de especial interes para nosotros la caracterizacióndel peso 
u 
w(x) = 1x1 para la transformada de Hilbert: 
(2.2) 1 x 1 ~ ~  si y solanente si -1 < a < p-1 
Este y los anteriores resultados pueden encontrarse en [lo] . 
.. j . :  
Cuando w( xl f u(x) y T es un operador ..integth :bingul&, n6"ise 
conocen condiciones necesarias y suficientes sobre uíx) y w ( x )  pa- 
ra que se de (2.1). Si T es el operador maximal de Hardy-Littlewood, 
SawyerC171 demostró que la siguiente condición era necesaria y su- 
f iciente: para cada cubo Q c R" debemos tener : 
donde C es independiente de Q y l/p + l/q = l.C y la constante A 
de (2.1) son comparables. 
1- Demostración de teorema 2.1 
Empezamos preguntandonos la razon por la cual p tiene que es- 
2 n tar contenido en el intervalo - 2 n 
n . t l  < p < -  n-1 nfl , 4/3 < p < 4 n=l, 
Si nfl la razon es clara, pues hemos deducido en sección 3 
N 2 n del capítulo 1 que h ( x ) E C  (R") si y solamente si p > - @U& P n+l ' 
Si n=l el razonamiento anterior no es válido, pues h E ~ N ( ~ l  w P 
1 < p < OD. Supongamos que N=O, entonces h (x 1 = 2 J2k + 1/2' j2k( 2'xx 1. 
- 
ou 
Si la serie 4(2k+ 1/2) <f. jZk(2n.)> j2k(2.~) converge para cada 
K=O 
o f de C (R), una aplicación del teorema de Banach-Steinhaus junto 
P 
con el hecho de que la norma del operador T f = <f, j (2 u. ) > en k 2 k 
o 
c,~(R) está dada por 1 1  j 1 1  l/p + l/q = 1, 2k q nos conduce a que 
k Ilj 1 1  Ilj 1 1  =0(1). Pero segun (1.27) esto solo puede ocurrir 2k p 2k q 
si 4/3 < p < 4 . Un razonamiento análogo cuando N=l , nos lleva- 
. . 
ria a la misma conclusión. - 
. - -  ~- . , 
. . 'í 
n Para demostrar la convergencia en C (R ) seguiremos las 
P 
nicas estandar, a saber: probaremos que las combinaciones lineales 
finitas de las h (x) 1 E11,2,..,aN) k=0,1, ... son densas en W& 
~~(173") y que los operadores sumas parciales estan uniformemente 
P 
acotados. La primera parte es la facil, el corazo'n de la demostra- 
ción está en la segunda parte. 
N n N n Si p > 2, la inclusión continua de C2(R ) en C (R ) y la den- 
P 
sidad de las combinaciones lineales finitas de las hWk(x) en 
N 
c~(R") nos conduce al resultado. 
2n Si - 
n+l < p < 2 si nfl 4/3 < p < 2 si n=l y suponemos que 
las combinaciones lineales finitas :ie la h (x) 1 €  (1,2,..,aN) W& 
N n k=0,1, ... no son densas en C (R ) ,  existirá un fucional lineal, 
P 
N n 
continuo y no nulo T en C (R tal que 
P T( hw& ) =o 1 €(1,2,.., 
N N 2 n k=0,1,.. . Como (C (R")) = C  (~",),l/p + l/q = 1 2 < q < - 
P ¶ n+l n f 1 
N 2 < q < 4 n=l, existirá g E C  ( R ~ )  tal que Tí€) = <f ,g> para 
q 
~C;(R") . Si admitimos que los operadores sumas parciales estan 
N n 2n 
uniformemente acotados en C ( R  - 2 n 
n+l < P < =  nfl 4/3 < p < 4 P 
2 n 
n=l, y por tanto que teorema 2.1 es cierto en el rango 2 ,< r < - 
n-1 
nfl 2 4 r < 4 n=l, llegamos a que g=0 o lo que es lo mismo que 
T=O, lo cual supone una contradicción. 
En la acotación uniforme de los operadores sumas parciales, 
no utilizaremos el hecho-de que la transformada de Fourier está 
soportada en la bola unidad. Supondremos entonces que estos opera- 
dores estan definidos en I);(R"). Ya que cada función de ?:IR") 
es una combinación de funciones de la forma YNl(x8)f(r) 1E~1,2,..,aN1, 
será suficiente demostrar la acotación uniforme de los oeradores 
para funciones de la forma YN1 (xl)f(r) 1Et1,2,..,aN} fijo. 
Sea Y ~ l  (x' )f ( r ) ~  L'(R"), entonces: 
donde : 
Vamos a obtener una expresión explícita para K (r,s) via 
M 
calcular: 
Utilizando la igualdad [271 : 
obtenemos: 
Si utilizamos ahora la igualdad: 1 
I obtenemos: 
1 rs , sr S ( r , ~ )  = n- ( nr ) Ja+~M+l (2ns) + n- S-r Ja+2~1 ( 2nr ) J;+2Mtl (2ns) + 2M r-s J a + ~ ~ i
rs + n- 1 ( Ja-1(2rn) Ja(2ns) -Ja(2irr) Ja-1(2rrc) ) - -  2 (2M+l+a)Ja+2M+1 (' nr)Ja+2~+1 ( 2 n:S-r 
Análogamente obtendriamos: 
Dado x g R ,  si [x] y (x) designan la parte entera y fraccio- 
nari de x respectivamente, entonces 
Llamamos ~=[N/z + n/41 y a=2(n/2 + n/4) y reescribimos KM(r,s) 
en terminos de q y a: 
1 1 2 2 
= K ( r , ~ )  + KM(s,r) + KM(r,s) + KM(s,r) M 
donde: 
II rs 
" ~+(n/2)+2M+l(~~~) J~+(n/2)+2M+1 (2ns) - 
1 1 
Los operadores que producen los núcleos K M (r,s) y KM(s,r) 
2 2 ( resp, K (r,s) y KM(s,r) ) son duales, por lo tanto será suficien- M 
te estudiar la acotación uniforme de uno :T.+ ellos, por. ejemplo el 
1 2 
asociado a KM(r,s) ( resp. K. :l (r,s) ) .  
Si v€R y llamamos: 
1 2 K (r,s) ( K (r,s) ) es la diferencia, salvo normalización, de dos M M 
1 2 
núcleos de la forma K ~ ( ~ , s )  ( resp. Kv(r,s) ) .  
i i Si designamos por S i~ { 1.21 el operador asociado a Kv( r , S )  
v 
en el sentido: 
vamos a demostrar en lemas 2.3 y 2.4 que estan uniformemente aco- 
tados ( con respecto a v en ~'(r n-1 
X(o,m) (r)dr) en el rango 
2n 
- 
2n < p < -  
n+l nfl 4/3 < p < 4 n=l, lo cual es un resultado más n-1 
fuerte que la acotación uniforme de los SM en 7 8 1 ~ 7 ~ ) .  S claro, 
despues de lo anterior, que lemas 2.3 y 2.4 implican teorema 2.1. 
Lema 2.3 Si f EL'(~ n-1 (o, -) (r)dr), entonces: 
2n A constante absoluta ( independiente de v y £1 y - 2n < p  < - 
n+l n-1 
nfl 4/3 < p < 4 n=l. 
Demostración: 
A desigmará a lo largo de toda la demostración una constante 
absoluta. 
Segun los resultados del capítulo anterior, IJ;<r) 1 = IJ;(-r)l 
4 A Ir1 -ll2 rER y I J ~ ( S ) ~  \< A s  -1/2 s E (O,v/2) U(2v,m). Dividimos 
la integral e;? S en dos, una sobre (v/2,2v) y la otra sobre 
(O,v/2) U(2v,m). 
En la segunda integral vamos a utilizar teoría de pesos: 
Irl 
n-1-ípn/2)+p 
IJ;(r)lP< A r  (n-l)(l - p/2) 
y segun (2.2) Ir/ (n-l)(l -p/2) 2n si y solamente si-< 2n 
E A ~  n+l P <  ñ-1 
nfl 1 <  p c m  n=i. ~ n e s t e  rangode p8s: 
Para estimar la primera integral, hacemos uso de la desigual- 
2v 
dad de Holder y lema 1.4 piza 4/3 < ('4 ( I, 2 IJ,(s)lqds ev1-q/2 ) 
Si mayoramos IJ;(r)( por Ar -'12 y p  está en el rango 
2 n 2n 
- < p <  - 
n+l nfl 1 < p < m n=l. n-1 
LO cual nos anula el factor v -n+p( (n+1)/2 ) en @ y nos permite 
deducir el lema. 
Lema 2.4 Si f g ~ ~ ( r  n-1 X ( o , - )  (rldr), entonces: 
1 llsyfII, 6 A I l f l l ,  
2 n 2n A constante absoluta (independiente de v y f )  y - < p <- 
n+l n-L 
nfl 4/3 < p  < 4  n=l. 
Demostración : 
Empezamos dando una idea general de la demostración para lue- 
go ,lacer los detalles. 
Debido al comportamiento de Jv(r) y ~;(r), lema 2.4 se reduce 
esencialmente a demostrar la desigualdad: 
2n 2n 
con A constante absoluta y - < p  < -  nfl 4/3 < p < 4 n=l. n+l n-1 
Dividimos ( v + v ~ / ~ ,  2v) en trozos diádicos B .=(v+~'v~/~ ,v+2 j+lv1/3) 1 
El tamaño de r1/'5 (r) en estos trozos es cancelado por el de 
v 
r1/2~' (r), por consiguiente un argumento usando la desigualdad de 
v 
Minkownski nos conduciria a un crecimiento logaritmico en # . 
Para eliminar logv necesitamos un análisis más apropiado, a saber: 
la integración con respecto a la variable r es dividida en una su- 
ma de integrales, una por cada j. Para cada j fijo, dividimos la 
S-integración en tres partes correspondientes a los conjuntos 
U Bi u Bi Y U B.. 1 La contribución de los dos Últi- 
- 1  'i<j+l j-l<i< j+l 
mos terminos puede ser controlada por la acotación de la transfor- 
(n-l)(l-p/2) 2n 2n 
mada de Hilbert con peso r ( -  < p< - 
n-1 n-1 nfl 
1 < p < m n=l) y las estimaciones de las funciones Jv(r) y J;(r) 
obtenidas en la sección 2 del capítulo 1. En U Bi tenemos: 
i< 2-1 
donde H designa la transformada de Hilbert ,M el operador maxi- 
mal de Hardy-Littlewood y A una constante independiente de f y v . 
Estamos entonces en condiciones de usar la des~-i2;-c.s zon .:os Fsos 
- 
tenida por Sayer (2.3) para acabar la demostración. 
Los detalles: 
A designará a lo largo de toda la demostración una constante 
absoluta. 
Dividimos (O,-) segun el comportamiento de J v  y J; en tres 
-73- 
Definirnos para i , j E { 1.2.3) : 
I 
y vamos a demostrar: 
El trabajoestará en IZ2, el resto seran ma: o menos consecuencias 
inmediatas de las estimaciones obtenidas para J,(r) y J;(r) en el 
capítulo anterior. 
Ili j ~ f 1 . 2  3) y Ii3 i E  [1,2,3) pueden ser mayorados p o ~  
r 1 f (r) lPdr sin más que utilizar el comportamiento de J,(r) 
y J;(r) en las correspondientes regiones R . .  No obstante, pueden 
1 
ser estimadas más directamente utilizando la teoría de pesos. 
veámoslo por ejemplo con 1 12' 
Si r€R1, lJ;(r)[ 6 A r  -2/3 A " -1/6 Y 
r - / r - - p /  (2.2) 
r 
(n-1) (1 - p/2) pertenece a la clase A si y solamente si 
P 
2n 2n 
- < p < -  
n+l nfl 1 < p < - n=l. En este rango de p's y mayo- n-1 
rando en R2 Jv(r) por A v  '16 r-ll2, tenemos : 
1 (f) < A v  -1/6 12 
in-1ii1-p'2)+(np/2)l~ ( f )  d r  A rn-llf(r)lpdr 
V o 
Para estimar 1 (f), aprovechamos la ganancia que ofrece el 31 
1 
cociebte - . Si r g R 3  y scR1, r-s > Ar. Utilizando Holder: 
r-S 
con i/p + l/q = 1 -  I 
(2.5, J r (n-1) -p(n+l)/Zdr A V  n-p(n+1)/2 2n P ' n + l  nfl p > 1 n=l 
R3 
Si 4/3 < q  < 4 y utilizamos el comportamiento de Jv(r) en R . 1 ' 
De estas dos desigualdades se deduce: I 
m m 
2/3 - p/2 131(f) < A v  ( 1 rn-' lf(r)lPdr) d A J rn-llf(r)lPh 
o o 
2 n para - < p  < -  
n+l 2n nfl 4/3 < p  ( 4  n=i. n-1 
No hay restricción en suponer que el rango de integración 
de IZl ( f )  empieza en v+2v 1/3 ( dividimos I en dos integrales, 2 1 
1/3 la primera sobre (v+" , v + ~ v ~ / ~ )  y la segunda sobre ( V + ~ V ~ / ~ , Z V ) .  
La primera la estimamos por el razonamiento de teoría de pesos 
antes expuesto ) .  Dividimos diadicamente R segun los: 2 
Si r E B .  y s C R 1  , entonces r-s > 2 j-lV1/3 
3 
en la Última desigualdad hemos aplicado Holder y l/p + l/q = 1. 
1-1 2 ~ ( 1  + p/4) 
Si p > 4/3 es como una constante absoluta. 
j=l ,JP 
Esto y (2.6) ( 4/3 < q < 4 ) nos permite asegurar: 
I21 l f  (r) IPdr 4/3 < p < 4 cualquiera que sea n 
Otra vez podemos suponer en 1 que R ( ~ + v ~ / ~ , v + 2  K-Zv1/3) 32 2= 
(v 2/3 < ZK S 2v '13 ) .  Si r E R 3  y s E R 2  r-s 2 r/4. 
Aplicando Holder y lema 1.4 
( f JJ is) 1 ~f(s) 1 ds )P A~-"+P(~+~)/Z 
v p ' 4/3 cualquiera que sea n 
Jz2 
De esto y (2.5) concluimos: 
Solamente nos queda estimar uniformemente IZ2(f). Si llama- 
mos : 
v (r) = r n - l p -  (n/2) + 1  lJ,(r)l 1 v 
y g(r) = r  ("-l)'~ 1 f(r) 1 , tenemos que demostrar la desigualdad: 
o lo que es lo mismo: 
P 2n con A indepensiente de v y g, g E L  (O,-) y - 2n < p < - 
n+l n-1 nfl 
4/3 < p < 4 .n=l. 
Esta desigualdad puede ser vista como una desigualdad con 
dos pesos para la transformada de Hilbert, a saber los pesos 
P wir) = v1(r) x (r) y U(') = ~ ; ~ ( , r )  x (r).Ya hemos comentado al 
R2 R2 
principio de este capítulo, que no hay un resultado general que 
pueda ser aplicado aqui. Sin embargo, si H es sustituido por M ,  
si conocemos una condición necesaria y suficiente sobre w(r) y uír) 
( (2.3) ) para obtener una desigualdad del tipo: 
Para acabar la demostración, asumiremos primero que (2.8) re- 
sulta para 4/3 < p < 4 y probaremos (2.7). Luego, por supuesto, 
d e m o s t r a r e m o s  ( 2 . 8 ) .  
No hay  r e s t r i c c i ó n  e n  s u p o n e r  q u e  e n  1 ( f )  e l  r a n g o  d e  i n -  2  2  
t e g r a c i ó n  e n  l a  v a r i a b l e  r es ( v + ~ ~ v ~ / ~ ,  y  e n  l a  v a r i a -  
b l e  s es ( v + ~ l ' ~ ,  v+2 v 1 / 3 )  ( v  2 / 3  < 2 K  < 2 ~ " ~ ) .  s i  suponemos  e s -  
e s t o  y como a n t e s :  
t e n e m o s  : 
P a r a  e s t i m a r  e l  p r i m e r  s u m a t o r i o ,  o b s e r v a m o s  q u e  s i  r E B i  y  
, j - 2  j -2 
S U Bi e n t o n c e s  r-s 5 2J-2v1/3 .  Ya q u e  U B i C B ( r , 2 j v 1 / 3 )  
i = O  i = O  
j 1 / 3  y  l a  medida  d e  e s t a  b o l a  es como 2  v  , l a  t r a n s f o r m a d a  d e  H i l b e r t  
q u e d a r á  mayorada  p u n t u a l m e n t e  p o r  l a  f u n c i ó n  rnaximal M (  v  x g ) .  
A p l i c a n d o  ( 2 . 8 )  o b t e n e m o s  : 
R 2  
En c a d a  f a c t o r  d e l  s e g u n d o  s u m a t o r i o ,  l a  p e r d i d a  d e l  o r d e n  
d e  1 / 6 2 - J / 4  p r o d u c i d a  p o r  J í r )  es c a n c e l a d a  p o r  l a  g a n a n c i a  
v  
P  p r o d u c i d a  p o r  J ' í r ) .  Ya q u e  e n  B .  v l í r )  A 2  p j / 4  - p / 6  ( n - l ) ( l -  P / 2 )  
7 V v  
r 
2n y  s i  - 2  n  n f l  1 < p  < m  n = l ,  r n - 1  2  es ta  n + l  < P < x  
e n  l a  c l a s o  A t r a b a j a n d o  es es te  r a n g o  d e  p ' s  y  mayorando  v:ír) P '  
Para el tercer sumatirio, haciendo uso de la desigualdad 
tenemos : 
Si r s  B .  y s E Bj+i+2 entonces S-r 2 2 i+Jv1/3. Si hacemos uso 
1 
de la desigualdad de Holder y utilizamos el comportamiento de Jv 
en B. 
i+ j+2: 
Si utilizamos ahora el comportamiento de J;(r) en B .  : 3 
siempre que p < 4, cualquiera que sea n. 
Solamente nos resta para concluir la acotación uniforme de 
IZ2(f) la demostración de (2.8) y que ahora vemos: 
P Lema 2.5 Sea v(x) = v (x) XR (x) y uíx) = v;?(x) x (x), donde: 1 2 A2 
v (x) = x  (n-l)/p- (n12) +1 lJ;(x)l 
1 
v (x) = x (n-l)/q - (n/2) +1 2 IJ,(x)~ 
y R2= ( x E R  / v+v 'l3 < x \< 2v 1 . Entonces 
(2.9) ( 1 [M~(X)]'W[X) dx) 11' 
A ( J lg(x) lPu(x) d. 1 1 ~  
M el operador maximal de Hardy-Littlewood, A constante ab- 
soluta ( independiente de v y 4/3 < p < 4 .  
Demostración: 
(2.9) es equivalente a demostrar la condición de Sawyer (2.3). 
En nuestro caso, esta se traduce en : dado cualquier intervalo 
I C R 2  se tiene que verificar: 
C no depende de 1 y l/p + l/q = 1. Ya que la constante A de (2.9) 
es comparable con C. tendremos que demostrar que esta no depen- 
de de v . 
Sea 
Si x € B .  usando las estimaciones para J (x) en B. y siendo 
3 '  v 1 
A una constante absoluta (independiente de v ) 
Ahora usamos las estimaciones para J'íX) en B .  y sin perdida 
V 1 
de generalidad podemos as?i:%i~ : 
n,m=O.l,. . ,K-l. m-n > 2 ( si m-n 6 2, la acotación en L ~ ( G ? )  
1 < p < m del operador maximal junto con el hecho de que Vlv2 6 A 
en cualquier B .  nos conduce a la condición de Sawyer). 
1' 
Utilizando las mismas tecnicas que usamos en la demostración 
de lema 1.4, es facil ver que : 
de lo cual deducimos el lema. 
2- Demostración de teorema 2.2 
Otra vez seguiremos las tecnicas estandar para estudiar la 
convergencia en el rango de p's descrito. La densidad de las com- 
binaciones lineales finitas de las b ( x )  1 €{1,2,..,aNl k=0,1,.. 
NJh 
N n 
en C ( R  ) sigue el mismo razonamiento que para las h ( x )  , siem- 
P NJ$ 
pre que demostremos la acotación uniforme de los operadores 0- en M 
Ya que: 
la acotación uniforme de los operadores la vamos a obtener via M 
estudiar la acotación uniforme de los TM. Despues de la sección 
anterior tendremos que demostrar que: 
2n FEC'(R~) ñ+l 2n 
P 
< p < -  
n-1 nfl 4/3 < p < 4 n=l y A constante 
absoluta ( indepemdiente de M ) .  
Lo anterior nos conduciria a teorema 2.2 si nfl, pues fuera 
2 n del rango - 
n+l 2n i a s b  x , 2 , . . , a  k=0,1, ... < p < -  n-1 N U  
N 
no pueden formar una base por no pertenecer a C ( R ~ )  2n 
P P'n+l 
Si n=l, esto no es válido. Demótraremos para n=l que (2.10) es 
válido para 1 < p < m y esto implicará, despues de sección 1, 
teorema 2.2. 
Como para los operadores S sera suficiente estudiar la aco- M' 
tación uniforme de los T para funciones de la forma YNl(xl )f(r) M 
lE{l,Z,..,a } fijo. N 
Sea R (x,y) el núcleo asociado al operador T b , :  M 
Recordanda la expresión de b ( x )  como una serie en las funciones 
N J h  
RM(x,y) puede reescribirse en la forma: 
El estudio de la acotación de los operadores que producen los 
núcleos R:( x, y , va a depender esencialmente del comportamiento de 
los coeficientes estudiado en capítulo 1. Supxesto que las estima- 
N 
ciones de los d (k,j) las hemos obtenido para K mayor o igual que 
un cierto Kíc), vamos a suponer, lo cual no impone ninguna res- 
tricción, que todos los sumatorios que aparecen en la descompo- 
sición de R (x,y) empiezan en K(c). M 
Los operadores asociados a los cuatro primeros núcleos seran 
N fáziles de estudiar, debido al decaimiento de los d (k,j). El tra- 
bajo se presentará en el estudio de los dos Últimos. 
i Designamos por T i M el operador asociado a RM(x,y) iE{l,2,..,6] 
Como en la sección anterior, no utilizaremos el hecho de que la 
transformada de Fourier esté soportada en la bola unidad.supon- 
dremos entonces definidos los TM en 
Si n=l, utilizando (1.27) 
Puesto que: 
( esto es una consecuencia inmediata de (1.21) siendo A ,  z 3 z 3  a 
largo de lo que resta de sección, una constante que solamente de- 
pende de c. deducimos: 
Para los operadores T: i E [2,3,4 1 tenemos: 
donde l/p + l/q = 1. 
N 
Si utilizamos el decaimiento de los d (k,j) (1.20) y el com- 
portamiento de Ilh 1 1  (1.28) ( (1.27) si n=l), mayoramos por NJA P 
una constante absoluta los sumatorios que cont,~::.? 1 1 T ~ f  1 1  
2n 2n i E{2,3,4} para - < p < - n#l l < p < "  n=l . 
n+l n-1 
Por Último estudiaremos T6 ( el estudio de T5 es análogo). M M 
Necesitaremos el siguiente lema, que demostraremos al final. 
M 
Lema 2.6 Si P (x,y) = 1 ( hW(x) h M w + l ( ~ )  + h w + 1  (x)hW(y) ) ,  k=O 
entonces: 
2n para fET)N(~n) c p < -  n-1 2n nfl 4/3 < p < 4 n=l y A 
P 
constante absoluta (independiente de M )  
Para n=l podemos obtener una desigualdad para 1 < p < " , 
1/6 pero con constante del orden de M . 
6 y esto nos permite descomponer R (x,y) en dos núcleos: M 
El T:'~ , operador asociado a ~ ~ ' ~ ( x , ~ ) ,  esta cpntrolado por M 
donde l/p + l/q = 1. 
N Utilizando el decaimiento de d (k.2) (1.21), (2.11) y (2.12) : 
~ i ' ~  vamos a volver a descomponerlo, esta vez aplicando su- 
mación por partes: 
donde Qk(x,y) =Pk(x,y) - PK(c)-l ( x . ~ )  k >, Kíc) 
De (1.17), (1.21) y lema 2.6 , el Último núcleo produce ope- 
2 n 
radores uniformemente acotados para - 2n < p < -  n+l n-1 n#l 
l < p c m  n=l. 
El primer núcleo en la descomposición de R;"(X, y )  lo divi- 
dimos en: 
N N La definición de f. (k.1.c) y A (k) junto con (1.16) y (1.17) tam- 
bien nos permite asegurar que: 
Estos dos hechos junto con lema 2.6, implica que los opera- 
dores producidos por los dos Últimos núcleos estan uniformemente 
acotados en 2n T)N~(R~) para _r 2 n < p <  - nfl 1 < p < n=l. n-1 
Solamente nos queda para terminar la demostración de teorema 
2.2, demostrar lema 2.6. 
Demostración de lema 2.6 
Sea m =  N +  (n-2)/2. De la relacción [27] : 
2 v 
-J (x) = J (x) + JVc1(X) 
X V v-1 
obtenemos: 
2 2 
Ya que ( 2  - - 2 (m+2k+3) + ) = O (  (m+k) , (2.11) y 
(~-2k+2) \ E l \ /  m+2k+3 
(2.12) nos aseguran que el segundo núcleo produce un operador 
uniformemente acotado en 2 n 2n 
n+i ? < - nfl 1 < p < "  n=l. n-1 
El tercer nucleo, produce un 3perador que es ez?.2ciaL:1?:.1ts 
el M-esimo operador suma parcial asociado a la familia ( h  
NJA 
k=o,l,.. . Sabemos que estos estan uniformemente acotados en 7 : ( ~ ~ )  
2 n 2n 
n+l < P < -  nfl 4/3 < p < 4 n=l. Cuando n=l, podemos n-1 
1/6 obtener acotación para 1 < p < m pero con norma del orden de M . 
Para los dos últimos núcleos, utilizando (2.11) y (2.12) 
obtenemos acotación uniforme de los operadores asociados a ellos 
2n para - < p < -  2n y para n=l, acotación con norma del orden de 
n+l n-1 
M para 1 < p < . 
Solamente queda para deducir el lema, demostrar que el opera- 
dor asociado al primer núcleo está acotado para el rango de p's 
que estamos trabajando, con norma del orden de logM nfl y M 1/6 n=l. 
Utilizando sumación por partes y (2.3) obtenemos: 
donde : 
2 -2 -2 rs K (r,~) = n(m+ZM+l) ( r  +S 1 - 3 r-s J' w2M+2 (2n1.) Jw2,+,2 (2ns) - 
De esto : 
YN1(xl) Y (y') 
P. (x,y) = N1 
1 n/2 .n/2 K. (r,s) 1 
r 
n-1 
con x=rxl y=sy" Ixl=r lyl=s x ' , y ' ~ ~  . 
El estudio de los operadores asociados a los P.(x,y) se redu- 
1 
p n-1 
ce a estudiar en L (r x (r)dr) la acotación de los opera- ( O ,=) 
dores : 
Los K:(r,s) vienen expresados en términos de núcleos del tipo: 
1 
-2 rs 
S - J1(r)J (S) 
rfs v v 
y sus duales, u =  m+2k k=0,1, ... . Estos núcleos, esencialmente 
-2 rs 
se comportan como u - J'ír) J (S) y los operadores, en el sen- 
rfs Y v 
tido de p,asociados a estos núcleos estan estudiados en lemas 
2.3 y 2.4. Si aplicamos estos lemas, los operadores asociados 
2n 2n 
a los Pi(x,y) estan acotados en 7 ñ, < P < X  nfl 
4/3 < p < 4 n=l con norma del orden de logM i=1,2 y uniforme- 
mente para i=3,4. 
P Para n=l, la acotación de la transformada de Hilbert en L ( E ? )  
l < p <  m y  las estimaciones I~'(r)l A r  -1/2 I J  (r)l < A v  :/ór-l/2 
u v 
A constante absoluta, producen la acotación de los operadores, en 
r S 
el sentido de # , asociados a - 
r+s 
J;(r) Ju(s) con norma del orden 
v 1/6.~sto nos asegura que los operadores asociados a los P. (x, y) 1 
estan acotados en 1 / 6 ~ F ( R )  1 < p < . con norma del orden de M . 
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