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SHARP LIPSCHITZ ESTIMATES FOR OPERATOR ∂¯M
ON A q-PSEUDOCONCAVE CR MANIFOLD
PETER L. POLYAKOV
Abstract. We construct integral operators Rr and Hr on a regular q-pseudoconcave CR manifold M
such that
f = ∂¯MRr(f) + Rr+1(∂¯Mf) +Hr(f),
for f ∈ C∞
(0,r)
(M) and prove sharp estimates in a special Lipschitz scale.
1. Introduction.
Let M be a CR submanifold in a complex n - dimensional manifold G such that for any
z ∈M there exist a neighborhood V ∋ z in G and smooth real valued functions
{ρk, k = 1, . . . ,m (1 < m < n− 1)}
on V such that
M ∩ V = {z ∈ G ∩ V : ρ1(z) = · · · = ρm(z) = 0},
∂ρ1 ∧ · · · ∧ ∂ρm 6= 0 on M ∩ V.
(1)
In this paper we continue the study of regularity of the operator ∂¯M on a submanifold M
satisfying special concavity condition. In [P] we considered solutions of the ∂¯M equation with
an L∞ right hand side. Here we prove sharp estimates in a special Lipschitz scale.
Before formulating the main result we will introduce necessary notations and definitions.
The CR structure on M is induced from G and is defined by the subbundles
T ′′(M) = T ′′(G)|M ∩CT (M) and T ′(M) = T ′(G)|M ∩CT (M),
whereCT (M) is the complexified tangent bundle of M and the subbundles T ′′(G) and T ′(G) =
T ′′(G) of the complexified tangent bundle CT (G) define the complex structure on G.
We will denote by T c(M) the subbundle T (M) ∩ [T ′(M)⊕ T ′′(M)] . If we fix a hermitian
scalar product on G then we can choose a subbundle N ∈ T (M) of real dimension m such that
T c(M) ⊥ N and for a complex subbundle N = CN of CT (M) we have
CT (M) = T ′(M)⊕ T ′′(M)⊕N, T ′(M) ⊥ N and T ′′(M) ⊥ N.
We define the Levi form of M as the hermitian form on T ′(M) with values in N
Lz(L(z)) =
√−1 · π
([
L,L
])
(z)
(
L(z) ∈ T ′z(M)
)
,
where
[
L,L
]
= LL− LL and π is the projection of CT (M) along T ′(M)⊕ T ′′(M) onto N .
If functions {ρk} are chosen so that the vectors {gradρk} are orthonormal then the Levi form
of M may be defined as
Lz(M) = −
m∑
k=1
(Lzρk(ζ)) · grad ρk(z),
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where Lzρ(ζ) is the Levi form of the real valued function ρ ∈ C4(D) at the point z:
Lzρ(ζ) =
∑
i,j
∂2ρ
∂ζi∂ζ¯j
(z) ζi · ζ¯j.
For a pair of vectors µ = (µ1, . . . , µn) and ν = (ν1, . . . , νn) in C
n we will denote 〈µ, ν〉 =∑n
i=1 µi · νi.
For a unit vector θ = (θ1, . . . θm) ∈ ReNz we define the Levi form of M at the point z ∈ M
in the direction θ as the scalar hermitian form on CT cz (M)
〈θ, Lz(M)〉 = −Lzρθ(ζ),
where ρθ(ζ) =
∑m
k=1 θkρk(ζ).
Following [H2] we introduce the notion of a q-pseudoconcave CR manifold. Namely, we call
M q-pseudoconcave (weakly q-pseudoconcave) at z ∈ M in the direction θ if the Levi form
of M at z in this direction 〈θ, Lz(M)〉 has at least q negative (q nonpositive) eigenvalues on
CT cz (M).
We call M q-pseudoconcave (weakly q-pseudoconcave) at z ∈ M if it is q-pseudoconcave
(weakly q-pseudoconcave) in all directions.
We call a q-pseudoconcave CR manifold M by a regular q-pseudoconcave CR manifold (cf.
[P]) if for any z ∈ M there exist an open neighborhood U ∋ z in M and a family Eq(θ, z) of
q-dimensional complex linear subspaces in CT cz (M) smoothly depending on (θ, z) ∈ Sm−1 × U
and such that the Levi form 〈θ, Lz(M)〉 is strictly negative on Eq(θ, z).
Following [S] we define spaces Γβ(M) for 0 < β < 2 with the norm
‖h‖Γβ (M) = ‖h‖
Λ
β
2 (M)
+ sup
{
‖h(x(·))‖Λβ ([0,1])
}
where the sup is taken over all curves x : [0, 1]→M such that
|x′(s)|, |x′′(s)| ≤ 1,
x′(s) ∈ T c(M).
(2)
We introduce spaces Πa(M) for positive a = p+ α with p ∈ Z and 0 < α < 1 by saying that
function h ∈ Πa(M) if
(a) for any set of tangent vector fields D1, . . . ,Dk,D
c
1, . . . ,D
c
s on M such that
‖Di‖Cp+1(M), ‖Dci ‖Cp+1(M) ≤ 1
with Dci ∈ CT c(M) and 2k + s ≤ p
‖Dc1 ◦ · · · ◦Dcs ◦D1 ◦ · · · ◦Dkh‖Γα(M) <∞,
(b) for any set of tangent vector fields D1, . . . ,Dk,D
c
1, . . . ,D
c
s on M such that
‖Di‖Cp(M), ‖Dci ‖Cp(M) ≤ 1
with Dci ∈ CT c(M) and 2k + s ≤ p− 1
‖Dc1 ◦ · · · ◦Dcs ◦D1 ◦ · · · ◦Dkh‖Γ1+α(M) <∞.
Accordingly we define
‖h‖Πa(M) = sup
2k+s≤p
‖
s︷︸︸︷
Dc ◦
k︷︸︸︷
D h‖Γα(M) + sup
2k+s≤p−1
‖
s︷︸︸︷
Dc ◦
k︷︸︸︷
D h‖Γ1+α(M).
For a differential form g =
∑
I,J gI,J(z)dz
I ∧ dz¯J with |I| = k and |J | = r we say that
g ∈ Πa(k,r)(M) if gI,J ∈ Πa(M).
The following theorem represents the main result of the paper.
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Theorem 1. Let a > 1 and let a compact C∞ submanifold M ⊂ G of the form (1) be regular
q-pseudoconcave. Then for any r = 1, . . . , q − 1 there exist linear operators
Rr : Π
a
(0,r)(M)→ Πa+1(0,r−1)(M) and Hr : Πa(0,r)(M)→ Πa(0,r)(M)
such that Rr is bounded and Hr is compact and such that for any differential form f ∈ C∞(0,r)(M)
the equality:
f = ∂¯MRr(f) +Rr+1(∂¯Mf) +Hr(f) (3)
holds.
In [P] the existence of operators Rr : L
∞
(0,r)(M) → Γ1(0,r−1)(M) and Hr : L∞(0,r)(M) →
L∞(0,r−1)(M), satisfying (3) was proved. Barrier functions Φ(ζ, z) used in [P] allow to prove
compactness of Hr only for 1 ≤ r < q −m+ 1, not for 1 ≤ r < q as it is mistakenly stated in
the Proposition 6 of [P].
Here we use different barrier functions, which are closer to the barrier functions in [AiH] and
have such a property that corresponding ”Cauchy terms” in the integral formulas disappear for
1 ≤ r < q.
A version of the main theorem for q-pseudoconvex hypersurfaces (m = 1) and spaces Γa(M)
with a ≥ 0 was proved by G. B. Folland and E. M. Stein in [FS] (cf. also [H1]).
For q-pseudoconcave manifolds of codimension higher than one I. Naruki in [Na] using Kohn-
Hormander’s method constructed bounded operators Rr : L
2
(0,r)(M) → L2(0,r−1)(M′) for the
(0, r) forms with r > n−m− q.
Then in [H2] and [AiH] with the use of explicit integral formulas bounded operators Rr :
L∞(0,r)(M) → Γ0,1−ǫ(0,r−1)(M) were constructed on a q-pseudoconcave CR manifold of higher codi-
mension for the forms of type (0, r) with r < q or r > n−m− q.
Existence of a solution f of equation ∂¯Mf = g such thatD
cf ∈ Γα(0,r−1)(M) forDc ∈ CT c(M)
and g ∈ Γα(0,r)(M), 0 < α < 1 and M - quadratic q-pseudoconcave CR manifold was obtained
in the paper [BGG] by R. Beals, B. Gaveau and P.C. Greiner.
Author thanks G. Henkin for helpful discussions.
2. Construction of Rr and Hr.
For a vector-valued function η = (η1, . . . , ηn) we will use the notation:
ω′(η) =
n∑
k=1
(−1)k−1ηk ∧j 6=k dηj , ω(η) = ∧nj=1dηj .
If η = η(ζ, z, t) is a smooth function of ζ ∈ Cn, z ∈ Cn and a real parameter t ∈ Rp satisfying
the condition
n∑
k=1
ηk(ζ, z, t) · (ζk − zk) = 1 (4)
then
dω′(η) ∧ ω(ζ) ∧ ω(z) = 0
or, separating differentials,
dtω
′(η) + ∂¯ζω′(η) + ∂¯zω′(η) = 0. (5)
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Also, if η(ζ, z, t) satisfies (4) then the differential form ω′(η)∧ω(ζ)∧ω(z) can be represented
as:
n−1∑
r=0
ω′r(η) ∧ ω(ζ) ∧ ω(z), (6)
where ω′r(η) is a differential form of the order r in dz¯ and respectively of the order n− r− 1 in
dζ¯ and dt. From (5) and (6) follow equalities:
dtω
′
r(η) + ∂¯ζω
′
r(η) + ∂¯zω
′
r−1(η) = 0 (r = 1, . . . , n), (7)
and
ω′r(η) =
1
(n− r − 1)!r!Det
η,
r︷︸︸︷
∂¯zη,
n−r−1︷ ︸︸ ︷
∂¯ζ,tη
 , (8)
where the determinant is calculated by the usual rules but with external products of elements
and the position of the element in the external product is defined by the number of its column.
Let U˜ be an open neighborhood in G and U = U˜ ∩M. We call a vector function
P (ζ, z) = (P1(ζ, z), . . . , Pn(ζ, z)) for (ζ, z) ∈
(
U˜
)
× U˜
by strong M-barrier for U˜ if there exists C > 0 such that the inequality:
|Φ(ζ, z)| > C ·
(
ρ(ζ) + |ζ − z|2
)
(9)
holds for (ζ, z) ∈
(
U˜ \ U
)
× U , where
Φ(ζ, z) = 〈P (ζ, z), ζ − z〉 =
n∑
i=1
Pi(ζ, z) · (ζi − zi).
According to (1) we may assume that U = U˜∩M is a set of common zeros of smooth functions
{ρk, k = 1, . . . ,m}. Then, using the q-concavity of M and applying Kohn’s lemma to the set
of functions {ρk} we can construct a new set of functions ρ˜1, . . . , ρ˜m of the form:
ρ˜k(z) = ρk(z) +A ·
(
m∑
i=1
ρ2i (z)
)
,
with large enough constant A > 0 and such that for any z ∈ M there exist an open neigh-
borhood U ∋ z and a family Eq+m(θ, z) of q +m dimensional complex linear subspaces in Cn
smoothly depending on (θ, z) ∈ Sm−1×U and such that −Lzρ˜θ is strictly negative on Eq+m(θ, z)
with all negative eigenvalues not exceeding some c < 0.
To simplify notations we will assume that the functions ρ1, . . . , ρm already satisfy this con-
dition.
Let E⊥n−q−m(θ, z) be the family of n − q −m dimensional subspaces in T (G) orthogonal to
Eq+m(θ, z) and let
aj(θ, z) = (aj1(θ, z), . . . , ajn(θ, z)) for j = 1, . . . , n− q −m
be a set of C2 smooth vector functions representing an orthonormal basis in E⊥n−q−m(θ, z).
Defining for (θ, z, w) ∈ Sm−1 × U × Cn
Aj(θ, z, w) =
n∑
i=1
aji(θ, z) · wi, (j = 1, . . . , n− q −m)
we construct the form
A(θ, z, w) =
n−q−m∑
j=1
Aj(θ, z, w) · A¯j(θ, z, w)
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such that the hermitian form
Lzρθ(w) +A(θ, z, w)
is strictly positive definite in w for (θ, z) ∈ Sm−1 × U .
Then we define for ζ, z ∈
(
U˜ \ U
)
× U :
Q
(k)
i (ζ, z) = −∂ρk∂ζi (z)− 12
∑n
j=1
∂2ρk
∂ζi∂ζj
(z)(ζj − zj),
F (k)(ζ, z) = 〈Q(k)(ζ, z), ζ − z〉,
Pi(ζ, z) =
∑m
k=1 θk(ζ) ·Q(k)i (ζ, z) +
∑n−q−m
j=1 aji(θ(ζ), z) · A¯j(θ(ζ), z, ζ − z),
Φ(ζ, z) = 〈P (ζ, z), ζ − z〉 =∑mk=1 θk(ζ) · F (k)(ζ, z) +A(θ(ζ), z, ζ − z)
(10)
with
θk(ζ) = −ρk(ζ)
ρ(ζ)
for k = 1, . . . ,m.
To prove that Pi(ζ, z) is a strong M-barrier for some U ∋ z we consider the Taylor expansion
of ρk for k = 1, . . . ,m :
ρk(ζ) = ρk(z)− 2ReF (k)(ζ, z) + Lzρk(ζ − z) +O(|ζ − z|3).
Then we obtain for some U and (ζ, z) ∈ (U \ (U ∩M))× (U ∩M):
ReΦ(ζ, z) =
m∑
k=1
θk(ζ) ·ReF (k)(ζ, z) +
n−q−m∑
j=1
Aj(θ(ζ), ζ, z) · A¯j(θ(ζ), ζ, z) (11)
= ρ(ζ) + Lzρθ(ζ − z) +A(θ(ζ), z, ζ − z) +O(|ζ − z|3),
which implies the existence of an open neighborhood U ∋ z in Cn, satisfying (9).
Denoting Aj(ζ, z) := Aj(θ(ζ), z, ζ − z) we obtain the following equalities that will be used in
the further estimates
∂¯ζA¯j(ζ, z) = µ
(j)
τ (ζ, z) + µ
(j)
ν (ζ, z) (12)
where
µ(j)τ (ζ, z) =
n∑
i=1
a¯ji(θ(ζ), z)dζ¯i, µ
(j)
ν (ζ, z) =
n∑
i=1
(ζ¯i − z¯i)∂¯ζ a¯ji(θ(ζ), z).
In our description of local integral formulas on M and in the future estimates we will also
need the following notations.
We define the tubular neighborhood Gǫ of M in G as follows:
Gǫ = {z ∈ G : ρ(z) < ǫ},
where ρ(z) =
(∑m
k=1 ρ
2
k(z)
) 1
2 . The boundary of Gǫ - Mǫ is defined by the condition
Mǫ = {z ∈ G : ρ(z) = ǫ}.
For a sufficiently small neighborhood U˜ ∈G we may assume that functions
ρk(ζ), ImF
(k)(ζ, z) {k = 1, . . . ,m}
have a nonzero jacobian with respect to Reζi1 , . . . ,Reζim, Imζi1 , . . . , Imζim for z, ζ ∈ U˜ . There-
fore, for any fixed z ∈ U˜ these functions may be chosen as local C∞ coordinates in ζ. We may
also complement the functions above by holomorphic functions wj(ζ) = uj(ζ) + ivj(ζ) with
j = 1, . . . , n−m so that the functions
ρk(ζ), ImF
(k)(ζ, z) {k = 1, . . . ,m},
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uj(ζ), vj(ζ) {j = 1, . . . , n−m},
represent a complete system of local coordinates in ζ ∈ U˜ for any fixed z ∈ U˜ .
The following complex valued vector fields on U for any fixed z ∈ U
Yi,ζ(z) =
∂
∂ImF (i)(ζ, z)
for i = 1, . . . ,m,
Wi,ζ =
∂
∂wi
, W i,ζ =
∂
∂w¯i
for i = 1, . . . , n−m,
represent a basis in CT (M) with vector fields Wi,ζ(z) being a basis in T
′(M) and W i,ζ(z) a
basis in T ′′(M). We denote
Yζ(z) = −
m∑
k=1
ρk(ζ)
ρ(ζ)
Yk,ζ(z).
We need also to consider local extensions of functions and forms from U = U˜ ∩M to U˜ . To
define appropriate functional spaces on these neighborhoods we consider fibration of U˜ by the
manifolds U˜ ∩M(δ1, . . . , δm) where
M(δ1, . . . , δm) = {z ∈ G : ρ1(z) = δ1, . . . , ρm(z) = δm} .
Then we define spaces Πa
(
{ρ}, U˜(ǫ)
)
of functions on U˜(ǫ) = Gǫ ∩ U˜ in the same way as Πa(U)
using the distribution T c (M(δ1, . . . , δm)) in T (G). Namely, we define
‖h‖Πa(M) = sup
2k+s≤p
‖
s︷︸︸︷
Dc ◦
k︷︸︸︷
D h‖Γα(M) + sup
2k+s≤p−1
‖
s︷︸︸︷
Dc ◦
k︷︸︸︷
D h‖Γ1+α(M)
with Dci ∈ CT c (M(δ1, . . . , δm)) and ‖Di‖Cp+1(M), ‖Dci ‖Cp+1(M) ≤ 1 in the first term and
‖Di‖Cp(M), ‖Dci ‖Cp(M) ≤ 1 in the second term.
For a differential form f =
∑
I,J fI,J(z)dz
I ∧ dz¯J with |I| = l and |J | = r we say that
f ∈ Πa(l,r)
(
{ρ}, U˜(ǫ)
)
if fI,J ∈ Πa
(
{ρ}, U˜(ǫ)
)
.
We introduce a local extension operator for U˜(ǫ) and U = U˜(ǫ) ∩M
EU : Πa(0,r)(U)→ Πa(0,r)
(
{ρ}, U˜(ǫ)
)
which we define by extending all the coefficients of the differential form identically with respect
to ρ1, . . . , ρm in U˜ . From the construction it follows that EU satisfies the following estimate
‖EU (g)‖Πa({ρ},U˜(ǫ)) ≤ C · ‖g‖Πa(U).
The following proposition provides local integral formula for ∂¯M.
Proposition 2.1. Let M ⊂ G be a C∞ regular q-concave CR submanifold of the form (1) and
let U˜ be an open neighborhood in G with analytic coordinates z1, . . . , zn.
Then for r = 1, ..., q − 1 and any differential form g ∈ C∞(0,r)(M) with compact support in U
the following equality
g = ∂¯MRr(g) +Rr+1(∂¯Mg) +Hr(g), (13)
holds, where
Rr(g)(z)
= (−1)r (n− 1)!
(2πi)n
· prM ◦ lim
ǫ→0
∫
Mǫ×[0,1]
g˜(ζ) ∧ ω′r−1
(
(1− t) ζ¯ − z¯| ζ − z |2 + t
P (ζ, z)
Φ(ζ, z)
)
∧ ω(ζ),
Hr(g)(z) = (−1)r (n− 1)!
(2πi)n
· prM ◦ lim
ǫ→0
∫
Mǫ
g˜(ζ) ∧ ω′r
(
P (ζ, z)
Φ(ζ, z)
)
∧ ω(ζ),
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g˜ = EU (g) is the extension of g, Φ(ζ, z) is a local barrier for U˜ constructed in (10) and prM
denotes the operator of projection to the space of tangential differential forms on M.
We omit the proof of proposition 2.1 because it is completely analogous to the proof of for-
mula (13) for another barrier function in [P].
Given above definitions of spaces Πa
(
{ρ}, U˜(ǫ)
)
and of the extension operator EU depend
on the choice of functions ρ1, . . . , ρm. But we notice (cf. [P]) that the operators Rr and Hr are
independent of the choice of functions ρ1, . . . , ρm and of extension operator EU .
To construct now global formula on M we consider two finite coverings {U˜ι ⊂ U˜ ′ι} of G and
two partitions of unity {ϑι} and {ϑ′ι} subordinate to these coverings and such that ϑ′ι(z) = 1
for z ∈ supp(ϑι).
Applying proposition 2.1 to the form ϑιg in U ′ι we obtain
ϑι(z)g(z) = ∂¯MR
ι
r(ϑιg)(z) +R
ι
r+1(∂¯Mϑιg)(z) +H
ι
r(ϑιg)(z).
Multiplying the equality above by ϑ′ι(z) and using equalities
ϑ′ι(z) · ∂¯MRιr(ϑιg)(z) = ∂¯M
[
ϑ′ι(z) ·Rιr(ϑιg)(z)
] − ∂¯Mϑ′ι(z) ∧Rιr(ϑιg)(z)
and
Rιr+1(∂¯Mϑιg)(z) = R
ι
r+1(∂¯Mϑι ∧ g)(z) +Rιr+1(ϑι∂¯Mg)(z)
we obtain
ϑι(z)g(z) = ∂¯MR
ι
r(g)(z) +R
ι
r+1(∂¯Mg)(z) +H
ι
r(g)(z) (14)
with
Rιr(g)(z) = ϑ
′
ι(z) · Rιr(ϑιg)(z)
and
Hιr(g)(z) = −∂¯Mϑ′ι(z) ∧Rιr(ϑιg)(z) + ϑ′ι(z) · Rιr+1(∂¯Mϑι ∧ g)(z) + ϑ′ι(z) ·Hιr(ϑιg)(z).
Adding equalities (14) for all ι we obtain
Proposition 2.2. Let M ⊂ G be a C∞ regular q-concave compact CR submanifold of the form
(1).
Then for r = 1, ..., q − 1 and any differential form g ∈ C∞(0,r)(M) the following equality
g = ∂¯MRr(g) +Rr+1(∂¯Mg) +Hr(g), (15)
holds, where
Rr(g)(z) =
∑
ι
ϑ′ι(z) ·Rιr(ϑιg)(z)
and
Hr(g)(z) =
∑
ι
[−∂¯Mϑ′ι(z) ∧Rιr(ϑιg)(z) +Rιr+1(∂¯Mϑι ∧ g)(z) + ϑ′ι(z) ·Hιr(ϑιg)(z)] .
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3. Boundedness of Rr.
From the construction of operator Rr we conclude that in order to prove necessary estimates
for operator Rr it suffices to prove these estimates for operator Rr. In the proposition below
we state necessary estimates for operator Rr.
Proposition 3.1. Let a = p + α with 0 < α < 1, M ⊂ G be a C∞ regular q-concave CR
submanifold of the form (1) and let g ∈ Πa(0,r)(M) be a form with compact support in U = U˜ ∩M.
Then operator Rr, defined in (13) satisfies the following estimate
‖ Rr(g) ‖Πa+1
(0,r−1)
(U)< C· ‖ g ‖Πa(0,r)(U) (16)
with a constant C independent of g.
In our proof of proposition 3.1 we will use the approximation of Rr by the operators
Rr(ǫ)(f)(z) = (−1)r · prM ◦
(n− 1)!
(2πi)n
(17)
×
∑
ι
∫
Mǫ×[0,1]
ϑι(ζ)f˜(ζ) ∧ ω′r−1
(
(1− t) ζ¯ − z¯| ζ − z |2 + t
P ι(ζ, z)
Φι(ζ, z)
)
∧ ω(ζ)
when ǫ goes to 0.
Using equality (12) we obtain the following representation of kernels of these integrals on
U˜ × [0, 1] ×M :
ϑι(ζ) · ω′r−1
(
(1− t) ζ¯ − z¯| ζ − z |2 + t
P ι(ζ, z)
Φι(ζ, z)
)
∧ ω(ζ)
∣∣∣∣∣U˜×[0,1]×M (18)
=
∑
i,J
a(i,J)(t, ζ, z)dt ∧ λi,Jr−1(ζ, z) +
∑
i,J
b(i,J)(t, ζ, z)dt ∧ γi,Jr−1(ζ, z),
where i is an index, J = ∪8i=1Ji is a multiindex such that i 6∈ J, a(i,J)(t, ζ, z) and b(i,J)(t, ζ, z)
are polynomials in t with coefficients that are smooth functions of z, ζ and θ(ζ), and λi,Jr−1(ζ, z)
and γi,Jr−1(ζ, z) are defined as follows:
λi,Jr−1(ζ, z) =
1
|ζ − z|2(|J1|+|J5|+1) · Φ(ζ, z)n−|J1|−|J5|−1
(19)
×
∑
Det
ζ¯ − z¯, Q(i),
j∈J1︷︸︸︷
dζ¯ ,
j∈J2︷ ︸︸ ︷
A¯ · ∂¯ζa,
j∈J3︷ ︸︸ ︷
a · µν ,
j∈J4︷ ︸︸ ︷
a · µτ ,
j∈J5︷︸︸︷
dz¯ ,
j∈J6︷ ︸︸ ︷
A¯ · ∂¯za,
j∈J7︷ ︸︸ ︷
a · ∂¯zA¯,
j∈J8︷︸︸︷
∂¯zQ,
 ∧ ω(ζ),
and
γi,Jr−1(ζ, z) =
1
|ζ − z|2(|J1|+|J5|+1) · Φ(ζ, z)n−|J1|−|J5|−1
(20)
×
∑
Det
ζ¯ − z¯, aiA¯i,
j∈J1︷︸︸︷
dζ¯ ,
j∈J2︷ ︸︸ ︷
A¯ · ∂¯ζa,
j∈J3︷ ︸︸ ︷
a · µν ,
j∈J4︷ ︸︸ ︷
a · µτ ,
j∈J5︷︸︸︷
dz¯ ,
j∈J6︷ ︸︸ ︷
A¯ · ∂¯za,
j∈J7︷ ︸︸ ︷
a · ∂¯zA¯,
j∈J8︷︸︸︷
∂¯zQ,
 ∧ ω(ζ).
In the proof of the boundedness of operators Rr we will need to know the differentiability
properties of integrals with kernels λi,Jr−1(ζ, z) and γ
i,J
r−1(ζ, z). In the lemmas below we prepare
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necessary tools.
We introduce kernels
KId,h(ζ, z) =
{ρ(ζ)}I1(ζ − z)I2(ζ¯ − z¯)I3
|ζ − z|d · Φ(ζ, z)h
i∈I4︷ ︸︸ ︷
∧dρi
i∈I5︷ ︸︸ ︷
∧dθi(ζ)∧dσ2n−m(ζ),
where I = ∪5j=1Ij and Ij for j = 1, . . . , 5 are multiindices such that I1 contains m indices, I2, I3
contain n indices, I4∪I5 contains m−1 indices, |I4|+|I5| = m−1, and {ρ(ζ)}I1 =
∏
is∈I1 ρs(ζ)
is ,
(ζ − z)I2 = ∏is∈I2(ζs − zs)is , (ζ¯ − z¯)I3 = ∏is∈I3(ζ¯s − z¯s)is .
For kernels KId,h we introduce the following notation
k
(
KId,h
)
= d− |I2| − |I3|,
h
(
KId,h
)
= h,
l
(
KId,h
)
= |I1|+ |I4|.
In two lemmas below we describe smoothing properties of kernels KId,h.
Lemma 3.2. Let U = U˜∩M be a neighborhood with Φ(ζ, z) constructed in (10), U(ǫ) = U˜∩Mǫ,
and let g(ζ, z, θ, t) be a smooth form with compact support in U˜ζ × U˜z × Sn−1 × [0, 1].
Then for g(ζ, z, t) = g(ζ, z, θ(ζ), t) and a vector field
Dz =
n∑
j=1
aj(z)
∂
∂zj
+
n∑
j=1
bj(z)
∂
∂z¯j
∈ CT (G)
such that D|U ∈ CT (M) the following equality holds
Dz
(∫
U(ǫ)×[0,1]
g(ζ, z, t) · KId,h(ζ, z)dt
)
(21)
=
∫
U(ǫ)×[0,1]
[Dzg(ζ, z, t)] · KId,h(ζ, z)dt +
∫
U(ǫ)×[0,1]
[Dζg(ζ, z, t)] · KId,h(ζ, z)dt
+
∑
S,a,b
∫
U(ǫ)×[0,1]
c{S,a,b}(ζ, z, t) · g(ζ, z, t) · KSa,b(ζ, z)dt
+
∑
L,i
∫
U(ǫ)×[0,1]
c{L,i}(ζ, z, t) · [Yζ(z)g(ζ, z, t)] · KLi,h(ζ, z)dt,
where c{S,a,b}(ζ, z, t), c{L,i,e,k}(ζ, z, t) are C∞ functions of ζ, z, θ(ζ), t, vector field Dζ is defined
as
Dζ =
n∑
j=1
aj(ζ)
∂
∂ζj
+
n∑
j=1
bj(ζ)
∂
∂ζ¯j
and kernels KSa,b and KLi,h satisfy the following conditions
k
(
KSa,b
)
+ b− l
(
KSa,b
)
≤ k
(
KId,h
)
+ h− l
(
KId,h
)
,
k
(
KSa,b
)
+ 2b− 2l
(
KSa,b
)
≤ k
(
KId,h
)
+ 2h− 2l
(
KId,h
)
,
(22)
and
k
(
KLi,h
)
− l
(
KLi,h
)
+ 1 ≤ k
(
KId,h
)
− l
(
KId,h
)
,
k
(
KLi,h
)
− 2l
(
KLi,h
)
+ 1 ≤ k
(
KId,h
)
− 2l
(
KId,h
)
.
(23)
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Proof. To prove the lemma we represent the integral from the left hand side of (21) as
Dz
(∫
U(ǫ)×[0,1]
g(ζ, z, t) · KId,h(ζ, z)dt
)
(24)
=
∫
U(ǫ)×[0,1]
[Dzg(ζ, z, t)] · KId,h(ζ, z)dt−
∫
U(ǫ)×[0,1]
g(ζ, z, t)
[
DζKId,h(ζ, z)
]
dt
+
∫
U(ǫ)×[0,1]
g(ζ, z, t)
[
(Dz +Dζ)KId,h(ζ, z)
]
dt.
To transform the second term of the right hand side of (24) we apply integration by parts
and obtain∫
U(ǫ)×[0,1]
g(ζ, z, t)
[
DζKId,h(ζ, z)
]
dt = −
∫
U(ǫ)×[0,1]
[Dζg(ζ, z, t)]KId,h(ζ, z)dt
+
∑
S,a,b
∫
U(ǫ)×[0,1]
c{S,a,b}(ζ, z, t) · g(ζ, z, t) · KSa,b(ζ, z)dt
with kernels KSa,b satisfying (22).
To transform the third term of the right hand side of (24) we will use the estimates below
that follow from the definitions of F (k)(ζ, z) and A(ζ, z) and from the fact that Dz|U ∈ CT (M)
(Dz +Dζ)A(ζ, z) = O
(|ζ − z|2) ,
(Dz +Dζ) ReF
(k)(ζ, z) = O (|ζ − z|2) ,
(Dz +Dζ) ImF
(k)(ζ, z) = O (|ζ − z|) ,
(Dz +Dζ) (ζj − zj) = O (|ζ − z|) ,
(Dz +Dζ) (ζ¯j − z¯j) = O (|ζ − z|) .
(25)
Applying operators Dz and Dζ to KId,h(ζ, z) and using estimates (25) we obtain
(Dz +Dζ)KId,h(ζ, z) (26)
= (−h){ρ(ζ)}
I1(ζ − z)I2(ζ¯ − z¯)I3
|ζ − z|d · Φ(ζ, z)h+1
[(Dz +Dζ)A]
i∈I4︷ ︸︸ ︷
∧dρi ∧
i∈I5︷ ︸︸ ︷
dθi(ζ)∧dσ2n−m(ζ)
+
m∑
k=1
θk(ζ) ·
[
(Dz +Dζ)ReF
(k)
] i∈I4︷ ︸︸ ︷
∧dρi ∧
i∈I5︷ ︸︸ ︷
dθi(ζ)∧dσ2n−m(ζ)
+
m∑
k=1
θk(ζ) ·
[
(Dz +Dζ) ImF
(k)
] i∈I4︷ ︸︸ ︷
∧dρi ∧
i∈I5︷ ︸︸ ︷
dθi(ζ)∧dσ2n−m(ζ)

+
∑
S,a,b
c{S,a,b}(ζ, z, t) · KSa,b(ζ, z)
with kernels KSa,b satisfying (22).
From estimates (25) we conclude that the first two terms of the right hand side of (26) can
be represented as linear combinations with C∞
(
U˜ζ × U˜z × Sn−1 × [0, 1]
)
coefficients of kernels
KSd,h+1 with
|S2|+ |S3| = |I2|+ |I3|+ 2,
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and therefore
k
(
KSd,h+1
)
≤ k
(
KId,h+1
)
− 2.
Then corresponding integrals can be represented in the form∑
S
∫
U(ǫ)×[0,1]
c{S}(ζ, z, t) · g(ζ, z, t) · KSd,h+1(ζ, z)dt
with kernels KSd,h+1 satisfying (22).
The third term of the right hand side of (26) we represent as
m∑
k=1
θk(ζ) ·
[
(Dz +Dζ) ImF
(k)(ζ, z)
]
{ρ(ζ)}I1(ζ − z)I2(ζ¯ − z¯)I3
|ζ − z|d
×dζ

i∈I4︷ ︸︸ ︷
∧dρi ∧
i∈I5︷ ︸︸ ︷
dθi(ζ)∧ (dζImΦ(ζ, z) dσ2n−m(ζ))
Φ(ζ, z)h

+
∑
S,a,b
c{S}(ζ, z, t) · KSa,b(ζ, z)
with kernels KSa,b satisfying (22).
Applying integration by parts to the corresponding integrals and using the third estimate
from (25) we obtain
m∑
k=1
∫
U(ǫ)×[0,1]
g(ζ, z, t) ·
θk(ζ) ·
[
(Dz +Dζ) ImF
(k)(ζ, z)
]
{ρ(ζ)}I1(ζ − z)I2(ζ¯ − z¯)I3
|ζ − z|d
×dζ

i∈I4︷ ︸︸ ︷
∧dρi ∧
i∈I5︷ ︸︸ ︷
dθi(ζ)∧ (dζImΦ(ζ, z) dσ2n−m(ζ))
Φ(ζ, z)h

=
m∑
k=1
∫
U(ǫ)×[0,1]
θk(ζ)g(ζ, z, t) · Yζ(z)

[
(Dz +Dζ) ImF
(k)(ζ, z)
]
{ρ(ζ)}I1(ζ − z)I2(ζ¯ − z¯)I3
|ζ − z|d

×
i∈I4︷ ︸︸ ︷
∧dρi ∧
i∈I5︷ ︸︸ ︷
dθi(ζ)∧ (dζImΦ(ζ, z) dσ2n−m(ζ))
Φ(ζ, z)h
+
m∑
k=1
∫
U(ǫ)×[0,1]
θk(ζ) [Yζ(z)g(ζ, z, t)] ·
[
(Dz +Dζ) ImF
(k)(ζ, z)
]
{ρ(ζ)}I1(ζ − z)I2(ζ¯ − z¯)I3
|ζ − z|d
×
i∈I4︷ ︸︸ ︷
∧dρi ∧
i∈I5︷ ︸︸ ︷
dθi(ζ)∧ (dζImΦ(ζ, z) dσ2n−m(ζ))
Φ(ζ, z)h
=
∑
S,a
∫
U(ǫ)×[0,1]
c{S,a}(ζ, z, t) · g(ζ, z, t) · KSa,h(ζ, z)dt
+
∑
L,i
∫
U(ǫ)×[0,1]
c{L,i}(ζ, z, t) · [Yζ(z)g(ζ, z, t)] · KLi,h(ζ, z)dt
with kernels satisfying (22) and (23).
12 PETER L. POLYAKOV
Lemma 3.3. Let U = U˜ ∩M be a neighborhood with Φ(ζ, z) constructed in (10), U(ǫ) = U˜ ∩Mǫ
and let g(ζ, z, θ, t) be a smooth form with compact support in U˜ζ × U˜z × Sn−1 × [0, 1].
Then for g(ζ, z, t) = g(ζ, z, θ(ζ), t) and vector fields
Dci,z =
n∑
j=1
aij(z)
∂
∂zj
+
n∑
j=1
bij(z)
∂
∂z¯j
∈ CT (G) (i = 1, . . . , k)
such that D|U ∈ CT c(M) the following equality holds
Dck,z ◦ · · · ◦Dc1,z
(∫
U(ǫ)×[0,1]
g(ζ, z, t) · KId,h(ζ, z)dt
)
(27)
=
∑
‖R‖≤k
∑
{R,S,a,b}
∫
U(ǫ)×[0,1]
c{R,S,a,b}(ζ, z, t) ·
[
{Yζ(z),Dcζ ,Dcz}Rg(ζ, z, t)
]
· KSa,b(ζ, z)dt
+
∑
‖R‖=k+1
∑
{R,L,e,m}
∫
U(ǫ)×[0,1]
c{R,L,e,m}(ζ, z, t) ·
[
{Yζ(z),Dcζ ,Dcz}Rg(ζ, z, t)
]
· KLe,m(ζ, z)dt,
where R = (r1, r2, r3), {Yζ(z),Dcζ ,Dcz}R denotes a composition of r1 differentiations Yζ(z), r2
differentiations Dci,ζ and r3 differentiations D
c
i,z with ‖R‖ = 2r1 + r2 + r3,
c{R,S,a,b}(ζ, z, θ, t), c{R,L,e,m}(ζ, z, θ, t) ∈ C∞
(
U˜ζ × U˜z × Sn−1 × [0, 1]
)
,
kernels KSa,b satisfy inequalities (22) and kernels KLe,m satisfy inequalities (23).
Proof. We prove the lemma by induction with respect to k. The statement of the lemma
for k = 1 is a straightforward corollary of lemma 3.2.
To prove the step of induction we assume that equality (27) holds for k. To prove it for k+1
we apply Dck+1,z to the right hand side of (27). To apply D
c
k+1,z to a term with a kernel KLe,m
we simply apply the differentiation to the kernel. Using estimate∣∣∣Dck+1,zImF (i)(ζ, z)∣∣∣ = O (|ζ − z|) for i = 1, . . . ,m,
we conclude that after differentiation Dck+1,z of the kernel KLe,m the only possible changes in
indices are
(i) k
(
KLe,m
)
increases by 1,
(ii) h
(
KLe,m
)
increases by 1 and k
(
KLe,m
)
decreases by 1.
Therefore, since kernel KLe,m satisfies conditions (23) we obtain
Dck+1,zKLe,m(ζ, z)
=
∑
‖R‖≤k+1
∑
{R,S,a,b}
c{R,S,a,b}(ζ, z, t) ·
[
{Yζ(z),Dcζ ,Dcz}Rg(ζ, z, t)
]
· KSa,b(ζ, z)
with kernels KSa,b satisfying conditions (22).
To apply Dck+1,z to a term with kernel KSa,b we use lemma 3.2 and obtain
Dck+1,z
∫
U(ǫ)×[0,1]
c{R,S,a,b}(ζ, z, t) ·
[
{Yζ(z),Dcζ ,Dcz}Rg(ζ, z, t)
]
· KSa,b(ζ, z)dt (28)
=
∑
‖P‖≤k+1
∑
{P,I,d,j}
∫
U(ǫ)×[0,1]
c{P,I,d,j}(ζ, z, t) ·
[
{Yζ(z),Dcζ ,Dcz}P g(ζ, z, t)
]
· KId,h(ζ, z)dt
+
∑
‖P‖=k+2
∑
{P,L,e,m}
∫
U(ǫ)×[0,1]
c{P,L,e,m}(ζ, z, t) ·
[
{Yζ(z),Dcζ ,Dcz}P g(ζ, z, t)
]
· KLe,m(ζ, z)dt,
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with kernels KId,h satisfying (22) and kernels KLe,m satisfying (23).
The following two simple lemmas will be used in the further estimates.
Lemma 3.4. Let M be a generic CR submanifold in the unit ball Bn in Cn of the form:
M = {z ∈ Bn : ρ1(z) = · · · = ρm(z) = 0},
where {ρk}, k = 1, . . . ,m (m < n) are real valued functions of the class C∞ satisfying
∂ρ1 ∧ · · · ∧ ∂ρm 6= 0 on M.
Then for any point ζ0 ∈ M there exists a neighborhood Vǫ(ζ0) = {ζ : |ζ − ζ0| < ǫ} such that
for any n ≥ s > n−m and p > 2n− s−m the following representation holds in Vǫ :
dζ¯i1 ∧ . . . dζ¯ip ∧ dζk1 ∧ . . . dζks =
∑
dρj1 ∧ . . . dρjp−(2n−s−m) ∧ gi1...ipj1...jp−(2n−s−m)(ζ) (29)
with g
i1...ip
j1...jp−(2n−s−m)
of the class C∞(Vǫ).
Lemma 3.5. Let
B(δ) = {(η,w) ∈ Rm ×Cn−m :
m∑
i=1
η2i +
n−m∑
i=1
|w|2 < δ},
V(δ) = {(η,w) ∈ Rm × Cn−m : |η1|+
m∑
i=2
|ηi|2 +
n−m∑
i=1
|w|2 < δ2},
K {α, k, h} (η,w, ǫ)
=
∧mi=1dηi ∧n−mi=1 (dwi ∧ dw¯i)
(ǫ+
∑m
i=1 |ηi|+
∑n−m
i=1 |wi|)k(
√
ǫ+
√|η1|+∑mi=2 |ηi|+∑n−mi=1 |wi|)2h−α ,
with 0 ≤ α < 1 and k, 2h ∈ Z.
Let
I1 {α, k, h} (ǫ, δ) =
∫
V(δ)
K {α, k, h} (η,w, ǫ),
and
I2 {α, k, h} (ǫ, δ) =
∫
B(1)\V(δ)
K {α, k, h} (η,w, ǫ).
Then
I1 {0, k, h} (ǫ, δ)
=

O
(
ǫ2n−m−k−h · (log ǫ)2
)
if k ≥ 2n−m− 1 and k + h ≥ 2n −m,
O (δ) if k ≥ 2n−m− 1 and k + h ≤ 2n −m− 1,
O
(
ǫ(2n−m−k−2h+1)/2 · log ǫ
)
if k ≤ 2n−m− 2 and k + 2h ≥ 2n−m+ 1,
O (δ) if k ≤ 2n−m− 2 and k + 2h ≤ 2n−m,
I1 {α, k, h} (ǫ, δ)
= O (δα) if α > 0, and
{
if k ≥ 2n−m− 1 and k + h ≤ 2n−m− 1/2,
if k ≤ 2n−m− 2 and k + 2h ≤ 2n −m+ 1,
I2 {0, k, h} (ǫ, δ)
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=

O (1)
{
if k ≥ 2n−m− 1 and k + h ≤ 2n−m− 1,
if k ≤ 2n−m− 2 and k + 2h ≤ 2n−m,
O (log δ) if k ≤ 2n −m− 2 and k + 2h ≤ 2n−m+ 1,
I2 {α, k, h} (ǫ, δ)
= O
(
δα−1
)
if α ≥ 0, and
{
if k ≥ 2n−m− 1 and k + h ≤ 2n−m,
if k ≤ 2n−m− 2 and k + 2h ≤ 2n −m+ 2,
I2 {α, k, h} (ǫ, δ)
= O
(
δα−2
)
if α ≥ 0, and
{
if k ≥ 2n−m− 1 and k + h ≤ 2n −m+ 1/2,
if k ≤ 2n−m− 2 and k + 2h ≤ 2n−m+ 3.
Proof. Introducing W =
(∑n−m
i=1 |wi|2
) 1
2 , η =
(∑m
i=2 η
2
i
) 1
2 and V =
(
W 2 + η2
) 1
2 we obtain:
K {α, k, h} (η,w, ǫ) = η
m−2W 2n−2m−1dη1 ∧ dη ∧ dW
(ǫ+ η1 + η +W )
k (√ǫ+√η1 + η +W )2h−α
=
V 2n−m−2dη1 ∧ dV
(ǫ+ η1 + V )
k (√ǫ+√η1 + V )2h−α .
Proof of proposition 3.1.
According to (17) in order to prove the statement of the proposition it suffices to prove the
estimates
‖ ∫U(ǫ)×[0,1] a(i,J)(t, ζ, z)dt ∧ g˜(ζ) ∧ λi,Jr−1(ζ, z)‖Πa+1(U) ≤ C · ‖g‖Πa(U),
‖ ∫U(ǫ)×[0,1] b(i,J)(t, ζ, z)dt ∧ g˜(ζ) ∧ γi,Jr−1(ζ, z)‖Πa+1(U) ≤ C · ‖g‖Πa(U)
(30)
with constant C independent of g and ǫ.
Using estimates
|A¯| = O(|ζ − z|), |µν | = O(|ζ − z|) (31)
for the terms of determinants in (19) and (20) and applying lemma 3.4 to the differential form
|J1|+r︷︸︸︷
dζ¯ ∧
|J4|︷︸︸︷
µτ ∧ω(ζ)
we obtain representations
a(i,J)(t, ζ, z)dt ∧ g˜(ζ) ∧ λi,Jr−1(ζ, z) =
∑
{I,d,j}
c{I,d,j}(ζ, z, t)g˜(ζ)KId,h(ζ, z), (32)
and
b(i,J)(t, ζ, z)dt ∧ g˜(ζ) ∧ γi,Jr−1(ζ, z) =
∑
{I,d,j}
c{I,d,j}(ζ, z, t)g˜(ζ)KId,h(ζ, z). (33)
Multiindices Ii for i = 1, . . . , 5 and indices d, h in (32) satisfy the conditions
d = 2(|J1|+ |J5|+ 1),
h = n− |J1| − |J5| − 1,
|I2|+ |I3| = 1 + |J2|+ |J3|+ |J6|,
|I4| = |J1|+ |J4|+ r +m− n.
(34)
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Multiindices Ii for i = 1, . . . , 5 and indices d, h in (33) satisfy the conditions
d = 2(|J1|+ |J5|+ 1),
h = n− |J1| − |J5| − 1,
|I2|+ |I3| = 2 + |J2|+ |J3|+ |J6|,
|I4| = |J1|+ |J4|+ r +m− n.
(35)
Using representations (32) and (33) we reduce the problem of proving (30) to each term
g˜(ζ) · c{I,d,j}(ζ, z, t)KId,h(ζ, z)
of the right hand sides of these representations.
To further reduce the proof of (30) using lemmas 3.2 and 3.3 we will prove that only the case
0 < a < 2 has to be considered.
Lemma 3.6. Statement of proposition 3.1 follows from the corresponding statement for 0 <
a < 2. Namely, for the proof of estimates (30) it suffices to prove that for 0 < α < 1∥∥∥∫U(ǫ)×[0,1] c(ζ, z, t)g˜(ζ)KId,h(ζ, z)dt∥∥∥Π1+α(U) ≤ C · ‖g‖Πα(U),∥∥∥∫U(ǫ)×[0,1] c(ζ, z, t)g˜(ζ)KId,h(ζ, z)dt∥∥∥Π2+α(U) ≤ C · ‖g‖Π1+α(U)
(36)
for the kernels KId,h obtained from λi,Jr−1 and γi,Jr−1 after application of lemmas 3.2 and 3.3.
Proof. Let us fix a = p+α. As follows from the definition of spaces Πa+1 in order to prove
proposition 3.1 we have to prove that
(a) for any set of tangent vector fields D1, . . . ,Dk,D
c
1, . . . ,D
c
s on M such that
‖Di‖Cp+2(M), ‖Dci ‖Cp+2(M) ≤ 1
with Dci ∈ CT c(M) and 2k + s ≤ p+ 1
‖
s︷︸︸︷
Dc ◦
k︷︸︸︷
D
∫
U(ǫ)×[0,1]
g˜(ζ) · c{I,d,j}(ζ, z, t)KId,h(ζ, z)dt‖Γα(M) < C‖g‖Πa(M),
(b) for any set of tangent vector fields D1, . . . ,Dk,D
c
1, . . . ,D
c
s on M such that
‖Di‖Cp+1(M), ‖Dci ‖Cp+1(M) ≤ 1
with Dci ∈ CT c(M) and 2k + s ≤ p
‖
s︷︸︸︷
Dc ◦
k︷︸︸︷
D
∫
U(ǫ)×[0,1]
g˜(ζ) · c{I,d,j}(ζ, z, t)KId,h(ζ, z)dt‖Γ1+α(M) < C‖g‖Πa(M)
with constant C independent of g.
Let us fix k, s ∈ Z+∪{0} such that 2k+s = p+1 and k, s 6= 0. At first we apply an operator
s−1︷︸︸︷
Dc ◦
k−1︷︸︸︷
D
to an integral ∫
U(ǫ)×[0,1]
g˜(ζ) · c{I,d,j}(ζ, z, t)KId,h(ζ, z)dt
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using lemmas 3.2 and 3.3.
Then we obtain a representation
s−1︷︸︸︷
Dc ◦
k−1︷︸︸︷
D
∫
U(ǫ)×[0,1]
g˜(ζ) · c{I,d,j}(ζ, z, t)KId,h(ζ, z)dt (37)
=
∑
‖P‖≤p−2
∑
{P,S,a,b}
∫
U(ǫ)×[0,1]
c{P,S,a,b}(ζ, z, t) ·
[
{Yζ(z),Dζ ,Dcζ}P g˜(ζ)
]
· KSa,b(ζ, z)dt
+
∑
‖R‖=p−1
∑
{R,L,e,m}
∫
U(ǫ)×[0,1]
c{R,L,e,m}(ζ, z, t) ·
[
{Yζ(z),Dζ ,Dcζ}Rg˜(ζ)
]
· KLe,m(ζ, z)dt,
with the same notation as in (27) and kernels KSa,b and KLe,m satisfying (22) and (23) respectively.
We notice that according to the assumption of proposition 3.1 we have
{Yζ(z),Dζ ,Dcζ}P g˜ ∈ Π2+α
(
{ρ}, U˜(ǫ)
)
,
{Yζ(z),Dζ ,Dcζ}Rg˜ ∈ Π1+α
(
{ρ}, U˜(ǫ)
)
.
(38)
We apply a differentiation Dz once more to terms in the first sum of (37) using lemma 3.2
and represent the result as
Dz
 ∑
‖P‖≤p−2
∑
{P,S,a,b}
∫
U(ǫ)×[0,1]
c{P,S,a,b}(ζ, z, t) ·
[
{Yζ(z),Dζ ,Dcζ}P g˜(ζ)
]
· KSa,b(ζ, z)dt

=
∑
‖P‖≤p
∑
{P,I,d,j}
∫
U(ǫ)×[0,1]
c{P,I,d,j}(ζ, z, t) ·
[
{Yζ(z),Dζ ,Dcζ}P g˜(ζ)
]
· KId,h(ζ, z)dt (39)
with kernels KId,h satisfying (22) and {Yζ(z),Dζ ,Dcζ}P g˜ ∈ Πα
(
{ρ}, U˜(ǫ)
)
.
We apply a differentiation Dcz once more to terms of the second sum of (37) differentiating
kernels KLe,m and using the same arguments as in the proof of lemma 3.3 we represent the result
as
Dcz
 ∑
‖R‖=p−1
∑
{R,L,e,m}
∫
U(ǫ)×[0,1]
c{R,L,e,m}(ζ, z, t) ·
[
{Yζ(z),Dζ ,Dcζ}Rg˜(ζ)
]
· KLe,m(ζ, z)dt

=
∑
‖P‖≤p−1
∑
{P,I,d,j}
∫
U(ǫ)×[0,1]
c{P,I,d,j}(ζ, z, t) ·
[
{Yζ(z),Dζ ,Dcζ}P g˜(ζ)
]
· KId,h(ζ, z)dt (40)
with kernels KId,h satisfying (22) and {Yζ(z),Dζ ,Dcζ}P g˜ ∈ Π1+α
(
{ρ}, U˜(ǫ)
)
.
From (37), (38), (39) and (40) we conclude that in order to prove the statement of propo-
sition 3.1 for k, s ∈ Z+ such that 2k + s = p + 1 it suffices to prove (36) for the kernels KId,h
obtained from λi,Jr−1 and γ
i,J
r−1 after application of lemmas 3.2 and 3.3.
Analogous arguments show that in the case s = 0 or k = 0 and 2k + s = p + 1 estimates
(36) are also sufficient. Namely, in the case s = 0 after application of lemma 3.2 k − 1 times
we obtain the right hand side of equality (40) and in the case k = 0 we use lemma 3.3 for s− 2
differentiations Dcz and then equality (40) for kernels KLe,m.
For k, s ∈ Z+ ∪ {0} such that 2k + s = p and s 6= 0 we apply an operator
s−1︷︸︸︷
Dc ◦
k︷︸︸︷
D
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to an integral ∫
U(ǫ)×[0,1]
g˜(ζ) · c{I,d,j}(ζ, z, t)KId,h(ζ, z)dt
and use lemmas 3.2 and 3.3.
Then we obtain a representation
s−1︷︸︸︷
Dc ◦
k︷︸︸︷
D
∫
U(ǫ)×[0,1]
g˜(ζ) · c{I,d,j}(ζ, z, t)KId,h(ζ, z)dt (41)
=
∑
‖P‖≤p−1
∑
{P,S,a,b}
∫
U(ǫ)×[0,1]
c{P,S,a,b}(ζ, z, t) ·
[
{Yζ(z),Dζ ,Dcζ}P g˜(ζ)
]
· KSa,b(ζ, z)dt
+
∑
‖R‖=p
∑
{R,L,e,m}
∫
U(ǫ)×[0,1]
c{R,L,e,m}(ζ, z, t) ·
[
{Yζ(z),Dζ ,Dcζ}Rg˜(ζ)
]
· KLe,m(ζ, z)dt,
with kernels KSa,b and KLe,m satisfying (22) and (23) respectively, and
{Yζ(z),Dζ ,Dcζ}P g˜ ∈ Π1+α
(
{ρ}, U˜(ǫ)
)
,
{Yζ(z),Dζ ,Dcζ}Rg˜ ∈ Πα
(
{ρ}, U˜(ǫ)
)
.
Applying one more differentiation Dc to terms of the second sum of (41) by differentiating
kernels KLe,m we conclude that in the case of k, s ∈ Z+ ∪ {0} such that 2k + s = p estimates
(36) are also sufficient.
We will prove estimates (36) as a corollary of two lemmas below.
Lemma 3.7. Let 0 < α < 1, g ∈ Γα(U) be a function with compact support and g˜ ∈
Γα
(
{ρ}, U˜(ǫ0)
)
its extension. Let KSa,b satisfy conditions
k
(
KSa,b
)
+ b− l
(
KSa,b
)
≤ 2n −m− 2,
k
(
KSa,b
)
+ 2b− 2l
(
KSa,b
)
≤ 2n −m.
(42)
Then
fǫ(z) :=
(∫
U(ǫ)×[0,1]
c(ζ, z, t)g˜(ζ)KSa,b(ζ, z)dt
)
∈ Π1+α(U)
and
‖fǫ‖Π1+α(U) ≤ C · ‖g‖Γα(U)
with C independent of g and ǫ.
Proof. From the definition of spaces Πa we conclude that statement of the lemma would
follow from inclusions
fǫ ∈ Λ
1+α
2 (U) and Dcfǫ ∈ Γα(U).
We start with inclusion fǫ ∈ Λ
1+α
2 (U). For w ∈ U and arbitrary δ > 0 we introduce
neighborhoods
W (w, ǫ,
√
δ) =
{
ζ ∈ U˜ : ρ(ζ) = ǫ, |Φ(ζ, w)| ≤ c · δ
}
,
such that for |z − w| ≤ δ
W (w, ǫ,
√
δ) ⊂W (z, ǫ, C
√
δ)
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with constants c, C > 0 independent of w, z and δ.
Then we represent fǫ(z) for z such that |z − w| ≤ δ as
fǫ(z) = g(w) ·
∫
U(ǫ)×[0,1]
c(ζ, z, t)KSa,b(ζ, z)dt (43)
+
∫
W (w,ǫ,
√
δ)×[0,1]
(g˜(ζ)− g(w)) c(ζ, z, t)KSa,b(ζ, z)dt
+
∫
(U(ǫ)\W (w,ǫ,
√
δ))×[0,1]
(g˜(ζ)− g(w)) c(ζ, z, t)KSa,b(ζ, z)dt.
Applying lemma 3.2 to the first term of the right hand side of (43) we obtain
Dz
(
g(w)
∫
U(ǫ)×[0,1]
c(ζ, z, t) · KSa,b(ζ, z)dt
)
= g(w) ·
∑
I,d,j
∫
U(ǫ)×[0,1]
c{I,d,j}(ζ, z, t) · KId,h(ζ, z)dt
with c{I,d,j}(ζ, z, t) = c{I,d,j}(ζ, z, θ(ζ), t) ∈ C∞
(
U˜ζ × U˜z × Sn−1 × [0, 1]
)
, and kernels KId,h sat-
isfying (42).
Then applying formula
dρi|U(ǫ) = ǫdθi
we obtain ∣∣∣∣∣g(w) ·Dz
(∫
U(ǫ)×[0,1]
c(ζ, z, t)KSa,b(ζ, z)dt
)∣∣∣∣∣
= ‖g‖Λ0(U) · O
ǫl(K)
∫
U(ǫ)×[0,1]
m−1︷ ︸︸ ︷
∧idθi(ζ)∧dσ2n−m(ζ)
|ζ − z|k(K) · |Φ(ζ, z)|h(K)

= ‖g‖Λ0(U) · O
(
ǫl(K) · I1 {0, k(K), h(K)} (ǫ, 1)
)
.
Applying lemma 3.5 to the last term of the estimate above we have
ǫl(K) · I1 {0, k(K), h(K)} (ǫ, 1) =

O
(
ǫ2n−m−k−h+l · (log ǫ)2
)
O
(
ǫ(2n−m−k−2h+2l+1)/2 · log ǫ
)
O (1)
= O(1),
which shows that the first term of the right hand side of (43) is in Λ1(U).
For the second term of the right hand side of (43) we have∣∣∣∣∣
∫
W (w,ǫ,
√
δ)×[0,1]
(g˜(ζ)− g(w)) c(ζ, z, t)KSa,b(ζ, z)dt
∣∣∣∣∣
= ‖g‖Γα(U) · δ
a
2 · O
ǫl(K) ·
∫
W (z,ǫ,C
√
δ)×[0,1]
m−1︷ ︸︸ ︷
∧idθi(ζ)∧dσ2n−m(ζ)
|ζ − z|k(K) · |Φ(ζ, z)|h(K)

= ‖g‖Γα(U) · δ
α
2 · O
(
ǫl(K) · I1 {0, k(K), h(K)}
(
ǫ,
√
δ
))
= ‖g‖Γα(U) · O
(
δ
1+α
2
)
,
where we again used lemma 3.5 and the estimate
|g˜(ζ)− g(w)| = ‖g‖Γα(U) · O
(
δ
α
2
)
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for ζ ∈W (z, ǫ, C√δ).
For the third term of the right hand side of (43) using estimates
|g˜(ζ)− g(z)| = ‖g‖Γα(U) · O
(
|Φ(ζ, z)|α/2
)
and ∣∣∣F (k)(ζ, z)− F (k)(ζ, w)∣∣∣ = O (δ) (44)
and lemma 3.5 we obtain∣∣∣∣∣
∫
(U(ǫ)\W (w,ǫ,
√
δ))×[0,1]
(g˜(ζ)− g(w)) c(ζ, z, t)KSa,b(ζ, z)dt
−
∫
(U(ǫ)\W (w,ǫ,
√
δ))×[0,1]
(g˜(ζ)− g(w)) c(ζ, w, t)KSa,b(ζ, w)dt
∣∣∣∣∣
≤
∣∣∣∣∣
∫
(U(ǫ)\W (w,ǫ,
√
δ))×[0,1]
(g˜(ζ)− g(w)) c(ζ, z, t)
[
KSa,b(ζ, z)−KSa,b(ζ, w)
]
dt
∣∣∣∣∣
+
∣∣∣∣∣
∫
(U(ǫ)\W (w,ǫ,
√
δ))×[0,1]
(g˜(ζ)− g(w)) [c(ζ, z, t) − c(ζ, w, t)]KSa,b(ζ, w)dt
∣∣∣∣∣
= ‖g‖Γα(U) · δ · O
[
I2 {α, k(K) + 1, b− l(K)}
(
ǫ,
√
δ
)
+I2 {α, k(K), b − l(K) + 1}
(
ǫ,
√
δ
)
+I2 {α, k(K), b − l(K)}
(
ǫ,
√
δ
)]
= ‖g‖Γα(U) · O
(
δ
1+α
2
)
.
Representation (43) together with the estimates above show that
‖fǫ‖
Λ
1+α
2 (U)
≤ C · ‖g‖Γα(U)
uniformly with respect to ǫ.
To complete the proof of the lemma we have to prove that
‖Dcfǫ‖Λαc (U) ≤ C · ‖g‖Γα(U),
‖Dcfǫ‖Λα2 (U) ≤ C · ‖g‖Γα(U),
(45)
where differentiation Dc ∈ CT c(M) and
‖h‖Λαc (U) = sup
{
|h(x(·))|Λα([0,1])
}
with the sup taken over all curves x : [0, 1]→M satisfying (2).
To prove these estimates we use the following representation
Dczfǫ(z) = g(z) ·Dcz
∫
U(ǫ)×[0,1]
c(ζ, z, t)KSa,b(ζ, z)dt (46)
+
∫
U(ǫ)×[0,1]
(g˜(ζ)− g(z))Dcz
[
c(ζ, z, t)KSa,b(ζ, z)
]
dt.
Applying lemma 3.3 to the first term of (46) and using lemma 3.5 we conclude that
Dcz
∫
U(ǫ)×[0,1]
c(ζ, z, t)KSa,b(ζ, z)dt ∈ Λ1(U)
and therefore the first term of the right hand side of (46) is in Γα(U).
Thus statement of the lemma is now reduced to the proof of estimates (45) for∫
U(ǫ)×[0,1]
(g˜(ζ)− g(z))Dcz
[
c(ζ, z, t)KSa,b(ζ, z)
]
dt. (47)
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We will prove the first estimate from (45) for (47). Proof of the second one is analogous with
a few changes that we will point out.
For w ∈ U and arbitrary δ > 0 we introduce neighborhoods
W (w, ǫ, δ) =
{
ζ ∈ U˜ : ρ(ζ) = ǫ, |Φ(ζ, w)| ≤ cδ2
}
,
W ′(w, ǫ, δ) =
{
ζ ∈ U˜ : ρ(ζ) = ǫ, |Φ(ζ, w)| ≤ c′δ2
}
,
(48)
with c < c′ and such that if |z − w| ≤ δ and there exists a curve x : [0, 1] → M satisfying (2)
with x(0) = w and x(1) = z then
W ′(w, ǫ, δ) ⊂W (z, ǫ, Cδ)
with c, c′, C > 0 independent of z, w, δ.
We also introduce a function φw(ζ) ∈ C∞(U˜ \ U) such that 0 ≤ φw(ζ) ≤ 1 and
φw ≡ 1 on W (w, ǫ, δ), φw ≡ 0 on U(ǫ) \W ′(w, ǫ, δ),
|Dφw(ζ)| = O(1/δ2), |Dcφw(ζ)| = O(1/δ),
(49)
for vector fields D,Dc ∈ CT (G) such that D|U ∈ CT (M) and Dc|U ∈ CT c(M).
Then for fixed w ∈ U and z ∈ U such that |z − w| ≤ δ and such that there exists a
curve x : [0, 1] → M satisfying (2) with x(0) = w and x(1) = z we consider the following
representation for integral in (47)∫
U(ǫ)×[0,1]
(g˜(ζ)− g(z))Dcz
[
c(ζ, z, t)KSa,b(ζ, z)
]
dt (50)
−
∫
U(ǫ)×[0,1]
(g˜(ζ)− g(w))Dcw
[
c(ζ, w, t)KSa,b(ζ, w)
]
dt
=
∫
U(ǫ)×[0,1]
(g˜(ζ)− g(z)) φw(ζ)Dcz
[
c(ζ, z, t)KSa,b(ζ, z)
]
dt
−
∫
U(ǫ)×[0,1]
(g˜(ζ)− g(w)) φw(ζ)Dcw
[
c(ζ, w, t)KSa,b(ζ, w)
]
dt
+
∫
U(ǫ)×[0,1]
[
(g˜(ζ)− g(z)) (1− φw(ζ))Dcz
[
c(ζ, z, t)KSa,b(ζ, z)
]
− (g˜(ζ)− g(w)) (1− φw(ζ))Dcw
[
c(ζ, w, t)KSa,b(ζ, w)
]]
dt.
To estimate integrals in the right hand side of (50) we use estimate
Dcz
[
F (k)(ζ, z)
]
= O (|ζ − z|) (51)
for k = 1, . . . ,m and obtain a representation
Dcz
[
c(ζ, z, t)KSa,b(ζ, z)
]
=
∑
I,d,j
c{I,d,j}(ζ, z, t) · KId,h(ζ, z) (52)
with c{I,d,j}(ζ, z, t) = c{I,d,j}(ζ, z, θ(ζ), t) ∈ C∞
(
U˜ζ × U˜z × Sn−1 × [0, 1]
)
, and kernels KId,h sat-
isfying
k
(
KId,h
)
+ h− l
(
KId,h
)
≤ 2n−m− 1,
k
(
KId,h
)
+ 2h− 2l
(
KId,h
)
≤ 2n−m+ 1.
(53)
Then for the first two integrals of the right hand side of (50) using representation (52) with
kernels satisfying conditions (53) and lemma 3.5 we obtain∣∣∣∣∣
∫
U(ǫ)×[0,1]
(g˜(ζ)− g(z)) φw(ζ)c(ζ, z, t)KId,h(ζ, z)dt
∣∣∣∣∣
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= O
(∣∣∣∣∣
∫
W ′(w,ǫ,δ)×[0,1]
(g˜(ζ)− g(z)) c(ζ, z, t)KId,h(ζ, z)dt
∣∣∣∣∣
)
= ‖g‖Γα(U) · O

∫
W (z,ǫ,Cδ)
m−1︷ ︸︸ ︷
∧idθi(ζ)∧dσ2n−m(ζ)
|ζ − z|k(K) · |Φ(ζ, z)|h(K)−l(K)−α/2

= ‖g‖Γα(U) · O (I1 {α, k(K), h(K) − l(K)} (ǫ, δ)) = ‖g‖Γα(U) · O (δα) .
To estimate the third integral of the right hand side of (50) we represent it as∫
U(ǫ)×[0,1]
(g˜(ζ)− g(z)) (1− φw(ζ))Dcz
[
c(ζ, z, t)KSa,b(ζ, z)
]
dt (54)
−
∫
U(ǫ)×[0,1]
(g˜(ζ)− g(w)) (1− φw(ζ))Dcw
[
c(ζ, w, t)KSa,b(ζ, w)
]
dt
=
∫
U(ǫ)×[0,1]
(g˜(ζ)− g(z)) (1− φw(ζ))
×
(
Dcz
[
c(ζ, z, t)KSa,b(ζ, z)
]
−Dcw
[
c(ζ, w, t)KSa,b(ζ, w)
])
dt
+ [g(w) − g(z)] ·
∫
U(ǫ)×[0,1]
(1− φw(ζ))Dcw
[
c(ζ, w, t)KSa,b(ζ, w)
]
dt.
For the first integral of the right hand side of (54) we use representation (52) with kernels
satisfying (53) and estimate∣∣∣F (k)(ζ, z)− F (k)(ζ, w)∣∣∣ = O (δ · |ζ − z|+ δ2) (55)
for k = 1, . . . ,m and ζ ∈ U(ǫ) \W (w, ǫ, δ).
Then using lemma 3.5 we obtain∣∣∣∣∣
∫
U(ǫ)×[0,1]
(g˜(ζ)− g(z)) (1− φw(ζ))
×
(
Dc
[
c(ζ, z, t)KSa,b(ζ, z)
]
−Dc
[
c(ζ, w, t)KSa,b(ζ, w)
])
dt
∣∣∣
=
∣∣∣∣∣∣
∑
I,d,j
∫
U(ǫ)×[0,1]
(g˜(ζ)− g(z)) (1− φw(ζ))
×
[
c{I,d,j}(ζ, z, t) · KId,h(ζ, z)− c{I,d,j}(ζ, w, t) · KId,h(ζ, w)
]
dt
∣∣∣
= ‖g‖Γα(U) · [δ · O (I2 {α, k(K), h(K) − l(K)} (ǫ, δ))
+δ · O (I2 {α, k(K) + 1, h(K) − l(K)} (ǫ, δ))
+δ · O (I2 {α, k(K) − 1, h(K) − l(K) + 1} (ǫ, δ))
+δ2 · O (I2 {α, k(K), h(K) − l(K) + 1} (ǫ, δ))
]
= ‖g‖Γα(U) · O (δα) .
To obtain necessary estimate for the second integral of the right hand side of (54) it suffices
to prove the following estimate∣∣∣∣∣
∫
U(ǫ)×[0,1]
(1− φw(ζ))Dcw
[
c(ζ, w, t)KSa,b(ζ, w)
]
dt
∣∣∣∣∣ = O(1). (56)
Applying integration by parts and arguments from the proof of lemma 3.2 we represent the
last integral as ∫
U(ǫ)×[0,1]
(1− φw(ζ))Dcw
[
c(ζ, w, t)KSa,b(ζ, w)
]
dt (57)
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=
∫
U(ǫ)×[0,1]
(1− φw(ζ))
(
Dcw +D
c
ζ
) [
c(ζ, w, t)KSa,b(ζ, w)
]
dt
−
∫
U(ǫ)×[0,1]
(1− φw(ζ))Dcζ
[
c(ζ, w, t)KSa,b(ζ, w)
]
dt
=
∫
U(ǫ)×[0,1]
(1− φw(ζ))
(
Dcw +D
c
ζ
) [
c(ζ, w, t)KSa,b(ζ, w)
]
dt
−
∫
bU(ǫ)×[0,1]
c(ζ, w, t) · (1− φw(ζ)) · KSa,b(ζ, w)dt
+
∑
I,d,j
∫
U(ǫ)×[0,1]
c{I,d,j}(ζ, w, t) · (1− φw(ζ)) · KId,h(ζ, w)dt
+
∫
U(ǫ)×[0,1]
Dcζ (1− φw(ζ))
[
c(ζ, w, t)KSa,b(ζ, w)
]
dt
= −
∫
bU(ǫ)×[0,1]
c(ζ, w, t) · (1− φw(ζ)) · KSa,b(ζ, w)dt
+
∑
I,d,j
∫
U(ǫ)×[0,1]
c{I,d,j}(ζ, w, t) · (1− φw(ζ)) · KId,h(ζ, w)dt
+
∫
U(ǫ)×[0,1]
Dcζ (1− φw(ζ)) · c(ζ, w, t)KSa,b(ζ, w)dt
+
∑
{L,e}
∫
U(ǫ)×[0,1]
[Yζ(w) (1− φw(ζ))] · c{L,e}(ζ, w, t) · KLe,b(ζ, w)dt,
with ∫
bU(ǫ)×[0,1]
c(ζ, w, t) · (1− φw(ζ)) · KSa,b(ζ, w)dt ∈ C∞(U),
kernels KId,h satisfying
k
(
KId,h
)
+ h− l
(
KId,h
)
≤ k
(
KSa,b
)
+ b− l
(
KSa,b
)
,
k
(
KId,h
)
+ 2h− 2l
(
KId,h
)
≤ k
(
KSa,b
)
+ 2b− 2l
(
KSa,b
)
,
and kernels KLe,b satisfying
k
(
KLe,b
)
− l
(
KLe,b
)
+ 1 ≤ k
(
KSa,b
)
− l
(
KSa,b
)
,
k
(
KLe,b
)
− 2l
(
KLe,b
)
+ 1 ≤ k
(
KSa,b
)
− 2l
(
KSa,b
)
.
(58)
For the second term of the right hand side of (57) using lemma 3.5 and conditions (42) we
obtain ∣∣∣∣∣
∫
U(ǫ)×[0,1]
c{I,d,j}(ζ, w, t) · (1− φw(ζ)) · KId,h(ζ, w)dt
∣∣∣∣∣
= O (I2 {0, k(K), h(K) − l(K)} (ǫ, δ)) = O(1).
For the third term of the right hand side of (57) we obtain the following estimate∣∣∣∣∣
∫
U(ǫ)×[0,1]
Dcζ (1− φw(ζ)) · c(ζ, w, t)KSa,b(ζ, w)dt
∣∣∣∣∣
= δ−1 · O (I1 {0, k(K), h(K) − l(K)} (ǫ, δ)) = O(1),
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where we used properties of the function φ, lemma 3.5 and conditions (42).
We obtain the same estimate for the integrals of the fourth term of the right hand side of
(57) if we use the inequality
|ζ − w| = O(δ) for ζ ∈W ′(w, ǫ, δ),
conditions (58) and estimate |gradφw(ζ)| = O
(
1/δ2
)
.
This completes the proof of the first estimate from (45) for the integral in (47). The only
change that is necessary in this proof in order to make it work for the second estimate from (45)
is the replacement δ →
√
δ. Namely, instead of the neighborhoods W (w, ǫ, δ) and W ′(w, ǫ, δ)
we have to consider
W (w, ǫ,
√
δ) =
{
ζ ∈ U˜ : ρ(ζ) = ǫ, |Φ(ζ, w)| ≤ cδ
}
,
W ′(w, ǫ,
√
δ) =
{
ζ ∈ U˜ : ρ(ζ) = ǫ, |Φ(ζ, w)| ≤ c′δ
}
,
(59)
with c < c′ and such that if |z − w| ≤ δ then
W ′(w, ǫ,
√
δ) ⊂W (z, ǫ, C
√
δ)
with c, c′, C > 0 independent of z, w, δ.
Instead of function φw we have to consider a function ψw ∈ C∞
(
U˜ \ U
)
such that 0 ≤
ψw(ζ) ≤ 1 and
ψw ≡ 1 on W (w, ǫ,
√
δ), ψw ≡ 0 on U(ǫ) \W ′(w, ǫ,
√
δ),
|Dψw(ζ)| = O(1/δ), |Dcψw(ζ)| = O(1/
√
δ),
(60)
for vector fields D,Dc ∈ CT (G) such that D|U ∈ CT (M) and Dc|U ∈ CT c(M).
Accordingly, all the estimates should be changed with estimate (55) replaced by estimate
(44).
Before proving the second estimate from (36) we will introduce additional notations.
Let Y1, . . . , Ym, U1, . . . , Un−m, V1, . . . , Vn−m be tangent vector fields on U˜ such that for ζ ∈ U
(i) {Yk(ζ), (k = 1, . . . ,m), (Uj(ζ), Vj(ζ), (j = 1, . . . , n−m)} is a basis in Tζ(M),
(ii) {(Uj(ζ), Vj(ζ), (j = 1, . . . , n−m)} is a basis in T cζ (M).
For z ∈ U we define a diffeomorphism of a small neighborhood of the origin Vz ∈ Tz(G) onto
the neighborhood U˜ by the formula
m∑
k=1
xk
∂
∂ρk
(z) +
m∑
k=1
ykYk(z) +
n−m∑
j=1
ujUj(z) +
n−m∑
j=1
vjVj(z) −→ ez(x, y, u, v)(1),
where ez(x, y, u, v)(t) is a solution of the system of differential equations
dez
dt
(x, y, u, v)(t) =
m∑
k=1
xk
∂
∂ρk
(ez(x, y, u, v)(t))
+
m∑
k=1
ykYk(ez(x, y, u, v)(t)) +
n−m∑
j=1
ujUj(ez(x, y, u, v)(t)) +
n−m∑
j=1
vjVj(ez(x, y, u, v)(t))
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with initial condition ez(x, y, u, v)(0) = z.
For z ∈ U we also define a submanifold Mcz ∈M as ez (Vz ∩ T cz (M)) and a map πz : U˜ →Mcz
by the formula
πz(ζ) = ez ◦ pcz ◦ e−1z (ζ), (61)
where pcz is a projection of Tz(G) onto T
c
z (M) parallel to the vectors
∂
∂ρ1
(z), . . . ,
∂
∂ρm
(z), Y1(z), . . . , Ym(z).
Then for any ζ ∈ U˜ there exists a curve x(ζ, z) : [0, 1]→Mcz defined by
x(ζ, z, t) = ez
(
pcz ◦ e−1z (ζ)
)
(t) (62)
satisfying (2) with x(ζ, z, 0) = z, x(ζ, z, 1) = πz(ζ).
In the lemma below we prove the second estimate from (36).
Lemma 3.8. Let 0 < α < 1, g ∈ Π1+α(U) be a function with compact support and g˜ ∈
Π1+α
(
{ρ}, U˜(ǫ0)
)
its extension. Let KSa,b satisfy conditions (42).
Then
fǫ(z) :=
(∫
U(ǫ)×[0,1]
c(ζ, z, t)g˜(ζ)KSa,b(ζ, z)dt
)
∈ Π2+α(U)
and
‖fǫ‖Π2+α(U) ≤ C · ‖g‖Π1+α(U)
with C independent of g and ǫ.
Proof. From the definition of spaces Πa we conclude that statement of the lemma would
follow from inclusions
Dcfǫ ∈ Λ
1+α
2 (U),
DcDcfǫ,Dfǫ ∈ Γα(U).
(63)
We will start with the proof of the first of these inclusions. Using representation (46) we
reduce the problem to the proof of inclusion∫
U(ǫ)×[0,1]
(g˜(ζ)− g(z))Dcz
[
c(ζ, z, t)KSa,b(ζ, z)
]
dt ∈ Λ 1+α2 (U). (64)
For a fixed w ∈ U and for z such that |z − w| ≤ δ we consider neighborhoods W (w, ǫ,√δ)
and W ′(w, ǫ,
√
δ) from (59), function ψw(ζ) from (60) and represent the integral from (64) as∫
U(ǫ)×[0,1]
(g˜(ζ)− g(z))Dcz
[
c(ζ, z, t)KSa,b(ζ, z)
]
dt (65)
=
∫
U(ǫ)×[0,1]
(g˜(ζ)− g(πz(ζ)))ψw(ζ)Dcz
[
c(ζ, z, t)KSa,b(ζ, z)
]
dt
+
∫
U(ǫ)×[0,1]
(g˜(ζ)− g(πz(ζ))) (1− ψw(ζ))Dcz
[
c(ζ, z, t)KSa,b(ζ, z)
]
dt
+
∫
U(ǫ)×[0,1]
(g(πz(ζ))− g(z))Dcz
[
c(ζ, z, t)KSa,b(ζ, z)
]
dt,
with πz(ζ) defined in (61).
Then for the first integral in the right hand side of (65) using estimates
|g˜(ζ)− g(πz(ζ))| = ‖g‖Γ1+α(U) · O
(
|Φ(ζ, z)| 1+α2
)
(66)
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and
|Φ(ζ, z)| = O (δ)
for ζ ∈W (z, ǫ, C
√
δ), representation (52) with kernels satisfying (53) and lemma 3.5 we obtain
the estimate ∣∣∣∣∣
∫
U(ǫ)×[0,1]
(g˜(ζ)− g(πz(ζ)))ψw(ζ)c(ζ, z, t)KId,h(ζ, z)dt
∣∣∣∣∣
= O
(∣∣∣∣∣
∫
W (z,ǫ,C
√
δ)×[0,1]
(g˜(ζ)− g(πz(ζ))) c(ζ, z, t)KId,h(ζ, z)dt
∣∣∣∣∣
)
= ‖g‖Γ1+α(U) · δ
α
2 · O

∫
W (z,ǫ,C
√
δ)×[0,1]
m−1︷ ︸︸ ︷
∧idθi(ζ)∧dσ2n−m(ζ)
|ζ − z|k(K) · |Φ(ζ, z)|h(K)−l(K)−1/2

= ‖g‖Γ1+α(U) · δ
α
2 · O
(
I1
{
0, k(K), h(K) − l(K) − 1
2
}(
ǫ,
√
δ
))
= ‖g‖Γ1+α(U) · O
(
δ
1+α
2
)
.
For the second integral in the right hand side of (65) we consider representation∫
U(ǫ)×[0,1]
(g˜(ζ)− g(πz(ζ))) (1− ψw(ζ))Dcz
[
c(ζ, z, t)KSa,b(ζ, z)
]
dt (67)
−
∫
U(ǫ)×[0,1]
(g˜(ζ)− g(πw(ζ))) (1− ψw(ζ))Dcw
[
c(ζ, w, t)KSa,b(ζ, w)
]
dt
=
∫
U(ǫ)×[0,1]
(g˜(ζ)− g(πz(ζ))) (1− ψw(ζ))
×
(
Dcz
[
c(ζ, z, t)KSa,b(ζ, z)
]
−Dcw
[
c(ζ, w, t)KSa,b(ζ, w)
])
dt
+
∫
U(ǫ)×[0,1]
(g(πw(ζ))− g(πz(ζ))) (1− ψw(ζ))Dcw
[
c(ζ, w, t)KSa,b(ζ, w)
]
dt.
Then for the first term of the right hand side of (67) using representation (52) with kernels
satisfying (53), estimates (44) and (66) and lemma 3.5 we obtain∣∣∣∣∣
∫
U(ǫ)×[0,1]
(g˜(ζ)− g(πz(ζ))) (1− ψw(ζ))
×
(
Dcz
[
c(ζ, z, t)KSa,b(ζ, z)
]
−Dcw
[
c(ζ, w, t)KSa,b(ζ, w)
])
dt
∣∣∣
=
∣∣∣∣∣∣
∑
I,d,j
∫
U(ǫ)×[0,1]
(g˜(ζ)− g(πz(ζ))) (1− ψw(ζ))
×
[
c{I,d,j}(ζ, z, t) · KId,h(ζ, z)− c{I,d,j}(ζ, w, t) · KId,h(ζ, w)
]
dt
∣∣∣
= ‖g‖Γ1+α(U) ·
[
δ · O
(
I2 {α, k(K), h(K) − l(K)− 1/2}
(
ǫ,
√
δ
))
+δ · O
(
I2 {α, k(K) + 1, h(K) − l(K)− 1/2}
(
ǫ,
√
δ
))
+δ · O
(
I2 {α, k(K), h(K) − l(K) + 1/2}
(
ǫ,
√
δ
))]
= ‖g‖Γ1+α(U) · O
(
δ
1+α
2
)
.
For the second term of the right hand side of (67) we use representation∫
U(ǫ)×[0,1]
(g(πw(ζ))− g(πz(ζ))) (1− ψw(ζ))Dcw
[
c(ζ, w, t)KSa,b(ζ, w)
]
dt (68)
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= (g(w) − g(z)) ·
∫
U(ǫ)×[0,1]
(1− ψw(ζ))Dcw
[
c(ζ, w, t)KSa,b(ζ, w)
]
dt
+
∫
U(ǫ)×[0,1]
(g(πw(ζ))− g(w)) (1− ψw(ζ))Dcw
[
c(ζ, w, t)KSa,b(ζ, w)
]
dt
−
∫
U(ǫ)×[0,1]
(g(πz(ζ))− g(z)) (1− ψw(ζ))Dcw
[
c(ζ, w, t)KSa,b(ζ, w)
]
dt,
with the first integral in the right hand side of (68) admitting the estimate
‖g‖Γ1+α(U) · O
(
|w − z| 1+α2
)
which follows from the estimate
|g(w) − g(z)| = ‖g‖Γ1+α(U) · O
(
|w − z| 1+α2
)
and the estimate ∣∣∣∣∣
∫
U(ǫ)×[0,1]
(1− ψw(ζ))Dcw
[
c(ζ, w, t)KSa,b(ζ, w)
]
dt
∣∣∣∣∣ = O(1),
analogous to the estimate (56).
Joining now the last two integrals from the right hand side of (68) with the last integral from
(65) we reduce the problem to the estimate of the integral∫
U(ǫ)×[0,1]
(g(πw(ζ))− g(w)) (1− ψw(ζ))Dcw
[
c(ζ, w, t)KSa,b(ζ, w)
]
dt (69)
−
∫
U(ǫ)×[0,1]
(g(πz(ζ))− g(z)) (1− ψw(ζ))Dcw
[
c(ζ, w, t)KSa,b(ζ, w)
]
dt
+
∫
U(ǫ)×[0,1]
(g(πz(ζ))− g(z))Dcz
[
c(ζ, z, t)KSa,b(ζ, z)
]
dt
−
∫
U(ǫ)×[0,1]
(g(πw(ζ))− g(w))Dcw
[
c(ζ, w, t)KSa,b(ζ, w)
]
dt
=
∫
U(ǫ)×[0,1]
(g(πz(ζ))− g(z)) (1− ψw(ζ))
×
(
Dcz
[
c(ζ, z, t)KSa,b(ζ, z)
]
−Dcw
[
c(ζ, w, t)KSa,b(ζ, w)
])
dt
+
∫
U(ǫ)×[0,1]
(g(πz(ζ))− g(z)) · ψw(ζ)Dcz
[
c(ζ, z, t)KSa,b(ζ, z)
]
dt
−
∫
U(ǫ)×[0,1]
(g(πw(ζ))− g(w)) · ψw(ζ)Dcw
[
c(ζ, w, t)KSa,b(ζ, w)
]
dt.
Integrating along the curve x(ζ, z, s) from z to πz(ζ) and along the curve x(ζ, w, s) from w
to πw(ζ) we transform the right hand side of (69):∫
U(ǫ)×[0,1]
(g(πz(ζ))− g(z)) (1− ψw(ζ)) (70)
×
(
Dcz
[
c(ζ, z, t)KSa,b(ζ, z)
]
−Dcw
[
c(ζ, w, t)KSa,b(ζ, w)
])
dt
+
∫
U(ǫ)×[0,1]
(g(πz(ζ))− g(z)) · ψw(ζ)Dcz
[
c(ζ, z, t)KSa,b(ζ, z)
]
dt
−
∫
U(ǫ)×[0,1]
(g(πw(ζ))− g(w)) · ψw(ζ)Dcw
[
c(ζ, w, t)KSa,b(ζ, w)
]
dt
=
∫
[0,1]
ds
∫
U(ǫ)×[0,1]
〈gradcg(x(ζ, z, s)), x′(ζ, z, s)〉 (1− ψw(ζ))
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×
(
Dcz
[
c(ζ, z, t)KSa,b(ζ, z)
]
−Dcw
[
c(ζ, w, t)KSa,b(ζ, w)
])
dt
+
∫
[0,1]
ds
∫
U(ǫ)×[0,1]
〈gradcg(x(ζ, z, s)), x′(ζ, z, s)〉 · ψw(ζ)Dcz
[
c(ζ, z, t)KSa,b(ζ, z)
]
dt
−
∫
[0,1]
ds
∫
U(ǫ)×[0,1]
〈gradcg(x(ζ, w, s)), x′(ζ, w, s)〉 · ψw(ζ)Dcw
[
c(ζ, w, t)KSa,b(ζ, w)
]
dt
=
∫
[0,1]
ds
∫
U(ǫ)×[0,1]
〈gradcg(x(ζ, z, s)) − gradcg(z), x′(ζ, z, s)〉 (1− ψw(ζ))
×
(
Dcz
[
c(ζ, z, t)KSa,b(ζ, z)
]
−Dcw
[
c(ζ, w, t)KSa,b(ζ, w)
])
dt
+
∫
[0,1]
ds
∫
U(ǫ)×[0,1]
〈gradcg(x(ζ, z, s)) − gradcg(z), x′(ζ, z, s)〉
×ψw(ζ)Dcz
[
c(ζ, z, t)KSa,b(ζ, z)
]
dt
−
∫
[0,1]
ds
∫
U(ǫ)×[0,1]
〈gradcg(x(ζ, w, s)) − gradcg(w), x′(ζ, w, s)〉
×ψw(ζ)Dcw
[
c(ζ, w, t)KSa,b(ζ, w)
]
dt
+
∫
[0,1]
ds
∫
U(ǫ)×[0,1]
〈gradcg(z), x′(ζ, z, s)〉 (1− ψw(ζ))
×
(
Dcz
[
c(ζ, z, t)KSa,b(ζ, z)
]
−Dcw
[
c(ζ, w, t)KSa,b(ζ, w)
])
dt
+
∫
[0,1]
ds
∫
U(ǫ)×[0,1]
〈gradcg(z), x′(ζ, z, s)〉 · ψw(ζ)Dcz
[
c(ζ, z, t)KSa,b(ζ, z)
]
dt
−
∫
[0,1]
ds
∫
U(ǫ)×[0,1]
〈gradcg(w), x′(ζ, w, s)〉 · ψw(ζ)Dcw
[
c(ζ, w, t)KSa,b(ζ, w)
]
dt,
where gradcg is the projection of the gradient of g on T
c(M) and x′(ζ, z, s) is a vector with
components dxi(ζ, z, s)/ds.
Indices of kernels (dxi(ζ, z, s)/ds) ·Dcz
[
c(ζ, z, t)KSa,b(ζ, z)
]
satisfy conditions (42) and
|gradcg(x(ζ, z, s) − gradcg(z)| = ‖g‖Π1+α(U) · O (|πz(ζ)− z|α) (71)
= ‖g‖Π1+α(U) · O
(
|Φ(ζ, z)|α2
)
.
Then for the first term of the right hand side of (70) using estimates (44), (71) and lemma 3.5
we obtain ∣∣∣∣∣
∫
[0,1]
ds
∫
U(ǫ)×[0,1]
〈gradcg(x(ζ, z, s)) − gradcg(z), x′(ζ, z, s)〉 (1− ψw(ζ))
×
(
Dcz
[
c(ζ, z, t)KSa,b(ζ, z)
]
−Dcw
[
c(ζ, w, t)KSa,b(ζ, w)
])
dt
∣∣∣
= ‖g‖Γ1+α(U) ·
[
δ · O
(
I2 {α, k(K), h(K) − l(K)}
(
ǫ,
√
δ
))
+δ · O
(
I2 {α, k(K) + 1, h(K) − l(K)}
(
ǫ,
√
δ
))
+δ · O
(
I2 {α, k(K), h(K) − l(K) + 1}
(
ǫ,
√
δ
))]
= ‖g‖Γ1+α(U) · δ · O
(
δ
α−1
2
)
= ‖g‖Γ1+α(U) · O
(
δ
1+α
2
)
.
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Again using the fact that the indices of kernels (dxi(ζ, z, s)/ds)·Dcz
[
c(ζ, z, t)KSa,b(ζ, z)
]
satisfy
conditions (42), estimate (71) and lemma 3.5 we obtain for the second and third terms of the
right hand side of (70)∣∣∣∣∣
∫
[0,1]
ds
∫
U(ǫ)×[0,1]
〈gradcg(x(ζ, z, s)) − gradcg(z), x′(ζ, z, s)〉
×ψw(ζ)Dcz
[
c(ζ, z, t)KSa,b(ζ, z)
]
dt
∣∣∣
= ‖g‖Γ1+α(U) · δ
α
2 · O
(∫
W (z,ǫ,C
√
δ)×[0,1]
∣∣∣Dcz [c(ζ, z, t)KSa,b(ζ, z)]∣∣∣ dt
)
= ‖g‖Γ1+α(U) · δ
α
2 · O
(
I1 {0, k(K), h(K) − l(K)}
(
ǫ,
√
δ
))
= ‖g‖Γ1+α(U) · O
(
δ
1+α
2
)
.
For the rest of the integrals from the right hand side of (70) we use representation∫
[0,1]
ds
∫
U(ǫ)×[0,1]
〈gradcg(z), x′(ζ, z, s)〉 (1− ψw(ζ)) (72)
×
(
Dcz
[
c(ζ, z, t)KSa,b(ζ, z)
]
−Dcw
[
c(ζ, w, t)KSa,b(ζ, w)
])
dt
+
∫
[0,1]
ds
∫
U(ǫ)×[0,1]
〈gradcg(z), x′(ζ, z, s)〉 · ψw(ζ)Dcz
[
c(ζ, z, t)KSa,b(ζ, z)
]
dt
−
∫
[0,1]
ds
∫
U(ǫ)×[0,1]
〈gradcg(w), x′(ζ, w, s)〉 · ψw(ζ)Dcw
[
c(ζ, w, t)KSa,b(ζ, w)
]
dt
=
∫
[0,1]
ds
∫
U(ǫ)×[0,1]
〈gradcg(z) − gradcg(w), x′(ζ, z, s)〉
×ψw(ζ)Dcz
[
c(ζ, z, t)KSa,b(ζ, z)
]
dt
+
(∫
[0,1]
ds
∫
U(ǫ)×[0,1]
〈gradcg(w), x′(ζ, z, s)〉Dcz
[
c(ζ, z, t)KSa,b(ζ, z)
]
dt
−
∫
[0,1]
ds
∫
U(ǫ)×[0,1]
〈gradcg(w), x′(ζ, w, s)〉Dcw
[
c(ζ, w, t)KSa,b(ζ, w)
]
dt
)
−
∫
[0,1]
ds
∫
U(ǫ)×[0,1]
〈gradcg(w), x′(ζ, z, s)− x′(ζ, w, s)〉
× (1− ψw(ζ))Dcz
[
c(ζ, z, t)KSa,b(ζ, z)
]
dt
+
∫
[0,1]
ds
∫
U(ǫ)×[0,1]
〈gradcg(z), x′(ζ, z, s)〉 (1− ψw(ζ))
×
(
Dcz
[
c(ζ, z, t)KSa,b(ζ, z)
]
−Dcw
[
c(ζ, w, t)KSa,b(ζ, w)
])
dt
−
∫
[0,1]
ds
∫
U(ǫ)×[0,1]
〈gradcg(w), x′(ζ, w, s)〉 (1− ψw(ζ))
×
(
Dcz
[
c(ζ, z, t)KSa,b(ζ, z)
]
−Dcw
[
c(ζ, w, t)KSa,b(ζ, w)
])
dt
Using estimate
|gradcg(z) − gradcg(w)| = ‖g‖Π1+α(U) · O
(
δ
α
2
)
, (73)
and the fact that indices of kernels (dxi(ζ, z, s)/ds) · Dcz
[
c(ζ, z, t)KSa,b(ζ, z)
]
satisfy conditions
(42) we obtain for the first integral in the right hand side of (72) an estimate ‖g‖Π1+α(U) ·
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O
(
δ
1+α
2
)
.
According to the arguments in the first part of lemma 3.7∫
[0,1]
ds
∫
U(ǫ)×[0,1]
〈gradcg(w), x′(ζ, z, s)〉Dcz
[
c(ζ, z, t)KSa,b(ζ, z)
]
dt
is a function from Λ1(U) therefore for the second term in the right hand side of (72) we have∣∣∣∣∣
∫
[0,1]
ds
∫
U(ǫ)×[0,1]
〈gradcg(w), x′(ζ, z, s)〉Dcz
[
c(ζ, z, t)KSa,b(ζ, z)
]
dt
−
∫
[0,1]
ds
∫
U(ǫ)×[0,1]
〈gradcg(w), x′(ζ, w, s)〉Dcw
[
c(ζ, w, t)KSa,b(ζ, w)
]
dt
∣∣∣∣∣ = O (δ) .
Using estimate ∣∣x′(ζ, z, s)− x′(ζ, w, s)∣∣ = O (δ) , (74)
representation (52) for the kernel Dcz
[
c(ζ, z, t)KSa,b(ζ, z)
]
with kernels satisfying conditions (53)
and lemma 3.5 we obtain for the third term of the right side of (72)∣∣∣∣∣
∫
U(ǫ)×[0,1]
〈gradcg(w), x′(ζ, z, s)− x′(ζ, w, s)〉 (1− ψw(ζ))Dcz
[
c(ζ, z, t)KSa,b(ζ, z)
]
dt
∣∣∣∣∣
= ‖g‖Γ1+α(U) · δ · O

∫
U(ǫ)\W ′w(ǫ,
√
δ)
m−1︷ ︸︸ ︷
∧idθi(ζ)∧dσ2n−m(ζ)
|ζ − z|k(K) · |Φ(ζ, z)|h(K)−l(K)

= ‖g‖Γ1+α(U) · δ · O
(
I2 {0, k(K), h(K) − l(K)}
(
ǫ,
√
δ
))
= ‖g‖Γ1+α(U) · O (δ log δ) .
For the last two integrals from the right hand side of (72) we use representation∫
[0,1]
ds
∫
U(ǫ)×[0,1]
〈gradcg(z), x′(ζ, z, s)〉 (1− ψw(ζ)) (75)
×
(
Dcz
[
c(ζ, z, t)KSa,b(ζ, z)
]
−Dcw
[
c(ζ, w, t)KSa,b(ζ, w)
])
dt
−
∫
[0,1]
ds
∫
U(ǫ)×[0,1]
〈gradcg(w), x′(ζ, w, s)〉 (1− ψw(ζ))
×
(
Dcz
[
c(ζ, z, t)KSa,b(ζ, z)
]
−Dcw
[
c(ζ, w, t)KSa,b(ζ, w)
])
dt
=
∫
[0,1]
ds
∫
U(ǫ)×[0,1]
〈gradcg(z) − gradcg(w), x′(ζ, z, s)〉 (1− ψw(ζ))
×
(
Dcz
[
c(ζ, z, t)KSa,b(ζ, z)
]
−Dcw
[
c(ζ, w, t)KSa,b(ζ, w)
])
dt
+
∫
[0,1]
ds
∫
U(ǫ)×[0,1]
〈gradcg(w), x′(ζ, z, s)− x′(ζ, w, s)〉 (1− ψw(ζ))
×
(
Dcz
[
c(ζ, z, t)KSa,b(ζ, z)
]
−Dcw
[
c(ζ, w, t)KSa,b(ζ, w)
])
dt.
Then for the first term of the right hand side of (75) using representation (52) with kernels
satisfying (53), estimates (44), (73) and lemma 3.5 we obtain∣∣∣∣∣
∫
[0,1]
ds
∫
U(ǫ)×[0,1]
〈gradcg(z) − gradcg(w), x′(ζ, z, s)〉 (1− ψw(ζ))
×
(
Dcz
[
c(ζ, z, t)KSa,b(ζ, z)
]
−Dcw
[
c(ζ, w, t)KSa,b(ζ, w)
])
dt
∣∣∣
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= ‖g‖Γ1+α(U) · δ
α
2 ·
[
δ · O
(
I2 {0, k(K) + 1, h(K) − l(K)}
(
ǫ,
√
δ
))
+δ · O
(
I2 {0, k(K) − 1, h(K) − l(K) + 1}
(
ǫ,
√
δ
))
+δ · O
(
I2 {0, k(K), h(K) − l(K) + 1}
(
ǫ,
√
δ
))
+δ · O
(
I2 {0, k(K) − 2, h(K) − l(K) + 2}
(
ǫ,
√
δ
))]
= ‖g‖Γ1+α(U) · δ
α
2
+1 · O
(
δ−
1
2
)
= ‖g‖Γ1+α(U) · O
(
δ
1+α
2
)
.
For the second term of the right hand side of (75) using representation (52) with kernels
satisfying (53), estimates (44), (74) and lemma 3.5 we obtain∣∣∣∣∣
∫
[0,1]
ds
∫
U(ǫ)×[0,1]
〈gradcg(w), x′(ζ, z, s)− x′(ζ, w, s)〉 (1− ψw(ζ))
×
(
Dcz
[
c(ζ, z, t)KSa,b(ζ, z)
]
−Dcw
[
c(ζ, w, t)KSa,b(ζ, w)
])
dt
∣∣∣
= ‖g‖Γ1+α(U) · δ ·
[
δ · O
(
I2 {0, k(K) + 2, h(K) − l(K)}
(
ǫ,
√
δ
))
+δ · O
(
I2 {0, k(K), h(K) − l(K) + 1}
(
ǫ,
√
δ
))
+δ · O
(
I2 {0, k(K) + 1, h(K) − l(K) + 1}
(
ǫ,
√
δ
))
+δ · O
(
I2 {0, k(K) − 1, h(K) − l(K) + 2}
(
ǫ,
√
δ
))]
= ‖g‖Γ1+α(U) · δ2 · O
(
δ−1
)
= ‖g‖Γ1+α(U) · O (δ) .
To prove inclusion DcDcfǫ ∈ Λα2 (U) we consider representation
DcDcfǫ(z) = g(z) ·DczDcz
∫
U(ǫ)×[0,1]
c(ζ, z, t)KSa,b(ζ, z)dt (76)
+〈gradcg(z),DczDcz
∫
U(ǫ)×[0,1]
(ζ − z) · c(ζ, z, t)KSa,b(ζ, z)dt〉
−2〈gradcg(z),Dcz
∫
U(ǫ)×[0,1]
[Dcz(ζ − z)] · c(ζ, z, t)KSa,b(ζ, z)dt〉
+〈gradcg(z),
∫
U(ǫ)×[0,1]
[DczD
c
z(ζ − z)] · c(ζ, z, t)KSa,b(ζ, z)dt〉
+
∫
U(ǫ)×[0,1]
[g˜(ζ)− g(z) − 〈gradcg(z), ζ − z〉]DczDcz
[
c(ζ, z, t)KSa,b(ζ, z)
]
dt
and reduce the problem to the proof of inclusion∫
U(ǫ)×[0,1]
[g˜(ζ)− g(z) − 〈gradcg(z), ζ − z〉]DczDcz
[
c(ζ, z, t)KSa,b(ζ, z)
]
dt ∈ Λα2 (U). (77)
For fixed w ∈ U and z ∈ U such that |z − w| ≤ δ we consider then the neighborhoods
W (w, ǫ,
√
δ) and W ′(w, ǫ,
√
δ), and the function ψw(ζ) from (60) and represent integral from
(77) as ∫
U(ǫ)×[0,1]
[g˜(ζ)− g(z) − 〈gradcg(z), ζ − z〉]DczDcz
[
c(ζ, z, t)KSa,b(ζ, z)
]
dt (78)
=
∫
U(ǫ)×[0,1]
[g˜(ζ)− g(z) − 〈gradcg(z), ζ − z〉]ψw(ζ)DczDcz
[
c(ζ, z, t)KSa,b(ζ, z)
]
dt
+
∫
U(ǫ)×[0,1]
[g˜(ζ)− g(z) − 〈gradcg(z), ζ − z〉] (1− ψw(ζ))DczDcz
[
c(ζ, z, t)KSa,b(ζ, z)
]
dt.
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To estimate integrals in the right hand side of (78) we use estimate (51) and obtain a repre-
sentation
DczD
c
z
[
c(ζ, z, t)KSa,b(ζ, z)
]
=
∑
I,d,j
c{I,d,j}(ζ, z, t) · KId,h(ζ, z) (79)
with c{I,d,j}(ζ, z, t) = c{I,d,j}(ζ, z, θ(ζ), t) ∈ C∞
(
U˜ζ × U˜z × Sn−1 × [0, 1]
)
, and indices and mul-
tiindices in the right hand side of (79) satisfying
k
(
KId,h
)
+ h− l
(
KId,h
)
≤ 2n−m,
k
(
KId,h
)
+ 2h− 2l
(
KId,h
)
≤ 2n−m+ 2.
(80)
Then for the first integral in the right hand side of (78) using the estimate
|g˜(ζ)− g(z) − 〈gradcg(z), ζ − z〉| = ‖g‖Π1+α(U) · O
(
|Φ(ζ, z)| 1+α2
)
, (81)
representation (79) with kernels satisfying (80) and lemma 3.5 we obtain the estimate∣∣∣∣∣
∫
U(ǫ)×[0,1]
[g˜(ζ)− g(z) − 〈gradcg(z), ζ − z〉]ψw(ζ)DczDcz
[
c(ζ, z, t)KSa,b(ζ, z)
]
dt
∣∣∣∣∣
=
∣∣∣∣∣∣
∑
I,d,j
∫
U(ǫ)×[0,1]
[g˜(ζ)− g(z)− 〈gradcg(z), ζ − z〉]ψw(ζ)
[
c{I,d,j}(ζ, z, t) · KId,h(ζ, z)
]
dt
∣∣∣∣∣∣
= ‖g‖Π1+α(U) · O

∫
W ′w(ǫ,
√
δ)
m−1︷ ︸︸ ︷
∧idθi(ζ)∧dσ2n−m(ζ)
|ζ − z|k(K) · |Φ(ζ, z)|h(K)−l(K)− 1+α2

= ‖g‖Π1+α(U) · O
(
I1 {α, k(K), h(K) − l(K)− 1/2}
(
ǫ,
√
δ
))
= ‖g‖Π1+α(U) · O
(
δ
α
2
)
.
For the second integral in the right hand side of (78) we consider the following representation∫
U(ǫ)×[0,1]
[g˜(ζ)− g(z) − 〈gradcg(z), ζ − z〉] (1− ψw(ζ))DczDcz
[
c(ζ, z, t)KSa,b(ζ, z)
]
dt (82)
−
∫
U(ǫ)×[0,1]
[g˜(ζ)− g(w) − 〈gradcg(w), ζ − w〉] (1− ψw(ζ))DcwDcw
[
c(ζ, w, t)KSa,b(ζ, w)
]
dt
=
∫
U(ǫ)×[0,1]
[g˜(ζ)− g(z) − 〈gradcg(z), ζ − z〉] (1− ψw(ζ))
×
(
DczD
c
z
[
c(ζ, z, t)KSa,b(ζ, z)
]
−DcwDcw
[
c(ζ, w, t)KSa,b(ζ, w)
])
dt
+
∫
U(ǫ)×[0,1]
〈(gradcg(w) − gradcg(z)) , ζ − w〉 (1− ψw(ζ))DcwDcw
[
c(ζ, w, t)KSa,b(ζ, w)
]
dt
+
∫
U(ǫ)×[0,1]
[g(w) − g(z) − 〈gradcg(z), w − z〉] (1− ψw(ζ))DcwDcw
[
c(ζ, w, t)KSa,b(ζ, w)
]
dt.
For the first integral in the right hand side of (82) using estimates (44) and (81), inequalities
(80) and lemma 3.5 we obtain∣∣∣∣∣
∫
U(ǫ)×[0,1]
[g˜(ζ)− g(z) − 〈gradcg(z), ζ − z〉] (1− ψw(ζ))
×
(
DczD
c
z
[
c(ζ, z, t)KSa,b(ζ, z)
]
−DcwDcw
[
c(ζ, w, t)KSa,b(ζ, w)
])
dt
∣∣∣
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=
∣∣∣∣∣∣
∑
I,d,j
∫
U(ǫ)×[0,1]
[g˜(ζ)− g(z) − 〈gradcg(z), ζ − z〉] (1− ψw(ζ))
×
[
c{I,d,j}(ζ, z, t) · KId,h(ζ, z)− c{I,d,j}(ζ, w, t) · KId,h(ζ, w)
]
dt
∣∣∣
= ‖g‖Π1+α(U) · δ ·
[
O
(
I2 {α, k(K), h(K) − l(K) − 1/2}
(
ǫ,
√
δ
))
+O
(
I2 {α, k(K) + 1, h(K) − l(K)− 1/2}
(
ǫ,
√
δ
))
+O
(
I2 {α, k(K), h(K) − l(K) + 1/2}
(
ǫ,
√
δ
))]
= ‖g‖Π1+α(U) · δ · O
(
δ
α−2
2
)
= ‖g‖Π1+α(U) · O
(
δα/2
)
.
For the second integral in the right hand side of (82) using the estimate
|gradcg(w) − gradcg(z)| = ‖g‖Π1+α(U) · O
(
δα/2
)
we reduce the problem to estimate∣∣∣∣∣
∫
U(ǫ)×[0,1]
(ζi − wi)(1 − ψw(ζ))DcwDcw
[
c(ζ, w, t)KSa,b(ζ, w)
]
dt
∣∣∣∣∣ = O (1) ,
which follows from the arguments presented in the proof of the second part of lemma 3.7.
For the third integral of the right hand side of (82) using estimate
|g(w) − g(z)− 〈gradcg(z), w − z〉| = ‖g‖Π1+α(U) · O
(
δ
1+α
2
)
,
representation (79) and lemma 3.5 we obtain∣∣∣∣∣
∫
U(ǫ)×[0,1]
[g(w) − g(z) − 〈gradcg(z), w − z〉] (1− ψw(ζ))DcwDcw
[
c(ζ, w, t)KSa,b(ζ, w)
]
dt
∣∣∣∣∣
=
∣∣∣∣∣∣
∑
I,d,j
∫
U(ǫ)×[0,1]
[g(w) − g(z) − 〈gradcg(z), w − z〉] (1− ψw(ζ))
×
[
c{I,d,j}(ζ, z, t) · KId,h(ζ, z)
]
dt
∣∣∣
= ‖g‖Π1+α(U) · δ
1+α
2 · O
(
I2 {0, k(K), h(K) − l(K)}
(
ǫ,
√
δ
))
= ‖g‖Π1+α(U) · O
(
δα/2
)
.
To prove the inclusion DcDcfǫ ∈ Γα(U) we consider representation (76) and reduce the
problem to the proof of inclusion∫
U(ǫ)×[0,1]
[g˜(ζ)− g(z) − 〈gradcg(z), ζ − z〉]DczDcz
[
c(ζ, z, t)KSa,b(ζ, z)
]
dt ∈ Γα(U). (83)
For z, w ∈ U such that there exists a curve x : [0, 1]→M satisfying (2) with x(0) = z, x(1) =
w, we represent integral from (83) as∫
U(ǫ)×[0,1]
[g˜(ζ)− g(z) − 〈gradcg(z), ζ − z〉]DczDcz
[
c(ζ, z, t)KSa,b(ζ, z)
]
dt (84)
=
∫
U(ǫ)×[0,1]
[g˜(ζ)− g(z) − 〈gradcg(z), ζ − z〉]φw(ζ)DczDcz
[
c(ζ, z, t)KSa,b(ζ, z)
]
dt
+
∫
U(ǫ)×[0,1]
[g˜(ζ)− g(z)− 〈gradcg(z), ζ − z〉] (1− φw(ζ))DczDcz
[
c(ζ, z, t)KSa,b(ζ, z)
]
dt
using the neighborhoods W (w, ǫ, δ) and W ′(w, ǫ, δ) with |z−w| ≤ δ and a function φw(ζ) from
(49).
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For the first integral in (84) we use estimate (81), representation (79) with indices satisfying
(80) and lemma 3.5 and obtain the following estimate∣∣∣∣∣
∫
U(ǫ)×[0,1]
[g˜(ζ)− g(z) − 〈gradcg(z), ζ − z〉]φw(ζ)DczDcz
[
c(ζ, z, t)KSa,b(ζ, z)
]
dt
∣∣∣∣∣
=
∣∣∣∣∣∣
∑
I,d,j
∫
U(ǫ)×[0,1]
[g˜(ζ)− g(z) − 〈gradcg(z), ζ − z〉] φw(ζ)
[
c{I,d,j}(ζ, z, t) · KId,h(ζ, z)
]
dt
∣∣∣∣∣∣
= ‖g‖Π1+α(U) · O

∫
W ′w(ǫ,δ)
m−1︷ ︸︸ ︷
∧idθi(ζ)∧dσ2n−m(ζ)
|ζ − z|k(K) · |Φ(ζ, z)|h(K)−l(K)− 1+α2

= ‖g‖Π1+α(U) · O (I1 {α, k(K), h(K) − l(K)− 1/2} (ǫ, δ)) = ‖g‖Π1+α(U) · O (δα) .
For the second integral in the right hand side of (84) we consider the following representation
which is an analogue of representation (82) but with function φw(ζ) from (49):∫
U(ǫ)×[0,1]
[g˜(ζ)− g(z) − 〈gradcg(z), ζ − z〉] (1− φw(ζ))DczDcz
[
c(ζ, z, t)KSa,b(ζ, z)
]
dt (85)
−
∫
U(ǫ)×[0,1]
[g˜(ζ)− g(w) − 〈gradcg(w), ζ − w〉] (1− φw(ζ))DcwDcw
[
c(ζ, w, t)KSa,b(ζ, w)
]
dt
=
∫
U(ǫ)×[0,1]
〈(gradcg(w) − gradcg(z)) , ζ − w〉 (1− φw(ζ))DcwDcw
[
c(ζ, w, t)KSa,b(ζ, w)
]
dt
+
∫
U(ǫ)×[0,1]
[g(w) − g(z)− 〈gradcg(z), w − z〉] (1− φw(ζ))DcwDcw
[
c(ζ, w, t)KSa,b(ζ, w)
]
dt
+
∫
U(ǫ)×[0,1]
[g˜(ζ)− g(z)− 〈gradcg(z), ζ − z〉] (1− φw(ζ))
×
(
DczD
c
z
[
c(ζ, z, t)KSa,b(ζ, z)
]
−DcwDcw
[
c(ζ, w, t)KSa,b(ζ, w)
])
dt.
For the first integral in the right hand side of (85) using the estimate
|gradcg(w) − gradcg(z)| = ‖g‖Π1+α(U) · O (δα)
and the arguments from the proof of the second part of lemma 3.7 for estimate∣∣∣∣∣
∫
U(ǫ)×[0,1]
(ζi − wi)(1− φw(ζ))DcwDcw
[
c(ζ, w, t)KSa,b(ζ, w)
]
dt
∣∣∣∣∣ = O (1)
we obtain an estimate ‖g‖Π1+α(U) · O (δα).
For the second integral of the right hand side of (85) using the estimate
|g(w) − g(z) − 〈gradcg(z), w − z〉| = ‖g‖Π1+α(U) · O
(
δ1+α
)
,
representation (79) with indices satisfying (80) and lemma 3.5 we obtain an estimate ‖g‖Π1+α(U) ·
O (δα).
To estimate the third integral in the right hand side of (85) we have to modify representation
(79) in such a way that the kernels of a new representation will satisfy conditions
k
(
KId,h
)
+ h− l
(
KId,h
)
≤ 2n−m− 1,
k
(
KId,h
)
+ 2h− 2l
(
KId,h
)
≤ 2n−m+ 2.
(86)
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To make such a modification we use the formula
DczD
c
z
[
c(ζ, z, t) · (ζ − z)
S2(ζ¯ − z¯)S3
|ζ − z|a · Φ(ζ, z)b
]
(87)
= Dcz
[
Dcz
[
1
Φ(ζ, z)b
]
· c(ζ, z, t)(ζ − z)
S2(ζ¯ − z¯)S3
|ζ − z|a
]
+Dcz
[(
Dcz +D
c
ζ
) [c(ζ, z, t)(ζ − z)S2(ζ¯ − z¯)S3
|ζ − z|a
]
· 1
Φ(ζ, z)b
]
−Dcζ
[
c(ζ, z, t)(ζ − z)S2(ζ¯ − z¯)S3
|ζ − z|a
]
·Dcz
[
1
Φ(ζ, z)b
]
−DcζDcz
[
c(ζ, z, t)(ζ − z)S2(ζ¯ − z¯)S3
|ζ − z|a
]
· 1
Φ(ζ, z)b
.
Applying estimates (25) and (51) and using inequalities (42) for the kernels KSa,b(ζ, z) we
conclude that the first three terms of the right hand side of (87) can be represented as sums of
terms of the form c(ζ, z, t) · KId,h(ζ, z) with indices satisfying (86).
For such kernels using estimates (55) and (81), and lemma 3.5 we obtain in the last integral
of the right hand side of (85)∣∣∣∣∣
∫
U(ǫ)×[0,1]
[g˜(ζ)− g(z)− 〈gradcg(z), ζ − z〉] (1− φw(ζ))
×
[
c(ζ, z, t) · KId,h(ζ, z)− c(ζ, w, t) · KId,h(ζ, w)
]
dt
∣∣∣
= ‖g‖Π1+α(U) · [δ · O (I2 {α, k(K), h(K) − l(K) − 1/2} (ǫ, δ))
+δ · O (I2 {α, k(K) + 1, h(K) − l(K)− 1/2} (ǫ, δ))
+δ · O (I2 {α, k(K) − 1, h(K) − l(K) + 1/2} (ǫ, δ))
+δ2 · O (I2 {α, k(K), h(K) − l(K) + 1/2} (ǫ, δ))
]
= ‖g‖Π1+α(U) ·
[
δ · O
(
δα−1
)
+ δ2 · O
(
δα−2
)]
= ‖g‖Π1+α(U) · O (δα) .
For the last kernel from the right hand side of (87) integrating by parts we obtain∫
U(ǫ)×[0,1]
[g˜(ζ)− g(z)− 〈gradcg(z), ζ − z〉] (1− φw(ζ)) (88)
×
[
DcζD
c
z
[
c(ζ, z, t)(ζ − z)S2(ζ¯ − z¯)S3
|ζ − z|a
]
· 1
Φ(ζ, z)b
−DcζDcw
[
c(ζ, w, t)(ζ −w)S2(ζ¯ − w¯)S3
|ζ − w|a
]
· 1
Φ(ζ, w)b
]
dt
=
∫
U(ǫ)×[0,1]
[g˜(ζ)− g(z)− 〈gradcg(z), ζ − z〉] (1− φw(ζ))
×
[
Dcz
[
c(ζ, z, t)(ζ − z)S2(ζ¯ − z¯)S3
|ζ − z|a
]
·Dcζ
[
1
Φ(ζ, z)b
]
−Dcw
[
c(ζ, w, t)(ζ − w)S2(ζ¯ − w¯)S3
|ζ − w|a
]
·Dcζ
[
1
Φ(ζ, w)b
]]
dt
+
∫
U(ǫ)×[0,1]
[
Dcζ g˜(ζ)−
〈
gradcg(z),D
c
ζζ
〉]
(1− φw(ζ))
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×
[
Dcz
[
c(ζ, z, t)(ζ − z)S2(ζ¯ − z¯)S3
|ζ − z|a
]
· 1
Φ(ζ, z)b
−Dcw
[
c(ζ, w, t)(ζ − w)S2(ζ¯ − w¯)S3
|ζ − w|a
]
· 1
Φ(ζ, w)b
]
dt
+
∫
U(ǫ)×[0,1]
[g˜(ζ)− g(z) − 〈gradcg(z), ζ − z〉] ·Dcζ(1− φw(ζ))
×
[
Dcz
[
c(ζ, z, t)(ζ − z)S2(ζ¯ − z¯)S3
|ζ − z|a
]
· 1
Φ(ζ, z)b
−Dcw
[
c(ζ, w, t)(ζ − w)S2(ζ¯ − w¯)S3
|ζ − w|a
]
· 1
Φ(ζ, w)b
]
dt.
Kernels of the first term of the right hand side of (88) satisfy inequalities (86) and therefore
admit an estimate ‖g‖Π1+α(U) · O (δα).
For the second term of the right hand side of (88) using the estimate∣∣∣Dcζ g˜(ζ)− 〈gradcg(z),Dcζζ〉∣∣∣ = ‖g‖Π1+α(U) · O (|Φ(ζ, z)|α2 )
and estimate (55) we obtain∣∣∣∣∣
∫
U(ǫ)×[0,1]
[
Dcζ g˜(ζ)−
〈
gradcg(z),D
c
ζζ
〉]
(1− φw(ζ))
×
[
Dcz
[
c(ζ, z, t)(ζ − z)S2(ζ¯ − z¯)S3
|ζ − z|a
]
· 1
Φ(ζ, z)b
−Dcw
[
c(ζ, w, t)(ζ − w)S2(ζ¯ − w¯)S3
|ζ − w|a
]
· 1
Φ(ζ, w)b
]
dt
∣∣∣∣∣
= ‖g‖Π1+α(U) · [δ · O (I2 {α, k(K), h(K) − l(K)} (ǫ, δ))
+δ · O (I2 {α, k(K) + 2, h(K) − l(K)} (ǫ, δ))
+δ · O (I2 {α, k(K), h(K) − l(K) + 1} (ǫ, δ))
+δ2 · O (I2 {α, k(K) + 1, h(K) − l(K) + 1} (ǫ, δ))
]
= ‖g‖Π1+α(U) ·
[
δ · O
(
δα−1
)
+ δ2 · O
(
δα−2
)]
= ‖g‖Π1+α(U) · O (δα) .
For the third term of the right hand side of (88) using estimates (49), (55), (81) and lemma 3.5
we obtain ∣∣∣∣∣
∫
U(ǫ)×[0,1]
[g˜(ζ)− g(z) − 〈gradcg(z), ζ − z〉] ·Dcζ(1− φw(ζ))
×
[
Dcz
[
c(ζ, z, t)(ζ − z)S2(ζ¯ − z¯)S3
|ζ − z|a
]
· 1
Φ(ζ, z)b
−Dcw
[
c(ζ, w, t)(ζ − w)S2(ζ¯ − w¯)S3
|ζ − w|a
]
· 1
Φ(ζ, w)b
]
dt
∣∣∣∣∣
= ‖g‖Π1+α(U) · [O (I1 {α, k(K), h(K) − l(K)− 1/2} (ǫ, δ))
+O (I1 {α, k(K) + 2, h(K) − l(K) − 1/2} (ǫ, δ))
+O (I1 {α, k(K), h(K) − l(K) + 1/2} (ǫ, δ))
+δ · O (I2 {α, k(K) + 1, h(K) − l(K) + 1/2} (ǫ, δ))]
= ‖g‖Π1+α(U) ·
[
O (δα) + δ · O
(
δα−1
)]
= ‖g‖Π1+α(U) · O (δα) .
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This concludes the proof of inclusion DcDcfǫ ∈ Γα(U). The proof of inclusion Dfǫ ∈ Γα(U)
is completely analogous because kernels D
[
c(ζ, z, t)KSa,b(ζ, z)
]
admit representation (79) with
indices satisfying inequalities (86).
In order to prove applicability of lemmas 3.7 and 3.8 to the kernels obtained from λi,Jr−1 and
γi,Jr−1 after applications of lemmas 3.2, 3.3 we have to prove relations (42) for these kernels. But
according to lemmas 3.2, 3.3 expressions in the left hand sides of these relations don’t increase
under transformations from these lemmas. Therefore it suffices to prove relations (42) for the
original kernels KId,h(ζ, z) satisfying conditions (34) and (35).
Second condition from (42) is always satisfied for the indices satisfying (34) as can be seen
from the inequality
k(K) + 2h(K) − 2l(K) ≤ 2n−m− |J6| ≤ 2n−m, (89)
where we used lemma 3.4 and relations
|J1|+ |J4|+ r +m− n ≥ 0,
4∑
i=1
|Ji| = n− r − 1,
|J2|+ |J3| ≤ m− 1
for the multiindices of λi,Jr−1.
The same arguments show that condition (89) is also satisfied for the indices defined by (35).
First condition from (42) is not satisfied for all kernels KId,h(ζ, z). But in the lemma below we
show that if this condition is not satisfied then the corresponding term of the integral formula
for Rr(ǫ) does not survive under the limit when ǫ→ 0.
Lemma 3.9. If k(K), h(K), l(K) ∈ Z and
k(K) + h(K) − l(K) ≥ 2n−m− 1
then ∥∥∥∥∥
∫
U(ǫ)×[0,1]
g˜(ζ)c(ζ, z, t)KId,h(ζ, z)dt
∥∥∥∥∥
L∞(M)
= O(√ǫ · log ǫ) · ‖g‖L∞(M).
Proof. We use inequality
2n−m+ l(K)− k(K) − h(K) ≥ n− |J1| − |J5|+ |J6| − 1 ≥ 1, (90)
which is a corollary of definitions of k(K), h(K) and l(K) and equality
4∑
i=1
|Ji| = n− r − 1.
From the condition of the lemma and inequality (90) we obtain
k(K) + h(K) − l(K) = 2n−m− 1
and
n− |J1| − |J5| − 1 = 1,
which leads to
|J1| = n− r − 1, |J3| = 0, |J4| = 0, |J5| = r − 1,
and
l(K) ≥ |J1|+ |J4|+ r +m− n ≥ m− 1 ≥ 1.
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Using lemma 3.5 to estimate the integral in lemma we obtain∣∣∣∣∣
∫
U(ǫ)×[0,1]
g˜(ζ)c(ζ, z, t)KId,h(ζ, z)dt
∣∣∣∣∣
= ‖g‖L∞(M) · ǫl(K) · O (I1 {0, k(K), h(K), 0} (ǫ, 1))
= ‖g‖L∞(M) ·

ǫl(K) · O
(
ǫ2n−m−k(K)−h(K) · (log ǫ)2
)
if k(K) ≥ 2n−m− 1,
ǫl(K) · O
(
ǫ(2n−m−k(K)−2h(K)+1)/2 · log ǫ
)
if k(K) ≤ 2n−m− 2,
where in the first subcase of the above we have the necessary estimate because of inequality
(90) and in the second subcase we have the necessary estimate from inequality (89).
This completes the proof of proposition 3.1.
4. Compactness of Hr.
From the definition of operator Hr we conclude that in order to prove its compactness it
suffices to prove compactness of each of the terms below
∂¯Mϑ
′
ι(z) ∧Rιr(ϑιg)(z), ϑ′ι(z) · Rιr+1(∂¯Mϑι ∧ g)(z) and ϑ′ι(z) ·Hιr(ϑιg)(z).
Compactness of the first two of these terms follows from the boundedness of operators Rr
proved in proposition 3.1 and compactness of the embedding
Λa(U)→ Λb(U)
for a > b [Ad]. The proposition below takes care of the third term of Hr.
Proposition 4.1. Let r < q. Then
Hr(g)(z) = 0. (91)
Proof. Using approximation of Hr by the operators
Hr(ǫ)(g)(z) = (−1)r (n− 1)!
(2πi)n
· prM ◦
∫
Mǫ
ϑ(ζ)g˜(ζ) ∧ ω′r
(
P (ζ, z)
Φ(ζ, z)
)
∧ ω(ζ)
we conclude that it suffices to prove equality
ω′r
(
P (ζ, z)
Φ(ζ, z)
)
∧ ω(ζ) = 0
for r < q.
This kernel with the use of (12) may be represented on U˜ × U as
ω′r
(
P (ζ, z)
Φ(ζ, z)
)
∧ ω(ζ)
∣∣∣∣
U˜×U
(92)
=
∑
i,J
a(i,J)(ζ, z) ∧ φ˜i,Jr (ζ, z) +
∑
i,J
b(i,J)(ζ, z) ∧ ψ˜i,Jr (ζ, z),
where i is an index, J = ∪6i=1Ji is a multiindex such that i 6∈ J, a(i,J)(ζ, z) and b(i,J)(ζ, z) are
smooth functions of z, ζ and θ(ζ), and φ˜i,Jr (ζ, z) and ψ˜
i,J
r (ζ, z) are defined as follows:
φ˜i,Jr (ζ, z) =
1
Φ(ζ, z)n
×Det
Q(i),
j∈J1︷ ︸︸ ︷
A¯ · ∂¯ζa,
j∈J2︷ ︸︸ ︷
a · µν ,
j∈J3︷ ︸︸ ︷
a · µτ ,
j∈J4︷ ︸︸ ︷
A¯ · ∂¯za,
j∈J5︷ ︸︸ ︷
a · ∂¯zA¯,
j∈J6︷︸︸︷
∂¯zQ
 ∧ ω(ζ) (93)
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and
ψ˜i,Jr (ζ, z) =
1
Φ(ζ, z)n
×Det
aiA¯i,
j∈J1︷ ︸︸ ︷
A¯ · ∂¯ζa,
j∈J2︷ ︸︸ ︷
a · µν ,
j∈J3︷ ︸︸ ︷
a · µτ ,
j∈J4︷ ︸︸ ︷
A¯ · ∂¯za,
j∈J5︷ ︸︸ ︷
a · ∂¯zA¯,
j∈J6︷︸︸︷
∂¯zQ
 ∧ ω(ζ). (94)
Multiindices of φ˜i,Jr and ψ˜
i,J
r satisfy the following conditions
|J1|+ |J2|+ |J3| = n− r − 1,
|J1|+ |J2| ≤ m− 1,
(95)
therefore, if r < q then
|J3| = n− r − 1− |J1| − |J2| ≥ n− r −m > n− q −m,
which is impossible.
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