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Abstract—Water-filling solutions play an important role in the
designs for wireless communications, e.g., transmit covariance
matrix design. A traditional physical understanding is to use the
analogy of pouring water over a pool with fluctuating bottom.
Numerous variants of water-filling solutions have been discovered
during the evolution of wireless networks. To obtain the solution
values, iterative computations are required, even for simple cases
with compact mathematical formulations. Thus, algorithm design
is a key issue for the practical use of water-filling solutions, which
however has been given marginal attention in the literature.
Many existing algorithms are designed on a case-by-case basis
for the variations of water-filling solutions and/or with overly
complex logics. In this paper, a new viewpoint for water-filling
solutions is proposed to understand the problem dynamically
by considering changes in the increasing rates on different
subchannels. This fresh viewpoint provides useful mechanism and
fundamental information in finding the optimization solution val-
ues. Based on the new understanding, a novel and comprehensive
method for practical water-filling algorithm design is proposed,
which can be used for systems with various performance metrics
and power constraints, even for systems with imperfect channel
state information.
Index Terms—Water-filling solutions, numerical optimization,
index based algorithm, resource allocation, optimization in wire-
less communications.
I. INTRODUCTION
Water-filling solutions play a central role in the optimization
of communication systems. They are undoubtfully among
the most fundamental and important results in wireless com-
munication designs, signal processing designs, and network
optimizations including transceiver optimization, training op-
timization, resource allocation, and so on, e.g., [1]–[17].
Loosely speaking, optimal resource allocations for multi-
dimensional communication systems usually lead to water-
filling solutions. Over the past decade, wireless systems have
evolved dramatically and exhibited a great variety of config-
urations with many different performance requirements and
physical constraints, e.g., [18]. This diversity results in a
rich body of variants of water-filling solutions [9]–[27], from
single water-level ones to multiple water-level ones [12], from
solutions for perfect channel state information (CSI) to robust
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ones such as cluster water-filling [25], and from constant
water-level ones to cave-filling ones [27], [29].
In most of existing work, the first step in obtaining a
water-filling solution for an optimization problem is to find
the Karush-Kuhn-Tucker (KKT) conditions and manipulate
them into a recognizable format which is usually referred to
as the water-filling solution. KKT conditions are necessary
conditions for the optimization, and are also sufficient if the
problem is convex [2]. While KKT conditions determine the
optimal solutions, their initial formats are implicit and do not
provide information in how to achieve the optimal solution
values. Thus, sophisticated mathematical manipulations are
needed to transform them into a water-filling structure.
As communication systems and optimization problems get
more complicated, the corresponding KKT conditions also be-
come more complicated, both in mathematical complexity and
in the number of equations. Manipulating the KKT conditions
into a recognizable format may become very difficult. First, the
large number of complicated KKT conditions hinder efficient
manipulations and clear understanding of their physical mean-
ing in terms of water-filling structure. Furthermore, the derived
water-filling solutions may not have compact and systematic
format to allow the development of water-filling algorithms in
an effective and unified manner.
Furthermore, the optimization design is not complete with
the derived water-filling solutions as the solutions contain
unknown parameters such as water levels. In other words, the
solutions are still in implicit form. Thus, an important second
step in obtaining the water-filling solution of an optimization
problem is to find a practical algorithm. This step has not
been given sufficient attention and in general has been ignored.
Generally speaking, water-filling solutions consist of two
major components, i.e., water level and water bottom, and a
traditional imagery of puring is to pour water over a pool with
different bottoms [1]. Based on this analogy, several practical
water-filling algorithms have been proposed [28]–[41]. They
generally differ from each other from many perspectives, e.g.,
design logics, mathematical formulas, algorithm structures,
computation complexity and so on. It is because water-filling
algorithms are usually designed for a specific optimization
problem. A unified water-filling design framework is pro-
posed in [32] based an interesting geometric understanding
of water-filling operation for throughput maximization under
various constraints. That work opens a door for unifiedly
understanding various kinds of power constraints on through-
put maximization water-filling algorithm designs instead of
case-by-case discussions. This interesting and important work
motivates us to investigate water-filling algorithms from a
2unified viewpoint.
In this paper, we provide a new viewpoint on water-filling
solutions. It has three major advantages: 1) it helps the
understanding of water-filling results; 2) it avoids tedious and
challenging manipulations of KKT conditions; and 3) it leads
to efficient algorithms to find the solution values. Based on this
new understanding, a unified water-filling algorithm design
framework is proposed from an algebraic viewpoint instead
of the geometric viewpoint in [32]. Moreover, in our work
the optimization problems with general objective function and
general power constraints are taken into account. The main
contributions are summarized as follows.
• We provide a novel understanding from a dynamic
perspective for optimization problems with water-filling
solutions. In contrast with the traditional approach, this
viewpoint can avoid tedious manipulations of KKT con-
ditions in deriving water-filling solutions and greatly
simplify water-filling algorithm design.
• A standard and plausible notation used in water-filling
solutions is the “+” operation where x+ , max{x, 0}.
Its widely acknowledged physical meaning is that the
resource (e.g., power) allocated to a subchannel must
be nonnegative. This physical meaning, while intuitive,
should not be used as a conclusion in solution derivations
or algorithm designs. In our work, index based operations
are introduced in the algorithm designs to avoid the “+”
operation and simplifies the algorithm design.
• In addition to efficiency, the proposed method and the
resulting algorithms are highly intuitive and understand-
able, and are also attractive from the implementation
perspective. It is also compatible for extensions to com-
plicated systems by using simple cases as building blocks.
• With the proposed method, we investigate a class of
communication optimizations with general convex objec-
tive functions under box constraints, where the allocated
resource of each subchannel is bounded from both ends.
Corresponding algorithms for the optimal solution values
are proposed. Moreover, the algorithms can be extended
to serve even more general problems and have a wide
range of applications.
• Robust optimizations for wireless systems with CSI
uncertainties are also studied. Algorithms for finding
the solutions are again proposed for robust weighted
mean-squared-error (MSE) minimization, robust capacity
maximization, robust worst-MSE minimization, and ro-
bust minimum capacity maximization for multiple-input
multiple-output (MIMO) orthogonal frequency-division
multiplexing (OFDM) systems, the last two of which
were largely open.
The remainder of this paper is organized as follows. In Sec-
tion II, our new viewpoint on water-filling solutions is given,
based on which an original algorithm is proposed to find the
optimal solution. Following that, we investigate optimizations
with box constraints in Section III. Then in Section IV, several
extended optimizations are studied including problems with
ascending sum-constraints, multiple water levels, and fairness
considerations. Some numerical simulation results are given in
Section V. Finally, the conclusions are drawn in Section VI.
II. A NEW VIEWPOINT OF WATER-FILLING SOLUTIONS
We consider a convex optimization problem of the following
form:
P1 : max
p1,··· ,pK
∑K
k=1
fk(pk),
s.t.
∑K
k=1
pk ≤ P, pk ≥ 0, (1)
where P > 0 and the functions fk(·) are real-valued, increas-
ing, and strictly concave. Further assume that f ′k(·)’s are con-
tinuous, where f ′k(·) denotes the first order derivative of fk(·).
Many optimization problems in wireless communications have
this format or contain this problem as an essential part, for
example, the power allocation problem in MIMO capacity
maximization. It is known that the optimal solution of (1) has
a water-filling structure. In what follows, we first explain the
tranditional treatment of this problem, then our new viewpoint
and algorithm are elaborated along with the comparison of the
two examples.
A. Existing Treatment for Water-Filling Solutions
Traditionally, Lagrange multiplier method has been used
for (1). The first step is to find the KKT conditions and
from them to derive the water-filling solution of the problem
in a compact format. As the objective function is a sum of
decomposed concave functions and the constraints are linear,
the problem is a convex one. Thus the KKT conditions are both
necessary and sufficient. With straightforward calculations, the
KKT conditions of (1) are
f ′k(pk) = µ− λk,
µ
(∑K
k=1
pk − P
)
= 0,
λkpk = 0, (2)
where µ and λk are the Lagrange multipliers corresponding
to the two constraint sets. By rewriting the KKT conditions,
the solution has the following water-filling structure:
pk = [gk(µ)]
+ , and
∑K
k=1
pk = P, (3)
where
gk(·) , Inv[f ′k](·), (4)
i.e., gk(·) is the inverse function of f ′k(·). The Lagrange
multiplier µ has the physical meaning of the water level. On
the other hand, the function of λk’s is implicit in this water-
filling solution as they affect the solution through the “+”
operation. We would like to highlight that the “+” operation
results from rigorous mathematical derivations. While it can be
explained intuitively by “the power level must be nonnegative,”
the “+” operation should not be added recklessly during the
derivations merely due to this physical meaning. For more
general problems, such practice can lead to mistake in the
solution.
Another important step in using water-filling solutions in
communications systems is to obtain the solution values, i.e.,
3the values of pk’s of the solution in (3). It is a non-trivial step.
The existing algorithms are usually for specific applications
and a unified framework is missing.
To obtain the values of the pk’s from (3), a practical water-
filling algorithm is needed. The major challenge is to find the
index set of active subchannels with non-zero powers, i.e.,
Sactive = {k|pk > 0}. (5)
In general, all possible subchannel combinations need to be
tried. For each of the 2K − 1 possibilities, the corresponding
pk-values can be found, and then the one with the highest
objective function among the 2K−1 possibilities is the optimal
solution. But this method is obviously inefficient as the com-
plexity is exponential in K . For simple settings with simple
fk-functions and fortunate parameter values, a natural ordering
of the subchannels exists, and the algorithm can be designed to
have a lower complexity, where the number of possible active
sets to be explored has the order of O(K logK).
In [32], this class of optimization problems in P1 was
studied for the case where the optimization variables are
nonnegative integers. For integer variables, the derivatives in
(4) do not apply and the water-filling solution no long exists.
B. New Viewpoint and Algorithm
The traditional method for P1 as explained in the previous
subsection has two major disadvantages. The first is the
need of the transformation from KKT conditions to water-
filling solutions. As the problem gets more general for more
involved wireless systems and models, the transformation can
become intractable. The second is the lack of general and
effective algorithms in finding the values of the solution. In
the following, from the perspective of a dynamic procedure,
we give a new viewpoint on the solution of the optimization
problem, which helps address both challenges.
Since fk(·) is concave, f ′k(·) is a decreasing function
meaning that the increasing rate of fk(pk) decreases as pk
increases. The optimization problem P1 aims at allocating the
total power P over a series of functions, i.e., fk(pk)’s. We
can see this problem as dividing the available power P into
a large number of small portions and the power is allocated
portion by portion. For each portion, we should choose the
subchannel whose fk(·) has the maximum increasing rate to
maximize the total of fk(·)’s. As the increasing rate of this fk-
function decreases when a resource portion is added to it, after
getting a certain amount of power portions, its increasing rate
may become smaller than another subchannel. In this case, a
new subchannel will have the fastest increasing rate and the
next power portion should be added to this new subchannel.
This procedure repeats until all resource portions have been
allocated. When the resource allocation stops, the functions
that are allocated with nonzero powers will have the same
increasing rate. Some subchannels may never get any power
portion if their increasing rates are never the highest.
The result discussed above is presented in the following
claim with rigorous proof.
Lemma 1. The following conditions are both necessary and
sufficient for the optimal solution of P1:

f ′k(pk) = f
′
j(pj) for k, j ∈ Sactive;
f ′j(0) ≤ f ′k(pk) for k ∈ Sactive and j /∈ Sactive;∑K
k=1 pk = P.
(6)
Proof. We first prove the necessity part by contradiction. The
necessity of the last line of (6) is obvious and has been proved
in many existing work. Thus the proof is omitted here. Denote
the optimal solution of P1 as p∗1, · · · , p∗K . Assume without
loss of generality that p∗1, p
∗
2 > 0 (i.e., 1, 2 ∈ Sactive) but
f ′1(p
∗
1) > f
′
2(p
∗
2). Since f
′
1 and f
′
2 are continuous, there exists
an δ with 0 < δ < p∗2 such that f
′
1(p
∗
1 + x) > f
′
2(p
∗
2 − x) for
0 < x ≤ δ. Thus
f1(p
∗
1 + δ) + f2(p
∗
2 − δ)
= f1(p
∗
1) + f2(p
∗
2) +
∫ δ
0
[f ′1(p
∗
1 + x)− f ′2(p∗2 − x)] dx
> f1(p
∗
1) + f2(p
∗
2).
This shows that the new solution {p∗1 + δ, p∗2− δ, p∗3, · · · , p∗K}
(which satisfies all constraints by construction) is better than
p∗1, p
∗
2, p
∗
3, · · · , p∗K , which contradicts the assumption. This
proves that the first line of (6) is necessary.
Similarly, to prove that the second line of (6) is necessary,
assume without loss of generality that p∗1 > 0, p
∗
2 = 0 (i.e.,
1 ∈ Sactive and 2 /∈ Sactive) but f ′2(0) > f ′1(p∗1). Since f2 is
strictly concave and f ′2 is continuous, there exists an δ with
0 < δ < p∗1 such that f
′
1(p
∗
1 − x) < f ′2(x) for 0 < x ≤ δ.
Thus
f1(p
∗
1 − δ) + f2(δ)
= f1(p
∗
1) + f2(0) +
∫ δ
0
[f ′2(x) − f ′1(p∗1 − x)] dx
> f1(p
∗
1) + f2(0).
This says that the solution {p∗1 − δ, δ, p∗3, · · · , p∗K} is better
and thus leads to a contradiction.
For the sufficiency, it is enough to show that a solution
satisfying (6) is a local maximum. Since P1 is a convex
optimization, its local maximum is unique and is the global
maximum. Let {p∗1, · · · , p∗K} be the solution satisfying (6) and
consider a solution {p1, · · · , pK} in the vicinity of it. Define
S+ , {k|pk > p∗k} and S− , {k|pk < p∗k}. Notice that
S− ∩ S∗inactive = ∅, where S∗inactive = {k|p∗k = 0}. Thus
K∑
k=1
fk(pk) =
K∑
k=1
fk(p
∗
k) +
∑
k∈S+
∫ pk−p∗k
0
f ′k(p
∗
k + xk)dxk
−
∑
kˆ∈S−
∫ p∗
kˆ
−p
kˆ
0
f ′
kˆ
(p∗
kˆ
− xˆkˆ)dxˆkˆ.
From the conditions on fk’s and the assumption that
{p∗1, · · · , p∗K} satisfies (6), we have
f ′k(p
∗
k + x) < f
′
k(p
∗
k) ≤ f ′kˆ(p∗kˆ) < f ′kˆ(p∗kˆ − xˆ), (7)
4Algorithm 1 Proposed water-filling algorithm for P1.
1: Ik = 1 for k = 1, · · · ,K;
2: Calculate µ and pk’s using Eqn. (11);
3: while length(find({pk} < 0)) > 0 do
4: Find Sinactive= {k|pk ≤ 0} and Sactive = {k|pk > 0};
5: Set Ik = 0 for k ∈ Sinactive;
6: Calculate µ and pk’s using Eqn. (11);
7: end while
8: return pk’s
for all k ∈ S+, kˆ ∈ S−, xk ∈ (0, pk − p∗k), xˆkˆ ∈ (0, p∗kˆ − pkˆ).
Also, since
∑K
k=1 p
∗
k = P ≥
∑K
k=1 pk, we have∑
k∈S+
(pk − p∗k) ≤
∑
kˆ∈S−
(p∗
kˆ
− pkˆ). (8)
By combining (7) and (8), it can be concluded that∑K
k=1 fk(pk) <
∑K
k=1 fk(p
∗
k), and thus {p∗1, · · · , p∗K} is a
local maximum.1
From (6), we see that the value of f ′k(pk) for k ∈ Sactive,
denoted as µ, is the increasing rate for the optimal power
allocation result. The allocated power on the subchannels can
also be represented as functions of µ:{
pk = gk(µ) for k ∈ Sactive
pk = 0 for k /∈ Sactive , (9)
where gk(·) is defined in (4). From the total power constraint,
P =
∑
k∈Sactive
gk(µ), (10)
based on which µ can be solved when the set of active
subchannels Sactive is known.
As explained in the previous subsection. The main difficulty
of finding the solution values is to find Sactive. We propose the
use of index operations Ik’s to conquer this difficulty. When
subchannel k is allocated nonzero power, Ik = 1, otherwise
Ik = 0. Based on these indices, (9) and (10) are rewritten as
pk = gk(µ)Ik and P =
∑K
k=1
gk(µ)Ik. (11)
With this result, we present a new water-filling algorithm for
P1 in Algorithm 1.
In the first step of Algorithm 1, all subchannels are ini-
tialized as active and in the second step, the corresponding
increasing rate and subchannel powers are calculated. As the
computations of pk’s do not consider the constraints that
pk ≥ 0, it may appear that pk < 0 for some k. In this case, the
corresponding index Ik will be set to zero and this subchannel
will be allocated zero-power in the next round. The procedure
continues until all active subchannels are allocated nonnegative
powers.
1The lemma can also be proved by showing that (6) is equivalent to the KKT
conditions, which are necessary and sufficient for P1. But here we use a direct
proof to help illustrate the proposed new viewpoint and avoid unnecessary
dependence on existing water-filling results.
Lemma 2. Algorithm 1 converges and achieves the optimal
solution of P1.
Proof. Since for each iteration in Algorithm 1, the new set
for Sactive = {k|pk > 0} is either the same as the previous
Sactive (thus the algorithm terminates) or shrinks to a subset
of the previous Sactive. As the size of the initial set is K , it
is obvious that the algorithm converges within K iterations.
Now we prove that Algorithm 1 converges to the optimal
solution of P1. First, since P > 0, at any iteration, it is
impossible to have pk ≤ 0 for all k. In other words, there
exists a k such that pk > 0. Let {p1, · · · , pK} be the
solution found by Algorithm 1 at the mth iteration. From
Step 2 and Step 6, it is obvious that the solution satisfies
the first and last conditions of (6). For any j /∈ Sactive,
we have pj < 0 in one of the previous iterations. Denote
the iteration round for pj < 0 as m
′. Thus from (11),
pj = gj(µ
(m′)) < 0, from which µ(m
′) > f ′j(0), where µ
(m′)
is the achieved increasing rate at the m′th iteration. Notice
that µ(m
′) = f ′k(p
(m′)
k ) for subchannel k in the active set of
the m′th iteration. With the proposed algorithm, subchannel
j is removed by setting pj = 0, and in the next iteration,
the sum power available for the remaining active subchannels
decreases. The achieved increasing rate for this new iteration
is higher, i.e., µ(m
′) < µ(m
′+1). Denote the overall iteration
number for the algorithm as m. Since m′ ≤ m, we have
f ′j(0) < µ
(m′) ≤ µ(m) = f ′k(pk) for k ∈ Sactive. This
proves that the solution found by the algorithm also satisfies
the second condition of (6). As (6) is proved to be sufficient
for the optimal solution in Lemma 1, the solution found by
Algorithm 1 is thus the optimal one.
Remark: When the inverse functions in (4) and µ can be
derived in closed-forms, the water-filling solution and Algo-
rithm 1 are in closed-form. For each iteration of Algorithm
1, the complexity of the calculations of µ and pk is O(K).
Since there are at most K − 1 iterations, the worse-case
complexity of Algorithm 1 is O(K2). Otherwise when the
inverse functions or µ does not have closed-form, a numerical
method such as bisection search or grid search is needed for an
approximate solution. The complexity of Algorithm 1 depends
on the numerical algorithm and precision. With respect to K ,
the complexity order is still O(K2).
C. Comparison and Application Examples
The proposed new method, including the viewpoint and
the algorithm, does not require manipulation of the KKT
conditions into a format of water-filling solutions. Further, the
proposed algorithm is general and has low-complexity with
the worst-case number of iterations being K − 1. On average,
the number of iterations can be much smaller than K−1 since
the proposed algorithm allows multiple channels to be made
inactive in each iteration as long as their positivity constraints
cannot be satisfied. For the traditional scheme, in general,
all possible subsets of active subchannels need to be tested,
whose complexity is exponential in K . For special cases when
an ordering among the subchannel exists, the complexity can
be reduced to O(Klog(K)), which is still higher than the
5complexity of the proposed one. In what follows, examples
are provided to better elaborate the difference and advantages
of the proposed method.
Example 1: A general weighted sum capacity maximization
problem has the following form:
max
p1,··· ,pK
∑K
k=1
wklog(bk + akpk)
s.t.
∑K
k=1
pk ≤ P, pk ≥ 0, (12)
where wk, bk and ak are arbitrary non-negative parameters.
With our proposed scheme, we first obtain from the objec-
tive function in (12)
gk(u) =
wk
µ
− bk
ak
. (13)
Then the solution values can be found by Algorithm 1 within
K − 1 iterations. Specifically, from (11),
µ =
∑
Ik=1
wk
P +
∑
Ik=1
bk
ak
. (14)
The calculations in Step 2 and Step 6 can be achieved
straightforwardly using (13) and (14).
With the traditional scheme, via calculations, the following
water-filling solution is obtained:
pk =
(
wk
µ
− bk
ak
)+
,
∑K
k=1
pk = P. (15)
Though in compact neat form, to find the values of the optimal
pk’s is not self-explanatory. All possible active subchannel
sets need to be tried to find the best one. Compared with the
algorithm in [32], our algorithm is different as our algorithm
does not need to order the product of weighting factor and
channel gains.
Example 2: A general weighted MSE minimization problem
can be written in the following form:
min
p1,··· ,pK
∑K
k=1
wk
bk + akpk
s.t.
∑K
k=1
pk ≤ P, pk ≥ 0, (16)
where wk, bk and ak are arbitrary non-negative parameters.
With the proposed scheme, we first obtain from the problem
gk(u) =
√
wk
akµ
− bk
ak
. (17)
Similarly, Algorithm 1 can be used to find the solution values.
Specifically, from (11),
µ =
∑
Ik=1
√
wk
ak
P +
∑
Ik=1
bk
ak
. (18)
(17) and (18) can be used straightforwardly for the calculations
in Steps 2 and 6.
With the traditional scheme, via calculations, the following
water-filling solution is obtained as the first step:
pk =
(√
wk
akµ
− bk
ak
)+
,
∑K
k=1
pk = P. (19)
The same difficulty as in Example 1 appears here. Though
(19) is in compact neat form, it is unclear how to find
the values of the optimal solution from it. In general all
possible active subchannel sets need to be tried to find the best
one whose complexity is exponential in K . Ordering of the
subchannels is only possible with stringent ordering conditions
on the parameters, e.g.,
√
wk/ak and ak/bk can be ordered
decreasingly simultaneously.
Example 3: The capacity maximization for dual-hop MIMO
amplify-and-forward relaying networks can be casted as fol-
lows [37], [42]:
min
p1,··· ,pK
∑K
k=1
wklog
(
1− akbkpk
1 + bkpk
)
s.t.
∑K
k=1
pk ≤ P, pk ≥ 0, (20)
where wk, bk are nonnegative and 0 < ak < 1.
With our proposed scheme, we can obtain from the objective
function of the problem
gk(µ) =
√
a2k + 4wk(1 − ak)akbk/µ− (2− ak)
2(1− ak)bk .
Then the solution values can be found by Algorithm 1. But for
this case, to find the value of µ (for Steps 2 and 6), numerical
bisection search is needed to solve the following equation
∑
Ik=1
√
a2k + 4wk(1− ak)akbk/µ− (2− ak)
2(1− ak)bk = P.
With the traditional scheme, via some calculations, the
following water-filling solution is obtained as the first step:
pk =
(
ak − 2 +
√
a2k + 4wk(1− ak)akbk/µ
2(1− ak)bk
)+
.
∑K
k=1
pk = P.
But algorithms to find the water-filling solution values were
not explicitly provided in existing literature.
Example 4: A weighted mutual information maximization
problem for the training design can be written in the following
format [38]:
max
p1,··· ,pK
∑J
j=1
∑K
k=1
wk,j log(akcj + bkdjpk),
s.t.
∑K
k=1
pk ≤ P, pk ≥ 0. (21)
To use the proposed scheme, we first get from the objective
function
f ′k(pk) =
∑J
j=1
wk,jbkdj
akcj + bkdjpk
. (22)
Due to the complexity of f ′k, the function gk(µ) does not have
an explicit closed-form. But Algorithm 1 can still be used to
find the solution values by calculating µ and pk’s numerically
in Steps 2 and 6 using (4), (11), and (22).
With the traditional scheme, via calculations, the following
water-filling solution is obtained in the first step:∑J
j=1
wk,jbkdj
akcj + bkdjpk
= µ− λk,
6∑K
k=1
pk ≤ P, λkpk = 0.
Unlike Examples 1-3, the KKT conditions for this example
cannot be written in a compact water-filling solution form
by using the “+” operation and no efficient algorithm was
available in the literature to find the solution values.
Example 5: A weighted MSE minimization problem for
training optimization can be formulated as follows:
min
p1,··· ,pK
∑J
j=1
∑K
k=1
wk,j
akcj + bkdjpk
s.t.
∑K
k=1
pk ≤ P, pk ≥ 0, (23)
To use the proposed scheme, we first get from the objective
function
f ′k(pk) =
∑J
j=1
wk,jbkdj
(akcj + bkdjpk)2
.
Again, the function gk(µ) does not have an explicit closed-
form, but Algorithm 1 can still be used to find the solution
values by calculating µ and pk’s numerically in Steps 2 and
6.
With the traditional scheme, similar to Example 4, the KKT
conditions can be obtained but a compact water-filling solution
form has not been found with the “+” operation, nor have
efficient algorithms been proposed to find the solution values
in the literature.
D. Problems with Arbitrary Lower-Bound Constraints
In this subsection, we consider the extension of the op-
timization problem P1 with arbitrary lower bounds on the
subchannel powers:
P1.1 : max
p1,··· ,pK
∑K
k=1
fk(pk)
s.t.
∑K
k=1
pk ≤ P, pk ≥ γk, k = 1, · · · ,K, (24)
where P > 0 and fk(·)’s are real-valued, increasing, and
strictly concave functions with continuous derivatives.
In P1.1, each subchannel is limited with a non-negative
lower bound for its power, while for P1, the lower bounds are
zero for all subchannels. For this more general case, define
the active set Sactive as the set of subchannels whose powers
are higher than their lower bounds, i.e.,
Sactive , {k|pk > γk}.
The following lemma is obtained.
Lemma 3. The following conditions are both necessary and
sufficient for the optimal solution of P1.1:

f ′k(pk) = f
′
j(pj) for k, j ∈ Sactive;
f ′j(γj) ≤ f ′k(pk) for k ∈ Sactive and, j /∈ Sactive;∑K
k=1 pk = P.
(25)
Proof. The proof is very similar to that of Lemma 1, thus
omitted.
Algorithm 2 Proposed algorithm under arbitrary lower-bound
constraints.
1: Ik = 1 for k = 1, · · · ,K;
2: Calculate µ and pk’s using Eqn. (26);
3: while length(find({pk} < {γk})) > 0 do
4: Find Sinactive = {k|pk ≤ γk};
5: Set Ik = 0 and pk = γk for k ∈ Sinactive;
6: Calculate µ and pk’s using Eqn. (26);
7: end while
8: return pk’s.
For the algorithm design, the index operation Ik is intro-
duced as follows: Ik = 1 when the power of subchannel k is
larger than its lower bound, i.e., pk > γk; otherwise Ik = 0.
Let µ = f ′k(pk) for k ∈ Sactive, which is the increasing
rate for active subchannels. Via similar studies to those in
Section II-B, the optimal solution of P1.1 can be represented
as follows:{
pk = gk(µ)Ik + γk(1 − Ik)
P =
∑K
k=1 [gk(µ)Ik + γk(1− Ik)]
. (26)
Notice that (11) is a special case of (26) where γk = 0.
Algorithm 2 is proposed to find the solution values for P1.1.
Lemma 4. Algorithm 2 converges and achieves the optimal
solution of P1.1.
Proof. The proof is similar to that of Lemma 2, thus omitted.
In each iteration of Algorithm 2, subchannels whose pow-
ers are less than their required lower bounds are removed
from the iteration (i.e., are put in the inactive set) and their
powers are enforced to be the corresponding lower bounds,
i.e., pk = γk. Since these subchannels are allocated smaller
powers than their lower bounds, their increasing rates at the
lower bounds γk are smaller than other subchannels. After
being removed, fewer power resources are available for the
remaining active subchannels. After power allocation among
the remaining subchannels in Step 6, the powers of the active
subchannels decrease, and thus their increasing rates will
increase. Therefore, the removed subchannels cannot enter the
competition for power in future iterations. This explains the
convergence and optimality of the algorithm intuitively. The
worse case complexity order of Algorithm 2 is exactly the
same as that of Algorithm 1, which is O(K2).
E. Discussions on More General Cases
The new viewpoint and method can be extended to solve
more general optimization problems in wireless communica-
tions. Consider the following convex optimization problem:
P2 : max
p1,··· ,pK
∑K
k=1
fk(pk)
s.t.
∑K
k=1
pk ≤ P,
and hl(pk) ≤ 0, k = 1, · · · ,K, l = 1, · · · , L, (27)
where P > 0 and fk(·)’s are real-valued, increasing, and
strictly concave functions with continuous derivatives.
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constraints hl(pk)’s. As P2 is convex, the following KKT
conditions are necessary and sufficient for the optimal solution
[2]:
f ′k(pk) = µ+
∑
l
λlh
′
l(pk), µ
(∑K
k=1
pk − P
)
= 0,
λlhl(pk) = 0, µ ≥ 0, λk ≥ 0, (28)
where µ and λl’s are the Lagrange multipliers corresponding
to the sum power constraint and per-subchannel constraints,
respectively.
There are no unified methods or efficient algorithms to
find the solution values of P2 in the literature. By following
the ideas proposed in previous subsections, we can solve
this challenging problem by considering two situations: 1)
all conditions hl(pk)’s are inactive (i.e., not satisfied with
equality) and 2) at least one of hl(pk)’s is active (i.e., satisfied
with equality). The first situation leads to the same solution
as P1. For the second one, the results for P1 can be applied
for the power allocation among subchannels with inactive
hl(pk)’s and solutions for subchannels with active hl(pk)’s
can be found by solving hl(pk) = 0. In the following sections,
we will solve the generalized problem considering several
different cases.
Remark: The difference between our work and [32] can be
summarized as the difference between geometric and algebraic
viewpoints. Each cannot include the other as its special case
and each has its own advantages and characteristics. Com-
pared with the geometric logic, our logic has less geometric
meanings. On the other hand, with the algebraic viewpoint,
our method can cover more mathematical formulations and
tries to give a unified way for a broad range of water-filling
solutions and water-filling algorithms.
III. PROBLEM WITH BOX CONSTRAINTS
In this section, we consider a special case of P2 in which
L = 1 and hl(pk) = (pk − γk)(pk − τk). Equivalently, the
optimization problem is as follows:
P3 : max
p1,··· ,pK
∑K
k=1
fk(pk)
s.t.
∑K
k=1
pk ≤ P,
and γk ≤ pk ≤ τk, k = 1, · · · ,K, (29)
where P > 0, γk ≤ τk, and fk(·)’s are real-valued, increasing,
and strictly concave functions with continuous derivatives.
A. Two Algorithms Built on Finding Subchannel Sets
Similar to the previous section, we can see this problem
as dividing the available power P into infinitesimally small
portions δp and allocating them portion by portion. At the
start of the allocation, Subchannel k must have γk to satisfy
the lower bound constraint. For each remaining portion, we
should choose the subchannel whose fk(·) has the maximum
increasing rate i.e., f ′k(pk), and whose power has not reached
its upper bound to maximize the total of fk(·)’s. As the
increasing rate of fk decreases when a power portion is
Algorithm 3 The first proposed algorithm for P3.
1: Perform Algorithm 2;
2: while length(find({pk} > {τk})) > 0 do
3: Find Su = {pk ≥ τk} and set pk = τk for k ∈ Su;
4: Find Sother = {pk < τk};
5: Update P ← P −∑k∈Su τk;
6: Perform Algorithm 2 for subchannels in Sother with
the updated total power P ;
7: end while
8: return pk’s.
added to it, after adding a portion to the subchannel with the
maximum increasing rate, e.g., Subchannel k, its increasing
rate may become smaller to another subchannel. In this case,
a new subchannel j with the fastest increasing rate will have
the next power portion. Otherwise, Subchannel k gets the next
power portion if it still has the maximum f ′k(pk + δp). This
procedure repeats until all power portions have been allocated.
Some subchannels may never get any extra power portion than
the original lower bounds when their increasing rates are never
the highest. Some subchannels may have the highest increasing
rates but cannot get more power due to their upper bound
constraints. When the allocation stops, subchannels which do
not have active bounds must have the same increasing rate.
For a given feasible solution {p1, · · · , pK}, denote
Sl , {k|pk = γk}, Su , {k|pk = τk},
Sactive , {k|γk < pk < τk}, (30)
which are the index sets of subchannels whose power values
equal their lower bounds, upper bounds, and in-between the
two bounds (i.e., active subchannels), respectively. They are
also sets of subchannels with active lower bounds, active upper
bounds, and no active bounds. The following lemma provides
the sufficient and necessary condition on the optimal solution
of P3.
Lemma 5. The following conditions are both necessary and
sufficient for the optimal solution of P3:

f ′k(pk) = f
′
j(pj) for k, j ∈ Sactive;
f ′j(γj) ≤ f ′k(pk) for k ∈ Sactive and j ∈ Sl;
f ′j(τj) ≥ f ′k(pk) for k ∈ Sactive and j ∈ Su;∑K
k=1 pk = P.
(31)
Proof. The proof is similar to that of Lemma 1 with the
following two changes: 1) the lower bounds change from 0 to
γk’s and 2) new upper bounds are added. Details are omitted
to save space.
The physical meaning of (31) is as follows. At the optimal
solution, subchannels with inactive bounds have the same the
increasing rate f ′k(pk), which is also denoted as µ. Subchan-
nels with active lower bounds have lower increasing rates
than µ and subchannels with active upper bounds have higher
increasing rates than µ.
Based on the viewpoint and conditions for the optimal
solution of P3, we propose Algorithm 3 to find the solution
8Algorithm 4 The second proposed balanced algorithm for P3.
1: Ik = 1 and Jk = 1 for k = 1, · · · ,K.
2: Calculate µ and pk’s using Eqn. (32).
3: while length(find(pk<γk))+length(find(pk>τk))>0 do
4: Find Sl = {k|pk ≤ γk} and set pk = γk, Ik = 0 for
k ∈ Sl;
5: Calculate µ and pk’s using Eqn. (32);
6: if length(find(pk<γk)) = 0 & length(find(pk>τk)) >
0 then
7: Find Su = {k|pk ≥ τk} and set pk = τk, Jk = 0 for
k ∈ Su;
8: Ik = 1 for k = 1, · · · ,K;
9: Calculate µ and pk’s using Eqn. (32);
10: end if
11: end while
12: return pk’s
values by using Algorithm 2 as a building block. The idea
is to first consider the lower bound constraints only and use
Algorithm 2 to find the corresponding solution. Then the
subchannels whose power values are larger or the same as
their upper bounds are re-set as their upper bounds, and are
removed from the next iteration. In the next iteration, power is
allocated among the remaining subchannels using Algorithm 2
again. The process continues until the powers of all subchanels
are smaller than their upper bounds at an iteration. Algorithm
3 has one more round of iteration than Algorithm 2. Thus its
worse case complexity order is O(K3).
Algorithm 3 does not have balanced treatment between
the lower bound constraints and the upper bound constraints.
While subchannels that reach or violate their upper bound
constraints are removed during the iterations, the ones reaching
or violating their lower constraints stay in the ‘while’ loop and
participate in the power allocation procedure with Algorithm
2. Another algorithm symmetrical to Algorithm 3 can also be
designed by switching the roles of the lower and upper bound
constraints.
Next, we consider both constraints jointly. Based on the
aforementioned discussions, the key task is to determine the
sets Su, Sl, and Sactive defined in (30). We introduce two sets
of indices Ik’s and Jk’s as follows:
Ik =
{
1 if pk > γk
0 otherwise
, Jk =
{
1 if pk < τk
0 otherwise
,
where pk is the power allocated to subchannel k, Ik indicates
whether the power of subchannel k is larger than its lower
bound constraint and Jk indicates whether it is smaller than
its upper bound constraint. For the index tuple (Ik,Jk), (1, 1)
means the subchannel is an active one and neither constraints
is tight; (1, 0) means the subchannel belongs to Su; and (0, 1)
means the subchannel belongs to Sl. Similar to the previous
section, let µ be the increasing rate of the active subchannels,
and we have the following necessary conditions for P3 from
(31):{
pk = gk(µ)IkJk + γk(1− Ik) + τk(1− Jk),
P =
∑K
k=1 [gk(µ)IkJk + γk(1 − Ik) + τk(1− Jk)]
. (32)
Algorithm 5 The third proposed bisection search based algo-
rithm for P3.
1: Initialize σ, µmin and µmax.
2: Let µ = (µmin + µmax)/2. Compute pk’s using the first
formula of Eqn. (32).
3: Find Su = {pk > τk} and set pk = τk for k ∈ Su;
4: Find Sl = {pk < τk} and set pk = γk for k ∈ Sl;
5: while |∑k pk − P | > σ do
6: if
∑
k pk > P then
7: µmax = (µmin + µmax)/2
8: else
9: µmin = (µmin + µmax)/2
10: end if
11: Let µ = (µmin + µmax)/2 and compute pk’s using the
first formula of Eqn. (32).
12: Find Su = {pk > τk} and set pk = τk for k ∈ Su;
13: Find Sl = {pk < τk} and set pk = γk for k ∈ Sl;
14: end while
15: return pk’s.
Algorithm 4 is proposed which follows the idea in Algorithm
2 with extensions for both lower and upper bound constraints.
The worse case complexity order of Algorithm 4 is the same
as that of Algorithm 2, i.e., O(K2).
By using results in Lemma 5 and following the proof in
Lemma 4, the convergence and optimality of Algorithms 3
and 4 can be proved.
Lemma 6. Algorithm 3 and Algorithm 4 converge and
achieve the optimal solution of P3.
Proof. The detailed proof is similar to that of Lemma 4 and
is thus omitted to save space.
B. Two Algorithms Built on Finding the Final Increasing Rate
In this subsection, two new algorithms are proposed, which
are constructed by finding the final increasing rate µ. We
first propose a complex but general one in Algorithm 5,
where bisection search is used. It is easy to understand
and implement, but suffers high complexity and numerical
accuracy limitations.The complexity of Algorithm 5 is still
O(K2).
The next algorithm, Algorithm 6, uses a more efficient
method to find the final increasing rate µ whose complexity is
also O(K2). Firstly, the subchannels are ordered decreasingly
based on their increasing rates at the power upper bounds
f ′k(τk)’s such that
f ′σ1(τσ1 ) ≥ · · · ≥ f ′σK (τσK ). (33)
From the results in Lemma 5, it can be shown that the
subchannel with a higher f ′k(τk) has higher priority to achieve
its upper bound. In other words, if at the optimal solution
pσi = τσi , then pσj = τσj for all j < i. Thus, in finding the
optimal solution, we can consider the cases of pσ[1:i] = τσ[1:i]
and pσ[i+1:K] < τσ[i+1:K] for i = 1, · · · ,K , sequentially
starting with i = 1. That is, the ith case corresponds to
Su = {1, 2, · · · , i}. Notice that the ith case happens if
9Algorithm 6 The fourth proposed order-based algorithm for
P3.
1: Order f ′k(τk)’s decreasingly, i.e., via (33), to obtain the
index sequence (σ1, · · ·σK).
2: i← 1, µ← f ′σi(τσi).
3: Compute pk from (34);
4: while
∑K
k=1 pk < P and i ≤ K do
5: if i < K then
6: i← i+ 1, µ← f ′σi(τσi ).
7: Compute pk from (34);
8: end if
9: end while
10: if i 6= K then
11: Perform Algorithm 2 on subchannels {σi+1, · · · , σK}
with the total power being P −∑ik=1 τσk .
12: end if
13: return pk’s.
and only if µ ∈ (f ′σi(τσi), f ′σi−1(τσi−1 )], where we define
f ′σ0(τσ0) =∞. Thus this is equivalent to considering that µ is
in the intervals (f ′σi(τσi), f
′
σi−1(τσi−1 )] for i = 1, 2, · · · ,K ,
sequentially to decide the correct µ interval.
In dealing with the ith case, let µ = f ′σi(τσi ), and the power
for each subchannel is given by{
pσk = τσk k ≤ i,
pσk = gσk(µ) k > i.
(34)
Then the total power is calculated and compared with the
power constraint P . If
∑K
k=1 pk ≥ P , none of the remaining
subchannels σi, · · · , σK can reach its upper bound. Thus
the optimal solution of P3 falls into this case. As for this
case, subchannels σi, · · · , σK have inactive upper bounds, the
bounds can be ignored and Algorithm 2 can be used to find
the optimal values of their powers. If
∑K
k=1 pk < P , the
increasing rate µ = f ′σi(τσi) is too high for all pσi+1 , · · · , pσK
to stay below their upper bounds. As a result, Case i is not
the optimal and the next case should be considered. If the
last case, Case K is considered, and still
∑K
k=1 pk < P , this
means P >
∑K
i=1 τk and all subchannels should use their
maximum powers.
With the above discussions and Lemma 5, the following
lemma can be proved.
Lemma 7. Algorithms 5 and 6 converge and achieve the
optimal solution of P3.
C. Application Examples
In this subsection, a few application examples are given.
Example 6: A weighted capacity maximization problem under
box constraints can be formulated as follows:
max
p1,··· ,pK
∑K
k=1
wklog(bk + akpk)
s.t.
∑K
k=1
pk ≤ P, γk ≤ pk ≤ τk, i = 1, · · · ,K. (35)
Example 7: A weighted MSE minimization problem under
box constraints can be written in the following form
min
p1,··· ,pK
∑K
k=1
wk
bk + akpk
s.t.
∑K
k=1
pk ≤ P, γk ≤ pk ≤ τk, i = 1, · · · ,K. (36)
Example 8: The weighted capacity maximization problem for
AF MIMO relaying systems can be written in the following
form
min
p1,··· ,pK
∑K
k=1
wklog
(
1− akbkpk
1 + bkpk
)
s.t.
∑K
k=1
pk ≤ P, γk ≤ pk ≤ τk, i = 1, · · · ,K. (37)
For the problems in Examples 6-8, the proposed algorithms
in Algorithms 3-6 can be used to find the optimal solutions.
While in existing literature, the solutions of these problems
are shown to have water-filling structure, and no systematic
algorithms have been available.
IV. SEVERAL EXTENSIONS
In this section, the proposed viewpoint and algorithms are
extended to several more complicated optimization problems.
A. Problems with Multiple Ascending Sum-Constraints
We first investigate the extension of P3 to have multiple
ascending sum-constraints [30]. The optimization problem is
posed as follows:
P4 : max
p1,··· ,pK
∑K
k=1
fk(pk)
s.t.
∑J
k=1
pk ≤ PJ , J = 1, · · · ,K
γk ≤ pk ≤ τk, k = 1, · · · ,K, (38)
where fk’s have the same properties as in P3. The main
difference to P3 is that P4 has a total of K constraints on
the ascending accumulative sums, while P3 has one total sum-
constraint. Thus the feasible region of P3 is no smaller than
that of P4. A new approach different from that in [30] is
proposed here, where the algorithms proposed for P3 in the
previous section are used as building blocks.
To see the connection of P4 to P3, notice that if only the
last J-th sum-constraint in (38) is considered (other sum-
constraints are simply ignored), the problem is the same as
P3. Denote the optimal solution of this reduced one (by
considering the last sum-constraint only) as {p⋆1, · · · , p⋆K}.
If it satisfies all the sum-constraints in (38), it is also the
optimal solution of P4. If one or more sum-constraints in
(38) is violated, let Jmin be the smallest J-value among
the violated sum-constraints, that is,
∑J
k=1 p
⋆
k ≤ PJ for
J = 1, · · · , Jmin − 1 and
∑Jmin
k=1 p
⋆
k > PJmin . In this case,
the Jmin-th sum-constraint
∑Jmin
k=1 pk ≤ PJmin is a crucial one
for the power allocation among the first Jmin sub-channels,
while the power allocation of the remaining subchannels can
be conducted with the remaining power PK − PJmin .
Following this idea, we transform Problem P4 into the
following two decomposed problems:
P4.1 : max
p1,··· ,pJmin
∑Jmin
k=1
fk(pk)
s.t.
∑Jmin
k=1
pk ≤ PJmin ,
γk ≤ pk ≤ τk, k = 1, · · · , Jmin,
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Algorithm 7 Proposed recursive nested algorithm for P4.
1: P0 = 0, P = PK , Jmin = 1;
2: Use one of Algorithms 3-6 to find pk’s for subhan-
nels in {1, 2, · · · ,K} considering only the sum-constraint∑K
k=Jmin
pk ≤ P and all box constraints;
3: n = 1;
4: while n < K do
5: if
∑n
k=Jmin
pk ≤ Pn then
6: n = n+ 1;
7: else
8: Use one of Algorithms 3-6 to find pk’s for sub-
channels in {Jmin, · · · , n} considering only the sum-
constraint
∑n
k=Jmin
pK ≤ Pn − PJmin−1 and all box
constraints;
9: Use one of Algorithms 3-6 to find pk’s for subchan-
nels in {Jmin+1, · · · ,K} considering only the single
sum-constraint
∑K
k=Jmin+1
pk ≤ PK−Pn and all box
constraints;
10: Jmin = n+ 1;
11: end if
12: end while
13: return pk’s.
and
P4.2 : max
pJmin+1,··· ,pK
∑K
k=Jmin+1
fk(pk)
s.t.
J∑
k=Jmin+1
pk ≤ PJ − PJmin, J = Jmin + 1, · · · ,K,
γk ≤ pk ≤ τk, k = Jmin, · · · ,K.
P4.1 has only single sum-constraint over {p1, · · · , pJmin} other
than the box constraints. Thus Algorithms 3 - 6 can be
used to find its optimal solution. Problem P4.2 may still
have multiple sum-constraints (when Jmin + 1 < K). The
same procedure can be used to further decompose it until
only one sum-constraint is left, then the subproblem can be
solved via Algorithms 3 - 6. With the above discussion, the
proposed recursive nested algorithm is presented in Algorithm
7. As there is one more iteration round than Algorithm 2, the
complexity order of Algorithm 7 is O(K3).
Lemma 8. Algorithm 7 finds a feasible solution of P4.
Proof. It suffices to show that the solution of the decomposed
problem found in Step 8 of Algorithm 7 is feasible for each
iteration. If we show that the solution found in Step 8 of
the first iteration is feasible, all others can be shown to be
feasible similarly. That is, we only need to show that the
solution of Problem P4.1, denoted as {p∗1, · · · , p∗Jmin}, satisfies
all applicable conditions of Problem P4.
First it is obvious that the box constraints γk ≤ p∗k ≤
τk, k = 1, · · · , Jmin are satisfied. From the construction
of p⋆k’s and Jmin, we can conclude that {p⋆1, · · · , p⋆K} (the
solution of considering the last sum-constraint only) is also
the solution of the following optimization problem:
max
p1,··· ,pK
∑K
k=1
fk(pk)
s.t.
∑K
k=1
pk ≤ PK ,
∑Jmin
k=1
pk =
Jmin∑
k=1
p⋆k,
γk ≤ pk ≤ τk, k = 1, · · · ,K,
which can be decomposed with equivalence to the following
two problems:
P4.3 : max
p1,··· ,pJmin
∑Jmin
k=1
fk(pk)
s.t.
∑Jmin
k=1
pk ≤
Jmin∑
k=1
p⋆k,
γk ≤ pk ≤ τk, k = 1, · · · , Jmin,
and
P4.4 : max
pJmin+1,··· ,pK
∑K
k=Jmin+1
fk(pk)
s.t.
∑K
k=Jmin+1
pk ≤ PK −
Jmin∑
k=1
p⋆k,
γk ≤ pk ≤ τk, k = Jmin + 1, · · · ,K.
Thus, {p⋆1, · · · , p⋆Jmin} is the solution of P4.3.
Further from the construction of Jmin , we have
∑Jmin
k=1 p
⋆
k >
PJmin . By comparing P4.3 with P4.1 (whose solution is
{p∗1, · · · , p∗Jmin}), P4.3 has a larger feasible region than that of
P4.1. By using the properties of fk’s and results in Lemma 5,
we can conclude that p∗k ≤ p⋆k. As
∑J
k=1 p
⋆
k ≤ PJ holds
for J = 1, · · · , Jmin − 1,
∑J
k=1 p
∗
k ≤ PJ also holds for
J = 1, · · · , Jmin − 1.
Generally speaking, the algorithm is not guaranteed to find
the global optimal solution, but based on the decomposition
approach, it is expected to be close-to-optimal. When the
problem only needs to be decomposed once, it is obvious that
the globally optimal solution is found.
B. Problems with Multiple Water-Levels
For MIMO-OFDM systems, some resource allocation prob-
lems aim at maximizing sum-utilities but with a certain level
of fairness among subcarriers, e.g., maximizing the minimum
sum-utility function among subcarriers. With the optimal
diagonalizable structures, the resource allocation along the
eigenchannels aligning the optimal spatial basis can be cast
in the following form:
P5 : max
{pk,j}
min
j
∑K
k=1
fk,j(pk,j)
s.t.
∑J
j=1
∑K
k=1
pk,j ≤ P, pk,j ≥ 0,
where fk,j’s have the same properties as the fk-functions
in P2. It can be easily shown that P5 is equivalent to the
following:
max
{pk,j}
∑K
k=1
fk,j(pk,j)
s.t.
∑J
j=1
∑K
k=1
pk,j ≤ P, pk,j ≥ 0,∑K
k=1
fk,1(pk,1) = · · · =
∑K
k=1
fk,J (pk,J) = t.
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Algorithm 8 Proposed algorithm for problems P5, P6, and P7.
1: Initialize Ik,j = 1 ∀k, j;
2: Calculate µj’s and pk,j’s by jointly solving Eqns. (41),
(42), and (43);
3: while length(find({pk,j} < 0)) > 0 do
4: Sj,inactive = {(k, j)|pk,j < 0};
5: Set Ik,j = 0 for (k, j) ∈ Sj,inactive;
6: Calculate µj’s and pk,j’s by jointly solving Eqns. (41),
(42), and (43);
7: end while
8: return pk,j’s.
This is because at the optimum, the objective values on all
subcarriers are the same. Define Sj,active , {pk,j > 0}
for j = 1, · · · , J . The following lemma gives the necessary
conditions of the optimal solution of P5.
Lemma 9. The following conditions are necessary for the
optimal solution of P5:

f ′k1,j(pk1,j) = f
′
k2,j
(pk2,j) for k1, k2 ∈ Sj,active, j = 1, · · ·J,∑K
k=1fk,1(pk,1) = · · · =
∑K
k=1fk,J(pk,J ) = t,∑J
j=1
∑K
k=1pk,j = P.
(39)
Proof. The necessity of the second and third lines in (39) is
obvious. To show the necessity of the first one, denote the op-
timal solution of P5 as p∗k,j . It is obvious that {p∗1,j, · · · , p∗K,j}
must be the optimal solution for the following reduced prob-
lem:
P5.j : max
p1,j ,··· ,pK,j
∑K
k=1
fk,j(pk,j)
s.t.
∑K
k=1
pk,j ≤
∑K
k=1
p∗k,j , pk,j ≥ 0
(40)
since P5.j is a subproblem. From Lemma 1, the necessity of
the first line of (39) is proved.
Thus following the viewpoint and scheme in Section II-B,
we define gk,j(·) , Inv[f ′k,j ](·) and introduce the indication
operator Ik,j as: Ik,j = 1 if pk,j > 0 and Ik,j = 0 if pk,j = 0.
The necessary conditions can be rewritten as
pk,j = gk,j(µj)Ik,j . (41)∑K
k=1
fk,j(pk,j) = t. (42)
P =
∑J
j=1
∑K
k=1
gk,i(µj)Ik,j , (43)
where µj is the final increasing rate (also referred to as the
water level) for the jth subcarrier. Algorithm 8 is thus pro-
posed whose solution values satisfy the necessary conditions.
Similar to previous discussions, the complexity of Algorithm 8
is O(J2K2).
In the following, two application examples are given to
demonstrate the application of Algorithm 8 for optimization
problems in wireless communications.
Example 9: With the optimal diagonalization, the maximum-
sum-weighted-MSE minimization problem for MIMO-OFDM
systems can be formulated as
max
{pk,j}
min
j
−
∑K
k=1
wk,j
bk,j + ak,jpk,j
s.t.
∑J
j=1
∑K
k=1
pk,j ≤ P, (44)
where the term
∑K
k=1 wk,j/(bk,j + ak,jpk,j) is the weighted
sum-weighted-MSE on the jth subcarrier. From (41),
pk,j = gk,j(µj)Ik,j =
(√
wk,j
µjak,j
− bk,j
ak,j
)
Ik,j . (45)
By using (45) in Eqn. (42), we have
K∑
k=1
wk,j
bk,j + ak,jpk,j
=
∑
k∈Sj,active
wk,j +
∑
k/∈Sj,active
√
ak,j
µj
= t,
(46)
from which we can solve µj as a function of t as follows:√
1
µj
=
∑
k∈Sj,active
wk,j/
√
ak,j
t−∑k/∈Sj,active wk,j . (47)
With (47), the sum power constraint (43) can be rewritten as
K∑
k=1
(
∑
k∈Sj,active
wk,j/
√
ak,j)
2
t−∑k/∈Sj,active wk,j −
K∑
k=1
∑
k∈Sj,active
bk,j
ak,j
= P.
(48)
For given Ik,j ’s, bisection search can be used to compute t
from (48). Then with (47), µj’s can be computed and with
(45), pk,j’s can be computed.
Example 10: The maximization of the minimum weighted
mutual information for MIMO-OFDM systems with optimal
diagonalization can be formulated as the following:
max
{pk,j}
min
j
∑K
k=1
wk,j log|bk,j + ak,jpk,j |
s.t.
∑J
j=1
∑K
k=1
pk,j ≤ P, pk,j ≥ 0. (49)
This optimization plays a key role in the transceiver opti-
mizations of MIMO-OFDM systems with nonlinear Tomlinson
Harashima precoding (THP) or decision feedback equalization.
Following the same logic as that for Example 9, we have via
manipulating (41) and (42)
pk,j =
(
wk,j
µj
− bk,j
ak,j
)
Ik,j . (50)
log
1
µj
=
t− ∑
k/∈Sj,active
wk,j logbk,j −
∑
k∈Sactive
wk,j log (ak,jwk,j)∑
k∈Sj,inactive
wk,j
.
(51)
By using the above two equations in (43), the value of t can
be computed by solving the following equation:
K∑
k=1
J∑
j=1
(
wk,j
µj
− bk,j
ak,j
)
Ik,j = P. (52)
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Because of the monotonicity of the left-hand-side of (52) with
respect to t, bisection search can be used to find the value of t.
The values of µj’s can be obtained from (51), and the values
of pk,j’s can be obtained from (50).
In P5, only the zero lower bound is considered for pk,j .
It can be generalized to include box constraints. The new
optimization problem is given in the following:
P5.1 : max
{pk,j}
min
j
∑K
k=1
fk,j(pk,j)
s.t.
∑J
j=1
∑K
k=1
pk,j ≤ P, γk,j ≤ pk,j ≤ τk,j pk,j ≥ 0.
(53)
An algorithm can be designed based on the combination
of Algorithms 7 and 8, where Algorithm 7 provides the
principle for choosing subchannels and Algorithm 8 provides
the mechanism for computing multiple water levels. Specif-
ically, an algorithm for P5.1 can be formed by changing
“one of Algorithms 3-6” in Steps 2,8, 9 of Algorithm 7 to
“Algorithms 8”.
Example 11: The minimization of the maximum weighted
MSE under box constraints for MIMO-OFDM systems can
be cast as P5, where
fk,j(pk,j) =
wk,j
bk,j + ak,jpk,j
.
A solution can be found with the proposed mixed algorithm
where intermediate calculations are given in (45)-(47).
Example 12: Another example is the combination of Ex-
amples 6 and 10 for the minimum capacity maximization in
MIMO-OFDM systems, where
fk,j(pk,j) = wk,j log|bk,j + ak,jpk,j |.
A solution can be found with the proposed mixed algorithm
where intermediate calculations are given in (50)-(52).
C. Problems with Clusters
Another set of resource allocation problems have clustered
water-filling structures, e.g., the power allocation in MIMO-
OFDM systems under imperfect CSI. With the optimal diago-
nalizable structure, this type of optimization can be formulated
and/or transformed in the following form [25], [35]:
P6 : max
{pk,j},{Pj}
∑J
j=1
∑K
k=1
fk,j(pk,j , Pj)
s.t.
∑K
k=1
pk,j ≤ Pj ,
∑J
j=1
Pj ≤ P, pk,j ≥ 0, (54)
where pk,j is the power for Channel/Cluster j on Subcarrier k
and {P1, · · · , PJ} is a set of auxiliary variables representing
the total powers over the channels across subcarriers. One
important difference of P6 to the previous problems lies in
the structure of fk,j . Other than pk,j’s, it is also a function
of Pj . With respect to pk,j while Pj is considered fixed,
fk,j is assumed to have the same properties (strictly concave,
increasing, and continuously differentiable) as before.
It is obvious that for given values of Pj’s, the optimization
problem P6 decouples into J subproblems, one for each J
and all following the format of P1. Thus similar to Section II,
we introduce the index operator as: Ik,j = 1 if pk,j > 0 and
Ik,j = 0 if pk,j = 0. From the KKT conditions, we have
pk,j = gk,j(µj , Pj)Ik,j , Pj =
K∑
k=1
gk,j(µj , Pj)Ik,j . (55)
The optimal value of each subproblem can be found via
Algorithm 1. To solve the values of Pj’s, from KKT conditions
of P6, we have∑K
k=1
∂fk,j(pk,j , Pj)
∂Pj
= µj − γ, (56)
P =
∑J
j=1
∑K
k=1
gk,j(µj , Pj)Ik,j . (57)
where µj’s are the Lagrange multipliers for the first set of
constraints of P6 and λ is the multiplier for the second
constraint. Based on (55)-(57), by following the framework
in Section II-B, Algorithm 8 can be used to find the solution
values of P6 as well by only replacing the equations in Steps
2 and 6 to (55)-(57).
Two application examples for P6 are the weighted sum-
MSE minimization [25] and the weighed sum-capacity max-
imization [35] for MIMO-OFDM systems under imperfect
CSI. Both can be transformed into P6 with the optimal
diagonalization structure. The optimal solution values can be
found via Algorithm 8, where more details are omitted here
and interested readers are referred to [25] and [35].
D. Problems with Clusters and Multiple Water Levels
A combination of P5 and P6 can be formulated as follows:
P7 : max
{pk,j},{Pj}
min
j
∑K
k=1
fk,j(pk,j , Pj)
s.t.
∑K
k=1
pk,j ≤ Pj ,
∑J
j=1
Pj ≤ P, pk,j ≥ 0,
where fk,j’s have the same properties as in P6. The problem
models the optimization of MIMO-OFDM systems under
imperfect CSI with consideration of fairness. By following
the derivations in Sections IV-B and IV-C, we have, from the
KKT conditions,
pk,j = gk,j(µj , Pj)Ik,j . (58)
Pj =
K∑
k=1
gk,j(µj , Pj)Ik,j . (59)
∑K
k=1
fk,j(pk,j , Pj) = t. (60)
P =
∑J
j=1
∑K
k=1
gk,j(µj , Pj)Ik,j . (61)
Algorithm 8 can be used to find the solution values of P6 as
well by only replacing the equations in Steps 2 and 6 with
(58)-(61).
Example 13: With optimal diagonalization structure, the
problem of the minimum weighted sum-capacity maximization
for MIMO-OFDM systems under imperfect CSI can also be
formulated as P7 where
fk,j(pk,j , Pj) = wk,j log
(
1 +
ak,jpk,j
σ2ejPj + σ
2
n
)
.
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Fig. 1. The MSEs under different box constraints for single-user MIMO-
OFDM system with 4 antennas at transceiver nodes.
By jointly solving (58) and (61), the values of pk,j’s can be
obtained for any given Ik,j . Thus Algorithm 8 can be used to
find the solution values. This algorithm can also be applied to
the minimization of the maximum weighted sum-MSE under
imperfect CSI.
V. NUMERICAL RESULTS
Due to space limitation, only the most general and represen-
tative cases are simulated and shown. MIMO-OFDM systems
are adopted as the most complicated case considered in this
work. Further, optimization related to MSE minimization is
chosen since it is more complicated and interesting than
those for capacity maximization. For high signal-to-noise-
ratio (SNR) regime, the solutions for capacity maximization
approach uniform power allocation and as a result, the effect
of box constraints becomes trivial.
It is assumed that the source and destination are each
equipped with 4 antennas. A multi-path channel with 7 paths
is simulated. Specifically, each channel tap is generated ac-
cording to a Gaussian distribution. Further, the time-domain
decaying factor of the channel taps is 0.5, i.e., the covariance
of the lth tap is 1/2l−1 of that of the first tap and the sum
variances of all the taps is normalized to one. The number
of frequency-domain subcarriers is J = 256. Each point in
the figures is obtained by an average over 103 independent
channel realizations. The maximum transmit power is denoted
by P and the SNR is defined as P/(Nσ2n).
We simulate the case with perfect CSI. The sum-MSE
minimization can be formulated as Problem P3, where the
following box constraints are used:
γP/(4N) ≤ pk,j ≤ τP/(4N). (62)
The parameters γ and τ are introduced to adjust the bounds of
the power allocations to exhibit the effect of box constraints.
The sum-MSE is shown in Fig. 1, for different SNR values,
0 100 200 300 400 500 600 700 800 900 1000
Eigenchannel Index
0.4
0.6
0.8
1
1.2
1.4
1.6
1.8
Al
lo
ca
te
d 
Po
we
r
Fig. 2. The power allocation for one channel realization at the SNR of 20
dB with γ = 0.4 and τ = 1.6.
where it can be observed that the box constraints can control
the fairness among different subcarriers.
In Figs. 2 and 3, we show the power allocation results across
the 1024 eigen-channels for one channel realization at the
SNR of 20 dB with different values of γ and τ . It can be
seen that box constraints are of practical importance in the
communication design as the channel qualities of different
eigenchannels fluctuate significantly. Further based on the
proposed algorithm, both the lower bounds and upper bounds
can be met. From Fig. 2 and Fig. 3, it can be seen that water-
filling algorithm designs under upper bounds and lower bounds
are very necessary. Even when the lower bound is very small
or the upper bound is very high, they are usually active.
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Fig. 3. The power allocation for one channel realization at the SNR of 20
dB with γ = 0.4 and τ = 4.
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VI. CONCLUSIONS
Optimization problems with water-filling solutions widely
arise and are fundamental for the resource allocation in
wireless communications and networking. To find the solution
values, practical and efficient algorithms should be carefully
designed. In this work, a new viewpoint for such optimization
problems has been proposed by understanding the power
allocation procedure dynamically and considering the changes
of the increasing rates on each subchannel. With this viewpoint
and rigorous analysis of the solution structure, a compre-
hensive framework for algorithm designs has been presented
in this paper. Five different kinds of optimization problems
have been studied sequentially according to their complexities
and efficient algorithms have been proposed. Based on our
results, it can be concluded that the various algorithm designs
share common fundamentals. We also expect that the proposed
design logic and algorithms can be used to resolve new
optimization problems in future wireless systems.
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