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Abstract—We propose a novel multipath multi-hop adaptive
and causal random linear network coding (AC-RLNC) algorithm
with forward error correction. This algorithm generalizes our
joint optimization coding solution for point-to-point commu-
nication with delayed feedback. AC-RLNC is adaptive to the
estimated channel condition, and is causal, as the coding adjusts
the retransmission rates using a priori and posteriori algorithms.
In the multipath network, to achieve the desired throughput and
delay, we propose to incorporate an adaptive packet allocation
algorithm for retransmission, across the available resources of
the paths. This approach is based on a discrete water filling al-
gorithm, i.e., bit-filling, but, with two desired objectives, maximize
throughput and minimize the delay. In the multipath multi-hop
setting, we propose a new decentralized balancing optimization
algorithm. This balancing algorithm minimizes the throughput
degradation, caused by the variations in the channel quality of
the paths at each hop. Furthermore, to increase the efficiency,
in terms of the desired objectives, we propose a new selective
recoding method at the intermediate nodes. We derive bounds
on the throughput and the mean and maximum in-order delivery
delay of AC-RLNC, both in the multipath and multipath multi-
hop case. In the multipath case, we prove that in the non-
asymptotic regime, the suggested code may achieve more than
90% of the channel capacity with zero error probability under
mean and maximum in-order delay constraints, namely a mean
delay smaller than three times the optimal genie-aided one and a
maximum delay within eight times the optimum. In the multipath
multi-hop case, the balancing procedure is proven to be optimal
with regards to the achieved rate. Through simulations, we
demonstrate that the performance of our adaptive and causal
approach, compared to selective repeat (SR)-ARQ protocol, is
capable of gains up to a factor two in throughput and a factor
of more than three in mean delay and eight in maximum delay.
The improvements on the throughput delay trade-off are also
shown to be significant with regards to the previously developed
singlepath AC-RLNC solution.
Index Terms—Ultra-reliable low-latency Communications,
Random linear network coding (RLNC), forward error correc-
tion (FEC), feedback, causal, coding, adaptive, in order delivery
delay, throughput.
I. INTRODUCTION
The increasing demand for network connectivity and high
data rates necessitate efficient utilization of all possible re-
sources. In recent years, the connectivity moved forward from
point-to-point schemes (i.e. single path, SP) to heterogeneous
multipath (MP) multi-hop (MH) networks in which interme-
diate nodes can cooperate and share the common medium for
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Figure 1. Multipath multi-hop network with delayed feedback. The single-
path, multipath, and multipath multi-hop communications are denoted by SP,
MP, and MP-MH, respectively.
efficient communications. Such advanced networks appear for
instance when considering the backhaul of smart cities, which
can act as a bottleneck in case of a massive data traffic [1], [2].
Taking advantage of the connectivity to various resources such
as public WiFi and wireless links with several base stations,
MP-MH networks can provide robustness and reliable commu-
nications with high data rates by simultaneously sharing the
physical layer resources over each path and hop. However,
it is critical to ensure that efficiency is not compromised
and that in-order delivery delay is managed [3], particularly
when the links are unreliable and retransmissions are required;
when there are high round-trip-time (RTT) delays between the
sender and the receiver; or when the state of each link/path
is not fully determined. Figure 1 illustrates the considered
settings of communications.
To achieve the min-cut max-flow capacity in the multipath
multi-hop networks, solutions based on information-theory
with a very large blocklength regime have been considered [4].
However, in streaming communications, which are utilized, for
example, in audio/video transmissions, automotive, smart-city,
control applications, etc., there are strict real-time constraints
that demand low in-order delivery delays while the high
data rates require all the available resources of the MP-MH
networks. Traditional information-theory solutions with large
blocklength are not able to reach this desired trade-off.
In point-to-point channels with erasures and delayed feed-
back, different packet-level techniques have been considered to
manage and reduce the effects of this throughput-delay trade-
off. Using forward error correction (FEC) according to the
feedback acknowledgments, the in-order delivery delay can
be reduced [5], and the performance of SR-ARQ (Selective
Repeat - Automatic Repeat reQuest) protocols can be boosted
[6]. Moreover, coding solutions are considered as well in
[7]–[11] for SP communication, and in [12]–[16] for MP and
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2MH networks. However, although part of those solutions are
reactive to the feedback acknowledgments (i.e. causal), none
of those solutions are tracking the varying channel condition
and the rate (i.e. not adaptive). In [17], an adaptive coding
algorithm for blocks is presented, able to choose optimally the
size of the next coding block for deadline-aware applications
while in [18], a multi-hop protocol optimizing the transmis-
sion of files is designed. Taking advantage of a per-packet
acknowledgment, for SP communications, we have recently
provided in [19] a novel adaptive and causal random linear
network coding (AC-RLNC) solution with FEC. This solution
is adaptive not only to the mean packet loss probability as the
above works but also to the specific erasure pattern of each
block. To ensure low in-order delivery delays, in this solution
the sender tracks the channel variations (i.e. adaptive) using
a priori and posteriori algorithms (i.e. causal), and adapts the
code rate according to the erasure realizations.
Although joint optimization of coding and scheduling in
SP communications has been considered in our previous work
[19], joint coding and scheduling in MP and MH networks
for optimizing the trade-off between throughput and in-order
delivery delay remains a challenging open problem. To gener-
alize the AC-RLNC solution to MP networks, the main diffi-
culty lies in the discrete allocation of the new coded packets of
information and FEC coded packets, over the available paths.
On one hand, in order to achieve a high throughput, the sender
needs to send as many packets of information as possible. On
the other hand, it has to balance the failed transmissions by
retransmitting several times the same packets. Furthermore, the
earlier the retransmissions are sent, the lower is the delay. To
obtain the desired throughput-delay trade-off, the raised open
problem is how to allocate transmitted packets to the paths, at
each time slot. Moreover, in a MH network, the rate is limited
by the link with the smallest rate, therefore causing bottleneck
effects if the channel rate varies from hop to hop. In this paper,
we propose a MP and MH adaptive causal network coding
solution that can learn the erasure pattern of the channels, and
adaptively adjust the allocation of its retransmitted packets
across the available paths. Furthermore, in the MH setting,
we propose a decentralized adaptive solution which may
completely avoid the bottleneck effect by reorganizing the
order of global paths at each intermediate node. The discrete
allocation of packets on the paths as well as the decentralized
solution able to decrease the bottleneck effect in MP and MH
networks constitute the key improvements with regards to our
previous SP solution [19]. This novel approach closes the
mean and max in-order-delay gap and boosts the throughput.
Contributions
We propose a novel adaptive causal coding solution with
FEC for MP and MH communications with delayed feedback.
The proposed solution generalizes the SP setting, in which
the AC-RLNC algorithm can track the network condition, and
adaptively adjust its retransmission rates a priori and posteriori
over all the available resources in the network. Specifically, to
balance the allocation of packets across different paths, the
adaptive algorithm we utilize is based on a discrete water-
filling approach. Furthermore, in the MH setting, to reduce
the bottleneck effect due to the channel variations at each
hop, we propose a new decentralized optimization balancing
algorithm. This adaptive algorithm can be applied indepen-
dently at each intermediate node according to the feedback
acknowledgments, while tracking the erasure patterns of the
income and outcome channels.
Both for MP and MH networks, we provide bounds on
the throughput and in-order delivery delay of our AC-RLNC
solution. Specifically, we prove that for the MP network in the
non-asymptotic regime, the suggested code may achieve more
than 90% of the channel capacity with zero error probability
under mean and maximum delay constraints. Bounds on the
in-order delivery delay allow furthermore to gain insights on
the advantage of our MP protocol with regards to the SP
one. Moreover, in the MP-MH network, we prove that the
decentralized balancing protocol is optimal with regards to
the achieved rate.
We contrast the performance of the proposed approach
with the one of SR-ARQ. We demonstrate that the proposed
approach can, compared to SR-ARQ, achieve a throughput
up to two times better and reduce the delay by a factor
of more than three. We compare furthermore our MP-MH
solution to the SP AC-RLNC protocol presented in [19],
proving that the multipath and multihop specificities of our
algorithm outperform the SP one, both in throughput and in
in-order delay. As improvements brought by the SP AC-RLNC
protocol over traditional SP coding schemes are presented in
[19], these traditional solutions are also shown to reach worse
trade-offs than our solution.
The structure of this work is as follows. In Section II, we
formally describe the system model and the metrics in use. In
Section III, we provide a background on the SP solution and on
the MH transmission protocol. In Section IV, we present the
MP solution with theoretical guarantees and simulation results.
In Section V, we generalize the MP solution and analyses
to the MP-MH solution. Finally, we conclude the paper in
Section VI.
II. SYSTEM MODEL AND PROBLEM FORMULATION
We consider a real-time slotted communication model with
feedback in two different settings: first a multipath (MP)
channel with P paths and then a multipath and multi-hop (MH)
channel with H hops and P paths per hop, as represented in
Figure 1. Symbol definitions are provided in Table I.
Multipath setting: At each time slot t, the sender trans-
mits over each path p ∈ {1, . . . , P} a coded packet ct,p.1 The
considered coding scheme is part of RLNC. The sender is thus
assumed to be able to generate random coefficients in a given
Galois field in order to obtain random linear combinations of
raw packets of information. The obtained linear combination
can formally be described by (1). For the decoding process, the
receiver retrieves the raw packets of information by performing
a Gaussian elimination on a linear system, build by considering
for each coded packet the underlying equation. In [4], this
coding scheme is proven to generate asymptotically (i.e. for
1A negligible size header containing transmission information may be sent
with the coded packets.
3Param Definition
P , H number of paths and number of hops
p,h erasure probability of the pth path and hth hop
rp,h 1− p,h, rate of the pth path and hth hop
¯ (1+...+P )/P , mean erasure rate
t time slot index
M number of information packets
xi information packets, i ∈ [1,M ]
µi ∈ Fz random coefficients
ct,p RLNC to transmit at time slot t on path p
t− t−RTT , time slot of the delayed feedback
Dmean mean in-order delivery delay
Dmax max in-order delivery delay
η throughput
k number of packets in window, RTT − 1
EW end window of k new packets
o¯ maximum window size
mp number of FEC’s for the pth path
ad number of added DoF’s (global denoted by g)
md number of missing DoF’s (global denoted by g)
d md/ad, DoF rate
th retransmission parameter
∆ P · (d− 1− th), DoF rate gap
C set of all sent RLNC’s
Cr set of repeated RLNC’s
Cn set of new RLNC’s
A set of RLNC’s with ACK feedback
N set of RLNC’s with NACK feedback
F set of RLNC’s that do not have a feedback yet
U set of RLNC’s depending on undecoded packets
Pp set of RLNC’s sent on path p
Table I
SYMBOL DEFINITION
large field sizes) linearly independent coded combinations.
Hence, it is assumed in the following that if k coded packets
depend only on k raw packets of information, decoding is
possible. Forward paths between the sender and the receiver
are modeled as independent binary erasure channels (BEC)2.
Namely, erasure events are i.i.d. with probability p for each
p-th path. According to the erasure realizations, the receiver
sends at each time slot either an acknowledgment (ACK) or
a negative-acknowledgment (NACK) message to the sender,
using the same paths. For simplicity, feedback messages are
assumed to be reliable, i.e., without errors in the feedback3.
The delay between the transmission of a coded packet and
the reception of the corresponding feedback is called round
trip time (RTT). Defining ρp as the rate of the forward path p,
in bits/second and |ct,p| as the size of coded packet ct,p, in bits,
the maximum duration of a transmission is td = max
t,p
|ct,p|/ρp.
2Channel models including burst of erasures such as Gilbert-Elliott channels
[20] can also be considered. This has been done for our singlepath AC-RLNC
protocol in [19] and constitutes an interesting direction for future work.
3Analysis that incorporates errors in the feedback as well as a fluctuating
RTT can be conducted, e.g., by using the techniques provided in [11].
However, we leave this interesting extension as future work.
Letting tprop be the maximum propagation time of the paths
between sender and receiver in seconds and assuming the size
of feedback messages is negligible compared to the one of
coded packets, the RTT is given by
RTT = td + 2tprop.
Hence, for each transmitted coded packet ct,p, the sender
receives a ACK(t, p) or NACK(t, p) after RTT seconds. As we
consider slotted communications, the time-dependent quanti-
ties can also be defined in terms of number of slots. In the
following, the RTT will hence have units of slots4.
Multipath Multi-hop setting: In this setting, the sender
and receiver behave exactly as in the single-hop case. For
simplicity, we assume that there are P paths in each hop
h ∈ {1, . . . ,H}, each with i.i.d erasure probabilities p,h. At
each time slot, each intermediate node nh, h ∈ {1, . . . ,H−1},
receives from the h-th hop (and therefore either from the
sender for the first node or from the previous node for the
others) P coded packets from the independent paths. The
node then sends P (possibly different) coded packets on the
(h+ 1)-th hop (towards next node or the receiver for the last
intermediate node). For feedback acknowledgments, either a
local hop-by-hop mechanism (from node to node) or a global
one (directly from the receiver to the sender) can be used.
Letting tprop,h be the maximum propagation delay of one hop,
in seconds, and assuming all hops have the same propagation
delay, the propagation time tprop becomes tprop = Htprop,h.
Our goal for both of these settings, with parameters ρ-th
and RTT, is to maximize the throughput, η, while minimizing
the in-order delay, D, as given in the following definitions.
Definition 1. Throughput, η. This is the total amount of
information (in bits/second) delivered, in order, at the receiver
in n transmissions over the forward channel. The normalized
throughput is the total amount of information delivered, in
order at the receiver divided by n and the size of the packets.
Definition 2. In-order delivery delay, D. This is the difference
between the time an information packet is first transmitted
in a coded packet by the sender and the time that the
same information packet is decoded, in order at the receiver
and successfully acknowledged [3]. The time needed for the
transmission of the acknowledgment message is not counted
in D.
More precisely, we consider the mean and max in-order
delay Dmean and Dmax. While Dmean reduces the overall
delay, Dmax is critical for real-time applications that need a
low inter-arrival time between packets.
III. BACKGROUND
Before we consider the MP and MH protocols in details,
we present the SP AC-RLNC algorithm suggested in [19] and
the capacity achieving protocol described in [21].
4In WiFi communications with 12Mbs speed, 8 slots correspond approxi-
mately to 1ms.
4Figure 2. System model and encoding process of the coded RLNC combina-
tions in MP network. In this example, for simplicity of notation, wmin = 1.
a) SP AC-RLNC algorithm: In [19], an adaptive causal
random linear network coding algorithm for a single-hop
single-path setting is described. We review here several key
features of that protocol.
Coded packets and sliding window mechanism: Raw
packets of information are encoded using RLNC. Each coded
packet ct, called a degree of freedom (DoF), is obtained as
ct =
wmax∑
i=wmin
µi · xi,
with {µi}wmaxi=wmin , random coefficients in the field Fz of size
z, {xi}wmaxi=wmin , the raw information packets and wmin and
wmax, the limits of the current window5. At each time step,
the sender can either transmit a new coded packet or repeat
the last sent combination6. wmax is thus incremented each
time a new DoF is sent while wmin corresponds to the oldest
raw packet that is not yet decoded. We denote by DoF(ct) the
DoF’s contained in ct, i.e. the number of information packets
in ct.
Tracking the path rate and DoF rate: Given the feedback
acknowledgments, the sender can track the erasure probability
 (and thus the path rate r, defined as r = 1 − ) as well as
the DoF rate d = md/ad, with md and ad being respectively
the number of erased and repeated DoF’s. These quantities
are needed by the two FEC mechanisms that counteract the
erasures.
A priori mechanism: When k = RTT − 1 new packets
of information have been transmitted, d·kc repetitions7 of the
5 As shown in [4], if z is large enough, a generation of k raw information
packets can be decoded with high probability using Gaussian elimination on
k coded packets.
6“Same” and “new” refer here to the raw packets of information contained
in the linear combination. Sending the same linear combination thus means
that the raw packets are the same but with different random coefficients.
7 dxc corresponds to rounding x to the nearest integer.
same RLNC are sent in order to compensate for the expected
erasures8.
A posteriori mechanism: When a priori repetitions are
not sufficient, the retransmission criterion r− d ≤ th, with th
being a tunable parameter, determines when additional FEC’s,
called feedback FEC’s (FB-FEC) are needed. Intuitively, when
the DoF rate is higher (resp. lower) than the rate of the channel,
then too many (resp. not too much) coded packets are erased,
and retransmissions are (resp. are not) needed.
Size limit mechanism: In order to reduce Dmax, the
window size w = wmax − wmin + 1 is limited to o¯. Like
th, o¯ can also be tuned to achieve different trade-offs. When
that limit is reached, the sender transmits the same RLNC until
it knows, as result of the feedback acknowledgments, that all
information packets are decoded.
b) Multi-hop transmission: As proved in [22], the ca-
pacity of a network equals its maximum flow (or equivalently
its minimum cut). Using random linear network coding, that
capacity can be achieved for instance by using the protocol
suggested in [21]. In this protocol, each node generates and
sends random linear combinations of all packets in its memory
whatever the structure of the network. Specifically to the MP
and MH setting, at each time slot, each node (the sender
included) stores received RLNC’s (or the previously sent
RLNC’s for the encoder). Then, each node sends on the P
next paths a linear combination of all received RLNC’s. In the
asymptotic regime, that protocol achieves the capacity [21].
IV. MULTIPATH COMMUNICATION
In this section, as illustrated in Figure 3, we propose to
merge the AC-RLNC solution described in Section III (for
each individual SP), with an adaptive algorithm balancing the
allocation of new RLNC’s and FEC RLNC’s on the paths.
Figure 2 shows the adaptive causal coding process on the
single hop multipath network. The adaptive algorithm is based
on a discrete water filling approach, i.e., bit-filling (BF),
as given in [23]. However, the BF is modified in order to
take into account both rate and in-order delay objectives. To
reach the desired trade-off between throughput and delay in
the MP network, we suggest to utilize the key features of
the SP AC-RLNC algorithm, especially the a priori and a
posteriori FEC mechanisms, as well as the tracking of the
channel rate and the DoF rate via the feedback acknowledg-
ments. Yet, in the MP network, to maximize the throughput
while minimizing the in-order delay, allocation of new coded
packets and retransmissions demands to consider adaptively
the available resources across all the channels. The symbol
definitions are provided in Table I. The main components of
the packet level protocol and the balanced allocation algorithm
over the different paths are described next in Section IV-A,
while theoretical analyses assess the achieved trade-offs in
Section IV-B. In Section IV-C, the simulation results of the
solution we suggest for the MP network are presented. The
theoretical analyses and the provided simulation results allow
to gain insights on the advantage of our MP protocol with
regards to the SP ones, applied independently on each path.
8In the following, this mechanism is referred to as “sending FEC’s”.
5Figure 3. Difference between MP AC-RLNC protocol (upper figure) and
independent SP AC-RLNC protocols on each individual path (bottom figure).
In this example, H = 1 and P = 4. By considering a joint MP protocol
instead of independent SP ones, we reach better trade-offs between throughput
and in-order delay.
A. Adaptive Coding Algorithm
Here we detail the MP solution, described in Algorithm 1.
a) A priori mechanism (FEC): After the transmission of
k = P (RTT −1) new RLNC’s, mp = dp(RTT −1)c FEC’s
are sent on the p-th path. This mechanism tries to provide a
sufficient number of DoF’s to the receiver, by balancing the
expected number of erasures. Note that mp may vary from
path to path, according to the estimated erasure probability of
each path.
b) A posteriori mechanism (FB-FEC): The retransmis-
sion criterion of the FB-FEC mechanism has to reflect, at the
sender’s best knowledge, the ability of the receiver to decode
RLNC’s. Letting mdg be the number of missing DoF’s (i.e. the
number of new coded packets that have been erased) and adg
be the number of added DoF’s (i.e. the number of repeated
RLNC’s that have reached the receiver), the retransmission
criterion can be expressed as mdg > adg . Indeed, if the
number of erased new packets is not balanced by enough
repetitions, then decoding is not possible. However, at the
sender side, mdg and adg cannot be computed exactly due to
the RTT delay. At time step t, the sender can only compute
accurately these quantities for the RLNC’s sent before t− =
t−RTT and that have thus a feedback acknowledgment. But
for those sent between t− and t, these two quantities have to
be estimated, for instance using the average rate of each path.
Thus, letting md1 and ad1 (resp. md2 and ad2) correspond to
the RLNC’s with (resp. without) feedback acknowledgments,
mdg = md1 + md2 and adg = ad1 + ad2 are computed
through (1) and (2). Note that in these equations, the different
sets9 are defined in Table I and that |S| denotes the cardinality
of set S.
md1 = |N ∩ Cn ∩ U|,md2 =
∑P
p=1 p|Pp ∩ Cn ∩ F ∩ U| (1)
ad1 = |A ∩ Cr ∩ U|, ad2 =
∑P
p=1 rp|Pp ∩ Cr ∩ F ∩ U| (2)
9Note that C = Cr ∪ Cn = A ∪N ∪ F
Figure 4. Bit-Filling packets allocation in multipath network. At the sender,
given the estimated rates (green), according to the retransmission criterion
given in (4), first a global decision is made (i.e., check if retransmission
is needed). Then if retransmission is needed, a local decision on which
paths to send new packets of information and retransmissions (described by
different colors as in Figure 2) are made according to the bit-filling given in
Proposition 1 (red).
Now defining the DoF rate of MP network as d = mdg/adg ,
and using a tunable parameter th, the retransmission criterion
can be rewritten as d−1 > th. Finally, defining the DoF rate
gap ∆ as
∆ = P · (d− 1− th) , (3)
the FB-FEC criterion we suggest is
FB-FEC: retransmission ⇐⇒ ∆ > 0. (4)
c) Packet allocation: In order for the sender to decide
on which paths allocate the new coded packets of information
and retransmissions of FB-FEC’s, we propose a new algorithm
inspired by a BF algorithm given in [24] and [23]. However,
unlike the optimization problem considered in [24] and [23],
in which there is one objective in order to optimally allocate
bits under power constraints, the optimization problem in this
paper contains two objectives. On one hand, the throughput
needs to be maximized through the allocation of new coded
packets while on the other hand, the in-order delay has to be
reduced through FB-FEC retransmissions. Figure 4 illustrates
the BF packets allocation for a multipath network.
We define the set of all the paths as P , and the index of
all the possible sub-sets as ξ ∈ {1, . . . , 2P }. We denote the
possible subset of paths over which the sender will transmit
the new coded packets of information as Pξ, and the possible
subsets of paths over which the sender will transmit the
retransmissions of FB-FEC packets as Pc
ξ¯
.
Proposition 1 (Bit-Filling). Given the estimated rates of all
the paths, rp with p ∈ {1, . . . , P}, the sender wants to
maximize the throughput of the new packets of information.
The set of paths Pˆξ on which new packets are sent is obtained
as
Pˆξ = arg max
(Pξ)
∑
i∈Pξ
ri,
s.t.
∑
j∈Pc
ξ¯
rj ≥ ∆ for Pcξ¯ = P \ Pξ,
(5)
where the optimization problem minimizes the in-order deliv-
ery delay, by providing over the selected paths a sufficient
number of DoF’s for decoding.
6Algorithm 1 multipath protocol for packet scheduling
1: Initialize transmission:
2: while packets to transmit do
3: if Feedback available then
4: Update p for each path
5: Update mdg and adg
6: Update ∆
7: end if
8: Size limit transmissions:
9: if w > o¯ then
10: Retransmit same RLNC until DoF(ct)= 0
11: else
12: FEC transmissions:
13: for all paths with mp > 0 do
14: Retransmit same RLNC
15: mp = mp − 1
16: end for
17: if remaining paths10 then
18: FB-FEC transmissions:
19: if ∆ > 0 then
20: Determine FB-FEC paths
21: Transmit same RLNC on these paths
22: end if
23: New transmissions:
24: for all remaining paths do
25: if not EW then
26: Transmit new RLNC
27: end if
28: end for
29: FEC transmission (initialization):
30: if EW then
31: Set mp := dp(RTT − 1)c
32: for all remaining paths do
33: Transmit same RLNC
34: mp = mp − 1
35: end for
36: end if
37: end if
38: end if
39: end while
It is important to note that by tuning the chosen parameter
th (reflected in ∆ (3)) it is possible to obtain the desired
throughput-delay trade-off. Moreover, to maximize the per-
formance of the proposed approach, it is required to solve
problem (5) only when the estimations of the rates change. To
reduce the complexity of the optimization problem, once the
number of paths is high, we can consider a relaxation of the
optimization, e.g., using Knapsack problem algorithms [25],
[26].
B. Analytical Results for Delay and Throughput
1) An Upper Bound for the Throughput: Here, the achieved
throughput in the MP network is upper bounded with zero er-
ror probability, by generalizing the techniques given in [19] for
8The paths that have not yet an assigned RLNC for that time step.
point-to-point communications. Considering zero error prob-
ability throughput means that all packets need to be decoded
in a given delay budget, both for the mean and maximum
delay. In the suggested AC-RLNC solution, the sender follows
the retransmission criterion (4), which is computed according
to the acknowledgments provided by the feedback channel.
Yet, due to the transmission delay, those acknowledgments
are obtained at the sender with a delay of RTT. Thus, the
estimated rates of the paths may be different from the actual
ones.
We consider the case for which the actual sum-rate of
the paths at time slot t, i.e.
∑P
p=1 rp(t), is higher than
the estimated rate at the sender side, i.e.
∑P
p=1 rp(t
−) with
t− = t − RTT . In this case, throughput will be spoilt as
coded retransmissions will be sent while not being necessary
for the decoding. Let us denote by cp = (ct−,p, . . . , ct,p)
and by c′p = (c′t−,p, . . . , c
′
t,p), the vectors of coded packets
transmitted on the p-th path according to the retransmission
criterion, given respectively the estimated rate rp(t−) and the
actual rate rp(t) available at the sender non-causally.
Various methods have been considered in order to bound
the channel variations in the non-asymptotic regime [27], [28].
Here, to upper bound the throughput, we bound the distance
between the realization during one RTT period given the actual
rate and calculated rate at each path utilizing the following
minimum Bhattacharyya distance [29]–[32].
Definition 3. Given a probability density function W (y)
defined on a domain Y , the Bhattacharyya distance between
two sequences cp and c′p is given by [31]
l(cp, c
′
p) = −ln(BC(cp, c′p)),
where BC(cp, c′p) is the Bhattacharyya coefficient, defined as
BC(cp, c
′
p) =
∑
y∈Y
√
W (y|cp)W (y|c′p), (6)
with W (y|cp) and W (y|c′p) corresponding to W (y) condi-
tioned on the sequences cp and c′p, respectively.
Theorem 1. An upper bound on the throughput of AC-RLNC
in MP network is
η ≤
P∑
p=1
rp(t
−)− l(rp(t), rp(t−)), (7)
where l(·, ·) is the Bhattacharyya distance.
Proof. Bounding the rate of each individual path with [19,
Theorem 1], the throughput η is upper bounded by the sum of
these bounds. For completeness, the main steps of the single
path proof are briefly reviewed here. Given the calculated rate
rp(t
−), the actual rate of each path in the MP network at time
slot t is bounded by
rp(t) ≤ rp(t−) +
√
Vp(t)
RTT − 1 +mp , (8)
where Vp(t) denote the variance of each path during the period
of RTT.
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Figure 5. Throughput upper and lower bounds in MP network with H =
1 and P = 4 for BEC channels with erasure probability of 11 = 0.2,
21 = 0.4, 31 = 0.6 and 41 = 0.8. Note that the range of the abscissa is
from 2 (the theoretical minimum of the RTT delay) to 100. Moreover, the
throughput is not degraded by increasing the RTT . In the asymptotic regime,
the MP AC-RLNC code may attain the capacity.
Figure 6. Throughput upper and lower bounds for BECs in MP network with
H = 1, P = 4, RTT = 20, and with 31 = 0.2 and 41 = 0.8, while the
erasure probabilities of the two other paths (11 and 21) vary in the range
[0.1 0.8].
To conclude, using the summation range in (6) to be from
t = 0 to RTT − 1, and letting W (y|c′p) = rp(t−) and
W (y|cp) = rp(t), we obtain
η ≤
P∑
p=1
rp(t
−)− l(rp(t), rp(t−)).
Corollary 1. BEC. An upper bound on the throughput of AC-
RLNC for BEC in the MP network is
ηBEC ≤
P∑
p=1
1− p − l(rBECp (t), rBECp (t−)).
Proof. In the same manner, using Bhattacharyya distance, the
proof is obtained directly from [19, Corollary 1]. That is, we
consider the sum upper bound throughput of all the available
path in the BEC independently. Thus, in the BEC channel
rp(t
−) = 1− p, and
rBECp (t) ≤ rBECp (t−) +
√
V BECp (t)
RTT − 1 +mp ,
where V BECp (t) is the variance of the BEC during the period
of RTT given by
V BECp (t) = RTT (1− rBECp (t−))rBECp (t−).
Hence, using the summation range in (6) to be from t = 0
to RTT −1, and letting W (y|c′) = rBECp (t−) and W (y|c) =
rBECp (t),
ηBEC ≤
P∑
p=1
1− p − l(rBECp (t), rBECp (t−)).
The upper bound of Corollary 1 can be analyzed in two
ways. First, the impact of the RTT on the upper bound is
analyzed in Figure 5. Secondly, the upper bound and the
throughput achieved by the suggested protocol are compared
in Figure 6.
In Figure 5, the throughput upper bound of AC-RLNC is
shown as a function of RTT , for MP networks with 4 BEC’s,
respectively with rate 11 = 0.2, 21 = 0.4, 31 = 0.6 and
41 = 0.8. We can note that in this specific network, any
AC-RLNC solution can at most achieve around 91% of the
capacity of the network. In Figure 6, we present the MP
throughput upper bound for BEC in a MP network with
H = 1, P = 4, RTT = 20, and with 31 = 0.2 and
41 = 0.8, while the erasure probabilities of the two other
paths (11 and 21) vary in the range [0.1 0.8]. With the chosen
algorithm’s parameters (namely, th = 0 and o¯ = 2k), the
achieved throughput is close to the upper bound. By changing
these parameters, that upper bound may be obtained but to
the detriment of the in-order delay. Hence, the throughput-
delay trade-offs can be managed to meet specific application’s
constraints by tuning these two parameters. Note that as the
bounds are obtained path by path, they also hold for the
parallel AC-RLNC singlepath protocols whose performances
are thus not represented in the figure.
2) A Lower Bound for the Throughput: To obtain an
upper bound on the throughput, the rate loss caused by the
additional FEC packets sent due to the delayed feedback is
analyzed. Yet, with regards to this upper bound, it remains to
determine the impact of the size limit mechanism, which will
degrade the algorithm’s performances. Analyzing this impact
will therefore provide a lower bound on the throughput. If
the window size limit is reached, the sender transmits FEC
transmissions until he knows from the acknowledgments that
the receiver managed to decode all the information packets
in the window. However, the delayed feedback induces the
transmission of useless repetitions as the decoder has already
been able to decode. Letting nEWp and n
w
p denote respectively
the number of such useless transmissions and the total number
of transmissions during the window, per path, a lower bound
8on the throughput is obtained in the following by bounding
above the performance loss with regards to the upper bound
provided by the right-hand side of (8) and denoted by rp,up.
Theorem 2. A lower bound on the throughput of AC-RLNC
in MP network is
ηlb ≥
P∑
p=1
rp,up −
nEWp
nwp
. (9)
Proof. First, an expression for nEWp can be obtained by con-
sidering the sender has reached the window size limit. In
this case, he sends the same packets until he receives an
acknowledgment enabling it to know the receiver has managed
to decode all packets. Let us suppose the packet allowing
to decode is sent at time t. Then, transmissions between t
and t + RTT do not bring any information to the receiver.
Nevertheless, for erased transmissions, one does not suffer
for throughput loss as the corresponding time slot is anyway
useless. Hence, the number of useless packets is obtained as
nEWp '
(
1− erf
(
1√
2
))
(1− p)RTT.
In this equation, the (1 − p) factor enables to only consider
received packets while the
(
1− erf
(
1√
2
))
factor takes
into account the fact that the end of window is reached
only if the erasure probability significantly deviates from
the mean, as otherwise the retransmission mechanisms are
sufficient to decode. As a first approximation, we consider
that such events occur when the deviation is greater that
one standard deviation, using the so called 68−95−99.7 rule.
This number needs to be compared to the total window
size, which can be written as
nwp =
f∑
i=1
j=i−1
k+
(
1− rp
(
tj
))
k+
(
1− rp
(
ti
))
mp
(
tj
)
, (10)
where f = o¯/k denotes the window size factor translating the
ratio between the maximum window size o¯ and the number of
information packets per generation k, and where t(·) denotes
the corresponding set of k new packets of information with
rp(t
0) = 1 − p. In the above equation, for each generation
i in the window, the three terms of the sum correspond
respectively to the k transmission of new packets, the a priori
FEC transmissions and the a posteriori FEC transmissions. As
the window size limit is reached at the last generation, no FEC
is considered for the last one. The number of a priori FECs
for each generation depends on the rate achieved up to the
previous time step, denoted as j = i− 1. Since the sender is
tracking all the time the condition of the channel (with delay of
RTT ), the only possible case to reach the maximum window
size limit is when the erasure events are worst in the next
generation than in the previous one, as otherwise the feedback
mechanism enables the decoding. Hence, in the same manner
we analyzed the upper bound through the variance of the noise
of the channel, we now lower bound the rate, but reducing
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Figure 7. Throughput factor in MP network with H = 1 and P = 4 for
BEC’s with erasure probability of 11 = 0.2, 21 = 0.4, 31 = 0.6 and
41 = 0.8. Note that for large maximum size window, the lower bound
tends towards the upper bound and the capacity. In this figure, the solid lines
correspond to the bounds while the SR-ARQ point comes from the numerical
validation of the protocol.
at each set of k new transmitted packets of information the
possible variance of the noise. Therefore, the lower bound on
the rate at each path for the last set before the sender reach
the limit size of the window is
rp
(
tf
) ≥ f∑
i=1
j=i−1
rp
(
tj
)− √Vp (tj)
k + (1− rp (tj)) k .
Considering these bounds for each path, the lower bound given
in (2) is obtained.
In Figure 5, the upper bound and lower bound are compared
to the capacity of a multipath single-hop network with 4
paths, for RTTs ranging from 2 to 100 time slots. From this
figure, one can observe that increasing the RTT does not
decrease the protocols performances. In Figure 6, the same
quantities are compared with regards to numerical results for
a RTT = 20 time slots. In this figure, one can observe
that the obtained bounds are relatively tight and close to the
capacity. Finally, in Figure 7, we compare the obtained bounds
for different window sizes through the parameter f . One the
one hand, the ratio between the lower and upper bounds,
computed as FAC-RLNCη = 100 · ηlbηub is observed to tend towards
100% when f increases, showing thus that the bounds get
tighter for large windows. On the other hand, the quantity
FAC-RLNCcapacity = 100 · ηlb∑P
i=1 1−p
compares the lower bound to
the capacity, showing thus that the protocol may attain the
capacity for large window size. To provide a comparison,
SR-ARQ is at 45% of the capacity for this network in our
numerical validation (as one can observe from Figure 11 and
as represented in Figure 7).
93) An Upper Bound for the Mean In-Order Delivery Delay:
In the adaptive coding algorithm suggested in Section IV-A,
the number of distinct information packets in ct is bounded
by o¯. Hence, for the analysis of the mean in-order delay, we
consider the end of a window of o¯ new packets, denoted by
Eo¯W.
The retransmission criterion given in (4) reflects, at the
sender’s best knowledge, the total number of erased packets
(i.e. taking into account all the paths together). Hence, the
average erasure probability of the MP network ¯ is defined as
¯ =
1
P
P∑
p=1
p. (11)
In the same manner the maximum rate in (8) is bounded, we
bound the maximum of the mean erasure rate ¯max as
¯max ≤ ¯+
√
V¯
2RTT
= ¯+
√
2RTT (1− ¯)¯
2RTT
,
with V¯ denoting the average variance during the period of
2RTT . In the BEC, V¯ =
√
2RTT (1− ¯)¯.
Now, using the techniques given in [19] for the single path
scenario, we upper bound the mean in-order delivery delay of
a virtual path with the average erasure probability of the MP
network. That is, for this virtual path we define kp = k/P and
me = o¯¯ = 2kp¯, respectively corresponding to the number
of new packets sent over one window on this virtual path and
to the effective number of DoFs required by the receiver, and
we then apply the procedure described in [19] to that virtual
path. That procedure is briefly reviewed here.
First, the following probabilities are computed:
(1) Condition for starting a new generation. The probability
that it is Eo¯W for the virtual path is:
PEo¯W = (1− ¯)o¯.
(2) Condition for retransmission. The probability that ∆ < 0
for a virtual path is:
P∆<0 =
bo¯¯maxc∑
i=1
(
o¯
i
)
¯i(1− ¯)o¯−i.
Then, upper bounds for the mean in-order delay for BEC under
different feedback states are derived11.
a) No Feedback: Given that there is no feedback in the
virtual path, we have
Dmean[no feedback] ≤ 1
1− ¯max[
PEo¯W (me + kp) + (1− PEo¯W )RTT
]
. (12)
11Note that as the paths are grouped together in one virtual path, the
meaning of NACK and ACK is replaced with an equivalent notion of average
NACK and average ACK.
Figure 8. Mean in-order delivery delay upper and lower bounds for a MP
network with H = 1 and P = 4 for BEC’s with erasure probability of
11 = 0.2, 21 = 0.4, 31 = 0.6 and 41 = 0.8, considering the new MP
AC-RLNC protocol and independent SP AC-RLNC protocols of [19].
b) Average NACK: When the feedback message is an
equivalent NACK for the virtual path,
Dmean[nack feedback] ≤ ¯max 1
1− ¯max[
P∆<0
[
(1− PEo¯W )RTT + PEo¯W (me + kp)
]
+ (1− P∆<0)
[
RTT + PEo¯W (me + kp)
]]
. (13)
c) Average ACK: When the feedback message is an
equivalent ACK on the virtual path,
Dmean[ack feedback] ≤ (1− ¯max)
[
PEo¯W (me + kp)
+ (P∆<0)RTT + (1− P∆<0)RTT
]
. (14)
Grouping together the bounds (12), (13) and (14), the mean
delay is bounded by
Dmean ≤ λDmean[no feedback] + (1− λ)
(Dmean[nack feedback] +Dmean[ack feedback]), (15)
with λ denoting the fraction of time without feedback com-
pared to the total time of transmission.
In the following, the upper bound (15) is compared to the
MP AC-RLNC simulations in Figure 8, where the bound is
shown in green and the simulation results of Section IV-C in
blue. We can note that the analytical results are in agreement
with the simulation of the MP AC-RLNC solution. To gain
understanding on the advantage of the MP solution with
regards to the SP solution, the MP AC-RLNC performances
are also compared with independent SP AC-RLNC protocols
suggested in [19] on each of the paths, as represented on
the bottom of Figure 3. The mean in-order delivery bound
(in pink) and the simulation result (in orange) highlight the
advantage of using the MP solution suggested in this paper
compared to independent SP solutions proposed in [19].
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Figure 9. Maximum delay transmission, with o¯ = 7 : for each time slot and
path, the circles or squares represent the raw packets of information coded
together in the RLNC. The blue circles highlight the new transmissions while
the green squares correspond to repetitions due to the size-limit mechanism.
The red crosses show which RLNC’s are erased. One can check that at the last
time slot, 7 RLNC’s have been collected, hence allowing the decoding. The
interval of time before decoding corresponds to the in-order delivery delay
up to a RTT/2 term, as the transmission time has to be taken into account. In
this example, the number of needed transmissions is T = 18, and Dmax =
5 + RTT/2 .
4) An Upper Bound for the Maximum In-Order Delivery
Delay: Contrarily to the two previous analyses, the maximum
in-order delivery delay is bounded in a different way than in
[19], as the SP bounds cannot be easily generalized to the MP
network.
Considering the transmission of a new generation of raw
packets, the decoding of the first one can occur at 4 different
moments (ranked from the earliest to the latest): (1) after the
first transmission; (2) after a FEC transmission; (3) after a
FB-FEC transmission; (4) after a transmission due to the size-
limit mechanism. In a worst case approach, the FEC and FB-
FEC mechanisms are neglected, and the transmissions hence
occur as represented in Figure 9: the o¯ first transmissions each
contain a new packet of information (blue circles). Once the
size limit is reached, the same RLNC is sent till successful
decoding (green squares), after T transmissions.
Given an error probability Pe, one is interested in determin-
ing the number of transmissions Tmax needed to decode the
first packet with probability 1− Pe:
Tmax s.t. P [T > Tmax] ≤ Pe.
Decoding of the first packet is not possible after Tmax
transmissions if two conditions are fulfilled: (1) the first
transmission is erased; (2) Among the Tmax − 1 remaining
transmissions, at most o¯ − 1 successful transmissions occur
(or equivalently, at least Tmax − o¯ erasures occur). Indeed,
once the first packet is erased, no decoding is possible before
reaching the size limit, as the number of received RLNC’s will
always be at least one step behind the number of raw packets
coded in the RLNC. Hence, the o¯ packets will be decoded
jointly. Letting Ei be the random variable equal to 1 if the
ith transmission is erased and 0 otherwise, the probability of
no-decoding can be bounded as12,
P [T > Tmax] ≤ P [E1]P
[
Tmax∑
i=2
Ei ≥ Tmax − o¯
]
. (16)
Defining
Se ,
1
Tmax − 1
Tmax∑
i=2
Ei,
Tmax can be identified through the cumulative distribution
function (CDF) of that random variable, whose expectation
is ¯, defined in (11). However, since the erasure probability of
each path is different, Se is the average of independent, but
not identically distributed, random variables. It hence follows
a Poisson Binomial distribution [33], whose CDF becomes
quickly difficult to compute in an efficient way. Hence, to
obtain a closed-form expression of Tmax, the Hoeffding in-
equality [34] is used to obtain the following,
P
[
Se ≥ Tmax − o¯
Tmax − 1
]
≤
exp
(
−2 (Tmax − 1)
(
Tmax − o¯
Tmax − 1 − ¯
)2)
.
Now, since P [E1] ≤ maxp=1...P p , max, requiring the
upper bound of (16) to be smaller than Pe, Tmax is such that
(Tmax − 1)
(
Tmax − o¯
Tmax − 1 − ¯
)2
≥ 1
2
log
(
max
Pe
)
.
Letting α = log
(
max
Pe
)
, one finally obtains
Tmax =
⌈
1 +
o¯− 1
1− ¯
+
α
4(1− ¯)2 +
√
α (α+ 4(1− ¯)(o¯− 1))
2
⌉
.
(17)
Directly from Figure 9, the maximum delay is thus bounded,
with a probability Pe, as
Dmax ≤
⌈
RTT
2
⌉
+
⌈
Tmax
P
⌉
, (18)
with the RTT factor coming from the transmission time. From
(17) and (18), one can see that the benefit lies in the average
of the erasure probabilities, as Tmax grows rapidly when ¯ is
close to 1. However, as ¯ is the average erasure probability, the
worst paths will be balanced by the better ones, hence pushing
¯ away from 1, and leading to smaller delays.
5) A Lower Bound on the Mean and Maximum in-Order
Delivery Delay: To decrease the delay as much as possible,
one could send the same packet on all the paths at each time
slot until an acknowledgment is received. In that case, that
probability that the packet is not received at time t can be
written as
P [Not received] = P [Erased on all paths] =
P∏
p=1
p,
12The inequality comes from the fact that the FEC and FB-FEC mechanisms
are neglected.
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Figure 10. Delay factor in MP network with H = 1 and P = 4 for BEC
channels with erasure probability of 11 = 0.2, 21 = 0.4, 31 = 0.6 and
41 = 0.8. Note that the mean delay is not influenced by the window size
factor while the maximum delay increases linearly with it. In this figure, the
solid lines correspond to the bounds while the SR-ARQ points come from
the numerical validation of the protocol.
which we define as prod. As this is clearly the best anyone
can do, the in-order delay D is thus bounded as
D ≥ RTT
2
+
1
1− prod ,
where the delay suffers from the propagation delay and
the expected number of transmissions needed to receive the
packet.
Note that if the paths are of relatively good quality, prod will
be very close to 0, the bound reducing hence to half of the
RTT. In the following, we make the choice not to compare the
in-order delay results to this bound, but instead to assess them
in light of the optimal genie-aided lower delay of the system
when different packets are sent on each of the paths,
Dgenie-aided ≥ RTT
2
+
1
1− ¯ ,
which can be achieved only when the sender can predict which
packets will not be delivered to the receiver (hence the name
genie-aided). In Figure 8, this lower bound is compared to
the performance of the MP AC-RLNC protocol for a 4-path
network. As one can expect, a non-negligible gap remains
between the bound and the achieved performances. This gap is
highlighted in details in Figure 10, where one can observe that
the mean delay bound does not depend on the window size
factor while the max delay bound increases linearly with it.
For the comparison, the SR-ARQ numerical validation leads
to an in-order delay 10.9 times above the bound for the mean
delay and 40 times above for the maximum one.
C. Simulation Results
The performance of the MP AC-RLNC protocol is com-
pared with two other protocols, as presented in Figure 11.
a) Setting and protocols: We consider the setting of
Figure 1, with H = 1, P = 4, RTT = 20, and with 31 = 0.2
and 41 = 0.8, while the erasure probabilities of the two other
paths (11 and 21) vary in the range of [0.1 0.8]. These erasure
probabilities correspond to those observed in the controlled-
congested setup considered by Intel for WiFi standards tests
which is described in our singlepath AC-RLNC experimental
validation [19].
The MP AC-RLNC protocol has been simulated with th = 0
and o¯ = 2w. To emphasize the gain we get by tracking the
channel condition, adjusting the retransmissions, and with the
discrete BF algorithm, we compare the MP protocol with the
SP AC-RLNC [19], applied independently on each path as de-
scribed in the bottom part of Figure 3. The tunable parameters
of the SP AC-RLNC protocol are the same as the MP ones.
Furthermore, we compare these protocols with SR-ARQ [35]–
[37], to show the gain we get with adaptive and causal network
coding. Again, the SR-ARQ protocol is used independently
on each path. Other traditional coding solutions could also
be applied independently on each path. For a discussion on
the performance on such solutions, we refer the reader to
[19] where delay-aware coding techniques are presented and
compared to SP AC-RLNC. The results of Figure 11 have been
averaged on 150 different channel realizations, where the filled
curves correspond to the mean performances while the error
bars represent the standard deviation from the mean.
b) Results: Based on the results of Figure 11, the
throughput is slightly increased (around 15%) compared to
the SP AC-RLNC protocol but nearly doubled with regards to
SR-ARQ, independently of the erasure probabilities. On the
delay point of view, both the mean and max in-order delay are
dramatically reduced with the MP protocol. More precisely,
compared to the SP AC-RLNC protocol, the MP protocol
performs nearly twice as better in term of mean delay and
between 2 to 3 times better in terms of max delay. With regards
to the SR-ARQ protocol, performances are nearly 4 times
better for the mean delay and between 4 to 6 times better for
the max one. For higher RTT’s, the gap between our solution
and other protocols increases13. The above simulation results
as well as the bounds ensure that the protocol performances do
not decrease dramatically when the RTT increases. This also
supports situations in which the RTT fluctuates, as in the case,
one can consider in a worst case approach the largest RTT and
still have guaranteed throughput and in-order delay. Finally, if
the feedback channel suffers from erasures, then one can use
a cumulative feedback (e.g. [11]) which will translates the
feedback erasures in a larger RTT as the ACK or NACK will
simply be delayed. Hence, the bounds also provide guarantees
in this situation.
V. MULTI-HOP MULTIPATH COMMUNICATION
In this section, we generalize the MP solution given in
Section IV to the MP and MH setting introduced in Section II,
in which each node can estimate the erasure probability of the
incoming and outgoing paths according to the local feedback.
To present our MH protocol, we use the example of Figure 12.
13Those results are not shown here due to limited space.
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Figure 11. Performances of multipath protocol with RTT= 20 [slots], th = 0 and o¯ = 2k, on 4 paths with 3 = 0.2 and 4 = 0.8, averaged on 150
iterations. The vertical bars correspond to the standard deviation of the simulated results.
Param. Definition
C capacity
L, G local and global matching
L, G set of admissible local and global matchings
ηmax maximum throughput of the global paths
rG(p,h)h rate of the G(p, h)-th path in the h-th hop
rGp rate of each p-th global path ∀p = {1; . . . ;P}
Table II
SYMBOL DEFINITION FOR THE MULTIHOP PROTOCOL
In that MH setting, in the asymptotic regime, using RLNC,
the min-cut max-flow capacity C (2.6 in the example) can be
achieved by mixing together coded packets from all the paths
at each intermediate node (see Section III). Hence, one could
use P parallel SP AC-RLNC protocols with the node recoding
protocol to get a throughput very close to the min-cut max-
flow capacity. However, due to the mixing between the paths,
dependencies are introduced between the FEC’s and the new
RLNC’s. This will thus result in a high in-order delay.
To reduce the in-order delay, the MP algorithm we suggest
in Section IV can be used on P global paths, using RLNC
independently on each path. A naive choice of global paths is
shown in the upper part of Figure 1214. In that setting, due
to the min-cut max-flow capacity, the maximum throughput
of each path is limited by its bottleneck15 (i.e. the link with
the smallest rate). Doing so, the maximum throughput (i.e.
the sum of the min-cut of each path) can thus be much lower
than the capacity of the network, as it can be seen from the
example of Figure 12, in which the throughput is 1.5.
With these two previous attempts minded, we finally suggest
to determine the global paths using a decentralized balancing
algorithm whose aim is to maximize the maximal throughput
of the network. The second part of Figure 12 shows the global
paths resulting from that balancing, and as a result a maximum
throughput equal to 2.4. Moreover, it can be seen that only 2
global paths are now affected by the bottleneck links. Once
these global paths are defined, the MP AC-RLNC protocol can
be used as described in Algorithm 1.
In section V-A, the definition of the global paths is de-
scribed as well as the full multi-hop algorithm, which is then
14The paths are described by their color and their type of arrow.
15 In Figure 12, bottlenecks are denoted by a curvy symbol behind the rate.
Figure 12. Balancing optimization and global paths example. The numbers
correspond to the rates of the paths.
analyzed theoretically in section V-B and finally simulated in
Section V-C. Table II summarizes the symbol definitions we
use in this section.
A. Adaptive Coding Algorithm
Here we describe the suggested MP and MH solution.
a) Global paths - problem formulation: In order for the
h-th node to transmit packets over the paths maximizing the
rate, it needs to know the local matching L(p, h), such that,
L(p, h) = j implies that the j-th path of the (h + 1)-th hop
is matched with the p-th path of the h-th hop. The definition
of the global paths can be done equivalently through a global
matching G(p, h), such that, G(p, h) = j implies that the j-th
path of the h-th hop belongs to the p-th global path16. We
point out that even if these two definitions are equivalent, the
local matching is particularly convenient to express the global
paths in a decentralized way. Moreover, it is important to note
that, for L and G to be an admissible matching, each local
path must be matched with exactly one other local path at
each node. Hence, L and G are defined respectively as the set
16The global matching of the first hop is such that the p-th local path
belongs to the p-th global path, i.e. G(p, 1) = p ∀p = 1...P .
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of admissible local and global matchings. The values of L and
G, shown in the example given in Figure 12, are respectively
equal to
L =

1 2 3
2 1 1
3 4 2
4 3 4
 and G =

1 2 1
2 1 3
3 4 4
4 3 2
 .
Once admissible global paths are determined, the maximum
achievable throughput ηmax corresponds to the sum of the
min-cut of each global path [21], [22]. Defining rG(p,h)h as
the rate of the G(p, h)-th path of the h-th hop, ηmax is thus
equal to
ηmax(G) =
P∑
p=1
min
h=1...H
rG(p,h)h.
Consequently, since G and L are equivalent, the global path
problem can be expressed as
L = arg max
L˜∈L
ηmax(L˜). (19)
Note that this problem admits in general several solutions,
as one can see from Figure 12. For instance, letting r11 be
matched with r42 and r31 with r22, ηmax is unchanged. In the
following, a decentralized solution of (19) is first presented and
secondly, we show that this solution minimizes the bottlenecks
of the network.
b) Global paths - decentralized solution:
Theorem 3 (Optimal matching). Considering paths are sorted
in rate-decreasing order at each hop (i.e. r1,h ≥ r2,h ≥ ... ≥
rP,h ∀h = 1...H), a matching solving (19) is such that rp,h is
matched with rp,h+1 ∀p = 1...P, h = 1...H . This matching
is called the natural matching.
Proof. By contradiction, suppose an optimal matching L∗
resulting in a strictly higher ηmax than the natural matching
L:
ηmax (L
∗) > ηmax (L) . (20)
In the following, first we prove that at the last hop, the natural
matching has at least a rate equal to the optimal one. Then,
in appendix, the proof is extended to the previous hops, hence
contradicting (20).
Last hop : Letting the achieved rate up to the h-th
hop be Rph = minf=1...hrG∗(p,f)f and considering Rph is
sorted in rate-decreasing order, suppose L∗ does not give a
natural matching at the last hop, as represented in Figure 13
with blue dashed lines. Hence ∃ i > j, k > l such that
RiH−1 (resp.RjH−1) is matched with RlH−1 (resp.RkH−1).
We prove below that matching RiH−1 (resp.RjH−1) with
rkH (resp. rlH) does not decrease the sum-rate17
ηmax (L
∗) = min (RiH−1, rlH) + min (RjH−1, rkH) .
Two cases are possible :
If rlH ≤ RjH−1, since RjH−1 < RiH−1,
ηmax (L
∗) ≤ min (RjH−1, rlH) + min (RiH−1, rkH) .
17Since unmodified links do not modify the rate, they don’t need to be
taken into account in the proof. By abuse of notation, we let ηmax be the
rate restricted to the modified links.
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RPH−1
RjH−1
RiH−1
R1H−1
rPH
rlH
rkH
r1H
Figure 13. Matching of the last hop. The blue dashed lines highlight the
non-natural matching while the red dotted lines correspond to the natural
one.
If RjH−1 < rlH , since rlH < rkH ,
ηmax (L
∗) ≤ min (RiH−1, rkH) + min (RjH−1, rlH) .
In both cases, ηmax (L∗) is upper bounded by the rate achieved
by the natural matching, highlighted by red dotted lines in
Figure 13. Applying this reasoning recursively until no i, j, k, l
can be found, it appears L∗ can be replaced by the natural
matching at the last hop without decreasing ηmax.
Previous hop : The proof for the previous hops uses the
same ideas as for the last one recursively, and is presented in
Appendix A.
The resulting matching procedure is presented in Algo-
rithm 2, where the paths are greedily matched from the first
to the last hop. Note that this procedure is almost fully
decentralized, as sorting the hop rates and matching them can
be done locally, at each node. The only needed communication
arise when two links have the same rate, since it that case the
node needs to know which of the links have been considered
as “best” at the previous node. Hence, by default, the order of
the paths is forwarded to the next node in Algorithm 2. We
also stress out that this algorithm is much simpler than the one
previously suggested in [38], as it does not require to apply
the Hungarian algorithm [39] at each node.
Algorithm 2 Greedy balancing protocol
1: for h = 1...H − 1 do
2: Match the paths using the natural matching
3: Send the order of the output paths to the next node.
4: end for
c) Global paths - bottleneck effect: Algorithm 2 gives a
very efficient procedure to determine the global paths. In the
following, we show that this solution minimizes the bottleneck
effect that arises when two links with different rates are
matched.
Proposition 2 (Balancing Optimization). Given incoming
paths with rate rin and outgoing paths with rate rout, the
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following problems are equivalent.
l1 = arg max
l˜∈Perm(P )
P∑
p=1
min
(
rin (p) , rout(˜l(p))
)
, (21)
l2 = arg min
l˜∈Perm(P )
P∑
p=1
∣∣∣rin (p)− rout(˜l(p))∣∣∣ , (22)
with rout(˜l(p)) the rate of the l˜(p)-th outgoing path and
Perm(P ) the set of all permutations18 of the vector
[1, 2, ..., P ].
In the above proposition, one can recognize on one hand in
(21) the problem solved by the natural matching, i.e. the max-
imization of the sum-rate. On the other hand, (22) minimizes
the absolute rate differences (namely, the bottlenecks).
Proof. Letting P+(l) := {p|rin(p) − rout(l(p)) > 0}, and
P−(l) be the complementary set, the objective function of
(22) is rewritten as
P∑
p=1
∣∣rin (p)− rout(˜l(p))∣∣ (23)
=
∑
p∈P+ (˜l)
[
rin(p)− rout(˜l(p))
]− ∑
p∈P− (˜l)
[
rin(p)− rout(˜l(p))
]
.
Moreover, since
P∑
p=1
[
rin (p)− rout(˜l(p))
]
=
P∑
p=1
rin (p)−
P∑
p=1
rout(˜l(p)) = K,
with K a constant independent from l, the following holds:∑
p∈P− (˜l)
[
rin (p)− rout(˜l(p))
]
= K −
∑
p∈P+ (˜l)
[
rin (p)− rout(˜l(p))
]
.
Hence, (23) is rewritten as
P∑
p=1
∣∣rin (p)− rout(˜l(p))∣∣
= 2
∑
p∈P+ (˜l)
[
rin(p)− rout(˜l(p))
]−K. (24)
Finally, the following holds
P∑
p=1
rin(p)−
P∑
p=1
min
(
rin (p) , rout(˜l(p))
)
=
P∑
p=1
max
(
0, rin (p)− rout(˜l(p))
)
=
∑
p∈P+ (˜l)
[
rin (p)− rout(˜l(p))
]
.
(25)
Combining (24) and (25), one can observe that maximizing
the objective function of (21) is equivalent to minimizing the
one of (22), which completes the proof.
18This restriction prevents non-admissible matchings.
The above propositions are valid for scenarios with the same
number of links per hop, where each incoming path is matched
with exactly one outgoing path. To relax this constraint, the
matching procedure could be defined to match subsets of paths
with other subsets of paths of the following hop, possibly with
a different number of paths per subset. One possible solution
would be to consider at each hop the minimum number of
paths (denoted by nmin) between the incoming and outgoing
links. Then, the matching procedure could be defined between
the nmin paths on the one hand, and all possible path partitions
of size nmin on the other hand. A rigorous definition and
solution of such an optimization problem, as well as the
analysis of other matching schemes is an interesting direction
for future work.
d) Selective mixing: The AC-RLNC MP protocol can
be applied on the balanced global paths. Yet, mixing packets
between some of the paths can improve the algorithm. From
Figure 12, it can be seen on one hand that defining global paths
reduces the maximum throughput. On the other hand, mixing
all packets between all the paths suppresses the usefulness of
FEC and FB-FEC transmissions. But if at intermediate nodes,
new packets are mixed together on one hand and the FEC’s and
FB-FEC’s on the other hand, the throughput will be increased
without increasing the delay.
B. Analytical Results for Delay and Throughput
In the following, the in-order delivery delay and throughput
are analyzed in the case of the MP-MH network. The bounds
derived in Section IV-B are generalized by noticing that once
the matching between the paths is defined, from the sender’s
point of view, the network is equivalent to a MP network with
rates
rGp = min
h=1...H
rG(p,h)h, ∀p = {1; . . . ;P},
where rGp denotes the rate of the p-th global path.
1) An Upper Bound for the Throughput: Once the rates
of the global paths are defined, the minimum Bhattacharyya
distance given in Definition 3 can be used to bound the
achievable rate, and hence directly leads to Theorem 4 and
Corollary 2.
Theorem 4. An upper bound on the throughput of AC-RLNC
in MP-MH network is
η ≤
P∑
p=1
rGp(t
−)− l(rGp(t), rGp(t−)),
where l(·, ·) is the Bhattacharyya distance.
Proof. Given the rate of each global path, rGp ∀p ∈
{1; . . . ;P}, the proof of the upper bound on the throughput in
the MP-MH network is a direct consequence of Theorem 1
17This theoretical minimum is given considering that the processing at the
nodes is immediate and that the feedback message is of negligible size. Hence,
in this case, it takes three slots for the direct message to reach the receiver
and one slot for the feedback message.
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Figure 14. Throughput upper and lower bounds in MP network with H = 3
and P = 4 for BEC’s with erasure probabilities of Figure 12. Note that the
range of the abscissa is from 4 (the theoretical minimum of the RTT delay17)
to 100. Moreover, the throughput is not degraded by increasing the RTT .
In the asymptotic regime the MP AC-RLNC code may attain the capacity.
In purple, the throughput upper bound is shown assuming all the paths are
matched perfectly, without bottlenecks. That is, when the following rates of
Figure 12 are changed to r21 = 0.4, r31 = 0.6, r33 = 0.4 and r43 = 0.6.
Figure 15. Throughput upper and lower bounds for BEC in MP-MH network
with H = 3, P = 4, RTT = 12, and with [11 = 1 12 = 0.6 13 = 0.3;
21 = 0.8 22 = 1 23 = 1; 31 = 0.2 32 = 2 33 = 0.7; 41 = 2
42 = 0.4 43 = 2], while the erasure probabilities of 1 and 2 vary in the
range of [0.1 0.8].
Corollary 2. BEC. An upper bound on the throughput of AC-
RLNC for BEC in the MP-MH network is
ηBEC ≤
P∑
p=1
rBECGp (t)− l(rBECGp (t), rBECGp (t−)).
In Figure 14, the throughput upper bound of AC-RLNC
protocols in a MP-MH network with H = 3 and P = 4 is
shown as function of RTT for BEC with erasure probabilities
corresponding to Figure 12. We can note that for this specific
network, the MP-MH suggested solution could achieve around
85% of the BEC capacity. With regards to the MP network, the
MP-MH bound is worse as rate is spoilt due to the bottleneck
effect. Indeed, even considering an optimal matching, residual
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Figure 16. Throughput factor in MP-MH network with H = 3, P = 4
and RTT = 12 for BEC channels with erasure probabilities of Figure 12.
Note that the performance ratios get closer to 100% when the window size
limit increases, hence showing that the upper and lower bounds get tighter for
larger windows. In this figure, the solid lines correspond to the bounds while
the SR-ARQ point comes from the numerical validation of the protocol.
bottlenecks remain, thus decreasing the achievable rate. Modi-
fying the rates of Figure 12 to r21 = 0.4, r31 = 0.6, r33 = 0.4
and r43 = 0.6, bottlenecks are entirely removed, leading to the
purple result in Figure 14.
The results of Figure 15 allow to compare the upper bound
to the actual achieved throughput. Comparing the green curve
to the blue one, one can see that the achieved throughput is
close to the upper bound. In yellow and purple, the results
are shown when no recoding is performed at the intermediate
nodes. Namely, packets are forwarded from hop to hop. The
achieved results are much worse, both for the upper bound and
the simulations results. This can be explained by the fact that,
when packets are forwarded, the rate of each global path r˜Gp
is not longer the minimum rate but the product of the rate of
each links, i.e., r˜Gp =
∏
h=1...H rG(p,h)h, ∀p = {1; . . . ;P}, as
in this setting, a packet is received only if all the transmissions
of the global path are successful.
2) A Lower Bound for the Throughput: Once the rates
of the global paths are defined, the bounds derived in Sec-
tion IV-B2 can be directly generalized to obtain a lower bound
for the throughput in the MH-MP network.
Theorem 5. A lower bound on the throughput of AC-RLNC
in MP-MH network is
ηlb ≥
P∑
p=1
rGp,up −
nEWGp
nwGp
.
Proof. Given the rate of each global path, rGp ∀p ∈
{1, . . . , P}, the proof of the upper bound on the throughput
in the MP-MH network is a direct consequence of Theo-
rem 2.
Similarly to the MP network, Figure 14 compares the
capacity to the upper and lower bounds. One can observe
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Figure 17. Mean in-order delivery delay upper bounds for BEC in MP-MH
network with H = 3, P = 4, RTT = 12, and with [11 = 1 12 = 0.6
13 = 0.3; 21 = 0.8 22 = 1 23 = 1; 31 = 0.2 32 = 2 33 = 0.7;
41 = 2 42 = 0.4 43 = 2], while the erasure probabilities of 1 and 2
vary in the range of [0.1 0.8].
that increasing the RTT does not decrease the performances,
and that matching the paths allows to obtain results closer
to the capacity. In Figure 15, these bounds are validated
numerically for a 3-hop 4-path network with a RTT of 12
time slots. One can clearly observe the gain obtained with
path matching. Finally, in Figure 16, the performance factors
FAC-RLNCη = 100 · ηlbηub and FAC-RLNCcapacity = 100 ·
ηlb∑P
i=1 1−p
compare the lower bound to the upper bound and the capacity
respectively. From this figure, one can observe that for larger
window size limit, the capacity may be achieved while the
upper and lower bounds get tighter. The numerical validation
of the SR-ARQ protocol, for this network, gives results that
are at 26% of the capacity when applied to one unique path
and at 52% when applied to all global paths (as one can check
from Figure 19).
3) An Upper Bound for the Mean and Maximum In-Order
Delivery Delay: For both the mean and maximum in-order
delivery delay, the analyses of Section IV-B still hold when
considering
¯MH =
1
P
P∑
p=1
(
1− rGp
)
,
instead of ¯. Indeed, as discussed above, from the sender’s
point of view, the matched MP-MH network is equivalent to
a MP network with rGp as path’s rate.
In Figure 17, the mean in-order delivery delay bound (in
green) is compared with two results of the MP-MH AC-
RLNC protocol. One (in blue) is for the case simulated in
Section V-C, in which the intermediate node can recode and
mix the retransmission packets between the global paths, as
described in the selective mixing paragraph in Section V-A.
The second (in orange) is for the case where intermediate
nodes are not mixing the retransmission packets between the
global paths. Hence, each global path is independent as in the
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Figure 18. Delay factor in MP-MH network with H = 3, P = 4 and
RTT = 12 for BEC’s with erasure probabilities of Figure 12. Note that as
for the multipath case, the mean delay bound does not depend on this window
factor while the maximum one increases linearly with it. In this figure, the
solid lines correspond to the bounds while the SR-ARQ points come from
the numerical validation of the protocol.
MP network. One can notice that by mixing the retransmission
packets between the global paths at the intermediate nodes,
we can obtain in practice a significantly lower mean in-order
delay.
4) Lower Bounds for the Mean and Max In-Order Delivery
Delay: For the multihop network, lower bounds on the delay
can be obtained as for the multipath one, by considering the
rate of each global path, as done for the throughput. This
leads to the results of Figure 17 where the optimal genie-
aided lower bound can be compared to the performance of
our MP-MH AC-RLNC solution. In Figure 18, the mean and
maximum delay upper bounds are compared to the optimal
genie-aided lower bound. As for the multipath, the mean delay
is not impacted by the window size factor while the maximum
one increases with this size. The in-order delay of the SR-ARQ
protocol in this network is within a 25 factor for the mean one
when applied on all global paths while the maximum one is
close to 84 times bigger than the bound.
C. Simulation Results
The performances of the MP-MH AC-RLNC protocol are
compared with two other protocols, as presented in Figure 19.
a) Setting and protocols: We consider the setting of
Figure 1, with H=3, P=4, with
11 12 13
21 22 23
31 32 33
41 42 43
 =

1 0.6 0.3
0.8 1 1
0.2 2 0.7
2 0.4 2
 ,
with 1 and 2 varying in the range of [0.1 0.8]. The results
are shown for a RTT delay of 12 time slots.
The proposed protocol has been simulated with th = 0 and
o¯ = 2w. First, we compare in the upper graph of Figure 19
our solution with end to end protocols. Specifically, as for
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Figure 19. Performances of the multi-hop protocol with RTT = 12 [slots], th = 0 and o¯ = 2k, on 4 paths, averaged on 150 iterations. The top results are
for end-to-end feedback (from the receiver to the sender), while the bottom results are for hop-by-hop feedback (from each intermediate node and receiver).
The vertical bars correspond to the standard deviation of the simulated results.
the multipath case, the SP AC-RLNC protocol and the SR-
ARQ protocol are applied independently on the P balanced
global paths we get with Algorithm 2. However, no recoding is
performed at the intermediate nodes. Secondly, in order to not
depend on node recoding, we investigate in the lower graph
of Figure 19 the performances of the hop by hop SR-ARQ
protocol on two different settings. In one setting, it is applied
to one single global path that is build from the best path of
each hop. In the other, it is applied on the P balanced paths.
The metrics have been averaged on 150 different channel
realizations, where the filled curves correspond to the mean
performances while the error bars represent the standard
deviation, as for the MP results.
b) Results: From Figure 19, one can see that the MP-MH
AC-RLNC protocol performs dramatically better both with
regards to the rate and in-order delay. As expected, in the upper
graph, one can see that the rate is improved a lot with regards
to end to end protocols. The rate is doubled for good channel
conditions (1 = 2 = 0.1) and multiplied by 3 for bad channel
conditions (1 = 2 = 0.8), for the SP AC-RLNC algorithm.
Compared with the SP SR-ARQ protocols, performances are
even better. Yet, the improvements are even more dramatic
from the delay point of view. The mean and max in-order
delay are reduced by a factor 15 for good channel conditions
and up to a factor 40 for bad ones, for both the AC-ARLNC
and the SR-ARQ protocols. From the lower part of Figure 19,
it can be seen that the hop by hop SR-ARQ protocol is also
much worse than our solution. The improvement we get on the
rate is small (10%) for good channel conditions but it becomes
significant (35%) when channels are bad. From the delay point
of view, the gain is significant since both the mean and max
in-order delay are reduced approximately by a factor 10. The
hop by hop SR-ARQ protocol on only 1 path has obviously
a much lower rate. For the in-order delay, the improvements
we get highly depend on the channel configuration (changing
slightly the erasure probabilities gives very different results)
but the MH AC-RLNC protocol is still better independently
of the configuration of the channel.
VI. CONCLUSION
We proposed a MP-MH adaptive and causal coding algo-
rithm for communications with delayed feedback. The MP
algorithm, and especially the combination of the a priori
and a posteriori mechanisms with efficient bit-filling packet
allocation, outperforms significantly the existing protocols. By
tuning the parameters of the algorithm, the desired throughput-
delay trade-off is obtained. The achieved trade-offs are in
agreement with the theoretical analyses of the throughput
and in-order delivery delay. Splitting the MH protocol into
the balancing optimization and the MP algorithm gives very
promising results: on one hand, a decentralized matching
procedure is proven to be optimal with regards to the achieved
rate. On the other hand, theoretical analyses of the achieved
throughput and delays are also in agreement with the sim-
ulations. Compared to other protocols, MP-MH AC-RLNC
protocol has a higher throughput, and a much lower delay
than SR-ARQ. Specifically, in the end-to-end setting without
recoding in the intermediate nodes, it reaches a very high
delay and a lower throughput. The hop-by-hop SR-ARQ is less
impacted by the absence of recoding. Nevertheless, this comes
at the price of a high sensitivity to the channel configuration
and the order of the hops, while each node needs to be able
to perform the full SR-ARQ protocol.
Future work includes the study of general mesh networks
and settings with multiple sources and receivers where fairness
and resource allocation are needed. Furthermore, the model
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constraints, such as the same number of paths per hop, the
reliable feedback, or the same propagation delay on each
hop, are simplifications with regards to realistic networks.
The relaxation of these constraints is also an interesting
lead for future work, while ongoing research focuses on the
implementation of this scheme in the framework of the QUIC
protocol [40]–[42].
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APPENDIX A
PROOF OF THEOREM 3
The proof of Theorem 3 is continued here. We proved above
that the natural matching is optimal at the last hop. Now,
following the same ideas as the above proof, we show that
the natural matching is also optimal for the previous hops,
hence leading to the desired result.
(H-1)-th hop : Suppose the matching of the previous hop
L∗
RPH−2
RjH−2
RiH−2
R1H−2
rPH−1
rlH−1
rkH−1
r1H−1
rPH
rnH
rmH
r1H
Figure 20. Matching of the (H−1)-th hop. The green dash-dotted lines show
the non-natural matching when rlH−1 ≤ RjH−2, the blue dashed lines show
the non-natural matching when rlH−1 > RjH−2 and the red dotted lines
highlight the natural one.
(between RH−2 and rH−1) is not the natural one, as shown
in Figure 20 with blue dashed and green dash-dotted lines.
Hence, one can find i < j, k < l such that RiH−2 (resp.
RjH−2) is matched with rlH−1 (resp. rkH−1). Moreover,
let n > m (implying rmH ≥ rnH ) corresponds to the
corresponding rates of the last hop.
If rlH−1 ≤ RjH−2, then RlH−1 ≤ RkH−1. Thus, building on
the above results for the last hop, the optimal matching of the
last hop matches rkH−1 (resp. rlH−1) with rmh (resp. rnH ),
as represented with green dash-dotted lines in Figure 20. In
that case,
min (RjH−2, rkH−1, rmH) + min (RiH−2, rlH−1, rnH)
≤ min (RiH−2, rkH−1, rmH) + min (RjH−2, rlH−1, rnH) .
If RjH−2 < rlH−1, then RlH−1 ≥ RkH−1. Thus, the optimal
matching of the last hop matches rkH−1 (resp. rlH−1) with
rnh (resp. rmH ), as represented with blue dashed lines in
Figure 20. In that case,
min (RjH−2, rkH−1, rnH) + min (RiH−2, rlH−1, rmH)
≤ min (RjH−2, rlH−1, rnH) + min (RiH−2, rkH−1, rmH) .
In both cases, the natural matching, represented with red dotted
lines in Figure 20, has a rate greater or equal to the one of
L∗. Applying this reasoning till no i, j, k, l can be found, it
appears the last two hops can be matched naturally without
decreasing the achieved rate.
Previous hops : Since the proof can be applied recursively
to each hop until the first one is reached, proving recursively
that the rate do not decrease when using the natural matching
instead of the optimal one, the following is obtained
ηmax (L
∗) ≤ ηmax (L) ,
contradicting (20). Hence, the natural matching is proven to
be optimal.
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