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ABSTRACT
As the search continues for alternate forms of energy sources, one that shows great
promise and feasibility is wireless energy harvesting (WEH), which is the ability to harvest
radio frequency (RF) energy from ambient or dedicated sources. Wireless energy harvester
systems aren’t known for harvesting large amounts of power, however, with the development
of the Internet of Things (IoT), WEH technology is seen as a great source of energy for
low power wireless sensors in IoT applications due to their ease of implementation and low
cost. The purpose of this work is to design a WEH system at Wi-Fi band (2.45 GHz)
and examine its efficiency to harvest RF energy from ambient and dedicated sourced. The
system developed consists of a circularly polarized receiver patch antenna which uses a U-
slot configuration to achieve the desired polarization as well as a wide bandwidth, and a half
wave rectifier circuit with an integrated matching network. For more efficient harvesting, a
sequentially rotated 22 planar array using U-slot patch antenna elements is also designed.
The antenna array not only increases the receiver gain compared to a system with a single
receiver antenna, it also significantly improves the polarization purity of the receiver and
thus the overall efficiency of the system. The above subsystems as well as a two-stage
Dickson multiplier circuit is designed, simulated, and analyzed in CAD software. The design
process for the aforementioned WEH system aims to lay a foundation for future work in the
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With the constant desire for new and green energy resources, wireless energy harvesting
(WEH) stands out as one possible source that can lead to a new era in renewable and green
technology. In WEH, a wireless power source transmits power in the form as EM waves to
a single or set of multiple receivers, where the captured EM waves are then converted to a
direct current (DC) for some particular DC power application. By converting wireless power
to useful DC power, these systems can eliminate the need for power sources such as batteries
and eliminate the finite device lifespan in IoT and low power sensor systems.
A WEH system can be broken up into three main subsystems: the receiver, RF rectifier,
and some form of power storage. The receiver is typically a single antenna or antenna array,
which is used to capture energy from an ambient or a dedicated source. The energy captured
is typically an EM plane-wave, which is a wave that consists of an electric and magnetic field
that are perpendicular to each other at all points in space. Typically, the energy captured
is at a RF frequency, so it is not capable of being used for a DC application. In order for
the energy to be used in a DC application, the second subsystem, the RF rectifier, is used to
convert the received AC signal to a DC one. Once the energy is transformed into a DC signal,
it must be delivered to a power storage source of some kind, whether it be a rechargeable
battery or capacitor bank. For an actual IoT sensor system, a Power Management Unit
(PMU) would also be integrated into the system, following the rectifier. The PMU works
as a boost converter, which steps up the voltage and regulates it as well, in order to protect
the load, for example IoT sensor, from sudden changes in the DC output.
In order to improve the efficiency and maximize the amount of power available to be
harvested, all three of the subsystems can be optimized. For the receiver, an array can be
used to replace the single element, which would increase the gain of the system, so that
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the signal received can have higher power, thus increasing the input power of the WEH
system. Similar to single antennas, antenna arrays can be designed to be polarized. For a
WEH application, the array would be designed to be circularly polarized (CP), because a CP
receiver will be able to capture the wave energy in the horizontal and vertical planes, as well
as every plane in between, meaning that the receiver doesn’t have to be oriented with the
transmitter. The other subsystems such as the rectifier and PMU/storage can be optimized
by selecting the best topology for the designated application. Such as if the application
requires a higher voltage, a two-stage Dickson rectifier would be chosen over the half-wave
rectifier because the Dickson has the ability to double the output voltage.
This work focuses on the design and simulation of the receiver and rectifier subsystems of
a WEH system at the Wi-Fi band (2.45 GHz) with the goal of improving the overall system
efficiency and feasibility of current work in the WEH field. The primary challenge that will
be addressed in this proposed research is the design and development of a circularly polarized
antenna array with high polarization purity. Comparative studies trade-offs between using
a single antenna receiver versus an array receiver, which provides higher gain and better
polarization purity, at the cost of increased size will also be investigated.
2
CHAPTER 2
DESIGN OF THE RECTIFIER CIRCUIT
2.1 Background
With the development of the internet of things (IoT), there has been a growth of smaller
electronic devices, such as sensors, handheld electronics, and wireless remote controllers
which all run off DC power. These IoT devices are making the average human life simpler
and more convenient, however, they might not always be as efficient. Being powered by
batteries, there is always a constant demand for batteries to be replaced after they die out,
which results in a financial waste and inconvenience. Some of these devices, particularly
wireless IoT sensors, are located in places such as substations, cell towers, and underground,
which leads to even more difficulty when it comes to replacing their power source [1]. Due
to the inconveniences and inefficiencies mentioned, RF energy harvesting has been an area
of research motivated by these very reasons. With the ability to turn a continuous RF sig-
nal into a DC power source, wireless energy harvesting (WEH) can be seen as an alternate
source instead of batteries for these lower powered IoT devices. The main subsystem re-
sponsible for the conversion from RF to DC in any WEH device is the rectifier. There are
many different rectifier topologies that can be used, where the most common ones are the
traditional halfwave rectifier and a voltage multiplier, particularly a Dickson Rectifier. For
both rectifiers, the theory of their function and topology will be discussed in detail and mod-
eled in the Keysight ADS design software. At RF frequency, guided waves will experience
reflections back to their power source, so a matching network needs to be incorporated into
the rectifier design and will be discussed in further detail later in this chapter. The overall
topology can be seen in Figure 2.1. This chapter will finish with an output power analysis
for the halfwave rectifier, where device applications and efficiency will be discussed.
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Figure 2.1: General Design Layout for Dickson and Halfwave Rectifiers
Each rectifier will be designed for Wi-Fi frequency (2.45 GHz), where the load will consist
of a 10 MΩ resistor. Rectifiers are nonlinear devices and their efficiency is power dependent.
In an actual WEH system, the input power will vary with time, but in the design presented
in this work the rectifier input power will be held constant at 10 dBm, i.e. 10 mW. Various
studies will be performed, in order to better understand the performance of the rectifiers
at the fundamental tone (2.45 GHz) which include harmonic balance (HB), large-signal
scattering parameter (LSSP), and a multitone-tone harmonic balance (HB) analysis, where
the tones will be taken from the low and high frequencies of the bandwidth of the U-Slot
antenna, presented in chapter 3.
2.2 Circuit Topology
The circuit schematic of a traditional RF halfwave rectifier can be seen below in Figure
2.2, where the RF voltage source can be expressed as vs = Vm sinωt. For the first half-cycle,
the diode is forward biased, allowing for the positive half of the waveform to pass through
to the capacitor and the load. The output voltage then becomes the same as source voltage
as the capacitor charges. When the input voltage reaches its peak at ωt = π
2
, the capacitor
then reaches full charge at Vm [2]. After ωt =
π
2
, the capacitor then begins to dissipate into
the load resistor. From ωt = π to 2π, the waveform becomes negative which reverse biases
the diode and becomes an open circuit. When the positive part of the waveform comes
around again, the diode is still off because the decaying capacitance voltage is higher than
4
Figure 2.2: Circuit Layout of Halfwave Rectifier with Capacitive Filtering
the input. The diode finally turns back on when the source reaches the same value as the
decaying exponential. The angle that this occurs at is represented by: ωt = 2π + α. This
process repeats indefinitely and is visualized in Figure 2.3.
Figure 2.3: Input and Output Voltage of Halfwave Rectifier with Capacitive Filtering [3]
2.3 Matching Network Theory
After designing the rectifier circuit, the next step in the design process is to design a
matching network to minimize reflections from the antenna to the rectifier, which will ulti-
mately maximize the amount of power sent to the load. There are many different matching
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network topologies, the most common being the T-network and L-network. These matching
circuits can both be implemented via microstrip stubs or with lumped elements to simplify
design complexity. For the purpose of this work, the matching networks will be implemented
with lumped elements. Both network configurations, seen in Figure 2.4 and Figure 2.5 use a
combination of inductors and capacitors, where capacitors are placed in shunt for a low pass
configuration while inductors are placed in shunt for a high pass configuration. L-networks
use only two lumped components, resulting in a simpler design; on the contrary, T-networks
use three reactive components. With L-networks, the design has very limited control over
the Q of the circuit, which is determined by the source and load impedances within the
circuit. Q is inversely related to bandwidth of the circuit, so the higher the Q, the smaller
the bandwidth. The extra reactive component in the T-network allows for more design flex-
ibility in terms of Q, where series-connected inductor sections result in a range of loaded Q
values that are less than the range of Q values that can be obtained from a single L section,
resulting in a wider bandwidth[4]. For this work, results suggest that the T-network worked
better for the half wave rectifier and the L-network was more compatible for the Dickson
rectifier.
Figure 2.4: L-Network Configuration
The purpose of any matching network is to reduce reflections from the source to the
load by introducing reactive elements that can transform the load impedance to match the
complex conjugate of the source impedance. For the case of the L-network, we can assume
the source impedance is equal to the characteristic impedance of the transmission line Z0
and the complex load impedance is represented by Equation 2.1.
6
Figure 2.5: T-Network Configuration
ZL = RL + jXL (2.1)
Where RL and XL are the resistance and reactance of the load respectively. Generally, there
are two cases to be considered for the design of a matching network, being where RL < Z0
and when RL > Z0. Typically, RL > Z0 won’t occur when the characteristic impedance of
the line is 50 Ω, so this case will not be considered. However, for the case when RL < Z0
the network configuration in Figure 2.4 must be designed to guarantee that a solution exists





RL + j(X +XL)
(2.2)
This equation can now be solved by separating its real and imaginary parts, where the X










The equations and design process mentioned above are applicable for linear devices,
however, these X and B values will be difficult to solve for in a nonlinear device. Since the
diode(s) have introduced nonlinearity into the half wave and Dickson rectifiers, the L and C
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values for the matching networks can be solved for by using optimization algorithms within
the Keysight ADS software [6]. The specifications for this optimization consisted of only the
inductors and capacitor of the matching network to be optimized, for S11 to be below -40
dB.
2.4 Design of Halfwave Rectifier
This design followed the same topography as seen in Figure 2.2. A capacitance value of 4
pF was used, since this value greatly reduced the ripple of the output voltage without making
the circuit unstable. The diode used for this rectifier and the Dickson is the HSMS Schottky
barrier diode. As mentioned in section 2.3, a low pass T-Circuit Impedance Transformer
was used to properly match the rectifier and load to a 50 Ω source, where the optimization
tool was used to solve for the most sufficient L and C values that satisfied the optimization
constraints. Following the optimization, the resulting capacitance and inductor values met
the criteria specified, however, these values were non-ideal, so available values for capacitors
and inductors in the market were used in the final design. The final circuit schematic of the
half wave rectifier can be seen in Figure 2.6.
Figure 2.6: ADS Schematic of Halfwave Rectifier with T-Circuit Impedance Transformer
2.5 Design of the Dickson Rectifier
The role of a Dickson rectifier is similar to that of a DC-DC converter, where a DC
signal is sent in and the output is a DC signal that is either stepped up or stepped down
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[7]. Benefits of using the Dickson rectifier are that it achieves both rectification and voltage
multiplication. In the original design, the Dickson charge pump, the converter multiplies the
output voltage by using two clocked complementary input lines to move charge down each
stage of the circuit. Thus, by grounding the DC input signal and one of the clock lines, the
circuit can be converted to the RF Dickson rectifier. In theory, the Dickson rectifier operates
similar to that of the half wave rectifier, where the input AC voltage is distributed to each
stage, which then charges each of the capacitors. When the diodes enter the reverse bias
mode, the capacitors discharge and sum up together, resulting in a greater output voltage
[8]. For the ADS design, a value of 4 pF was used for each of the capacitors in the design,
excluding the matching network. Through trial and error, results suggested that a low
pass L-Circuit Impedance Transformer would work better for this design. Once more, the
optimization tool was used to find the optimum values of the inductor and capacitor in the
matching network to ensure that S11 is less than -40 dB. Similarly, commercially available
components were used in the last stage of the design. The final design of the Dickson rectifier
can be observed in Figure 2.7.
Figure 2.7: ADS Schematic of Dickson Rectifier with L-Circuit Impedance Transformer
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2.6 Performance of the Halfwave Rectifier Circuit
For each rectifier, a series of studies were conducted, consisting of HB, LSSP, two tone
HB analysis, and a time-domain steady state response study of the input and output signals.
The HB simulation gives a representation of the steady state response of non-linear
circuits in the frequency domain, by showing the power level over the order of each of the
tones: (0)ω, (1)ω, · · · , (N)ω, where (0)ω is the DC response and (1)ω is the fundamental
tone, which in this case is 2.45 GHz [9]. In Figure 2.8, the frequency spectrum is portrayed
from the HB simulation. Due to the effects from the low pass matching network, the DC
and fundamental tone are preserved, while every tone greater than (1)ω is filtered out. This
is a necessity for this design since the rectifier will be used in a DC power electronic type
application, where higher order harmonics will degrade the performance or destroy electronic
devices that rely on a DC input signal [10][11].
Figure 2.8: Harmonic Balance Simulation for Output Voltage
Reflections are another factor the need to be considered when it comes to designing a
microwave device of any sort. For non-linear circuits, the tool that is used for such a matter
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is known as LSSP analysis. LSSP is based off of HB, where it computes the S-parameters
for an N-port device under large signal excitation conditions [12]. What makes this sort of
analysis useful is that it demonstrates reflections within the device in terms of input power.
In Figure 2.9, it’s observed that when 10 dBm of power is inserted into the rectifier, the
reflection coefficient at port 1 is approximately -28 dB, suggesting that there are minimal
reflections for this input power level.
Figure 2.9: LSSP Result for S11
Two-tone excitations are usually used for the evaluation of intermodulation and distortion
within a device. For this simulation, the frequencies of the excitations used were from the
flow and fhigh of the bandwidth of the U-Slot antenna, which translate to 2.27 GHz and 2.56
GHz. Results of this simulation can be seen in Figure 2.10.
In the time domain, the rectifier gave a fairly better response than expected at the
beginning of the design phase, which is pictured in Figure 2.11.
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Figure 2.10: Two-Tone Simulation Results for Halfwave Rectifier
Figure 2.11: Input and Output Voltage of Halfwave Rectifier
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For a typical halfwave rectifier, the peak of V0 should be equal to that of Vin, which is
equal to Vm, as depicted in Figure 2.3. The output voltage is not equal to Vm as in traditional
rectifiers, where this extra boost is expected to be coming from the capacitor in the matching
network [13][14].
The resulting output current is much smaller in magnitude in relation to the voltage,
seen in Figure 2.12. Due to Ohm’s law, the current is dependent on the load so when the
rectifier is attached to a large load, the current will be on the verge of nanoamps.
Figure 2.12: Output Current of Halfwave Rectifier
2.7 Performance of the Dickson Rectifier
The same design procedures and simulations used for the halfwave rectifier were used
when designing the Dickson in ADS. However, since the Dickson rectifier is classified as a
voltage multiplier; the output voltage and current are expected to be four times higher than
that of the half wave.
For the harmonic balance analysis, Figure 2.13 demonstrates that the matching network
did fairly well at preserving the DC and fundamental tone. The only significance from Figure
13
2.13 and Figure 2.8 is that the DC term is much more dominant, which is mostly due to the
voltage multiplication of the DC output.
Figure 2.13: Harmonic Balance Result for Dickson Rectifier
For this particular design, the matching network worked more efficiently than that of the
halfwave, shown in Figure 2.14
The optimization specified for the reflection coefficient at port 1 to be less than -40 dB
and came out to be around -54 dB post optimization. Fortunately, the optimized values for
the inductor and capacitor came out fairly close to those commercially available, keeping
reflections within the network below -40 dB.
Once more for the two-tone excitation, values of 2.27 GHz and 2.56 GHz for flow and
fhigh were used for the simulation.
Since two stages were used for this design, the output voltage was expected to be four
times that of the output of the halfwave. As expected, the output voltage is roughly around
12 V, which is approximately four times that of the output voltage of the halfwave rectifier.
Another benefit to using the Dickson design is that it uses more than one capacitor which
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Figure 2.14: LSSP Simulation of Dickson Rectifier for S11
not only multiplies the voltage but flattens out the response, thus giving the voltage and
current more DC-like features.
2.8 Keysight ADS Layout Design
With the main goal being for the rectifier to be fabricated, the next step in the de-
sign process is to replicate the design in layout and then setup an EM-COSIM so that the
lumped elements can be accounted for in the simulation. The difference between layout and
schematic, which the rectifier(s) were previously designed in, is that the layout feature is
dedicated specifically for the physical design of high frequency layouts where the physical
geometries, dimension, and proximity are carefully calculated and positioned to give opti-
mum performance at RF and microwave frequencies, where the layout model of the halfwave
rectifier can be seen in Figure 2.18 [15].
Layout integrates system, circuit, and full 3D electromagnetic simulation, where schematic
only focuses on the circuit model of the device. However, the layout feature is not compatible
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Figure 2.15: Two-Tone Simulation Results for Halfwave Rectifier
Figure 2.16: Input and Output Voltage of Dickson Rectifier
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Figure 2.17: Output Current of Dickson Rectifier
Figure 2.18: Keysight ADS Layout Model of Halfwave Rectifier
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with lumped components, so the design must be exported as an EM-Symbol, which can then
be placed back in a schematic simulation, pictured in Figure 2.19, where the symbol calls
the planar EM solver and accounts for the electromagnetic effects on the device, which the
schematic simulation did not do before [16]. The layout feature is also where the board can
be exported as a Gerber file, which is the file needed when the board is sent in for fabrication.
Figure 2.19: Halfwave Rectifier EM-Symbol in Schematic Simulation
Since the original schematic simulation does not consider EM effects, the schematic sim-
ulation with the EM-Symbol will have varied results, where matching might occur above
or below the design frequency and the output voltage may contain higher order harmonics
and lose its DC like features. To correct this problem, another T-junction low pass filter
can be added at the load end of the circuit, which will filter out unwanted frequencies and
improve the performance of the rectifier. After many iterations of re-optimizing the design,
a design that was suitable enough for the design constraints was finalized. In Figure 2.20,
results show that the peaks of the output voltage align with the peaks of the input voltage,
as suggested from Figure 2.3.
Unfortunately, due to the complexity added to the design from the two low pass filters
and the landing pad for the diode, S11 was compromised and dropped from -28 dB to -19.5
dB at 2.45 GHz. From a designer’s perspective, this is still a tolerable value for S11, however,
it will decrease by about -5 dB when the board is sent in for fabrication, which is all caused
by errors of the fabrication device.
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Figure 2.20: Output Voltage vs. Input Voltage for EM-COSIM
Figure 2.21: Load Current for EM-COSIM
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2.9 Power Analysis
An important feature of the rectifier is its power handling capability and efficiency. For
this case study, a simple basic halfwave rectifier with a 10 kΩ load and 15 dBm input power
will be analyzed in schematic, as seen in Figure 2.22. The results for the output current and
voltage in the time domain and their harmonics can be viewed in Figure 2.23
Figure 2.22: Schematic Model of Halfwave Rectifier
The power delivered to the load can be computed by using a “Power Probe” from the
ADS tool palette. For DC, AC, and HB simulations, the probe computes the average power








Figure 2.23: Output Current and Voltage of Halfwave Rectifier
P (0) = 2VpIp (2.6)
The average rectified power at 15 dBm (0.0316 W) input is about 865 µW, which achieves
a conversion efficiency of about 36.5%. The rectified power versus RF power is shown in
Figure 2.24. Note that at very low power levels, the diode barely turns on. The rectifier
power rises significantly as RF power increases above 0 dBm (1 mW) but reaches a saturation
limit of about 1.1 mW around 16 dBm. The curves in the bottom portion of the graph which
are almost zero level are for the harmonic powers at non-DC frequencies.
Like the previous simulations for the rectifiers in the earlier part of the chapter, a two-
tone excitation and load analysis were also performed on the circuit in Figure 2.22, where f1
and f2 were 2.4 GHz and 2.5 GHz respectively. The circuit response is given in Figure 2.25,
where it is observed that the spectrum is similar to that of the single-tone analysis from
Figure 2.8. The spectrum graphs clearly show the peak power at 2.45 GHz for the input has
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Figure 2.24: Output Power as Function of Input RF Power
been moved to DC at the output.
Figure 2.25: Input and Output Frequency Spectrum for Two-Tone Excitation
The transient analysis conducted for the two-tone excitation model consisted of four
varying load values: 50 Ω, 1 kΩ, 10 kΩ, and 100 kΩ, where the results are displayed in
Figures 2.26-2.29. Compared to the output voltage of the single-tone analysis, the output
voltage now shows more ripples and non-DC like features. However, as the impedance of the
load increases, the magnitude of the output voltage increases, and the ripples flatten out to
the point of where a smoother output voltage is achieved.
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Figure 2.26: Output Voltage for Two-Tone Excitation with 50 Ω Load
Figure 2.27: Output Voltage for Two-Tone Excitation with 1 kΩ Load
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Figure 2.28: Output Voltage for Two-Tone Excitation with 10 kΩ Load
Figure 2.29: Output Voltage for Two-Tone Excitation with 100 kΩ Load
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The final case study performed for this circuit is a parameter sweep of the load impedance
to determine the optimal output voltage value. The plots for output voltage as a function
of time and load impedance can be seen in Figure 2.30. As the value of the load impedance
increases, the peak voltage rapidly increases at first and then saturates around 10 kΩ. Even
though the voltage saturates, load values above 10 kΩ will smooth out the output voltage
response when the rectifier is receiving two input RF-signals at different frequencies
Figure 2.30: Load Sweep for Output Voltage and Output Voltage as Function of Load
Impedance
2.10 Harvesting Microwatt Levels of Power
Harvesting small amounts of RF power is always a challenge. In fact, in 2019, DARPA
introduced a research area as part of their YOUNG FACULTY AWARD entitled “RF Power
Harvesting for Remote Sensing” [17]. Ambient RF energy harvesting concepts have been
around since the early 2000’s when micro-electronics became efficient enough to make use
of their low energy yield. A key player in RF energy harvesting is the rectenna which
uses an integrated rectifier and antenna to convert RF power to DC power at much greater
efficiencies, However, rectenna conversion efficiency is not maintained at low RF power (<< 1
mW) on account of limiting diode characteristics used in rectification. This relegates RF
25
energy harvesting to regions in close proximity to an RF transmitter. While this challenge
is still on-going, it illustrates some of the difficulties in this research area.
The power available from ambient energy sources is usually small. As such, some power
management with voltage boosting is necessary. Maximum power point tracking can also
be used to dynamically adapt the DC load in the energy harvesting circuits for maximum
power extraction. A suggested PMU is the Texas Instruments BQ25504 PMM chip which
has a high efficiency boost converter and can efficiently manage microwatts of power. It also
has a cold startup operation mode which can start with voltages as low as 330 mV. After
the main boost charger turns on and efficient operation begins, the system can work with
input voltages as low as 80 mV. An image of the TI BQ25504 PMM development board is
shown in Figure 2.31
It is also important to note that in practice, IoT devices operate mostly in a power
saving mode, which allows them to store energy, and have short bursts of active operation.
An illustration of the power consumption of LTE-M and NB-IoT from Rhode Schwarz is
shown below.
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Figure 2.31: Photo of TI BQ25504 PMM Development Board [18]
27




3.1 Patch Antenna Theory
Energy harvesters can be broken down into two main systems, the RF rectifier and the
receiver. The rectifier, as mentioned in the previous chapter, is responsible for converting
RF energy into usable DC power. On the contrary, the receiver is responsible for energy
capture of designated or ambient RF signals. The antenna used for the receiver should
naturally have a reasonable gain and should be designed for a particular frequency band.
Since wireless energy harvesters are intended to be energy sources for IoT sensors, which are
typically small devices, the harvester must have a receiver with a low-profile configuration
(small physical size). With the ever-growing area of printed circuit board (PCB) technology,
a popular antenna for wireless energy harvesting (WEH) is the microstrip patch antenna.
Patch antennas consist of two parallel conductors that are separated by an insulator. The
top conductor is usually much smaller than the bottom layer, which covers the entire base
of the insulator. What’s unique about patch antennas is that there are many different
types of patch antennas which use varying geometries, such as: rectangular, square, circular,
and triangular. The antenna focused on in this work is closely related to the square patch
antenna. The way that the antenna functions is that the square patch is designed to be λ
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long, so that the Electric field (E-Field) has a varying polarity at opposite ends of the patch,
as seen in Figure 3.1 [20].
The E-Field then fringes around the edges of the patch, shown in Figure 3.2 and meets in
phase in the Far Field, resulting in the radiation pattern in Figure 3.3. Patch antennas tend
to have a higher popularity compared to dipoles because of their inexpensive cost, design
simplicity, and large gain, which is typically between 6-9 dBi. However, patch antennas do
have some drawbacks which consist of low power handling capability and poor efficiency
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Figure 3.1: Side View of E-Field of Patch Antenna [21]
Figure 3.2: Top View of E-Field of Patch Antenna [21]
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which is mainly due to the fact that microstrip lines are very inefficient themselves. Patch
antennas are also known for having a very narrow bandwidth; however, this issue can be
improved by making some geometry modifications to the patch and dielectric layer, which
will be discussed in the next section.
Figure 3.3: Radiation Pattern of Patch Antenna
3.2 U-Slot Patch Antennas
Aside from low-profile configuration, another challenge faced in WEH is polarization.
When Electromagnetic waves are transmitted into free space by an antenna transmitter, the
EM wave becomes a plane wave in the far field. EM waves are unique in that they contain
an E-Field and a Magnetic field (H-Field), which are perpendicular to each other, as seen in
Figure 3.4. Another property of EM-waves is that they are polarized, which is based off the
locus of their E-Field. The example shown in Figure 3.5 demonstrates the locus of a linear
polarized wave. By looking down the axis of propagation, it is observed that the E-Field
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Figure 3.4: EM Wave [22]
Figure 3.5: Plot of Locus for Linear Polarized Wave [23]
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will increase towards a maximum and then decrease down to a minimum for each cycle,
so the locus is ultimately just a pulsating vector, perpendicular to the axis of propagation.
However, the issue with linear polarization is that the transmitter and receiver have to be
perfectly oriented or else the signal would be lost. A fix for this problem is to circularly
polarize the receiver. By circularly polarizing the receiver, the locus of the E-Field will cover
the entire X-Y-Z space, guaranteeing a connection between the transmitter and receiver.
This is applicable and extremely useful for WEH because a circularly polarized receiver
for an energy harvester can receive signals from any device that operates in its frequency
band, without knowing the orientation of the transmitted device. The polarization purity is
measured by the axial ratio (AR), which is the difference between the Ex and Ey components
of the E-Field [24].
Figure 3.6: Locus Plot of Circularly Polarized Wave [25]
Referring back to patch antennas, it was mentioned in the previous section that patch
antennas are appealing for WEH because of their high gain, simple design, and cheap cost;
however, they have a very narrow bandwidth. A particular patch antenna that can have an
increased bandwidth and also achieve a circularly polarized radiation pattern is the U-Slot
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patch antenna.
Figure 3.7: Image of U-Slot Patch Antenna [26]
By taking a square patch and engraving a symmetrical U into the conductor layer, the
impedance of the antenna will be altered and increase the amount of resonant frequencies,
thus increasing the bandwidth of the antenna. To achieve circular polarization, the lengths
of the arms can be adjusted to where one arm is shortened while the length of the other
arm is increased. For this work, the right arm will be shortened, and the left arm will be
increased, as seen in Figure 3.9. By decreasing the right arm, the current distribution on
the patch will be altered in a way that the E-Field will rotate clockwise, which is defined as
Left Hand Circular Polarization (LHCP) [26][27].
While the choice of design frequency generally depends on the application, congested
bands such as Wi-Fi would generally have more ambient sources of power, hence the design
frequency was selected to be 2.45 GHz, where a return loss (RL) of 35 dB and gain of 7 dB
is desired. The antenna will also be designed to obtain an axial ratio (AR) less than .01 dB,
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both as a function of frequency and theta.
Figure 3.8: Return Loss Comparison of Patch Antenna with and without Slots [28]
Contrary to the rectifiers, three separate systems were designed, which include a single
element U-Slot, a 2x2 U-Slot planar array, and a sequentially rotated U-Slot Planar array,
all in Ansys HFSS [29]. The purpose of this design is to examine if there are significant
tradeoffs between using a single element, planar array, or a sequentially rotated planar array
for WEH purposes. Arrays naturally have higher gain than single element antennas and
a sequentially rotated array should have a much higher polarization purity than a single
element and standard planar array. However, with the cost and weight, the array(s) might
not be as beneficial for a WEH system [30]. The final design will be fabricated on the Rogers
5880 Duroid, where the 62-mil substrate will be hoisted 10 mm above the ground plane,
which will increase the bandwidth [28].
3.3 U-Slot Design
The U-Slot antenna went through two design stages, pre- and post-optimization. The
variables in Figure 3.9 were initialized in HFSS, where the antenna was created to become just
within a reasonable range of the design specifications by undergoing a series of parametric
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Figure 3.9: Geometry of U-Slot Antenna Design [31]
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studies. For the parametric studies, six simulations were conducted, where the distance of
the coax from the edge of the patch was adjusted by adding on .1 mm for each simulation,
in order to find the spot on the patch that matched to 50 Ω.
Figure 3.10: Top View of U-Slot Antenna Design
The return loss (RL) satisfied the design constraint in the pre-optimization stage; how-
ever, this was achieved at lower frequencies. Prior to the optimization, the size of the patch
was slightly adjusted to move resonance towards the desired operating frequency.
AR in terms of frequency displays better results than in terms of theta. The AR achieves
values in the frequency domain close to .01 dB but those are done so at 2.52 GHz. The
results for AR versus theta are quite poor, where the value at broadside are greater than
1dB.
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Figure 3.11: Side View of U-Slot Antenna Design
Figure 3.12: 3D View of U-Slot Antenna Design
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Figure 3.13: Parametric Study of Return Loss for Single Element U-Slot Antenna
Figure 3.14: Parametric Study of Axial Ratio vs. Theta for Single Element U-Slot Antenna
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Figure 3.15: Parametric Study of Axial Ratio vs. Frequency for Single Element U-Slot
Antenna
Figure 3.16: Realized Gain of Single Element U-Slot Antenna
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The max gain of the single element was slightly lower than 7 dB. Unlike the other
parameters of interest, the gain is pretty much satisfied. The minor concern is a slight
tilt in the main beam peak; however, this is common for this type of antenna and won’t
impact the overall system performance.
3.4 Optimization
The optimization tool in HFSS was then used to tune the model, in order to achieve
the design specifications. Only six variables were optimized: Ws,Wu, Lf , Lub, Lul, and Lur,
where everything else was held constant. Note that in the first set of optimizations, the
results met the majority of the design constraints. However, the left arm of the U came
within a millimeter of the edge of the patch, which would make this design almost impos-
sible to fabricate. To avoid having this problem, a design constraint was specified for the
optimization, declaring that the length of the left arm can’t come within 3 mm of the edge
of the patch by using the following equation:
− Lul − Lub < 36mm (3.1)
In HFSS, there are several optimization algorithms that can be choose from: Genetic
Algorithm, Quasi Newton, Pattern Search, etc. The one chosen for this optimization prob-
lem is the Sequential Nonlinear Programming (Gradient), otherwise known as Sequential
Quadratic Programming (SQP) because it is computationally faster than the other algo-
rithms. SQP is an iterative method for constrained nonlinear optimization problems, where
the objective function and its constraints are twice continuously differentiable. This method
solves sequences of optimization sub-problems, where each sequence optimizes a quadratic
model of the objective function, which is subject to linearization of the constraints [32]. If
the defined optimization problem is unconstrained, then the algorithm simplifies to Newton’s
method for finding a local minimum of the function. Random initialization is used for the
algorithm, meaning that the algorithm can converge to a local minimum rather than the
global minimizer. Figure 3.17 demonstrates the consequence of random initialization, where
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the cost function converges to a minimum more smoothly, when compared to another opti-
mization simulation. There is no solution to the consequence of this algorithm, where the
best fix is to keep re-simulating the algorithm until an acceptable design is achieved. This
Figure 3.17: Cost Function Comparison for Multiple Optimizations of U-Slot Antenna
criterion was indeed satisfied, but more design constraints were not satisfied, in particular
S11, where peak matching is off by a few MHz and is less than -35 dB.
Axial Ratio is now centered at the design frequency, despite it being greater than .01 dB.
Fortunately, the AR in terms of theta was shifted back to broadside and achieved a value
less than .01 dB. Despite that some of the design criteria were not met, the design is still
feasible and achieves sufficient matching and AR characteristics.
At broadside, the LHCP is dominant and achieves gain values between 7.49 and 7.86 dB.
RHCP is practically non-existent at broadside and is heavily attenuated for θ > 0. Figures
3.23-26 demonstrate the Electric field for different phase values and help visualize how the
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Figure 3.18: RL of Single Element U-Slot Antenna Post Optimization
Figure 3.19: AR of Single Element U-Slot Antenna vs. Frequency Post-Optimization
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Figure 3.20: AR of Single Element U-Slot Antenna vs. Theta Post-Optimization
Figure 3.21: LHCP RHCP Gain of U-Slot Antenna Post-Optimization
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Figure 3.22: 3D Plot of Radiation Pattern
field is LHCP. As the phase φ increases, the field rotates clockwise and propagates out in
the z-axis, which corresponds to the curling of the fingers on the left hand with the thumb
pointing outward, which is where the term LHCP comes from.
45
Figure 3.23: E-Field at φ = 0◦
Figure 3.24: E-Field at φ = 60◦
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Figure 3.25: E-Field at φ = 90◦




4.1 Antenna Array Theory
Antenna arrays are a set of multiple antennas working together as a single antenna. The
combination of several antennas will increase the effective aperture size, and thus directivity
and gain of the antenna. It can also improve the radiation characteristics of the antenna
such as polarization purity and scan performance [30].
There are several classes of array configurations, consisting of linear antenna arrays, where
the antennas reside on an axis, and multidimensional antenna arrays, where the antenna
elements are placed on either a plane or 3D space. Linear arrays have more limitations
compared to multidimensional array because since the elements reside on an axis, the main
beam can only scan in a single plane and the elements can’t be oriented in a way to improve
the polarization purity of the radiation pattern. On the contrary, multidimensional arrays
have more freedom and flexibility when it comes to beam scanning and adjusting the positions
of each of the elements for manipulation of the radiation pattern.
When it comes to designing antenna arrays, the model consists of two parts: the element
pattern which is the pattern of one of the elements by itself and the array factor. The array
factor is the pattern of the array with the elements replaced by isotropic point sources. The
total pattern of the array can then be found by taking the product of the element pattern
and the array factor. It was mentioned in the previous chapter that this work will focus on
a 2x2 Planar array and a sequentially rotated planar array, both consisting of the U-Slot
patch antenna designed for 2.45 GHz.
4.2 Directivity Calculation
Since the purpose of an antenna array is to combine multiple antennas together to work
together as a single antenna to increase the gain of the receiver, the directivity needs to be
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maximized. As seen in the following equation, directivity is directly proportional to gain,
where ǫ is the efficiency of the antenna, where losses and polarization of the antenna are
accounted for [6].
G(θ, φ) = ǫD(θ, φ) (4.1)
Directivity is a function of wavelength, where the directivity of a planar array will be
at a max around λ
2
and drastically decrease after this maximum point. In order to find the
wavelength that results in maximum directivity, Equation 4.2 must be solved for, where the







|AF |2 sin θdθdφ
(4.2)
Plotting Equation 4.2 as a function of distance then results in the following plot, where
it can be observed that maximum directivity is achieved at .6λ, which translates to 73.42
mm at 2.45 GHz.
Figure 4.1: Plot of Directivity vs. Wavelength
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Moving forward, the wavelength that relates to maximum directivity is now used to design
the second U-Slot Patch Antenna, which will make up one-quarter of the overall array. The
desired geometry of the array can be observed in Figure 4.2.
Figure 4.2: Geometry of Array, Using Distance that Maximizes Directivity [33]
The patch width is held constant at 39 mm where the substrate width is now updated
to 73.42 mm. Increasing the substrate dimensions resulted in better matching and return
loss for S11, as seen in the following figure. Minimum RL is still around 2.4 GHz, indicating
that the patch needs to go through another round of optimization simulations. The values
obtained from the optimization can then be translated over to the array design, concluding
the design of the array. Some performance factors of the antenna are given in Figures 4.3-5.
The LHCP gain has been unchanged from the recent adjustments made to the design.
However, AR has been shifted off broadside and is much greater at a less desirable value.
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Figure 4.3: LHCP and RHCP for U-Slot Antenna with Updated Substrate for .6λ
Figure 4.4: RL for U-Slot Antenna with Updated Substrate for .6λ
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Figure 4.5: AR vs. Theta for U-Slot Antenna with Updated Substrate for .6λ
4.3 Array Factor Calculation
In order to compute the radiation pattern for the array, the array factor (AF) must be
multiplied with the element pattern from HFSS. The radiation pattern slices from HFSS
with element spacing of .6λ for φ = 0◦, 90◦ can be seen in Figures 4.6-7. The array factor
for the 2x2 array was then calculated in MATLAB by using the following equation:











Technically since this is a 2x2 array, the side lobes don’t show up in the visible space,
resulting in just the main beam with very low directivity. The array factor was solved with
an element spacing of .6λ, where the results are displayed in Figure 4.8.
In order to compute the array radiation pattern, the E-H plane slices from Figure 4.8 are
multiplied with the E-H plane slices from Figures 4.6-7. Note that the gain for the following
plot does not account for the entire array and is reflective of a single element. The resulting
radiation pattern is more directive than the pattern for the single element and will naturally
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Figure 4.6: LHCP Gain for U-Slot Antenna with Updated Substrate for φ = 0◦
Figure 4.7: LHCP Gain for U-Slot Antenna with Updated Substrate for φ = 90◦
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Figure 4.8: 3D AF for 2x2 Planar Array with .6λ Element Spacing
have higher gain as well.
4.4 U-Slot Planar Array Implementation
When it comes to actually implementing the array, the U-Slot array was configured
accordingly by Figure 4.2, where the array consisted of 4 elements with .6λ spacing from
each other. The elements were fed by separate coax feeds, where all feeds were in phase
and with an excitation magnitude of 1 Watt. The resulting U-Slot planar array designed in
HFSS is displayed in Figure 4.10.
In maintaining the LHCP pattern of the individual U-Slot antenna, the array is expected
to still preserve the LHCP characteristics; however, due to factors like mutual coupling,
the RHCP pattern is not attenuated as well, compared to that of the single element. The
array configuration does still keep the RHCP pattern to be < 0 dB for θ ∈ [0, 360], but the
polarization purity is weaker in this case. As expected, the array has a much higher gain
than the single element, where the gain of the array is 12.5 dB, shown in Figure 4.11.
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Figure 4.9: Resulting Array Radiation Pattern for E-H Slices
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Figure 4.10: U-Slot Planar Array
56
Figure 4.11: Gain Plot of U-Slot Planar Array for E-H Field Cuts
Figure 4.12: Radiation Pattern of U-Slot Planar Array
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The AR results of the array suggest that the AR is compromised greatly, when using a
standard array configuration. The AR as a function of θ does not even come close to the
original design standard of being <.01 dB, where the lowest value is about .9 dB at −87◦.
As a function of frequency, the AR has a fairly decent bandwidth of 190 MHz, however,
the bandwidth doesn’t include the intended operating frequency 2.45 GHz which makes the
standard array very unappealing for use in a high polarization purity application standpoint.
Figure 4.13: AR of U-Slot Planar Array as a Function of θ
Although the AR was not preserved well in the standard array configuration, when com-
pared to the individual U-Slot, the operating frequency for S11 didn’t shift and achieved a
value of -23.2 dB with a bandwidth of 180 MHz. So even with S11 increasing and the AR be-
coming non-ideal, the gain of the array increased by about half of the gain of the stand-alone
element, while preserving the S11 bandwidth. Section 4.5 will go in depth about a technique
that can be used to increase the gain of the receiver, maintain the original S11 bandwidth,
and increase the polarization purity of the overall system to have a better performance than
the single element.
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Figure 4.14: AR of U-Slot Planar Array as a Function of Frequency
Figure 4.15: RL of U-Slot Planar Array
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4.5 Sequential Rotation
The polarization purity and bandwidth of the array can be improved by using a technique
for microstrip arrays called sequential rotation. Sequential rotation (SR) is implemented by
taking the elements within the array and physically rotating them by multiples of a defined
angle and shifting the phase of each element by their individual rotation angles [34][35].
By doing so, the AR value at broadside will be very low and increase the AR bandwidth,
compared to that of a non-shifted array, as seen in Figure 4.16 and Figure 4.18.
Figure 4.16: Pattern of 2x2 non-rotated array with RHCP elements[36]
Figure 4.16 shows the pattern of a 2x2 planar array consisting of RHCP elements that are
not rotated. Despite the fact that the array consists of RHCP elements, the overall pattern
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at broadside isn’t RHCP, but rather a combination of both RHCP and LHCP. The strong
presence of the LHCP is destructive to the axial ratio, as seen in Figure 4.17
Figure 4.17: AR of 2x2 non-rotated array with RHCP Elements [36]
When the elements of the array are rotated and the proper phase shifts are added to
each element, the RHCP will become more dominant and the LHCP will be nulled out at
broadside, which reflects the increase of polarization purity and bandwidth, as depicted in
Figure 4.19.
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Figure 4.18: Pattern of 2x2 Rotated Array with RHCP Elements [36]
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Figure 4.19: Pattern of 2x2 Rotated Array with RHCP Elements [36]
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There are several consequences in using the sequential rotation technique. The first is
that the return loss will be slightly compromised, so the array will have to be optimized to
ensure better matching. The most notable setback is that the geometry of the feed network
for the rotated array will have a far more complex geometry compared to that of the non-
rotated array. The reason is that, since all of the elements have different phase shifts, the
feed will have different lengths leading up to each element. Since the elements are also
physically shifted as well, the feed will have to be cleverly crafted to wind around certain
elements without resulting in mutual coupling. The design may be tedious and troublesome,
but the results are highly promising.
4.6 Sequentially Rotated Array (SRA) Design
The sequential rotation technique, described in the previous section, was implemented
on the 2x2 U-Slot planar array in HFSS. Since there are four elements, each element will
be spaced .6λ and will also be physically and electrically shifted by 90◦ from its neighboring
element, as seen in Figure 4.20
In order to stay consistent and keep the overall array radiation pattern LHCP, the ele-
ment in the bottom right hand corner will be considered the initial element, with 0◦ physical
and electrical phase shift. The element in the top right corner will be considered the second
element, which will be physically rotated counterclockwise and electrically shifted by 90◦.
The elements in the top left hand and bottom left-hand corner will be rotated counterclock-
wise and electrically phase shifted by 180◦ and 270◦ respectively, resulting in the overall
array radiation pattern to be LHCP. If the elements were to be shifted clockwise instead
of counterclockwise, it would result in an RHCP SRA, which would undo the effects of the
LHCP pattern from the individual elements and result in a poorly conditioned radiation
pattern, where key factors like gain and AR would be diminished.
After implementing the sequential rotation technique on the U-Slot planar array, the
results surpassed that of both the single element and standard planar array as expected.
The gain of the SRA end up being 12.4 dB, which is about .5 dB greater than the planar
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Figure 4.20: Sequentially Rotated U-Slot Planar Array
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array. The gain plot and radiation pattern of the SRA can be seen in Figure 4.21 and Figure
2.22 respectively. What makes Figure 4.21 unique is that it perfectly demonstrates the
benefits of using sequential rotation. By sequentially rotating the array, the RHCP pattern
is completely nulled out at broadside, and is heavily attenuated over all θ ∈ [0, 360] while
the LHCP pattern is dominate at broadside and over a decent range of θ.
Figure 4.21: Gain Plot of SRA for E-H Fields Cuts
In terms of AR, the SRA also outperformed the standard planar array for AR as a function
of frequency and θ. The AR as a function of θ has a value of about .2 dB at broadside and
has a bandwidth of [−27◦, 27◦]. As a function of frequency, the SRA performed extremely
well, where it had an AR <.4 dB over the course of the frequency sweep, which ranged from
2.25 GHz to 2.75 GHz. Fortunately, the operating frequency of the SRA didn’t shift to
higher frequency by too much, where the operating frequency achieves a value of -24 dB at
2.47 GHz and -22.1 dB at 2.45 GHz, with a bandwidth of 180 MHz.
Looking back at the previous two cases of the single U-Slot antenna and the U-Slot planar
array, the SRA is practically superior to the other two. The only case where the single U-Slot
antenna is better than the SRA is in terms of return loss, because the single U-Slot is better
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Figure 4.22: Radiation Pattern of SRA
Figure 4.23: AR of SRA as a Function of θ
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Figure 4.24: AR of SRA as a Function of Frequency
Figure 4.25: RL of SRA
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matching at the design frequency than the SRA. Because this work was intended to focus on
the design of a high polarization purity receiver for WEH applications, it can be concluded
that an SRA consisting of a U-Slot patch antenna does achieve very high polarization purity
with a high AR bandwidth. Examining Fig 4.23, it is noticed that the SRA achieves a very
low AR for a broad range of theta. The single U-Slot also achieves a very low AR; however,
this happens at a particular θ value, and then AR degrades very fast at neighboring θ values.
The case with the worst AR performance would be the 2x2 U-Slot planar array. AR for the
2x2 array is only <1 for a small range of theta values that aren’t even close to broadside. At
broadside, the AR performance is very poor, where neighboring θ values have a lower AR
value.
In the case of the single U-Slot antenna, the performance is as good as it’s going to
get, after many months of performing parametric studies and optimization simulations. For
the 2x2 array and SRA, the performance can still improve because neither of these were
optimized or had parametric studies performed on them. The same design variables that
were optimized for the single U-Slot can be optimized in both array cases. Another variable
that can be optimized for the arrays is the element spacing. By optimizing the element
spacing, the gain of the array can increase and the AR bandwidth could increase as well for
the SRA, with a lot lower AR value for a more broad range of θ.
4.7 Feed Network Design
Since the performance of the SRA exceeded previously set expectations, the end goal is
to have the single U-Slot antenna and SRA to be sent in and fabricated. In order for the
SRA, to be sent in for fabrication, a proper feed network must be designed to implement
the sequential rotation technique and carry the input power from each of the elements and
combine them into a single output. The network will consist of a single output and four
inputs that all have a 90◦ phase difference from each other, as mentioned in section 4.5. This
network will also be designed for equal power split between each of the elements, with an
operating frequency of 2.45 GHz. What makes this feed network different from other feed
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Figure 4.26: AR Comparisons for SRA, 2x2 Planar Array, and Single U-SLot Element
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networks for four element planar arrays is that this network will be much more complex
because the network needs to have phase shifts for each of the elements, where the first
element has no phase shift, the second element has a phase shift of 90◦, and the third and
fourth elements will have phase shifts of 180◦ and 270◦ respectively. The feed network will
also need to have an appropriate geometry to satisfy the physical shifts of each element as
well. The anticipated feed network can be seen below in Figure 4.27. In order to keep a
Figure 4.27: Anticipated Feed Network for SRA
low-profile configuration for the harvester, the feed network will be directly connected to
the half wave rectifier on the same PCB and attached to the back of the SRA. The PCB
board designed will use the Rogers 5880 duroid laminate with a 62 mil thick substrate and
36 micron thick conductive layers.
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CHAPTER 5
CONCLUSION AND FUTURE WORK
5.1 Conclusion
This work has presented design models, simulation, and performance analysis for two
subsystems of a WEH system, which include an RF rectifier and antenna receiver. The
rectifier consisted of a half wave rectifier with a capacitive filter and the receiver consisted
of three different case studies which were a single U-Slot patch antenna, 2x2 U-Slot planar
array, and an SRA consisting of the U-Slot antenna. In particular a major contribution
of this work is demonstration of high polarization purity circularly polarized receiver array.
The proposed SRA shows a symmetric and broad axial ratio beam-width centered exactly
at boresight, which significantly outperforms the single antenna or regular array in terms of
polarization purity without any degradation in antenna bandwidth.
5.2 Suggestions for Future Work
With the development of the Internet of Things (IoT), there has been an increase of
physically small sensors and electronic devices that have been developed, which require a
reliable and expedient source of power. Most of these devices are powered by DC batteries,
where there is a constant demand of battery replacement, since batteries have finite energy.
WEH is seen as an alternate source of power for these IoT sensors, since they are reliable,
harvest low amounts of power, and don’t need to be changed out as frequently as batteries
do. Since the work presented consists of a lower output power and fluctuations in the output
voltage, future work can focus on more research into the design and fabrication of the two-
stage Dickson rectifier and integration of a Power Management Unit (PMU) board to remove
fluctuations and maintain a constant DC output. The load of the device will now consist of
the sensor and the PMU, which means that the load impedance will be different than what
was presented in this work. Since the halfwave and Dickson rectifiers were designed for a 10
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MΩ load, the rectifiers will have to be redesigned for the new load impedance, RTH which
is the combined resistance of the PMU and sensor. With the integration of the PMU, all
necessary subsystems of a WEH device are satisfied and now the energy harvester can be
used in an actual DC power application, such as low power IoT sensors.
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