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Abstract
The movement of an organism in response to environmental chemical cues is known
as chemotaxis. Motile bacteria use chemotaxis to navigate through their environments,
enabling cells to efficiently locate favorable growing conditions while avoiding harmful
ones. Central to this ability, bacteria posses a universally conserved sensory apparatus,
known as the chemosensory array, which involves the clustering of thousands of pro-
teins into a highly cooperative signaling network. The present dissertation will present
my work using techniques in computational modeling and simulation to investigate the
molecular structure and function of the bacterial chemosensory array. A brief overview
of each chapter follows.
Chapter 1 provides an introduction to the systems-level features of chemotaxis in the
model organism Escherichia coli as well as an overview of the molecular organization and
function of the chemosensory array.
Chapter 2 gives an outline of the core methodologies used in my work, specifically
all-atom molecular dynamics (MD) simulation and Molecular Dynamics Flexible Fitting
(MDFF). In addition, two of the primary techniques used to analyze the MD simulations
presented in this dissertation are sketched out, namely structural clustering based on root-
mean-square displacement (RMSD) [1] and Principal Component Analysis (PCA).
Chapter 3 reports my work, in collaboration with Peijun Zhang’s Lab, to investigate
the structural and dynamical features of the extended chemosensory array [2]. Using
computational techniques to synthesize multi-scale structural data from X-ray crystallog-
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raphy and cryo-electron tomography (cryo-ET) [3], an atomic model of the cytoplasmic
portion of the chemosensory array from Thermotoga maritima is constructed and refined.
Through the use of large-scale MD simulations [4], a novel conformational change in a
key signaling protein is identified and subsequently shown to be critical for chemotaxis
signaling in live E. coli cells.
Chapter 4 details the construction of an atomic model of a complete, transmembrane
(TM) chemoreceptor. In particular, I use homology modeling and MD simulations, in-
formed by biochemical and X-ray crystallographic data, to derive a model of the E. coli
serine receptor (Tsr), including the previously uncharacterized TM four-helix bundle and
HAMP domains. In addition, I report a series of MD simulations of a fragment of the
resulting Tsr model, investigating the structural and dynamical effects of mutations on a
key control cable residue. Preliminary MD simulations of the intact Tsr model are also
presented.
Chapter 5 reports work in collaboration with Michael Eisenbach’s Lab at the Weiz-
mann Institute, exploring the role of acetylation on CheY activation and the generation of
clockwise (CW) flagellar motor rotation [5]. Specifically, I present a series of MD simula-
tions that investigate the effect of a hyperactivating mutation at a key acetylation site and
offer a molecular explanation of acetylation-dependent generation of CW flagellar motor
rotation.
I conclude with a brief description of recent work, expanding upon the results of the
previous chapters, which has resulted in the first atomically resolved model of the E. coli
transmembrane chemosensory array.
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Chapter 1
Background
1.1 Bacterial Chemotaxis
The ability to sense, process, and appropriately respond to cues from the environment
is essential to the survival of any organism. Chemotaxis is the name given to the fun-
damental and ubiquitous capacity of biological cells to translate environmental chemical
stimuli into motile behavior [6]. Indeed, chemotactic mechanisms govern cell movement
and migration in a wide variety of biological processes, including fertilization, differen-
tiation, and immune response in eukaryotes [6–10] as well as foraging and pathogenesis
in prokaryotes [6,11–15]. Motile bacteria, in particular, use chemotaxis to locate nutrients
and avoid toxins by monitoring and integrating changes in the ambient concentrations
of specific chemicals, so-called chemoeffectors, and using this information to affect the
movements of motility-related appendages (e.g., flagella or cilia) [11, 16, 17].
In the model bacterium Escherichia coli, the organism in which chemotaxis is best un-
derstood, cells respond to their chemical environment in a binary fashion: either ran-
domly change direction (tumble) or keep going (run). This behavior is described thor-
oughly and eloquently in Howard Berg’s book on the subject [18]. Here I will summarize
the key aspects. As depicted in Figure 1.1.A, in the absence of a chemoeffector gradi-
ent, E. coli cells stochastically wander through their environment in a random walk of
interspersed runs and tumbles. In the presence of a chemoeffector gradient, this random
walk becomes positively biased through the extension of runs in favorable directions (i.e.,
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directions in which chemoattractant concentrations are increasing or chemorepellent con-
centrations are decreasing). In this way, cells are able to move appropriately (on average)
along a chemoeffector gradient (Fig. 1.1.B). Remarkably, E. coli is able to simultaneously
integrate many, potentially conflicting, chemical signals within its complex aqueous en-
vironment, enabling the cell to efficiently locate optimal living conditions. How, though,
does E. coli decide whether to run or tumble and when to do so?
Figure 1.1: (A) In the absence of a chemoeffector gradient, E. coli cells undergo a random walk, either
swimming smoothly in a straight line (Run) or erratically turning in a new direction (Tumble). (B) E. coli
biases its motile behavior in response to chemoeffector gradients (shown here as a chemoattractant gradi-
ent). By extending the length of runs up the attractant gradient, the cell is able to move on average towards
the attractant source. Figure modified with permission from [6]
1.2 The E. coli Chemotaxis Network
Sophisticated networks of proteins underlie the ability of bacteria to make sense of what
they encounter in their environment and to convert this information into a decision re-
garding their movement. Though the details of these networks vary somewhat from
species to species, the general chemotaxis control mechanism is conserved throughout
bacterial diversity and involves a so-called two-component signal transduction system,
the most common form of bacterial signal transduction [19, 20]. Typically, within a two
component system, a sensory signal regulates the autophosphorylation activity of a ho-
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modimeric histidine kinase, which in turn, transfers a phosphate group to a response reg-
ulator protein that triggers a corresponding cellular response [21]. The two-component
chemotactic network of E. coli, pictured schematically in Figure 1.2, has provided the ba-
sis for the now decades-long investigation of bacterial chemotaxis and represents one of
the most thoroughly studied behavioral systems in biology [6, 11, 16, 17, 22–24]. Here, I
will briefly sketch out the key molecular players and their topological interactions.
Figure 1.2: The E. coli Chemotaxis Network.
Schematic of proteins involved in the coupling of en-
vironmental chemical gradients to cellular swimming
pattern.
The protein components of the E. coli
chemotaxis network comprise and cou-
ple two intricate protein machines: the
chemosensory array and the flagellar mo-
tor. Environmental chemical information
is obtained by the network through spe-
cific protein receptors, termed chemore-
ceptors (red), on the surface of the cell’s
inner membrane. The binding of chemo-
effector to a chemoreceptor leads to the
transduction of signals across the cell
membrane, which are used to regulate the
autophosphorylation activity of a histidine
kinase CheA (blue) with the help of an
adaptor protein CheW (green). In particu-
lar, the binding of chemoattractant encour-
ages inactive CheA, while an attractant-
free chemoreceptor favors active CheA in which ATP is used to produce transferrable
phosphate groups. The response regulator CheY (yellow) accepts a phosphate group
(maroon) from activated CheA and diffuses through the cytoplasm to bind one of several
3
flagellar motors. The binding of phospho-CheY to a motor shifts its rotational bias from
the default counter-clockwise (CCW) setting to clockwise (CW). CCW motor rotation
gives rise to a tightly packed bundle of flagella, which favors runs, while CW motor rota-
tion causes the flagellar bundle to break apart and induces tumbling (Fig. 1.1.A). Hence,
through chemoreceptor-mediated kinase regulation, cells couple the physical binding of
chemoeffector to the rotational bias of their flagellar motors and ultimately cellular swim-
ming pattern.
In addition to the protein components described above, which are universal among
chemotactic bacteria, several other proteins assist with the regulation of sensory signals
in E. coli [25]. In particular, CheZ (orange) removes the phosphate group from phosphory-
lated CheY, effectively suppressing the chemical connection between CheA and the flag-
ellar motors. Additionally, two other enzymes, CheR (purple) and CheB (pink) [26, 27],
enable cells to tune their chemotactic sensitivity to stimulus intensity via the so-called
adaptation process. Through the addition (by CheR) or removal (by CheB) of methyl
groups at several specific amino acid sites on chemoreceptors, their ability to regulate
CheA activity is drastically affected [28, 29]. Importantly, due to the relatively slow rate
of receptor (de)methylation (compared to ligand binding), chemoreceptor methylation
levels provide a record of the cell’s immediate chemical past, giving rise to a kind of
short-term molecular memory [30,31]. In this way, the cell compares its past environment
with the one currently being reported by its chemoreceptors to decide whether things are
getting better or worse.
1.3 The Chemosensory Array: Structure and Function
Central to their sensory function, chemoreceptors cluster along with CheA and CheW to
form highly-ordered, supramolecular complexes known as chemosensory arrays [31, 32].
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Strikingly, the global architecture of the chemosensory array, schematized in Figure 1.3,
appears to be a universally conserved feature in chemotactic bacteria and archaea, form-
ing an extended honeycomb lattice 104 − 105 nm2 in size and containing more than 104
proteins [33–35]. Within this lattice, chemoreceptors (red circles) trimerize to form so-
called trimers-of-dimers (TODs) [31]. Two TODs combine with a single CheA dimer
(blue) and 2-4 CheW monomers (green) to form a core signaling unit (CSU, Fig. 1.3), the
minimal physical unit necessary for proper CheA activation and regulation [36]. Utilizing
highly specific interfaces between CheA and CheW, many CSUs then cluster to form an
extended lattice of hexagonally packed TODs about rings consisting of (1) both CheA and
CheW and (2) only CheW [2,37–39]. Each ring type forms the center of a distinct hexago-
nal organization (Figure 1.3), which we will refer to as the CheA-trimer and CheA-hexamer
respectively (referring to the organization of CheA within the hexagon).
Figure 1.3: Schematic of extended chemosensory array architecture. An array trimer and hexamer are
highlighted in yellow and purple respectively. A core-signaling unit is isolated to the side. Figure modified
with permission from [38].
The extensive molecular interaction networks formed within the CSU and extended
chemosensory architecture place the control of each CheA kinase under the joint regu-
lation of many chemoreceptors, giving rise to a highly cooperative signaling response.
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This cooperativity gives rise to a number of exceptional information processing features,
including drastic signal amplification and precise adaptation [11, 40–42]. In particular, E.
coli can amplify sensory signals up to 50-fold, allowing cells to sense extremely minute
changes in concentration—less than three molecules per cell volume [41, 43, 44]. In ad-
dition, E. coli cells exhibit precise adaption (i.e., after some time, swimming pattern is
accurately reset to its pre-stimulation default), permitting a sensitive response to chemi-
cal gradients over an incredibly wide range of background chemical concentrations—up
to five orders of magnitude [40, 44, 45]. How do cells accomplish this remarkable com-
putational feat? My work aims to elucidate, with atomistic detail, the mechanisms un-
derlying the cooperative transduction and regulation of sensory signals within the E. coli
chemosensory array, to better establish the link between the molecular and systems level
features of bacterial chemotaxis. Importantly, the structural conservation of the extended
array architecture over immense evolutionary distances suggests strongly a significant
preservation of signaling mechanism and will, with hope, greatly extend the scope of the
work presented in this dissertation.
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Chapter 2
Methodology
2.1 Molecular Dynamics: Algorithm and Force Field
The principal method used in our study of the bacterial chemosensory array is molecular
dynamics (MD). All-atom MD simulations provide an atomically resolved characteriza-
tion of the structure and dynamics of biomolecules and their complexes. As such, it has
become a powerful tool—indeed, a computational microscope—for studying the phe-
nomena of molecular biology, including protein folding, drug-substrate interaction, and
functionally-related conformational changes in biomolecules [4, 46].
The MD method works by computing the movements of atoms in a molecular system
through the numerical solution of a series of coupled, second order differential equations,
representing the physical and chemical aspects of the system [47]. The form of these
equations, for each atom i, is given by Newton’s Second Law,
mi
d2−→r i
dt2
=
−→
F i = −∇−→r iUMD(
−→
R ) ; i = 1, 2, ..., N (2.1)
where mi and
−→r i are the mass and spatial coordinate vector of atom i respectively. The
function UMD(
−→
R ), defined in Equation 2.2, describes the potential energy of the system
and depends on the coordinates
−→
R = {−→r 1,−→r 2, . . . ,−→r N} of all N atoms. Through Equa-
tion 2.1, the acceleration of each atom can be determined by computing the total force
−→
F i
acting on it due to its interactions with the rest of the system (as specified by UMD). The re-
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sulting accelerations can then be used to update the positions and velocities of each atom
according to a prescribed numerical integration scheme such as the Verlet algorithm [48].
In practice, the above process is repeated millions or even billions of times, giving rise to
a collection of temporal snapshots known as an MD trajectory, which can be analyzed for
interesting patterns.
UMD(
−→
R ) = ∑
bond
kbondi (
−→r i −−→r 0)2 + ∑
angles
kanglei (θi − θ0)2
+ ∑
dihedrals
kdihedrali [1+ cos(niφi + δi)]
+ ∑
i
∑
j>i
4εij[(
σij−→r ij
)12 − ( σij−→r ij
)6] + ∑
i
∑
j>i
qiqj
4piε0
−→r ij
(2.2)
In classical, all-atom MD simulations, atoms are idealized as spheres of charge with
given masses and atomic radii. The function UMD(
−→
R ), along with the set of parame-
ters it contains, define the so-called MD force field, which mathematizes the interatomic
potentials characterizing the physical and chemical interactions between the atoms com-
prising the system. The first three terms on the right hand side of Equation 2.2 describe
‘bonded’ interactions (i.e., interactions between atoms that are covalently attached to one
another). As schematized in Figure 2.1, bonded interactions come in three varieties: bonds,
angles, and dihedrals, which are typically treated as parameterized quadratic (bonds and
angles) or sinusoidal (dihedrals) functions. The last two terms in Equation 2.2 describe
‘nonbonded’ interactions, in particular, the van der Waals (term 4) and long-range elec-
trostatic (term 5) potentials. These are approximated via Coulomb’s law and a param-
eterized Lennard-Jones 6-12 potential, respectively [48]. In general, the parameters for
and between each atomic species are derived from experiments or higher-level quantum-
mechanical simulations and represent (ideally) that species’ average atomic and molecu-
lar behavior in a variety of chemical contexts.
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Figure 2.1: Bonded Interactions in MD
Force Field. Alanine residue with exam-
ples of a bond, angle, and dihedral interac-
tion labeled.
The MD simulations presented in this disserta-
tion utilize NAMD [49], a high performance MD
software package, taking advantage of cutting-edge
computing hardware and the latest petascale in-
frastructures to enable simulations of millions of
atoms over microseconds and beyond [3]. In ad-
dition, the state-of-the-art molecular graphics pack-
age, VMD [50], was used for constructing the
molecular models presented here as well as for the
visualization and analysis of MD trajectories.
2.2 Molecular Dynamics Flexible Fitting
In addition to standard MD simulation, my work makes use of another computational
method, namely Molecular Dynamics Flexible Fitting (MDFF) [51–53], to explicitly inte-
grate all-atom MD simulations with multi-scale experimental structural data from X-ray
crystallography, NMR, and electron microscopy (EM). As schematized in Figure 2.2, the
effect of an MDFF simulation is to drive the conformation of a high resolution (1-4 A˚)
protein structure towards some other conformation represented in a low-to-intermediate
resolution (10-40 A˚) EM density. Importantly, the amenability of large protein complexes
to in vivo and in vitro structural characterization by EM, albeit at lower resolution, permits
the use of MDFF to construct from the resulting densities, atomically resolved models of
molecular complexes in their native organizations—structures otherwise experimentally
intractable [2–4, 54].
Briefly, the MDFF method works by deriving an external potential VEM(
−→r ), to be
applied to each atom, based on the relative strengths of electron density in different re-
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Figure 2.2: Schematic of MDFF Workflow. A high resolution X-ray or NMR structure in some conforma-
tion A is rigidly docked into an EM density of the same structure in another conformation B. MDFF enables
the use of an MD simulation to computationally flexibly match the structure to the density, achieving opti-
mal overlap between the two.
gions of the EM data. As shown in Equation 2.3, VEM(
−→r ) is constructed from the inverted
electron density Φ(−→r ) such that regions of high density (representing well structured
portions of a biomolecule) are more attractive, while regions of low density (representing
disordered biomolecular regions) are neutral. To reduce noise, a threshold density value
Φthr is selected below which the density is ignored. In addition, the overall all strength
of the potential can be scaled using the β parameter. The resulting data-derived potential
is then added to the MD force field, and this combined potential is used in Eq. 2.1 for the
MD force calculation.
VEM(
−→r ) =

β(1− Φ(
−→r )−Φthr
Φmax −Φthr ) if Φ(
−→r ) ≥ Φthr
β otherwise
(2.3)
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2.3 Conformational Clustering of MD Trajectories
This section is reproduced in part with permission from John E. Stone, Juan R. Perilla,
C. Keith Cassidy, and Klaus Schulten. GPU-accelerated molecular dynamics clustering
analysis with openACC. Parallel Programming with openACC, Elsevier, pp. 215-240, 2016.
Figure 2.3: Schematic of underlying molecular free-
energy landscape sampled by an MD simulation.
Molecules transition back and forth, as signified by
black arrows, between local low-energy basins along
a reaction coordinate. Solid circles denote the repre-
sentative conformations of each energetic basin. Fig-
ure reproduced with permission from [1].
Molecular dynamics (MD) simulations
give rise to a collection of structural snap-
shots of a molecular system, known as a
trajectory, that can be analyzed for inter-
esting patterns [55, 56]. Due to the physi-
cal principles that govern MD simulations,
an ensemble of molecular conformations
near a local free-energy minimum is sam-
pled and transitions are commonly ob-
served between nearby low-energy basins
(Fig. 2.3). Determination of the conforma-
tions at the minima of basins is important in the study of protein dynamics and for eluci-
dating the connections between molecular structure and biological function [3, 5, 56, 57].
The structural classification of an MD trajectory using clustering analysis provides a
way to systematically determine the conformations associated with separate local free-
energy basins. Clustering analysis is an unsupervised machine-learning technique that
attempts to meaningfully group data based on the concept of proximity or similarity [58].
In the context of MD simulations, molecular conformations are characterized by an ar-
ray of points in a three-dimensional space, with each point marking the location of an
atom in the molecule. Hence, a common method for measuring the dissimilarity between
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conformations is the root-mean-squared deviation (RMSD) given by
RMSDi,j =
1
S
[
S
∑
l
(
~xi −~xj
)2] 12 , (2.4)
where S is the number of selected atoms in the molecule. Though, RMSD is not a metric in
the strict sense (e.g., it does not obey the triangular inequality), it nevertheless succinctly
captures the similarity or dissimilarity between structural features of the molecules. In
particular, conformations whose structural features are similar yield small RMSD values
(< 1.5 A˚), while dissimilar features are punished severely.
In general, clustering algorithms principally fall into one of two categories: either
hierarchical or partitional, which differ primarily in the way in which clusters are de-
termined [58]. In particular, hierarchical methods organize data into a hierarchical tree
of nested clusters using either an agglomerative or divisive scheme [58]. Agglomerative
schemes work in a bottom-up fashion, forming larger clusters from smaller ones, while
divisive methods use a top-down approach. The decision of whether to merge or divide
a given cluster is made according to a so-called linkage criterion that is specified by the
user. Partitional methods, on the other hand, organize data into non-overlapping groups.
Such methods require the user to specify the number of desired clusters, usually denote
as k. Based on this parameter, an objective function particular to partitional method in
use is iteratively optimized to arrive at a final grouping of k clusters [58].
Both hierarchical and partitional clustering employ a measure of pairwise proximity
or similarity between elements in the input dataset. This information is commonly rep-
resented as a similarity (or dissimilarity, or “distance”) matrix, in which the ijth-element
of the matrix gives the value of the similarity measure between elements i and j in the
data. In the case of MD simulations, a trajectory containing S selected atoms and N co-
ordinate frames may be viewed as a 3×S×N time-evolving coordinate matrix. Utilizing
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Figure 2.4: Computational folding of the villin headpiece protein from an initial random configura-
tion [55, 59]. (A) Root-mean-squared deviation (RMSD) matrix between pairwise structures in an MD tra-
jectory. Color-scale ranging from black to white, represents RMSDs between 0 to 25 A˚. (B,C) Unfolded
structures of the villin headpiece, because of the intrinsic flexibility of unfolded proteins the molecule is
able to sample multiple extended states. (D,E) Intermediate states observed during the folding simula-
tions. Structural motifs are present in the form of helices, however, the relative orientation of such helices
is different from the canonical fold. (F) Folded structure of the villin headpiece reached after 5 µs of MD
simulation [55]. Figure reproduced with permission from [1].
RMSD to characterize the structural similarity between molecular conformations within a
trajectory (Eq. 2.4), an RMSD dissimilarity matrix can be constructed for use in clustering
analysis. As depicted in Figure 2.4.A, the RMSD dissimilarity matrix may be represented
as an upper-triangular matrix in which each element RMSDij gives the pairwise RMSD
between structures ~xi and ~xj. Importantly, during a simulation the molecule of interest
diffuses freely, therefore translational degrees of freedom are removed from the resulting
trajectories. Similarly, the structures must be aligned in order to remove any rotational de-
grees of freedom, this alignment is normally accomplished by finding the rotation matrix
for which Eq. 2.4 is minimal [60, 61].
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2.4 Principal Component Analysis
Principal Component Analysis (PCA) is a non-parametric, linear algebra technique that
constructs a set of linearly uncorrelated variables (i.e., principal components, PCs) from
observational data using an orthogonal transformation [62]. Importantly, the PCA proce-
dure results in PCs that most efficiently describe the variance or “spread” of the original
data. That is to say, the first PC maximally explains the variance of the data, while the sec-
ond PC describes as much of the remaining variance as possible in a direction orthogonal
to the first PC, and so on. As correlations between variables in complex, high-dimensional
data can often render certain dimensions redundant, projection of the data onto a subset
of the PCs can be used to effectively reduce the dimensionality of the data and expose
simplified underlying patterns [63, 64].
Mathematically, PCA works as follows: First, correlations between each pair of vari-
ables in the data set are quantified using the covariance measure given by
cov(X, Y) = ∑
T
i=1(Xi − X¯)(Yi − Y¯)
T − 1 , (2.5)
where X¯ and Y¯ are the mean values of variables X and Y respectively, and T is the total
number of samples. In the context of MD, the variables X, Y, etc. represent atomic po-
sitions and T is the total number of frames (i.e., temporal snapshots) in a trajectory. The
covariance between each pair of variables are then collected into the so-called covariance
matrix given by
C =

cov(X1, X1) cov(X1, Y1) cov(X1, Z1) . . . cov(X1, ZN)
cov(Y1, X1) cov(Y1, Y1) cov(Y1, Z1) . . . cov(Y1, ZN)
...
...
... . . .
...
cov(ZN, X1) cov(ZN, Y1) cov(ZN, Z1) . . . cov(ZN, ZN)

,
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where N is the total number of atoms considered and (Xn, Yn, Zn) are the (x, y, z) posi-
tions of atom n. Hence, C is a 3Nx3N square, symmetric matrix. Finally, we factorize
C, using singular value decomposition, into a form represented by its eigenvectors and
eigenvalues. For a real, symmetric matrix this decomposition takes the form
C = ΩΛΩT, (2.6)
whereΛ is a diagonal matrix whose elements are the 3N eigenvalues andΩ is a square, or-
thogonal matrix whose ith column is the eigenvector corresponding to the ith eigenvalue.
In the above scheme, the PCs are just the normalized eigenvectors of C and the corre-
sponding eigenvalues specify the fractional variance (i.e., the percentage of the variance
of the original data) explained by each PC. Hence, to form a low-dimensional representa-
tion of our data, we simply choose a subset of eigenvectors with the highest eigenvalues
and project our data onto the space spanned by these vectors.
Figure 2.5: Example of Principal Component Analysis (PCA). (A) Sample data structured as two classes
with strong positive correlation. The principal components (PCs) from PCA are shown. The length of the
vector specifying a particular PC is proportional to the variance in the data described by that PC. (B) Pro-
jection of the original data onto PC 1. PCA respects the basic two class structure of the data as highlighted
by the dashed line. (C) Projection of the original data onto PC 2.
As a visual example, consider the set of two-dimensional (2D), class-structured data
shown in Figure 2.5.A. One clearly sees that the data is primarily spread along a line
running 45◦ between the feature 1 and feature 2 axes. These are examples of “strongly cor-
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related” variables, as the change in the value of one is closely related to the change in the
value of the other (in this case an increase/decrease in feature 1 is, in general, accompa-
nied by an increase/decrease in feature 2). In addition we see that the two classes of data
(colored either red or blue) are roughly separated with class 1 being, on average, lower
and to the left and class 2 being higher and to the right.
PCA of this data set yields two, orthogonal PCs as drawn in Figure 2.5.A. The projec-
tion of the original data onto the first and second PCs are shown in Figure 2.5.B and Fig-
ure 2.5.C respectively. As expected, PC 1 accounts for much of the original variance (with
a fractional variance of 95%), such that a one-dimensional representation retains much
of the separation between individual data points, while PC 2 explains a much smaller
amount (in this case, the remaining 5% since our original data was 2D). In addition, we
see that PCA is sensitive to the class structure of the data, with the projection onto PC
1 neatly separating the majorities of class 1 and class 2 to the left and right of the origin
respectively. Hence, one could reasonably replace the original 2D, (feature 1, feature 2)
representation by a single number, namely the projection onto PC 1 and still retain the
majority of the information in the data set. In very high dimensional data such as MD tra-
jectories, however, one cannot visualize such correlations and PCA becomes a powerful
exploratory tool.
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Chapter 3
The T. maritima Chemosensory Array:
Modeling and Simulations of
Cytoplasmic Portion
Reproduced in part with permission from C. Keith Cassidy, Benjamin A. Himes, Frances
J. Alvarez, Jun Ma, Gongpu Zhao, Juan R. Perilla, Klaus Schulten, and Peijun Zhang. Cry-
oEM and computer simulations reveal a novel kinase conformational switch in bacterial
chemotaxis signaling. eLife, 4:e08419, 2015.
3.1 Introduction
Chemotactic responses in bacteria require the assembly of large, membrane-bound com-
plexes of sensory proteins, known as chemosensory arrays, to mediate the signal trans-
duction that ultimately controls cell motility (see Chapter 1 for more detail). The funda-
mental physical unit of chemosensory signaling, the so-called core signaling unit (CSU,
Fig. 3.1.A), is comprised of six chemoreceptor homodimers, organized as two trimers-of-
dimers (TOD), a single CheA homodimer, and 2-4 CheW monomers [36]. The hierarchi-
cal organizations of the CSU and extended array architecture (Fig. 3.1.B) give rise to a
highly cooperative signal processing apparatus, which endows the basic two-component
chemotaxis infrastructure with heightened information processing and control capabili-
ties [30, 32, 42, 43, 65].
As depicted in Figure 3.1.A, chemoattractant is sensed by binding to the periplasmic
domains of chemoreceptors (red), initiating sensory signals that are transduced across the
cell’s inner membrane and over more than 30 nanometers to the binding sites of CheA
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Figure 3.1: Overview of functional organization within chemosensory array. Chemoreceptors, CheA, and
CheW are shown in red, blue, and green respectively. (A) The core signaling unit (CSU) integrates sensory
signals from six chemoreceptors, organized as two trimers-of-dimers (TOD), to control the autophosphory-
lation activity of the CheA kinase. Signals are regulated via the reversible methylation of specific residues
(stars) in the adaptation region of chemoreceptors. (B) Many CSUs cluster using highly specific interactions
between CheA and CheW to create a large allosteric network that further integrates sensory signals. (C)
The histidine kinase CheA functions as a homodimer, with each protomer containing five, distinct domains
(P1-P5) whose functions are listed. Figure modified with permission from [31].
(blue) and CheW (green) on the receptor’s cytoplasmic tip. Signals from three chemore-
ceptors are combined through inter-receptor interactions within TODs, two of which are
coupled across the CheA kinase. Through the reversible methylation of specific glutamyl
residues (stars) in the sensory adaptation region of their cytoplasmic domains, chemore-
ceptors regulate signals arising from chemoattractant occupancy, effectively deriving a
composite signal that is used to appropriately regulate (through the help of CheW) the
autophosphorylation activity of the CheA kinase. Remarkably, in addition to receptor-
mediated kinase regulation within a single CSU, the aggregation of many CSUs to form
the extended array architecture (Fig. 3.1.B) creates an allosteric network in which a single
receptor can influence the activity of as many as 35 CheA enzymes [66, 67].
To enable the transduction of sensory information downstream to the flagellar motors,
the CheA histidine kinase autophosphorylates (i.e., transfers a phosphate group to) a self-
contained HIS residue in response to sensory signals [68]. Each protomer of the CheA
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homodimer (Fig. 3.1.C) consists of five domains (P1-P5), with each domain performing
a distinct role in CheA enzymatic function. In particular, the P1 domain contains the
substrate HIS residue to which a phosphate group (from hydrolyzed ATP) is first passed
in a trans (i.e., inter-subunit) fashion. The P2 domain binds CheY and CheB to encourage
the transfer of phosphate from P1 to the response regulators. The P3 domain provides
the dimerization interface, and the P4 domain binds ATP and catalyzes the hydrolysis
reaction. Finally, the P5 domain binds chemoreceptors and CheW, physically coupling
these proteins and giving rise to the interfaces that allow the CSU and extended array to
form (Fig. 3.1.A&B).
Important progress has been made in the structural characterization of the CSU and
extended array, using a battery of genetic, biochemical, and biophysical techniques. In
particular, atomic structures for key parts of the individual core signaling components
(i.e., CheA, CheW, and chemoreceptors) [69–73] and several of their sub-complexes [38,71,
74] have been derived, the vast majority of these coming from the thermophilic bacterium
Thermotoga maritima. In addition, a number of important interactions between the core
signaling components have been deduced from soluble, multi-protein complexes [75–
77] and in reconstituted, attractant-regulated core complexes [36, 78–81]. Nevertheless,
the structurally localized and non-native nature of these data have made them difficult
reconcile into a consistent structural picture.
Meanwhile, a global view of the extended array structure has emerged from cryo-
electron tomography (cryoET) studies of native bacterial cells [33–35,37–39,82,83], estab-
lishing the overarching organization of the array as a universally conserved feature of
bacterial chemotaxis (Fig. 3.2). Taken together, these studies have established the hexag-
onal lattice of TODs about kinase-filled and kinase-empty rings (Fig. 1.3) described in
Chapter 1. Due to the thickness of cells, however, as well as cellular crowding and het-
erogeneity effects, past cryo-ET studies have been limited to discerning only the overall
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arrangement of the core signaling components. Hence, despite the aformentioned strides
toward a molecular description of the chemosensory array, a high-resolution structure of
the intact, extended array has remained elusive, hindering a mechanistic understanding
of the molecular events underlying sensory signal transduction and regulation.
Figure 3.2: Extended array architecture as seen
by cryo-electron tomography. (Top) Tomographic
slice through the top of a S. enterica mini-cell. (Bot-
tom) Subtomogram averages of arrays from several,
distantly related species, revealing the universally
conserved two-facing-two hexagonal organization of
chemoreceptors. Figure reproduced with permission
from [38].
In this chapter, I describe my work,
in collaboration with Peijun Zhang’s Lab
at the University of Pittsburgh, to con-
struct and refine an atomic model of the
extended array structure. In particu-
lar, we have developed a novel reconsti-
tution method yielding ultra-thin mono-
layer samples of the cytoplasmic portion of
chemosensory arrays for visualization us-
ing cryoET. From these we have derived a
three-dimensional density map of the re-
constituted core signaling complex at 11.3
A˚ resolution using sub-tomogram classi-
fication and averaging. Next, through
the computational synthesis of existing X-
ray crystallography data and our new cry-
oET data, we have constructed an atomic
model of the extended chemosensory array. Our model highlights novel interaction in-
terfaces between chemoreceptors, CheA, and CheW and permits the use of large-scale,
all-atom molecular dynamics (MD) simulations to further illuminate the molecular de-
tails of a key kinase-signaling event.
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3.2 Results
3.2.1 Reconstitution and cryoET of E. coli chemosensory array
Note: The experiments and analysis giving rise to the results presented in this section were carried
out by members of Peijun Zhang’s Lab (see author contributions in [2]). I have included them
here in some detail as they are central for framing the computational work presented in subsequent
sections and for better understanding the scientific significance of the work as a whole.
To overcome the limitations imposed by cellular tomography of native chemosen-
sory arrays [33, 38, 39, 82, 83], we established an in vitro reconstituted system for high-
resolution structural analysis of the signaling complex. Inspired by the template-directed
method to assemble functional signaling complexes on lipid vesicles [84,85], we designed
a Ni2+-NTA lipid containing monolayer system (Fig. 3.3) [86, 87] to reconstitute the two-
dimensional arrays of signaling complexes for structural analysis. We then expressed
and purified to high homogeneity E. coli chemotaxis proteins: CheA, CheW, and a His-
tagged cytoplasmic signaling domain of the wild-type (wt) Tar receptor (TarCF). His-
tagged TarCF can be readily incorporated into the Ni2+-NTA lipid monolayers. Through
the addition of CheA and CheW, hexagonal lattices resembling the arrays of native cells
were formed.
Figure 3.3: In vitro reconstitution of E. coli chemosensory array. Schematic of Ni2+-NTA lipid monolayer
system with CheA, CheW, and His-tagged TarCF, allowing for high-resolution structural analysis of the
signaling complex by cryoET.
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Compared to previous cellular tomography studies, the reconstituted monolayer sys-
tem is ideal for high resolution structural analysis of chemosensory arrays by cryoET
for several reasons: 1) the in vitro reconstituted monolayer array is thin (25 nm) and
pseudo-crystalline, compared to cells with thicknesses ranging from 500 nm to 1 mm;
2) the monolayer arrays are reconstituted with purified components, hence the system
is well-defined, in contrast to native arrays in the crowded cellular environment; 3) the
reconstituted system allows for control over which array components are present as well
as manipulation of their signaling state; 4) the in vitro system provides large numbers
of sub-tomogram volumes (∼3000 core signaling units/tomogram), thereby improving
the noise statistics of the sub-tomogram averaging process central to achieving a high
resolution structure.
Using cryoET, we collected and reconstructed, correcting for the contrast transfer
function (CTF) of the microscope [88], 20 tomograms of monolayers containing recon-
stituted chemosensory arrays. Figure 3.4.A shows a typical raw tomographic slice (with-
out CTF correction) of a reconstituted monolayer, illustrating patches of 2D lattices with
information extending beyond 22 A˚ (inset, arrow). By extracting and classifying CTF-
corrected sub-tomograms, centered on each hexagon of receptor TODs, we obtained two
major classes of the receptor hexagons: one containing a trimer of core signaling units
(Fig. 3.4.B and Fig. 3.5, cyan boxes) and one containing a hexamer of core signaling units
(Fig. 3.4.C and Fig. 3.5, orange box), which we will subsequently refer to as the CheA-
trimer and CheA-hexamer. Sub-tomograms within each of these classes were then averaged
together, resulting in 3D density maps of the CheA-trimer (Fig. 3.4.B) and CheA-hexamer
(Fig. 3.4.C) at 11.3 A˚ and 17.5 A˚ resolution respectively, as measured by gold-standard
Fourier shell correlation (FSC) [89]. Notably, the best previously published tomographic
data was 25 A˚ resolution [83]. In addition, by mapping the individual sub-tomograms
from the above two classes onto the original contributing tomograms, we were able to
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Figure 3.4: CryoET of monolayer arrays of TarCF/CheA/CheW ternary signaling complex. (A) A tomo-
graphic slice (1.2 nm thick) through the reconstituted monolayer arrays of TarCF/CheA/CheW. Inset, The
Fourier transform of a selected region, displaying Thon rings with information extended to at least 22 A˚
resolution (arrow). (B&C) Averaged density maps of two sub-volume classes containing receptor hexagons
(6 TODs) (red), one with a trimer of CheA dimers (CheA-trimer) (B) and the other with a hexamer of
CheA dimers (CheA-hexamer) (C). Maps were generated following sub-tomogram volume classification
and class-averaging, and are colored according to the height, from the receptor at the top (red) to CheA
(blue) below. (D) Spatial arrangement of the CheA-trimer (cyan) and CheA-hexamer (orange) in the mono-
layer lattice array, after mapping the classified sub-volumes back onto the tomogram. The array is formed
by interlocking CheA-trimer and CheA-hexamer subunits. (E) A schematic lattice model for the chemosen-
sory arrays. Small circles represent receptor dimers; arrows represent CheA dimers (CheA2). Dashed cyan
and orange circles highlight a CheA-trimer and CheA-hexamer respectively. The lattice unit cell is outlined
in black.
extract the extended lattice organization of the subunits in the monolayer (Fig. 3.4.D),
revealing an interlocking of the CheA-trimer and CheA-hexamer classes (Fig. 3.4.E) con-
sistent with that seen in cellular tomograms.
3.2.2 Atomic model of T. maritima chemosensory array
The resolution of our cryoET data permitted the unambiguous assignment of distinct
regions of density to specific protein components, enabling the construction of all-atom
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Figure 3.5: The sub-tomograms containing the receptor hexagon (6 TODs, yellow circles) were subjected
to alignment and classification. Sections of the sub-tomogram classes are shown at the receptor region (top
row in each set) and the CheA region (bottom row in each set). Two major configurations emerged, one
with a trimer of CheA dimers (CheA-trimer, cyan boxes) and the other with a hexamer of CheA dimers
(CheA-hexamer, orange box).
models of the chemosensory array substructures and extended lattice. An overview of the
modeling and simulation procedures carried out in this study is provided in Figure 3.15.
Briefly, we first constructed models of the chemoreceptor TOD, CheA-P3P4 dimer, CheA-
P5/CheW ring, and CheW-only ring, taking advantage of existing high-resolution X-ray
structures from the thermophilic bacterium T. maritima (Fig. 3.6). In particular, atomic
coordinates of the cytoplasmic portion of the T. maritima receptor dimer were taken from
the X-ray crystal structure of the TM1143 chemoreceptor (PDB 2CH7) [71]. Using as a ref-
erence homologous trimer-forming contacts from the X-ray structure of the cytoplasmic
fragment of the E. coli Tsr TOD (PDB 1QU7) [69], a T. maritima receptor TOD model was
obtained by appropriately aligning the individual TM1143 homodimer models. We then
constructed an atomic model of the soluble T. maritima CheA dimer, including the dimer-
ization (P3) and kinase (P4) domains based on atomic coordinates from the X-ray crystal
structure PDB 1B3Q [70]. Finally, atomic models for both the CheA-P5/CheW and CheW-
only rings were based on the X-ray crystal structure of the Receptor/CheA-P5/CheW
ternary complex, PDB 4JPB [74]. In the case of the CheW ring model, the P5 domains of
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the CheA-P5/CheW ring model were exchanged with CheW monomers, using the dual-
SH3-like fold shared between by CheA-P5 and CheW, to obtain an appropriate placement
and orientation with respect to the neighboring monomers. The TOD, CheA-P5/CheW,
and CheW ring core component models were subjected to 150 ns of equilibration to en-
sure their structural integrity.
Figure 3.6: Atomic structures of core signaling components from T. maritima. (A) High resolution X-ray
structures from T. maritima were taken as inputs for the generation of models corresponding to the array’s
core components. (B) Core components, namely the receptor trimer-of-dimers, coupled CheA/CheW rings,
and CheW-only ring. The Protein Data Bank accession code for each template structure is given.
Models of the CheA-trimer (Fig. 3.7.A) and CheA-hexamer (Fig. 3.7.B) array sub-
structures identified by sub-tomogram classification were then produced by heuristically-
arranging the above core signaling component models in accordance with the extended
protein organization evident in our density maps (Fig. 3.4.B&C) and assuming a 12 nm
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lattice constant [33, 35]. Making use of the CheA-P5/receptor interface from the ternary
complex structure PDB 4JPB [74], we modeled the CheW/receptor interface, assuming a
receptor-binding mode homologous to that of CheA-P5. Using the CheA-P5 and CheW
monomer/receptor models from the previous step, positional constraints on the receptor
TODs were set relative to the height and orientation of the protein rings. Finally, CheA-
P3,4 core component models were placed between adjacent TODs in accordance with the
patterns observed in our density maps and joined to nearby ring-bound regulatory do-
mains (P5) at the P4-P5 flexible linker.
Figure 3.7: The T. maritima core component models were arranged heuristically, assuming a 12 nm lattice
constant, to produce models of the array substructures: (A) CheA-trimer, (B) CheA-hexamer, and (C) unit
cell. The CheA-trimer and array unit cell models were subsequently refined with all-atom MDFF and
unbiased MD simulations respectively.
To further refine the protein conformations and inter-protein interfaces within our
atomic models, we adopted a dual MD-based strategy, utilizing both unbiased MD and
electron-density-biased molecular dynamics flexible fitting (MDFF) simulations [51–53].
For the subject of our unbiased refinement simulations, we extracted from the CheA-
hexamer model a portion corresponding to the array unit cell, including six receptor
TODs, three CheA dimers, and 12 CheW monomers arranged as three adjacently, cou-
pled core signaling units (Fig. 3.16.C). The unit cell organization is particularly attractive
as periodic boundary conditions can be used within our MD simulations to mimic the
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bulk array (Fig. 3.7.C), preventing the need to interpret potentially problematic effects
due to unconstrained boundaries. For our density-biased refinement simulations, we
used both our 11.3 A˚ CheA-trimer and 17.5 A˚ CheA-hexamer density maps to computa-
tionally bias the tertiary structure of the protein components within those respective mod-
els. Solvation and ionization of the unit cell, CheA-trimer, and CheA-hexamer models
produced systems of size 1.25 million, 1.75 million, and 4.58 million atoms, respectively,
which were subsequently energy minimized and equilibrated for 10 ns, as described in
the Methods section. The unit-cell model was then subjected to an 80 ns unconstrained
production simulation, while the CheA-trimer and CheA-hexamer models were subjected
to a 70 ns and 15 ns symmetry-constrained MDFF simulation, respectively. The resulting
array substructures models agreed well with previous structural studies, in particular
with respect to the residues participating in the CheA-P5/receptor and CheW/receptor
interaction interfaces, as defined by NMR [76, 77, 90], crystallography [74], and disulfide
mapping studies [79, 80]. For succinctness, specific residues participating in the various
inter-protein interfaces within the array have been listed in Table 3.1 in the Supplemental
Information section of this chapter.
Taken together our density maps and array substructure models also reveal a num-
ber of new features. First, with respect to the chemoreceptor TOD, our maps thoroughly
resolved the individual receptor dimers (Fig. 3.8.A-C), further guiding the construction
of our atomic TOD model. Indeed, although the cytoplasmic domain of the T. maritima
TM1143 homodimer (Fig. 3.6) crystallized as a hedgerow [71], our model and simulations
demonstrated that T. maritima receptors form a stable trimer-of-dimers (TOD) that main-
tain the conserved trimer-forming contacts observed in the E. coli Tsr TOD [69]. Moreover,
our simulations revealed two additional salt bridges, namely E387/R389 (conserved as
E402/R404 in E. coli Tsr) and E351/ R403 (structurally homologous to D363/R415 in E. coli
Tsr), which further stabilize the TOD (Fig. 3.16). In addition, our density maps substan-
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Figure 3.8: CheA-trimer and CheA-hexamer density maps with molecular dynamics flexible fitting
(MDFF) of computationally constructed T. maritima subunit models. (A) Overall fitting of the CheA-trimer
density map contoured at 1.5σ. The three core signaling units are colored in pink, blue and green. (B) A
sectional view of the boxed region in A, rotated 90◦. The protein components are labeled at the indicated
height of the complex (gray boxes). (C) Sectional views of the gray-boxed regions in B at the receptor level
(top), the CheA-P3 and P5/CheW ring region (middle), and CheA-P4 region (bottom). (D) Overall fitting
of the CheA-hexamer density map contoured at 1.5σ. (E) A sectional view at the CheA-P3 and CheW-ring
region of the CheA2-hexamer density map. In (A-E), CheA-P3, P4, P5, CheW and receptor are labeled as
P3, P4, P5, W and R, respectively, and the CheA-P5/CheW interfaces 1 and 2 are indicated.
tially refine the locations of the individual domains of CheA within the context of the rest
of the core signaling unit (CSU) (Fig. 3.8, Fig. 3.9.A). In particular, our maps clearly posi-
tion the previously unobserved four-helix bundle of the CheA-P3 dimerization domain,
showing that it runs parallel to the receptor and is positioned close to CheW-interacting
receptor dimers (Fig. 3.8.A-C, Fig. 3.9.A). In tandem with this finding, our atomically
resolved models revealed previously uncharacterized specific interactions between the
P3 bundle and adjacent receptors, involving D333/K390 and D345/R379 contact pairs
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(I304/N405 and D316/R394 in E. coli respectively) (Fig. 3.9.D). Furthermore, our maps
dramatically refine the area of density projecting below the CheA-P5 domain, suggest-
ing that the CheA-P4 kinase domain alone occupies this density region (Fig. 3.8.B&C,
Fig. 3.9.A). Indeed, our MDFF simulations directed the CheA-P4 kinase domain to this re-
gion of density (Fig. 3.9.B), significantly enhancing the goodness of fit of the CheA dimer
as a whole (Fig. 3.9.C). Finally, our densities show that the previously described ‘empty
hexagon’ that is surrounded by six CheA-occupied hexagons [38] is not empty, but rather
contains a well-ordered continuous ring of densities (Fig. 3.4.C). Our model and simual-
tions showed that this density could be nicely explained by a ring of CheW (Fig. 3.8.D&E),
a possibility previously speculated [39] to strengthen the interlocking CheA/CheW base-
plate and contribute to the ultra-stability and high cooperativity of the array [91, 92]. An
atomic model of our MDFF-refined CSU was deposited in the Protein Data Bank [93]
under accession code 3JA6 (Fig. 3.14).
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Figure 3.9: MDFF refinement of atomistic array models reveal new protein-protein interfaces. (A) 80 ns
MDFF simulation of CheA-trimer refines inter-domain organization of CheA dimer, especially in key ki-
nase (P4) region, altering its interactions with nearby receptors and CheW. (B) Cross-correlation coefficient
between a CheA dimer and local region of CheA-trimer density map plotted as a function of time. The
goodness of fit of the CheA dimer significantly increases over the course of the MDFF refinement simu-
lation. (C) Atomic array models exhibits novel strong contacts (K390/D333 and R397/D345) between the
CheA-P3 domain and neighboring receptor dimers that were previously unknown. CheA-P5, CheW, and
non-interacting receptors have been grayed for clarity.
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3.2.3 Identification of key conformational change in CheA kinase
The construction and refinement of atomic models of the array substructures permitted
the use of equilibrium all-atom MD simulations to further investigate the molecular de-
tails of dynamic events potentially relevant to signaling. An overview of the key MD
simulations conducted in this study is given in Figure 3.10. In particular, we ran ex-
tended, large-scale MD simulations on two systems: (1) the equilibrated unit-cell model
(1.25 million atoms) and (2) the MDFF-refined CheA-trimer model (1.75 million atoms).
We chose to focus our attention on the CheA-trimer model as the higher-resolution of its
associated density map produced better resolved MDFF biasing forces and, consequently,
a superior refinement over the CheA-hexamer. We then conducted a series of nine, 450
ns simulations of the unit-cell model and ten, 200 ns simulations of the MDFF-refined
CheA2-trimer system for comparison.
Figure 3.10: Overview of all-atom molecular dynamics simulations conducted in this study with atom
number reported roughly in millions (M) of atoms (including protein, solvent, and ions) and simulation du-
ration in nanoseconds (ns). Where multiple, independent simulations were run, the duration is multiplied
by the number of simulations.
Intriguingly, our simulations of both models revealed within various CSUs (Fig. 3.9.A)
an ensemble of distinct conformations, including structures in which the associated CheA
dimer displayed either an undipped conformation (Fig. 3.11.A) or dipped conformation
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Figure 3.11: Representative CheA conformations from the (A) “undipped” and (B) “dipped” structural
classes obtained from RMSD-based structural clustering. Strong, specific residue pairs stabilizing either
conformation are indicated with colored circles. Specifically, K390/D333 (purple circle) and R397/D345 (or-
ange circle) between the CheA-P3 domain and neighboring receptor were seen to stabilize the “undipped”
conformation, while R297/E397 (green circle) between CheA-P3 and CheA-P4 as well as E390/R379 (yellow
circle) between CheA-P4 and a nearby receptor tip were observed to stabilize the “dipped” conformation.
CheA-P5, CheW, and non-interacting receptors have been grayed for clarity.
(Fig. 3.9.B). In the latter case, the P4 domain of one CheA monomer adopted a “dipped”
state through rotations about the P3-P4 and P4-P5 flexible linkers, significantly affecting
its contacts with neighboring receptor dimers and the P5 domain. As many biochemical,
biophysical, and mutational studies have implicated dynamic structural changes within
these regions of the core-signaling unit during the propagation of signals [79, 80, 83, 94],
we systematically identified the distinct structural classes of CSU conformations present
in our MD simulations and isolated them for comparative analysis. Specifically, we used
the UPGMC hierarchical clustering method [63, 95] to assign the conformations of the
27 CSUs sampled in our unit cell simulations (3 CSUs/unit cell) to groups of similar
structure based on their pairwise root-mean-square deviation (RMSD). An overview of
the clustering process is given in Figure 3.17 in the Supplemental Information section
of this chapter. Cross-examination of structures within the resulting core-signaling unit
clusters revealed the formation of two new salt bridges stabilizing the “dipped” state,
namely R297/E397 (R265/E368 in E. coli) between the P3 and P4 domains and E390/R379
(E361/R394 in E. coli) between the P4 domain and nearby receptor tip (Fig. 3.9.B). More-
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over, to accommodate the reorientation of the P4 domain, the P3 dimerization bundle
was observed to break the receptor contacts (D333/K390 and D345/R379) observed in
the “undipped’ state” (Fig. 3.9.A), suggesting that the mobility of the P3 bundle plays a
key role in the conformational dynamics of the CheA dimer. A summary of key interac-
tions occurring uniquely within the “undipped” and “dipped” conformations is given in
Table 3.2 in the Supplemental Information section of this chapter.
We next sought to examine the temporal evolution of the dipping motion in each of
the CheA dimers present in our simulations. For this purpose, we used Principal Compo-
nent Analysis (PCA) [63] to systematically derive a pseudo reaction coordinate by which
to easily monitor the CheA-P4 conformation. A total of four “dipping” events were ob-
served in our unit cell simulations, as illustrated by projection of the conformations of
the 27 CheA dimer time series onto the first principal component (Fig. 3.12.A). Impor-
tantly, an additional two dipping events were observed in the 30 CheA dimers of the
relatively shorter simulations of CheA2-trimer model (Fig. 3.12.B), demonstrating that
the ability of the conformational change to occur is not an artifact of the particular choice
of CheA P4 positioning during modeling. Interestingly, the three extended “dipping”
events observed in the unit-cell simulations (Fig. 3.12.A; red, blue, and green traces) as
well as the two events observed in the CheA2-trimer simulations were accompanied by
the formation of the R297/E397 contact. Notably, this contact was not formed in the one
short dipping event, which returned to the “undipped” bulk state (Fig. 3.12.A; gold trace),
suggesting that the R297/E397 contact may play a role in stabilizing the “dipped” state.
To further investigate the significance of the R297/E397 contact for the conformational
dynamics of CheA, we conducted nine additional, 450 ns unit cell simulations with an
R297A mutation to prevent the potential formation of the R297/E397 salt bridge. Indeed,
while two CheA dimers exhibited the dipping motion in these simulations, including one
dimer that underwent two dips, the mutants quickly return to the bulk (Fig. 3.12.C).
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Figure 3.12: Time series of CheA dimer conformations extracted from simulations of (A) wild type unit
cell, (B) CheA2-trimer, and (C) R297A mutant unit cell. Traces track the projection of the conformations of
30 CheA dimers onto the first principal component of the “dipping” motion. Colored traces track CheA
dimers that undergo an extended (¿10 ns) “dipping” motion. Horizontal dashed line visually demarcates
the “undipped” and “dipped” CheA dimer classes. Vertical dashed line separates equilibration and pro-
duction simulations.
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(Note: The experiments giving rise to the biochemical results presented below were carried out
by members of Peijun Zhang’s Lab, see author contributions in [2].)
To determine if the CheA-P4 dipping motion observed in the MD simulations of the T.
maritima chemosensory array is sampled in the native chemotactic response of E. coli, we
carried out cysteine disulfide cross-linking experiments. In particular, we tested the inter-
action interface for contacts existing in the “undipped” state (I304/N405 and D316/R394)
or only in the “dipped” state (E361/R394) (Figure 5B). Notably, in the simulations, R394
of Tsr switches its contact with D316 of CheA-P3 to E361 of CheA-P4 during the tran-
sition of the CheA dimer from “undipped” to “dipped”. Using soft-agar assays, it was
seen that the chemotactic ability of the I304C/N405C double cysteine mutant is appre-
ciably compromised compared to that of the control (cysless CheA/wt Tsr), any of the
single mutants (I304C/wt Tsr, cysless CheA/N405C, cysless CheA/N405S), and when
one half of the pair has been mutated to serine (I304C/N405S) (Fig. 3.13.A), suggesting
that dynamic interaction between CheA-P3 and the receptor is important for chemotactic
function. Moreover, in vivo cross-linking and western blot analysis showed a high molec-
ular weight band present only in the double cysteine mutant, suggesting the presence of
species formed by cross-linking between CheA-P3 and Tsr (Fig. 3.13.B). We also exam-
ined cross-linking residue pairs that involve Tsr-R394 interactions with CheA, one in the
“undipped” state (CheA-E316C/Tsr-R394) and the other in the “dipped” state (CheA-
E361C/Tsr-R394). When Tsr-R394 is replaced by a cysteine or serine, either as a single
mutant (cysless CheA/R394C, cysless CheA/R394S) or in the context of a double mutant
(D316C/R394C, D316C/R394S, E361C/R394C, E361C/R394S), the chemotaxis function of
E. coli is partially inhibited. On the other hand, the chemotactic ability of CheA-E361C as
a single mutant (E361C/wt Tsr) is also partially inhibited, while CheA-D316C (E316C/wt
Tsr) mutation bears no effect on the function (Figure 5A). Furthermore, the cross-linking
pattern of both Tsr-R394 mutant pairs showed two high molecular weight bands corre-
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sponding to distinct cross-linked species, one with a disulfide formed between Tsr and
CheA (Figure 5B, upper band, blue arrows) and the other with a disulfide between two
Tsr molecules with the R394C mutation (lower band). Interestingly, the cross-linking of
CheA-P4/Tsr (E361C/R394C) in the predicted “dipped” conformation is much weaker
than the cross-linking of CheA-P3/Tsr (D316C/R394C) in the “undipped” state, though
both involve the same R394 residue of Tsr. The lower cross-linking efficiency could be
due to the relatively infrequent occurrence of the CheA “dipped” conformation, and/or
because the residues are further apart in a dominant conformation, suggesting that the
CheA-P4 “dipped” conformation observed in silico may have been sampled within the
native chemosensory complex of E. coli.
Our MD simulations of the T. maritima unit cell further indicated that R297 on the
CheA-P3 domain is potentially involved in the stabilization of the conformational tran-
sition of the CheA-P4 (Fig. 3.12.A&C). Indeed, substitution of the corresponding residue
in E. coli (R265) with several amino acids of different properties (R265C/S/A/E) were
all detrimental to the chemotactic function of E. coli as measured by the soft-agar assay,
without affecting the cluster formation (Fig. 3.13.C). Since this residue is located at the
N-terminus of the four-helix P3 dimerization motif, R265 could direct the P2-P3 linker
away from the cis subunit and toward the trans subunit, thus anchoring CheA-P1,P2 to
CheA-P4’ for trans-interaction and phosphorylation [70]. A more complete model of the
core-signaling complex for E. coli may be necessary to fully interpret the drastic impact of
this single CheA residue on the entire chemotactic machinery.
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Figure 3.13: Biochemical validation of alternative CheA conformations in E. coli cells. (A) Swimming
ability of E. coli cells with mutations in the CheA-P3 and Tsr interface (I304/N405 and D316/R394) and in
the “dipped” CheA-P4 and Tsr interface (E361/R394). Swimming activities are normalized to the cysless
CheA and wt Tsr,± standard deviation (n=6). Inset, representative images of soft agar plates for swimming
ability, with specific constructs labeled in red. (B) Disulphide cross-linking of the CheA-P3 and Tsr inter-
face (I304C/N405C and D316C/R394C) in the “undipped” CheA dimer conformation (top panel of Figure
5B) and the CheA-P4 and Tsr interface (E361C/R394C) occurring in the CheA-P4 “dipped” conformation
(bottom panel of Figure 5B). Non-reducing (top) and reducing (bottom) SDS-PAGE gels were analyzed by
immunoblotting for Tsr and CheA. Cross-linked species were indicated with blue arrows. (C) Swimming
ability of E. coli cells with mutations at R265 of CheA-P3 domain, normalized to the wt, ± standard devia-
tion (n=8).
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3.3 Discussion
Figure 3.14: Model of core signaling unit (CSU).
Atomic coordinates of a CSU from our MDFF-refined
T. maritima CheA-trimer model were deposited in
the Protein Data Bank under acession code 3JA6. A
schematic of the portion of the native CSU covered
by our model is situated to the left.
In this study, we have utilized of a
novel in vitro reconstitution technique
to create ultra-thin monolayer samples
of the chemosensory array, enabling the
use of cryo-electron tomography to de-
termine the most highly resolved three-
dimensional structure of the Escherichia coli
array to date. We were then able to use the
electron tomography data to guide and re-
fine the construction of the first atomically
resolved model of the chemosensory array,
using high resolution structures from Ther-
motoga maritima. Next, using large-scale,
all-atom molecular dynamics, we identified a dipping motion of the CheA P4 domain,
which was functionally characterized using swim assay and cross-linking experiments.
While the role of the predicted conformational change in CheA is not immediately clar-
ified in the preliminary biochemical experiments carried out here, our model highlights
the importance of CheA dynamics for signaling and suggests that the dynamics of the P4
kinase domain, in particular, warrants special investigation. More importantly, the atomic
model presented here, in general, provides improved knowledge of the positioning of the
P3 and P4 domains, incorporates the presence of the CheW only ring, and identifies prob-
able novel side-chain contacts within the extended chemosensory architecture. An atomic
model of our MDFF-refined CSU was deposited in the Protein Data Bank under accession
code 3JA6 (Fig. 3.14).
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3.4 Methods
3.4.1 Molecular dynamics simulations
The array unit cell model was hydrated with TIP3P water molecules using VMD’s solvate
plugin [50], producing a simulation box defined by hexagonal lattice parameters a=208 A˚,
b=208 A˚, c=334 A˚, α=90◦, β=90◦, γ=120◦. Using VMD’s autoionize plugin, the hydrated
system was then neutralized and subsequently ionized with sodium and chloride ions
to the physiological concentration of 150 mM, resulting in a model containing 1,153,756
atoms. The unit cell model was then subjected to a series of conjugant gradient energy
minimizations (300,000 steps in total) and restrained NPT equilibration simulations (10 ns
in total). In the same fashion, the CheA-trimer and CheA-hexamer subunit models were
hydrated and ionized to produce systems of size 1,751,375 atoms (245x245x310 A˚) and
4,588,588 atoms (385x405x310 A˚) respectively. Each subunit model was then subjected to
the same minimization (300,000 steps) and restrained NPT equilibration (10 ns) scheme
as the unit cell model. An outline of subsequent equilibration and production simula-
tions is given in Figure 3.10. Production simulations of the unit cell and MDFF-refined
CheA-trimer models were conducted with weak (spring constant = 0.1 kcal/mol*nm2)
harmonic restraints placed on the alpha carbons of the first five membrane-proximal re-
ceptor residues to maintain TOD splay in the absence of membrane and crowding agents.
In the case of the post-MDFF production simulations of the CheA-trimer, additional weak
harmonic constraints were placed on the outermost CheW and CheA-P5 domains to en-
force the bulk array boundary conditions, as the trimer organization does not permit the
use of periodic boundary conditions to represent the necessary symmetry.
All molecular dynamics simulations were performed using the parallel molecular
dynamics code, NAMD 2.9 [49] and CHARMM22 force field [96] with CMAP correc-
tions [97]. Equilibrium simulations were conducted in the NPT ensemble with isobaric
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and isothermal conditions maintained at 1 atm and 330 K for equilibration, or 350 K for
production using the Nose-Hoover Langevin piston, with a period 200 femtoseconds (fs)
and relaxation time of 50 fs, and the Langevin thermostat with a temperature coupling of 5
ps−1. The r-RESPA integrator scheme [49] with an integration time step of 2 fs was used.
SHAKE constraints were applied to all hydrogen atoms [98]. Short-range, non-bonded
interactions were calculated every 2 fs with a cutoff of 12 A˚ and long-range electrostatics
were evaluated every 6 fs using the Particle Mesh Ewald (PME) method [99] with a grid
size of 1 A˚. Periodic boundary conditions with fixed cross-sectional area (x-y plane) were
used. MDFF simulations were performed in the NVT ensemble at 330 K using the settings
described above with additional restraints applied to prevent loss of secondary structure,
chirality errors, and the formation of cis-peptide bonds.
3.4.2 Simulation analysis
Visualization and extraction of raw trajectory data for analysis were performed using
VMD. Principal Components Analysis (PCA) was implemented using routines in the
Numpy, Scipy, and MDAnalysis python packages [100]. For the PCA analysis, a single
dip-exhibiting CheA dimer was isolated from one of our wild-type unit cell simulations,
and each frame (23,331 frames in total) was aligned to the initial CheA dimer model us-
ing the P5 domains (residues 543–671). Principal components were computed using the
alpha carbons of the P4 domains (residues 352 to 542). The fractional variances accounted
for by the top three modes were 41.8%, 31.1%, and 8.1% respectively. Subsequently, the
three CheA dimers from each replica of the wild-type unit cell model (27 dimers total),
R297A unit cell model (27 dimers total), and CheA-trimer model (30 dimers total) simu-
lations were extracted, aligned to the P5 domains, and projected on to the top principal
component of the wild-type dip-exhibiting CheA dimer. These projections were grouped
according to model type to create Figure 3.12. Illustrations of the PCA results were pro-
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duced using the python-plotting package, Matplotlib [101].
Clustering analysis routines were implemented using the python packages noted above
as well as the UPGMC hierarchical, agglomerative clustering function from the fastcluster
package [95]. For the clustering analysis, we first extracted the three core signaling units
from each of the nine wild-type unit cell replica simulations, using 1500 frames/core sig-
naling unit for a total of 40,500 frames. The RMSD distance matrix was then computed
using the QCP structure alignment function from the MDAnalysis package. Our analysis
identified four major clusters of structures within the above distance matrix with relative
populations of 80%, 10%, 10% and 2%, representing the “undipped”, “dipped”, and two
intermediate CheA dimer states respectively.
3.4.3 Experimental methods
A discussion concerning the experimental methodologies used in this study can be found
in [2], including (1) protein expression and purification, (2) monolayer reconstitution,
(3) cryo-electron tomography, (4) 3D reconstruction, sub-tomogram classification and av-
eraging, (5) mutagenesis, (6) cross-linking and western blot analysis, and (7) soft agar
assays.
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3.5 Supplemental Information
Table 3.1: Inter-protein interactions at key interfaces of T. maritima unit cell model.
Interface Domain Residues References
CheA-P5/
Receptor
CheA-P5 L547, I560, I563, I566, L629
23, 24, 25, 27,
28Receptor
L362, L365, N366, A368, I369,
A372
CheA-P5/
Receptor
D564/R373(1)
CheW/
Receptor
CheW L14, V27, I30, V33, V98, V101
23, 24, 25, 26,
Present study
Receptor
L362, L365, N366, A368, I369,
A372
CheW/
Receptor
K9/R376(1,3), E10/R379(1,3)*, E12/R379(2)*,
D28/R373(2)*, E31/R373(2)*
CheA-P5/
CheW
interface I **
CheA-P5
(subdomain 1)
L554, L599, I601, L640, V643, F644,
V647, F650, A653, I655, I661, L663
20, 23, 24, 29,
30
(subdomain 1) V647, F650, A653, I655, I661, L663
CheW
(subdomain 2)
T40, P41, V42, P43, V49, V52,
I59, P61, V63, V89, V91, I145
CheA-P5/
CheW
K642/D88, E646/R46,
E649/K44,
CheA-P5/
CheW
interface II **
CheA-P5
(subdomain 2)
Q575, V577, Q578, V582, V584,
V589, P591
23, 24CheW
(subdomain 1)
T112, N113, V114, S115, F118,
L125, L132, I134
CheA-P5/
CheW
R580/D116, E588/K127
CheW/
CheW
CheW
(subdomain 1)
Q21*, L69*, I71*, T112*, N113*, V114*,
S115*, F118*, L125*, L132*, I134*
Present studyCheW
(subdomain 2)
T40*, P41*, V42*, P43*, V49*, V52*,
I59*, P61*, V63*, V89*, V91*, I145*
CheW/
CheW
D116/R46*
Receptor/
Receptor
dimer/
dimer
E370-R373, E351-R403*, E387-R389*
18,
Present study
Summary of residues participating in a given interface but not associated with particular
partners are listed separately for each domain. Residues that interact significantly (>50%
of frames) are listed as a pair in a separate row. Interactions unique to this study are signi-
fied with *. Where ambiguous, residue pairs involving a receptor bound to (1) CheA-P5,
(2) CheW from a CheA-P5/CheW ring or (3) CheW from a CheW-only ring are numbered
as denoted here. Interfaces taken directly from experimental structures are signified with
**. Recent references pertaining to each protein-protein interface are given.
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Table 3.2: Summary of key inter-protein interface changes between “dipped” and
“undipped” CheA conformations.
Interface Domain Residues References
CheA-P3/Receptor
(Undipped)
CheA-P3/
Receptor
D333/K390(2)*,
D345/R379(2)*
25,
Present study.
CheA-P3/CheA-P4
(Undipped)
CheA-P3/
CheA-P4
K352/E390, R354/D392,
D304/R393*
19,
Present study.
CheA-P4/Receptor
(Dipped)
CheA-P4/
Receptor E390/R379(2)* Present study.
CheA-P3/CheA-P4
(Dipped)
CheA-P3/
CheA-P4
K352/E390, R354/D392,
R297/E397*
19,
Present study.
Interactions unique to this study are signified with *. Where ambiguous, residue pairs
involving a receptor bound to (1) CheA-P5, (2) CheW from a CheA-P5/CheW ring or (3)
CheW from a CheW-only ring are numbered as denoted here. Recent references pertain-
ing to each protein-protein interface are given.
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Figure 3.15: (A) High resolution X-ray structures from T. maritima were taken as inputs for the gen-
eration of models corresponding to the array’s core components, namely the receptor trimer-of-dimers,
coupled CheA/CheW rings, and CheW-only ring. (B) The resulting core component models were arranged
heuristically, assuming a 12 nm lattice constant, to produce models of the CheA-hexamer and CheA-trimer
array substructures. For simplicity, only the CheA-hexamer organization is shown. (C) A portion of the
heuristically-constructed CheA-hexamer model corresponding to the array unit cell was extracted for fur-
ther study with all-atom MD simulations. (D) MDFF simulations were conducted to refine the CheA-
hexamer and CheA-trimer models utilizing their respective density maps. A core signaling unit was taken
from the MDFF-refined CheA-trimer model and deposited in the PDB data bank under accession code
3JA6. The full MDFF-refined CheA-trimer model was subjected to further investigation using all-atom MD
simulations.
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Figure 3.16: Computational modeling of the extended chemosensory array structure. (A) Molecular
dynamics (MD) simulations show that T. maritima receptors form a stable trimer-of-dimers (TOD). Side view
(left) and top view (right) of the highly conserved protein interaction tip, highlighting the inter-receptor salt
bridge network formed by E351/R403 and E387/R389. Symmetry-related monomers within individual
receptor dimers are distinguished by red and grey coloring. (B) MDFF-refined, all-atom model of the array
subunits combining CheA2-trimer (cyan circle) and CheA2-hexamer (orange circle) maps. (C) All-atom
model of the T. maritima lattice containing 3 x 3 unit cells. A portion of the lattice corresponding to a single
unit cell is outlined in black. Top (top left) and side (bottom left) views of the array unit cell model arranged
as three coupled core-signaling units. Receptor TODs are shown in red, CheA dimers in blue, and CheW
monomers in green.
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Figure 3.17: UPGMC hierarchical clustering analysis of wild-type unit cell simulations. We first divided
each of the nine wild-type unit cell replica simulations (450 ns = 1500 frames) into three core signaling
units, totaling 9x1500x3 = 40,500 frames. We then computed the RMSD between each frame to construct
the pairwise distance matrix. The UPGMC hierarchical clustering method was then use to assign each frame
to clusters in an agglomerative fashion. Our analysis identified classes of structures differing significantly
in structure, which could be individual analyzed for unique features. CSUs from our R297A unit cell and
CheA-trimer simulations were clustered in an identical fashion.
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Chapter 4
The E. coli Serine Receptor: Modeling
and Simulations
4.1 Introduction
The chemotaxis machinery of the model bacterium E. coli is the best understood sensory
signal transduction system in biology. It has served as a powerful experimental model for
investigating the molecular mechanisms that proteins use to detect, process, and transmit
stimulus information [24,102–104]. Central to the signal transduction underlying chemo-
tactic behavior in E. coli are dedicated chemoreceptors (also known as methyl-accepting
chemotaxis proteins or MCPs), which couple ambient concentration gradients to the ac-
tivity of an associated histidine autokinase (CheA) and ultimately cellular swimming pat-
tern [30, 31, 40]. Studies of two E. coli MCPs, in particular, Tsr and Tar (attracted to serine
and aspartate respectively) form the foundation of the current understanding of MCP
structure and signal transduction mechanisms. In this section, I will provide an overview
of those topics.
As depicted in Figure 4.1, MCPs are homodimeric, transmembrane proteins that form
an ∼35-nanometer-long series of coiled-coils and helices. MCPs can be divided into three
functionally distinct signaling regions: (1) stimulus sensing, (2) input/output control, and
(3) kinase control. The stimulus-sensing region is comprised of two modules, a periplas-
mic ligand-binding domain and a transmembrane (TM) four-helix bundle. Through the
binding of chemical stimuli, conformational changes are promoted within the stimulus-
sensing region that allow the transduction of sensory signals across the cell’s inner mem-
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Figure 4.1: Overview of the structural and functional organization of a methyl-accepting chemotaxis pro-
tein (MCP). The two monomers of the MCP homodimer are shown in different shades of blue, the HAMP
domain is highlighted in shades of green. Helical regions are shown as cylinders. On the left are listed
the individual MCP modules, which can be more broadly grouped into functional regions listed on the
right. The sites of other key functional features are listed, including those of ligand-binding, adaptational
modification, trimer-formation, and CheR/CheB binding. Figure reproduced with permission from [31].
brane via a piston mechanism [105, 106]. The stimulus-sensing and input/output-control
regions are connected by a five-residue linker, the so-called control cable [107–109], which
subtly mediates the transduction of signals to the HAMP domain, a ubiquitous signaling
module found in Histidine kinases, Adenylyl cyclases, MCPs, and Phosphatases [110–
114]. The HAMP domain is, in turn, connected to the kinase-control region via a four-
residue “phase stutter” that gives rise a structural displacement affecting the packing of
the surrounding coiled-coils [115]. The kinase-control region, as its name suggests, regu-
lates the autophosphorylation activity of the associated CheA histidine kinase. It contains
two modules: the sensory-adaptation module and protein-interaction module, which are
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separated by a flexible glycine hinge [116]. The latter module contains the contacts which
directly bind CheA and CheW [74, 76, 77] as well as those which participate in the forma-
tion of the trimer-of-dimers (TOD) [69,117], enabling the assemblage of the highly cooper-
ative extended array architecture discussed in Chapters 1 and 3. The sensory-adaptation
module is used to tune the detection sensitivity of MCP molecules through the reversible
methylation of specific glutamyl residues (i.e., adaptation sites) [28, 29]. Finally, the C-
terminus of the MCP contains a flexible arm that is concluded with an NWETF motif,
which binds CheR and CheB to enable efficient adaptational modification of MCPs [118].
Extensive genetic, biochemical, biophysical, and computational studies have produced
an intriguing view of signaling events within the cytoplasmic portion of MCPs [31, 32,
112, 114, 119–121]. Although signaling within core signaling units (CSUs) approximates
two-state behavior, involving ligand and methylation-driven shifts in an equilibrium be-
tween complexes with kinase-off and kinase-on outputs, the underlying structural ele-
ments of individual MCP molecules appear to operate over a series of essentially isoen-
ergetic conformational states. In the above picture of MCP signal transmission, shown
in Figure 4.2, adjacent signaling elements are coupled in opposition, such that a sta-
bilizing shift in one element is offset by a destabilizing shift in its neighbors. These
(de)stabilizing shifts are thought to arise from changes in the strength of inter-helical
packing within each signaling element, leading to either a more static (stable packing)
or more dynamic (unstable packing) state. In particular, it has been proposed that the
kinase-on and kinase-off states are respectively characterized by static-dynamic-static and
dynamic-static-dynamic couplings between the HAMP, sensory-adaptation, and protein-
interaction modules. This molecular communication strategy probably poises the signal-
ing tip of receptor molecules in an intermediate dynamic state that can be readily shifted
toward more static or more dynamic behavior by low-energy stimulus inputs such as
binding of a small ligand molecule.
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Figure 4.2: Static-dynamic model of MCP signaling. Adjacent signaling elements are coupled in oppo-
sition, such that a stabilizing shift in one element is offset by a destabilizing shift in its neighbors. The
particular pattern of stability, as dictated by ligand occupancy and methylation state, gives rise to the over-
all state of the MCP, favoring either the kinase-on/off state. Figure provided by Sandy Parkinson, U. Utah.
Though the above picture represents the culmination of a substantial amount of data,
the detailed molecular events giving rise to particular alternating static-dynamic patterns
as well as the ways in which these patterns are influenced by chemical stimuli and adap-
tational modifications are still quite mysterious. Although a number of crystallographic
structures exist for portions of MCPs from varying species [69, 71, 122–125], a high reso-
lution picture of the complete MCP structure has remained elusive, hindering the inves-
tigation of the function of MCPs and their higher-order organizations. In this chapter,
I describe my work to construct an atomic model of the intact, membrane-bound E. coli
serine receptor.
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4.2 Results
4.2.1 Atomic model and simulations of Tsr ligand-binding,
transmembrane, and HAMP domains
Figure 4.3: Transmembrane signaling in E. coli ser-
ine receptor (Tsr). The Tsr transmembrane (TM) do-
main is a four-helix bundle. Each monomer contribut-
ing two helices to the bundle, denoted TM1 and TM2.
Serine binding (black circle) is thought to evoke a
∼2 A˚ piston-type motion in TM2 that is transmitted
across the cell membrane. A five-residue control ca-
ble (red circle) mediates TM signals between TM2 and
the AS1 helix of the HAMP domain via an unknown
mechanism.
The E. coli serine receptor (Tsr) spans the
inner membrane using two helices, de-
noted TM1 and TM2, which form a trans-
membrane (TM) four-helix bundle in the
MCP homodimer (Fig. 4.3). Considerable
experimental [105, 106, 126, 127] and com-
putational [128,129] evidence suggests that
ligand binding induces a ∼2 A˚ piston-
type motion in TM2 (Fig. 4.3) [105]. Pre-
viously, it has been assumed that this pis-
ton motion is propagated directly through
the membrane to the HAMP domain and
further downstream [106].
Recently, studies conducted by our col-
laborator Sandy Parkinson (University of
Utah) have given rise to a more complex
transmembrane signaling picture, involv-
ing a key five-residue “control cable” region [107,109]. In particular, exhaustive mutagen-
esis of the Tsr control cable has demonstrated that alterations to this area can dramatically
affect signaling behavior (Fig. 4.16, Supplemental Information) and suggests that control
cable helicity may mediate transitions between the kinase-ON and kinase-OFF signaling
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states [107]. In addition, they show that a single residue (I214) is largely responsible for
arbitrating changes in signaling state [109]. To explain their extensive signaling mutant
data, Parkinson et al. developed a model in which the kinase-ON state is predicted to
have a highly helical control cable that exacerbates the helical register mismatch between
TM2 and HAMP AS1, while the kinase-OFF state is predicted to have a reduced helical
content that relieves this mismatch. However, a high-resolution structural description
of the TM four-helix bundle and control cable region is not available. Hence, while it is
clear that the experimentally observed behavior can not be explained using a simple pis-
ton model alone, the structural and dynamical information needed for a full, molecular
interpretation of the experimental results is lacking.
To address this deficiency, we have utilized MD simulations, in tandem with biochem-
ical and crystallographic data, to construct an atomic model of the Tsr TM four-helix
bundle together with the ligand-binding and HAMP signaling domains. Specifically,
we have made use of existing disulfide cross-linking efficiencies [126, 130] from the E.
coli aspartate receptor (Tar) to set bounds on the distances between specific residues in
the highly conserved Tsr TM four-helix bundle (Fig. 4.15, Supplemental Information).
Shown in Figure 4.13 and Figure 4.14 (Supplemental Information), these data highlight
specific residues at the inter-monomer (TM1/TM1’, TM1/TM2’, TM2/TM2’) and intra-
monomer (TM1/TM2) interfaces, that readily form (or do not form) disulfide cross-links
when mutated to cysteine. As cross-linking requires that the mutated residues come into
close proximity to one another (Cβ-Cβ distance <∼12 A˚), and the efficiency of crosslink-
ing is a function of distances between the residues, these data can be used as a guide
for informing the rough placement (i.e., helical tilt and register) of the four TM helices.
Combined with high-resolution information of the upstream and downstream structural
regions (i.e., ligand-binding and HAMP domains respectively), we were able to obtain an
atomic model that agreed well with existing experimental results as described below.
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Figure 4.4: E. coli Tsr ligand-binding domain with modeled TM and control cable helices. (A) APO
crystal structure of the Tsr periplasmic domain (PDB 2D4U, residues 31-185), shown in reduced opactiy,
with modeled TM1 and TM1’ helices (residues 7-30) shown with full opacity. Residues at the TM1/TM1’
interface that efficiently cross-link are labeled and shown in licorice. (B) Addition of TM2 (opaque red and
blue) and control cable (green) helices. A short segment of connecting helix (gray) was modeled between
PDB 2D4U and TM2 helices.
Our modeling approach proceeded in several steps. First, as disulfide cross-linking
studies have demonstrated a strong TM1/TM1’ interface that is unaffected by signal-
ing [106, 126], we began by modeling the TM1 helices (residues 7-30) assuming ideal
alpha helices [106]. Using a crystal structure of a portion of the E. coli Tsr periplasmic
domain (PDB 2D4U, residues 31-185) [122], we extended the structure to include TM1
and TM1’ (Fig. 4.4.A). To obtain an energetically favorable side chain packing between
the TM1 helices, we conducted a 500 ns simulation of the Tsr periplasmic+TM1 model.
In addition, to drive our MD simulation toward a packing consistent with the experi-
mental data, we used the existing disulfide crosslinking data on the TM1/TM1’ interface
(Fig. 4.13) to construct a series of collective variable potentials within NAMD [49]. In par-
ticular, we chose symmetric residue pairs that were shown to cross-link with either high
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or detectable efficiency (i.e., residues 7, 11, 14, 15, 18, 19, 21, 22, 25, 29, 33) and constructed
wall potentials such that if the Cβ-Cβ distance between residues was less than 12 A˚ no
bias was exerted, otherwise a harmonic spring acted to bring the pair within the specified
range. After obtaining a stable TM1/TM1’ interface, we added the TM2 helices (residues
191-210) in a similar fashion. Moreover, as mutagenesis evidence suggests that the control
cable (residues 211-215) is also likely alpha helical in nature, forming a continuous helix
between TM2 and AS1 in at least some native signaling states [107, 109], we added this
region as well (Fig. 4.4.B). To obtain an appropriate side chain packing, we ran an addi-
tional 500 ns simulation of the Tsr periplasmic+TM1+TM2 model, utilizing the existing
disulfide crosslinking data on the TM1/TM2 and TM1’/TM2 interfaces (Fig. 4.14) [130]
to construct “wall” potentials as described above.
To provide cytoplasmic structural constraints on the TM1 and TM2 helices we con-
structed models of their respective downstream structural elements. In the case of TM1,
the short N-terminus (residues 1-6) was predicted by the JPred4 server [131] to be a ran-
dom coil, in line with its lack of participation in TM signaling [132]. Hence, we used
the program Modeller [133] to add an appropriate, non-clashing coil to the equilibrated
Tsr periplasmic+TM1+TM2 model. In the case of TM2, each helix is connected (via the
control cable) to the HAMP domain (Fig. 4.3). However, no structure exists for a HAMP
domain from any bacterial MCP. Nevertheless, a crystal structure of a highly conserved
(Fig. 4.5.A) archaeal HAMP domain from the Af1503 receptor of Archaeoglobus fulgidus
(PDB 2L7H) is available [113]. Hence, we used Modeller [133] to generate a homology
model of the Tsr HAMP four-helix bundle (Fig. 4.5.B, residues 216-268) using PDB 2L7H
as a structural template. We then used the CHARMM-GUI program [134], to place the
protein in a 3:1 POPE:POPG lipid bilayer, mimicking the inner membrane of E. coli [135].
The resulting model, hereafter referred to as TsrTM (Fig. 4.5.C), was then subjected to a 1
microsecond, unbiased equilibration simulation.
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Figure 4.5: (A) MAFFT pairwise sequence alignment between E. coli Tsr and archaeal Af1503 HAMP
domains. Alignment colored using BLOSUM62 score [136]. The conservation of each residue and con-
sensus sequence (showing identical residues) are shown directly below the alignment. Panel created us-
ing Jalview [137]. (B) Homology model of the Tsr HAMP domain (residues 216-268) (C) Intact, TsrTM
model, including periplasmic, TM four-helix bundle, and HAMP domains with (right) and without (left)
POPE:POPG lipid bilayer. Receptor monomers are shown in red and blue.
The equilibrated TsrTM model agreed well with previous experiments. In particular,
the unconstrained TM four-helix bundle was seen to form a stable packing, which nicely
corresponded with our interpretation of the disulfide cross-linking efficiencies (Fig. 4.13,
Fig. 4.14, Supplemental Information). Figure 4.6 shows the mean Cβ-Cβ distance (as com-
puted over the course of the one microsecond equilibration simulation of TsrTM) between
symmetric residues along the two TM1 (panel A) and two TM2 (panel B) helices. Residue
pairs (converted to Tsr numbering) that were shown to cross-link with high (green) and
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Figure 4.6: Mean Cβ-Cβ distances between symmetric residues in the (A) TM1/TM1’ and (B) TM2/TM2’
interfaces, computed over the course of a one microsecond equilibration simulation of TsrTM. Residues
are numbered according to E. coli Tsr. The coloring of residue pairs is based on Tar cross-linking data
(Fig. 4.13 [130]. Green and light gray denote pairs that were shown to cross-link with high or intermediate
efficiency respectively. Dark gray denotes pairs that did not detectably cross-link, and black denotes pairs
for which there was no information provided. A dashed line, drawn at 12 A˚, denotes rough distance neces-
sary for cross-link formation. (Note, for Tsr residue numbers less than 84 (i.e., TM1), Tsr and Tar have the
same numbering, while for Tsr residue numbers greater than 116 (i.e., TM2), Tsr = Tar + 2.)
intermediate (light gray) efficiencies are largely separated by less than 12 A˚, while residue
pairs that did not show detectable cross-linking (dark gray) are largely separated by more
than 14 A˚. It should be noted, though, that due to the nature of cross-linking experiments,
fluctuations in proteins may give rise to cross-links that trap the protein in sparsely occu-
pied or non-functional conformations [138]. Hence, strict adherence to the cross-linking
data is not expected. In addition, Figure 4.7 shows the mean Cβ-Cβ distance between
pairs of residues at the intra-molecular (panel A) and intermolecular (panel B) TM1/TM2
interfaces. Curiously, at these interfaces, a number of reported cross-links were not un-
ambiguously identified (Fig. 4.14). Each such pair is marked with a particular solid black
shape. In all cases but one (21/203 vs. 21/205), our model clearly resolves a spatially
favored cross-link (blue vs. gray bars for each black marker shape). In the exceptional
case, examination of our equilibrated model shows that, although, residues 21 and 203
are in fact near one another, cross-linking would require a rotation of the TM2 helix that
would potentially distort the TM four-helix bundle. Indeed, the analogous cross-link in
the homologous Salmonella typhimurium Tar was shown to destroy signaling [139].
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Figure 4.7: Mean Cβ-Cβ distances between key residues in the (A) TM1/TM2 and (B) TM1/TM2’ in-
terfaces, computed over the course of a one microsecond equilibration simulation of TsrTM. Residues
are numbered according to E. coli Tsr. The coloring of residue pairs is based on cross-linking data in Tar
(Fig. 4.14) [130]. Green denotes unambiguous pairs of residues that cross-linked with high efficiency. Black
shapes (circle, triangle, square, diamond) mark pairs where residues could not be unambiguously identi-
fied. Within each such pair, a blue bar denotes the cross-link favored by the equilibrated model; gray bars
denoted unfavored pairs. A dashed line, drawn at 12 A˚, denotes rough distance necessary for cross-link
formation. (Note, for Tsr residue numbers less than 84 (i.e., TM1), Tsr and Tar have the same numbering,
while for Tsr residue numbers greater than 116 (i.e., TM2), Tsr = Tar + 2.)
The equilibrated TsrTM system also highlights key protein/lipid interactions (Fig. 4.8.A).
In particular, our model correctly positions the TM2 helices relative to the lipid bilayer, sit-
uating Y189 and A216 just above and below the periplasmic and cytoplasmic membrane-
water interfaces respectively, as previously demonstrated in Tar [140]. In addition, several
lysine (K) residues lie at either membrane-water interface that hydrogen bond strongly
with the polar lipid head regions, including K3 and K6 in the unstructured N-terminus
tail as well as K215 and K34 directly adjacent to Y189 and A216 respectively. Hence, while
the N-terminus may not participate directly in TM signaling [132], it is likely quite impor-
tant for appropriately anchoring the receptor within the lipid bilayer. Finally, two trypto-
phan (W) residues, W194 and W211, are seen to lie buried roughly 1.5 helical turns within
the membrane. This distance is consistent with their ability to modulate TM signaling via
an induced piston-like displacement on the order that arising from ligand binding [141].
In general, tyrosine, tryptophan, and lysine are all known to be important for precisely
positioning transmembrane helices [142–145].
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Figure 4.8: Protein/lipid interactions in equilibrated TsrTM model. (A) Key interactions at periplasmic
and cytoplasmic membrane-water interfaces. Residues are shown in licorice and colored according to their
electrostatic properties: positively charged (blue), polar (green), and hydrophobic (white). Lipid head-
groups are shown as gold spheres. (B) Control cable kink between TM2 and HAMP AS1 at the cytoplasmic
membrane-water interface. Helices are colored by helical axis curvature using a BGR scale. (C) Plot of he-
lical axis curvature along TM2, control cable, and HAMP AS1 helices (residues 191-235), showing a (∼25o)
kink (as measured by VMD plugin bendix [146]) at A216 in the control cables of both MCP monomers (red
and blue traces).
Our atomic model also shed light on the detailed structure of the elusive control cable
linker region (residues 213-217). Overall, the control cable is alpha helical (Fig. 4.11.A).
Nevertheless, as depicted in Figure 4.8.B and Figure 4.9.B, the TM2, control cable, HAMP
AS1 helices do not share a continuous axis, but are rather separated by a ∼25o kink in
the control cable at A216 near the membrane-water interface (Fig. 4.8.C). Two other con-
trol cable residues, namely G213 and S217, form a high-occupancy backbone hydrogen
bond that partially stabilizes this kink (Fig. 4.9.B&C). K215, as previously described, is lo-
cated at the cytoplasmic membrane-water interface and is oriented such that its sidechain
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projects outward into the lipid bilayer (Fig. 4.9.A), allowing interactions with the sur-
rounding lipid headgroups. Interestingly, the key I214 “trigger” residue is buried just
within the membrane with its sidechain directed inward towards the TM1/TM1’ inter-
face (Fig. 4.9.A) and situated within a tight, hydrophobic pocket created by V8 and L12 of
the neighboring TM1’ helix.
Figure 4.9: Atomic structure of control cable region. (A) Resdiues 213-218 are shown in licorice and
colored according to their electrostatic properties: positively charged (blue), polar (green), and hydropho-
bic (white). I214, a key “trigger” residue, is buried just within the membrane surface with it’s sidechain
oriented inward towards the symmetry axis of the TM four-helix bundle. A highly occupied backbone hy-
drogen bond between G213 and S217 is depicted as a red spring. The helices of each MCP monomer (red
and blue) are labeled accordingly. For clarity, the membrane-water interface is shown as a dashed line and
TM1 helices with reduced opacity. (B) Same as panel A, rotated 90o clockwise as viewed from top, illustrat-
ing A216 kink. (C) Occupancy of G213/S217 backbone hydrogen bond for over course of one microsecond
equilibration simulation. Frames in which the H-bond is present in control cable 1 (top, blue in panel A)
and control cable 2 (bottom, red in panel A) are shown as white bands.
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4.2.2 I214 mutations modulate control cable helicity
Figure 4.10: I214D mutation reduces helicity of con-
trol cable. A salt bridge formed between D214 (red,
licorice) and K215 (blue, licorice) disrupts the local
backbone hydrogen bonding network, leading the the
loss of helical content in the control cable region. Pro-
tein colored according to secondary structure: alpha
helix (pink), coil (teal), and turn (white).
To investigate the dynamics of the control
cable region and the dramatic effect of al-
terations to I214 witnessed by Parkinson
et al. (Fig. 4.16, Supplemental Informa-
tion), we implemented two mutations in
silico, namely I214A and I214D, that were
shown to have opposite signaling pheno-
types. In particular, the I214A receptor was
seen to be shifted towards the kinase-ON
state, while the I214D receptor was shifted
toward the kinase-OFF state. We then con-
ducted a one-microsecond, all-atom MD
simulation of each mutant. Overall, the
mutant simulations closely resembled the
wild-type model in the ligand-binding and
TM four-helix bundle regions. Moreover,
in the I214A simulation, the control cable
was observed to nicely maintain its alpha
helical nature (Fig. 4.11.B). However, in the
I214D simulation, we observed a signifi-
cant change in the helical content of one
of the control cables (Fig. 4.11.C). Specifi-
cally, the mutation of I214 to a positively
charged aspartic acid residue led to the ejection of both side chains from the hydropho-
bic pocket created by V8 and L12. As depicted in Figure 4.10, the formation of a strong
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salt bridge between D214 and K215 in one monomer disrupted the backbone hydrogen
bond network of the surrounding area and subsequently led to a loss of helicity in the
corresponding control cable.
Hence, our simulations reproduce the key predictions of Parkinson et al., namely that
(1) mutations to I214 affect the helicity of the control cable and (2) kinase-ON and kinase-
OFF mutations have high and low helical content respectively. In addition, our I214D sim-
ulation resolves the mechanism of helical modulation for this particular mutant, namely
a salt-bridge-induced disruption of the local hydrogen bonding network. Perhaps proper
signaling function may be rescued by removal of the positive charge at residue 215. Addi-
tional simulations will be needed to address the affect of I214 mutations on the AS1 helix
and HAMP domain as a whole.
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Figure 4.11: Structure of wild-type and mutant control cable regions. Secondary structure of each control
cabel from the (A) wild-type, (B) I214A, and (C) I214D TsrTM systems, plotted over a one microsecond MD
simulation. Alpha helices are colored in pink, turns and coils are colored in green and white respectively.
In all simulations, L218 is seen to be flexibly undergo reversible helix-coil transitions. In the wild-type and
I214A simulations, the control cable (residues 213-217) are seen to form stable alpha helices, whereas the
I214D simulation exhibits considerable loss of helicity in this region.
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4.2.3 Atomic model and simulations of complete, membrane-bound
Tsr homodimer
We then combined our equilibrated TsrTM model with an X-ray structure of the Tsr cyto-
plasmic domain (PDB 3ZX6) [124], to construct an atomic model of the complete, membrane-
bound E. coli Tsr (Fig. 4.12.A). To investigate the dynamical behavior of our intact Tsr
model, we then conducted two, 1.5 microsecond, all-atom MD simulations Intriguingly,
our simulations identified three areas of increased flexibility as measure by the root-mean-
square fluctuation of the aligned backbone atoms. Labeled a, b, and c in Figure 4.12.B,
these areas respectively correspond to the (1) serine binding pocket, (2) HAMP domain
and methylation bundle, and (3) protein interaction tip. As equilibrium fluctuations are
known to play a central role in molecular recognition [147], the flexibility of the binding
pocket is not surprising. In addition, the protein interaction tip has been shown compu-
tational to be highly dynamic [121]. Interestingly, though, the flexibility of the HAMP
and methylation bundle region appears to arise from multiple pivot points (Fig. 4.12.C).
Indeed, RMSD-based structural clustering revealed three major classes of “bent” recep-
tor, which exhibited sharp deformations at different points along flexible region b. In
particular, bends in the individual classes were seen directly below (i) and above (ii) the
methylation bundle as well as directly above the HAMP domain (iii). In the lattermost
region, the four-helix TM and HAMP bundles are connected via the two, control cable
helices. Hence, the increased flexibility in this region may be attributed to the loss of
structural support arising with a tightly packed helical bundle [148]. Bending regions (i)
and (ii), however, are situated on either side of the coiled-coil containing the sites of adap-
tational modification. It is interesting to consider if the flexibility of these regions might
be modulated reversible methylation. Finally, the glycine hinge (Fig. 4.12.A, Fig. 4.12.B,
label d), a region whose flexibility was previously proposed to play a key role in ON/OFF
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switching [116], appears to be relatively rigid, a result also suggested in [121]. It should
be noted, though, that the protein interaction tip is unbound (i.e., unconstrained) in our
simulations. Hence, within native chemosensory arrays, in which this region is directly
bound to CheA-P5, CheW, and two other receptors within a trimer-of-dimers, the receptor
cytoplasmic domain is unlikely to have the full range of motions witnessed here. Addi-
tional simulations will be required to determine the significance of receptor bending for
the transduction of sensory signals.
Figure 4.12: (A) Atomic model of membrane-bound E. coli Tsr. The sites of adaptational modification
(residues Q297, E304, Q311, E493, and E502) as well as the glycine hinge (residues G340, G341, and G349) are
shown in licorice and colored according to their electrostatics: negatively charged (red) and polar (green).
Individual monomers are shown in red and blue (B) Root-mean-square fluctuation (RMSF) traces (red and
blue) of the backbone atoms of each MCP monomer computed over a one microsecond MD trajectory.
RMSF values are mapped onto the Tsr structure using a RWB coloring scheme. Flexible areas of interests are
labeled a-d. Methylation sites and the protein interaction tip are marked with a dashed line. (C) Structural
clustering separate receptor conformations into several classes (i-iii) with substantial bends near the HAMP
and methylation bundles.
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4.3 Methods
4.3.1 Molecular dynamics simulations and analysis
All models were hydrated with TIP3P water molecules and subsequently ionized with
potassium and chloride ions to a concentration of 150 mM using VMD’s [50] solvate
and autoionize plugins respectively. Before production runs, each model was subjected
to a series of conjugant gradient energy minimizations (30,000 steps in total) and re-
strained NPT equilibration simulations (10 ns in total). All molecular dynamics simu-
lations were performed using the parallel molecular dynamics code, NAMD 2.10 [49]
with the CHARMM36 force field for protein [149] and lipids [150]. Equilibrium sim-
ulations were conducted in the NPT ensemble with isobaric and isothermal conditions
maintained at 1 atm and 303 K using the Nose-Hoover Langevin piston, with a period
200 femtoseconds (fs) and relaxation time of 50 fs, and the Langevin thermostat with a
temperature coupling of 5 ps−1. The r-RESPA integrator scheme [49] with an integration
time step of 2 fs was used. SHAKE constraints were applied to all hydrogen atoms [98].
Short-range, non-bonded interactions were calculated every 2 fs with a cutoff of 12 A˚ and
long-range electrostatics were evaluated every 6 fs using the Particle Mesh Ewald (PME)
method [99] with a grid size of 1 A˚. Periodic boundary conditions were used in all simu-
lations. Visualization and analysis of MD trajectories were performed using VMD [50].
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4.4 Supplemental Information
Figure 4.13: Tar cysteine substitution mutants and their homologous cross-linking efficiencies. +, De-
tectable cross-linking at 5 to 20% efficiency; ++, >50% efficiency; –, no detectable cross-linking (<5%).
Figure reproduced from [130].
Figure 4.14: Tar residue positions of cysteine substitutions that result in efficient (>50%) TM1-TM2 disul-
fide formation. Residues that could not be unambiguously identified are separated by a /. * This cross-link
appears to involve Cys25 and Cys197 because for [Cys25,Cys189]- and [Cys25,Cys192]-Tar variants heterolo-
gous cross-links do not form. Figure reproduced from [130].
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Figure 4.15: MAFFT pairwise sequence alignment between E. coli Tsr and Tar periplasmic, TM, and
HAMP domains (residues 1-268). Alignment colored using BLOSUM62 score [136]. The conservation of
each residue and consensus sequence (showing identical residues) are shown directly below the alignment.
Regions of the sequence corresponding to TM1 (residues 7-30) and TM2 (residues 191-210) are highlighted
in red. Two gaps (the only two which occur in the alignment of the full Tsr and Tar proteins) are highlighted
in blue. Figure created using Jalview [137].
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Figure 4.16: Signaling properties of Tsr control cable mutants. (Left) Schematic of TM2, control cable, and
HAMP AS1 helix. (Right) Serine response sensitivities of Tsr control cable mutants. Mutations to I214 are
seen to give rise to a broad range of signaling phenotypes. I214A and I214D (the two mutants investigated
in this study) are seen to be shifted towards the kinase-ON and kinase-OFF state respectively. Figure by
Sandy Parkinson.
Figure 4.17: Signaling properties of Tsr methylation mutants. Serine response sensitivities of Tsr mu-
tants with varying methylation states and combinatorial orderings at each of its five sites of adaptational
modification. Generally speaking, the more methylated the receptor (i.e., the more Q’s it has irrespective of
ordering), the more its signaling state is shifted towards kinase-ON. Figure by Sandy Parkinson.
68
Chapter 5
CheY Activation: Effect of Mutation at
Key Acetylation Site
Reproduced in part with permission from Milana Fraiberg, Oshri Afanzar, C. Keith Cas-
sidy, Alexandra Gabashvili, Klaus Schulten, Yishai Levin, and Michael Eisenbach. CheY’s
acetylation sites responsible for generating clockwise flagellar rotation in Escherichia coli.
Molecular microbiology, 95(2), 231-244, 2015.
5.1 Introduction
CheY, depicted in Figure 5.1, is a 128-residue aspartate kinase and the universal response
regulator of the two-component bacterial chemotaxis signal transduction system [20, 25,
151]. After the transfer of a phosphate group from activated CheA to its conserved Asp-57
residue, CheY undergoes structural changes that activate the protein, enabling it to trig-
ger a cellular response [152, 153]. As discussed in Chapter 1, activated phospho-CheY
diffuses to the flagellar motors where it binds to FliM, a protein comprising the motor,
to elicit clockwise (CW) rotation and induce tumbling [154, 155]. To return the rotational
bias of the motors to their default counter-clockwise (CCW) mode, CheY is rapidly de-
phosphorylated by CheZ [154, 156].
In addition to phosphorylation, protein acetylation–a reversible, post-translational
modification that adds an acetyl group to an amino acid side chain–has been shown to
activate CheY both in vitro and in vivo, enabling it to generate CW rotation [157–160]. This
function, termed hereafter “acetate-dependent clockwise generation,” is observed even in
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the absence of the chemotaxis machinery. Though the sites of acetylation, all lysine (K)
residues, have been identified in vitro, those affected by acetate in vivo and involved in
the generation of CW motor rotation have not been. In general, acetylation of lysine (i.e.,
N-acetylation) is ubiquitous in nature and is important in the regulation of proteins from
bacteria to mammals [161, 162]
Figure 5.1: Structure of CheY response regulator.
CheY, shown in blue, is a 128-residue aspartate ki-
nase and the universal response regulator in bacte-
rial chemotaxis. A key acetylation site, residue 91, is
shown mutated to a histidine (licorice), giving rise to
enhanced clockwise rotation of the flagellar motors.
The β4α4 loop and α4 helix, key areas whose dynam-
ics are affected by the K91H mutation, are shown in
red.
In this study [5], our collaborators in
the Eisenbach Lab at the Weizmann Insti-
tute used techniques in mass spectrome-
try to identify K91 and K109 as the ma-
jor sites responsible for acetate-dependent
CW generation in vivo. Furthermore, they
showed that modification of K91 via acety-
lation or replacement by specific amino
acids increased ability of CheY to gener-
ate CW rotation. Hence, non-modified K91
actually represses CW rotation. As shown
in Figure 5.4 (Supplemental Information),
the K91H mutation was seen to give rise to
a especially hyperactive (i.e., unrepressed)
phenotype. Generally speaking, because the K91-activating mutations were different
from each other in their side chains (including volume and charge), it is likely that their
activating effect is produced by the exclusion of lysine from position 91. Hence, to ex-
amine how lysine exclusion from position 91 can affect CheY activation at the molecular
level, I used all-atom MD simulations for studying the structural and dynamical effects
of the K91H mutation, as described in this chapter.
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5.2 Results
5.2.1 K91H mutation affects conformational dynamics of β4α4 loop
As previous studies had not investigated the effect of the K91H mutation, we chose a
comparative computational approach in which we simulated both the mutant of interest
and wild-type CheY. Initial atomic coordinates for both the K91H (with histidine pro-
tonated at the δ position, Fig. 5.1) and wild-type CheY models were derived from the
crystal structure of E. coli CheY (PDB 3CHY) [153]. Each system was minimized along
with solvent and equilibrated for 250 ns. An ensemble of ten, 250 nanosecond produc-
tion simulations were subsequently carried out on both the K91H and wild-type systems,
resulting in a total of 2.75 microseconds of sampling for each model. Our simulations
revealed a higher level of flexibility in the protein regions surrounding position 91 of the
K91H system. In particular, residues 88–102, corresponding to the β4α4 loop and α4 helix,
showed, on average, an increase in their root mean squared fluctuations (RMSFs) as com-
pared with the corresponding regions in the ensemble of wild-type simulations (Fig. 5.2).
Based on this result, we hypothesized that the K91H mutation might give rise to a hy-
peractive phenotype by altering the conformational dynamics of the β4α4 loop, a region
previously shown to correlate with CheY activation [163–165].
5.2.2 Increased flexibility of β4α4 loop favors activated conformation
To characterize the effect of increased flexibility in the protein regions surrounding K91
on the conformational sampling of the β4α4 loop, we used principal components analysis
(PCA) [63,166] to provide a concise description of the β4α4 loop conformations witnessed
by our MD simulations. The utility of the reduced PCA description to capture the salient
features of the dynamics of the β4α4 loop was demonstrated by the relatively small num-
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Figure 5.2: K91H exhibits high flexibility of β4α4 loop. RMSF versus residue number for (A) wild-type
(WT) and (B) K91H ensemble simulations. Individual RMSF traces for the ten 250 ns simulations in each en-
semble (gray lines) were averaged to produce a mean RMSF value for all 129 CheY residues (colored lines).
Overlaying the averaged RMSF traces from the wild-type and K91H ensembles (C) highlights regions of
differing stiffness. Vertical dotted lines emphasize the increased flexibility in regions of CheY surrounding
the K91 mutation (residues 88–105), including the β4α4 loop (residues 88–91).
ber of principal components (PCs) required to describe a significant degree of the confor-
mational variability within the simulation trajectories (Table 5.1, Supplemental Informa-
tion) [167]. In the present application, the cumulative fractional variance of the top three
PCs accounted for over 75% of the total trajectory variance, providing a practical, low-
dimensional subspace on to which to project the individual β4α4 loop conformations ob-
served in the K91H and wild-type ensemble simulations. The resulting projections, along
with projections of the analogous portions of existing activated CheY structures (PDBs
1FQW, 1ZDM, 1F4V, 1DJM) and the equilibrated, inactive CheY structure, revealed two
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well-defined clusters of β4α4 loop conformations (Fig. 5.5, Supplemental Information).
Notably, β4α4 loop conformations from both the K91H and wild-type simulations inhab-
ited either cluster, while the active and inactive β4α4 loop conformations localized to sin-
gle clusters opposite to one another (Fig. 5.5, Supplemental Information). This suggests
that both the K91H and wild-type systems sampled distinct functional states correspond-
ing to the active and inactive β4α4 loop conformations in our MD simulations.
Figure 5.3: K91 represses the active state of CheY’s β4α4 loop. Distributions of root mean squared devia-
tions (RMSDs) between projections of an activated β4α4 loop structure (PDB 1FQW) and conformations of
the β4α4 loop sampled in the (A) wild-type (WT) and (B) K91H ensemble simulations. Vertical green lines
indicate the rough boundary between clusters in principle component space computed using K-means and
highlight the population shift incurred by the K91H mutation. See Simulation analysis section for more
details.
To characterize the organization of projected β4α4 loop conformations in three dimen-
sional (3D) PC space, we used the K-means clustering algorithm [63,168] to systematically
assign loop conformations to two clusters (Fig. 5.6, Supplemental Information). Strik-
ingly, K-means revealed that over 80% of the K91H loop conformations were assigned
to the same cluster as the activated loop structures, whereas only ∼30% of wild-type
loop conformations were assigned to this cluster (Table 5.2, Supplemental Information).
To further survey the distribution of the conformations in 3D PC space, the root mean
squared deviation (RMSD) between projections of the activated β4α4 loop conformations
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and those arising within the K91H mutant and wild-type ensemble simulations was cal-
culated. The resulting cumulative RMSD distributions (Fig. 5.3), Supplemental Informa-
tion) clearly demonstrated an asymmetry in the occupation of the active and inactive β4α4
loop states by the K91H and wild-type CheY systems in agreement with the K-means re-
sult (Fig. 5.6. Taken together, the results from our MD simulations and accompanying
analysis suggest that the increased flexibility in the β4α4 loop and α4 helix associated
with the K91H mutation gives rise to a structural population shift in which the β4α4 loop
fluctuates more often near the conformation typical of activated loop structures.
5.3 Discussion
The observations that CW rotation is low whenever K91 is not replaced suggest that K91
represses CW rotation. This repression can be relieved in two ways: acetylation and mu-
tation. MD simulations demonstrated that the β4α4 loop of wild-type CheY co-exists in
active and inactive states, spending more time in the inactive state (Fig. 5.3.A). The simu-
lations further demonstrated that when K91 is replaced by histidine, the conformational
dynamics of the β4α4 loop are shifted into a flexible regime, leading to the loop spending
much more time in the active state (Fig. 5.3.B). Hence, we demonstrate that the molecular
mechanism of the K91 CW repression is manifested in the conformational dynamics of
the β4α4 loop. Since the K91-activating mutations were different from each other in their
side chains and since K91 acetylation is phenotypically similar to K91H replacement, we
suggest that the effect of K91 acetylation is mechanistically similar to K91H replacement.
Removal of β4α4 loop repression may represent a general activation mechanism in CheY,
pertaining also to the canonical phosphorylation activation pathway. Future computa-
tional studies will seek to develop parameters for acetylated-lysine and phosphorylated
aspartic acid to enable direct simulation of these native activation pathways.
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5.4 Supplemental Information
Figure 5.4: Acetate-dependent clockwise generation by CheY containing single replacements at K91.
Mutation if K91 to histidine (K91H) ellicits the most hyperactive CW rotation phenotype.
PC # FractionalVariance (%)
Cumulative
Variance (%)
1 42.26 42.26
2 20.22 60.48
3 13.91 76.39
4 9.03 85.42
5 4.54 89.96
6 2.14 92.10
7 1.94 94.04
8 1.19 95.23
9 1.16 96.39
10 0.72 97.11
Table 5.1: Fractional and cumulative variances of top ten principal components (PCs) obtained from PCA
of β4α4 loop conformations.
% wild-type % K91H % Total
Active Cluster
(Purple) 28.04 82.66 55.35
Inactive Cluster
(Gold) 71.96 17.34 44.65
Table 5.2: Percent of population assigned to two clusters in principal component space (associated with
either the active or inactive β4α4 loop) by K-means algorithm.
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Figure 5.5: Projections of β4α4 loop conformations onto the space spanned by top two (top) and top three
(bottom) principal components. 25,000 conformations from the wild-type (red) and K91H (blue) ensemble
simulations (representing a total of five microseconds of loop sampling) organize into roughly two clusters.
The equilibrated, inactive (yellow) and active (green) β4α4 conformations are seen to associate with distinct
populations of sampled conformations.
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Figure 5.6: Projections of sampled β4α4 loop conformations onto 2D (top) and 3D (bottom) principal
component space, colored based on cluster assignment by K-means algorithm (with K = 2 cluster).
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5.5 Methods
5.5.1 Molecular dynamics simulations
Atomic coordinates for the initial wild-type and K91H CheY protein models were taken
from the crystallographically derived PDB 3CHY [153]. For residues in the PDB in which
multiple orientations of the side chains were present, the conformation with the highest
reported occupancy was taken. Water molecules present in the PDB were also retained.
In the case of the K91H CheY model, lysine 91 was replaced with a histidine protonated
at the δ position using the psfgen module in VMD [50]. Models were then hydrated with
TIP3P water molecules using VMD’s solvate plugin, resulting in an orthorhombic simu-
lation box of size 64x59x60 A˚. Using VMD’s autoionize plugin, the wild-type and K91H
systems were then neutralized by adding four and five sodium ions, respectively, and
subsequently ionized with sodium and chloride ions to the physiological concentration
of 150 mM. The resulting wild-type and K91H systems contained 21,191 and 21,193 atoms,
respectively, including protein, water and ions.
All MD simulations were performed using the parallel MD code, NAMD 2.9 [49], and
CHARMM22 force field [96] with CMAP corrections [97]. Simulations were conducted
in the NPT ensemble with isobaric and isothermal conditions maintained at 1 atm and
310 K using the Nose-Hoover Langevin piston with period 200 fs and decay 50 fs and
the Langevin thermostat with a temperature coupling of 5 ps−1. The r-RESPA integrator
scheme [49] with an integration time step of 2 fs was used in all simulations. SHAKE con-
straints were applied to all hydrogen atoms [98]. Short-range, non-bonded interactions,
calculated every 2 fs with a cutoff of 12 A˚ and long-range electrostatics, were evaluated
every 6 fs using the Particle Mesh Ewald method [99] with a grid size of 1 A˚. Periodic
boundary conditions were used in all simulations. Both wild-type and K91H models
were subjected to a series of conjugant gradient energy minimizations: 100,000 steps with
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all protein atoms excluding hydrogen restrained, 100,000 steps with backbone atoms re-
strained and 100,000 steps with all atoms unrestrained. Before proceeding with unre-
strained equilibration simulations, each model underwent a 2 ns NPT simulation in which
backbone atoms were harmonically restrained with spring constant = 0.5 kcal/mol*nm2.
5.5.2 Simulation analysis
Visualization and extraction of raw trajectory data for analysis were performed using
VMD [50]. RMSF calculations were performed using the measure function in VMD. Clus-
tering analysis was performed using the implementation of the K-means algorithm from
the python scientific computing library, Scipy. PCA was performed using the protein
dynamics analysis package, ProDy [169]. Before conducting PCA, the backbone atomic
coordinates of the β4α4 loop (residues 88–91) were extracted from the concatenated K91H
and wild-type ensemble simulations and aligned using root mean square deviation fitting
in VMD. A total of 25,000 conformations (12,500 per model), sampled over 5 µs of sim-
ulation, were analyzed. The top three resulting PCs were used as a basis on which the
backbone structures of the β4α4 loop were projected for further analysis. The RMSD val-
ues depicted in Figure 5.6 were calculated in the three-dimensional PC space described
above and are equivalent to the Euclidean distances between projections of a representa-
tive activated loop conformation (PDB 1FQW) and those arising in the K91H and wild-
type ensemble simulation trajectories. Illustrations of K-means and PCA results were
produced using the python plotting library, Matplotlib [101].
5.5.3 Experimental methods
A discussion concerning the experimental methodologies used in this study can be found
in [5].
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Chapter 6
Outlook: The E. coli Transmembrane
Chemosensory Array
In this dissertation, I have presented work seeking to provide a much-needed molecular
platform from which to rationally design investigations of chemosensory array structure
and function. Towards this end, I have attempted to use computational modeling and
molecular dynamics simulations to synthesize existing and cutting-edge structural data
into high-fidelity atomic models. In addition to the work presented here, I have recently
developed atomic homology models of the previously uncharacterized E. coli chemotaxis
signaling proteins and core signaling complexes. Moreover, using the lipid-monolayer
system described in Chapter 3, members of Peijun Zhang’s Lab have since resolved den-
sity maps of the array in multiple, well-defined signaling states and further improved
the resolution of their data to ∼1 nm. Taken together, this progress has enabled the con-
struction of the first atomic model of the intact, E. coli transmembrane chemosensory
array (Fig. 6.1). In the coming months, I will assemble from Zhang et al.’s multi-state
data a series of such models, enabling an atomistically resolved analysis of signaling-
related structural events. With hope, the resulting models and simulations will provide
directly transferrable structural and dynamical predictions, facilitating the unification of
the wealth of existing biochemical and biophysical data and helping to elucidate a com-
plete mechanistic description of signal transduction and amplification within this truly
impressive biological sensory apparatus.
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Figure 6.1: The E. coli transmembrane chemosensory array
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