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Summary 
In our analysis we discuss several dynamic panel data estimators proposed in the literature 
and assess their performance in Monte Carlo simulations. It is a well known fact that the 
natural  choice,  the  least  squares  dummy  variable  estimator  is  biased  in  the  context  of 
dynamic estimation. The estimators taking into account the resulting bias can be grouped 
broadly  into  the  class  of  instrumental  estimators  and  the  class  of  direct  bias  corrected 
estimators.  
The simulation results clearly favour the direct bias corrected estimators, especially the 
estimator proposed by Hansen (2001). The superiority of these estimators decreases with 
growing numbers of individuals in the simulation. This is the well known fact of large 
sample  properties  of  the  GMM-methods.  In  the  case  of  endogenous  predetermined 
regressors,  the  system-estimator  proposed  by  Blundell  and  Bond  is  unbiased  and  most 
efficient,  while  direct  bias  corrected  estimators  perform  similar  to  the  GMM-estimator 
proposed by Arellano and Bond (1991).   
Turning to the empirical comparison, we find that the different estimators lead to the same 
conclusions concerning the investment behaviour of German manufacturing firms based on 
the  Deutsche  Bundesbank’s  Corporate  Balance  Sheet  Statistics.  Investment  is  strongly 
positive dependent on lagged investment and  Q. Nevertheless, in detail the differences of 
the estimated parameters are not negligible.  
 
JEL-code: C 15, C 23, E 22 
Keywords: dynamic panel data estimation, GMM, bias correction, investment    
Zusammenfassung 
In  der  vorliegenden  Arbeit  werden  verschiedene  in  der  Literatur  vorgeschlagen 
dynamische Schätzer für Paneldaten diskutiert und im Rahmen einer Monte Carlo-Studie 
verglichen. Es ist wohlbekannt, dass der Least Squares Dummy Variable-Estimator für den 
Fall  verzögerter  endogener  erklärender  Variablen  einen  Bias  aufweist.  Die  diskutierten 
Schätzer  lassen  sich  zwei  unterschiedlichen  Klassen  zuordnen,  einer  Klasse  von 
Instrumentenschätzern und einer Klasse von biaskorrigierten Schätzern. 
Den Ergebnissen der Simulationsstudie zufolge sind die biaskorrigierten Schätzer leicht 
überlegen,  insbesondere  die  von  Hansen  (2001)  vorgeschlagene  Biaskorrektur.  Die 
Überlegenheit  nimmt  jedoch  mit  wachsender  Zahl  der  beobachteten  Einheiten  ab.  Hier 
spiegeln  sich  die  bekannt  günstigen  Eigenschaften  von  GMM-Schätzern  bei  großer 
Beobachtungszahl wider. Im Falle endogener vorherbestimmter Regressoren weist der von 
Blundell und Bond (1998) vorgeschlagene System-GMM-Schätzer die höchste Effizienz 
auf. Biaskorrigierte Schätzer führen hier zu vergleichbaren Ergebnissen wie der GMM-
Schätzer von Arellano und Bond (1991). 
Bei der empirischen Anwendung zur Schätzung von dynamischen  Q-Invstitionsfunktionen 
für  Unternehmen  des  deutschen  Verarbeitenden  Gewerbes  auf  Grundlage  der 
Bilanzstatistik der Deutschen Bundesbank, zeigt sich eine starke positive Abhängigkeit der 
Investitionen,  sowohl  von  den  Vorjahresinvestitionen  als  auch  von  Q.  Bei  gleicher 
ökonomischer Grundaussage weisen die mittels der verschiedenen diskutierten Methoden 
geschätzten Parameter jedoch nicht zu vernachlässigende Unterschiede auf. 
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A  comparison  of  dynamic  panel  data  estimators:  Monte  Carlo 
evidence  and  an  application  to  the  investment  function 
1.  Introduction 
The  paper  discusses  methods  of  dynamic  panel  data  estimation.  It  is  well  known  that  the 
use  of  the  lagged  dependent  variable  as  a  right  hand  side  variable  introduces  specific 
estimation  problems,  especially  the  fixed  effects  estimator  becoming  biased. 
In  our  analysis  we  compare  several  unbiased  or  near  unbiased  estimators  suggested  in  the 
literature.  By  a  Monte  Carlo  study  we  assess  the  bias  and  efficiency  of  various  proposed 
estimators  under  different  data  generating  processes.  Especially  two  classes  of  estimators 
will  be  compared,  the  class  of  instrumental  estimators,  e.g.  the  well-known  Generalized 
Methods  of  Moments  (GMM)  estimator  (Arellano/Bond  1991),  and  the  class  of  direct  bias 
correcting  estimators,  e.g.  the  estimator  suggested  by  Kiviet  (1995).  While  in  some 
simulation  studies  (Kiviet  (1995),  Judson  and  Owen  (1999),  Hansen  (2001))  a  corrected 
LSDV  estimator  is  found  superior  compared  to  GMM-estimators  these  simulations  take  no 
account  of  System-GMM-estimators  proposed  by  Blundell  and  Bond  (1998). 
After  the  Monte  Carlo  study  we  apply  all  discussed  estimators  to  estimate  a  dynamic  Q-
investment  function.  This  application  is  of  interest  in  several  respects.  The  Q-theory  can  be 
seen  as  the  standard  approach  of  empirical  investment  research  and  the  explanation  of 
firms  investment  behaviour  is  one  of  the  central  issues  in  empirical  economics.  Because 
there  exists  now  a  variety  of  suggested  dynamic  panel  data  estimators,  it  is  of  interest  to 
assess  the  differences  of  the  results  due  to  the  chosen  procedure. 
Following  the  introduction  a  brief  presentation  of  the  problems  caused  by  lagged 
dependent  variables  included  as  right  hand  side  variables  in  regression  functions  and  the 
basic  idea  of  GMM  is  given.  In  section  3  we  discuss  several  dynamic  panel  data  estimators 
suggested  in  the  literature.  The  Monte  Carlo  simulation  is  contained  in  section  4.  In  section 
5  we  apply  the  discussed  dynamic  panel  data  estimators  to  estimate  Q-investment  functions 
for  German  manufacturing  firms  and  section  6  concludes.   
2.  The  problem  of  bias  caused  by  lagged  dependant  variables 
The  following  section  explains  in  short  the  problem  of  correlation  between  explanatory 
variables  and  the  error  term  leading  to  biased  estimators. 
2.1.  The  idea  of  instrumentation 
The  method  of  instrumentation  is  one  possible  way  to  prevent  the  bias  resulting  from 
correlation  between  the  regressor  x  and  the  error  term  e.  The  idea  of  instrumentation  can  be 
stated  as  follows:   -2- 
"Find  a  variable  Z,  that  is  highly  correlated  with  X,  but  does  not  correlate  with  e.  Use  as  the 
new  regressor  only  that  part  of  the  observable  variable  X  which  correlates  with  Z  and  is 
orthogonal  to  e." 











in  the  linear  regression  case   
e b + = X y   with  ( ) I 2 var s e =  
the  bias  can  be  circumvented  using  an  instrument  Z  that  correlates  with    X  but  is  orthogonal 
to  e: 
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Premultiplying  the  regression  with  Z  leads  to  the  residual  e Z¢   and  the  following  variance: 
e b Z X Z y Z ¢ + ¢ = ¢  
( ) ( ) Z Z Z Z Z ¢ = ¢ = ¢ 2 var var s e e  
Making  use  of  the  Generalized  Least  Square-Estimator  (GLS)  with  ( ) 1 1 - - ¢ = Z Z V   and 
dropping  2 s   leads  to  the  following  instrumental  variable  estimator: 
( ) [ ] ( ) ( ) ( ) ( ) y Z Z Z Z X X Z Z Z Z X y Z V X Z X Z V X Z bIV ¢ ¢ ¢ ¢ ¢ ¢ = ¢ ¢ ¢ ¢ ¢ ¢ = - - - - - - 1 1 1 1 1 1  
( ) Py X PX X bIV ¢ ¢ = -1     with  ( ) Z Z Z Z P ¢ ¢ = -1  
Inserting  e b + = X y   results  in 
( ) ( ) ( ) ( ) e b e b P X PX X PX X PX X X P X PX X bIV ¢ ¢ + ¢ ¢ = + ¢ ¢ = - - - 1 1 1  
( ) ( ) ( ) ( ) ( ) ( ) e b Z Z Z Z X X Z Z Z Z X X Z Z Z Z X X Z Z Z Z X ¢ ¢ ¢ ¢ ¢ ¢ + ¢ ¢ ¢ ¢ ¢ ¢ = - - - - - - 1 1 1 1 1 1  
( ) ( ) e b Z Z Z Z X
n
X Z Z Z Z X
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   -3- 
Now  taking  probability  limits  shows  the  estimator  being  unbiased: 
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lim lim  
( ) b b e = S S S S S S + = - - -
Z ZZ XZ ZX ZZ XZ IV b p 1 1 1 lim  
where  we  make  use  of  0 = S e Z . 
Therefore  it  is  evident,  that  basic  to  the  idea  of  instrumenting  is  the  assumed 
uncorrelatedness  of  Z  and  e.   
The  instrumentation  can  be  made  transparent  through  the  exposition  as  a  two  stage 
procedure.  In  the  first  step  the  explanatory  variable  X  is  regressed  on  the  instrument  Z.  The 
regression  values  X ˆ   containing  the  linear  dependent  part  of  X  are  used  as  explanatory 
variables  in  the  second  step. 
Based  on  the  first  auxiliary  regression   
n g + = Z X , 
regression  values  are  obtained 
( ) X Z Z Z Z Z X ¢ ¢ = = -1 ˆ ˆ g , 
which  will  be  used  as  new  regressors  in  the  second  stage 
e + = S b X y 2 ˆ  
( ) y X X X b S ˆ ˆ ˆ 1
2 ¢ ¢ =
-
. 
Inserting  ( ) X Z Z Z Z ¢ ¢ -1   for  the  regression  values  X ˆ   leads  to  the  instrumental  variable 
estimator    IV b : 















( ) ( ) ( ) ( ) y Z Z Z Z X X Z Z Z Z Z Z Z Z X ¢ ¢ ¢ ¢ ¢ ¢ ¢ ¢ = - - - - 1 1 1 1  
( ) ( ) ( ) ( ) IV b Py X PX X y Z Z Z Z X X Z Z Z Z X = ¢ ¢ = ¢ ¢ ¢ ¢ ¢ ¢ - - - - 1 1 1 1    -4- 
2.2.  Generalized  Methods  of  Moments  (GMM) 
During  the  last  decade  the  concept  of  Generalized  Methods  of  Moments  (GMM)  has 
become  increasingly  popular.  Before  discussing  some  dynamic  panel  data  estimators  based 
on  the  ideas  of  GMM,  the  basic  concept  is  introduced.1 
The  concept  of  GMM  is  often  a  simple  alternative,  if  the  explicit  Maximum-Likelihood 
function  is  difficult  to  derive.  The  core  of  the  GMM-estimation  is  the  use  of  orthogonality 
conditions.  In  general  GMM  can  be  seen  as  being  especially  suited  for  large  data  files, 
while  when  using  only  few  observations  GMM  is  often  less  efficient  then  alternative 
methods. 
The  simple  OLS-estimation  can  be  represented  as  an  application  of  the  method  of 
moments.  The  condition  of  uncorrelatedness  of  the  explanatory  variable  and  the  error  term 
is  the  point  to  start  from: 
( ) 0 = ¢e X E  
Applying  this  condition  to  the  sample  results  in  the  following  conditions: 
( ) 0 ˆ 1
= - ¢ b X y X
n
 
Solving  this  equation  for  the  parameter  vector  results  in  the  well  know  OLS-estimator:   
( ) y X X X ¢ ¢ = -1 ˆ b  
In  the  same  fashion  the  instrumentation  can  be  expressed  as  an  application  of  the  method 
of  moments  where  use  is  made  of  the  assumption  that  the  instrument  is  orthogonal  to  the 
error  term:   
( ) 0 = ¢e Z E  
Applying  this  condition  to  the  sample   
( ) 0 ˆ 1
= - ¢ b X y Z
n
 
and  solving  for  the  parameter  vector  results  in   
( ) Py X PX X b S IV ¢ ¢ = = -1
2 ˆ b  
with  ( ) Z Z Z Z P ¢ ¢ = -1  
                                                                                                 
1    See  e.g.  the  introduction  by  Mátyás/Harris  (1999).   -5- 
when  applying  GLS  with  ( ) 1 1 - - ¢ = Z Z V .  If  the  number  of  instruments  equals  the  number 
of  explanatory  variables,  the  estimator  simplifies  to 
( ) y Z X Z IV ¢ ¢ = -1 ˆ b . 
3.  Dynamic  Panel  Data  Estimation 
In  this  section  we  discuss  several  suggested  estimators  for  dynamic  panel  data  models.  The 
starting  point  is  the  well  known  bias  of  the  fixed  effects  model  (Nickell  1981)  which  would 
be  the  natural  choice  when  allowing  for  individual  effects.2 
3.1.  The  bias  of  the  fixed  effects  model 
The  linear  model  to  estimate  contains  explanatory  variables  xt  as  well  as  the  lagged 
endogenous  variable  yt-1. 
it i it t i it x y y e a b r + + ¢ + = -1 ,  
where  ( ) 2 , 0 ~ e s e N it    and  1 < r  
N i ,..., 1 =   index  for  individuals 
T t ,..., 1 =   index  for  years 
it x¢   row  vector  of  explanatory  variables,  dimension  k 
r   unknown  parameter  of  the  lagged  endogenous  variable 
b   unknown  parameter  vector  of  the  k  explanatory  variables 
i a   individual  specific  fixed  effects 
Further  we  make  the  following  assumptions: 
-  the  error  term  is  orthogonal  to  the  exogenous  variables:  ( ) 0 = ¢ it it x E e  
-  the  exogenous  variables  might  be  correlated  with  the  individual  effect  ( ) 0 ¹ ¢ i it x E a  
-  the  error  term  (i.i.d.)  is  uncorrelated  with  the  lagged  endogenous  variable:  ( ) 0 1 , = - it t i y E e  
Using  matrix  notation  the  model  can  be  expressed  as 
e a b r + + + = - D X y y 1  
                                                                                                 









































































































































The  simple  Least  Squares  Dummy  Variable  Estimator  (LSDV)  is   
e b r M MX My My + + = -1  







￿ ¢ Ä = ¢ Ä - Ä = ¢ ¢ - = -
- e e
T
I I e e
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I I I D D D D I M T N N T N NT
1 1 1 . 
Premultiplying  with  matrix  M  results  in  variables  measured  as  deviations  from  the 
individual  specific  means.  Because  the  demeaning  procedure  makes  use  of  all  available 
time  periods,   
￿
=
- - - - =
T
t













it it it T 1
1
* e e e  
the  demeaned  lagged  endogenous  variable  correlates  with  the  demeaned  error  term: 
( ) 0 * * 1 , ¹ - it t i y E e . 
The  error  term  1 , - t i e   is  contained  with  the  weight 
T
1
1-   in  1 , * - t i y   and  with  the  weight 
T
1
-   in  t i, * e .  This  correlation  renders  the  LSDV-estimators  r ˆ   and  b ˆ   biased.  It  is  also 
obvious  that  the  correlation  decreases  in  T,  the  number  of  years  available.  But  since  a 
typical  microeconomic  panel  contains  a  large  number  of  individuals  N  but  only  a  few 
periods  of  time  T,  the  asymptotic  behaviour  of  the  estimator  is  of  special  interest  when  N   -7- 
tends  to  infinity  ( ¥ ® N ).  The  asymptotic  bias  of  the  LSDV-estimator  was  derived  by 
Nickell  (1981): 






































where  ( ) * * * * 1X X X X I P NT
- ¢ - =   is  the  residual  maker.   
Inserting  P  into  the  bias  expressions  leads  to 
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e e s  
The  asymptotic  bias  of  the  parameter  vector  b ˆ   of  the  remaining  explanatory  variables  is 
given  by: 




¥ ® ¥ ®
ˆ lim * * * * lim ˆ lim 1
1
N N N
p y X X X p p  
( ) r r b - - =
¥ ® ¥ ®
ˆ lim ˆ lim
N N
p p . 
The  asymptotic  bias  r r - ˆ   is  growing  in  r ,  N  , 
2
e s   and  in  the  sum  of  squares  1 1 * * - -
¢e e , 
while  it  is  decreasing  in  T. 
3.2.  Some  proposed  dynamic  panel  data  estimators   
In  the  following  we  discuss  some  dynamic  panel  data  estimators  proposed  in  the  literature 
which  will  be  examined  in  a  Monte  Carlo  study.  In  the  following  we  assume  the 
explanatory  variables  to  be  at  least  predetermined  what  leads  to  the  assumption  of   
0 ) ( = is it x E e   for  t s ³   but  0 ) ( ¹ is it x E e   for  t s < .   -8- 
3.2.1.  The  Anderson-Hsiao  estimator 
The  estimator  suggested  by  Anderson  and  Hsiao  (1982)  is  based  on  the  differenced  form  of 
the  original  equation3 
it i it t i it x y y e a b r + + ¢ + = -1 ,  
( ) ( ) 1 , 1 , 2 , 1 , 1 , - - - - - - + ¢ - ¢ + - = - t i it t i it t i t i t i it x x y y y y e e b r  
which  cancels  the  individual  fixed  effects  assumed  to  possibly  correlate  with  the 
exogenous  variables  ( ) ( ) 0 ¹ ¢ i it x E a .  Using  matrix  notation  we  can  write 
e a b r + + + = - D X y y 1  
e b r F FX Fy Fy + + = -1  
where 

















1 1 0 0 0
0 0 1 1 0





T F   with  dimension  ( ) T T ´ -1 . 
Because  0 = FD ,  the  individual  fixed  effects  cancel  out.  But  the  difference  of  the  lagged 
endogenous  variable   
( ) ( ) 2 , 1 , 2 , 1 , 3 , 2 , 2 , 1 , - - - - - - - - - + ¢ - ¢ + - = - t i t i t i t i t i t i t i t i x x y y y y e e b r  
is  now  obviously  correlated  with  the  error  term   
1 , - - t i it e e . 
Therefore  ( ) 0 1 , ¹ - it t i d dy E e   and  the  estimator  will  be  biased.   
Anderson  and  Hsiao  suggest  using  level  instruments  2 - t y   or  the  lagged  difference 
3 , 2 , - - - t i t i y y   as  an  instrument  for  the  differenced  lagged  endogenous  regressor 
2 , 1 , - - - t i t i y y .    These  instruments  can  be  expected  to  be  uncorrelated  with  the  differenced 
error  term:   
( ) 0 2 , = - it t i d y E e   and  ( ) 0 2 , = - it t i d dy E e   .   
                                                                                                 
3    See  also  Anderson/Hsiao  (1981).   -9- 
When  analysing  the  properties  of  the  two  possible  instruments  Arellano  (1989)  found  the 
estimator  using  level  instruments  superior  because  of  having  smaller  variances  and  no 
points  of  singularities.  Furthermore  the  use  of  the  levels  as  instruments  has  the  advantage 
of  loosing  one  year  less  what  can  be  relevant  in  the  practical  use,  especially  when  using 
data  files  with  a  large  number  of  individuals  and  few  years. 
The  differencing  imposes  a  MA(1)  structure  on  the  error  term,  even  when  the  errors  it e  
originally  where  not  correlated  over  time. 




















- - 1 , 2 ,
3 4 2 ,
2 3 1 ,
~
























¢ - ¢ -
¢ - ¢ -
¢ - ¢ -
=
- - - 1 , 2 , 1 ,
3 4 2 , 3
2 3 1 2
~
T i iT T i T i
i i i
i i i i
i
x x y y
x x y y
x x y y
X
￿ ￿
















































¢ - ¢ -
¢ - ¢ -
¢ - ¢ -
=
- - - 1 , 2 , 1 ,
4 5 3 , 4
3 4 2 3
~
T i iT T i T i
i i i
i i i i
i
x x y y
x x y y


















¢ - ¢ -
¢ - ¢ -
¢ - ¢ -
=
- - - 1 , 3 , 2 ,
4 5 2 , 3
3 4 1 2
~
T i iT T i T i
i i i i
i i i i
i
x x y y
x x y y
x x y y
Z
￿ ￿














































































































Py X XPX AH ¢ = -1 ) ( ˆ g     where    ( ) Z Z Z Z P ¢ ¢ = -1 . 
We  add  the  symbol  L  or  D  to  indicate  the  use  of  levels  or  differences  as  instruments 
( D AH L AH , , ˆ , ˆ g g ). 
3.2.2.  The  Arellano-Bond  estimator 
In  empirical  work  using  firm  level  or  household  panel  data  the  Generalized  Method  of 
Moments  estimator  (GMM)  suggested  by  Arrelano  and  Bond  (1991)  has  become 
increasingly  popular.  The  estimator  is  similar  to  the  estimator  suggested  by  Anderson  and 
Hsiao  but  exploits  additional  moment  restrictions,  which  enlarges  the  set  of  instruments.   
The  dynamic  equation  to  be  estimated  in  levels  is 
it i it t i it x y y e a b r + + ¢ + = -1 ,  
where  differencing  eliminates  the  individual  effects  i a : 
( ) ( ) 1 , 1 , 2 , 1 , 1 , - - - - - - + ¢ - ¢ + - = - t i it t i it t i t i t i it x x y y y y e e b r  
For  each  year  we  now  look  for  the  instruments  available  for  instrumenting  the  difference 
equation.  For  3 = t   the  equation  to  be  estimated  is 
( ) ( ) 2 3 2 3 1 2 2 3 i i i i i i i i x x y y y y e e b r - + ¢ - ¢ + - = -  
where  the  instruments  (again  assuming  x  being  at  least  predetermined)  1 , i y ,  2 i x¢   and  1 i x¢  
are  available. 
For  4 = t   the  equation  is   
( ) ( ) 3 4 3 4 2 3 3 4 i i i i i i i i x x y y y y e e b r - + ¢ - ¢ + - = -    -11- 
and  the  instruments  1 , i y , 2 , i y , 1 i x¢ , 2 i x¢   and  3 i x¢   are  available.  As  can  be  seen,  the  time 
periods  valid  for  instrumentation  enlarge  and  for  the  equation  in  the  final  Period  T   
( ) ( ) 1 , 1 , 2 , 1 , 1 , - - - - - - + ¢ - ¢ + - = - T i iT T i iT T i T i T i iT x x y y y y e e b r  
the  instruments  1 , i y , 2 , i y ,  ...,  2 , - T i y , 1 i x¢ , 2 i x¢ ,  ...,  1 , - ¢ T i x   are  available. 
The  instrumented  equation  is 
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As  has  been  shown  for  the  simple  case  of  the  instrumental  variable  estimation,  the 
estimation  procedure  can  be  seen  as  a  two-step  estimation.  First  a  cross-section  auxiliary 
equation   
it t it t it t i t t i t t i t i v b x b x y a y a y y + + ¢ + ¢ + + + = - - - - - - ... ˆ ˆ ... ˆ ˆ 2 2 1 1 3 , 2 2 , 1 1 , ,  
is  estimated  and  in  the  second  step  the  resulting  estimates  are  used  as  explanatory  variables 
in  the  equation  of  original  interest. 
In  the  k-explanatory  variable  case  the  maximal  number  of  parameters  to  be  estimated  is 
1 ) 1 )( 1 ( ) 1 ( 2 - - + = - + - T k T k T   which  determines  the  number  of  individuals  which  has 
to  be  available  to  allow  estimation. 
Because  the  differencing  operation  introduces  first  order  autocorrelation  into  the  error 
term,  the  first-step  estimator  makes  use  of  a  covariance  matrix  taking  this  autocorrelation 
into  account.   -12- 
￿
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T T T F F G . 
Premultiplying  the  matrix  F  results  in  transforming  the  original  observations  into 
differences.  Because  ( ) F F Fu Var ¢ = 2 s ,  the  covariance  matrix  F F V ¢ =   is  used  as  a  first-
step  approximation  to  the  covariance  matrix. 
The  two-step  GMM  estimator  uses  the  residuals  of  the  first-step  estimation  to  estimate  the 
covariance  matrix  as  suggested  by  White  (1980): 
￿
=
¢ ¢ ¢ =
N
i
i T i i T i W F F W V
1
ˆ ˆ ˆ e e  
The  resulting  estimator  finally  is 
  ( ) y W V W X X W V XW GMM ¢ ¢ ¢ = - - - 1 1 1 ˆ ˆ ˆ g . 
3.2.3.  The  Blundell-Bond  estimator 
The  GMM  estimator  which  was  suggested  by  Arellano  and  Bond  (1991)  is  known  to  be 
rather  inefficient  when  instruments  are  weak  because  making  use  of  the  information 
contained  in  differences  only.  In  their  1998  paper  Blundell  and  Bond  suggest  making  use 
of  additional  level  information  beside  the  differences.  The  combination  of  moment 
restrictions  for  differences  and  levels  results  in  an  estimator  which  was  called  GMM-
system-estimator  by  Arrellano  and  Bond.   
There  are  T-2  othogonality  restrictions  in  levels  which  are  exploited.  The  observation  t    in 
levels 
it i it t i it x y y e a b r + + ¢ + = -1 ,  
will  be  used  for  the  estimation,  where  differences  are  used  as  valid  instruments  (again 
assuming  x  being  at  least  predetermined). 
Take  for  example  the  last  observation  T: 
iT i iT T i iT x y y e a b r + + ¢ + = -1 ,  
where  use  is  made  of  the  instruments  1 , i dy , 2 , i dy ,  ...,  1 , - T i dy , 1 i x d ¢ , 2 i x d ¢ ,  ...,  T i x d , ¢ .     -13- 
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The  first-step  estimator  makes  use  of  a  covariance  matrix  taking  this  autocorrelation  into 
account  enlarged  for  the  level  equations. 
￿
=
¢ = ¢ =
N
i









Ä = L D


























































0 ,  
The  two-step  GMM  estimator  uses  the  residuals  of  the  first-step  estimation  to  estimate  the 
covariance  matrix  as  suggested  by  White  (1980): 
￿
=
¢ ¢ ¢ =
N
i
i T i i T i W F F W V
1
ˆ ˆ ˆ e e  
The  resulting  estimator  finally  is 
  ( ) y W V W X X W V XW SYS GMM ¢ ¢ ¢ = - - - - 1 1 1 ˆ ˆ ˆ g . 
3.2.4.  The  direct  bias  correction   
Making  use  of  the  asymptotic  bias  expression  derived  by  Nickell,  Kiviet  (1995)  proposed  a 
direct  bias  correction  method.  The  basic  idea  is  the  approximation  of  the  unknown  bias  by 
a  two-step  procedure.  While  in  the  first  round  empirical  estimates  are  derived,  in  the 
second  step  by  a  plug-in-procedure  an  empirical  estimation  of  the  bias  is  derived  which 
leads  to  a  correction  of  the  biased  fixed  effects  estimator.   
The  motivation  for  the  direct  correction  lies  in  the  well  known  fact,  that  the  Least-Squares-
Dummy-Variable  estimator  (LSDV)  is  biased  but  has  a  variance  much  smaller  compared  to 
instrumental  variables  estimators,  like  the  Anderson-Hsiao  estimator. 
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( ) AW E W A =  
[ ] X y W ￿ 1 - =  
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where  l   is  a  first  round  estimate  of  r ,  the  parameter  of  the  lagged  endogenous  variable 
and 
) 0 ,..., 0 , 1 ( ¢ = q   with  dimension  k+1,  where  k  is  the  number  of  exogenous  variables. 
Kiviet  suggests  the  use  of  a  consistent  first  round  estimator,  e.g.  the  Anderson-Hsiao 
instrumental  variable  estimator.  In  our  simulations  we  will  make  use  of  the  LSDV-
estimator  and  the  first  step  GMM  estimator  in  the  first  round  respectively. 
3.2.5.  An  alternative  bias  correction  method 
Based  on  the  estimator  proposed  by  Kiviet  (1995)  Hansen  (2001)  suggested  an  alternative 
bias  correction  method.  The  basic  idea  is  the  approximation  of  the  unknown  bias  by 
making  use  of  the  first  step  biased  fixed  effects  estimator.  As  the  starting  point  the  biased 
fixed  effects  estimators  r ˆ   and  b ˆ   are  obtained.  The  asymptotic  bias  expression  is  then 
approximated  by  making  use  of  first  round  regression  results. 
The  term   
1

















is  approximated  by     
1 1 * * - - ¢ e e
NT
   -16- 
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using  b e ˆ * * * 1 1 , X y t i - = - -   and  ( ) 1
1 * * * * ˆ
-
- ¢ ¢ = y X X X b . 
Now  the  parameter  c r ˆ   is  estimated,  which  minimises  the  quadratic  difference  between  the 
unknown  bias  and  the  approximated  bias  on  the  basis  of  the  first  step  fixed  effects 
estimation. 
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The  problem  has  to  be  solved  iteratively.  Because  the  unknown  parameter  r   is  expected 
to  be  in  a  rather  narrow  interval,  a  grid-search  is  applied. 
By  making  use  of  the  bias  corrected  parameter  of  the  lagged  endogenous  variable  c r ˆ   the 
bias  corrected  estimator  for  the  exogenous  variables  c b ˆ   is  estimated  making  again  use  of 
the  first  step  regression  results: 
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4.  Monte  Carlo  study 
The  following  Monte  Carlo  study  compares  the  behaviour  of  the  different  discussed 
estimators  under  different  circumstances.  We  vary  the  size  of  the  data  set  as  well  as  various 
key  parameters  in  the  simulation  setting.  Beside  analysing  the  bias  of  the  estimators  the 
study  enables  to  assess  the  reliability  of  the  estimated  standard  deviations.  The  Root  Mean 
Square  Error  (RMSE)  criterion  is  used  to  assess  the  efficiency  of  the  estimators. 
All  simulations  were  carried  out  using  estimation  routines  written  in  the  Interactive  Matrix 
Language  (IML)  contained  in  the  SAS  software  package  by  the  author.   -17- 
4.1.  The  case  of  a  strictly  exogenous  explanatory  variable   
The  simulation  is  based  on  the  following  model: 
it i it t i it x y y e a b r + + ¢ + = - - 1 1 ,   where  ) , 0 ( ~ 2
e s e N it   and  ) , 0 ( ~ 2
a s a N i  
it t i it x x z h + = -1 ,   where  ) , 0 ( ~ 2
z s z N it  
) ( ¢ = b r g   1 = b   { } 9 . 0 , 5 . 0 , 1 . 0 = r   { } 9 . 0 , 5 . 0 , 1 . 0 = h  
Because  all  the  estimators,  except  the  simple  pooled  estimator  in  levels,  allow  for  a 
possible  correlation  of  the  individual  effects  i a   and  the  explanatory  variable  i x ,  we  do  not 
consider  such  correlation  in  the  simulation.  For  each  individual  the  first  20  simulated  data 
were  dropped. 
The  following  tables  contain  simulation  results.  The  means  of  the  estimators  ( ) X   as  well 
as  the  mean  of  the  estimated  standard  deviations 
___
ˆd t s ,  the  empirical  standard  deviation 
(std)  of  the  estimators  in  the  simulation  runs  as  well  as  the  RMSE.  Table  1  contains  the 
results  of  the  simulation  for  100  individuals. 
We  consider  the  following  estimators: 
Pooled g   Pooled  estimator   
LSDV g   Least  Squares  Dummy  Variable  Model  (LSDV) 
L AH, g   Anderson-Hsiao  estimator  using  lagged  levels  as  instruments  (AH,L) 
D AH, g   Anderson-Hsiao  estimator  using  lagged  differences  as  instruments 
H BC, g   Bias  corrected  estimator  using  proposed  by  Hansen  (BC,H) 
1 ,K BC g   Bias  corrected  estimator  using  proposed  by  Kiviet,  using  LSDV  in  first  step 
(BC,K1) 
2 ,K BC g   Bias  corrected  estimator  using  proposed  by  Kiviet,  using  GMM1  in  first 
step  (BC,K2) 
1 GMM g   First  step  Arellano-Bond  estimator  (GMM1) 
2 GMM g   Second  step  Arellano-Bond  estimator  using  estimated  covariance  matrix 
(GMM2) 
1 SYS g     First  step  system-estimator  using  level  and  differences  as  instruments 
proposed  by  Blundell  and  Bond  (SYS1) 
2 SYS g   Second  step  system-estimator  using  estimated  covariance  matrix  proposed 
by  Blundell  and  Bond  (SYS2) 
   -18- 
Table  1:  Simulation  results,  T=10,  N=100  ,  1 2 = e s ,  5 . 0 = r ,  5 . 0 = h  
  r
 
      b        
  X  
___
ˆd t s   std  RMSE  X  
___
ˆd t s   std  RMSE 
Pooled g   0.708  0.014  0.021  0.209  0.655  0.029  0.043  0.348 
LSDV g   0.429  0.021  0.021  0.074  1.019  0.034  0.033  0.038 
L AH, g   0.498  0.178  0.083  0.082  1.001  0.073  0.05  0.05 
D AH, g   0.96  63.08  5.489  5.494  1.101  12.716  1.103  1.105 
H BC, g   0.497  0.021  0.022  0.022  1.002  0.034  0.032  0.032 
1 ,K BC g   0.481  0.021  0.022  0.029  0.959  0.034  0.031  0.051 
2 ,K BC g   0.484  0.021  0.022  0.027  0.957  0.034  0.031  0.053 
1 GMM g   0.475  0.033  0.033  0.042  0.986  0.059  0.063  0.064 
2 GMM g   0.474  0.013  0.036  0.044  0.984  0.024  0.066  0.068 
1 SYS g   0.504  0.029  0.031  0.031  1.006  0.05  0.054  0.054 
2 SYS g   0.504  0.004  0.031  0.031  1.007  0.007  0.053  0.054 
 
To  ease  the  comparison  of  the  results  for  the  different  estimators,  the  following  figure 
illustrates  the  bias  and  the  RMSE  for  the  estimators.   -19- 




























We  find  that  in  the  simulation  with  100  individuals  the  bias  corrected  estimator  proposed 
by  Hansen  performed  best  according  to  the  RMSE-criterion.  The  estimator  is  practically 
unbiased.  The  Anderson-Hsiao  estimator  using  lagged  levels  as  instruments  is  in  average 
practically  unbiased  but  according  to  the  large  standard  deviation,  rather  inefficient.  The 
system-estimator  clearly  outperforms  the  GMM  estimator  using  only  lagged  levels  as 
instrument.  Quite  surprisingly  the  bias  corrected  estimator  proposed  by  Kiviet  as  well  as 
                                                                                                 
4    The  estimator  proposed  by  Anderson  and  Hsiao  making  use  of  differences  is  clearly  outperformed  and 
not  shown  in  the  figures  to  ease  comparability  of  the  remaining  estimators.   -20- 
the  GMM  estimators  have  a  downward  bias  for  the  lagged  endogenous  variable  as  well  as 
for  the  exogenous  variable.  Table  2  contains  the  simulation  results  for  1000  individuals. 
Table  2:  Simulation  results,  T=10,  N=1000  ,  1 2 = e s ,  5 . 0 = r ,  5 . 0 = h  
  r
 
      b        
  X  
___
ˆd t s   std  RMSE  X  
___
ˆd t s   std  RMSE 
Pooled g   0.710  0.004  0.007  0.21  0.649  0.009  0.014  0.351 
LSDV g   0.431  0.007  0.007  0.069  1.018  0.011  0.01  0.021 
L AH, g   0.498  0.055  0.022  0.022  1.000  0.023  0.016  0.016 
D AH, g   0.501  0.104  0.102  0.101  1.002  0.038  0.035  0.035 
H BC, g   0.500  0.007  0.007  0.007  1.001  0.011  0.010  0.010 
1 ,K BC g   0.480  0.007  0.007  0.021  0.961  0.011  0.010  0.040 
2 ,K BC g   0.484  0.007  0.007  0.018  0.958  0.011  0.010  0.043 
1 GMM g   0.498  0.012  0.012  0.012  0.998  0.021  0.020  0.020 
2 GMM g   0.498  0.011  0.013  0.013  0.998  0.02  0.021  0.021 
1 SYS g   0.501  0.01  0.011  0.011  1.001  0.018  0.016  0.016 
2 SYS g   0.502  0.008  0.01  0.01  1.001  0.015  0.017  0.017 
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When  comparing  the  simulation  results  for  the  case  of  1000  individuals  the  results 
resemble  but  the  GMM  und  system  estimator  improve  considerably  and  perform  better 
than  the  bias  corrected  estimators  using  the  correction  proposed  by  Kiviet.  The 
improvement  of  the  instrumented  estimators  of  course  had  to  be  expected  due  to  the  well 
known  large  sample  properties  of  the  GMM  methods. 
Now  we  turn  to  the  assessment  of  the  standard  deviation  of  the  estimators  which  are 
important  for  statistical  inference.   
The  following  figure  shows  the  comparison  of  the  average  estimated  standard  deviation 
and  the  empirical  standard  deviation  of  the  simulation  parameters. 
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The  diagrams  show  that  the  estimated  standard  deviation  of  the  bias  corrected  estimators  is 
very  close  to  the  empirical  standard  deviation  of  the  estimators  in  the  simulation  runs. 
While  the  bias  corrected  estimators  seem  more  efficient  than  the  GMM  estimators,  the 
system-estimators  are  almost  as  efficient.  But  the  results  also  demonstrate  that  the 
estimated  standard  deviations  of  the  two  step  GMM  and  system  estimators  are  strongly 
downward  biased  and  not  reliable.5 
To  sum  up  the  results  for  the  case  of  an  exogenous  regressor,  we  find  that  bias  corrected 
methods,  especially  the  method  proposed  by  Hansen,  seem  superior.  Especially  for  smaller 
samples  the  GMM  and  system  estimators  are  less  efficient,  while  the  difference  narrows 
when  turning  to  large  samples.  When  comparing  the  GMM  estimator  proposed  by  Arellano 
and  Bond  with  the  system  estimator  proposed  by  Blundell  and  Bond  we  find  that  the 
system  estimator  is  superior,  but  both  second  step  estimators  making  use  of  the  estimated 
covariance  matrix  face  the  problem  of  unreliable  standard  errors. 
4.2.  The  case  of  a  predetermined  endogenous  explanatory  variable   
In  this  section  we  want  to  analyse  the  performance  of  the  various  estimators  in  the  case  of 
a  predetermined  endogenous  explanatory  variable  x. 
                                                                                                 
5    See  Windmeijer  (2000)  for  a  discussion  of  these  fact  and  a  proposed  small  sample  correction  for  the 
standard  deviation.  For  the  case  of  1000  individuals  the  small  sample  correction  is  neglectable.   -23- 
The  simulation  is  based  on  the  following  model: 
it i it t i it x y y e a b r + + + = - - 1 1 ,   where  ) , 0 ( ~ 2
e s e N it   and  ) 1 , 0 ( ~ N i a  
it i it t i it y x x u z d h + + + = - - 1 1 ,   where  ) , 0 ( ~ 2
u s u N it   and  ) 1 , 0 ( ~ N i z  
While  the  instrumented  estimators  in  this  setting  still  are  consistent  due  to  the  choice  of 
instruments  taking  the  predetermination  into  account  the  bias  corrected  estimators  will 
become  inconsistent.  Because  the  bias  corrected  estimators  proofed  to  be  superior  in  the 
case  of  exogenous  variables,  we  want  to  assess  the  trade  off  between  the  efficiency  and  the 
resulting  bias.  The  adequate  measure  to  take  both  into  account  is  the  RMSE-criterion. 
Table  3:  Simulation  results,  T=10,  N=1000  ,  1 2 = e s ,  1 2 = u s , 5 . 0 = r ,  5 . 0 = h ,  1 . 0 = d  
  r
 
      b        
  X  
___
ˆd t s   std  RMSE  X  
___
ˆd t s   std  RMSE 
Pooled g   0.711  0.004  0.007  0.211  0.634  0.009  0.014  0.367 
LSDV g   0.414  0.007  0.007  0.086  0.996  0.011  0.012  0.013 
L AH, g   0.497  0.103  0.038  0.038  0.999  0.043  0.021  0.021 
D AH, g   0.507  0.081  0.085  0.085  1.002  0.035  0.036  0.036 
H BC, g   0.486  0.007  0.007  0.016  0.973  0.011  0.012  0.029 
1 ,K BC g   0.463  0.007  0.007  0.038  0.941  0.011  0.011  0.060 
2 ,K BC g   0.467  0.007  0.007  0.034  0.937  0.011  0.012  0.064 
1 GMM g   0.491  0.017  0.018  0.020  0.985  0.033  0.034  0.037 
2 GMM g   0.491  0.016  0.019  0.021  0.985  0.031  0.035  0.038 
1 SYS g   0.503  0.011  0.012  0.012  1.004  0.019  0.02  0.02 
2 SYS g   0.502  0.009  0.01  0.011  1.003  0.016  0.019  0.019 
 
As  could  have  been  expected,  in  the  case  of  predetermined  endogenous  explanatory 
variable,  the  simulation  results  are  in  favour  of  the  instrumental  variable  estimators.  The 
RMSE  of  the  direct  bias  corrected  estimator  (BC,H)  is  about  50%  larger  than  the  system-
estimator.  Still  the  bias  corrected  estimator  outperforms  the  GMM  estimators  and  the 
estimators  proposed  by  Anderson  and  Hsiao.   -24- 
5.  An  empirical  application  of  dynamic  panel  data  estimation 
In  this  section  we  want  to  apply  the  discussed  estimators  to  a  large  firm  level  panel  data  set 
and  return  to  the  simulation  results,  especially  to  assess  the  case  of  endogeneity  of  x  in  face 
of  the  empirical  results.  The  model  to  estimate  is  a  dynamic  Q  investment  function.6  The 
variable  to  be  explained  is  the  investment  ratio,  while  the  explanatory  variable  is  from  the 
beginning  of  period  Q,  which  is  hence  the  case  of  a  predetermined  variable. 
5.1.  Deutsche  Bundesbank’s  Corporate  Balance  Sheet  Statistics   
The  empirical  analysis  is  based  on  the  Deutsche  Bundesbank’  corporate  balance  sheet 
statistics.7  This  data  base  covers  about  50,000  to  70,000  enterprises  each  year  which 
represent  about  4%  of  the  total  number  of  enterprises  in  Germany.  In  the  context  of  its 
rediscount-lending  operations  the  Bundesbank  collects  the  financial  statements  of  firms 
using  trade  bills  to  assess  the  creditworthiness  of  the  bill-presenting  firm.8   
Because  the  sample  is  biased  towards  larger  enterprises  about  75%  of  the  total  turn  over  of 
the  corporate  sector  in  western  Germany  is  covered.  The  time  period  covered  by  our 
sample  is  from  1987  to  1998. 
Starting  with  a  very  large  data  set  the  number  of  observations  decreases  considerably 
through  incomplete  balance  sheets,  outlier  control  and  balancing.  Especially  the  need  to 
use  the  detailed  schedule  of  fixed  asset  movements  (Anlagespiegel)  to  apply  our  algorithm 
for  calculating  the  capital  stock  at  replacement  costs  shrinks  the  available  data  further. 
Because  we  expect  sectoral  differences  between  the  manufacturing,  construction  and 
traders  to  lead  to  unreliable  results  when  pooling  all  the  data  from  all  sectors,  we  focus  in 
the  following  on  manufacturing  firms  only.  This  leads  to  1,371  firms  contained  in  the  final 
estimations. 
5.2.  Empirical  results 
In  this  section  we  apply  the  discussed  estimators  to  the  manufacturing  data  file  described 
above.  We  estimate  a  dynamic  investment  function  including  Q  as  the  regressor  beside  the 



























                                                                                                 
6    For  an  exact  description  of  the  variables  see  Behr/Bellgardt  (2002). 
7    For  an  overview  of  empirical  work  based  on  this  data  base  see  Stöss  (2001). 
8    See  Deutsche  Bundesbank  (1998)  and  Stöss  (2001). 
9    For  a  sorrow  variable  description  see  Behr/Bellgardt  (2002).   -25- 
The  following  table  contains  the  empirical  results. 
Table  4:  Empirical  results  of  the  dynamic  Q-investment  function 
  r  std(r)  t(r)  b  std(b)  t(b) 
Pooled g   0.243  0.008  29.73  0.015  0.001  17.73 
LSDV g   0.072  0.009  8.47  0.106  0.003  39.84 
L AH, g   0.107  0.016  6.73  0.141  0.004  36.4 
D AH, g   0.075  0.022  3.48  0.174  0.005  37.75 
H BC, g   0.176  0.009  20.58  0.104  0.003  38.86 
1 ,K BC g   0.145  0.016  8.87  0.096  0.008  11.74 
2 ,K BC g   0.167  0.010  17.43  0.101  0.006  16.35 
1 GMM g   0.128  0.016  7.89  0.043  0.003  16.71 
2 GMM g   0.165  0.008  20.26  0.042  0.001  29.93 
1 SYS g   0.106  0.009  12.44  0.102  0.003  38.06 
2 SYS g   0.109  0.009  12.75  0.101  0.003  37.96 
 
Leaving  aside  the  pooled  estimator  which  is  clearly  not  appropriate  and  the  least  square 
dummy  variable  estimator  known  to  be  biased,  we  still  find  a  large  amount  of  variation  in 
the  estimates.  The  estimates  of  r  range  from  0.075  for  the  Anderson-Hsaio  estimator  using 
lagged  differences  as  instruments  to  0.176  for  the  bias  corrected  estimator  proposed  by 
Hansen.  The  parameters  for  Q  show  some  variation,  too.  The  lowest  estimate  is  obtained 
using  the  GMM  estimators  proposed  by  Arellano  and  Bond  while  the  highest  parameter 
value  results  for  the  Anderson-Hsiao  estimator  using  lagged  differences  as  instruments. 
We  now  turn  to  the  problem  of  potential  endogeneity  of  the  Q-variable.  As  was  found  in 
the  simulation  results  this  endogeneity  of  Q,  even  in  the  case  of  predetermination,  could 
lead  to  the  conclusion  that  the  system  estimator  proposed  by  Blundell  and  Bond  should  be 
favoured.  To  judge  the  seriousness  of  the  problem  in  the  empirical  data,  we  estimate  the 
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Table  5:  Empirical  results  for  the  regression  of  Q  on  lagged  values 
  r  std(r)  t(r)  b  std(b)  t(b) 
Pooled g   0.23  0.009  25.19  0.008  0.001  9.12 
LSDV g   0.055  0.01  5.5  0.011  0.001  7.06 
L AH, g   0.159  0.022  7.08  0.000  0.002  -0.09 
D AH, g   0.135  0.028  4.77  0.001  0.002  0.33 
H BC, g   0.202  0.01  19.84  0.011  0.002  7.41 
1 ,K BC g   0.156  0.02  7.92  -0.011  0.004  -2.63 
2 ,K BC g   0.171  0.016  11.00  -0.008  0.003  -2.38 
1 GMM g   0.166  0.02  8.49  -0.018  0.005  -3.95 
2 GMM g   0.209  0.013  16.54  -0.001  0.003  -0.49 
1 SYS g   0.093  0.01  9.27  0.010  0.001  6.62 
2 SYS g   0.130  0.009  14.5  0.018  0.003  5.89 
 
We  find  that  Q  is  significantly  related  to  its  lagged  value,  the  parameter  is  in  average  about 
0.15.  The  lagged  investment  ratio  does  not  seem  to  influence  Q  significantly.  The  different 
estimators  are  in  average  about  0  with  varying  signs.   
This  empirical  finding  leads  us  to  the  conclusion  that  the  problem  of  endogeneity  in  the 
data  is  not  very  serious.  Hence  the  use  of  a  GMM  or  system  estimator  instead  of  the 
somewhat  superior  direct  bias  corrected  estimators  is  not  indicated  by  the  empirical 
findings.10 
The  final  estimate  making  use  of  the  bias  corrected  estimator  based  on  the  quadratic 
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10    When  using  the  investment  ratio  of  the  same  period  as  the  variables  used  to  construct  Q,  the  results 
resemble.  The  parameters  of  the  investment  ratio  have  varying  signs  and  have  in  average  a  very  small 
negative  value  with  low  t-values.     -27- 
We  find  that  Q  influences  the  investment  decision  of  German  manufacturing  firms  most 
significantly.  The  actual  investment  ratio  is  also  depends  significantly  positive  on  last 
year's  investment  ratio.  This  finding  shows  that  the  dynamic  estimation  in  this  empirical 
case  is  appropriate.   
6.  Conclusion 
In  our  analysis  we  discussed  several  linear  dynamic  panel  data  estimators  proposed  in  the 
literature.  It  is  a  well  known  fact  that  the  natural  choice,  the  least  squares  dummy  variable 
estimator  is  biased  in  the  context  of  dynamic  estimation.  The  estimators  taking  into 
account  the  resulting  bias  can  be  grouped  broadly  into  the  class  of  instrumental  estimators 
and  the  class  of  direct  bias  corrected  estimators.  Because  there  are  now  various  estimators 
available,  the  applied  researcher  faces  the  problem  of  choosing  among  them.   
While  in  empirical  applications  instrumental  estimators  are  widely  used,  simulation  results 
seem  to  favour  direct  bias  corrected  methods.  But  to  our  knowledge  there  is  no  comparison 
of  up  to  date  instrumental  estimators,  like  the  system  estimator  proposed  by  Blundell  and 
Bond  (1998)  and  direct  bias  corrected  methods  (Kiviet  1995,  Hansen  2001). 
One  special  feature  of  the  direct  bias  corrected  methods  is  that  they  rely  on  the  assumption 
of  exogenous  regressors.  In  the  case  of  estimating  investment  functions  based  on  balance 
sheet  data,  this  assumption  can  be  expected  to  be  violated.  The  case  of  a  predetermined  but 
endogenous  regressor  is  therefore  also  assessed  by  the  means  of  Monte  Carlo  simulations.   
The  simulation  results  clearly  favour  the  direct  bias  corrected  estimators,  especially  the 
estimator  proposed  by  Hansen  (2001).  The  superiority  of  these  estimators  decreases  with 
growing  numbers  of  individuals  in  the  simulation.  This  is  the  well  known  fact  of  large 
sample  properties  of  the  GMM-methods.  Turning  to  the  case  of  endogenous  predetermined 
regressors,  the  system-estimator  proposed  by  Blundell  and  Bond  is  unbiased  and  most 
efficient,  while  direct  bias  corrected  estimators  perform  similar  to  the  GMM-estimator 
proposed  by  Arellano  and  Bond.     
Turning  to  the  empirical  comparison,  we  find  that  the  different  estimators  lead  to  the  same 
conclusions  concerning  the  investment  behaviour  of  German  manufacturing  firms  based  on 
the  Deutsche  Bundesbank’s  Corporate  Balance  Sheet  Statistics.  Investment  is  strongly 
positive  dependent  on  lagged  investment  and  Q.  Nevertheless,  in  detail  the  differences  of 
the  estimated  parameters  are  not  negligible.   
To  analyse  the  potential  problems  caused  by  endogeneity  in  the  empirical  data,  the 
influence  of  investment  on  Q  was  assessed  by  estimating  a  dynamic  equation.  The  results 
do  not  indicate  that  the  endogeneity  in  this  empirical  example  is  serious.  Hence  the  use  of 
direct  corrected  estimators  as  well  as  the  system  estimator  seems  appropriate.  This 
conclusion  is  also  supported  by  the  resemblence  of  the  results  obtained  by  the  direct  bias 
corrected  and  the  system  estimator.   -28- 
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