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Bulk metallic glasses (BMGs) surpass the strength of steels and at the same time 
possess the elasticity and formability of thermoplastic polymers. These favorable 
properties make them interesting candidates for industrial applications.  
In this work, the thermophysical properties and the structure of the CuTi-based BMG 
Vit101 (Cu47Ti34Zr11Ni8) and the Zr-based BMG Vit105 (Zr52.5Cu17.9Ni14.6Al10Ti5) are 
investigated. Special focus lies on the influence of minor additions of sulfur and 
phosphorus, as they increase the thermal stability of the alloys in the supercooled 
liquid region. The thermodynamic functions of the alloys are determined, and viscosity 
and kinetic fragility are measured around the glass transition and in the stable liquid. 
In-situ synchrotron X-ray scattering experiments are performed, elucidating the 
crystallization sequence upon heating and cooling. Minor additions retard the 
formation of the primary crystalline phase upon heating. Based on the diffraction data, 
the temperature evolution of structural differences between the alloys is discussed.  
Thermoplastic forming experiments on a variety of BMGs are performed and the 
deformation is discussed with respect to their thermophysical properties, leading to a 
description of the thermoplastic formability and the ideal processing region. These 
findings are transferred to thermoplastic consolidation experiments on amorphous 
powder, evaluating this technique for additive manufacturing. Finally, thermoplastic 
deformation experiments are conducted on the CuTi- and Zr-based alloys with minor 
additions. Minor additions can be used to significantly improve the thermoplastic 
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Chapter 1  
Introduction 
Metallic glasses combine the favorable properties of conventional metals and polymers: 
they surpass the strength of steels and at the same time possess the elasticity and 
formability of polymers. Metallic glasses (MG), or amorphous metals, distinguish 
themselves from conventional metals due to their structure on the atomic scale. They 
do not display a crystalline long-range order, but an amorphous structure with short- 
and medium-range order, which is preserved when rapidly quenching a metallic liquid. 
This amorphous structure is responsible for their superior mechanical properties and 
unique characteristics.  
The first metallic glass was produced in 1960, when Duwez and coworkers rapidly 
quenched a Au75Si25 melt [1]. The key to conserve the amorphous structure of the 
liquid is to cool it quickly enough to bypass crystallization. The governing 
crystallization kinetics are determined by the driving force for crystallization, the 
interfacial energy between the liquid and the crystal, and the atomic mobility in the 
melt. The interplay between crystallization times and temperature can best be 
visualized in a time-temperature-transformation (TTT) diagram, as schematically 
shown in Fig. 1.1. When casting the alloy, the melt is cooled rapidly from the stable 
liquid state, throughout the supercooled liquid (SCL) region, to temperatures below 
the glass transition temperature Tg, following the blue cooling curve. A glass is formed 
if the cooling curve bypasses the C-shaped crystallization “nose”. The slowest feasible 
cooling rate is defined as the critical cooling rate and is directly connected to the 
position of the crystallization nose. It also defines the maximum casting thickness for 
fully amorphous samples, the critical casting diameter dc, as the heat conduction in 
the material limits the cooling rate in the center of a sample. 
Following this description, the achievable size of amorphous samples can be increased 
if the crystallization kinetics are retarded, and hence the glass-forming ability (GFA) 
is increased. Since the discovery of the first metallic glass, many efforts were made to 
find glass-forming metallic systems and systematically improve their GFA, resulting 
in a wide variety of alloys with a critical casting thickness of 1 mm and above [2–6], 
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Throughout the years, elements from all over the periodic table were considered for 
the search for new glass-forming systems, even including toxic elements, e.g. beryllium 
[5]. But it was only in 2018, when we considered the element sulfur (S) for the first 
time as a main constituent in metallic glass-forming alloys and discovered various new 
alloy systems [7]. These include the Pd-Ni-S systems with high amounts of S [8], as 
well as the Ti-based system Ti-Zr-Cu-S with an intermediate percentage of S, which 
is highly promising for industrial applications [9]. 
In the context of alloy development, one strategy that evolved to improve the GFA 
of BMGs is to add minor amounts of an additional atom species, known as minor 
additions or also microalloying. Minor additions have a great impact on the formation 
and the properties of BMGs [10] and are a powerful tool to tailor the key properties 
of BMGs without starting alloy development from scratch in a new glass-forming 
system. This exact approach can also be applied for minor additions of sulfur, which 
was previously not considered as a desirable element in BMGs.  
Preliminary results on the effect of minor additions of S in the Zr-based alloy system 
Vit105 (Zr52.5Cu17.9Ni14.6Al10Ti5) [11] and the Cu-based system Vit101 (Cu47Ti34Zr11Ni8) 
[12] showed a significant increase in the thermal stability of the SCL region upon 
heating [7]. The stability of the SCL region is the key feature that allows for the 
thermoplastic forming of BMGs. Thermoplastic forming is commonly known from 
polymers, and in the case of metals, it is only possible for amorphous metals, allowing 
them to be formed like polymers. This advantage regarding formability in comparison 
to crystalline metals makes BMGs highly interesting candidates for small and complex 
structural parts, especially when considering their extraordinary strength. 
 
 
Figure 1.1: Schematic time-temperature-transformation (TTT) 
diagram. The stable liquid above the liquidus temperature, Tl, the 
supercooled liquid (SCL) region, the glass, and the crystal are 
indicated. The cooling curve of a typical casting process is shown as 
blue curve and the temperature profile of a TPF experiment as red 
curve. A glass is formed when the black Tg-line is crossed upon 
cooling, whereas crystallization starts when the crystallization “nose” 
is crossed. The shape and position of the nose can be changed by 
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A typical temperature protocol for the thermoplastic forming process is depicted as 
red curve in the TTT diagram in Fig. 1.1. The amorphous feedstock material is heated 
above the glass transition temperature and can then be deformed like a thermoplastic 
polymer, before it is cooled down again below the glass transition temperature. In 
order to avoid crystallization, the processing times need to remain below the 
crystallization time, which is visualized by the black border of the crystallization nose. 
As indicated by the grey line in the figure, the shape and position of this nose can be 
significantly altered by minor additions. As exemplarily shown, they can increase the 
SCL region at low temperatures, and at the same time decrease the GFA by pushing 
the tip of the nose to shorter times, e.g. by changing the primary crystallizing phases. 
In the end, the shape of the crystallization nose can be fine-tuned by minor additions 
in order to tailor the properties according to the needs of the intended process.  
The mechanical properties of BMGs in comparison to other engineering materials are 
depicted in the qualitative stress-strain diagram in Fig. 1.2. There, the yield strength 
is shown over the elastic limit. Depending on the base element, a yield strength of up 
to 5 GPa can be reached. The commonly used Zr- or Cu-based alloys show a yield 
strength of around 2.5 GPa. In general, amorphous metals exceed the strength of steels 
and at the same time provide the elasticity of polymers, making them the perfect 
material for many structural applications, and especially for springs. However, the size 
of structural parts is limited by the previously mentioned critical casting thickness. 
Therefore, industrial applications can likely be found in medical engineering or 
precision mechanics, where small and complex parts have to withstand high 
mechanical loads. 
   
 
Figure 1.2: Qualitative stress-strain diagram for amorphous metals 
in comparison to other engineering materials. The yield strength is 
shown over the elastic limit. Amorphous metals exceed the strength 
of steels and at the same time provide the elasticity of polymers. 
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In this work, two of the discussed aspects regarding BMGs are investigated and the 
results are combined: Minor additions and thermoplastic forming.  
First, the influence of minor additions of sulfur and also phosphorus on the 
thermophysical properties and the structure of Vit101 and Vit105 is extensively 
examined. The critical casting thickness of different compositions as well as the 
mechanical properties are evaluated. The thermodynamic functions are calculated 
based on the molar heat capacity and characteristic temperatures and enthalpies. TTT 
diagrams are obtained from isothermal calorimetric measurements. Viscosity of the 
alloys is measured at low temperatures around the glass transition and at high 
temperatures in the stable liquid. Based on these results, the kinetic fragility is 
determined and the course of viscosity over the whole temperature range is described 
by fitting functions and discussed in the context of a possible strong-to-fragile liquid-
liquid transition. Finally, in-situ synchrotron X-ray scattering experiments are 
performed in the glassy, the supercooled liquid, and the stable liquid state. The 
crystallization behavior is investigated upon heating and cooling and the temperature 
evolution of structural differences is discussed.  
Second, thermoplastic forming experiments on a variety of BMGs are performed and 
the observed deformation is discussed with respect to characteristic values of the 
alloys, leading to a description of the thermoplastic formability and the ideal TPF 
processing region. The findings from the deformation experiments are transferred to 
thermoplastic consolidation experiments on amorphous powder. This additive 
manufacturing technique is used in order to produce larger structural parts from 
powdery feedstock and the obtained samples are tested regarding their mechanical 
performance. 
Finally, the two topics are brought together, when thermoplastic deformation 
experiments are conducted on the Vit101 and Vit105 alloy families with minor 
additions of S and P. Time-temperature-deformation maps are constructed and 
discussed with respect to the findings of the characterization of the alloys. Minor 
additions can ultimately be used to significantly improve the thermoplastic formability 






Chapter 2  
Background 
In this chapter, the theoretical background on bulk metallic glasses (BMGs) in general, 
and on minor additions and thermoplastic forming (TPF) in particular, is presented. 
The relevant textbook knowledge on the glass formation in metallic systems, the 
nature of the supercooled liquid state, its thermodynamic and kinetic properties, as 
well as the structure and the mechanical properties of the glassy state are summarized. 
Some insights into the new class of sulfur-bearing BMGs are given, and the influence 
of minor additions in BMGs reported in literature is presented. In the end, a concise 
literature review on the state of the art regarding the processing of BMGs, especially 
by TPF, is offered to the reader. 
2.1 Bulk Metallic Glasses (BMGs) 
In terms of structure, BMGs, or rather amorphous metals, are frozen-in metallic 
liquids and their amorphous structure determines their principle properties. BMGs 
generally display an extraordinarily high yield strength (ca. 3 GPa) in combination 
with an elastic limit of around 2 % [14]. Their high strength is accompanied by a high 
hardness and good wear resistance. While these engineering properties are rather easy 
to measure, the properties intertwined with the nature of the glass transition are much 
harder to assess, as they strongly depend on time and temperature. The occurring 
relaxation processes constantly alter the observed properties, till eventually the 
metastable supercooled liquid (SCL) state is reached. However, shortly after, the 
formation of the stable crystalline phase starts. In the end, the thermodynamics and 
kinetics of the SCL phase determine the whole process of glass formation and define 
the glass-forming ability (GFA) of a system, as well as its thermal stability.  
2.1.1 Glass Formation 
When a metallic melt is cooled down from the stable equilibrium liquid, solidification 
will occur eventually. Two solidification pathways are conceivable, both of which are 
depicted in Fig. 2.1, where the molar volume is plotted over temperature. As soon as 
the liquidus temperature, Tl, is passed upon cooling, the metastable SCL is reached. 
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metals: Nuclei form and grow, and the whole system crystallizes. This crystallization 
process is accompanied by crystallization shrinkage, as the atoms rearrange from the 
amorphous liquid structure to the denser packed crystalline one. During this process 
the latent heat of crystallization is released. Amorphous metals however follow 
pathway (2): The SCL is cooled down further, while crystallization is avoided, until 
eventually the glass transition occurs and a glassy solid is formed. The glass transition 
is accompanied by a continuous change in the thermal expansion coefficient as can be 
seen by the change of slope of the volume curve. Upon further cooling, the glassy state 
shows a similar thermal expansion as the corresponding crystal, however, possesses a 
larger volume. The competition between crystallization and glass formation is further 
discussed in the context of the GFA in Chapter 2.1.5. 
The glass formation can only occur if the system is quenched fast enough so that there 
is insufficient time for the nucleation and growth of crystals. The cooling rate dictates 
the temperature of the glass transition and hence defines the structural state that is 
frozen-in, which again effects the properties of the glass [15]. The glass transition 
temperature upon cooling is defined as the fictive temperature, Tfic, which is the most 
indisputable definition of the glass transition as it only depends on the cooling rate 
during vitrification. The temperature dependence of the glass transition underlines the 
kinetic nature of this phenomenon [16]. As can be seen in Fig. 2.1, at higher cooling 
rates the glass transition is shifted to higher temperatures: Glass 1 shows a higher 
fictive temperature than glass 2, and at the same time a larger volume is frozen-in. 
 
 
Figure 2.1: Schematic depiction of the volume of a metallic liquid 
and the corresponding solids as a function of temperature. When 
cooling the equilibrium liquid below the liquidus temperature Tl, it 
either crystallizes (1) after a certain undercooling ΔT or can be 
further undercooled (2) until the glass transition occurs at the fictive 
temperature Tfic. With the glass transition being a kinetic 
phenomenon, the fictive temperature depends on the cooling rate and 
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The underlying reason for the glass formation can be found in the rapidly increasing 
viscosity and relaxation time of the system, and hence the kinetic slowdown, as will 
be explained in Chapter 2.1.4. When the inherent time scale of the SCL surpasses the 
time scale of the experiment, which is directly linked to the applied cooling rate, the 
system falls out of equilibrium [17]. The dynamics in the liquid cannot follow anymore 
the changes forced upon the system by the change in temperature and the system 
leaves the metastable equilibrium, forming a glassy solid [18]. 
In the context of a kinetic slowdown, the glass transition is described as a purely 
kinetic phenomenon by Angell [19] and Turnbull and Cohen [20]. However, a 
thermodynamic component is still attributed to the transition, as discussed by 
Kauzmann [18], and later by Gibbs and DiMarzio [21]. Kauzmann arguments from an 
entropical point of view. The volume curves in Fig. 2.1 can also be interpreted as the 
entropy of the system. Due to a higher molar heat capacity in the SCL in comparison 
to the crystal, the higher entropy in the SCL declines faster and would eventually 
become the same as in the crystal (when following the dashed part of the SCL line). 
The temperature at which the entropy of the SCL reaches the one of the crystal is 
defined as the Kauzmann temperature, TK, where the glass transition needs to occur 
at latest to prevent an entropic paradox, as the entropy of the disordered SCL would 
display a lower entropy as the ordered crystal. 
2.1.2 Thermodynamics of the Supercooled Liquid 
When undercooling the liquid down to the glass, crystallization must be avoided and 
the thermodynamics of the supercooled liquid state in comparison to the crystal play 
a decisive role that needs to be understood.  
With the supercooled liquid being a metastable state, the system experiences a driving 
force for crystallization. This driving force can be described by the difference in Gibbs 
free energy between the liquid and the crystalline state. Schematic Gibbs free energy 
curves of the liquid and the crystalline state are shown in Fig. 2.2 a). Above the 
liquidus temperature Tl, the liquid state is stable due to its lower Gibbs free energy, 
which however increases faster as the one of the crystalline state with decreasing 
temperature. Consequently, the crystal is the energetically favored state below Tl. The 
driving force for crystallization, ∆Gl-x, increases with increasing undercooling ∆T and 
it can be expressed as: 
 Δ𝐺𝑙−𝑥(𝑇) = Δ𝐻𝑙−𝑥(T) − 𝑇 Δ𝑆𝑙−𝑥(T) , (2.1) 
where H represents enthalpy, S entropy, and ∆ l-x indicates the difference between the 
supercooled liquid and the crystalline mixture. The excess enthalpy, ∆Hl-x, and the 
excess entropy, ∆Sl-x, arise from their discontinuity at the melting point (∆Hf and ∆Sf) 
and the difference in molar heat capacity between the liquid and the crystal, ∆cpl-x, 
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where ∆Hf and ∆Sf are the enthalpy and entropy of fusion. Tf is the temperature of 
fusion, which here is defined as the peak position of the main melting peak. In the 
case of one-component monoatomic liquids, a driving force for crystallization is 
observed from Tl (= Tm) on and can be described precisely with the equations above, 
if Tf is replaced by Tl. In the case of complex multi-component melts, like BMGs, the 
situation is much more complicated. A different driving force for crystallization is 
present for the different crystalline phases that may form. The driving force for 
crystallization of the primary crystallizing phase might not be well represented by an 
estimation based on the averaged difference in molar heat capacity between the liquid 
and the crystalline mixture, when the liquidus temperature of the highest melting 
component is used. Hence, in this case, the temperature of fusion, Tf, is used as a 
representative average value to estimate ∆Hl-x and ∆Sl-x, and hence ∆Gl-x between the 
liquid and the crystalline mixture.   
At the equilibrium point between liquid and crystal, where the difference in Gibbs free 
energy vanishes, Eq. 2.1 can be rewritten, taking into account Eq. 2.2 and 2.3, as: 
 0 = Δ𝐻𝑙−𝑥(𝑇𝑓) − 𝑇𝑓 Δ𝑆
𝑙−𝑥(𝑇𝑓)  ⇒  0 = Δ𝐻𝑓 − 𝑇𝑓 ΔS𝑓  ⇒  𝚫𝐒𝒇 =
𝚫𝑯𝒇
𝑻𝒇
 . (2.4) 
Hence, the entropy of fusion can be calculated from a single calorimetric measurement, 
where the enthalpy and temperature of fusion are determined. For small undercoolings 
up to around 100 K [22], the driving force for crystallization can be estimated by the 
Turnbull approximation [23]: 






(𝑇 − 𝑇𝑓) = −ΔS𝑓 ΔT . (2.5) 
For the Turnbull approximation it is assumed that the difference in molar heat 
capacity between the liquid and the crystal is neglectable (∆cpl-x(T) = 0). The 
corresponding geometrical interpretation is visualized by the dashed tangent lines in 
Fig. 2.2 a), where Sl(Tf) and Sx(Tf) correspond to the slope of the G-curves at Tf.  
In conclusion, the driving force for crystallization can be estimated based on the molar 
heat capacity data of the liquid and the crystal, the characteristic temperatures, and 
the latent heat of fusion. As ∆Sf corresponds to the slope of the ∆G
l-x-curve at Tf, 
knowledge of ∆Hf and Tf is sufficient to estimate the driving force for crystallization 
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Figure 2.2: a) Schematic Gibbs free energy curves of the crystal, 
Gx(T), and the liquid, Gl(T), as a function of temperature. Liquid 
and crystal are in thermodynamic equilibrium at the temperature of 
fusion, Tf, and a driving force for crystallization, ∆G
l-x, forms upon 
undercooling by ∆T. According to the Turnbull approximation, the 
driving force for crystallization can be estimated by the difference in 
slope of the G(T)-curves, which corresponds to the entropy of fusion 
∆Sf. b) Molar heat capacity of the crystalline mixture, the glassy 
state, the SCL, and the equilibrium liquid as a function of 
temperature.  The data for the Ni69Cr8.5Nb3P16.5B3 alloy exemplarily 
illustrates the difference in heat capacity between the (supercooled) 
liquid and the crystal. Data taken from Ref. [24]. 
 
The course of the molar heat capacity as a function of temperature is exemplarily 
shown in Fig. 2.2 b) for the bulk metallic glass-forming system Ni69Cr8.5Nb3P16.5B3. 
Measurement data for the molar heat capacity of the crystalline mixture, the glassy 
state, the SCL, and the equilibrium liquid is shown. The difference in heat capacity 
between the (supercooled) liquid and the crystal is clearly visible, and the glass 
transition region corresponds to a step in the cp-curve. The fitting functions used for 
the mathematical description of the data are introduced later in Chapter 3.3.4. ∆cpl-x 
can be calculated from the fitting functions and then be used for the calculation of the 
∆Gl-x(T)-curve according to Eq. 2.1 and Eqs. 2.2 and 2.3. Thermodynamic functions 
calculated from the measured cp data can be found later in Fig. 4.8 on page 84.  
All the previous considerations regarding the driving force for crystallization are true 
for a single-component system. Bulk metallic glass-forming alloys, however, are 
complex multi-component systems (compare to the Ni-based alloy above) where the 
differences in chemical potential, Δμ, upon nucleation and crystallization of a phase 
with a different chemical composition need to be considered. In this case, the quantity 
∆Gl-x only corresponds to the Gibbs free energy difference between the liquid and the 
crystalline phase mixture. This difference however, is not necessarily equivalent to the 
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a different chemical composition than the liquid [25]. The driving force for nucleation 
of the primary phase is given by the difference in chemical potential between the liquid 
and the primary crystalline phase upon formation of a nucleus, Δμl-α. The composition 
of said nucleus can be defined by a parallel tangent construction on the Gibbs free 
energy curves in the compositional space, as the parallel tangent construction allows 
to find the composition with the maximum driving force. In this case, the value of 
∆Gl-x can be understood as a lower limit for the driving force for nucleation, Δμl-α [25]. 
However, in order to determine Δμl-α, the Gibbs free energy curves for all phases as a 
function of temperature and composition would need to be known, which is almost 
impossible in a complex multi-component system. Consequently, ∆Gl-x can be seen as 
the best possible approximation of the driving force for crystallization in a multi-
component system. A profound explanation of this topic can be found in Refs. [25,26]. 
While these considerations describe the driving force for crystallization, they do not 
yet include the kinetics of the crystallization process, which is discussed in the context 
of viscosity in Chapter 2.1.4, nor do they include the nucleation energy barrier, which 
is introduced in Chapter 2.1.5.  
2.1.3 Relaxation in the Glassy State 
Once the supercooled liquid is traversed upon cooling, the glass transition occurs, the 
system falls out of its metastable equilibrium and reaches a thermodynamically 
unstable state. This unstable glassy state strives to relax into the metastable SCL or 
to form the stable crystalline mixture. At temperatures far below the glass transition, 
the relaxation kinetics are so slow that the system is virtually frozen-in. At 
temperatures in the vicinity of the glass transition however, the so-called α-relaxation 
takes place and the system structurally relaxes, which is also called physical aging. A 
comprehensive review of the relaxation behavior can be found in Refs. [27,28].  
Relaxation is commonly investigated during either isothermal experiments or during 
experiments with a constant heating rate, so-called scans. The effects of relaxation 
can for example be observed in the heat flow of calorimetric measurements, in the 
entropy of the system, in its volume, and in the viscosity or relaxation time. All these 
quantities are exemplarily depicted as a function of temperature in Fig. 2.3 in vicinity 
of the glass transition. Figure 2.3 a) shows the heat flow during a calorimetric 
measurement as a function of temperature. Upon heating and approaching the glass 
transition, exothermic α-relaxation is observed. The dashed area corresponds to the 
released amount of enthalpy during the relaxation process. Subsequently, the glass 
transition starts at Tg
onset and at the SCL region is reached at Tg
end. The hump shortly 
before the end of the glass transition corresponds to the endothermic enthalpy recovery 








Figure 2.3: Thermophysical properties of a metallic glass upon 
heating in vicinity of the glass transition. a) Heat flow as a function 
of temperature. The characteristic temperatures are indicated, as well 
as the exothermic relaxation event and the endothermic enthalpy 
recovery. b) Enthalpy or volume difference between the liquid (or 
glass) and the crystal (excess enthalpy ∆Hl-x or excess volume Vex) 
upon heating and cooling. The horizontal dash-dotted line represents 
the as-cast state and the dashed arrow indicates an isothermal 
relaxation pathway. c) Viscosity (or relaxation time) upon heating. 
The solid black line indicates the viscosity of the metastable 
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Figure 2.3 b) displays the enthalpy (or volume) difference between the liquid or glass 
and the crystal (excess enthalpy ∆Hl-x or excess volume Vex) upon heating and cooling. 
Upon cooling (blue curve), the SCL falls out of equilibrium and a glass is formed, 
resulting in the as-cast state which is represented by the horizontal dash-dotted line. 
Upon heating (red curve), relaxation occurs, constantly lowering the enthalpic state 
of the system. The loss in enthalpy corresponds to the dashed area in panel a). During 
the glass transition, an enthalpy undershoot below the enthalpy of the equilibrium 
SCL is observed, as the kinetics of the system are still too slow to follow the enthalpy 
increase due to the continuous increase in temperature [30]. This leads to the 
phenomenon of enthalpy recovery towards the end of the glass transition [31]. The 
long vertical dashed arrow indicates one possible isothermal relaxation pathway. The 
process of isothermal relaxation will be discussed shortly. Upon further heating, the 
crystallization temperature is reached eventually, and the crystallization enthalpy is 
released, reaching the lower enthalpy level of the crystalline mixture.  
Viscosity and relaxation time are depicted in Fig. 2.3 c). The open dots represent 
viscosity as measured during a scan with a constant heating rate. In the glassy state, 
viscosity decreases exponentially with temperature. Within the glass transition region, 
a viscosity overshoot is observed which corresponds to the enthalpy undershoot. The 
viscosity of the metastable equilibrium liquid is described by the Vogel-Fulcher-
Tammann equation (black line) which will be introduced in Chapter 2.1.4. The vertical 
dashed arrow represents a possible isothermal relaxation pathway. During relaxation, 
viscosity increases until the higher viscosity of the metastable equilibrium liquid at 
long time scales is reached. 
As mentioned above, relaxation can also be observed during isothermal experiments, 
and in this case at temperatures below the calorimetric glass transition. At the end of 
the relaxation process, the metastable equilibrium liquid state at long time scales is 
reached. The temporal evolution of this isothermal relaxation pathway can best be 
described by a stretched exponential function, as proposed by Kohlrausch, Williams, 
and Watts (KWW) [32]: 





]) , (2.6) 
where ϕ(t) is the relaxing quantity, ϕa its value in the amorphous sample before 
relaxation at t = 0, and Δϕ the amplitude during relaxation. The equilibrium value of 
the relaxing quantity is ϕeq = ϕa + Δϕ. The characteristic relaxation time is τKWW, and 
βKWW is the stretching exponent.  
For a single relaxation process, a plain exponential relaxation behavior with βKWW = 1 
would be expected. Structural relaxation, however, can be understood as many 
relaxation processes occurring in different structural units at the same time [33]. 
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distribution of superimposed relaxation processes can be described by a stretched 
exponential equation [27].  
For metallic glasses, the temporal pathways of the quantities viscosity, enthalpy, and 
volume during relaxation can all be described by the KWW equation. Typical datasets 
from isothermal viscosity measurements at different temperatures in metallic glasses 
are depicted in the results chapter in Fig. 4.11 on page 89. It can clearly be seen how 
the KWW fit describes the stretched exponential relaxation behavior. 
2.1.4 Viscosity and the Fragility Concept 
The glass transition upon cooling is caused by a kinetic slowdown of the system. 
Therefore, the atomic mobility in the liquid plays a crucial role for the formation of a 
glass and is also a key factor influencing the glass-forming ability, together with the 
thermodynamic properties. 
The atomic mobility can be represented by three quantities: viscosity, diffusivity, and 
relaxation time. All these quantities are interconnected as will be briefly discussed in 
the following. Viscosity is the most easily accessible quantity in laboratory 
experiments. It describes the resistance of a liquid against deformation at a certain 
rate. The dynamic viscosity, ƞ, is connected with the diffusivity, D, via the Stokes-




 , (2.7) 
where kB is the Boltzmann constant, T the absolute temperature, and r the particle 
radius, corresponding to the average atomic radius in the metallic liquid. The Stokes-
Einstein relation holds true in the stable liquid and for intermediate undercoolings 
[35]. In the deeply undercooled liquid, when approaching the glass transition, however, 
a breakdown of the Stokes-Einstein relation is reported in many bulk metallic glass-
forming liquids [36], as supposedly, the diffusivities of the different atomic species in 
a multicomponent alloy decouple.  
The structural α-relaxation time, τα, is linked to the viscosity by the Maxwell relation: 
 𝜂 = 𝐺∞ 𝜏𝛼 , (2.8) 
where G∞ is the high frequency shear modulus. τα corresponds to the rearrangement 
time of atoms in the equilibrium liquid state [37].  
With the knowledge that atomic mobility can be described by all three quantities, 
viscosity, diffusivity, and relaxation time, the focus is now laid upon viscosity, as it is 
the main property that is assessed within this work. 
Many efforts have been made to adequately describe the viscosity behavior in the 
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down to the glass transition. For some liquids, the temperature-induced change in 
viscosity can be described by a classical Arrhenius equation [38]. However, in 
undercooled liquids the activation barrier for translational atomic movements is often 
found to be temperature dependent, making a different description necessary. One of 
the earliest models developed to describe the temperature dependence of viscosity in 
undercooled liquids was presented by Vogel [39], Fulcher [40], and Tammann and 
Hesse [41]. This so-called VFT equation can be written as [19]: 




where D* is the fragility parameter, which describes how much the temperature-
induced change in viscosity departs from Arrhenius behavior. T0 is the VFT-
temperature, where viscosity diverges. The pre-exponential factor, ƞ0, represents the 
viscosity at infinite temperature and can be estimated by the following equation [42]: 
 𝜂0 = 𝑁𝐴 ∙ ℎ 𝑉 ,⁄  (2.10) 
with NA being Avogadro’s constant, h Planck’s constant, and V the molar volume.  
In 1995, Angell presented a concept to categorize glass-forming liquids according to 
their temperature dependence of the kinetic properties (e.g. viscosity), the so-called 
fragility concept [19]. In order to compare liquids with different glass transition and 
liquidus temperatures, the temperature scale is normalized to the kinetic glass 
transition temperature, Tg*, which is defined as the temperature where the system 
reaches a viscosity of 1012 Pa s. This definition of the glass transition is based on the 
concept of a kinetic slowdown that causes said transition. Following this idea, viscosity 
is plotted on a logarithmic scale over inverse temperature normalized to Tg* in the so-
called Angell plot, as shown in Fig. 2.4. Due to the used scaling, all systems meet in 
the upper right corner of the plot and their temperature-induced change in viscosity 
can easily be compared. 
The kinetic fragility of a liquid describes the temperature dependence of viscosity.  
Liquids that display a fast change in viscosity around Tg* are called kinetically fragile, 
while kinetically strong liquids show a rather Arrhenius like behavior, which implies 
that their structure is less sensitive to changes in temperature. When using the VFT 
equation (Eq. 2.9) to describe the course of viscosity, a large fragility parameter D* 
corresponds to a strong liquid, while a small D* corresponds to a fragile liquid. A 
common example for a kinetically strong liquid is SiO2, with a D* of around 100 [43], 
where an Arrhenius like behavior can be observed due to its network structure with 
strong directional bonds. For the most fragile liquids however, e.g. for o-terphenyl, a 
D* of around two is observed, indicating a strong temperature dependence of viscosity 
around Tg*.  
When not taking thermodynamics into consideration, strong liquids tend to be better 
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viscosity only changes slowly with temperature and is several orders of magnitude 
higher than the one of fragile liquids above Tg. 
 
 
Figure 2.4: Angell plot, showing viscosity on a logarithmic scale over 
inverse temperature normalized to Tg*, which corresponds to the 
kinetic glass transition temperature where a viscosity of 1012 Pa s is 
reached. The display format allows for a comparison of the 
temperature dependence of viscosity between various liquids with 
different Tg, with fragile liquids showing a strong temperature 
dependence of viscosity around Tg* and strong liquids almost 
showing an Arrhenius like behavior. The inset shows the increase in 
molar heat capacity, cp, at the glass transition, which is commonly 
larger for fragile liquids. Figure taken from Ref. [19]. 
 
Within the framework of kinetic fragility, metallic glass-forming liquids are found in 
the range of intermediate D*-values. The kinetically stronger metallic glasses display 
D*-values in between 25 and 35 [44–46], the intermediate ones have a D* around 20 
[44,47,48], and the most fragile ones show values below 15 and even down to 10 
[8,24,49].  
When interpreted as an activation energy, the kinetic fragility of the liquid can also 
be described by the slope of the viscosity curve in the Angell plot at Tg*, leading to 








 . (2.11) 
This fragility index, or steepness index, can be calculated directly from the fitting 












 . (2.12) 
While the VFT model can describe the course of viscosity for many glass-forming 
liquids, it is only an empirical model and there are systems that are not well fitted by 
this model. Hence, many more viscosity models were developed [17,53,54], and some 
of the more recent ones are used in this work and are presented in the following. The 
models are used to describe the course of viscosity over the whole experimental 
temperature range and the corresponding results are discussed in Chapter 4.7. 
The MYEGA (Mauro, Yue, Ellison, Gupta, Allan) equation was first reported in 2009 
[55] and is based on the Adam-Gibbs model [53]. The physical foundation of their 
model is based on the temperature dependence of the configurational entropy and the 
model provides an improved prediction of the low-temperature viscosity without a 
singularity at a finite temperature (compare to T0 in the VFT equation), hence 
contradicting the existence of an ideal glass transition as implied by Kauzmann [18].  
According to the MYEGA model, viscosity can be described as [55]: 






)] , (2.13) 
where B and C are the fitting parameters, and ƞ0 represents the viscosity at infinite 
temperature, as in the VFT equation. The corresponding m-fragility index can be 










∗) . (2.14) 
Another viscosity model is the cooperative shear model which was developed by 
Demetriou et al. in 2006 [56]. It is based on the idea that flow in metallic glasses is 
accommodated by “shear transformation zones” (STZ) (compare to Chapter 2.1.7) 
where a cooperative shearing of atomic clusters takes place [57]. Within the 
cooperative shear model, an exponential dependence of viscosity on the activation 
barrier for shear flow is assumed, which itself again depends exponentially on 
temperature. The mathematical formulation of the model is the following [56,58]:  
 
𝜂 = 𝜂0 exp {
𝑊
𝑘𝑇
} = 𝜂0 exp {
𝑊𝑔
𝑘𝑇
















where W is the activation energy barrier for shear flow, which displays an exponential 
temperature dependence and k the Boltzmann constant. n is the elastic softening index 
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equilibrium activation energy barrier at the glass transition and ƞg is the viscosity at 
the glass transition, which is 1012 Pa s by definition. The estimated corresponding STZ 
volume is roughly 5 nm3 or around 250 atoms [58]. In the end, the cooperative shear 
model makes use of only three fitting parameters.  
For a profound explanation of the nature of the activation energy barrier for shear 
flow, the reader is referred to Ref. [58]. In short, it depends on the shear modulus and 
the effective STZ volume, which both are temperature dependent and connected via 
the elastic softening index n, thus resulting in the formulation written above.  
The m-fragility index for the cooperative shear model can be calculated as [58]: 
 𝑚 = (1 + 2𝑛) log (
𝜂𝑔
𝜂0
) . (2.16) 
The last viscosity model introduced in this work is the extended MYEGA model [59]. 
It was developed by Mauro and coworkers in 2010, and accounts for a strong and a 
fragile contribution in metallic glass-forming systems that display a strong-to-fragile 
transition in their fragility behavior upon heating. This extended MYEGA model 
reproduces the scaling of dynamics across the strong and the fragile regime. The model 
uses two constraint onset temperatures and can be expressed as [59]: 
 ln 𝜂 = ln 𝜂0 +
ln(10)
𝑇 [𝑊1 exp (−
𝐶1
𝑇




 , (2.17) 
where C1 and C2 are two different onsets at which different structural mechanisms 
cause floppy-to-rigid transitions. W1 and W2 are weighting factors for the two 
contributions. An m-fragility steepness index can now be calculated for the strong and 




∗  (1 +
𝐶𝑛
𝑇𝑔 𝑛
∗ ) exp (
𝐶𝑛
𝑇𝑔 𝑛
∗ ) , (2.18) 
where n is 1 or 2 for the strong or the fragile part.  
As the extended MYEGA equation already implies, a crossover from a strong to a 
fragile fragility behavior is observed in several bulk metallic glass-forming alloy 
compositions [60,61]. In Zr-based glass-forming liquids, a change in the temperature 
dependence of viscosity is well documented [62,63] and was further investigated by 
Wei and Stolpe et al. [64,65]. In their work, the changes in fragility are caused by 
structural changes resulting from a temperature induced strong-to-fragile (SF) liquid-
liquid transition (LLT) upon heating. These structural changes can be seen as an 
abrupt shift in the first peak position of the total structure factor in in-situ synchrotron 
X-ray diffraction experiments without a pronounced change in density. The rather 
disordered and fragile high temperature liquid (HTL) transforms into a more ordered 
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LLT involves changes in the short- and medium-range order. Given the importance of 
the kinetics of the melt, and even more its structure, on the crystallization process 
and hence the glass-forming ability, the existence of such a transition is of great 
importance to the glass-forming behavior of a BMG. 
A typical example for the indication of a SF LLT in high- and low-temperature 
viscosity measurements can be seen in the Angell plot in Fig. 2.5 for two Fe-based 
BMGs from our publications [48,66]. The lines correspond to VFT fits of the 
datapoints that clearly indicate a mismatch between the high- and the low-
temperature behavior. The red dots only indicate a possible course of such a transition 
and do not result from measurements. 
 
 
Figure 2.5: Angell viscosity plot of the bulk metallic glass-forming 
alloys Fe43Cr16Mo16C15B10 (black) and Fe67Mo6Ni3.5Cr3.5P12C5.5B2.5 (blue 
thin lines). The lines correspond to VFT fits of the datapoints. The 
viscosity measurements at low and high temperatures indicate a 
strong-to-fragile (SF) liquid-liquid transition (LLT) in between the 
low temperature liquid (LTL) and the high temperature liquid 
(HTL). The red dots only indicate a possible course of such a 
transition and do not result from measurements. Figure adapted from 
Ref. [48].  
 
Such LLTs have been observed in many more metallic glass-forming systems, e.g. in 
an Au-based BMG where a LLT occurs just around the glass transition, as observed 
by synchrotron XRD and X-ray photon correlation spectroscopy (XPCS) 
measurements [67,68], and also in a Pd-Ni-P alloy [69] and a La-Al-Ni alloy [70]. Even 
binary metallic and metalloid melts can display LLTs, as experimentally proven by 
Wei et al. for the Ge-Te system [71], and also found for the Cu-Zr system in  molecular 
dynamics simulations [72] and later in experiments [73,74]. However, not only metallic 
liquids display LLTs, but a wide variety of other systems show similar phenomena, 
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As a last comment on the fragility concept for metallic liquids, it should be mentioned 
that the fragility behavior can also be directly correlated to temperature-induced 
structural changes in the liquid. Based on their in-situ synchrotron X-ray diffraction 
experiments, Wei and Stolpe et al. found a correlation between a structural metric 
and the kinetic fragility [65,79], leading to the so-called structure-fragility concept. 
The synchrotron diffraction data obtained in this work is also evaluated with respect 
to this metric and the theoretical concept is introduced directly in the context of the 
discussion of the data in Chapter 4.6.3, starting with Eq. 4.2. 
2.1.5 Glass-Forming Ability 
The glass-forming ability (GFA) of a liquid describes the ease at which crystallization 
can be avoided upon cooling and a glass can be formed. It can be measured in terms 
of a critical maximal casting diameter dc, or by a critical minimum cooling rate for a 
fully amorphous sample. The crystallization kinetics that determine the GFA of a 
liquid are governed by the driving force for crystallization, the interfacial energy 
between the liquid and the crystal, and the atomic mobility in the melt. The resulting 
temperature-dependent crystallization times can best be visualized in a time-
temperature-transformation (TTT) diagram (compare to Fig. 1.1). 
The driving force for crystallization, ∆Gl-x(T), as well as the atomic mobility in terms 
of the melt viscosity, ƞ(T), were already discussed in the previous chapters. The 
interfacial energy between the liquid and the crystal, however, causes a nucleation 
energy barrier for the formation of a supercritical crystalline nucleus. In the end, all 
three factors influence the nucleation and growth of crystals in an undercooled melt. 
While here only a short summary of nucleation theory and crystal solidification can 
be presented, a detailed explanation can be found in Refs. [80,81]. 
From a thermodynamic point of view, both, the driving force for crystallization and 
the interfacial energy between the liquid and the crystal, determine if a crystalline 
nucleus is stable. The change in Gibbs free energy, ∆G, upon the formation of a 
crystalline nucleus can be expressed as: 
 ΔG = −V𝑆 ΔG
𝑙−𝑥(𝑇) + 𝐴𝑆𝐿  𝛾
𝑙−𝑥  , (2.19) 
where ∆Gl-x(T) is the volumetric difference in Gibbs free energy between the liquid 
and the crystal, as given by Eq. 2.1. VS is the volume of the solid phase, ASL is the 
area of the interface between the solid and the liquid, and γl-x is the interfacial energy 
between the liquid and the solid. For a spherical crystallin nucleus with radius r, Eq. 
2.19 can be rewritten as: 
 ΔG = − 4 3⁄ π 𝑟3 ΔG𝑙−𝑥(𝑇) + 4π 𝑟2 𝛾𝑙−𝑥  , (2.20) 
and the corresponding contributions in Gibbs free energy as a function of r are depicted 
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contribution of the surface term, the Gibbs free energy curve displays a maximum for 
a cluster with the critical radius r*. Below this radius, the cluster remains an unstable 
embryo and energy is gained by dissolving the cluster, however, above the critical 
radius a supercritical nucleus is formed that gains energy upon growth. The critical 
radius r* corresponds to the point where d∆G/dr = 0, and the Gibbs free energy value 
at the critical radius, ∆G*, is referred to as the nucleation barrier. This barrier needs 
to be overcome to form a supercritical nucleus that leads to crystallization of the 
system. As for small undercoolings the Turnbull approximation (Eq. 2.5) can be 












 , (2.22) 
where ∆Hf is the enthalpy of fusion, and Tf the fusion temperature. The influence of 
undercooling is also visualized in Fig. 2.6. The dashed grey line corresponds to a higher 
undercooling, which lowers the critical radius and the nucleation barrier, thus 
increasing the nucleation probability. 
 
 
Figure 2.6: Gibbs free energy difference ∆G in a liquid when a 
spherical crystalline nucleus with the radius r is formed. The ∆G-
curve contains a volume- (grey) and a surface- (red) contribution, 
leading to a maximum for a cluster with the critical radius r* and a 
nucleation barrier ∆G*. Clusters larger than r* are supercritical and 
gain energy upon growth. 
 
With the knowledge of the nucleation barrier and the atomic mobility of the system, 
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 I(T) = A υ(T)exp (−
ΔG∗
𝑘𝐵 𝑇
) , (2.23) 
where A is a constant pre-factor, υ(T) the atomic jump frequency, and kB the 
Boltzmann constant. The atomic jump frequency corresponds to the attachment 
frequency of atoms to a supercritical cluster and represents the atomic mobility. It is 
directly connected to the average atomic diffusion coefficient, D, which again relates 
to the viscosity via the Stokes-Einstein relation (Eq. 2.7). 
Once a supercritical nucleus was formed, the growth velocity of its surface can be 




D [1 − exp (−
ΔG𝑙−𝑥
𝑅 𝑇
)] , (2.24) 
where f is a constant influenced by the roughness of the interface between the crystal 
and the liquid, a0 corresponds to the average atomic diameter, and D is the atomic 
diffusivity. Both, the nucleation rate and the growth rate, depend on a thermodynamic 
contribution in terms of a Gibbs free energy difference, and a kinetic contribution in 
terms of the atomic diffusivity.  
Finally, the crystallization process upon undercooling is governed by the combined 
influence of I(T) and u(T). For a given temperature T, the volume fraction X of the 
system that has crystallized in the time t, can be modelled by the Johnson-Mehl-
Avrami-Kumogorov (JMAK) equation [80]: 
 𝑋(t) = 1 − exp[𝜋 3⁄  𝐼(𝑇) 𝑢(𝑇)3 𝑡4] . (2.25) 
When rearranging this equation for a given volume fraction of crystals, it directly 
describes the shape of the crystallization nose in a TTT diagram. At high 
temperatures, thus small undercoolings, the contribution of the growth rate u(T) 
dominates, due to a small driving force for crystallization and a high atomic mobility. 
At low temperatures and high undercoolings however, the large driving force for 
nucleation triggers nucleation but the low atomic mobility limits the growth of the 
nuclei. Therefore, the crystallization process is nucleation controlled at small 
undercoolings and growth controlled at high undercoolings. Consequently, the 
minimum waiting time for crystal formation, τx*, is found at the temperature T*, 
where growth and nucleation rate superimpose most constructively. τx* corresponds 
to the time where the tip of the crystallization nose is located in the TTT diagram 
and can be translated into a critical casting thickness [83]. 
Figure 2.7 displays three schematic TTT diagrams in order to visualize the influence 
of the previously discussed quantities (driving force for crystallization, interfacial 
energy, and atomic mobility) on the crystallization time in the JMAK equation. The 
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γl-x, the driving force is considered via the entropy of fusion ∆Sf, according to the 
Turnbull approximation (Eq. 2.5), and the atomic mobility is considered via the 
kinetic fragility that determines the viscosity.  
System 1) in Fig. 2.7 corresponds to a bad glass-former with a low GFA. The minimum 
waiting time for crystal formation, τx*, is only 1.7×10
-8 s which roughly corresponds to 
a critical casting thickness of only 7.5 μm. Such properties are expected for alloys with 
a low interfacial energy, a high driving force, and a kinetically fragile liquid. System 
2) describes a better glass-former with intermediate values for the three properties, 
and system 3) corresponds to an excellent glass-former with a critical casting thickness 
of 63 mm. Such a high GFA can be observed in systems with a high interfacial energy, 
a kinetically strong liquid behavior and a driving force for crystallization that is not 
too high.  
 
 
Figure 2.7: Effect of the interfacial energy, γl-x, the Gibbs free energy 
difference between the liquid and the crystal (represented by the 
entropy of fusion, ∆Sf) ∆Gl-x, and the kinetic fragility of a liquid on 
the crystallization nose in a TTT diagram. The GFA improves 
systematically from system 1) to 3) by changing the parameters. 
Figure taken and caption adapted from Ref. [29].  
 
Within the context of minor additions, and also impurities, the topic of heterogeneous 
nucleation plays an important role. In a system with a high GFA, e.g. system 3), the 
GFA can be drastically reduced if heterogeneous nucleation occurs and the resulting 
TTT diagram could resemble the one of system 2), or even system 1).  The nucleation 
barrier ∆G* is reduced due to the presence of crystalline surfaces that act as initial 
nucleation sites. These heterogeneous nucleation sites can for example be oxide 
particles due to impurities that do not dissolve at the casting temperature [11,84,85], 
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When the alloy composition is changed, e.g. by minor additions, this can also result 
in a change of the primary crystallizing phase. This goes along with a change in the 
interfacial energy between this new phase and the liquid, as well as with a possible 
change in the driving force for nucleation of this phase. Consequently, minor additions 
can shift the nose in the TTT diagram in different directions, either improving or 
deteriorating the GFA.  
Theoretical considerations aside, there are many empirical correlations and models 
that can be used to estimate the GFA of BMGs. 
In 1969, Turnbull presented the concept of the reduced glass transition temperature, 
Trg = Tg/Tl [87] (Turnbull initially used the solidus temperature Tm instead of the 
liquidus temperature Tl, which was however later found to correlate better with the 
GFA [88]).  A high Trg-value indicates a better GFA, as only a small temperature 
range between the stable liquid and the glass needs to be passed, and good glass 
formers often show Trg-values above 2/3. This is the case for deep eutectic 
compositions, where the liquid phase is stable down to low temperatures.  
Another criterion for good glass-formers is the confusion principle [89]. The chance 
that a melt easily forms a stable crystalline structure diminishes with an increasing 
number of elements, as complicated crystal structures hamper the crystallization 
process. This effect is increased if the constituent elements possess different atomic 
sizes, which allows for a more efficiently packed structure. This densely packed 
structure displays retarded kinetics and slows down crystallization. According to 
Miracle and his efficient cluster packing model [90,91], the atomic structure can be 
used to predict the GFA, with an efficient packing being highly beneficial. An efficient 
packing goes along with a small amount of free volume in the liquid, which again 
indicates a pronounced short range order [92]. Systems with a pronounced order in 
the liquid state typically display a small entropy of fusion, which following the 
Turnbull approximation indicates a small driving force for crystallization [93]. 
In 1997, Inoue proposed three empirical rules to predict the GFA. Necessary for a high 
GFA are: “(1) a multicomponent system consisting of more than three elements, (2) 
significantly different atomic size ratios above about 12% among the main constituent 
elements, and (3) negative heats of mixing among the elements.” [94]. These rules can 
be understood as a combination of some of the previously mentioned criteria, with (1) 
referring to the confusion principle, and (2) and (3) to the efficient cluster packing, 
due to atomic size and atomic bonding. Inoue also proposed that the length of the 
supercooled liquid region upon heating correlates with the GFA, as a thermally stable 
supercooled liquid region indicates sluggish kinetics and a high resistance against 
crystallization and is therefore often observed in strong liquids [95]. This criterion is 
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2.1.6 Structure 
In crystalline metals the structure is well defined by the atomic lattice. In metallic 
liquids and glasses however, the structural order is much more complicated, and no 
long-range order is found. Hence, no sharp Bragg diffraction peaks are found in X-ray 
diffraction experiments, which was already proven for the first metallic glass in 1960 
[1]. Metallic liquids and glasses are often considered disordered, which is not 
completely true as a distinct short-range order (SRO) and even medium-range order 
(MRO) exists. When taking into consideration that a metallic glass is a frozen-in 
metallic liquid, structural similarities are apparent. However, an increase in structural 
order is still observed upon cooling a metallic liquid from high temperatures down to 
the glassy state.  
Till the 1960s, liquids were mostly seen as dense gases or disordered solids. At this 
time, the works of Bernal contributed to a profound understanding of the structure of 
liquids and the idea of random packing [96]. For a better understanding, simple 
monoatomic liquids were considered, where the atoms can be seen as hard spheres. 
These spheres form a dense randomly packed structure with irregular polyhedra, which 
are the structural unit defining the SRO in the liquid [97–99].  
In the 1970s, review articles by Cargill [100] and Finney [101] summarized the progress 
made so far in the investigation of the structure of amorphous metals and alloys. These 
solid amorphous structures were found to show structural features similar to the ones 
of the liquid state. New experimental diffraction techniques were described, the 
structure of alloys (and not only monoatomic liquids) was investigated and the dense 
random packing model of hard spheres was refined [100]. In this context, the concept 
of icosahedral arrangements as local structural units (clusters) was introduced, where 
twelve atoms surround a center atom. Around the same time, Gaskell proposed 
trigonal prisms that connect via edge sharing as local structural units in metal-
metalloid glasses [102].  
Only few years ago, local icosahedral order in metallic glasses was experimentally 
imaged for the first time [103]. Hirata et al. used Angstrom-beam electron diffraction 
(ABED) to obtain two-dimensional images of distorted icosahedral clusters. As shown 
in Fig. 2.8 a), the electron diffraction images resemble the images predicted by 
simulations. The models on the right visualize the distorted icosahedra from two 
different viewing angles.  
Depending on the alloy system, the constituent elements, their size distribution, and 
their chemical interactions, different local representative structural units or clusters 
are conceivable. The size ratio of the different constituent elements for example 
determines which coordination number (Z) around a central solute atom leads to an 
efficient filling of space. Figure 2.8 b) displays six different Kasper polyhedra [104] 
corresponding to the different coordination numbers. While the size ratio of atoms 
defines the topological SRO, a strong chemical affinity between the constituent 
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atom is surrounded by metallic atoms [105]. Just recently we found experimental 
evidence for a change in the local representative structural unit upon a change in alloy 
composition. In Pt-P based liquids, trigonal prisms are the dominant representative 
structural unit, whereas the influence of icosahedral SRO increases upon gradually 
replacing Pt by Pd, thus diminishing the presence of trigonal prisms [93]. 
 
 
Figure 2.8: Short-range order (SRO) in metallic liquids and glasses. 
a) Experimental and simulated electron diffraction patterns of 
icosahedral clusters in a Zr80Pt20 metallic glass, confirming the 
presence of icosahedral clusters as local representative structural 
units. Taken from Ref. [103]. b) Kasper polyhedra corresponding to 
the different possible cluster structures depending on the 
coordination number Z. Taken from Ref. [105]. 
 
The medium-range order (MRO) in metallic liquids and glasses is defined by the 
connection scheme between the local representative structural units that define the 
SRO. In 2004, Miracle proposed the so-called efficient cluster packing (ECP) model 
[91] and further elaborated the model in 2006 [106], where efficiently packed solute-
centered atomic clusters act as local representative structural element (RSE). The 
model combines the random positioning of solvent atoms with an atomic order of the 
solutes. The clusters can be idealized as spheres that are again efficiently packed to 
fill space, hence resulting in a quasi-periodic arrangement similar to a face-centered 
cubic or hexagonal close-packed structure, which explains the MRO. Neighboring 
clusters can overlap in the first coordination shell, thus reducing internal strains. 
Furthermore, the solvent atoms are located on random positions, as there is no 
orientational order in between the clusters. And finally, all solute atoms have a specific 
preferred size ratio in relation to the solvent atoms, which are the majority species, to 
satisfy the conditions for topological SRO within the cluster.  
The Miracle model does not take chemical effects into account and is purely based on 
geometrical considerations. In 2006, Ma and coworkers further elaborated on the idea 
of efficient cluster packing by including the effects of chemical affinity on the SRO 
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metallic glass. Their results show the presence of fragments of icosahedra, indicating 
an icosahedral-type MRO or cluster ordering. The dominant type of MRO in a metallic 
glass can change for systems with a high solute concentration. At one point, solute-
solute contacts cannot be avoided, and the solute atoms arrange in string-like 
structures that are surrounded by solvent atoms. These so-called extended clusters 
connect via edge-, vertex- or face sharing and lead to a different type of MRO [105].  
The structure in metallic glasses is typically investigated by diffraction methods, e.g. 
by synchrotron X-ray diffraction experiments. The underlying principle is introduced 
in Chapter 3.5, and a typical diffraction pattern of an amorphous metallic solid can 
be seen in Fig. 3.11 a). The structural information is contained in the structure 
function, S(Q), as well as in its Fourier transform, the pair distribution function, g(r). 
Simply spoken, the pair distribution function shows the probability of finding an atom 
in the distance r from the reference atom. A typical g(r)-curve for a metallic glass is 
shown in Fig. 2.9 b), together with a schematic 2D depiction of the atom arrangement. 
The first peak in g(r) corresponds to the first coordination shell around a central atom, 
whereas the second peak corresponds to the second nearest-neighbor shell.  
 
 
Figure 2.9: Medium-range order (MRO) in metallic liquids and 
glasses. a) 3D model of an assembly of clusters in the Zr84Pt16 metallic 
glass. The SRO is dominated by solute (Pt) centered clusters, as 
indicated by the dashed circles. For each cluster, the Voronoi index 
is given in triangular brackets. The combination of edge sharing (ES) 
and face sharing (FS) between the clusters determines the MRO. 
Taken from Ref. [105]. b) Pair distribution function, g(r), of a 
metallic liquid (orange line) and the corresponding glass (blue dashed 
line). The inset displays a schematic 2D representation of the atom 
arrangement with shells around a central atom. The second peak in 
g(r) corresponds to the second nearest neighbor distance. c) 
Schematic representation of different cluster connection schemes, for 
the sharing of one to four atoms between neighboring clusters. b) and 





Chapter 2: Background 
27 
The shape and position of the second peak in g(r) reveals information on the MRO 
and the dominant cluster connection schemes [107]. A splitting of the peak indicates 
different cluster connection schemes, e.g. the sharing of edges, faces and vertices. Such 
connection schemes are schematically depicted in Fig. 2.9 c), for the sharing of one to 
four atoms between neighboring clusters. A more detailed interpretation of the g(r)-
curve with respect to the connection schemes and implications regarding icosahedral 
SRO is presented later on in the discussion in Chapter 4.6.3. 
2.1.7 Mechanical Properties and Deformation 
Their extraordinary strength and elasticity are what makes BMGs interesting 
candidates for structural applications and explains the large interest in BMGs from 
industry. A qualitative stress-strain diagram (yield strength vs. elastic limit) for BMGs 
in comparison to common structural engineering materials was already shown in the 
introduction in Fig. 1.2. In general, amorphous metals exceed the strength of steels 
and at the same time provide the elasticity of polymers. Their compressive fracture 
strengths range from 2 GPa for Zr-based glasses up to 5 GPa for Co-Fe-based glasses, 
thus approaching the theoretical strength limit. In combination with a yield strain of 
typically 2 %, BMGs display an extraordinary high resilience σy
2/E, which makes them 
an ideal spring material [108]. Based on their high yield strength, they also show high 
hardness values (up to 1100 HV for iron-based alloys) and excellent wear resistance 
[109]. 
Their unique mechanical properties in comparison to crystalline metals result from 
their different microstructure, or rather the lack of it. As amorphous metals do not 
show any long-range order and crystalline lattice, the well-known vehicles of plastic 
deformation in crystalline metals, the dislocations, cannot be formed. This results in 
new deformation mechanisms that explain the increased strength and elasticity. 
Plastic deformation at temperatures well below the glass transition (e.g. at room 
temperature) in amorphous metals is carried by so-called shear bands [110].  
Two possible atomistic mechanisms for shear band formation were already proposed 
in the late 1970s by Argon [57] and by Spaepen [111], both of which describe a local 
rearrangement of atoms that can accommodate shear strain. Figure 2.10 a) depicts a 
two-dimensional schematic of the mechanism proposed by Argon, the shear 
transformation zone (STZ). A STZ is basically a cluster of atoms where an inelastic 
shear event occurs, transferring the cluster from one energetically low configuration 
to a different one, while a configuration of higher energy and volume needs to be 
crossed in the process. Simulations predict such STZ to contain few to roughly 100 
atoms [112]. Contrary to dislocations in crystalline metals, STZ are not structural 
defects in the amorphous structure. They cannot be distinguished from the rest of the 
structure and are rather defined by the shear event itself, leading from one 








Figure 2.10: a) and b) Schematic depictions of atomistic mechanisms 
for plastic shear deformation in BMGs. a) shows a shear 
transformation zone (STZ), after Argon [57], and b) a local atomic 
jump, after Spaepen [111]. c) Scanning electron image showing 
surface offsets due to shear bends in a metallic glass deformed by 
bending. Figures a) and b) taken from Ref. [112], c) taken from Ref. 
[113].  
 
The second deformation model by Spaepen is schematically depicted in Fig. 2.10 b). 
Spaepen describes plastic flow as a series of discrete atomic jumps, which are favored 
near sites of high free volume. Consequently, this diffusive-jump-type model is based 
on the ideas of the free volume concept by Cohen and Turnbull [17,20,114]. The free 
volume is defined as the part of the excess volume that can be redistributed without 
changing the energy of the system [20]. The excess volume describes the difference in 
volume between the observed structure and the “ideal glass”, which would be the glass 
with the lowest possible energetic state [20].  
The process of shear band formation determines the macroscopic mechanical 
properties of BMGs. While the term “glass” often implies a brittle behavior, many 
BMGs display a large ductility and plasticity, e.g. as in Ref. [115]. Figure 2.10 c) 
shows a BMG sample after strong plastic deformation by three-point flexural bending. 
Surface offsets due to shear bands are clearly visible and accommodate the plastic 
deformation. Typical stress-strain curves corresponding to bending tests on ductile 
BMGs can be found later in the results section in Fig. 4.3 on page 74.  
However, as in crystalline materials, the mechanical properties, and especially the 
ductility, strongly depend on the processing conditions during production of the 
sample or the sample history in general. As the atomistic deformation mechanism is 
largely influenced by the excess volume and free volume of the structure, the amount 
of free volume that is frozen-in upon quenching influences the ductility. The influence 
of the sample cooling rate on the excess volume and at the same time on the fictive 
temperature was already visualized in Fig. 2.1. In 2013, Kumar et al. for the first time 
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temperature of the system [116] and just recently the concept was further elaborated 
in the context of a toughening transition [117].  
Kumar proposed that there is a critical fictive temperature Tfic,crit below which a brittle 
fracture behavior is observed. When the fictive temperature Tfic falls below Tfic,crit, the 
amount of excess volume that is frozen-in is too low to allow for the activation of 
multiple STZ which would be necessary for plastic deformation. This idea leads to 
many more implications. First, if a sample is cooled too slowly, the fictive temperature 
falls below the threshold. As large samples experience a lower cooling rate in the 
center, they tend to embrittle. The slow cooling of smaller samples also causes 
embrittlement. Second, the fictive temperature is also linked to the relaxational state 
of a sample. Relaxation lowers Tfic (and decreases the excess volume), hence causing 
embrittlement. Third and last, increasing the excess volume of a sample can make 
initially brittle samples ductile. The process of increasing the excess volume is typically 
called rejuvenation and can be achieved by various methods. A thermoplastic forming 
process (compare to Chapter 2.3) can be used to heat a sample to the desired fictive 
temperature with a higher excess volume and then rapidly quench the sample to 
conserve the obtained structure. Furthermore, the excess volume can be increased by 
mechanical deformation, e.g. by cold rolling [118–120] and by shot peening [121], or 
even by cryogenic cycling [122]. 
To this point, only the mechanical properties and deformation behavior at 
temperatures far below the glass transition were discussed. Approaching the glass 
transition however, the mechanical behavior of BMGs changes drastically and different 
deformation mechanisms come into play. The deformation behavior dependent on 
temperature as well as the applied stress and the deformation rate is schematically 
visualized in Fig. 2.11. This deformation map is taken from a review by Schuh et al. 
[112] and is based on the ideas of Spaepen [111].  
Figure 2.11. displays the dominant deformation mechanism on a temperature scale 
normalized to Tg. On the left ordinate, the shear stress normalized to the shear 
modulus is shown and on the right one, absolute stress values are shown for a typical 
Zr-based BMG. At low temperatures and low stresses, the system shows an elastic 
response where flow can be neglected (white area). When increasing temperature, 
homogeneous deformation sets in. The temperature at which homogeneous flow can 
be observed largely depends on the applied strain rate, which is indicated by the 
dashed black lines in the bottom right corner. At slow strain rates for example, 
homogeneous flow can already be detected at lower temperatures (and hence higher 
viscosities). At increased stresses, the homogeneous Newtonian deformation behavior 
changes to a non-Newtonian one.  
The whole area of homogeneous flow corresponds to the processing area for 
thermoplastic forming (compare to Chapter 2.3). In this region the softening of the 
amorphous structure due to the glass transition can be used to accommodate large 
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for thermoplastic polymers. Homogeneous flow itself is thermally activated and allows 
for deformation that is evenly distributed throughout the whole sample.  
 
 
Figure 2.11: Schematic deformation map for BMGs. The dominant 
deformation mechanism is shown on a temperature scale normalized 
to Tg and depending on the shear stress normalized to the shear 
modulus. At low temperatures and low stresses, the system shows an 
elastic response where flow can be neglected. At high temperatures, 
homogeneous flow is observed, and the starting temperature depends 
on the strain rate (dashed black lines). At high stresses, 
inhomogeneous deformation occurs due to a shear localization in 
shear bands. Taken from Ref. [112]. 
 
When the stress is increased, a transition from homogeneous steady-state flow (or 
elastic behavior) to inhomogeneous deformation (blue area) occurs. The thick black 
almost horizontal line separates the regime at high temperatures and low stresses, 
where homogeneous deformation occurs, from the regime at low temperatures or high 
stresses where inhomogeneous deformation and shear localization occur. The regime 
of shear localization, or rather shear band formation, corresponds to the 
inhomogeneous deformation mechanisms that are depicted in Fig. 2.10 a) and b). 
For an in-depth discussion of the mechanical properties and the deformation behavior 
of amorphous metals, the interested reader is referred to literature. The review article 
by Schuh et al. [112] is recommended for an overview with a specific focus on 
fundamentals and mechanisms of deformation and fracture. For a general review of 
mechanical properties of BMGs the reader is referred to the work of Trexler and 
Thadhani [123], and for a review on shear bands to the work of Greer et al. [110]. 
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2.1.8 Sulfur-Containing BMGs 
To date there are hundreds or even thousands of BMGs that have been discovered. 
However, there is a vast variety of alloy compositions that have never been 
investigated so far, and the number of potential BMG compositions is estimated to be 
more than three million [127]. This estimation is based on a combinatory approach 
that considers 32 elements to be practical for the formation of BMGs, excluding toxic 
or radioactive metals and elements that have not been used in BMGs before. The 
number of possible combinations can even be significantly increased if additional 
elements can be considered, and within the scope of this work, sulfur (S) is considered 
as a new constituent element in BMGs. 
In late 2015, Kuball, Gross, Busch, and I for the first time discovered a bulk metallic 
glass-forming alloy with sulfur as a major constituent. This discovery was made in the 
Pd-Ni-S system and inspired the attempt to try sulfur as a constituent element in 
many other metallic systems. Throughout 2016 and 2017, hundreds of alloy 
compositions were produced and tested regarding their GFA, leading to the discovery 
of more than 500 different and new sulfur-containing glass-forming compositions. 
Finally, in 2017 a patent for S-containing BMGs was filed [128] and the first paper 
was published [7].  
Three general classes of S-containing BMGs were found: alloys with high S-contents 
above 20 at%, alloys with intermediate S-contents around 8 at%, and alloys with 
minor additions of S (between 1 and 2 at%). The S-containing alloys were found in 
systems with distinctly different constituents, e.g. in Pd-Ni-S, in Ti-(Zr)-Ni-S, in Ti-
(Zr)-Cu-S, in Ti-(Zr)-Pd-S, in Zr-Cu/Ni-Al-S, in Zr-(Ti)-Ni-S, in Cu-Ti-Zr-Ni-S, and 
in Ni-Nb-S. A publication on the bulk glass formation in the initially discovered Pd-
Ni-S system was released in 2018 [8], and the first paper on Ti-based alloys in the Ti-
(Zr)-Cu/Ni-S system was published in 2019 [9]. An in-depth investigation on the 
properties of S-containing BMGs in the Pd-Ni-S and the Ti/Zr-Cu/Ni-S system can 
be found in the doctoral thesis of Alexander Kuball, which is written simultaneously 
with this work [129].   
Especially in the Cu-Ti-Zr-Ni-S and the Zr-Cu/Ni-Al-S system, minor additions of S 
drastically change the properties.  The supercooled liquid region of the Zr-based alloy 
Vit105 (Zr52.5Cu17.9Ni14.6Al10Ti5) [11] and the Cu-based alloy Vit101 (Cu47Ti34Zr11Ni8) 
[12] can significantly be enhanced [7]. These findings inspired the first part of this 
work on the effect of minor additions in these two systems. The observations made 
for S suggested to also evaluate the influence of minor additions of phosphorus (P) in 
the same alloy families, as P is the neighboring element of S in the periodic table and 
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2.2 Minor Additions 
Minor additions of certain elements are commonly used in the whole field of 
metallurgy. In fact, the most used structural metal, steel, owes its excellent properties 
to minor additions of carbon in iron. In the case of aluminum, minor additions of 
copper can be used to significantly strengthen the material, based on the phenomenon 
of precipitation hardening [130]. Minor additions also provide an effective way to 
control the nucleation process in a melt and hence fine-tune the microstructure during 
solidification. Instead of the term minor additions, sometimes the term microalloying 
is used synonymously. As microalloying tendentially refers to additions of far below 
1 at%, in this work the term minor additions is used preferentially, as additions up to 
some at% are considered.  
2.2.1 Minor Additions in BMGs 
As for conventional alloys, the properties of BMGs can also be adapted and fine-tuned 
by minor additions. There is a large number of publications on different effects of such 
additions, and for a deeper insight the reader is referred to a well-written review article 
by Wang [10], as well as two other review articles in Refs. [131,132]. 
In general, the functions of minor additions in BMGs can be summarized as the 
following [10]: Enhance (but also deteriorate) the GFA [133,134], explore new BMGs 
[135], scavenging the oxygen in elements and processing environment [136,137], 
improve the castability, induce the formation of BMG-based composites [133], enhance 
the thermal stability [133,134,138], strengthen the BMG, enhance the ductility [139–
141], improve the magnetic properties, or even change the corrosion behavior [142]. 
The mechanisms causing these changes are not so easy to reveal. One possible influence 
is that the liquid behavior of an alloy is changed by minor additions. The kinetic 
fragility behavior can for example be altered, whereas a kinetically stronger behavior 
causes a slowdown in the atomic mobility above the glass transition temperature, thus 
slowing down the crystallization process and increasing the GFA. Another possibility 
is a stabilization of the liquid state by minor additions, where the liquidus temperature 
is lowered by alloying. Minor additions can also suppress the formation of the 
crystalline phases competing with the liquid phase. And finally, they can act as oxygen 
scavenger, e.g. yttrium, and bind harmful oxygen impurities [137]. 
Typically, different types of atoms for minor additions can be distinguished. Metalloid 
elements, like Si, C, and B show small atomic diameters and also a high chemical 
affinity to the typical constituents of BMGs, like Zr, Ti, Cu, etc. While the metalloids 
tend to form high-melting compounds with the other metals, which should trigger 
heterogeneous nucleation, they also significantly increase the packing density in the 
liquid state and hence stabilize the melt against crystallization. Therefore, the effect 
of metalloid additions can be both beneficial and unfavorable for the GFA. A positive 
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ones. Therefore, minor additions of Hf, Zr, or Sn are often found. Additions of rare 
earth elements mostly act as oxygen scavengers, improving the GFA by removing 
heterogeneous nucleation sites [10]. 
The Cu-Ti-Zr-Ni alloy system, with its industrially interesting alloy composition 
Vit101 (Cu47Ti34Zr11Ni8) [12], has often been modified by minor additions. Vit101 itself 
displays a critical casting thickness of 4 mm and shows virtually no stable supercooled 
liquid region upon heating [12]. Experiments with SiC particles for the production of 
BMG composites revealed the beneficial influence of Si on Vit101 [133]. A Si addition 
of only 1 at% results in a critical casting thickness of 7 mm, thus 3 mm larger than 
for the base alloy. Additionally, the length of the SCL region upon heating can be 
extended by 20 K. Subsequent investigations by Park et al. revealed that both, the 
critical casting thickness and the length of the SCL region, can further be increased 
in the Cu47Ti33Zr11Ni8Si1 alloy by adding 2 at% of Sn [134]. The influence of minor 
additions of Si and Sn in Vit101 on the toughness was later investigated by Johnson 
and coworkers [143]. They found that both elements sharply decrease the toughness. 
This might be associated to a small increase in shear modulus, glass transition 
temperature, yield strength, and a decrease in Poisson’s ratio, which implies a negative 
correlation between toughness and the shear flow barrier. Eckert and coworkers 
however discussed, that the Si-containing alloys might not be fully amorphous and 
contain nanocrystals [144].   
While minor additions are typically added on purpose, oxygen impurities or other 
impurities can also be considered as minor additions. In most cases, an increased 
amount of oxygen has a detrimental effect on the GFA and often also on the toughness 
or ductility. In the case of Vit105 (Zr52.5Cu17.9Ni14.6Al10Ti5) the effect of  oxygen on the 
crystallization behavior of the undercooled melt was investigated by electrostatic 
levitation (ESL) [11]. A drastic shift of the crystallization nose in the TTT diagram 
upon cooling is reported, demonstrating a reduced GFA. An oxygen related 
embrittlement in a Zr-Cu-Al BMG was reported by Inoue and coworkers [145]. The 
influence of oxygen on the mechanical properties of Vit105 was shortly after 
investigated by Liu et al. [146]. There, they also report that the impurities 
dramatically embrittle the alloy and also decrease the GFA. They identified Zr4Ni2O 
particles by electron diffraction and suggest that these particles trigger crystallization. 
The strong influence of oxygen impurities is a general phenomenon in Zr-based alloys 
and explain the necessity to use high purity Zr instead of industrial grade material.  
2.2.2 Minor Additions of Sulfur and Phosphorus  
Minor additions of different metalloids like Si, C, and B are well known in BMGs. 
These elements are typically added due to their small atomic radius, leading to an 
increased packing density in the melt. The neighboring elements of Si when going to 
higher atomic numbers are phosphorus (P) and sulfur (S), which are considered as 
reactive nonmetals. While P is commonly found in BMGs, e.g. in the Pd-Ni-P system 
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S was never considered as constituent element in BMGs before 2018 [7]. However, it 
should be noted that the P-containing alloys typically contain significant amounts of 
P, above 10 at%, and not only minor additions.  
In our work from Ref. [7], the influence of minor additions of S on the thermal stability 
upon heating in three different alloy systems was presented, as shown in Fig. 2.12. In 
Vit101 and Vit105, additions of 1.5 % and 2 % of S, respectively, shift the glass 
transition to higher temperatures and at the same time increase the length of the SCL 
region. In the Ni-Nb system, the glass transition temperature stays unaffected upon 
the addition of 3 % of S, while the SCL region gets significantly extended. In all three 
cases, the extended SCL region indicates an improved thermoplastic formability [138], 
as will be evaluated later in this work. 
 
 
Figure 2.12: Influence of minor additions of sulfur on the thermal 
stability of three different BMGs. DSC scans with a heating rate of 
1 K/s are displayed, with the base alloys shown in black and the 
sulfur-bearing compositions in blue, which have an extended 
supercooled liquid region. Taken from Ref. [7].  
 
When only considering topological aspects regarding the constitution of an alloy, Si, 
P, and S can play the same role due to their similar atomic diameter, which are 110 pm 
for Si, 106 pm for P, and 103 pm for S [90]. The discovery of S as an element for minor 
additions in BMGs directly suggested to also try P, especially as Si was already 
successfully used, e.g. in Vit101 [133]. Hence, in this work the influence of minor 
additions of both S and P are investigated and compared for the Vit101 and Vit105 
system.  
One case where small amounts of P, around 5 at%, are known to be beneficial to the 
GFA is the binary Ni-Nb system. Kawashima et al. investigated the corrosion 
resistance of Ni55Nb40P5 upon the substitution of Nb with Ta [135]. Related to the 
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additions of P in the Ni-Nb system. Some promising preliminary results of this work 
are shown in the outlook in the very end of this thesis.   
2.3 Thermoplastic Forming 
One of the great advantages of polymers, especially thermoplastic polymers, in 
comparison to conventional metals, is the way they can be shaped. Thermoplastics 
become moldable above their glass transition temperature and can be brought into 
complex shapes without too much force or at too high temperatures. Typical 
processing techniques for thermoplastics are injection molding, blow molding, 
extrusion, and thermoforming and the corresponding products are found in our 
everyday lives. These advantages regarding formability are based on the amorphous 
structure of thermoplastics and can therefore be transferred to amorphous metals. As 
long as crystallization can be avoided, amorphous metals can be formed like 
thermoplastics in their supercooled liquid (SCL) region. Consequently, the possibilities 
of thermoplastic forming (TPF) are one of the great advantages of BMGs in 
comparison to crystalline metals. 
2.3.1 Casting of BMGs 
Before BMGs can be thermoplastically formed, an amorphous feedstock material needs 
to be produced. However, this amorphous feedstock material can be produced by 
different techniques and does not need to have a shape similar to the desired final 
product, thus decoupling the initial casting process from the subsequent forming 
process. This decoupling eases the boundary conditions regarding a rapid cooling of 
the melt and the resulting limited time for the filling of complex molds.  
Amorphous feedstock material can typically be obtained by mold casting techniques 
where a rapid cooling of the melt can be achieved. Alternatively, amorphous powder 
can be produced by melt atomization, which will however be discussed in Chapter 
2.3.3. On a laboratory scale, copper mold suction casting is one of the most common 
techniques and is established since 1994 [148,149]. The solid master alloy is placed in 
an arc melting furnace, on top of a copper mold with a small opening. An electric arc 
is ignited between the master alloy and a tungsten electrode and used to melt the 
alloy. The liquid metal is then sucked into the copper mold by a vacuum pump that 
is connected to the bottom of the mold. Upon entering the mold, the alloy is rapidly 
quenched and forms a glassy solid. Yet, this technique only allows for rather simple 
casting geometries, as the mold filling is only based on the force of the vacuum and 
gravity.  
However, when using an injection molding technique, complex molds can be filled. 
The forming abilities of such an injection casting process were recently described by 
Liu et al. [150]. During the casting process, amorphous metals do not behave like 
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therefore even reproduce microscopic features in the mold, allowing for near-net-shape 
casting. Additionally, no subsequent heat-treatment after the casting process is 
necessary, as amorphous parts already possess their superior mechanical properties in 
the as-cast state. Crystalline alloys, in contrast, typically need a heat-treatment for 
hardening.  
Within the last two years, an industrial casting process as well as the corresponding 
device were designed and built in the laboratory of Ralf Busch. The advantages of the 
laboratory suction casting process were transferred to an automized process and 
combined with a newly invented injection technology. A patent application was filed 
for both, the functional principle and the device (DE10 2018 115 815.7). This 
technology allows the production of large quantities of amorphous feedstock material 
for thermoplastic forming. Furthermore, the process is capable of the near-net-shape 
casting of complex amorphous parts, similar to the possibilities of an injection molding 
process for thermoplastics. Hence, the thermoplastic formability of amorphous metals 
cannot only be used as a second processing step, but already in the supercooled liquid 
region during the initial casting process.  
2.3.2 Thermoplastic Forming of BMGs 
In this section, a short literature review on the state of the art of thermoplastic forming 
of BMGs is presented. The concept of homogeneous flow in the SCL region was already 
introduced in Chapter 2.1.7, and the implementation of the TPF process regarding 
devices and parameters will be discussed in Chapter 3.6. A comprehensive review on 
the processing of BMGs, especially regarding TPF, was published by Schroers in 2010 
[151]. 
Soon after the discovery of the first amorphous metals, the possibility to shape them 
like a thermoplastic in the SCL region was already considered [152]. It was however 
not before 1978, when Patterson et al. reported on the hot forming (or thermoplastic 
forming) of amorphous metals near the glass transition [153]. In the following years, 
BMGs with a significantly higher thermal stability were developed, e.g. the Be-
containing Zr-based alloys of the Vitreloy family [5], or later the alloys in the Pt-P 
system [154]. These compositions had a sufficiently high thermal stability to allow for 
superplastic forming in the SCL region, which was reported for the first time in 2005 
by Schroers [155]. In the following years, many more thermoplastic forming techniques 
were investigated, mimicking the processes known from thermoplastics. Figure 2.13 
shows a variety of parts and products that were produced from amorphous metals by 
different thermoplastic forming techniques.  
Miniature Fabrication, Nanomolding, and Surface Patterning 
One of the possible applications for thermoplastic forming of BMGs is the fabrication 
of microstructures and micro-electromechanical systems (MEMS) [156]. Such products 
are difficult to produce from metallic materials by conventional fabrication techniques, 
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BMGs however, can simply be forged by reusable micro-dies, resulting in three-
dimensional MEMS structures, as first demonstrated by Saotome et al. [157]. A review 
article on TPF micro-forming can be found in Ref. [158]. Examples for such structures 
are depicted in Fig. 2.13 a)-f), with a) showing micro tweezers, b) micro scalpels with 
a radius of curvature of 1 μm, c) a gear wheel, and d) a membrane with 50 μm pores 
[159]. Figures 2.13 e) and f) display more complex MEMS, where the teeth are only 
5 μm wide. Both devices are comb-drive actuators that move when an AC voltage is 
applied [160]. 
A decisive advantage of BMGs in comparison to crystalline metals is also the lack of 
microstructure. When forming parts on the nanoscale, the size of grains and the grain 
boundaries in-between cause problems. In BMGs however, the material is 
homogeneous down to the scale of the atomic short-range order and can easily 
reproduce features of only few nanometers. This structural homogeneity allows for the 
patterning of surfaces, even for optical applications. Kumar at al. demonstrated that 
holograms can perfectly be reproduced by the thermoplastic patterning of BMGs [160], 
and that feature sizes as small as 13 nm can be reproduced [159]. Consequently, the 
TPF process of BMGs cannot only be used to create functional surfaces, but also to 
obtain a surface finish with the roughness of a chemically polished silicon surface [160]. 
Furthermore, BMGs replicas can also be used as mold material themselves to shape 
materials with a lower softening temperature [159]. Kumar and coworkers also showed 
that the patterning of BMGs with a rather low glass transition temperature is possible 




Figure 2.13: Amorphous metal parts and products produced by 
different thermoplastic forming techniques. a) micro tweezers, 
b) micro scalpels with a radius of curvature of 1 μm, c) gear wheel, 
d) membrane with 50 μm pores, e) linear and f) gyro comb-drive 
actuators that move when an AC voltage is applied, g) rectangular 
shaped bottle with surface imprinting, h) watch casing and i) its 
cross-section. a)-d) taken from Ref. [159], e), f) taken from Ref. 
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Blow Molding 
A different approach to exploit the formability of BMGs is blow molding. BMGs can 
be formed by this technique, which is commonly used for example to produce plastic 
bottles. Shapes that cannot be realized by any other metal processing method can be 
achieved. The blow molding of BMGs was reported for the first time in 2007 by 
Schroers et al. [163]. They succeeded in obtaining a strain of around 400 % for the 
free expansion of a disk during blow molding. Only some years later, they presented 
a significantly refined process where actual product shapes could be achieved [162].  
Figure 2.13 g)-i) shows the corresponding samples, where g) is a rectangular shaped 
bottle with surface imprinting and h) and i) are a watch casing and its cross-section. 
Extrusion 
The formability of BMGs can also be used for extrusion processes, where products 
with a high aspect ratio are created. Early works on extrusion of amorphous metals 
focused on the consolidation of amorphous powder [164–166] (compare to Chapter 
2.3.3). Later, Chiu et al. reported that they successfully extruded a 50 cm long wire 
from an initially only 15 mm long rod [167]. However, the dimensional accuracy in the 
cross-section is limited due to a strong swelling of the sample after exiting the die.  
Flash-Heating Techniques  
The formability of BMGs is limited due to the looming onset of crystallization in the 
supercooled liquid region. As the highest formability is expected at high temperatures 
[168], an ultra-fast heating of the sample is beneficial to reach the deformation 
temperature as fast as possible and achieve the highest possible deformation. In 2011, 
Johnson et al. published an article on the millisecond heating and processing of BMGs 
[169]. There, they used a capacitive discharge heating method to heat samples with 
rates of 106 K/s to temperatures in the SCL region. With such high rates, the critical 
heating rate for crystallization can be bypassed and the complete SCL region, even 
above the so-called crystallization nose, is accessible. Subsequently, the sample is 
injected into a cold steel mold, where it rapidly vitrifies. The process is similar to the 
injection molding process of polymers, however, takes into account the very limited 
processing times available for BMGs at high temperatures. While this process opens 
many new forming possibilities, it still requires amorphous feedstock material. 
In 2014, the group around Johnson reported on new insights on their capacitive 
discharge heating technology [170]. They determined a TTT diagram for their process, 
including a critical heating rate, which was found to lie around 1000 K/s. 
Furthermore, they not only used an injection technique to shape the BMG in the SCL 
region, but also used a forging operation, where the heated sample is shaped by forging 
dies that approach from the outside and also quench the sample. Finally, the heating 
current itself can be used to deform the sample, when the whole process is performed 
within a strong electromagnetic field. The current induces a magnetic body force that 
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Processing Window and Formability 
While the thermoplastic forming of BMGs offers multiple new forming possibilities, 
only a limited processing window is available. Processing temperatures and times need 
to be exactly known and controlled in order to exploit the potential of this technology. 
The reason for this lies in the metastable nature of the SCL region and hence the 
limited time till the onset of crystallization. Therefore, a profound understanding of 
the time-temperature-transformation (TTT) diagrams of each alloy is crucial. 
The fundamental shape of a TTT diagram and a typical temperature profile of a TPF 
process were already displayed in Fig. 1.1. The TPF temperature protocol needs to be 
chosen such that crystallization is avoided, meaning that with increasing temperatures 
a decreasing amount of time remains for the process. At the same time, the viscosity 
of the alloy drops drastically with increasing temperature, and hence formability 
increases. A depiction of two TPF processing temperatures with different processing 
times can later be found in Fig. 5.9 b) on page 154, shown in red and labeled as A) 
and B). 
The formability of BMGs is strongly temperature dependent, due to the interplay 
between viscosity and crystallization time. Schroers elaborated different concepts to 
evaluate and estimate the formability of BMGs [172]. This formability concept will be 
presented and discussed together with the results from this work in Chapter 5.1.3. In 
advance, it can be said that the highest formability is expected at the highest possible 
processing temperatures where crystallization can still be avoided [168]. Within the 
frame of this work, time-temperature-deformation (TTD) diagrams are used to relate 
the accessible TPF processing window with the achievable deformation under given 
experimental conditions. Such a TTD diagram can later be found in Fig. 5.5 on page 
147, where the information regarding crystallization times at certain temperatures 
(TTT diagram), is superimposed by a color-coded contour plot that indicates the 
deformation.  
The formability of a BMG can best be increased by increasing the thermal stability 
and hence the accessible processing temperatures and times. Within the context of 
minor additions, different works already showed that the thermoplastic formability of 
alloys can be increased by purposeful minor additions. Wiest et al. optimized alloys in 
the Zr-Ti-Be system by additions of Cu, Co, and Fe [173]; Hu et al. improved the 
formability in the Zr-Cu/Ni-Al system by additions of Er [138], and Gong et al. the 
Ti-Zr-Be system by Fe additions [174]. 
Mechanical Properties and Embrittlement 
The mechanical properties of BMGs were already discussed in Chapter 2.1.7. At this 
point only the direct correlation between TPF and the mechanical properties, or rather 
an undesired embrittlement should be mentioned. In BMGs, embrittlement can 
typically be caused by either relaxation [126,175–177] or beginning crystallization 
[178–180]. Relaxation phenomena correspond to the idea of a critical fictive 
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temperature, however, can be manipulated by the TPF process. If a sample is heated 
above its initial fictive temperature (obtained during the casting process), and then 
rapidly cooled, a higher fictive temperature can be set. Wakeda et al. showed that 
such a thermal processing can be used to rejuvenate samples and regain their ductility 
[181]. On the other hand, a prolonged heat treatment close to the crystallization 
temperature causes nanocrystallization. While nanocrystals also cause embrittlement, 
this process cannot be reversed by thermal processing in the SCL region.  
2.3.3 Consolidation of Amorphous Powder 
One of the severest limitations of BMGs for structural applications is their critical 
casting thickness, and hence a size limit for structural parts. One way to overcome 
this size limitation are additive manufacturing techniques, were in a first step a powder 
feedstock material is produced and then consolidated in a second step.  
Amorphous powder can be produced by different powder atomization techniques, e.g. 
by close-coupled hot gas atomization [182]. One way to consolidate the resulting 
powder is the thermoplastic forming process. Early works on the consolidation of 
amorphous powder used methods like explosive consolidation, high hydrostatic 
pressure, and warm extrusion [164–166] where the powder was encapsulated in Cu-
cans. Later, Schroers et al. showed that granules from precious metal BMGs can be 
used as feedstock material for a TPF consolidation process [147]. Some years ago, 
Geissler et al. used amorphous granules from different BMG alloy classes to produce 
bulk samples by hot isostatic pressing in the SCL region [183]. Recently, we published 
a work on the consolidation of amorphous powder by thermoplastic forming, also 
assessing the ideal processing region, as well as the mechanical properties of the 
consolidated powder samples [184]. The results of this publication are also part of this 
thesis and will be presented and discussed later on.  
An alternative additive manufacturing technology for the consolidation of powder into 
amorphous bulk samples is selective laser melting, often also called 3D printing. While 
this method is not part of this work, it is shortly mentioned for the sake of 
completeness. A general review on additive manufacturing of metals can be found in 
Ref. [185] and a more specific one on amorphous metals in Ref. [186]. 
Selective laser melting of amorphous metals is a rather new process which also starts 
with powder as feedstock material and allows for the fabrication of parts with complex 
geometries [187–189]. During the SLM process, a thin layer of powder particles is 
rapidly and locally melted with a laser. The liquid phase fuses with the layer 
underneath and cools down rapidly when the laser moves on. Due to the very localized 
heat input, fine structures can be built, and high heating and cooling rates are 
achieved.  As the powder is melted during the process, the feedstock material does not 
necessarily need to be amorphous. It forms an amorphous structure due to the high 
cooling rates. However, this exact re-melting, as well as the powder atomization 
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content is often thought to cause embrittlement and the mechanical performance of 
3D printed BMGs is still under investigation [190,191]. Additional difficulties are a 
fully dense consolidation, and crystallization and relaxation in the heat-affected zone. 
Only now, researchers are starting to understand the influence of the processing 
parameters on the structure and develop first models [192], or even investigate the 








Chapter 3  
Experimental Methods 
In this chapter, the applied methods are explained regarding their theoretical 
background and the exact experimental procedure, including data evaluation. As a 
wide variety of methods are used, only a brief explanation of each can be given and 
the reader is referred to several textbooks for further reading throughout the chapter. 
3.1 Sample Preparation 
All samples examined in this work were prepared according to the subsequently 
presented procedure, starting with the alloying of the raw materials, the casting of 
amorphous samples and a quality inspection using X-ray diffraction. 
Alloy Synthesis 
Alloys were synthesized from high purity raw elements with purities ranging from 
99.95 wt% to 99.9995 wt%. For alloys containing sulfur (S) and phosphorus (P), Ni55S45 
and Ni67P33 prealloys were produced by inductively melting the two raw elements in a 
silica tube in a high purity argon atmosphere (see also Ref. [8]). Subsequently, the 
prealloys were fluxed by re-melting them in dehydrated B2O3 in a silica tube in order 
to remove heterogeneous nucleation sites [194]. The raw elements and the prealloys 
were alloyed by melting quantities according to the desired composition in an arc-
melting furnace under a high purity Ti-gettered argon atmosphere. In order to obtain 
homogeneous master alloys, samples were flipped and remelted at least three times. 
The main alloy compositions used in this work are shown in Table 3.1. 
Casting 
The master alloys were cast into samples of different shapes using an arc melting 
furnace with a suction casting inset. There, the alloy was melted in a high purity Ti-
gettered argon atmosphere on top of a water-cooled copper mold and then sucked into 
the mold cavity, thus rapidly cooling the melt and forming an amorphous sample. 
Samples with the following geometries were produced: rods with a length of 50 mm 
and a diameter between 3 and 9 mm; plates with dimensions of 50 x 12 x 2 mm3, and 
30 x 4 x 0.8 mm3; and beams with a length of 50 mm and a rectangular cross-section 
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Table 3.1: Alloy compositions. 
Alloy Name Composition [at%] 
Vit101 Cu47Ti34Zr11Ni8 
Vit101 P1 Cu46.53Ti33.66 Zr10.89Ni7.92P1 
Vit101 S1.5 Cu46.3Ti33.5 Zr10.8Ni7.9S1.5 
Vit105 Zr52.5Cu17.9Ni14.6 Al10Ti5 
Vit105 P2 Zr51.45Cu17.54Ni14.31 Al9.8Ti4.9P2 
Vit105 S2 Zr51.45Cu17.54Ni14.31 Al9.8Ti4.9S2 
 
Cutting and Quality Inspection 
After casting, the samples were cut according to the needs of the envisaged 
characterization or processing method, using a Buehler IsoMet 1000 high precision 
saw. The amorphous structure of the samples was checked by X-ray diffraction (XRD) 
with a PANalytical X’Pert Pro diffractometer using Cu Kα-radiation (λ = 0.15406 nm) 
within an angular range of 20° < 2θ < 80° and a resolution of 0.02°. An in-depth 
overview of the methods of X-ray diffraction can be found in Ref. [195]. 
3.2 Mechanical Testing 
Three-point Beam Bending 
Three-point beam bending tests are performed to evaluate the mechanical performance 
of different amorphous alloys. The measurements provide stress-strain curves that 
allow to determine, among others, the yield strength, the fracture stress and strain, 
and the elastic modulus. Beam bending experiments were preferred to tensile testing 
as the necessary samples are easier to cast and no additional machining is necessary.   
Amorphous beams with a rectangular cross-section of of 2 x 2.8 mm2 were cut to a 
length of 30 mm and polished on the four side faces. Three-point bending (3PB) 
flexural tests were conducted using a Shimadzu universal testing machine with a 
support span of L = 20 mm. The beams were loaded with a testing speed of 
v = 5 μm/s up to the point of fracture. The acquired load-displacement curves were 
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where 𝜎𝑓 is the stress in the outer fiber at midpoint, 𝑓 is the strain in the outer 
surface, F is the applied load, L the support span, b the width of the sample, h the 
height of the sample, and D the displacement at the center of the beam. 
3PB tests were also conducted on consolidated amorphous powder samples that were 
produced as described in Chapter 3.6.2. Here, the fracture surfaces of the beams were 
examined in a Zeiss Sigma VP scanning electron microscope in secondary electron 
contrast. 
Hardness 
Hardness measurements are a quick and easy method to compare the mechanical 
properties of different materials, where the resistance of a material against plastic 
deformation caused by an indenter is measured. 
Vickers hardness tests (HV5) were carried out with a Wolpert Wilson 930N universal 
hardness tester on the polished surfaces of the same samples that were used for the 
3PB experiments. Microscopic images of the indents were taken with an Olympus 
BH-2 optical microscope and were used to measure the indent diameter and then 
calculate the Vickers hardness. 
3.3 Calorimetric Measurements 
Calorimetric measurements allow to determine the heat within a sample due to 
physical changes, reactions, or phase transitions. The obtained data provides 
information about melting and crystallization enthalpies, molar heat capacities, and 
the characteristics of the glass transition in amorphous samples. 
In this work, two calorimetric measurement methods, namely, differential scanning 
calorimetry (DSC) and differential thermal analysis (DTA) are used. Their functional 
principle is shortly explained in the following, while the reader is referred to Ref. 
[196,197] for a comprehensive overview on calorimetry. For all calorimetric methods 
it should be noted that a calibration with standard materials is necessary to guarantee 
accurate measurements. 
Differential scanning calorimetry (DSC) 
During a DSC measurement, the heat required to change the temperature of a sample 
is measured in comparison to a reference. In a power-compensated DSC, both, sample 
and reference, undergo the same temperature program in two identical micro furnaces 
and heat flow is recorded as a function of time or temperature. A power-compensated 
DSC operates according to the so-called “null principle”, where the temperature 
difference between the sample and the reference is kept zero by adapting the heating 
power of each individual furnace. Hence, the heat flow ?̇? is directly proportional to 
the difference in heating power ΔP measured in mW. For an empty reference furnace, 
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 Δ𝑃 ~ ?̇? = m c𝑝  
𝑑𝑇
𝑑𝑡
 , (3.3) 
where m is the mass of the sample and cp the specific heat capacity at constant 
pressure, and dT/dt the heating rate. With a power-compensated DSC, highly 
accurate heat flow measurements are possible up to temperatures of around 1000 K. 
In this work, a power-compensated Perkin-Elmer HyperDSC 8500 with a three-stage 
Intracooler III was used. This device allows for a measurement range from 173 K to 
1023 K (-100 to 750 °C) with heating and cooling rates up to 3 K/s (180 K/min). 
Temperature and heat flow calibrations were performed for different scanning rates 
under a constant flow of 20 ml/min ultra-high-purity Ar gas (≥ 99.9999%), using the 
melting transitions of In, Sn, Zn and the phase transition of K2SO4. Al-pans were used 
as crucibles for measurements up to 853 K and Cu-pans for measurements up to 
1023 K. Samples were sanded on one side to have a flat surface in order to achieve 
good thermal contact with the pan and weighed with an accuracy of ± 0.01 mg.  
Differential thermal analysis (DTA) 
Similar to DSC, DTA measurements allow to determine the heat flow into a sample 
during a given temperature program. The measurement head consists of a sample and 
a reference holder which are placed in a single furnace. The holders are connected to 
a thermocouple and the temperature difference between them is measured while 
sample and reference undergo the same thermal program. An exothermic (e.g. 
crystallization) or endothermic (e.g. melting) reaction causes a detectable temperature 
difference ∆TSR between the sample and the reference. The heat flow which is 
according to Newton’s law of cooling directly proportional to ∆TSR can be described 
using the following equation: 
 𝑄 ̇ 𝑅 = ∆𝑇𝑆𝑅 = m c𝑝 R 
𝑑𝑇
𝑑𝑡
 , (3.4) 
where m and cp are the mass and the specific heat capacity of the sample, dT/dt the 
heating rate, and R the thermal resistance that is dependent on the experimental 
setup and the DTA instrument. While DTA analysis allows for less accurate 
measurements than DSC, it can be used up to temperatures of around 1900 K. 
For the high temperature DTA measurements shown in this work, a NETZSCH STA 
449 Jupiter DTA was used. This device allows for measurements up to 1873 K 
(1600 °C) with heating and cooling rates up to 0.833 K/s (50 K/min). A temperature 
and heat flow calibration were performed for a heating rate of 0.333 K/s, using the 
melting transitions of In, Sn, Zn, Al, Ag, Au, and Cu. Measurements took place under 
a constant purge gas flow of 50 ml/min ultra-high-purity Ar gas (≥ 99.9999%) and a 
protective gas flow of 20 ml/min Ar gas. Graphite crucibles and Y2O3 coated graphite 
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3.3.1 Standard Scans 
For all samples, DSC and DTA standard scans with a constant heating rate of 
qh= 0.333 K/s (20 K/min) were performed. In the DSC, samples were heated in Cu-
pans from room temperature to 993 K, then cooled and reheated with the same rate 
in order to obtain the baselines scan of the crystalline sample. Samples with a mass 
of around 40 mg were used and multiple scans were done to obtain reliable statistics. 
In the DTA, the same procedure was applied, however samples were heated from room 
temperature to a maximum temperature of 1573 K and graphite as well as Y2O3 coated 
graphite crucibles were used. Additionally, each sample was melted several times.  
A typical DSC/DTA standard scan is shown in Fig. 3.1, with the insets showing 
magnifications of the glass transition region and the melting peak. During the first 
heating the amorphous sample passes through the glass transition region, crystallizes, 
and melts. The glass transition temperature Tg, crystallization temperature Tx, 
melting temperature Tm, and liquidus temperature Tl are assessed using the tangent 
method. The temperature of fusion Tf corresponds to the peak position of the main 
melting peak. The enthalpy of crystallization ∆Hx results from an integration of the 
area between the first heating curve and the baseline. For the enthalpy of fusion ∆Hf, 
a feasible baseline has to be defined, as the melting also occurs during the second 
heating. The DSC and DTA scans provide a raw heat flow signal in mW that is 
transformed into units of J g-atom-1 K-1, using the molar mass of the alloy, the sample 
mass, and the heating rate.  
 
 
Figure 3.1: DSC/DTA standard scan and baseline. The characteristic 
temperatures and enthalpies that can be obtained from a standard 
scan are indicated. The insets show magnifications of the glass 
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The influence of the crucible material on the DTA measurements at high temperatures 
is visualized in Fig. 3.2. For highly reactive melts with a high Zr- or Ti-content, 
crucible reactions are observed for all standard crucible materials, e.g. Al2O3, or 
graphite, thus making it difficult to determine the true liquidus temperature. Within 
the framework of this thesis, alternative crucible materials were tested, with Y2O3 
turning out to be the most feasible one. While pure Y2O3 crucibles are very costly, 
graphite crucibles can easily be coated with an Y2O3 spray (e.g. Y aerosol from ZYP 
Coatings), yielding the same result. The coated graphite crucibles were burned out in 
high vacuum (HV) at 1473 K and then used for measurements. The upper curve in 
Fig. 3.2 shows the DTA curve for Vit 105 S2 measured in graphite, while the lower 
curve shows the measurement for the same material in Y2O3 coated graphite. It can 
clearly be seen that no severe crucible reactions occur in the coated crucibles. 
 
 
Figure 3.2: DTA curves of Vit 105 S2 in different crucibles with a 
heating rate of 0.333 K/s. The measurements in graphite crucibles 
show reactions at high temperatures, whereas Y2O3 coated graphite 
crucibles show no severe reactions.  
 
3.3.2 Tg-Shift Experiments 
The Tg-shift method is used to assess the heating rate dependence of the glass 
transition temperature. With the glass transition being a kinetic phenomenon 
(compare to Chapter 2.1.1), Tg is shifted to higher temperatures with higher heating 
and cooling rates. This rate dependence also reflects the kinetic fragility (see Chapter 
2.1.4) of an alloy, as it is connected to the intrinsic relaxation time τα of the liquid. 
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 , (3.5) 
where ∆Tg = Tgend - Tgonset is the width of the glass transition region and qh is the 
heating rate. τtrans is also proportional to the total relaxation time measured in 
isothermal viscosity measurements [198]. When the transition time τtrans is attributed 
to the fictive temperature Tfic of the corresponding heating rate, the temperature 
dependence of τtrans can be described by a VFT equation (see Eq. 2.9) and the kinetic 
fragility parameter D* can be calculated.  
According to Ref. [52], the fictive temperature Tfic coincides with the onset of the glass 
transition temperature Tg
onset if the sample is heated with the same rate at which it 
was vitrified (qh = qc). If this condition is satisfied, Tg-shift measurements provide a 
correct description of the kinetic fragility, as shown by Evenson et al. [199]. An 
adequate method to meet these requirements is illustrated in Fig. 3.3. 
 
 
Figure 3.3: DSC traces for a Tg-shift measurement at one heating 
rate qh. The curves (1) and (2) show the pretreatment, where the 
sample is heated to Tpretreat, a temperature above Tg
end of the selected 
heating rate qh (1) and then cooled with the same rate qc (2). The 
actual measurement is performed during the scan with qh= qc (3) and 
Tg
onset and Tg
end are determined. Here, Tg
onset coincides with the fictive 
temperature. After crystallization of the sample, a baseline scan is 
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An as-cast amorphous sample is first heated to a pretreatment temperature Tpretreat 
that is higher than Tg
end of the chosen heating rate qh (1). Then, the sample is cooled 
and vitrified with the rate qc (2). After this pretreatment, the sample is heated with 
the same rate (qh = qc) above the crystallization temperature Tx (3) and the onset 
and end of the glass transition can be determined. Finally, a baseline scan is performed 
with the same rate (4). For alloys with a large SCL region, a single pretreatment 
temperature above Tg
end of the highest heating rate is chosen and samples are initially 
heated (1) with a single heating rate, independent of the subsequent measurement 
rate, as described in Ref. [199]. For alloys with a less pronounced SCL, an adaptation 
to this method was developed within the framework of this thesis, to avoid 
crystallization of the sample during pretreatment. Tg
end of as-cast samples is previously 
determined for all used heating rates, and the pretreatment temperature is adjusted 
for each heating rate. The initial heating (1) is then performed with the same rate as 
the subsequent cooling (2), meeting the condition of qh = qc for all runs. In this work, 
scans were performed with heating rates of 0.025; 0.083; 0.333; 1; 1.5; 2; and 3 K/s 
(1.5 to 180 K/min) from 303 K to 853 K in Al-pans. 
3.3.3 Time-Temperature-Transformation (TTT) Diagram 
The crystallization behavior of bulk metallic glass-forming alloys in relation to time 
and temperature can be visualized in a time-temperature-transformation (TTT) 
diagram. Crystallization can occur when cooling the melt below the liquidus 
temperature, and it also occurs when heating an amorphous sample above its 
crystallization temperature. Crystallization upon cooling can be observed by 
containerless electrostatic levitation (ESL) [200] (compare to the second part of 
Chapter 3.5.2), or in a DTA setup with sufficiently high cooling rates for the 
characterized alloy [201,202].  
In this work, the focus lies on the time and temperature dependent crystallization 
behavior of the amorphous phase upon heating, thus assessing the lower side of the 
C-shaped crystallization curve. Knowledge about this part of the crystallization curve 
is crucial in order to adjust times and temperatures for all further thermoplastic 
forming experiments (see Chapter 3.6 and Chapter 5) and to determine a processing 
window. 
Isothermal TTT diagrams were measured as visualized in Fig. 3.4. Figure 3.4 b) shows 
a schematic TTT diagram where the 1%, 50%, and 99% crystallization transformation, 
as well as the glass transition (Tg) are shown. The red curves represent the thermal 
protocol of the DSC measurements, as shown for a single isothermal temperature in 
Fig. 3.4 a). First, the sample was heated with qh= 2 K/s to the isothermal holding 
temperature Tiso and the crystallization process was monitored in the heat flow signal, 
where the release of crystallization enthalpy is visible. Temperature was kept constant 
until the heat flow signal equilibrated and crystallization was clearly completed. Peaks 
in the heat flow signal were integrated as visualized by the grey shaded area in Fig. 
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of the crystallization transformation for each temperature. For the measurement of 
the TTT diagram, as cast samples with a mass of 100 to 200 mg were used in order 
to provide a sufficiently large heat flow signal. 
 
 
Figure 3.4: Measurement procedure for an isothermal time-
temperature-transformation (TTT) diagram in a DSC. b) Schematic 
TTT diagram where the 1%, 50%, and 99% crystallization 
transformation, as well as the glass transition (Tg) are shown. The 
red curves represent the thermal protocol of the DSC measurements, 
as shown in a). Samples are heated with qh= 2 K/s to the isothermal 
holding temperature Tiso and the crystallization is monitored in the 
heat flow signal. Integration of the heat flow results in the 1%, 50%, 
and 99% crystallization times for each temperature. 
 
3.3.4 Molar Heat Capacity 
The molar heat capacity of a system is a crucial property in order to calculate its 
thermodynamic functions (compare to Chapter 2.1.2) and can be measured by 
calorimetric methods. In theory, it can simply be obtained by the relation given in Eq. 
3.3. In practice however, this relation is not applicable for measuring an exact heat 
capacity value as a function of temperature, due to an additional heat flow term 
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measuring the heat capacity in comparison to a sapphire standard. The molar isobaric 







∙ 𝑐𝑝(𝑇)𝑠𝑎𝑝𝑝ℎ𝑖𝑟𝑒 , (3.6) 
where ?̇? is the heat flow, m the mass, μ the molar mass, and cp(T)sapphire the known 
molar heat capacity of sapphire. Three measurement runs are needed to calculate cp: 
a measurement with empty pans to receive ?̇?𝑝𝑎𝑛, a reference run with a sapphire 
standard (?̇?𝑠𝑎𝑝𝑝ℎ𝑖𝑟𝑒) and a sample run with the actual sample (?̇?𝑠𝑎𝑚𝑝𝑙𝑒), all with the 
exact same thermal protocol.  
 
 
Figure 3.5: Temperature profile and heat flow curves from a DSC 
heat capacity measurement using the step method. a) Steplike 
temperature profile. The shaded grey areas indicate the heating 
period while the white sections correspond to isothermal holding for 
the time Δt. b) Heat flow signals from the sample (red), the sapphire 
(black), and the empty pan (grey). 
 
The molar heat capacity of the glassy, supercooled liquid, and crystalline state was 
measured by DSC, using Eq. 3.6 in combination with a “step method”. The procedure 
of the step method is visualized in Fig. 3.5. The sample was heated to a temperature 
T1 with a constant heating rate of qh = 0.333 K/s (shaded grey area) and then held 
isothermally for ∆t = 120 s until the equilibration of the heat flow signal. In the next 
step, the sample was heated by 10 K to T2 and held again, thus providing a cp value 
at a higher temperature. The heat flow of a single temperature results from:  
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where ?̇?𝑞ℎ  is the heat flow at the end of the heating interval and ?̇?𝑖𝑠𝑜  is the 
equilibrium heat flow during the isothermal interval, as indicated in Fig. 3.5. A 
detailed explanation of the step method can be found in Ref. [203].  
Molar heat capacity was measured for a temperature range from 193 K to 923 K, 
always using the same pans and performing all four runs (empty pans, sapphire, 
amorphous sample, crystalline sample) on the same day to minimize experimental 
errors. 
In order to calculate the thermodynamic functions of each alloy, the obtained cp data 
was then fitted by the following equations, as proposed by Kubaschewski [204]: 
liquid 𝑐𝑝
𝑙𝑖𝑞𝑢𝑖𝑑(T) = 3𝑅 + 𝑎 𝑇 + 𝑏 𝑇−2  (3.8) 
crystal 𝑐𝑝
𝑥𝑡𝑎𝑙(T) = 3𝑅 + 𝑐 𝑇 + 𝑑 𝑇2 , (3.9) 
where R is the universal gas constant and T the temperature. a, b, c, and d are the 
fitting parameters in the appropriate units. 
With molar heat capacity data only being available in the supercooled liquid, and not 
in the stable high-temperature liquid, Eq. 3.8 cannot be used for fitting without further 
data input. However, the method applied in Ref. [66] can be used, and according to 
the relation:  




 ,  (3.10) 
the difference in molar heat capacity between the supercooled liquid and the crystal 
Δcpl-x is linked to the difference between the heat of fusion ΔHf and the heat of 
crystallization ΔHx. Tx is the crystallization temperature and Tf the temperature of 
fusion. Hence, these previously measured enthalpies can be used to estimate the 
temperature dependence of the molar heat capacity in the (supercooled) liquid.  
3.4 Viscosity Measurements 
Viscosity measurements provide information about the flow behavior of a liquid. 
Viscosity itself is connected to the kinetics of the system and its temperature 
dependence is described by the kinetic fragility (compare to Chapter 2.1.4).  
As the viscosity of a metallic liquid typically increases over roughly 14 orders of 
magnitude from the stable high-temperature liquid to the supercooled liquid around 
the glass transition, rather different measurement techniques are used for both 
regimes. In this work, high-temperature viscosity measurements are performed using 
Couette rheometry and viscosity around the glass transition is measured by three-
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3.4.1 Viscosity around the Glass Transition 
The most common method to measure viscosity around the glass transition is three-
point beam bending (3PBB) in a thermomechanical analyzer (TMA). Thermo-
mechanical analysis is a characterization method that allows to measure the 
mechanical response of a sample to a defined temperature program. In the 3PBB 
setup, which is schematically shown in the inset in Fig. 3.6, the deflection of a thin 
beam is recorded. The beam is placed on two sharp bearings on both ends and a 
wedge-shaped head is used to apply a load in the center and measure the deflection, 
or rather the deflection rate. Viscosity, η, can then be calculated according to 
[205,206]: 






) , (3.11) 
where g is the gravitational acceleration constant, L the length of the beam, ν the 
midpoint deflection rate, Ic the cross-section moment of inertia, M the loading mass, 
ρ the density of the sample, and A its cross-sectional area. The cross-section moment 
of inertia with respect to the neutral fiber is Ic = bh
3/12, where b is the width and h 
is the thickness of the beam. 3PBB in combination with Eq. 3.11 can be used to 
calculate viscosities in the range from 107 to 1014 Pa s. 
 
 
Figure 3.6: a) Deflection curve of an isothermal equilibrium viscosity 
measurement around the glass transition. After the initial heating, 
the sample is hold isothermally at the desired temperature Tiso. The 
inset schematically shows the measurement head used for 3PBB 
[207]. b) Viscosity, calculated from the deflection curve according to 
Eq. 3.11. The red line represents the KWW fit (compare to Eq. 2.6) 
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3PBB viscosity measurements were performed in a Netzsch TMA 402 F3 Hyperion. 
Beams with rectangular cross-sectional areas of 0.3 to 1.1 mm2 and a length of 13 mm 
were used, and a force of 0.1 N was centrally applied. For equilibrium viscosity 
measurements in the vicinity of the glass transition, samples were heated with a 
constant heating rate of qh = 0.333 K/s to the desired temperature Tiso and held 
isothermally till the onset of crystallization. A typical deflection curve from an 
isothermal 3PBB viscosity measurement is shown in Fig. 3.6 a). Figure 3.6 b) shows 
the resulting viscosity curve as calculated according to Eq. 3.11. The red line 
represents the KWW fit (compare to Eq. 2.6) that is used to determine the equilibrium 
viscosity value. Additionally, continuous scans from room temperature to 873 K with 
a heating rate of qh = 0.333 K/s were also performed. 
3.4.2 High-Temperature Viscosity 
The viscosity of metallic melts at high temperatures in the equilibrium liquid is a 
quantity difficult to measure. The main challenges result from the rather high 
measurement temperatures, mostly above 1200 K, and the high reactivity of metallic 
glass-forming liquids containing Zr or Ti. Different techniques are known and used, 
providing different advantages and drawbacks.  
In this work, a custom-built Couette rotating concentric cylinder rheometer is used. 
A detailed description of said device and the methodology can be found in our recently 
published article in Ref. [208]. Alternative measurement principles are the oscillating 
cup technique [209,210], which is typically used for the measurement of pure metals, 
and the oscillating drop technique [211], where the damping behavior of a levitating 
droplet is analyzed to calculate its viscosity. Levitation can either be achieved by an 
electrostatic field (electrostatic levitation, ESL) [212–215] or an electromagnetic field 
(electromagnetic levitation, EML), whereas EML viscosity measurements need to be 
performed under microgravity conditions [216,217].  
In Couette rheometry, the liquid sample is stirred between rotating concentric 
cylinders and the reaction torque due to viscous shear stresses is measured [210,218]. 
The device uses custom machined graphite Mooney-Ewart coni-cylinder shear cells 
with a cup and a bob, as shown in Fig. 3.7 a), that satisfy the narrow-gap DIN/ISO 












 , (3.12) 
where 𝑀 is the reaction torque measured on the cup, 𝜔 is the angular velocity of the 
bob,  𝑅𝑒  is the radius of the cup (“external radius”),  𝑅𝑖  is the radius of the bob 
(“internal radius”), 𝐿  is the length of the cylindrical section of the bob that is 
immersed, and 𝑐 is a correction length that accounts for the shear contribution of the 
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viscosimeter, as shown in the cross-section view in Fig. 3.7 b) where all main 
components of the device are labeled.  
 
         a)      b) 
 
Figure 3.7: a) Section view of the shear cell with the relevant 
dimensions labeled, where Re = 15 mm is the radius of the cup, 
Ri = 14 mm is the radius of the bob, L = 45 mm is the immersion 
length of the bob, and α = 5° is the taper angle. b) Partial section 
view of the viscometer with the main components labeled: (A) 
schematic apparatus frame and large linear manipulator, (B) DC 
stepper motor, (C) ferrofluid rotary feedthrough, (D) edge welded 
vacuum bellows, (E) spindle bearing, (F) water cooled bearing 
housing, (G) quartz glass tube, (H) bob shaft, (I) bob (raised position 
shown), (J) cup and inductive coil, (K) cup shaft, (L) lower vacuum 
chamber, (M) vacuum feedthrough, and (N) torque sensor. Figure 
and description taken from Ref. [208]. 
 
Before each experiment, the vacuum chamber was evacuated to 10-4 mbar and 
subsequently filled with 0.5 bar of high purity argon (Ar 6.0). The graphite shear cell 
was heated inductively with a high frequency generator and a type K thermocouple 
embedded in the crucible was used to measure the temperature, which was controlled 
by a Labview program. Ingots of a crystalline master alloy with a volume of ~ 6 cm3 
were heated to 1423 K in the rheometer and a stepwise shear rate profile with a shear 
rate of 456 s-1 was applied. To investigate the temperature dependent rheological 
behavior, the liquid was cooled and reheated various times at a rate of q = 0.333 K/s. 
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the sample was immediately reheated to prevent overloading of the sensor. 
Additionally, isothermal measurements with various shear rates between 274 s-1 and 
456 s-1 were performed in order to investigate the shear rate dependence of viscosity.  
The raw data from a typical measurement is visualized in Fig. 3.8. Here, the signal of 
the torque sensor in mV (Fig. 3.8 a)), the motor rotation speed in Hz (Fig. 3.8 b)), 
and the shear cell temperature in K (Fig. 3.8 c)) are shown for two shearing steps. 
The inset displays a typical temperature profile of a single experiment. Viscosity is 
calculated according to Eq. 3.12 from the stationary torque signal between the dashed 
lines (t1 to t2) where a constant rotation speed is applied.  
 
 
Figure 3.8: Excerpt from the raw measurement data of the rotating 
cylinder viscosity measurement. a) shows the signal of the high 
precision torque sensor in mV, and b) shows the corresponding motor 
rotation speed in Hz. c) displays the crucible temperature during 
those measurements with the inset showing the overall temperature 
profile of the whole experiment. The dashed line in the inset indicates 
the region that is magnified in the main plot. Viscosity data are 
calculated from the stationary torque signal between the dashed lines 
(t1 to t2) where a constant rotation speed is applied, according to 
Eq. 3.12. Figure and description taken from Ref. [208]. 
 
Furthermore, viscosity measurements with free cooling of the sample were performed. 
Due to the fast cooling rate and the short measurement time, the typically used 
stepwise shear rate profile could not be applied, as only very few data points would 
be measured before the onset of crystallization. For the free cooling experiments, the 
bob was constantly rotated at a frequency of 5 Hz to provide a continuous 
measurement, however not allowing for a zeroing of the torque value throughout the 
measurement. During the stepwise shear rate profile, the zeroing was performed to 




Chapter 3: Experimental Methods 
58 
3.5 In-situ Synchrotron X-ray Scattering  
In-situ synchrotron X-ray scattering experiments were used to analyze structural 
changes on an atomic scale while the sample was exposed to a defined temperature 
profile. Special focus was laid on the crystallization behavior upon heating and cooling. 
Two distinctly different experimental setups were used to apply the temperature 
profile: One with a simple resistive furnace to heat samples in the solid state, and 
another one where the sample was electrostatically levitated (ESL) in the liquid state 
and heating was achieved by laser. 
3.5.1 Functional Principle of Synchrotron X-ray 
Scattering 
In this chapter, the functional principle of a synchrotron source, generating hard X-
rays, as well as the basic principle of X-ray scattering are outlined. 
Synchrotron X-ray sources 
In the laboratory, X-rays are typically generated in an X-ray tube where they are 
obtained from the characteristic radiation of the target anode. A common X-ray tube 
with a copper anode generates characteristic Cu Kα radiation with a wavelength of 
1.544 Å.  
In contrast to laboratory X-ray tubes, large scale synchrotron facilities can produce 
much more energetic X-rays (with a shorter wavelength) with a brilliance that is about 
nine orders of magnitude higher. Brilliance is a typically used quantity to evaluate the 
quality of a light source. It evaluates the number of photons per second, the cross-
sectional area of the beam, the angular divergence of the photons, and the amount of 
photons within a bandwidth of 0.1% of the central wavelength. Hence, the unit of 
brilliance is [photons/(s mm2 mrad2 0.1%BW)] [220]. 
The functional principle of a synchrotron is based on the fact that an accelerated 
charge emits energy. In a synchrotron, electrons that were accelerated to almost the 
speed of light are forced on a circular path by bending magnets in a so-called storage 
ring. One section of such a storage ring is schematically depicted in Fig. 3.9. The 
focusing magnets are used to keep the electrons close to the ideal orbital path. The 
storage ring also includes an accelerating cavity where electrons are re-accelerated 
every turn to compensate for their energy loss due to radiation.  
While synchrotron radiation is emitted every time the electrons are deflected, the 
high-energy X-rays used for experiments are generated in insertion devices called 
undulators (see Fig. 3.9). The undulators consist of an array of magnets that force the 
electrons to follow a defined undulating path. Due to constructive interference a very 
brilliant and focused beam of radiation with a specific wavelength is generated and 
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being used for experiments, the synchrotron radiation passes through an optics hutch 
where the beam is focused, shaped, and made monochromatic.  
A more detailed explanation of the production and properties of synchrotron radiation 




Figure 3.9: Schematic depiction of a section of a synchrotron storage 
ring. Bending magnets and focusing magnets are used to force the 
electrons on a circular path and to keep them focused. The insertion 
devices (undulators) generate the synchrotron radiation used for 
experiments. Taken from Ref. [221]. 
 
X-ray scattering 
An extensive explanation of the theoretical background of total X-ray scattering and 
related data analysis procedures and corrections can be found in the book “Underneath 
the Bragg Peaks” by T. Egami and S.J.L. Billinge (Ref. [222]). Here, only a short 
summary with the most important points is presented. 
The interaction of X-rays with single atoms can best be understood when the X-ray 
photons are described as a wave with the wavevector |𝑘| = 2𝜋/𝜆, where λ is the 
wavelength. This wave interacts with the electronic shells of the atom and 
contributions arise from the scattering with all electrons in the shell. The different 
locations in the shell of all scattering electrons are taken into account in the atomic 
form factor b, which is an integral over the volume of the shell. Now, if scattering not 
only takes place with a single atom, the influence of an ensemble of atoms has to be 
taken into account. The scattering on an ensemble of atoms can be calculated similar 
to the case of the atomic form factor. However, here, the discrete sum over the 
scattering contributions from all atoms is calculated, considering their different 
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 , (3.13) 
where 〈𝑏〉 is the averaged atomic form factor over all atoms, 𝑏𝜈 is the atomic form 
factor of atom 𝜈, 𝑅𝜈 is the atomic position, and 𝑄 is the scattering vector, defined as: 
 𝑄 = 𝑘𝑖𝑛𝑖𝑡 − 𝑘𝑓𝑖𝑛𝑎𝑙  , (3.14) 
with 𝑘 being the wavevector of the incoming (init) and the scattered (final) beam. For 





 , (3.15) 
where 2𝜃 is the scattering angle between 𝑘𝑖𝑛𝑖𝑡 and 𝑘𝑓𝑖𝑛𝑎𝑙. The scattering amplitude 
Ψ(𝑄) from Eq. 3.13 is the Fourier transform of the atomic position 𝑅𝜈, and hence 
provides the information on the atomic structure of the sample that is intended to be 
resolved in the X-ray scattering experiments. However, the only quantity that can be 
measured directly in experiments is the intensity I(𝑄) of the scattered wave, which 




|Ψ(𝑄)|2 + 〈𝑏〉2 − 〈𝑏2〉 , (3.16) 
where N is the number of atoms in the sample and 〈𝑏〉2 − 〈𝑏2〉 is called the Laue 
monotonic scattering term. Now, the scattering intensity I(𝑄) can be transformed into 
the total scattering structure function S(𝑄)  (often called structure function or 










 . (3.17) 
S(𝑄) is a continuous function of 𝑄  and only depends on the magnitude of 𝑄  for 
isotropic scattering, as in liquids and glasses. The structure function contains all local 
structural information of the sample in the Fourier space and can be calculated from 
the scattering intensities measured in X-ray scattering experiments. 
In order to obtain structural information in the real space, a direct Fourier transform 
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G(𝑟) = 4𝜋𝑟[𝜌(𝑟) − 𝜌0] = 4𝜋𝑟𝜌0[𝑔(𝑟) − 1] 
          =
2
𝜋





where 𝜌(𝑟) is the atom pair density function, 𝜌0 is the average number density, r is 
the distance to the reference atom, and g(r) is the pair distribution function. As the 
PDF provides real space structural information, it shows the probability of finding an 
atom in the distance r from the reference atom. It has to be kept in mind that the 
PDF represents an average over all pairs of atoms in the sample, which makes its 
interpretation especially challenging in the case of multicomponent alloys (as for 
BMGs), where many different pairs of atom species are present. In this context, it has 
also to be considered that the atomic form factors of all these atom species are very 
different, resulting in large differences in the weighting factors of the partial structure 
factors. In general, atoms with a higher atomic number are stronger X-ray scatterers 
and therefore contribute more to the total scattering intensity than atoms with a low 
atomic number. 
As can be seen from Eq. 3.18, G(r), g(r), and ρ(r) all provide the same structural 
information. However, there are some advantages to using G(r) in this work. First, 
G(r) is directly calculated from the Fourier transform of S(Q), without assuming any 
value for ρ0, and second, the uncertainties of G(r) are constant with r, whereas the 
ones of g(r), and ρ(r) decrease with r-1. 
In Chapter 3.5.3, dealing with the data analysis of synchrotron X-ray scattering 
experiments, the reader will again be referred to the scattering intensity I(Q), the 
structure function S(Q), and the reduced pair distribution function G(r), as these are 
the main quantities obtained and calculated from the experiments. 
3.5.2 Experimental Setup 
As mentioned in the beginning of the Chapter, different experimental setups were used 
for the in-situ X-ray diffraction experiments. In the first one, solid samples were heated 
with a resistive furnace, and in the second one samples were processed by electrostatic 
levitation (ESL) in the liquid state. Both experimental setups are explained in the 
following. 
Furnace heating experiments 
In-situ synchrotron X-ray scattering experiments with solid samples were carried out 
on the PETRAIII high-resolution beamline P02.1 at DESY (Deutsches Elektronen-
Synchrotron) in Hamburg [223]. As-cast samples that were cut to a thickness of around 
300 μm were analyzed in transmission mode using a Perkin Elmer XRD 1621 CsI 
bonded amorphous silicon flat-panel detector (2048 × 2048 pixels, pixel size 
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(60 keV) was used. The samples were heated from room temperature to 823 K with a 
constant heating rate of 0.333 K/s in a Linkam THMS 600 furnace under a constant 
flow of high-purity Ar. Additionally, isothermal experiments at elevated temperatures 
were conducted where the samples were initially heated with a rate of 2 K/s. Two-
dimensional raw diffraction patterns were collected in 10 s intervals. 
Electrostatic levitation experiments 
In-situ synchrotron X-ray scattering experiments with liquid samples were carried out 
on the materials science beamline ID11 at ESRF (European Synchrotron Radiation 
Facility) in Grenoble, France. Samples were processed in an electrostatic levitation 
(ESL) device [212–215] in collaboration with the Institute of “Materials Physics in 
Space” at the German Aerospace Center (DLR, Deutsches Zentrum für Luft- und 
Raumfahrt).  
The ESL technology uses Coulomb forces to levitate and position a positively charged 
sample in an electrostatic field. The used electrode assembly is schematically shown 
in Fig. 3.10 a). The levitation force is applied by two vertically positioned high voltage 
levitation electrodes (+/- 20 kV) and the horizontal sample position is controlled by 
four side electrodes. At low temperatures, sample charge is maintained by ultraviolet 
(UV) radiation from an UV lamp and by thermionic emission at high temperatures. 
As no stable equilibrium position exists for an electrostatically positioned point charge, 
the horizontal position needs to be actively controlled. This control feedback loop is 
based on the information obtained from a setup of two position sensitive 
photodetectors (PSDs) and two positioning lasers, that detects the position of the 
sample, as shown in Fig. 3.10 b). The sample can be heated and melted by two 75 W 
infrared (λ = 808 nm) heating lasers and temperature is measured by two two-color 
pyrometers. Cooling of the sample is limited by radiative heat transfer when 
completely switching off the lasers. The whole setup is placed in a vacuum chamber 
and levitation takes place under high vacuum, roughly around 10-7 mbar. The mass of 
a typical sample processed by ESL is around 100 mg to 150 mg for the X-ray 
diffraction experiments.  
The main advantages of the ESL technique are the following: Highly reactive samples 
can be processed containerless in the liquid and the solid state in a high vacuum, thus 
avoiding reactions. In contrast to electromagnetic levitation techniques [216,224], 
heating is decoupled from the levitation itself, allowing for all kinds of temperature 
protocols. Furthermore, there are no induced electromagnetic currents, that disturb 
the sample. And finally, ESL samples are not limited to electrically conductive 
materials. 
For the in-situ synchrotron X-ray scattering experiments, an X-ray beam with a size 
of 0.5 × 0.5 mm2 and a wavelength of 0.124 Å (100 keV) was used. The diffraction 
patterns were recorded by a two-dimensional FReLoN detector (2048 × 2048 pixels, 
pixel size 50 μm × 50 μm) and raw diffraction patterns were collected every second. 
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then cooled freely. The heating and cooling cycle was repeated several times for each 
sample. The temperature calibration of the pyrometer was obtained from the melting 
point upon heating. 
 
 
Figure 3.10: a) Schematic diagram of the electrode assembly with the 
levitating sample in the center. b) Schematic diagram of the 
electrostatic levitator, including the positioning and heating systems. 
Taken from Ref. [214]. 
 
3.5.3 Data Analysis 
The raw data obtained from the synchrotron X-ray scattering experiments consists in 
two-dimensional diffraction patterns, as shown in the top-right corner of Fig. 3.11. 
These diffraction patterns first need to be integrated in order to obtain the raw 
intensity as a function of Q. Furthermore, each pattern needs to be correlated with 
the measured temperature. 
For the experiments performed at DESY, an azimuthal integration of the diffraction 
patterns was performed after subtraction of the dark image, using the software DAWN 
Science [225,226]. The azimuthal integration of the diffraction patterns recorded at 
ESRF was performed using the software package PyFAI (Python Fast Azimuthal 
Integration) [227]. In both cases, information on the exact wavelength and the sample 
detector distance from calibration measurements were used for the integration. A 
typical raw intensity diffraction pattern of an amorphous sample is shown as red line 
in Fig. 3.11 a) and in the inset. At very low Q-values, no intensity was measured due 
to the shading of the beamstop. A background image was recorded at room 
temperature and the appropriate background subtraction resulted in the scattering 
intensity I(Q) (black line in Fig. 3.11 a)).  
The resulting scattering intensity I(Q) was then used to calculate the structure 
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into account corrections for sample absorption, multiple scattering, fluorescence, and 
Compton scattering. The typical shape of S(Q), approaching unity for large Q-values, 
is displayed in Fig. 3.11 b). The reduced pair distribution function G(r) was calculated 
from the Fourier transformation of S(Q) according to Eq. 3.18, also using PDFgetX2. 
The maximum Q-value used for the transformation was 16.5 Å for the experiments 
performed at DESY and 9 Å for the ones at ESRF. The optimization algorithm of 
PDFgetX2 was used to obtain the parameters for fluorescence and energy dependence 
of the Compton scattering in order to optimize G(r) in the low r-range (0 to 2 Å). 
One of the calculated G(r) curves is shown in Fig. 3.11 c). For the determination of 
peak positions, both S(Q) and G(r) curves were interpolated with a cubic spline. A 




Figure 3.11: a) Integrated intensity from synchrotron X-ray 
scattering experiments as a function of Q. The red line shows the raw 
intensity and the black line the scattering intensity I(Q) after 
background subtraction. The image on the right shows the diffraction 
pattern before azimuthal integration. b) Structure function S(Q) as 
calculated from I(Q). c) Reduced pair distribution function G(r), 
resulting from the Fourier transform of S(Q). 
 
For the analysis of the crystallization behavior, the scattering intensity I(Q) was 
considered. For the different alloy compositions, the relevant binary phase diagrams 
were evaluated, and possible crystalline phases were listed. A literature search for the 
crystal structures of these phases was performed, e.g. using “Springer Materials”, and 
the idealized diffraction patterns of these crystalline phases were simulated using the 
software “PowderCell 2.3”, as described in Ref. [229]. The simulated patterns were 
then compared to the measured diffraction data. For this analysis, equilibrium phases 
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pointed out that in the fast quenched, multicomponent BMG alloys strong deviations 
of the diffraction patterns from the idealized equilibrium values are likely to occur. 
Peak shifts and changes in intensity are for example caused by a distortion of the 
lattice due to the substitution of one atom species by another one and by the different 
atomic form factors of different atoms.  
3.6 Thermoplastic Forming 
Different thermoplastic forming (TPF) experiments were performed to assess the 
thermoplastic formability of the amorphous alloys. Similar to the temperature profiles 
known from the DSC experiments, deformation experiments with a constant heating 
rate and isothermal ones were conducted. Besides deformation experiments on bulk 
samples, thermoplastic consolidation experiments with amorphous powder were 
performed, evaluating this additive processing route as an alternative way to obtain 
larger amorphous structures. 
For all TPF experiments, a custom-built machine was used that allows for rapid 
heating, pressing, and cooling of samples in a high purity Ar-atmosphere (also see Ref. 
[230]). The experimental setup is depicted in Fig. 3.12.  
 
 
Figure 3.12: Visualization of the experimental setup for TPF. A 
sample holder carries the sample to the combined heating and 
pressing station between two hot Cu-pistons. The temperature of the 
pistons can be precisely controlled, and the pistons are brought in 
contact with the sample, causing a rapid heating. The desired 
pressing force is then also applied by the Cu-pistons. a) Initial 
position before the pistons are brought into contact with the sample. 
b) Final position after deformation of the sample.  
 
Figure 3.12 a) shows the initial position while b) shows the final position after 
deformation of the sample. On the left-hand side the sample holder is displayed, 
including two thin Cu-plates that carry the sample. The sample is fixated by a slight 
pretension of the Cu-plates. Within the TPF machine, eight of these sample holders 
are attached to a rotatable mount, placed inside a vacuum chamber. Prior to each 
experiment, the sample holder is rotated to the combined heating and pressing station 
between two hot Cu-pistons, as shown in Fig. 3.12 a). The temperature of the pistons 
can be precisely controlled, and the pistons are brought in contact with the sample, 
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applied by the Cu-pistons. After reaching the programmed pressing time, the pistons 
return to their initial position and the sample holder rotates immediately to the next 
position where the sample is rapidly cooled between cold Cu-pistons. 
3.6.1 Bulk Deformation 
Bulk deformation experiments were performed with a single, standardized sample 
geometry in order to allow for comparison between different alloys. Cylindrical 
samples with a diameter of 3 mm and a length of 7 mm were used. The majority of 
experiments was performed on the alloys listed in Table 3.1, as well as on the Zr-based 
alloy AMZ4 (Zr59.3Cu28.8Al10.4Nb1.5) and the Fe-based alloy FeMoPCB (Fe67.5Mo7.5 
P10C10B5).  
Constant Heating Rate 
Deformation experiments with a constant heating rate were used to assess the 
maximum deformability of an alloy in a single scan (compare to the experiments shown 
in Ref. [172]).  
The sample was positioned as shown in Fig. 3.12 a) and prior to heating the Cu-
pistons, the Cu-pistons were lowered to press on the sample with a constant load of 
500 N. The temperature of the Cu-pistons was now adjusted to a temperature 50 K 
below the glass transition temperature of the sample (Tg - 50 K). After equilibrating, 
the whole setup (Cu-pistons and sample) was heated with a constant heating rate of 
0.333 K/s up to a temperature at least 10 K above the crystallization temperature of 
the chosen rate (Tx + 10 K). During the experiment, the displacement of the upper 
piston as well as the temperature of the pistons were recorded. A typical dataset of 
one experiment is shown in Fig. 3.13. The blue curve displays said piston displacement, 
showing the deformation of the sample in the supercooled liquid. The red curve shows 
the temperature-time profile and the black curve is a DSC scan with the same heating 
rate where the characteristic temperatures are indicated by dashed lines as a reference. 
After each experiment, the sample was cooled to room temperature and its mean 
diameter and its exact thickness were measured with a micrometer screw.  
Isothermal Experiments 
Isothermal deformation experiments were used to measure the deformability of an 
alloy as a function of time and temperature, thus resulting in a TPF TTD (thermo-
plastic forming time-temperature-deformation) diagram. The applied temperature 
protocol was very similar to the one used for the measurement of the TTT diagram 
in DSC (see Chapter 3.3.3). The main advantage of this experimental procedure over 
the one with a constant heating rate is that here the amorphous structure of the 
sample can be preserved, thus maintaining the advantageous properties of the metallic 
glass.  
The geometrical setup of the experiment was the same as described for the constant 
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pressing temperature before getting into contact with the sample. The pistons were 
then lowered and pressed on the sample with a constant load of 500 N. Due to the 
fast conductive heating through the Cu-pistons, the sample quickly reached the 
temperature of the pistons and was held isothermally for the programmed time. After 
each experiment, the sample was rapidly cooled between cold Cu-pistons and its mean 
diameter and its exact thickness were measured with a micrometer screw. Selected 
samples were also analyzed by DSC scans (compare to Chapter 3.3.1) and XRD 
measurements (compare to end of Chapter 3.1). 
 
 
Figure 3.13: Process diagram for TPF bulk deformation experiments 
with a constant heating rate. The blue curve displays the 
displacement of the pressing piston, showing the deformation of the 
sample in the supercooled liquid. The red curve shows the 
temperature-time profile of the TPF experiment with a heating rate 
of 0.333 K/s. The black curve is a DSC scan with the same heating 
rate where the characteristic temperatures are indicated by dashed 
lines. 
 
3.6.2 Powder Consolidation 
TPF consolidation experiments with amorphous powder were conducted additionally 
to the bulk deformation experiments. The focus of these experiments was to evaluate 
this processing route as one possible additive manufacturing method to produce large 
amorphous structures that cannot be obtained by casting methods.  
Amorphous powder of three different alloy compositions, namely AMZ4 (Zr59.3Cu28.8 
Al10.4Nb1.5), CuTi (Cu47Ti33Zr11Ni6Si1Sn2), and FeMoPCB (Fe67.5Mo7.5 P10C10B5), was 
used. The amorphous powder was produced at the “Leibniz-Institut für Werkstoff-
orientierte Technologien – IWT” in Bremen within the framework of a cooperative 
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was provided by the Heraeus Additive Manufacturing GmbH [231]. Different powder 
fractions between 25-45 μm and 150-180 μm were used.  
The consolidation experiments were performed similar to the isothermal deformation 
experiments described in the previous chapter and the interested reader is also referred 
to our recent publication on the same topic [184]. In contrast to bulk deformation 
experiments, the powder needed to be enclosed in some kind of container to allow for 
heating and pressing of the sample. Hence, permanent steel molds consisting of an 
outer frame with an interior rectangular hole of 3 x 20 mm and two tight fitting 
rectangular punches that seal the frame from top and bottom, were used. A typical 
mold is schematically depicted in the inset in Fig. 3.14 a). A force applied onto the 
two punches compacts the powder in the middle which on the sides is enclosed by the 
frame. Quantities of 0.5 to 1.5 g of powder were filled into the molds and the mold 
bundle was placed on the TPF sample holder as previously explained.  
A typical process diagram for the TPF powder consolidation experiments is displayed 
in Fig. 3.14, with a) showing the pressing force as a function of time, b) the piston 
displacement, and c) the temperature profile. The blue curve shows the sample 
temperature, measured with a thermocouple, and the black and red curves show the 
lower and upper Cu-piston temperatures, respectively. In the inset, a magnification of 
the pressing interval can be seen. 
The TPF procedure started at t = 0 s, where the hot Cu-pistons were lowered and 
pressed on the powder filled mold with an initial force of 500 N. During the next 20 s 
the sample was heated until the desired process temperature was reached. Then the 
consolidation process started when a pressing force of maximally 4500 N was applied 
by the pistons. After reaching the desired pressing time, the pistons went back to their 
initial position and the sample was rapidly cooled between cold Cu-pistons. For AMZ4, 
pressing temperature was varied between 703 K and 743 K, and pressing times ranged 
from 10 s to 150 s. A maximum pressing stress of 75 MPa was reached.  
All selected process parameters were evaluated regarding powder compaction and the 
conservation of the amorphous structure. The degree of compaction, or rather the 
remaining porosity, was evaluated by optical microscopy with an Olympus BH-2 
optical microscope on polished cross-sections. The amorphous structure of the samples 
after consolidation was checked by XRD with a PANalytical X’Pert Pro diffractometer 
as described in Chapter 3.1, as well as DSC.  
The samples obtained from the TPF consolidation process were beam shaped samples 
with a rectangular cross section of 1-2 x 3 mm2 and a length of 20 mm. These samples 
were used for three-point beam bending tests as described in Chapter 3.2, in order to 
evaluate their mechanical performance. The fracture surfaces of the beams were 









Figure 3.14: Process diagram for TPF powder consolidation 
experiments. The dashed line indicates the beginning of the heating 
phase, the dash-dotted line the start of the pressing process, and the 
dotted line the end of pressing. a) Pressing force as a function of 
time, with the inset schematically showing the permanent steel molds 
used for the powder pressing. b) Piston displacement. c) Temperature 
profile. The blue curve shows the sample temperature, measured with 
a thermocouple in the center of the sample, and the black and red 
curves show the lower and upper Cu-piston temperatures, 







Chapter 4  
Thermophysical and Structural Investigation 
In this Chapter, the thermophysical properties and the structure of the CuTi-based 
bulk metallic glass (BMG) Vitreloy 101 (Cu47Ti34Zr11Ni8) [12] and the Zr-based BMG 
Vitreloy 105 (Zr52.5Cu17.9Ni14.6Al10Ti5) [11] are investigated. Special focus is laid on the 
influence of minor additions of sulfur (S) and phosphorus (P) on the two alloy systems, 
as it was found that already minor additions of S drastically change the properties. 
This work is motivated by the discovery of S-containing BMGs in the research group 
of R. Busch in 2016, which resulted in the filing of a patent in 2017 and the first 
publication [7].  
The critical casting thickness of the different compositions, the mechanical properties, 
and the crystallization behavior are evaluated. The thermodynamic functions are 
determined, and viscosity and kinetic fragility are measured around the glass 
transition and in the stable liquid. In-situ synchrotron X-ray scattering experiments 
are performed, elucidating the crystallization sequence upon heating and cooling. 
Based on the diffraction data, the temperature evolution of structural differences 
between the alloys is discussed.  
4.1 Modifications of CuTi- and Zr-based Alloys 
by Minor Additions 
Minor additions of S and P were added to the well know bulk metallic glass-forming 
alloys Cu47Ti34Zr11Ni8 (Vit101) and Zr52.5Cu17.9Ni14.6Al10Ti5 (Vit105). Both alloys are of 
industrial interest due to their rather cheap constituent elements (Vit101) or their 
rather high GFA (Vit105), and are already used in industrial production, e.g. by the 
Heraeus Deutschland GmbH [232]. However, both alloy compositions do not show a 
pronounced SCL region upon heating, thus hampering their use for thermoplastic 
forming processes or selective laser melting. Hence, the initial goal of the microalloying 
efforts was to enhance their thermal stability. 
The measured data for the initial optimization process regarding the thermal stability 
of the alloys and the influence of microalloying is depicted exemplarily for Vit105 S in 
Fig. 4.1. Samples with increasing S-content were produced and standard DSC scans 
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increase the length of the SCL, reaching its maximum for the compositions with a S-
content between 1.75 and 2.25 at%, with ΔTx = Tx-Tg = 85 K for a heating rate of 
qh = 1 K/s. The measurements also show that the length of the SCL is not too 
sensitive to changes in the S-content in the region between 1.5 and 2.25 at%, as shown 
in the right window of Fig. 4.1. For all further investigations the composition 
(Vit105)98S2 was selected. Additionally, other element ratios of the S-containing alloy 
were changed (Cu-Ni, Zr-Ti, and Cu-Al) and the length of the SCL was evaluated, 
however not resulting in any significant improvements. 
 
 
Figure 4.1: DSC scans of Vit105 S alloy compositions with a heating 
rate of qh = 1 K/s. Vit105 is compared to its S-bearing counterparts 
with S-contents between 1.5 and 3 at%. The length of the SCL region 
is indicated in the right window. 
 
The previously described initial selection process for the appropriate S- and P-content 
was performed in the same manner for Vit105 P and Vit101 P/S, resulting in the 
following compositions that were thoroughly characterized in this work: Vit101 P1 
(Cu46.53Ti33.66Zr10.89Ni7.92P1), Vit101 S1.5 (Cu46.3Ti33.5Zr10.8Ni7.9S1.5), Vit105 P2 (Zr51.45Cu17.54 
Ni14.31Al9.8Ti4.9P2), and Vit105 S2 (Zr51.45Cu17.54Ni14.31Al9.8Ti4.9S2). The base alloys Vit101 
and Vit105 were also characterized in the same way to allow for a consistent 
comparison of the properties. 
4.1.1 Critical Casting Thickness 
The XRD results for all six alloys for rod-shaped samples produced by Cu-mold casting 
are shown in Fig. 4.2 and the resulting critical casting thickness dc for fully amorphous 
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Vit101 alloys, where fully XRD amorphous samples are obtained up to a thickness of 
5 mm for Vit101 and Vit101 P1 and up to 6 mm for Vit101 S1.5. Hence, the addition 
of P does not significantly improve the GFA, while the addition of 1.5 at% S improves 
the critical casting thickness by one millimeter. A similar improvement is observed for 
the addition of 1 at% Si to Vit101 [133], as well as for 2 at% Sn [134,143]. It should 
also be noted that the critical casting thickness of Vit101 was reported as dc = 4 mm 
in the original publication [12], whereas in this work a 5 mm rod was XRD amorphous.  
Figure 4.2 b) shows the diffraction patterns for the Vit105 alloys. The critical casting 
thickness is found to be 8 mm for Vit105, 3 mm for Vit105 P2, and 6 mm for Vit105 S2. 
Here, minor additions result in a decreasing GFA, especially for the P addition. In 
literature, the critical casting thickness of Vit105 is estimated as 18 mm in the 




Figure 4.2: XRD patterns of rods for the evaluation of the critical 
casting thickness. a) Vit101 alloys. b) Vit105 alloys.  The composition 
and the diameter of the samples is given in the figure.  
 
Experiments to determine the critical casting thickness were additionally performed 
with industrial grade raw materials, where Zr crystal bar1 was replaced by Zr7022, and 
Ti 99.995%3 by Ti CP grade 14. Using industrial grade raw materials significantly 
increases the oxygen content of the master alloys and is known to decrease the GFA 
of many Zr-containing alloys [11,84,146]. Surprisingly, for the Vit101 alloys it was 
found that the critical casting thickness of industrial grade Vit101 and Vit101 S1.5 is 
at least 5 mm, and hence is not diminished. For the Vit105 alloys the experiments 
showed that the critical casting thickness of both, industrial grade Vit105 and 
Vit105 S2 is reduced to 5 mm, and therefore the same as for the Vit101 alloys.  
 
1 Zr crystal bar:   30 wt. ppm oxygen  
2 Zr702:    1600 wt. ppm oxygen 
3 Ti 99.995%:   200 wt. ppm oxygen 
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Table 4.1: Critical casting thickness dc for fully amorphous rods in 
Cu-mold casting. 
Alloy dc [mm]  Alloy dc [mm] 
Vit101 5  Vit105 8 
Vit101 P1 5  Vit105 P2 3 
Vit101 S1.5 6  Vit105 S2 6 
4.1.2 Mechanical Properties 
The mechanical properties were assessed by three-point bending (3PB) flexural tests 
and by Vickers hardness measurements. The results of the 3PB tests are depicted in 
Fig. 4.3. For the Vit101 alloys in Fig. 4.3 a), it can clearly be seen that minor additions 
of P and S result in an embrittlement of the alloy as no more plasticity is observed in 
bending. As for the influence on the GFA, these results are very similar to the ones 
reported for minor additions of Si and Sn to Vit101 [143].  
 
 
Figure 4.3: Stress-strain diagram of a) the Vit101 alloys and b) the 
Vit105 alloys resulting from the three-point bending flexural test. 
The characteristic properties are indicated by dashed lines. 
 
In Ref. [143] the authors report on a significant drop in toughness that seems to be 
related to an increase in glass transition temperature, yield strength, and shear 
modulus. Due to the decrease in toughness, small defects already cause sample fracture 
under bending load before the nominal yield strength is reached. The measurement 
curve of Vit101 S1.5 reaching a flexural stress above 3 GPa indicates that the yield 
strength for defect-free samples lies above the one for Vit101. The characteristic 
mechanical properties obtained from 3PB of the Vit101 alloys and the standard 
deviation of the measurements are summarized in Table 4.2. E 3PB is the elastic 
modulus, σyield
0.2 is the 0.2 % offset yield point, or rather the fracture stress for the 
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The 3PB measurements for the Vit105 alloys are shown in Fig. 4.3 b). For Vit105 P2, 
a slight increase in the elastic modulus and an embrittlement of the alloy are observed. 
For Vit105 S2 however, there is no significant embrittlement and the strain to fracture 
(εf = 5.2 %) is similar to the one for Vit105 (εf = 6.1 %). The 0.2 % offset yield point 
is increased by almost 200 MPa in comparison to the base alloy, hence showing a 
strengthening of the alloy without a decrease in ductility. All characteristic values are 
also shown in Table 4.2. 
Hardness measurements showed an increase in hardness for all alloys with minor 
additions in comparison to their base alloys (576 HV for Vit101 and 506 HV for 
Vit105). While for the Vit101 alloys an increase of roughly 15 HV is observed, the 
Vit105 alloys show an increase of around 25 HV. The results of the hardness 
measurements are also summarized in Table 4.2. 
Table 4.2: Characteristic mechanical properties of the amorphous 
alloys and the standard deviation of the measurements. HV5 
indicates Vickers hardness values, E 3PB the elastic modulus as 
determined in three-point bending, σyield
0.2 the 0.2 % offset yield point, 
and εf the strain to fracture. 
Alloy HV 5 E 3PB [GPa] σyield
0.2 [MPa] εf [%] 
Vit101 576 ± 5 108 ± 0.5 2900 ± 10 5.5 ± 0.6 
Vit101 P1 588 ± 3 103 ± 3 2040 ± 430 2.15 ± 0.5 
Vit101 S1.5 590 ± 6 105 ± 3 2240 ± 550 2.35 ± 0.6 
Vit105 506 ± 6 89 ± 1 2600 ± 45 6.1 ± 0.6 
Vit105 P2 538 ± 8 94 ± 2 2510 ± 240 3.0 ± 0.4 
Vit105 S2 527 ± 2 92 ± 2 2770 ± 95 5.2 ± 0.4 
4.2 Thermodynamic Properties 
The thermodynamic properties discussed in this work include characteristic 
temperatures, transformation enthalpies, molar heat capacity, and the derived 
quantities enthalpy, entropy, and Gibbs free energy. All these properties can be 
determined from calorimetric measurements and allow, among others, an estimation 
of the driving force for crystallization in the supercooled melt.  
In the first section, the characteristic temperatures and enthalpies determined from 
standard DSC and DTA scans are discussed, and in the second one the thermodynamic 
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4.2.1 Characteristic Temperatures and Enthalpies 
Figure 4.4 shows the DSC scans of all alloys with a heating rate of qh = 0.333 K/s, 
where the glass transition temperature Tg and the crystallization temperature Tx are 
indicated by arrows. The obtained characteristic temperatures are summarized in 
Table 4.3 on page 78, where also the fictive temperature Tfic for a heating and cooling 
rate of q = 0.333 K/s is shown. Tfic results from the Tg-shift measurements discussed 
in Chapter 3.3.2 and 4.4. Furthermore, the integrated crystallization enthalpy upon 
heating ΔHx is given in Table 4.4.  
For the Vit101 alloys, shown in Fig. 4.4 a), the minor additions cause the glass 
transition temperature to increase by around 20 K (from 674 K for Vit101 to 691 K 
for Vit101 P1 and 695 K for Vit101 S1.5). At the same time, the crystallization 
temperature increases even further, resulting in an increase of the SCL region ΔTx of 
around 15 K. The crystallization enthalpies upon heating, ΔHx, were determined to be 
rather similar and lie between 7 and 8 kJ g-atom-1 for the three alloys, where 
Vit101 S1.5 shows the lowest enthalpy and one less crystallization peak.  
 
 
Figure 4.4: DSC scans of a) the Vit101 alloys and b) the Vit105 alloys 
with a heating rate of qh = 0.333 K/s. The glass transition 
temperature Tg and the crystallization temperature Tx are indicated 
by arrows. In both alloy families, minor additions of P or S increase 
Tg and significantly enlarge the SCL region. 
 
The DSC scans of the Vit105 alloys are displayed in Fig. 4.4 b). The influence of minor 
P and S additions described for Vit101 generally holds true for Vit105. Tg increases 
by roughly 20 K and the SCL region is enlarged. Microalloying seems to inhibit the 
first crystallization event occurring in Vit105 which is visible as a shoulder, or rather 
a small peak, in the heat flow signal before the main crystallization event occurs. For 
both, Vit105 P2 and Vit105 S2, only a single sharp crystallization peak is visible. While 
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larger SCL region with ΔTx = 100 K, and hence a pronounced thermal stability upon 
heating. The crystallization enthalpies are smaller than for Vit101 and are determined 
to lie between 4.82 kJ g-atom-1 for Vit105 P2 and 5.86 kJ g-atom
-1 for Vit105 S2. 
In summary, for the Vit101 and the Vit105 alloys, minor additions of P and S increase 
Tg and significantly enlarge the SCL region, thus causing an enhanced thermal 
stability upon heating.  
The DTA melting curves are depicted in Fig. 4.5. For each alloy composition, an 
amorphous and a crystalline sample were heated up to 1373 K with a heating rate of 
qh = 0.333 K/s. The obtained characteristic temperatures are displayed in Table 4.3 
and the enthalpy ΔHf, and entropy of fusion ΔSf, in Table 4.4. For all compositions, 
various measurements were performed and the values in the tables represent mean 
values for the first melting of an initially amorphous sample. 
 
 
Figure 4.5: DTA scans of a) the Vit101 alloys and b) the Vit105 
alloys with a heating rate of qh = 0.333 K/s. For each alloy 
composition, an amorphous and a crystalline sample were heated up 
to 1373 K. For the amorphous samples, the glass transition 
temperature Tg, the crystallization temperature Tx, the melting 
temperature Tm, the temperature of fusion Tf, and the liquidus 
temperature Tl, are indicated by arrows. Especially for the Vit101 
alloys it can be noted that the melting of initially amorphous samples 
starts at lower temperatures than for their crystalline counterparts, 
whereas the liquidus temperature stays the same. 
 
The Vit101 alloys in Fig. 4.5 a) show a distinct difference in the melting curves for 
initially amorphous and initially crystalline samples. The melting (or eutectic) 
temperature of the amorphous samples Tm
am is roughly 60 K lower than the one of 
crystalline samples (Tm
xtal) during the first melting in the DTA. The temperature of 
fusion Tf however, which corresponds to the peak position of the main melting peak, 
is around 1140 K for the three Vit101 compositions. The liquidus temperature Tl lies 




Chapter 4: Thermophysical and Structural Investigation 
78 
fusion ΔHf is approximately 11.3 kJ g-atom
-1 for Vit101 and Vit101 P1 and only 
10 kJ g-atom-1 for Vit101 S1.5. Given a similar value of Tf, the entropy of fusion 
ΔSf = ΔHf/Tf of the alloys shows the same proportionality, with ΔSf (Vit101) = 
9.9 J g-atom-1 K-1. The reduced glass transition temperature Trg = Tg/Tl increases 
from 0.577 for Vit101, over 0.590 for Vit101 P1, to 0.594 for Vit101 S1.5. 
The phenomenon that the melting point of the initially amorphous sample is lower 
than the one of the slowly cooled crystalline sample might be related to the findings 
presented in Refs. [233–235]. There, a significant decrease in the melting temperature 
is reported for very small and nanocrystalline samples. The same effect could occur in 
the initially amorphous samples that form a nanocrystalline structure upon heating 
during the DTA measurement. This structure shows a high amount of grain 
boundaries, is less stable and hence displays a higher Gibbs free energy. Therefore, 
the liquid structure is already energetically preferred at lower temperatures, initiating 
the melting process, as observed in Ref. [236].  
The DTA scans of the Vit105 alloys are shown in Fig. 4.5 b). These alloys also show 
a slightly earlier onset of melting for the initially amorphous samples, however less 
pronounced as Vit101. The temperature of fusion Tf lies around 1090 K for all three 
compositions. While Vit105 almost shows a eutectic composition (Tl = 1134 K), 
Vit105 P2 shows a larger melting shoulder (Tl = 1189 K), and Vit105 S2 an even more 
pronounced one (Tl = 1295 K). The existence of a crystalline phase in Vit105 S2 up 
to high temperatures will also be discussed later in the context of the in-situ 
synchrotron X-ray scattering experiments at high temperatures in Chapter 4.6.2.  
Table 4.3: Characteristic temperatures, determined by DSC and 
DTA measurements at a heating rate of qh = 0.333 K/s. Glass 
transition temperature Tg, crystallization temperature Tx, length of 
the SCL region ΔTx, fictive temperature Tfic, Kauzmann temperature 
TK, melting (or eutectic) temperature for an amorphous sample Tm
am, 
a crystalline sample Tm
xtal, temperature of fusion Tf, liquidus 




























Vit101 674.0 718.7 44.7 674.0 2) 553 1067 1112 1139 1168 0.577 
Vit101 P1 690.5 748.7 58.2 688.7 577 1036 1113 1146 1171 0.590 
Vit101 S1.5 694.5 754.7 60.2 696.3 599 1049 1112 1144 1170 0.594 
Vit105 671.4 731.1 59.7 670.3 591 1055 1071 1095 1134 0.592 
Vit105 P2 695.7 795.6 99.9 690.3 634 1068 1074 1089 1189 0.585 
Vit105 S2 691.9 769.3 77.4 690.8 603 1057 1065 1093 1295 0.534 
1) for 0.333 K/s  
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Table 4.4: Characteristic enthalpy, entropy and Gibbs free energy 
values, as measured by DSC and DTA, or calculated from the molar 
heat capacity functions of the liquid and the crystal. Crystallization 
enthalpy upon heating ΔHx, enthalpy of fusion ΔHf, and entropy of 
fusion ΔSf. Enthalpy (ΔH
l-x), entropy (ΔSl-x), and Gibbs free energy 
(ΔGl-x) difference between the liquid and the crystal at the fictive 










[J g-atom-1 K-1] 
ΔGl-x (Tfic) 
[J g-atom-1] 
Vit101 7.46 11.3 9.92 6.70 4.41 3.72 
Vit101 P1 7.98 11.4 9.95 6.85 4.49 3.76 
Vit101 S1.5 6.97 10.0 8.74 5.87 3.75 3.26 
Vit105 5.24 8.8 8.04 4.24 2.53 2.54 
Vit105 P2 4.82 6.9 6.34 3.15 1.76 1.94 
Vit105 S2 5.86 8.7 7.96 4.52 2.95 2.49 
 
The enthalpy of fusion ΔHf is approximately 8.7 kJ g-atom
-1 for Vit105 and Vit105 S2 
and only 6.9 kJ g-atom-1 for Vit105 P2, and the entropy of fusion ΔSf of the alloys 
shows the same trend (compare to Table 4.4). The reduced glass transition 
temperature Trg ranges from 0.592 for Vit105, over 0.585 for Vit105 P2, to 0.534 for 
Vit105 S2. 
At this point it should be noted that for the evaluation of the data only the first 
heating cycle of each sample was analyzed. As described in Chapter 3.3.1, each sample 
was melted several times. However, the DTA melting signal changes with every 
melting cycle when heating to temperatures high above the liquidus temperature, as 
visualized in Fig. 4.6 a). There, three subsequent melting and two cooling cycles of 
the same sample are shown. The first heating and cooling are shown in black, the 
second one in red, and the third one in blue. First, it can be noted that the enthalpy 
of fusion decreases with every cycle, from initially 11.1 to 7.9 J g-atom-1 K-1 for the 
third run, even though the sample mass stays constant. Second, the initially eutectic 
alloy composition shows a pronounced melting shoulder in the third heating run at 
around 1500 K, as indicated by the blue arrow. A similar but less pronounced effect 
can already be observed during the second heating. The existence of this shoulder is 
supported by the exothermic crystallization events upon cooling between 1400 K and 
1300 K, as indicated by the black and the red arrow. 
These results indicate that oxidation of the alloy occurs at high temperatures, even 
though the measurement is performed in a high-purity Ar atmosphere, thus forming 
an oxygen-stabilized phase with a higher melting point [85]. Hence, the percentage of 
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temperature range, and increasing the percentage of the oxygen-stabilized phase that 
causes the shoulder at high temperatures.  
In order to confirm this assumption, the DTA sample was analyzed by XRD and 
SEM/EDX on a polished cross-section after the three heating and cooling cycles. The 
black line in Fig. 4.6 b) shows the obtained X-ray diffraction pattern of the crystalline 
sample. The inset in the figure shows a backscattered electron SEM image where large 
crystals (dark grey), with an on average lower atomic number than the remaining 
sample, are visible. EDX analysis of these crystals predicts an atomic composition of 
54.4 at% Ti, 29.5 at% Cu or Ni, and 16.1 at% O. This ratio fits well to the oxygen-
stabilized phase Ti4Cu2O (or Ti4Ni2O) which was previously found in other glass-
forming alloy compositions [85,146,237]. The red line in Fig. 4.6 b) shows the X-ray 
diffraction pattern of Ti4Cu2O calculated with PowderCell 2.3 [229] according to the 
structural data from Ref. [238]. The diffraction peaks of the Ti4Cu2O phase are, among 
others, clearly found in the pattern of the analyzed sample, confirming the formation 
of this oxygen-stabilized phase. 
 
 
Figure 4.6: a) DTA heating and cooling curves for Vit101. The 
heating curves show a decreasing enthalpy of fusion in the main peak 
for subsequent scans of the same sample. In the third scan, a 
pronounced shoulder at around 1500 K becomes visible (blue arrow) 
and the cooling curves show an exothermic crystallization event 
above the nominal liquidus temperature of the alloy. b) X-ray 
diffraction pattern of the Vit101 sample after the DTA measurement 
(black line). The red line represents the calculated diffraction pattern 
of a crystalline Ti4Cu2O phase. The inset shows a SEM image of the 
same sample and the results of the EDX analysis of the indicated 
phase are presented. 
 
In summary, samples of highly reactive metallic melts, containing Ti or Zr, experience 
oxidation during DTA measurements at temperatures several hundred degrees above 
the liquidus temperature. The remaining oxygen content in the high-purity Ar 
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higher liquidus temperature. The existence of such a phase was confirmed by EDX 
and XRD analysis, in agreement with Refs. [85,146,237]. Consequently, for DTA 
measurements of highly reactive melts, only the first melting event should be 
evaluated, and excessive overheating should be avoided when looking at cooling 
curves.  
4.2.2 Molar Heat Capacity and Thermodynamic 
Functions 
In this Chapter, the results of the molar heat capacity measurements are presented 
and the thermodynamic functions for enthalpy H, entropy S, and Gibbs free energy 
G, are calculated on this basis. 
The data points from the molar heat capacity measurements for the six alloy 
compositions are presented in Fig. 4.7 a)-f). On the left-hand side, the Vit101 alloys 
are shown and on the right-hand side the Vit105 alloys. For all alloys, the cp 
measurements of the glassy state are displayed as red dots and the data points in the 
supercooled liquid state are displayed as blue circles. cp of the crystalline sample is 
shown as black squares. The arrows indicate the characteristic temperatures (Tg, Tx, 
Tm, and Tf from Table 4.3) for each composition. The black line represents a fit of the 
molar heat capacity of the crystal according to Eq. 3.9, and the dashed blue line 
represents the liquid state according to Eq. 3.8.  
No reliable cp measurements could be performed in the stable liquid state, due to the 
temperature limitations of the DSC and the reactions occurring at high temperatures 
in the DTA. Hence, the fitting of the molar heat capacity of the liquid state needs 
additional data to complement the data points measured around Tg. The relation 
presented in Eq. 3.10 is used to roughly estimate the course of cp in the liquid state, 
using the difference between the enthalpy of fusion and crystallization. The value of 
cp at the liquidus temperature was assumed such, that the integral in Eq. 3.10 equals 
the enthalpy difference. The resulting fitting parameters for the Kubaschewski 
equations (Eq. 3.8 and Eq. 3.9) are written down in Table. 4.5. 
The Vit101 alloys (Fig. 4.7 a), c), e)) show rather similar cp values in the crystalline 
state, and Vit101 P1 and Vit101 S1.5 also show similar values in the glassy state. For 
each of these two compositions, two data points in the supercooled liquid state were 
obtained before crystallization occurred during the step method (compare to Chapter 
3.3.4). For Vit101, the cp curve is shifted to lower temperatures by about 20 K 
according to the shift in Tg. Furthermore, due to the short and unstable SCL region, 
no reliable data point in the SCL was obtained and a value similar to the ones for 
Vit101 P1 and Vit101 S1.5 was assumed for the fitting. 
A similar situation is found for the Vit105 alloys. cp in the crystalline and the glassy 
state resembles one another for the three compositions, with a shift to lower 
temperatures for Vit105. While for Vit105 P2 and Vit105 S2 several data points in the 
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could be measured, due to the rather short SCL region. The cp measurements for the 
Vit105 alloys are shown in the Figs. 4.7 b), d), and f). 
 
 
Figure 4.7: Molar heat capacity cp in [J g-atom
-1 K-1] as measured 
with the DSC step method. The black squares represent the 
crystalline state, the red dots the glassy state, and the blue circles 
represent cp values in the supercooled liquid state. The black line 
corresponds to a fit according to Eq. 3.9, describing cp in the 
crystalline state, whereas the dashed blue line describes cp of the 
liquid state (Eq. 3.8). As no cp values are available in the stable 
high temperature liquid state, Eq. 3.10 was used to calculate cp. 
The arrows indicate the characteristic temperatures (Tg, Tx, Tm, 
and Tf). In a), b), c), d), e), and f), the same depiction is shown 
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Table 4.5: Fitting parameters of the Kubaschewski functions (Eq. 3.8 
and Eq. 3.9), describing the molar heat capacity in the liquid and 
the crystalline state as a function of temperature.  
Alloy 
a [×10-3] 
[J g-atom-1 K-2] 
b [×106] 
[J g-atom-1 K] 
c [×10-3] 
[J g-atom-1 K-2] 
d [×10-6] 
[J g-atom-1 K-3] 
Vit101 5.9616 7.8161 -0.1549 6.9447 
Vit101 P1 2.8887 10.1619 -1.9621 8.5986 
Vit101 S1.5 1.7231 10.8112 -3.2852 10.3694 
Vit105 6.1935 7.2205 -0.8554 6.7032 
Vit105 P2 3.2428 9.3593 -3.2134 10.9324 
Vit105 S2 3.8825 9.2005 1.1879 5.1906 
 
Based on the cp fitting functions, describing cp of the liquid and the crystalline state 
as a function of temperature, the difference in enthalpy, entropy, and Gibbs free energy 
between the liquid and the crystal are calculated according to Eq. 2.2, Eq. 2.3, and 
Eq. 2.1. The results for the six alloy compositions are plotted in Fig. 4.8, with the 
Vit101 alloys on the left and the Vit105 alloys on the right. The characteristic 
temperatures are indicated on the crystalline reference line. The horizontal dashed 
lines represent the enthalpic and entropic state of a glass frozen in at q = 0.333 K/s 
and the dashed arrows indicate the corresponding fictive temperature Tfic. Vertical 
double arrows indicate the enthalpy of crystallization and the enthalpy and entropy 
of fusion. The values for the Enthalpy (ΔHl-x), entropy (ΔSl-x), and Gibbs free energy 
(ΔGl-x) difference between the liquid and the crystal at Tfic are given in Table 4.4. 
Figure 4.8 a) and b) show the enthalpy difference ΔHl-x between the liquid and the 
crystal. In general, the liquids (and the glasses) of the Vit101 alloys are in a higher 
enthalpic state than the ones of the Vit105 alloys, as they show a higher crystallization 
enthalpy and enthalpy of fusion. The enthalpy of fusion defines the enthalpy difference 
at the temperature of fusion Tf, whereas the crystallization enthalpy defines it at the 
crystallization temperature Tx. Vit101 and Vit101 P1 have a very similar course of 
their enthalpy curve, whereas Vit101 S1.5 lies a bit lower. For the Vit105 alloys, 
Vit105 P2 lies below the other two compositions, which behave very similarly. 
The difference in entropy ΔSl-x between the liquid and the crystal is presented in Fig. 
4.8 c) and d). The relations between the alloy compositions are similar to the ones for 
ΔHl-x. The temperature at which ΔSl-x vanishes defines the Kauzmann temperature TK 
(compare to Chapter 2.1.1), where the glass transition needs to occur at latest from a 
thermodynamic point of view. The Kauzmann temperatures of all compositions are 








Figure 4.8: Thermodynamic functions of the supercooled liquid with 
respect to the crystalline state as a function of temperature. a), b) 
Enthalpy ΔHl-x, c), d) Entropy ΔSl-x, e), f) Gibbs free energy ΔGl-x, 
with the Vit101 alloys being displayed on the left and the Vit105 
alloys on the right. The characteristic temperatures are indicated on 
the crystalline reference line. The horizontal dashed lines represent 
the enthalpic and entropic state of a glass frozen in at q = 0.333 K/s. 
Vertical double arrows indicate the enthalpy of crystallization and 
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The Gibbs free energy difference between the liquid and the crystal, ΔGl-x, is presented 
in Fig. 4.8 e) and f). ΔGl-x correlates with the driving force for crystallization and 
increases upon undercooling a melt. For many glass-forming alloy systems, a low ΔGl-x 
corresponds to a higher glass-forming ability (GFA) within the same alloy family [92]. 
Hence, good glass-formers tend to show a smaller value for Δcp l-x and ΔSf, where the 
latter one is the slope of the ΔGl-x curve at Tf [239]. A small entropy of fusion indicates 
a small amount of free volume and a pronounced short range order in the liquid [45]. 
The Vit101 alloys all show a higher ΔGl-x value around the fictive temperature than 
the Vit105 alloys (see Table 4.4), which is roughly in line with the lower GFA of the 
Vit101 alloys. Within the Vit101 alloys, Vit101 S1.5 shows the smallest difference in 
Gibbs free energy, which correlates well with its slightly higher GFA or critical casting 
thickness. This trend cannot be confirmed for the Vit105 alloys, where Vit105 P2 
displays the lowest ΔGl-x value while at the same time it has the lowest GFA. However, 
ΔGl-x can only be used as a rough estimate of the GFA, as other factors like the 
primary crystallizing phase and the kinetics of the alloy also determine its GFA. 
Hence, these results might suggest a change in the primary crystallizing phase for the 
Vit105 P2 composition, causing the reduced GFA. 
4.3 TTT-Diagrams 
Time-temperature-transformation (TTT) diagrams are typically used to visualize the 
temperature dependence of transformation times, e.g. the time to crystallization as a 
function of temperature in a metallic glass-forming melt. In this Chapter, isothermal 
TTT diagrams are presented for the low temperature regime above the glass transition 
temperature (compare to Chapter 3.3.3). This data is especially valuable for 
thermoplastic forming experiments, as will be presented in Chapter 6. 
The isothermal TTT diagrams for the six alloy compositions are shown in Fig. 4.9. 
The Vit101 alloys are on the left and the Vit105 alloys on the right, all on the same 
scale. The black triangles pointing to the right represent the 1 % crystallization 
transformation, the black squares the 50 % transformation, and the black triangles 
pointing to the left the 99 % transformation5. Red dots are used to indicate the peak 
position of the crystallization peak in the isothermal DSC heat flow curve. In the case 
of Vit105, two different dots are used, corresponding to the two crystallization events. 
The insets show the heat flow curve of a single measurement, always displaying the 
curve of the temperature where the main crystallization peak is located roughly at 
500 s. The same symbols as in the main plot are used to indicate the crystallization 
transformation percentages for this temperature, as determined from the integration 
of the heat flow.  
 
5 The „%“ of transformation correspond to the percentage of crystallization enthalpy released 








Figure 4.9: Isothermal TTT diagrams. The black symbols indicate 
the 1 % (►), the 50 % (■), and the 99 % (◄) crystallization trans-
formation and the red dot represents the peak position of the main 
crystallization peak. The insets show the heat flow curve of a single 
measurement and the same symbols are used to indicate the 
crystallization transformation for this temperature. a), c), and e) 
show the Vit101 alloys and b), d), and f) the Vit105 alloys, all on 
the same time and temperature scale.  
 
For the Vit101 alloys (Fig. 4.9 a), c), e)), the TTT diagrams show that Vit101 
crystallizes at lower temperatures and/or shorter times than its modifications with 
minor additions. Vit101 P1 and Vit101 S1.5 show a similar crystallization behavior with 
the main crystallization peak occurring at the same times for the same temperatures. 
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crystallization peak, thus causing the 1 % crystallization to happen closer to the main 
peak and shifting the onset of crystallization to longer times in comparison to the 
Vit101 P1 composition. 
Vit105 (Fig. 4.9 b)) shows a different crystallization behavior than its modifications. 
Crystallization takes place in two separated events, as indicated by the half-filled red 
dots. The first event starts without a noticeable incubation time when the isothermal 
temperature is reached, indicating a low thermal stability of the alloy upon heating. 
Crystallization is shifted to lower temperatures and/or times than in the modified 
compositions. Vit105 S2 and Vit105 P2 only show a single sharp crystallization event. 
Hence, the minor additions of P and S suppress or at least delay the first crystallization 
event observed in Vit105 and significantly increase the thermal stability. Comparing 
the two micro-alloyed Vit105 compositions, Vit105 S2 crystallizes at shorter times than 
Vit105 P2. At the same temperature, crystallization in the P-containing alloy only 
starts after it is already finished in Vit105 S2.  
The results of the TTT diagrams are in good agreement with the previously measured 
DSC scans with a constant heating rate, shown in Fig. 4.4. There, a first estimate of 
the thermal stability of the alloys was provided by the length of the SCL (ΔTx), given 
in Table 4.3. A DSC scan with a constant heating rate represents a specific line profile 
in the TTT diagram that cannot provide the whole time and temperature information, 
however, allows a quick estimate of the thermal stability of an alloy. As in the TTT 
diagram, Vit101 P1 and Vit101 S1.5 show almost the same ΔTx value, 15 K higher than 
the one of Vit101. For the Vit105 alloys, ΔTx increases from 60 K for Vit105 up to 




Figure 4.10: Tg-scaled isothermal TTT diagrams. The 1 % (►) 
crystallization transformation is shown as solid line and the peak of 
the crystallization event as round dots (●), connected with a dashed 
line. The base alloy is shown in black, the P-containing alloy in red, 
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Figure 4.10 shows the isothermal TTT diagrams on a Tg-scaled temperature axis. The 
Tg-scaling allows a better comparison of the alloys, especially regarding their estimated 
viscosity, as at Tg a viscosity of about 10
12 Pa s can be assumed. Hence, this depiction 
is advantageous when evaluating the thermoplastic formability of an alloy. The topic 
of thermoplastic formability, also in connection with measured viscosity data (see 
Chapter 4.4), will be discussed later on in Chapter 6.  
Figure 4.10 a) confirms the results previously discussed for the Vit101 alloys, even on 
a Tg-adjusted temperature scale. The thermal stability, or rather the time till the 
onset of crystallization, increases from Vit101 over Vit101 P1 to Vit101 S1.5. The 
Vit105 alloys all show a higher thermal stability, with Vit105 being the least stable 
alloy in this family. Vit105 S2 has a much higher thermal stability and Vit105 P2 again 
is significantly more stable. Only based on this information, the thermoplastic 
formability of these alloys is supposed to increase from Vit101 to Vit105 P2 in the 
previously discussed order. 
4.4 Viscosity and Fragility around Tg 
In this Chapter, viscosity and its temperature dependence around the glass transition, 
thus the kinetic fragility of the alloy, are assessed. In order to complete the picture of 
kinetic fragility, the viscosity measurements are supplemented by the temperature 
dependence of the transition times obtained from the Tg-shift measurements. Later 
on, in Chapter 4.7, the kinetic fragility around Tg will be discussed in relation to the 
fragility at high temperatures in the stable liquid. Furthermore, the viscosity values 
together with the TTT diagrams from the previous chapter will be connected to the 
thermoplastic deformation experiments in Chapter 6. 
The results of the isothermal three-point beam bending (3PBB) viscosity measure-
ments in the thermomechanical analyzer (TMA) around the glass transition for the 
six alloy compositions are shown in Fig. 4.11. Viscosity is shown on a logarithmic scale 
as a function of time during the relaxation process, where the glass relaxes into the 
metastable supercooled liquid state. A time of zero seconds corresponds to the start 
of the isothermal holding after the initial heating phase. The measurement curves are 
color-coded from blue to red for increasing temperatures and the temperature values 
are written next to the curves. The dashed black lines represent the KWW fits 
(compare to Eq. 2.6) that are used to determine the equilibrium viscosity value.  
Here, it should be noted that the Vit101 and Vit105 alloys exhibit deviations from the 
equilibrium viscosity for higher temperatures and longer annealing times, as also 
reported in Refs. [44,63]. This behavior can be observed in Fig. 4.11 when viscosity 
increases quicker as predicted by the stretched exponential KWW function. The 
phenomenon is caused by phase separation and/or primary crystallization in the 
supercooled liquid region [240–243]. For the KWW fitting, only the data points up to 








Figure 4.11: Viscosity values from isothermal three-point beam 
bending (3PBB) measurements around Tg. Viscosity is shown as 
a function of time during the relaxation process. The measurement 
curves are color-coded from blue to red for increasing 
temperatures and the temperature values are written next to the 
curves. The dashed black lines represent the KWW fits (compare 
to Eq. 2.6) used to determine the equilibrium viscosity value. a), 
c), and e) show the Vit101 alloys and b), d), and f) the Vit105 
alloys, all on the same time and viscosity scale. 
 
The resulting equilibrium viscosity values are shown later in Fig. 4.13 when the 
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A complementary way to assess the kinetic fragility of an alloy are the Tg-shift 
measurements (see Chapter 3.3.2) that provide the transition times of the system as 
a function of temperature, according to Equation 3.5. The measurement curves of the 
Tg-shift experiments are depicted in Fig. 4.12. 
 
 
Figure 4.12: DSC scans from Tg-shift experiments, resulting from 
the heating after the pretreatment and after baseline subtraction. 
Scans for heating rates between 0.025 and 3 K/s are shown in 
different colors. Tg
on and Tg
end, used to calculate ∆Tg, are indicated 
by arrows. c), and e) show Vit101 P1 and Vit101 S1.5, respectively. 
Vit101 could not be analyzed by this method due to the small 
SCL region and the onset of crystallization during the 
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The presented DSC scans correspond to the heating after the pretreatment and after 
baseline subtraction (compare to scan (3) in Fig. 3.3). Scans for heating rates between 
0.025 and 3 K/s are shown, all on the same temperature scale. As the pretreatment 
requires a rather stable SCL region to avoid decomposition and crystallization during 
the pretreatment, Tg-shift measurements could not be performed for Vit101, the 
composition with the smallest SCL region. For all other alloy compositions, the 
experiments could be performed successfully. The onset of the glass transition Tg
on and 
the end of the glass transition Tg
end, used to calculate ∆Tg, are indicated by arrows. A 
clear shift of both values to higher temperatures can be observed for increasing heating 
rates. The calculated transition times τtrans are shown as blue dots in Fig. 4.13. 
As mentioned, Fig. 4.13 shows the isothermal equilibrium viscosity values from the 
3PBB experiments as black squares and the transitions times from the Tg-shift 
experiments as blue dots, both on the same temperature scale. The equilibrium 
viscosity values are fitted by the VFT equation (see Eq. 2.9) which is shown as dashed 
black line and the obtained fitting parameters are summarized in Table 4.6. The 
parameters D* and T0 are also written into the figure. The grey line represents 
viscosity as measured by 3PBB in a scan with a continuous heating rate of 
qh= 0.333 K/s. Additionally, a DSC scan with the same heating rate is shown below 
as a temperature reference and Tg and Tx are indicated.  
For all alloys, the isothermal equilibrium viscosity values align well with the VFT fit, 
not showing significant outliers. The infinite temperature limit of viscosity ƞ0, is 
calculated according to Eq. 2.10 and was fixed for each VFT fit. The errors of the 
fitting parameters D* and T0 from the VFT fits are given (±) in Table 4.6. 
The transition times τtrans from the Tg-shift measurements can be converted into 
viscosity (ƞ) values according to the relation 𝜂 = 𝐺𝜏−𝜂 ∙ 𝜏𝑡𝑟𝑎𝑛𝑠 (compare to Eq. 2.8). 
The obtained values for the proportionality constant Gτ-ƞ are given in Table 4.6. This 
conversion determines the alignment of the transition time axis with respect to the 
viscosity ordinate. It can be seen that the temperature dependence of the transition 
times corresponds very well to the VFT fit obtained from the viscosity values. Due to 
the nature of the transition time measurements, the obtained datapoints reach to 
higher temperatures than the equilibrium viscosity measurements, confirming the 
course of the viscosity values predicted by the VFT fit.  
At even higher temperatures, when the system reaches the metastable equilibrium 
above Tg
end (not indicated in the DSC scan) during a scan with a constant heating 
rate, the VFT fit also aligns well with the viscosity data from the continuous scan, 
supporting the accuracy of the VFT fit. Around Tx, a sudden increase of viscosity in 
the scan can be observed, as can be expected when crystallization occurs. This verifies 
the temperature calibration of the TMA. For Vit105 P2 and Vit105 S2, the alloys with 
the largest SCL, a stepwise increase of viscosity is observed before crystallization 
occurs. This step is related to the deflection limit of the TMA device, when the sample 








Figure 4.13: Viscosity and transition time as a function of 
temperature. Black squares indicate equilibrium viscosity values 
which are fitted with the VFT equation (dashed black line). The 
grey line results from a viscosity scan with a constant heating rate 
of 0.333 K/s, and below, a DSC scan with the same heating rate is 
shown as reference. The blue dots are transition times obtained 
from Tg-shift experiments. a), c), and e) show the Vit101 alloys and 
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Table 4.6: VFT fitting parameters and related values. Fragility 
parameter D*, VFT temperature T0, infinite temperature limit of 
viscosity ƞ0, fragility index m, kinetic glass transition temperature 
Tg*, and the proportionality factor (“shear modulus”) between 
relaxation time and viscosity Gτ-ƞ. For D* and T0 the errors of the 














Vit101 16.19 ± 1.04 466.86 ± 8.66 4.419 54.38 667.6  
Vit101 P1 20.76 ± 0.95 435.53 ± 6.65 4.395 46.03 675.6 1.12 
Vit101 S1.5 18.26 ± 1.56 460.90 ± 12.19 4.374 50.12 684.3 1.24 
Vit105 20.33 ± 1.76 433.11 ± 12.25 3.585 47.09 665.6 3.22 
Vit105 P2 24.76 ± 1.40 416.30 ± 8.83 3.567 41.60 688.5 3.55 
Vit105 S2 22.34 ± 1.72 430.31 ± 11.50 3.558 44.34 684.1 2.27 
 
For a better comparison of the temperature dependence of viscosity or rather the 
kinetic fragility of the different alloys, all VFT fits are plotted together as a function 
of inverse temperature scaled to Tg* in Fig. 4.14. Tg* corresponds to the kinetic glass 
transition temperature, where an equilibrium viscosity of 1012 Pa s is reached. In this 
depiction, commonly known as the “Angell plot”, all curves coincide at the temperature 
Tg* and the viscosity 10
12 Pa s. The curves showing a steeper slope at Tg* are 
kinetically more fragile than the more gently inclined ones. The Tg*-values for all 
alloys are also given in Table 4.6. 
In Fig. 4.14 it can be seen that for both, the Vit101 and the Vit105 families, the base 
alloys show the most fragile behavior, whereas the P-containing alloys are the 
strongest ones. For the Vit101 family, the kinetic fragility parameter D* increases 
from 16.2 for Vit101, over 18.3 for Vit101 S1.5 to 20.8 for Vit101 P1. For the Vit105 
family, D* increases from 20.3 for Vit105, over 22.3 for Vit105 S2 to 24.8 for Vit105 P2. 
Besides the D* values, the m-fragility values (compare to Eq. 2.12) are also given in 
Table 4.6. 
Commonly, a kinetically stronger behavior is associated with a higher GFA due to 
more sluggish kinetics throughout the entire SCL region [47,92]. However, for the 
Vit105 alloy family this relation obviously does not hold true, with Vit105 P2 showing 
the kinetically strongest behavior while having the lowest GFA. This observation will 
further be discussed in Chapter 4.7, where other aspects like the primary crystallizing 
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On the other hand, the kinetic fragility of the alloys correlates well with the length of 
the SCL region ΔTx upon heating from the glassy state. For example, in the Vit105 
family, ΔTx increases from 59.7 K for Vit105, over 77.4 K for Vit105 S2 to 99.9 K for 
Vit105 P2. This behavior indicates that the more sluggish kinetics upon heating delay 
the beginning of the crystallization process and hence increase the thermal stability. 
 
 
Figure 4.14: “Angell plot” – viscosity as predicted by the VFT fits, 
shown on an inverse temperature axis scaled to the kinetic glass 
transition temperature Tg*. Kinetic fragility corresponds to the slope 
of the VFT fit at Tg* (see m-fragility) where curves with a steeper 
slope are kinetically more fragile than the more gently inclined ones. 
 
4.5 High-Temperature Viscosity 
The results and implications of the high-temperature viscosity measurements are 
presented and discussed in this chapter. Couette rotating concentric cylinder 
rheometer measurements were performed for all alloys. First, results from different 
measurement procedures are exemplarily presented and compared for Vit105 S2, and 
then viscosity data for all compositions are shown. 
A representative temperature profile for a single viscosity measurement experiment is 
presented in Fig. 4.15, where the black line shows the temperature and the blue line 
the motor rotation speed in Hz. Initially, the sample is heated, melted, and the bob is 
lowered into the melt at the end of the heating phase (1). Phase (2) represents the 
first measurement phase, where viscosity is measured during cooling and heating with 
a rate of q = 0.333 K/s, first in counterclockwise direction (ccw, 5 Hz), and then in 
clockwise direction (cw, -5 Hz). The two cooling and heating cycles provide the same 
information and are simply used to verify the reproducibility of the measurement, also 
regarding the cw and ccw rotation direction. During phase (3), viscosity is measured 
in cooling and the minimum temperature is chosen such that the onset of 
crystallization is observed. When viscosity increases drastically due to the onset of 
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phase (4), isothermal measurements with different motor rotation speeds and hence 
different shear rates between 274 s-1 and 456 s-1 are performed at three isothermal 
temperatures. Phase (5) corresponds to free cooling experiments where a constant 
shear rate is applied, and phase (6) is the final free cooling of the melt where the 
recalescence during solidification of the alloy can be observed (compare to the right 
part of Fig. 4.15). 
 
 
Figure 4.15: Typical temperature profile of a Couette rotating 
concentric cylinder viscosity measurement experiment. The black line 
shows the temperature and the blue line the motor rotation speed in 
Hz. The experiment consists of 6 phases ((1) to (6)) where different 
temperature and shearing profiles are applied. The right part of the 
figure shows the final free cooling of the melt after the measurement. 
 
The full range of results from the different measurement phases are exemplarily shown 
for the Vit105 S2 alloy composition. Figure 4.16 a) displays all data points obtained 
during phase (2) and (3). This includes the first cooling and subsequent heating in 
both counterclockwise and clockwise direction, as well as the second cooling cycle in 
both directions during phase (3). The viscosity data points of all six measurements 
coincide perfectly, demonstrating the reproducibility of the measurement.  This proves 
that viscosity does not change over time and that no reactions occur that interfere 
with the measurement. While the data points obtained in phase (2) only reach down 
to around 1150 K, the points measured in phase (3) reach down to 1100 K, where the 
onset of crystallization is observed, and viscosity increases drastically.  
Figure 4.16 b) shows the results of the free cooling viscosity measurements in phase 
(5) as black dots. As a reference, viscosity values from Fig. 4.16 a) with a controlled 
cooling rate of q = 0.333 K/s are also shown. The blue line indicates the cooling rate 
during free cooling. Initially, a cooling rate of 4.5 K/s is measured at high 
temperatures, which decreases down to 2.5 K/s before the onset of crystallization at 
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At high temperatures, the viscosity data from the free cooling measurement perfectly 
coincides with the reference values. However, at around 1240 K, a sudden stepwise 
and reproducible increase of viscosity is observed. On closer examination, the reference 
data points also show a change in slope at roughly 1200 K which could be attributed 
to the same event. Considering that the temperature is already below the liquidus 
temperature, the increase in viscosity could be explained by the onset of crystallization 
of the primary crystallizing phase. The sharp increase in viscosity at 1100 K then 
corresponds to the main crystallization event, as also observed in the reference data.  
Without further investigations, the increase in viscosity cannot certainly be attributed 
to crystallization effects. However, in Chapter 4.6.2 the crystallization behavior upon 
cooling during levitation is investigated by in-situ synchrotron X-ray diffraction 
experiments. In Chapter 4.7, the results of the diffraction experiments and the 
viscosity measurements are combined, supporting the picture of an increase in 
viscosity due to the beginning of crystallization. 
  
 
Figure 4.16: a) Viscosity of Vit105 S2 as a function of temperature. 
Six different measurement runs of the same experiment are shown, 
including cooling and heating procedures in counterclockwise (ccw) 
and clockwise (cw) direction, all with a motor rotation frequency of 
5 Hz. The data points from all measurement runs coincide perfectly. 
b) Data from a free cooling viscosity measurement (black) and one 
dataset from a) as a reference. The blue line indicates the cooling 
rate during free cooling.  
 
The results of the isothermal viscosity measurements during phase (4) are displayed 
in Fig. 4.17. Measurements were performed at 1373 K (1100 °C), 1273 K (1000 °C), 
and 1173 K (900 °C), with the isothermal holding time being roughly 15 min for each 
temperature. Figure 4.17 a) shows the isothermal viscosity values as a function of 
shear rate, with shear rates between 274 s-1 and 456 s-1, corresponding to a motor 
rotation frequency between 3 Hz and 5 Hz. The results prove that viscosity in this 
system is independent of the shear rate and that no shear thinning is observed. This 
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Earlier works on Vitreloy 1 found shear thinning slightly above the liquidus 
temperature [244]. This effect was attributed to a pronounced short- and medium-
range order above Tl which can be destroyed by mechanical shearing and an increase 
in temperature. This transition from a more ordered state to a less ordered one is 
accompanied by a transition from a kinetically strong to a kinetically fragile state, 
and also includes a rapid change in viscosity [62]. 
Figure 4.17 b) displays the data points of the isothermal viscosity measurements on a 
temperature scale, together with the reference data from Fig. 4.16. The measurements 
coincide very well, with only the data points at 1173 K showing a minor deviation to 
higher values from the reference points. If the theory of a beginning crystallization of 
the primary crystallizing phase below 1200 K holds true, a prolonged isothermal 
treatment at 1173 K could cause a slight increase in viscosity, above the value reached 
during continuous cooling.  
  
 
Figure 4.17: Isothermal viscosity measurements of Vit105 S2 at three 
temperatures. a) Viscosity as a function of shear rate. b) Results of 
the isothermal measurements in reference to the continuous cooling 
experiments with a rate of q = 0.333 K/s.  
 
While the different viscosity measurement procedures were only discussed for 
Vit105 S2, they were performed for all alloys. The obtained results are in good 
agreement with the ones for Vit105 S2, thus not making it reasonable to display all 
measured curves. In the investigated systems, viscosity is found to be independent of 
the shear rate or the measurement time. Hence, only one single, representative 
viscosity measurement curve for each alloy is shown in Fig. 4.18 a) and b). The same 
data is also shown in the appendix in Fig. A1 on a linearly scaled plot.  
The melt viscosity values for the Vit101 family are shown in Fig. 4.18 a). The liquidus 
temperature of each composition is indicated by an arrow. The alloys show a relatively 
low melt viscosity of roughly 30 mPa s at Tl. Many other Zr- and also Fe-based bulk 
metallic glass-forming alloys show a viscosity of above 100 mPa s at Tl [63,66]. 
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from Jonas [245]. These values were obtained from electrostatic levitation (ESL) 
measurements based on the oscillating drop technique. The fact that the Couette 
measurements are confirmed by a completely different measurement technique is a 
strong argument for their validity. The compositions Vit101 and Vit101 S1.5 display 
almost the exact same viscosity behavior and no influence of the minor sulfur additions 
on viscosity are visible. Vit101 P1 has a slightly higher viscosity when approaching the 
liquidus temperature upon cooling.  
Figure 4.18 b) shows the viscosity of the Vit105 alloys. As for Vit101, the viscosity of 
Vit105 coincides perfectly with the ESL literature values of Jonas [245]. Vit105 has a 
viscosity of around 120 mPa s at Tl, which resembles other Zr-based glass-forming 
liquids and is significantly higher than the value found for Vit101. At high 
temperatures, Vit105 S2 shows very similar values as Vit105, however below the 
previously discussed change in slope at around 1200 K, the viscosity of Vit105 S2 
increases more quickly as the one of Vit105 upon cooling. Vit105 P2 shows a steeper 
increase of viscosity upon cooling throughout the whole temperature range, resulting 
in slightly higher viscosity values. There, the main crystallization event starts shortly 
below the liquidus temperature, resulting in a rapid increase in viscosity. 
   
 
Figure 4.18: High-temperature viscosity as measured in rotating 
concentric cylinder experiments. The green diamonds represent 
viscosity reference values from ESL measurements of Vit101 and 
Vit105 (data taken from Ref. [245]). The DTA liquidus temperature 
Tl of each composition is indicated by an arrow. a) Vit101 alloys. b) 
Vit105 alloys. 
 
While for Vit101 S1.5 and Vit105 S2 additional in-situ synchrotron X-ray diffraction 
experiments upon cooling during levitation are available to resolve the crystallization 
behavior, these experiments could not be performed for the P-containing alloys due to 
the scarce synchrotron beamtime. Therefore, it cannot completely be ruled out that 
the steeper increase in viscosity upon cooling results from crystallization. An earlier 
onset of crystallization of the primary phase could possibly be invisible by calorimetric 
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With the viscosity data having been presented, some additional comments on the 
high-temperature viscosity measurements should be made, especially regarding 
crucible reactions and the purity of the measurement environment. The presented 
measurements were all performed in Sigrafine® R6710 [246] isostatically pressed 
graphite with a very low porosity, reducing the infiltration of the crucible by the melt. 
Earlier works of Way et al. [62] and Evenson [63] et al. revealed the formation of a 
passivating ZrC layer at the interface between the melt and the crucible. The diffusion 
length through such a layer was estimated to be around 1.85 μm for a measurement 
of 8 h [208]. The formation of a ZrC layer was also confirmed by SEM investigations 
of Schroers et al. [247] and Choi-Yim et al. [248]. The invariance of the viscosity 
measurement results throughout different measurement runs over many hours finally 
proofs the suitability of the chosen crucible material for the analysis of Zr- and or Ti- 
containing alloys. Related experiments on different alloy compositions, which are not 
part of this work, showed that this invariance is not always given, and that the 
selection of an adequate crucible material is an important task in Couette viscosity 
measurements.  
Another important factor is the purity of the measurement environment, considering 
that the reactive melt is kept at high temperatures for several hours. In the case of a 
contamination of the gas atmosphere with oxygen, an influence on the viscosity data 
could be suspected. This risk is minimized by manufacturing the crucible shafts out 
of titanium, which is kept at high temperatures during the measurement, acting as an 
oxygen getter. For Vit101 and Vit105, the solidified sample material was cut out of 
the crucible after the measurement and suction cast into rods with a diameter of 
5 mm. The DSC analysis of both samples proved them to be amorphous and display 
the same heat flow scan as high-purity reference samples. Hence, the GFA of the 
samples was not deteriorated by the Couette viscosity measurements.  
In the context of the strong-fragile transition observed in Vitreloy 1 [62], Way et al. 
reported a difference in viscosity between initially crystalline and initially amorphous 
samples. The crystalline material showed a lower viscosity upon heating, before, above 
a certain threshold temperature, the same viscosity was observed. This difference was 
attributed to the absence of a pronounced short- and medium-range order in the 
crystalline sample. We also performed viscosity measurements on initially crystalline 
and initially amorphous Vit105 samples, however no difference in viscosity was 
observed.  
The presence of an easy to detect strong-to-fragile transition by simple viscosity 
measurements seems to be limited to the Vitreloy 1 alloy composition. Possibly, a 
similar transition might occur in Vit105 as well, however the measurements could 
have been started above the critical threshold temperature or the achievable 
undercooling was insufficient to re-establish the high-viscosity strong liquid. 
Indications for a strong-to-fragile transition, derived from the kinetic fragility behavior 
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The last comment regarding the viscosity measurements of the Vit101 and Vit105 
alloy families concerns the flow behavior of the alloys during casting. During sample 
production, a pronounced difference in the flow behavior between the base alloys and 
their S-containing modifications was observed. The S-bearing alloys tend to show a 
much better filling of the mold, when using the same casting parameters. Considering 
that viscosity is almost equivalent, or even higher, for the S-containing alloys in 
comparison to the base alloys, the improved mold filling behavior could result from a 
decreased surface tension. However, surface tension in reactive melts at elevated 
temperatures is difficult to measure and access to adequate methods is limited (e.g. 
the oscillating drop method on levitating droplets). In Ref. [249], Mills and Su report 
on the effects of a contamination with surface active elements on the surface tension 
of metallic melts. There they find that sulfur (and oxygen), even at such low 
concentrations as 50 ppm, can cause a 25% decrease in surface tension. Furthermore, 
surface tension measurements of the S-containing alloy composition Ti60Zr15Cu17S8 are 
presented in the doctoral thesis of Alexander Kuball [129], where an unusually low 
surface tension around 0.95 N/m is reported, while S-free alloys typically show values 
around 1.5 N/m [250]. Hence, the improved mold filling behavior of the S-containing 
alloys is more than likely caused by a reduced surface tension due to this surface-
active element. 
4.6 In-situ Synchrotron X-ray Scattering 
In this chapter, the results of the in-situ synchrotron X-ray scattering experiments 
that were performed at DESY in Hamburg and ESRF in Grenoble are presented and 
discussed. In the first section, the crystallization behavior of the alloys upon heating 
an amorphous as-cast sample are shown. In the second one, the crystallization 
behavior upon cooling from the liquid state during electrostatic levitation (ESL) is 
analyzed. In the final section of this chapter, the calculated total scattering structure 
functions, S(Q), and the reduced pair distribution functions (PDF), G(r), are 
displayed. Structural differences of the alloys are discussed, as well as the temperature 
evolution of the analyzed quantities.  
4.6.1 Crystallization Behavior upon Heating 
The crystallization behavior of amorphous metals upon heating is the decisive property 
limiting processing methods like thermoplastic forming or the characterization of the 
supercooled liquid state. The time and temperature dependence of this process was 
already discussed in Chapter 4.3, however without looking into the structural changes 
in the material during the process. After the discovery of the Vit101 and Vit105 alloy 
compositions, significant efforts were made to analyze and understand the 
crystallization behavior of these alloys  [241,242,251], using different ex-situ techniques 
like transmission electron microscopy (TEM), atom probe tomography (APT), small-
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with differential scanning calorimetry (DSC). These experiments clearly showed a 
decomposition of the alloys prior to crystallization and then the formation of 
nanocrystals (roughly with a size of 2 nm) in an amorphous matrix. However, the ex-
situ nature of the applied methods, in particular the fact that samples were thermally 
treated by DSC and could only then be analyzed, made it difficult to determine the 
exact sequence of phases during crystallization. With access to the rather new in-situ 
synchrotron X-ray diffraction experiments, the focus here lies on the determination of 
the sequence of crystallization and a determination of the phases.  
In the following, the integrated scattering intensity I(Q) of the experiments on the 
PETRAIII high-resolution beamline P02.1 at DESY are presented. Figure 4.19 and 
Fig 4.20 are constructed in the same way, showing the intensity I(Q) for the Vit101 
alloys and the Vit105 alloys, respectively. In the center of each plot, selected 
diffraction patterns at different temperatures during heating with a constant rate of 
0.333 K/s are shown. The patterns are color-coded from blue to red for increasing 
temperatures and the temperatures are written next to the pattern. In the right 
window, the corresponding DSC scan with the same heating rate is given as a 
temperature reference. Here, it can also be seen that the diffraction patterns have been 
selected in accordance with the crystallization events visible in the DSC scan. In the 
left window, a magnification of the main diffraction peak in the Q-range between 2 
and 3.5 Å is shown. All recorded patterns for the stated temperature range are 
displayed on top of each other, again with a color-coding from blue to red for increasing 
temperatures. Here, the exact sequence of the growth of the diffraction peaks can be 
observed.  
The crystalline phases that develop during the heating process are indicated in the 
center window. The simulated diffraction patterns (obtained from PowderCell [229]) 
are displayed below the experimental data where the crystalline phase can first be 
indicated. The corresponding phase is written directly next to the pattern. Due to 
compositional deviations from the ideal crystalline phase, e.g. due to a substitution 
with different atom species, the diffraction peaks do not always perfectly coincide with 
the simulated peaks. However, the phases that fit best and are most likely have been 
selected. 
Figure 4.19 shows the diffraction patterns for a) Vit101, b) Vit101 P1 and c) 
Vit101 S1.5. The DSC scans already indicate that the crystallization sequence in Vit101 
and Vit101 P1 is the same, with both alloys showing three peaks, while Vit101 S1.5 
only shows two distinct crystallization events. However, the first crystallization event 
upon heating seems to be the same for all three compositions and it does not lead to 
clearly visible Bragg diffraction peaks, which would indicate a fully crystalline 
structure. This is in good agreement with TEM studies by Glade et al. which found 
that Vit101 samples that were heated up to 748 K show nanocrystals with a size of 2 
to 3 nm in an amorphous matrix [242]. However, they could not clearly identify the 
primary phase from their electron diffraction patterns. The small size of the crystals 
also explains why SEM and/or EDX investigations are not feasible to determine the 








Figure 4.19: In-situ synchrotron X-ray diffraction patterns of the 
Vit101 alloys upon heating an amorphous sample with 0.333 K/s. A 
DSC scan with the same heating rate is shown as a temperature 
reference and the temperature of the patterns is indicated. The 
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The in-situ synchrotron X-ray diffraction experiments suggest that the primary 
crystallizing phase is a ZrTiCu2 Laves phase. Especially the diffraction pattern of 
Vit101 S1.5 at 780 K reinforces this assumption. The broad diffraction peaks of the 
nanocrystals resemble the shape of the calculated diffraction pattern of the ZrTiCu2 
Laves phase. However, one crystallization event is not necessarily related to the 
crystallization of a single phase but can also correspond to the formation of multiple 
phases. When heating Vit101 S1.5 to higher temperatures (820 K), the diffraction peaks 
of the Laves phase become clearly visible. Additionally, diffraction peaks 
corresponding to the tetragonal CuTi phase arise. The space groups and the lattice 
parameters of all indicated phases can be found in Table A3 in the appendix. 
In Vit101 and Vit101 P1, the same ZrTiCu2 Laves phase can clearly be indicated in 
the diffraction patterns after the second crystallization peak (800 K and 830 K, 
respectively). Hence, this crystallization event might correspond to the growth of the 
nanocrystals and the crystallization of the remaining matrix. The formation of the 
CuTi phase can already be assumed at the end of the second crystallization event and 
becomes clearly visible during the third crystallization peak. After the third 
crystallization event at 870 K, diffraction peaks corresponding to the tetragonal Ti2Cu 
phase are also present. For Vit101, the second and the third crystallization event are 
rather clearly separated in the DSC scan, while this separation is not so clear in the 
Vit101 P1 alloy. Hence, diffraction peaks of the CuTi phase are already visible in 
Vit101 P1 before the formation of the ZrTiCu2 Laves phase is completed.  
The in-situ X-ray diffraction experiments show a distinct difference in the 
crystallization behavior of Vit101 S1.5 and of Vit101/Vit101 P1. The addition of sulfur 
seems to hamper the formation of the Ti2Cu phase and stabilizes the supercooled liquid 
region. The primary crystallizing phase however remains unchanged. Similarly, sulfur 
was also found to hamper the formation of the Ti2Cu/Ni phase in Ti-based BMGs [9]. 
The phases observed during crystallization fit rather well to the expected phases based 
on the alloy composition. The ZrTiCu2 Laves phase displays a nominal composition of 
25 at% Zr and Ti, and 50 at% Cu and the CuTi phase is compositionally close to the 
alloy composition. The remaining Ti can then be found in the Ti-rich Ti2Cu phase. In 
general, Cu atom position are likely to be also occupied by the topologically similar 
Ni atoms. Furthermore, the chemical composition of the Laves phase is also a subject 
to change as the fixed atom positions can be occupied by other atom species up to a 
certain degree, also causing slight changes to the lattice constants of the structure. 
The metastable ZrTiCu2 Laves phase was first reported in Ref. [252] and then 
described in more detail in Refs. [253] and [254]. It is a hexagonal MgZn2-type 
intermetallic phase. The corresponding ternary phase diagram for the Cu-Ti-Zr system 
can be found in Ref. [255]. 
Figure 4.20 shows the diffraction patterns for a) Vit105, b) Vit105 P2 and c) Vit105 S2. 
At a first glance, the crystallization sequence in the DSC signal seems to be the same 
for Vit105 P2 and Vit105 S2, while Vit105 shows an additional shoulder on the low-
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diffraction patterns, slight differences between Vit105 P2 and Vit105 S2 can be 
observed, and Vit105 shows a completely different crystallization behavior. 
The phase separation and crystallization behavior of amorphous Vit105 upon heating 
and annealing was previously investigated by Johnson and coworkers [241,243]. They 
used small-angle neutron scattering (SANS), transmission electron microscopy (TEM), 
laboratory XRD, and DSC. Their efforts showed that Vit105 decomposes on the 
nanometer scale, which then induces nanocrystallization. This event is correlated with 
the first exothermic event in the DSC scan, drastically reducing the stability of the 
SCL region. They further conclude that the thermal parameter ΔTx is not correlated 
with the GFA for alloys that display phase separation. 
Based on our diffraction measurements, we can only identify structural changes and 
no clear primary crystallization in Vit105 during the exothermic shoulder on the low-
temperature side of the principal crystallization peak. The inset in Fig. 4.20 a) shows 
that only a sharpening of the second amorphous halo in the diffraction pattern is 
observed, however, the possibly forming nanocrystals are so small that no clear Bragg 
diffraction patterns appear. The nature of the first exothermic shoulder will be 
discussed later in this chapter, when the results of isothermal experiments are 
presented. The shoulder is immediately followed by a more pronounced crystallization 
event, where the formation of tetragonal Zr2Ni crystals is observed. The Zr2Ni phase 
remains the dominant one, accounting for all detected Bragg peaks. This fits well to 
the composition of Vit105, when Ni and Cu are both considered to occupy the Ni sites, 
due to their topological similarity, and Al and Ti are not considered separately.  
Vit105 P2 shows a very different crystallization sequence, as displayed in Fig. 4.20 b). 
During the single, sharp crystallization event, the formation of three different 
crystalline phases is observed at the same time. These are identified as the tetragonal 
Zr2Ni, the tetragonal Zr2Cu, and the cubic CuZr phase. As for all other identified 
phases, their space groups and the lattice parameters can be found in Table A3 in the 
appendix.  
The crystallization sequence of Vit105 S2 is shown in Fig. 4.20 c). While the DSC trace 
looks similar to the one of the P-containing alloy, the primary crystallizing phase and 
the final diffraction pattern after crystallization are slightly different. At the onset of 
crystallization, first, the formation of a ZrTiNi Laves phase is detected. While this 
observation is not too obvious from the crystallization experiments with a constant 
heating rate, the isothermal experiments shown in Fig. 4.21 b) confirm this observation 
and will be discussed later. The hexagonal ZrTiNi Laves phase has the same space 
group as the previously described ZrTiCu2 Laves phase, however, displays slightly 
different lattice parameters and different atomic species occupy the atom sites in the 
lattice. This lattice structure can be formed by different atomic compositions, with 
one possible composition being Ti45Zr38Ni17 [256]. As mentioned before, other 
compositions can be achieved by an occupation of the lattice sites by different atom 
species. During the same crystallization event, the subsequent formation of the 








Figure 4.20: In-situ synchrotron X-ray diffraction patterns of the 
Vit105 alloys upon heating an amorphous sample with 0.333 K/s. A 
DSC scan with the same heating rate is shown as a temperature 
reference and the temperature of the patterns is indicated. The 





Chapter 4: Thermophysical and Structural Investigation 
106 
Comparing the results of the crystallization experiments, the phosphorus in Vit105 P2 
prevents the formation of the ZrTiNi Laves phase that forms in Vit105 S2 and hampers 
the formation of Zr2Ni which forms in Vit105, thus considerably extending the 
supercooled liquid region. Therefore, ΔTx in Vit105 P2 is extended by 40 K in 
comparison to Vit105 and by 23 K to Vit105 S2. In general, the addition of both, S 
and P, hampers the onset of crystallization and extends the supercooled liquid region 
in comparison to the base alloy. 
Diffraction patterns of isothermal annealing experiments are presented in Fig. 4.21. 
The samples were heated with a rate of 2 K/s from room temperature to the annealing 
temperature and then annealed for the displayed time. The diffraction patterns are 
color-coded from blue to red for increasing time. In the center of each plot, selected 
diffraction patterns at different times are displayed and the final diffraction pattern 
after heating the sample to 820 K is shown in black as a reference. In the right window, 
the corresponding isothermal DSC measurement is given as a time reference. In the 
bottom window, all recorded patterns for the observed time range are displayed on 
top of each other, again with a color-coding from blue to red for increasing times. The 
exact sequence of the growth of the diffraction peaks can be observed and additionally 
the calculated diffraction pattern of the primary crystalline phase is shown.  
Figure 4.21 b) shows the isothermal crystallization sequence of Vit105 S2 at 733 K. In 
the DSC measurement, only a single exothermic event is visible, and the diffraction 
patterns also indicate the formation of a single phase. The patterns correspond well 
to the ZrTiNi Laves phase that was previously introduced in Fig. 4.20 c). Hence, the 
isothermal experiments confirm the ZrTiNi Laves phase as primary crystallizing phase 
in Vit105 S2. Only after subsequent heating of the sample up to 820 K, the formation 
of the tetragonal Zr2Ni and Zr2Cu phase are observed, resulting in the same diffraction 
pattern as obtained from the experiments with a constant heating rate. 
In contrast, Vit105 shows a very different crystallization behavior, as displayed in Fig. 
4.21 a) for an annealing temperature of 713 K. In isothermal experiments, the shoulder 
on the low-temperature side of the principal crystallization peak in the DSC scan can 
be clearly separated from the main peak, as visible in the in the DSC measurement 
on the right side. The diffraction patterns up to an annealing time of 400 s show no 
diffraction peaks, indicating an amorphous sample even though the first exothermic 
event was already completed. This observation coincides well with the results of 
Johnson and coworkers [241,243] where the first exothermic event corresponds only to 
chemical decomposition and the beginning of nanocrystallization. The second 
exothermic event visible in the DSC trace clearly corresponds to the formation of 
tetragonal Zr2Ni crystals.  
In order to further elucidate the first event, the calculated structure function S(Q) of 
Vit105 during the first 400 s of isothermal annealing at 713 K is displayed in Fig. 
4.22 a). With increasing annealing time, the position of the first sharp diffraction peak 
(FSDP), Q1, moves to larger Q-values, and the height and sharpness of the second 
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[1/Q1]
3 relates to the sample volume, and is displayed as a function of time in Fig. 
4.22 b), together with the height of Q2. The change in [1/Q1]
3 indicates a denser 
packing and the sharpening of Q2 indicates an ordering of the structure. For a profound 
understanding of the phenomenon, extensive in-situ studies with other methods, 
including small-angel neutron or X-ray scattering to resolve decomposition effects, and 
high-resolution TEM, would be necessary.  
 
 
Figure 4.21: In-situ synchrotron X-ray diffraction patterns of a) 
Vit105 and b) Vit105 S2 during isothermal annealing. On the right 
side, the DSC heat flow signal of the same isothermal measurement 
is shown as a reference, and at the bottom a superposition of all 









Figure 4.22: a) Structure function S(Q) of Vit105 during the first 
400 s of isothermal annealing at 713 K (from blue to red). b) 
Structural volume [1/Q1]
3 (black dots), and height of the second peak 
Q2 (red squares), as indicated by the black lines in a).   
 
 
4.6.2 Crystallization Behavior upon Cooling during 
Levitation 
The crystallization behavior of metallic liquids upon cooling is the decisive property 
limiting glass formation, and hence determining the glass-forming ability (GFA) of 
the alloy. While calorimetric cooling experiments provide valuable information, they 
cannot resolve the exact crystallization sequence, nor detect the crystalline phases 
that are forming. Ex-situ diffraction experiments on partially crystalline and 
crystalline samples produced with different cooling rates are very time-consuming and 
often leave questions unanswered.  
In this section, two highly sophisticated experimental techniques, namely in-situ 
synchrotron X-ray diffraction, and electrostatic levitation (ESL), are combined in 
order to determine the sequence of crystallization and the crystalline phases that form. 
The combination of these techniques offers access to a valuable dataset that cannot 
be obtained by any other technique. In this experimental setup (as described in 
Chapter 3.5.2) diffraction patterns can be recorded during the free cooling of a sample 
without the interference of heterogeneous crystallization due to the containerless ESL 
processing.  
Samples of the alloy compositions Vit101 S1.5 and Vit105 S2 were processed at the 
beamline ID11 at ESRF in Grenoble in 2018, in collaboration with the Institute of 
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Vit101 and Vit105 from previous experiments at DESY in 2011, using the same 
experimental ESL setup, were kindly provided by Dr. Fan Yang from the Institute of 
“Materials Physics in Space”. This data was newly evaluated in the same way as the 
recent ESRF data and was used as reference to investigate the influence of the minor 
additions of sulfur. 
Figure 4.23 exemplarily shows the heating and melting process of a crystalline sample, 
in this case Vit105 S2, as well as the temperature profile of an ESL processing cycle. 
For all other alloys, only the diffraction patterns upon cooling are shown later on.  
The left panel of Fig. 4.23 shows in-situ synchrotron X-ray diffraction patterns upon 
heating and melting with a color-coding from blue to red for increasing temperatures. 
In the center panel, a DTA heating curve of a crystalline sample is displayed as a 
temperature reference and the dots with the arrows indicate the temperature of the 
shown diffraction patterns. The right panel shows a single heating and cooling cycle 
of the ESL experiment, where the left flank of the temperature profile corresponds to 
the diffraction patterns during heating, as again indicated by the color-coded dots. 
The right flank relates to the free cooling of the sample, which will be discussed later. 
On the bottom of the right panel, the heating and cooling rate of the experiment is 
given on the same time scale, with the maximum cooling rate reaching around -30 K/s. 
The inset shows the temperature profile of the complete experiment, where five heating 
and cooling cycles were performed. 
The diffraction pattern at 960 K in Fig. 4.23 results from a sample that crystallized 
previously upon cooling in the ESL, as the critical cooling rate could not be reached. 
This pattern is different from the pattern obtained after heating an initially amorphous 
sample, as displayed in Fig. 4.20 c), and hence, different crystalline phases form when 
crystallization occurs during cooling or upon heating an initially amorphous sample. 
The crystalline phases observed at 960 K are indicated later in Fig. 4.26 b). 
Furthermore, this structural difference explains the difference in the DTA melting 
curves between amorphous and crystalline samples upon heating that were displayed 
earlier in Fig. 4.5. Initially amorphous samples show an earlier onset of melting in the 
form of a pre-peak than crystalline samples.  
Upon further heating, melting begins at the melting point (Tm
xtal = 1065 K) and at 
1070 K the intensity of the diffraction peaks already begins to decrease. The melting 
event is also visible in the ESL temperature profile, where a short isothermal 
temperature plateau can be seen. After the main melting peak, at 1110 K, the 
diffraction peaks are already much less pronounced and at 1255 K, right below the 
liquidus temperature, the sample is almost melted completely, and only a weak 
diffraction peak is visible, as indicated by the circle. 15 K higher, a completely 
amorphous liquid structure can be identified.  
This observation is in good agreement with the previously discussed DTA melting 
curves (compare to Fig. 4.5). The remaining crystalline phase up to 1255 K confirms 
the observed shoulder in the DTA scan and validates its interpretation as the end of 
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a small percentage of the sample remains crystalline to such high temperatures. This 
melting shoulder at high temperatures is the main difference between Vit105 and 
Vit105 S2 in their DTA scans and should therefore result from a sulfur-stabilized phase 
that does not form in the Vit105 base alloy. The implications of this phase on the 
crystallization behavior upon cooling, and hence on the GFA, are discussed in the 
context of Fig. 4.26.  
 
 
Figure 4.23: Heating and melting of a crystalline Vit105 S2 sample. 
The left panel shows in-situ synchrotron X-ray diffraction patterns 
during electrostatic levitation (ESL). The other panels serve as a 
temperature reference, with the center one showing a DTA heating 
curve and the right one displaying the corresponding heating and 
cooling cycle during the ESL experiments. On the bottom, the 
heating and cooling rate is also indicated. The inset shows the 
temperature profile of the whole ESL experiment. 
 
Figures 4.24 and 4.26 show the intensity I(Q) of a single representative free cooling 
experiment for the Vit101 alloys and the Vit105 alloys, respectively. In the main 
window of each plot, selected diffraction patterns at different temperatures during free 
cooling are shown. The patterns are color-coded from red to blue for decreasing 
temperatures and the temperatures are written next to the pattern. In the right 
window, the corresponding ESL temperature profile is displayed. The calculated 
diffraction patterns of the growing crystalline phases are shown directly below the 
experimental diffraction pattern.  
Figure 4.24 a) shows the diffraction patterns of Vit101. Free cooling starts at a 
maximum temperature of 1400 K, and the sample remains fully amorphous down to 
950 K, thus 220 K below the liquidus temperature. Crystallization starts right after, 
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The primary crystallizing phase can clearly be identified as the ZrTiCu2 Laves phase. 
The same phase is observed as primary crystallizing phase upon heating amorphous 
samples. After the formation of the Laves phase, the temperature of the sample 
increases rapidly up to a value of 1100 K due to recalescence. During this event, the 
crystal structure of the sample changes abruptly and a single tetragonal CuTi phase 
is formed. Considering that in the CuTi structure dedicated Cu atom positions might 
also be occupied by Ni and that Ti atom positions might be occupied by Zr atoms, 
the nominal compositions of Vit101 can be written as (Cu/Ni)55(Ti/Zr)45, which fits 
well to the CuTi composition.  
It is interesting to note that the final diffraction pattern after crystallization upon 
cooling is different from the pattern upon heating an initially amorphous sample (as 
previously also mentioned for Vit105 S2). When crystallizing an amorphous sample 
upon heating, not only the CuTi phase, but also a Ti2Cu phase and remains of the 
ZrTiCu2 Laves phase, are obtained. The reason for this can be found in the atomic 
mobility of the system at the temperature range of crystal formation. While the 
crystals are formed at around 1100 K upon cooling, the crystals during the heating 
process form in a temperature range between 700 K and 850 K, and thus in a range 
with significantly lower atomic mobility. Therefore, a non-equilibrium microstructure 
is conserved, that also causes a premature onset of melting in the DTA scan, lowering 
the melting temperature of initially amorphous samples in comparison to the 
crystalline structure formed upon slow cooling from the equilibrium liquid. This 
discussion is not only valid for the Vit101 alloy, but also for the other investigated 
alloy compositions (also compare to the DTA scans in Fig. 4.5). 
In Fig. 4.24 b), the same experimental data is shown for Vit101 S1.5. Here, first, but 
very minor, diffraction peaks become visible at much higher temperatures, starting at 
1095 K. At 1070 K, two weak peaks are visible in an otherwise amorphous liquid. 
With the only compositional difference between the alloys being 1.5 at% S, it stands 
to reason that this primary crystallizing phase is triggered by the sulfur. The nature 
of this phase is discussed later, also taking EDX analyses of the sample into account. 
However, after the formation of the primary phase, no formation of a Laves phase is 
observed. The sulfur seems to suppress the formation of the Laves phase. Furthermore, 
the formation of the CuTi phase does not seem to be triggered by the primary phase, 
thus explaining the improved GFA of the Vit101 S1.5 alloy in comparison to Vit101. 
In general, both Vit101 and Vit101 S1.5 show similar diffraction patterns in the final 
crystalline state, being dominated by a CuTi phase. In Vit101 S1.5 the CuTi phase 









Figure 4.24: In-situ synchrotron X-ray diffraction patterns of a) 
Vit101 and b) Vit101 S1.5 for free-cooling of a liquid sample during 
electrostatic levitation (ESL). The temperature profile of the cooling 
process is shown on the right and the temperature of the displayed 
diffraction patterns is indicated. 
 
A SEM image from backscattered electrons (BSE) of the Vit101 S1.5 sample after 
processing in ESL is shown in Fig. 4.25 a). The observed microstructure in the polished 
cross-section corresponds to the final diffraction pattern in Fig. 4.24 b), as the same 
cooling protocol was applied. A fine patterned microstructure with few large, needle-
like structures (black) is visible. EDX analysis of the matrix region, marked by the 
yellow box (# 1), results in a composition of Cu47Ti33Zr11Ni8S1, which is close to the 
nominal composition and also fits well to the compositional ratio of (Cu/Ni)55(Ti/Zr)45 
that was previously related to the diffraction pattern of the CuTi phase. The black 
region (# 2) displays a composition of Cu4Ti58Zr10Ni2S26, hence a very S-rich phase. 
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the composition can be simplified to (Ti/Zr)72S28 or Ti69S31 if Zr is also not taken into 
account.  
The structure of the metal-rich TiS phases in the binary system was first investigated 
by Owens et al. [257,258] and they found great structural similarities between the Ti2S 
phase and the Ti8S3 phase, even though they show a different crystal system. In fact, 
the calculated diffraction patterns of both phases look almost alike. The basic 
structural information of the phases can be found in Table A3 in the appendix.  
In the case of Vit101 S1.5, both Ti2S and Ti8S3 could be the primary crystallizing phase, 
based on the diffraction patterns as well as the EDX analysis. The simulated 
diffraction pattern of the orthorhombic Ti2S phase is shown underneath the measured 
diffraction pattern of Vit101 S1.5 at 1070 K in Fig. 4.24 b). The Ti2S phase has a rather 
complex unit cell with 12 Ti2S units per unit cell (36 atoms). Furthermore, it is a very 
weak scatterer and the assembly of the peaks resembles the shape of the amorphous 
halo. Hence, the phase is difficult to observe in XRD measurements and might even 
be present in otherwise fully amorphous samples. This phenomenon is observed in 
TiCuNiS alloys, where a “black” phase is visible in SEM in an amorphous matrix, even 
though the laboratory XRD measurements show no diffraction peaks. This observation 
is discussed in detail in the doctoral thesis of Alexander Kuball [129]. In this study, 
the main structural signature of the Ti2S phase in the XRD patterns is a very minor 
peak at Q = 3.7 Å-1, which is indicated by a black circle. This hump remains visible 
and unchanged even after the formation of the much stronger CuTi diffraction peaks.  
 
 
Figure 4.25: SEM images of the processed ESL samples. a) Vit101 S1.5 
and b) Vit105 S2. The yellow markers indicate where EDX 
measurements were performed and compositions can be found in the 
main text. 
 
The XRD diffraction patterns during free ESL cooling of Vit105 starting at 1450 K 
are shown in Fig. 4.26 a). The sample stays amorphous till 960 K, thus reaching an 
undercooling of 175 K below the liquidus temperature. Crystallization begins at 945 K, 
where initially only a deformation of the main amorphous diffraction halo is visible 
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to form immediately, not allowing to determine a clear sequence of phases. The 
observed peaks can be correlated with a mixture of three crystalline phases, namely 
the cubic CuZr, the tetragonal Zr2Cu, and the hexagonal Zr. As for Vit101, the 
observed diffraction pattern of Vit105 upon cooling is very different from the pattern 




Figure 4.26: In-situ synchrotron X-ray diffraction patterns of a) 
Vit105 and b) Vit105 S2 for free-cooling of a liquid sample during 
electrostatic levitation (ESL). The temperature profile of the cooling 
process is shown on the right and the temperature of the displayed 
diffraction patterns is indicated. 
 
The diffraction data for Vit105 S2 is displayed in Fig. 4.26 b). As for Vit101 S1.5, first 
but minor diffraction peaks become visible at much higher temperatures of 1095 K. 
Below, at 1050 K, small, hump-like diffraction peaks are visible on the amorphous 




Chapter 4: Thermophysical and Structural Investigation 
115 
in the melt. Again, it seems plausible that a sulfur-containing phase is formed initially, 
as the sulfur also causes a drastic increase of the liquidus temperature. This should be 
the same phase that remains crystalline up to high temperatures in the heating 
experiment from Fig. 4.23. Regarding the diffraction pattern, this phase could possibly 
be tetragonal Zr21S8. Right after the formation of this phase, the formation of the 
tetragonal Zr2Cu phase is triggered and the maximum undercooling before the 
recalescence is much smaller than in Vit105. Hence, the ZrS phase acts as a nucleating 
agent and reduces the GFA of Vit105 S2 in comparison to the base alloy. Finally, an 
additional cubic CuZr phase is formed, which is visible in the final diffraction pattern.  
In summary, a Zr2Cu and a CuZr phase form in both alloys. However, in Vit105 S2 
crystallization is triggered earlier, likely by a ZrS phase, e.g. Zr21S8. This explains the 
reduced GFA of Vit105 S2 and is contrary to the effect of sulfur in the Vit101 system, 
where the primary crystallization of Ti2S does not trigger the crystallization of the 
remaining liquid.  
The cross-sectional BSE SEM image of the ESL-processed Vit105 S2 sample is shown 
in Fig. 4.25 b). As for the other sample, a fine patterned microstructure is visible. 
EDX measurements were performed in three differently shaded regions, indicated by 
yellow arrows. Point # 3 corresponds to a composition of Zr59Cu22Ni10Al5Ti4, which is 
not too far off from the nominal composition, but without sulfur. Phase # 4 however 
displays a high concentration of 13 at% sulfur (Zr61Cu7Ni6Al11Ti2S13), but the measured 
composition cannot clearly be assigned to a binary ZrS compound that could be 
responsible for the primary crystallization. The darkest phase in BSE contrast at point 
# 5 contains a low amount of Zr and has a composition of Zr38Cu15Ni16Al16Ti14. The 
Zr to (Cu/Ni) ratio of almost 1-1 of this phase suggests that it might be the CuZr 
structure observed in the diffraction patterns. 
4.6.3 Structural Differences and Temperature Evolution 
In this final section of Chapter 4.6, the total scattering structure functions, S(Q), and 
the reduced pair distribution functions (PDF), G(r), that were calculated from the 
previously discussed scattering intensities, I(Q), are presented. These quantities are 
analyzed in the glassy, the supercooled liquid, and the liquid state, focusing on the 
structural differences between the alloys and their temperature dependence. In the 
end, the results are discussed in the context of the structure-fragility concept of Wei 
et al. [79]. 
An overview of the quantities I(Q), S(Q), and G(r), for the six investigated alloy 
compositions at 350 K is presented in Fig. 4.27, with the Vit101 alloys shown on the 
left and the Vit105 alloys on the right. Figure 4.27 a) and b) show I(Q) in the full 
measurement range of the detector from 0 to 16 Å-1. The main diffraction peak, as 
well as the second peak and a shoulder on its right side are clearly visible.  
In the panels c) and d) of Fig. 4.27, S(Q) is displayed and the peak positions that are 
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peak, Q2 is the second peak at higher Q-values and Q2
shoulder is the position of its 
shoulder, which is more pronounced in the Vit101 alloys than in the Vit105 alloys. A 
shoulder on the second peak is typically attributed to icosahedral short-range order 
(SRO). For perfect icosahedral SRO in metallic glasses, Sachdev and Nelson calculated 
the ratio between the first two peak positions Q2/Q1 to be 1.71 and the one between 
the position of the shoulder and the first peak Q2
shoulder/Q1 to be 2.04 [259]. These 
results were later also confirmed by experiments of Kelton et al. on electrostatically 
levitated melts [260]. The peak positions and the corresponding ratios for our alloys 
are given in Table 4.7. The ratios Q2/Q1 and Q2
shoulder/Q1 for all compositions are close 
to the theoretical values and clearly indicate icosahedral SRO. For the Vit101 alloys, 
the values are 1.72 and about 1.97, and for the Vit105 alloys they are 1.68 and about 
1.95. These values and the clearly visible second shoulder in the Vit101 alloys imply 
that the Vit101 alloys show an even more pronounced icosahedral SRO than the 
Vit105 alloys.  
The total scattering structure functions show almost no differences between the base 
alloy and the ones with minor additions. S(Q) and the difference in S(Q) between the 
base alloy and the modified ones are additionally shown in the appendix in Fig. A2. 
This indicates that the minor additions do not significantly change the structure at 
ambient temperature but rather effect the crystallization behavior and the 
temperature dependence of different quantities.  
Figure 4.27 e) and f) show the PDF, G(r), of all six alloy compositions. G(r) can 
roughly be read as a histogram indicating the probability of finding an atom in a 
certain distance to a reference atom. It must be kept in mind that the PDF represents 
an average over all pairs of atoms in the sample, where the atomic form factors of all 
these atom species are also very different (compare to Chapter 3.5.1).  
A magnification of the first peak of G(r), r1, which corresponds to the average, 
weighted nearest neighbor distance, is shown in the inset. The dashed lines indicate 
the bond length for different pairs of atoms, calculated from the atomic radii of the 
atoms in a glassy structure [90]. A comparison between the Vit101 and Vit105 alloys 
shows that the average nearest neighbor distance in Vit105 is larger, due to the high 
proportion of large Zr atoms. The same qualitative information can already by gained 
from the S(Q) patterns, where the peaks in the Fourier space are shifted to lower Q-
values.  
For the Vit101 alloys in the inset in Fig. 4.27 e), it can be seen that the first peak 
best corresponds to the bond length of a Cu-Ti atom connection, whereas the Cu-Cu 
bond length is slightly shorter and the Cu-Zr and Ti-Ti bond length are slightly larger 
than the measured average nearest neighbor distance. This observation fits very well 
to the nominal alloy composition (Cu47Ti34Zr11Ni8), where Cu-Ti connections are most 
likely to occur. In case of the Vit105 alloys (Fig. 4.27 f)), the maximum of the first 
peak fits very well to the Zr-Zr bond length. This observation fits well to the fact that 
Zr is the main constituent element with 52.5 at% and that Zr also displays the highest 
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Vit105. Furthermore, a pronounced shoulder in the first peak of G(r) is visible at 
lower r-values. The r-value of the shoulder fits well to the Zr-Cu atom connection, 
which is also identical to the Zr-Ni atom connection, as Cu and Ni are topologically 
equivalent. Hence, the average nearest neighbor distance in Vit105 is dominated by 
Zr-Zr and Zr-Cu/Ni atom connections. 
 
 
Figure 4.27: Overview of the data obtained from the synchrotron 
X-ray scattering experiments at 350 K. The Vit101 alloys are 
shown on the left and the Vit105 alloys on the right. a) and b) 
Scattering intensity I(Q), c) and d) Structure function S(Q), 
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Vit101 2.883 4.945 5.685 1.72 1.97 
Vit101 P1 2.883 4.963 5.655 1.72 1.96 
Vit101 S1.5 2.884 4.974 5.685 1.72 1.97 
Vit105 2.643 4.447 5.145 1.68 1.95 
Vit105 P2 2.647 4.439 5.170 1.68 1.95 
Vit105 S2 2.643 4.430 5.170 1.68 1.96 
 
The total scattering structure functions, S(Q), from the in-situ heating and 
electrostatic levitation experiments are depicted in Fig. 4.28. During the heating 
experiments, amorphous samples were heated till crystallization occurred and during 
the ESL experiments, liquid samples were cooled until solidification (compare to 
Chapters 4.6.1 and 4.6.2). In this way, the maximum accessible temperature range for 
liquid and amorphous structures could be investigated, still resulting in a temperature 
gap between the high- and the low-temperature measurements due to crystallization. 
The S(Q) patterns are color-coded from red to blue for decreasing temperatures and 
magnifications of the first sharp diffraction peak (FSDP) and the second diffraction 
peak are shown in the insets. The patterns for Vit101 S1.5 are shown in Fig. 4.28 a) 
and in b) for Vit105 S2. The same depiction for Vit101 and Vit105 is given in Fig. A3 
in the appendix, where also the low-temperature S(Q) patterns for Vit101 P1 and 
Vit105 P2 are provided (ESL experiments were not conducted on the P-containing 
alloys).  
For all alloys, it is evident that the FSDP shifts to lower Q-values for increasing 
temperatures, indicating a temperature expansion of the structure. The position of the 
FSDP, Q1, and the implications of its change with temperature will be discussed in 
the context of Fig. 4.29. Furthermore, upon heating, the peak intensity decreases, and 
the width of the peaks increases. Two effects are responsible for this phenomenon: a 
decreasing structural order and increasing atomic vibrations. Comparing the S(Q) 
patterns at low temperatures in the glassy state and at high temperatures in the liquid 
state, especially in the second diffraction peak clear differences are visible. The 
structure at low temperatures is more ordered and the shoulder indicating icosahedral 
SRO at around 5.75 Å-1 (for Vit101 S1.5) is much more pronounced. This artefact 
becomes blurred out in the liquid state, indicating less structural order. Additionally, 
increasing atomic vibrations at high temperatures are responsible for the widening of 
the peaks. This phenomenon is described by the Debye-Waller factor [222], which 
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observed as diffuse scattering. Ultimately, thermal fluctuations also cause disorder, as 
the atoms oscillate around their equilibrium position.  
 
 
Figure 4.28: Total scattering structure functions, S(Q), from in-situ 
heating and electrostatic levitation experiments. The curves are 
color-coded from red to blue (hot to cold) and magnifications of the 
first and second peak are shown in the insets. a) Vit101 S1.5 and b) 
Vit105 S2. 
 
The temperature evolution of the position of the FSDP, Q1, was used to calculate the 
quantity (Q1(350K)/Q1)
3 as a function of temperature, as shown in Fig. 4.29. Following 
the argumentation of Yavari et al., the third power of the inverse of Q1, normalized 
to Q1 at a reference temperature Tref in the glassy state, relates to the volume 









= 1 + 𝛾𝑡ℎ(𝑇 − 𝑇𝑟𝑒𝑓) , (4.1) 
where V is the sample volume. This correlation holds true in the glassy state, but does 
not work in general in the SCL state [263–266]. The volume coefficient of thermal 
expansion, in the glassy state, γ th
glass, resulting from this analysis is given in Table 4.8.  
Figure 4.29 displays (Q1(350K)/Q1)
3, and hence the sample volume as a function of 
temperature over the whole measurement range for all alloys. The peak position of Q1 
at the reference temperature of 350 K used for normalization is given in Table 4.7. 
The Vit101 alloys are shown in Fig. 4.29 a) and the Vit105 alloys in b). The filled 
squares result from the low-temperature measurements which were performed in a 
resistive Linkam furnace and the dots result from the high-temperature measurements 
in the ESL. The gap between the datapoints is inevitable and is caused by 
crystallization. The data show, that within one alloy family a very similar thermal 
expansion coefficient is observed in the glassy state, which is roughly 4.0 × 10-5 K-1 for 
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At the glass transition, an increase in the slope can be noticed, indicating a larger 
coefficient of thermal expansion, as would also be expected from the classical volume-
temperature curve (compare to Fig 2.1). The calorimetric glass transition temperature 
Tg is indicated by an arrow as a reference. Please note, that especially for the Vit105 
alloys, a slight decrease in slope can be noted before the onset of the glass transition. 
This decrease in the thermal expansion coefficient is associated with the volume 
relaxation of the as-cast sample, which partly compensates thermal expansion. In the 
supercooled liquid state, the slope of the volume curve fits very well to the slope 
measured at high temperatures in the equilibrium liquid state. The liquidus 
temperature Tl is also indicated by an arrow.  
 
 
Figure 4.29: “Sample volume” in terms of (Q1(350K)/Q1)3, as a 
function of temperature. The position of the FSDP, Q1, is used to 
calculate the sample volume. The low-temperature data were 
measured in a Linkam furnace and the high-temperature data in ESL. 
Characteristic temperatures are indicated by arrows. a) Vit101 
alloys, b) Vit105 alloys. 
 
From the data presented in Fig. 4.29, it can be seen that the scatter in the datapoints 
for the Vit101 S1.5 and the Vit105 S2 alloy is significantly larger than for the other 
measurements. These two alloys were measured at the ESRF in Grenoble, whereas all 
other samples were measured at DESY in Hamburg, using a different detector. A 
comparison of the data quality is presented in Fig. 4.30, where S(Q) is shown in a) 
and G(r) in b). In the S(Q) data, a much stronger noise is observed in the 
measurements from ESRF, especially at higher Q-values. This noise explains the 
scatter in the datapoints for Vit101 S1.5 and Vit105 S2 in Fig. 4.29. 
The maximum usable Q-range in the ESRF measurements is roughly Q = 9 Å-1 
whereas the DESY data is usable up to Q = 16 Å-1. Due to this limited Q-range, the 
transformation to obtain G(r) for the ESRF data is rather questionable. A small 
Q-range causes features like shoulders of the peaks to vanish, as was recently shown 
by Gross et al. [93] and also blurs out the peak shape, as can be observed in Fig. 4.30 
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the exact peak positions are strongly affected by the limited Q-range. Nevertheless, 
the G(r) curves of Vit101 S1.5 and Vit105 S2 measured at ESRF are still shown in Fig. 
A4 c) and d) in the appendix.  
   
 
Figure 4.30: Comparison of the data quality of ESL synchrotron X-
ray diffraction experiments at DESY (black) and ESRF (red).  
a) S(Q) and b) G(r). 
 
For Vit101 and Vit105, the pair distribution function, G(r), was calculated for the 
low- and high-temperature measurements and is shown in Fig. 4.31 a) and b). The 
same color-coding as for the S(Q) data in Fig. 4.28 was used. The low-temperature 
data for the alloys with minor additions of P and S are depicted in Fig. A4 a) to d) 
in the appendix. 
The insets in Fig. 4.31 show a magnification of the second peak, r2, which represents 
the average weighted second nearest neighbor distance. For both alloys, a splitting of 
the second peak can be observed, which is typically caused by different second nearest 
neighbor distances of different prevailing structural units, as was also observed in 
various metallic liquids [93,267,268]. Molecular dynamics simulations reveal that the 
peak splitting is caused by distinct connection styles of the structural units, or atomic 
clusters, that determine the second nearest neighbor distance [107,269].  
The position of the observed sub-peaks can be used to calculate the most likely 
connection schemes. The atomic clusters can typically share one to four atoms, as 
previously visualized in Fig. 2.9 c) on page 26. For simple topological considerations, 
the second nearest neighbor distance decreases if more atoms are shared. The second 
nearest neighbor distance, r2, for different connection schemes is related to the 
observed average nearest neighbor distance, r1, or rather the average bond length, as 
follows: 2 r1 for a 1-atom connection, √3 r1 for a 2-atom connection, √(3/8) r1 for a 
3-atom connection, and  √2 r1 for a 4-atom connection [107,270]. The value of r1 is 
obtained from the peak position of the first peak in G(r) and corresponds to the bond 
length of the Cu-Ti connection in the case of Vit101 and the Zr-Zr connection for 
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The different possible values for r2, calculated according to the considerations above, 
are depicted as dashed lines in the insets in Fig. 4.31. For Vit101, two different 
connection schemes can clearly be identified in the low-temperature data: the two-
atom connection scheme corresponding to the main peak and the one-atom connection 
corresponding to the shoulder. A certain amount of three-atom connections might also 
be present but are not dominant. In the case of Vit105, the three-atom connection 
scheme is prevailing, and the shoulder also corresponds to the one-atom connection. 
The three-atom connection scheme in Vit105 is a further indicator for icosahedral 
SRO, as the icosahedral cluster with 20 triangular faces facilitates three-atom 
connections (face-sharing) [107].  
At elevated temperatures in the equilibrium liquid, the peaks in G(r) become more 
smeared out for the same reasons as discussed in the context of S(Q) in Fig. 4.28. The 
structure at high temperatures is less ordered and the cluster connection schemes are 
less defined. As already pointed out, increasing atomic vibrations at high temperatures 
are responsible for the blurring of the peaks.  
 
 
Figure 4.31: The pair distribution functions, G(r), from in-situ 
heating and electrostatic levitation experiments at different 
temperatures.  The curves are color-coded from red to blue (hot to 
cold). The insets show a magnification of the second peak, r2, which 
represents the average weighted second nearest neighbor distance. 
Calculated values for r2 for different cluster connection schemes are 
depicted as dashed lines. a) Vit101 and b) Vit105. 
 
The evolution of the peak positions with temperature of all peaks in G(r) was 
evaluated. For r1, which corresponds to the average weighted nearest neighbor 
distance, the peak position normalized to the one at 350 K is depicted in Fig. 4.32 for 
all investigated alloys. The same information for r3 and r4 is presented in the same 
form in Fig. A5 in the appendix and discussed later in the context of the structure-
fragility concept [79]. The values of r1, r3, and r4 at 350 K used for the normalization 
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As shown in Fig. 4.32 a), in the case of the Vit101 alloys, r1 increases linearly with 
temperature throughout the glassy state to the point where relaxation effects interfere 
with the thermal expansion behavior. An arrow indicates Tg’, the temperature where 
the system enters the supercooled liquid state from a structural point of view [65] and 
is noted in Table 4.8. This temperature corresponds to the onset temperature of the 
SCL region as measured in a DSC scan [79]. In the SCL state, the slope of r1 with 
temperature becomes negative, and in the case of Vit101, where high-temperature 
structural data is available, follows the same course as in the stable liquid. 
The same information for the Vit105 alloys is displayed in Fig. 4.32 b). Here, the slope 
of r1 with temperature is already negative in the glassy state, indicating a decreasing 
bond length with increasing temperature. At a first glance, this behavior seems 
unphysical, but is commonly observed in metallic glasses. However, this phenomenon 
might be explained by a decreasing coordination number upon heating [271,272]. Ding 
et al. additionally discussed the influence of the asymmetry of the shape of the first 
peak [273], which might also explain the abnormal peak shift. Recently, Sukhomlinov 
and Müser [274,275] showed that the mean bond length increases with temperature if 
the skewness of the first peak of the radial distribution function is taken into account. 
  
 
Figure 4.32: Average weighted nearest neighbor distance, r1, obtained 
from the first peak position of G(r), as a function of temperature. r1 
is normalized to its value at 350 K and characteristic temperatures 
are indicated by arrows. The low-temperature data were measured 
in a Linkam furnace and the high-temperature data in ESL. a) Vit101 
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Table 4.8: Structural characteristics obtained from the in-situ 
synchrotron x-ray diffraction experiments.   
Volume coefficient of thermal expansion in the glassy state, γ th
glass; 
Temperature where the system enters the supercooled liquid state 
from a structural point of view, Tg’; Positions of the first, third, and 
fourth peak in G(r) at 350 K, r1, r3, and r4; and the structural fragility 
parameter, mstr
V 4-3, at low temperatures in the SCL region and at 



















Vit101 3.9 699 2.69 6.88 9.19 0.0093 0.0898 
Vit101 P1 4.1 708 2.69 6.87 9.18 0.0015  
Vit101 S1.5 4.2 716 2.68 6.87 9.18 0.0129  
Vit105 3.3 688 3.09 7.56 10.08 0.0196 0.0510  
Vit105 P2 3.2 713 3.09 7.57 10.06 0.0287  
Vit105 S2 3.3 703 3.10 7.58 10.08 -0.0079  
 
The temperature evolution of G(r) can also be used to assess the fragility of metallic 
glass-forming systems. Wei et al. developed a correlation linking the fragility to the 
following structural metric [79]: 


















where δ can be understood as the temperature-induced structural dilatation on the 
length scale of around three to four atomic diameters, which corresponds to the 
medium-range order (MRO) length scale (~1 nm). V4-3(T) is the volume corresponding 
to a spherical volume shell between the fourth and the third peak position in G(r), 
hence r4 and r3. Tg’ is the temperature where the system enters the supercooled liquid 
state from a structural point of view. The structural fragility parameter mstr
V 4-3 is then 
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hence, the slope of δ plotted over Tg’/T at T=Tg’. Consequently, the kinetic fragility 
or the temperature induced change in viscosity is related to structural changes on the 
MRO length scale. This assumption fits well into the concept of dense-packed clusters 
with a size of around 1 nm that cause the viscous slowdown due to aggregation of said 
structural units [65]. 
The concept of the structure-fragility relation is also applied to the alloys investigated 
in this work. The underlying data, hence, the temperature-induced peak shift of r3 and 
r4 in G(r) is shown in Fig. A5 in the appendix. Only the datapoints in the SCL state 
are taken into account, which are the points above Tg’. Depending on the alloy 
composition, only a very limited amount of datapoints is available, before 
crystallization starts. Figure 4.33 a) shows a magnification of these points for 
Vit101 S1.5 for r3 and r4. The black open symbols correspond to the raw data where a 
certain amount of scatter is present. The resulting δ-values are displayed as black 
open squares in Fig. 4.33 b). In order to reduce scatter in the δ-values, the r3 and r4 
data is smoothed using a Savitzky-Golay filter with a five point window, leading to 
the red datapoints shown in Fig. 4.33 a). Using these points, the δ-values shown in 
red in Fig. 4.33 b) are obtained, drastically reducing the scatter. At the same time, 
the linear fit of the datapoints remains the same before and after smoothing, proving 
the applicability of this procedure. The r3 and r4 data of all samples was smoothed like 
this before calculating the δ-values. 
 
 
Figure 4.33: Smoothing procedure for the r3 and r4 datapoints in the 
SCL region in the case of Vit101 S1.5. a) r3 and r4 raw datapoints 
(black) and smoothed datapoints (red). b) Resulting δ-values for the 
raw and smoothed datapoints. The linear fit remains the same while 
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Figure 4.34 a) and b) show the δ-values of the six investigated alloy compositions in 
the SCL region upon heating, calculated according to Eq. 4.2. The data is displayed 
on an inverse Tg’-scaled temperature scale. With increasing length of the SCL region, 
more datapoints could be obtained. The solid lines in the color of the datapoints are 
linear fits defining the structural fragility parameter mstr
V 4-3 according to Eq. 4.4, and 
the obtained values can be found in Table 4.8. The kinetically rather fragile Pt42.5 alloy 
(Pt42.5Cu27Ni9.5P21, D*=15.3) [24] is shown as a reference. In comparison to this 
reference, both, the Vit101 alloys and the Vit105 alloys, show a rather weak 
dependence of δ with temperature, indicating a stronger fragility behavior. It should 
be noted that the δ-values are only available in a short temperature interval in the 
case of the Vit101 alloys due to the onset of crystallization and show some kind of 
deviation from a linear behavior for the Vit105 alloys. Consequently, the structure-
fragility correlation should be interpreted with caution in this case.  
The structural fragility parameters, mstr
V 4-3, obtained from the data in Fig. 4.34 a) 
and b), are included in the correlation found by Wei et al. [79] in Fig. 4.34 c). mstr
V 4-
3 is plotted on the ordinate, whereas the kinetic fragility index, m, (compare to the 
values in Table 4.6) is plotted on the abscissa. The reference data from Wei et al. is 
shown in light grey, the Vit101 alloys are shown as filled points, and the Vit105 alloys 
as open symbols. These datapoints result from measurements in the low-temperature 
SCL region.  
   
 
Figure 4.34: a) Vit101 alloys and b) Vit105 alloys: Structural 
dilatation on the MRO length scale in terms of δ, calculated 
according to Eq. 4.2. The data is shown over inverse temperature, 
normalized to Tg’. The solid lines in the color of the datapoints are 
linear fits defining the structural fragility parameter mstr
V 4-3 according 
to Eq. 4.4. The datapoints for Pt42.5 are shown as a reference [79]. c) 
Correlation between the structural fragility parameter, mstr
V 4-3 and 
the kinetic fragility index, m. The grey reference points are taken 
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The graph shows, that the new data roughly follows the correlation, while especially 
Vit101 and Vit105 P2 display a slightly larger offset. In the case of Vit101, the 
deviation is most likely caused by the extremely short SCL region, not permitting a 
long enough measurement range to obtain reliable data. In the case of Vit105 P2, the 
observed slope of δ as a function of inverse temperature is steeper than expected by 
the structure-fragility correlation. The δ-values show some kind of S-shape, deviating 
from the expected linear behavior in the SCL region. This artefact is either caused by 
scatter in the raw data or by a beginning decomposition of the system, as was 
previously discussed in Chapter 4.4 in the context of the isothermal viscosity 
measurements in the SCL region. Nevertheless, the overall trend of the structure-
fragility correlation in the SCL region can be validated by our measurements.   
In the case of Vit101 and Vit105, the pair distribution function, G(r), is also available 
at high temperatures in the stable liquid. The structural dilatation on the MRO length 
scale, δ, of these two systems at high temperatures is depicted in Fig. 4.35 a), together 
with the previously shown low-temperature data. The linear fit to the high-
temperature ESL data is displayed as a dashed line and the resulting slope, 
corresponding to the structural fragility parameters, mstr
V 4-3, is written into the figure. 
The observed slope in Vit101 (mstr
V 4-3 ≈ 0.09) is significantly steeper than in Vit105 
(mstr
V 4-3 ≈ 0.05), indicating a more fragile behavior in the liquid state. This tendency 
is in good agreement with the more fragile behavior of Vit101 in the SCL region 
around Tg. Furthermore, for both compositions, the slope in the stable liquid is much 
steeper than in the SCL region. 
Figure 4.35 b) shows the same depiction as 4.34 c), hence the correlation between the 
structural fragility parameter, mstr
V 4-3 and the kinetic fragility index, m. However, here 
the values for Vit101 and Vit105 at high temperatures in the stable liquid are included. 
The obtained mstr
V 4-3-values are indicated by horizontal arrows and the fitting 
uncertainty is represented by the shaded area around the arrows. Following the 
correlation by Wei et al. [79] (grey line), a kinetic fragility index for the high-
temperature liquid can be predicted. For Vit101 this value is roughly m = 69, which 
corresponds to D* = 11.3; and for Vit105 it is m = 58, and D* = 14.3.  
Following the observations and argumentations by Stolpe et al. [65] on the structure-
fragility correlation in the presence of a strong-to-fragile (SF) liquid-liquid transition 
(LLT), the difference in structural fragility at high and low temperatures could 
indicate such a transition. However, in our work, the high- and low-temperature 
datapoints are separated by crystallization and a possible transition cannot directly 
be observed in the measurements. The GFA of the investigated alloys is simply not 
high enough to cool the liquid sample into the glassy state during the ESL 
experiments, and hence crystallization takes place and prohibits the measurement of 
a continuous dataset. The possible existence of a LLT in the investigated alloys is 
further discussed in Chapter 4.7, based on the combined viscosity data at high and 
low temperatures. Additionally, the structural fragility data at high temperatures is 
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Figure 4.35: a) Structural dilatation on the MRO length scale in 
terms of δ in the stable liquid and the SCL state, shown over inverse 
temperature, normalized to Tg’. Linear fits define the structural 
fragility parameter mstr
V 4-3 for Vit101 and Vit105. b) Correlation 
between the structural fragility parameter, mstr
V 4-3 and the kinetic 
fragility index, m, for the high-temperature stable liquid state. The 
obtained mstr
V 4-3-values for Vit101 and Vit105 and the predicted 
values for m are indicated by the shaded areas and arrows. The 
previously shown low-temperature data is displayed as reference. 
 
4.7 Summary and Discussion 
All of Chapter 4 was dedicated to a thorough analysis on the influence of minor 
additions of sulfur (S) and phosphorus (P) on the Cu-Ti-based bulk metallic glass-
forming alloy Vit101 and the Zr-based alloy Vit105, both of which are highly 
interesting candidates for industrial applications. Different experimental results, 
including the thermodynamic properties, low- and high-temperature viscosity, 
crystallization behavior upon heating and cooling, as well as structural data, were 
presented and discussed individually. In this Chapter, a short summary of the most 
important findings is presented and cross-connections between the different sections 
are discussed. Further conclusions, especially regarding thermal stability, glass-
forming ability (GFA), kinetic fragility at low and high temperatures, and the 
implications in terms of a possible strong-to-fragile (SF) liquid-liquid transition (LLT) 
are presented. 
 
Minor additions of S and P in Vit101 and Vit105 – a first summary 
DSC scans on Vit101 and Vit105 alloys with minor additions of S and P showed a 
significant enhancement of the thermal stability in terms of the SCL region upon 
heating. In the case of Vit101, both modified systems display a roughly 15 K longer 
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with the addition of S and by 40 K with P. These findings already indicate an 
enhanced thermoplastic formability of the modified alloys, as will be evaluated in 
Chapter 6. In all cases, the glass transition temperature is raised by around 20 K due 
to the additions.  
An analysis of the critical casting thickness, and hence the GFA, showed that for 
Vit101 S-additions increase the critical thickness from 5 mm to 6 mm and P-additions 
leave it unchanged. In the Vit105 system, S-additions decrease the critical thickness 
from initially 8 mm to 6 mm, and P-additions lower it to even 3 mm. Surprisingly, 
the critical casting thickness of the Vit101 alloys remains unchanged if industrial grade 
Zr and Ti are used. For both, Vit105 and Vit105 S2 made from industrial grade 
materials, the critical casting thickness is reduced to 5 mm, and therefore the same as 
for the Vit101 alloys. 
Three-point beam bending tests revealed that minor additions in the Vit101 system 
cause an embrittlement. The same effect is observed for Vit105 P2, whereas the 
Vit105 S2 alloy shows the same amount of ductility as the base alloy, combined with 
a slight increase in hardness, reaching a value of around 530 HV, and strength, 
reaching a value of around 2800 MPa.  
In summary it can be said, that minor additions allow for distinct modifications of an 
alloy without completely changing the characteristics of the alloy family. Most 
modifications result in a tradeoff between different properties, e.g. an extended SCL 
region can go along with a reduced GFA. The most important characteristic values of 
the investigated alloy compositions are summarized in Table A1 (Vit101 alloys) and 
in Table A2 (Vit105 alloys) in the appendix in the form of a datasheet. 
 
Thermal stability and crystallization behavior upon heating 
The thermal stability of amorphous alloys in the low-temperature regime around the 
glass transition is the decisive property determining the processing window for 
thermoplastic forming regarding time and temperature. It is defined by a complex 
interplay between kinetics, driving forces for crystallization and the primary 
crystallizing phase.  
A simple DSC scan can already provide a first idea of the thermal stability in terms 
of the length of the SCL region, and a better overview is provided by the TTT 
diagram, as presented in Chapter 4.3 in Fig. 4.9. From these results we learn that 
minor additions of S and P significantly enhance the thermal stability of the 
investigated alloys. In the case of the Vit101 alloys, the time till the onset of 
crystallization at an isothermal temperature of 1.1 × Tg is roughly three times longer 
in Vit101 P1 and Vit101 S1.5 than in Vit101. For Vit105 S2 the time to crystallization 
is also three times longer as for Vit105 and for Vit105 P2 it is even eight times.  
From a kinetic point of view, the enhanced stability of the SCL region in the modified 
alloy compositions is reasonable. Both, Vit101 and Vit105 are kinetically more fragile 
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exceeding the glass transition temperature (compare to Fig. 4.14). Especially for the 
Vit105 alloys, the length of the SCL region directly correlates with the kinetic fragility 
of the alloy, with the kinetically strongest alloy, Vit105 P2, showing the longest SCL 
region. Upon heating, viscosity, and at the same time the atomic mobility of the 
system, drops less quickly, hampering the onset of the crystallization process. 
The driving force for crystallization is represented by the Gibbs free energy difference, 
ΔGl-x, between the liquid and the crystal, as depicted in Fig. 4.8 e) and f). The value 
at the fictive temperature, Tfic, for each composition is noted in Table 4.4. A higher 
value of ΔGl-x indicates a higher driving force for crystallization and hence a tendency 
for a decreased thermal stability of the SCL region. Accordingly, for both alloy 
systems, the alloy with the longest SCL region (Vit101 S1.5 and Vit105 P2) features 
the lowest ΔGl-x-value. Furthermore, the Vit101 alloys all display higher ΔGl-x-values 
than the Vit105 alloys and at the same time show a much smaller SCL region. 
The last factor determining thermal stability is the interfacial energy between the 
liquid and the primary crystallizing phase, and hence the nature of the primary 
crystallizing phase plays a crucial role. The interfacial energy itself is difficult to 
measure and an indirect assessment as done in Ref. [202] is difficult and not possible 
in our case. It requires a complete TTT diagram at low and high temperatures that 
then can be fitted with a Johnson-Mehl-Avrami-Kolmogorov equation (Eq. 2.25), 
where the interfacial energy results as a fitting parameter. While in our case we do 
not have access to the necessary dataset, structural in-situ diffraction data is available 
and the different primary crystallizing phases upon heating were identified in Chapter 
4.6.1.  
In the case of the Vit101 alloys, the primary crystallizing phase remains unchanged 
with the minor additions. Most likely, a ZrTiCu2 Laves phase forms initially upon 
heating in all three compositions. For the Vit105 alloys, drastic changes can be 
observed when S and P are added. The Vit105 base alloy shows clear indications of 
phase separation and decomposition on the nanometer scale before the formation of a 
Zr2Ni phase is observed. In this case, the thermal stability of the system is limited by 
the decomposition. In Vit105 S2, a ZrTiNi Laves phase can be identified as primary 
crystallizing phase and no previous phase separation is detected, thus extending the 
thermal stability of the system. The addition of P in the case of the Vit105 P2 alloy 
also suppresses the formation of the Laves phase, further extending the SCL region.  
In general, the increase in thermal stability in the alloys with minor additions is well 
in line with the effect of the minor additions on the kinetics (kinetic fragility) and the 
driving force for crystallization (ΔGl-x). Furthermore, in the case of Vit105, the 
suppression of phase separation significantly increases the thermal stability in the 






Chapter 4: Thermophysical and Structural Investigation 
131 
Glass-forming ability – different influencing factors 
The same factors influencing thermal stability in the low-temperature SCL region also 
determine the GFA of the alloy when quenching the melt, however in a different 
temperature region than discussed before. Basically, the GFA depends on the thermal 
stability against crystallization throughout the whole temperature range between the 
liquidus temperature and the glass transition. The critical point for the GFA of an 
alloy and hence its critical cooling rate is the position of the tip of the so-called 
crystallization nose (see Chapter 2.1.5), which needs to be bypassed upon cooling.  
Regarding kinetics and atomic mobility, viscosity in the liquid state is the decisive 
property that could be measured within this work. While viscosity data is not available 
throughout the whole temperature range due to beginning crystallization, the Couette 
viscosity measurements around the liquidus temperature provide a good first insight. 
In general, the Vit105 alloys show a three times higher viscosity at their liquidus 
temperature than the Vit101 alloys, providing one reason for the better GFA of Vit105 
in comparison to Vit101. The viscosity of Vit105 at Tl is roughly 100 mPa s, and 
hence more than one order of magnitude higher than the one of most pure metals, but 
similar to the viscosity of Fe-based BMGs [48]. The course of viscosity throughout the 
complete temperature range and its implications on the kinetic fragility of the system 
are discussed in the next section. 
The discussion concerning the driving force for crystallization remains similar to the 
one for thermal stability. The decisive quantity determining ΔGl-x upon cooling below 
Tl is the difference in entropy between the liquid and the crystal, ΔS
l-x, as it determines 
the slope of the ΔGl-x-curve. For the Vit101 alloys, Vit101 S1.5 is the alloy with the 
longest SCL region and at the same time the highest GFA, which is in good agreement 
with its lower driving force for crystallization in comparison to Vit101 and Vit101 P1. 
In the case of the Vit105 alloys, these correlations do not hold true. Even though 
Vit105 P2 shows the lowest ΔG
l-x-values, it possesses the lowest GFA. Hence, the 
reduced GFA is most likely caused by a change in the primary crystallizing phase and 
a reduced nucleation barrier.  
The final component influencing the GFA is the primary crystallizing phase and the 
interfacial energy between the liquid and that crystal. A change in the alloy 
composition, e.g. by minor additions, can alter the phase that first forms upon cooling. 
In this work, the structure of the primary phases which forms during the cooling 
process could be investigated by in-situ synchrotron X-ray diffraction experiments in 
an electrostatic levitator, resulting in a valuable and hard to get dataset.  
In the Vit101 system, the addition of 1.5 at% S suppresses the formation of the 
ZrTiCu2 Laves phase that forms in unmodified Vit101. In the Vit101 S1.5 alloy, first 
the formation of a very small amount of a Ti-S phase is observed. However, this phase 
does not trigger the crystallization of the remaining liquid and rather suppresses the 
Laves phase. Therefore, an increased GFA of the remaining liquid phase could be 
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GFA, as they supposedly tighten the structure of the melt [10] and sulfur might act 
in a similar way. It might as well be, that isolated Ti-S crystals are present in an 
otherwise completely amorphous structure when Vit101 S1.5 samples with a large 
diameter are produced. These artifacts could be a possible explanation for the 
embrittlement of the Vit101 S1.5 samples in comparison to Vit101. 
In the Vit105 system, minor additions of S and P reduce the GFA and P even acts as 
poison for the GFA, reducing the critical casting thickness from at least 8 mm to 
3 mm. As no ESL synchrotron diffraction data are available for Vit105 P2, the author 
can only speculate that P triggers the formation of crystalline metal-phosphide 
particles that act as heterogeneous nucleation sites. If their fraction is small, they 
might not even be visible in the DTA heat flow signal and their presence could possibly 
explain the rather steep increase in melt viscosity (compare to Fig. 4.18 b)) before 
falling below the nominal liquidus temperature.  
In the case of Vit105 S2, the formation of a S-containing phase (possibly Zr21S8) upon 
cooling can be verified by the ESL synchrotron measurements. Additionally, a 
shoulder is visible in the DTA curves, significantly increasing the liquidus temperature. 
The effects of this S-stabilized phase are also visible in the high-temperature viscosity 
measurements, where a kink in the viscosity curve is visible at around 1200 K 
(compare to Fig. 4.16 b)). This phase causes a premature onset of crystallization and 
decreases the GFA of the Vit105 S2 alloy composition. 
 
Viscosity, kinetic fragility, and liquid-liquid transition 
In this work, viscosity was measured by two different techniques in two different 
temperature regimes: by three-point beam bending (3PBB) in a thermomechanical 
analyzer (TMA) at low temperatures around the glass transition, and by Couette 
rotating cylinder rheometry at high temperatures in the stable liquid. Before, both 
datasets were discussed individually and are now combined with the purpose of 
describing the course of viscosity over the full temperature range. Due to 
crystallization, a temperature gap of at least 400 K divides the high- and the low-
temperature data. Within this gap, viscosity can only be estimated by different 
viscosity models (compare to Chapter 2.1.4) that are fitted to the data.  
In total, six different fitting procedures were applied to the datasets of the six 
investigated alloys. Within the main text of this work, the dataset for Vit105 S2 is 
examined as an example and presented in detail, while the results for all other alloys 
can be found in the appendix. Figure 4.36 shows the viscosity fits for Vit105 S2, where 
the viscosity datapoints from 3PBB TMA measurements at low temperatures and 
from Couette measurements at high temperatures are displayed (black squares) over 
inverse temperature. Here, the large temperature gap between the measurements 
becomes apparent. The horizontal dashed line indicates a viscosity of 1012 Pa s, 
representing the kinetic glass transition at Tg*. The slope of the fitting curve at this 
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Figure 4.36 a) displays three different Vogel-Fulcher-Tammann (VFT) fits according 
to Eq. 2.9. The VFT fit to the low-temperature data (VFT fit low T, blue line) 
corresponds to the fit previously shown in Fig. 4.13. Here, the infinite temperature 
limit of viscosity ƞ0, was fixed at 3.558 × 10
-5 Pa s due to the lack of datapoints at 
high temperatures. This procedure resulted in an m-fragility index of 44.3, indicating 
a kinetically strong liquid behavior. The red line indicates the VFT fit only to the 
high-temperature data (VFT fit high T), where viscosity in the low-temperature 
regime was pinned at Tg*= 684 K and a value of 10
12 Pa s, in agreement with the 
results from the low-temperature fit. The ƞ0-value remains fixed at 3.558 × 10
-5 Pa s 
and an m-fragility of 79.1 is obtained, indicating a much more fragile behavior. The 
exact same fitting procedure was previously applied in several publications on the 
topic of strong-to-fragile (SF) liquid-liquid transitions (LLT) [48,65,66] and is therefore 
reproduced here and discussed in the next paragraphs. The last curve displayed in 
Fig. 4.36 a) (dashed grey line) corresponds to a VFT fit of all datapoints over the 
whole temperature range. For this fit, the ƞ0-value is left free as a fitting parameter, 
resulting in a much smaller value of 0.024 × 10-5 Pa s. All fitting parameters and 
characteristic values are written down in Table 4.9. 
   
 
Figure 4.36: Viscosity fits for Vit105 S2. Viscosity datapoints from 
3PBB TMA measurements at low temperatures and from Couette 
measurements at high temperatures are displayed (black squares) 
over inverse temperature. The horizontal dashed line indicates a 
viscosity of 1012 Pa s, representing the kinetic glass transition at Tg*. 
a) Three different VFT fits, one only on the low-temperature data 
(blue), one on the high-temperature data (red), and one on all 
datapoints (dashed grey). b) MYEGA fit (dashed grey), extended 
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In the case of the VFT fit over the whole temperature range, it is clearly visible that 
the fitting equation does not well describe the course of viscosity at high temperatures, 
while it follows the datapoints at low temperatures rather well (compare to the inset 
in Fig. 4.36 a)). The slope of the VFT fit at high temperatures is too steep and an 
unphysically low ƞ0-value is obtained. If the ƞ0-value is fixed to 3.558 × 10
-5 Pa s, the 
quality of the fit is even worse, proving that the VFT equation is not adequate to 
describe the course of viscosity over the whole temperature range in the investigated 
system.  
On the other hand, when the low- and the high-temperature data is fitted individually, 
a distinctly different kinetic fragility behavior is observed, with a stronger one at low 
temperatures and a more fragile one at high temperatures. The same phenomenon is 
observed in a variety of metallic glass-forming liquids, including Zr-based alloys [62–
65], Fe-based alloys [48,66], and La-based alloys [59,70]. Typically, the observed kinetic 
crossover is explained by a strong-to-fragile (SF) liquid-liquid transition (LLT), as is 
also further discussed in Refs. [60,61,64,67,276]. In our case, the very same 
phenomenon of a kinetically strong low-temperature liquid and a fragile high-
temperature liquid is observed in all six alloy compositions, as shown in Fig. A6 in the 
appendix. These findings indicate a SF crossover somewhere in the temperature range 
that is obscured by crystallization. However, without additional data in the non-
accessible temperature region, no further proof can be given. Furthermore, other 
viscosity models can be fitted to the data that better describe the observed behavior 
without necessarily introducing a SF LLT, as will be discussed now.  
Table 4.9: Viscosity fitting parameters of Vit105 S2 for the fits shown 
in Fig. 4.36. 






 Cooperative shear 
model 
D*  22.3 ±1.7 9.9 ±0.1 24.4 ±3.3  n  1.25 
T0 [K] 430.3 ±11 541.7 ±1.8 434.4 ±17  Tg* [K] 682.9 
ƞ0 [10
-5Pa s] 3.558 1) 3.558 1) 0.024  ƞ0 [10
-5Pa s] 698.3 
m  44.3 79.1 51.4  m  49.5 
Tg* [K] 684.0 684.0 681.4     
 
MYEGA  Extended MYEGA 
  High T, fragile liquid  Low T, strong liquid 
B [K] 1270.7  W1 [K
-1] 20.18  W2 [10
-4 K-1] 9.86 
C [K] 1481.4  C1 [K] 12092  C2 [K] 1526.8 
ƞ0 [10
-5Pa s] 4.097  ƞ0 [10
-5Pa s] 1703     
m  52.0  m  186.0  m  44.7 
Tg* [K] 681.5  Tg* [K] 967.2  Tg* [K] 683.9 
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Figure 4.36 b) displays fits of three other viscosity models to the high- and low-
temperature data of Vit105 S2. The fit according to the MYEGA (Mauro, Yue, Ellison, 
Gupta, Allan) equation (Eq. 2.13) is shown as dashed grey line. The model is said to 
provide physically reasonable values for the infinite temperature limit of viscosity ƞ0, 
which in this case is obtained as 4.1 × 10-5 Pa s and is close to the values used for the 
VFT fits. The fitting results show that the low-temperature viscosity behavior is in-
deed following the datapoints quite well and an m-fragility value of 52.0 is obtained, 
indicating a rather strong liquid behavior. At high temperature however, the slope of 
the fitting function is too steep, not representing the real measurement data. This 
behavior is similar to the problems experienced with the VFT equation. 
The next fitting function applied to the viscosity data is the cooperative shear model 
(Eq. 2.15) which was developed by Demetriou et al. in 2006 [56]. They report that 
their model fits especially Newtonian viscosity data better than the VFT law. The 
fitting results in Fig. 4.36 b) (red line) follow the datapoints very well. Especially at 
high temperatures, it agrees much better with the data than the VFT and the 
MYEGA fits. The m-fragility value is found to be 49.5, according to Eq. 2.16, and 
hence very similar to the one from the MYEGA fit. All fitting parameters are found 
in Table 4.9.  
The cooperative shear model fits the viscosity data very well over the whole 
temperature range. It does not indicate the presence of a LLT anywhere in-between 
the high- and the low-temperature measurements. It is interesting to note that the 
infinite temperature limit of viscosity ƞ0, as obtained from the fit to the cooperative 
shear model, is around 7 mPa s, and hence two orders of magnitude higher than the 
value obtained from the MYEGA equation and assumed for the VFT fits. While this 
value is rather high, it still seems reasonable for a densely packed, highly viscous bulk 
metallic glass-forming liquid, where the infinite temperature limit might well be much 
higher than in one-component monoatomic liquids.  
The last model fitted to the viscosity data is the extended MYEGA model [59]. It was 
developed by Mauro and coworkers in 2010, and accounts for a strong and a fragile 
contribution in metallic glass-forming systems that display a SF transition. The fit to 
the extended MYEGA model from Eq. 2.17 is drawn as blue curve in Fig. 4.36 b). 
The fit perfectly follows the datapoints at high and low temperatures, representing 
especially the course of viscosity at high temperatures better than all previously 
applied models.  
In order to ease the discussion of the strong and the fragile contribution in this five-
parameter model, both are plotted individually in Fig. 4.37. The complete extended 
MYEGA fit is shown in black, the kinetically strong low-temperature contribution in 
blue, and the fragile high-temperature contribution in red. The horizontal dashed line 
indicates a viscosity value of 1012 Pa s, hence the threshold value for the kinetic glass 
transition. As discussed in Ref. [59], the strong and the fragile liquid phase would 
obviously display two different glass transition temperatures, where only the glass 
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Both temperatures are given in Table 4.9, together with the m-fragility values and 
the fitting parameters. Based on this model, the hypothetical glass transition of the 
fragile phase would occur at much higher temperatures (967 K) than the one of the 
strong phase (684 K). Given that both liquids possess the same composition, a change 
in the kinetic glass transition temperature of 283 K seems unphysical and calls the 
extended MYEGA model into question. For the fragile phase, the viscosity curve 
would show a much steeper increase, resulting in an m-fragility index of 186, in 
comparison to the value of 44.7 for the strong liquid. At this point it should be 
mentioned, that the course of the strong liquid part of the extended MYEGA model 
almost perfectly coincides with the VFT fit of the low-temperature data, which is 
displayed as a dashed grey line. 
 
 
Figure 4.37: Extended MYEGA viscosity fit for Vit105 S2. The fitting 
function (black line) consists of two parts, a fragile high-temperature 
contribution (red), and a strong low-temperature contribution (blue). 
The VFT fit to the low-temperature data is shown as a reference 
(dashed line). 
 
While the extended MYEGA model, which incorporates the aspect of a SF transition, 
perfectly fits the viscosity data, it can still not be seen as proof for a such a LLT, 
especially when taking into account the difference in glass transition temperature 
between the two phases. The cooperative shear model describes the measured viscosity 
data almost equally well and does not consider a LLT. Proof for a LLT can only be 
provided in systems where it can directly be observed, as e.g. in the BMG Vit106a 
[65], and where the transition is not obscured by crystallization. However, it can be 
concluded that the viscosity behavior of metallic glass-forming liquids cannot be 
represented by the simple VFT equation over the whole temperature range, and that 
more elaborate models, like the cooperative shear model or the extended MYEGA 
model, are necessary. With these models, the viscosity of BMGs can be described from 
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valuable datasets, e.g. for the modelling and simulation of flow during casting 
processes or thermoplastic forming. 
All the information that is presented for Vit105 S2 in Fig. 4.36 and in Table 4.9 can 
be found in the appendix for all six investigated alloys. Figure A6 shows the three 
different VFT fits, Fig. A7 shows the fits to the MYEGA equation, the extended 
MYEGA equation, and the cooperative shear model. All obtained fitting parameters 
and characteristic values are given in Table A4. 
An additional remark regarding the Vit105 S2 high-temperature viscosity data needs 
to be discussed. Earlier, in Fig. 4.18 b), a change in the slope of the viscosity 
measurement at around 1200 K was reported. The ESL synchrotron X-ray 
experiments confirmed that a S-stabilized crystalline phase forms prior to the onset of 
the main crystallization event. These observations agree well with the observation of 
a melting shoulder in the DTA, shifting the liquidus temperature upwards. 
Consequently, the change in slope in the viscosity measurements and the increased 
viscosity at lower temperatures is almost certainly caused by the beginning 
crystallization of this phase. Therefore, the viscosity datapoints below 1200 K were 
not considered for fitting, as only the behavior of the liquid should be described.  
The same line of thought might also be true for the two P-containing alloys. The high 
temperature viscosity of these alloys shows a steeper increase upon cooling than their 
counterparts. However, no clear signature of a melting shoulder in the DTA scans can 
be found and ESL synchrotron X-ray crystallization experiments for these alloys could 
not be performed due to time constraints during the beamtime. Hence, an 
unambiguous statement regarding the possible influence of crystallization upon the 




In Chapter 4.6.3, the structure-fragility correlation was mainly discussed regarding 
fragility at low temperatures in the SCL region around the glass transition. For the 
stable high-temperature liquid of Vit101 and Vit105, only the structural fragility 
parameter mstr
V 4-3 was determined and a prediction for the corresponding kinetic m-
fragility index was made. The correlation found by Wei et al. [79] suggests values of 
m = 69 for Vit101 and m = 58 for Vit105. However, when looking at the m-fragility 
values from the high-temperature VFT fit from this chapter, Vit101 displays a value 
of m = 93 and Vit105 of m = 81 (compare to Table A4 in the appendix), and hence 
much higher than expected from the structure-fragility correlation.  
Moreover, as discussed earlier, the strong and the fragile liquid phase should display 
two different glass transition temperatures. For the VFT fitting of the high-
temperature data, this cannot be considered, as no reasonable estimation of the glass 
transition temperature of the fragile liquid is available. When considering an increased 
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higher m-fragility would be obtained, resulting in a clear offset from the structure-
fragility correlation. However, for Vit101 and Vit105, the kinetic glass transition 
temperature, Tg*, of the fragile high-temperature phase would need to shift between 
80 and 90 K to lower temperatures in order to obtain a high-temperature VFT fit 
with the same m-fragility as predicted by the structure-fragility correlation. While this 
shift is rather large, it still seems more likely than the 283 K shift obtained from the 
extended MYEGA model. Of all the applied viscosity models, only the extended 
MYEGA model provides an estimation of the course of viscosity in the fragile liquid 
and gives a value for Tg*. In this model, m-fragility values for the high-temperature 
fragile liquid of m = 239 for Vit101 and m = 135 for Vit105 are obtained. These values 
however are completely off the chart in the structure-fragility correlation.  
It stands to reason that the structure-fragility correlation, found for the low-
temperature SCL region, cannot directly be transferred to the structure and fragility 
behavior in the high-temperature stable liquid. The general tendencies for less and 
more fragile liquids are however apparent in the structural data. This observation was 
also confirmed by the results of Stolpe et al. [65], where the structure-fragility 
correlation at high temperatures loosely matches to the fragility data based on 
viscosity measurements. In all applied fitting models in this work, Vit101 displays a 
more fragile behavior than Vit105, which is also found true in the structural fragility 
parameter. Consequently, the structure data can still be used as an indicator for the 





Chapter 5  
Thermoplastic Forming 
In the following chapter, results from thermoplastic bulk deformation experiments of 
different alloys, as well as powder consolidation experiments are presented and 
discussed. The deformation experiments are evaluated regarding the formability of the 
alloys and deformation maps are derived and related to the material properties. 
Furthermore, amorphous powder is consolidated, producing larger amorphous 
structures by this additive manufacturing process and the performance of the samples 
is evaluated.    
In this chapter, the focus is not laid upon the Vit101 and Vit105 alloys with minor 
additions, discussed in the previous chapter, but rather on the thermoplastic forming 
of bulk metallic glasses in general. The findings from this chapter and the previous 
one are than combined in Chapter 6, where the influence of minor additions on the 
thermoplastic formability of Vit101 and Vit105 is discussed.  
5.1 Bulk Forming 
Among all metallic materials, only amorphous metals can be thermoplastically formed 
like polymers, providing a unique advantage over other metals. The possibilities of 
thermoplastic forming allow for an easy shaping of parts after the production of the 
amorphous wrought material. Complex shapes or elaborate surface patterns can be 
realized in a single processing step. In order to exploit these possibilities, a profound 
knowledge about the material, its properties, and the ideal processing conditions are 
crucial. Most of the properties discussed in Chapter 4 provide valuable information in 
order to assess the thermoplastic formability of an alloy in advance. The formability 
is mainly influenced by viscosity and the time- and temperature-dependent 
crystallization behavior, which can be summarized in terms of a TTT diagram and 
supplemented by additional information on the primary crystallizing phases.  
In this chapter, first, the thermoplastic formability of 12 different BMGs is assessed 
in a simple deformation experiment with a constant heating rate (compare to Section 
3.6.1). Based on these findings, two alloys are selected for further experiments, 
resulting in time-temperature-deformation (TTD) diagrams. Finally, the 
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5.1.1 TPF Experiments with a Constant Heating Rate 
Thermoplastic deformation experiments upon heating with a constant rate of 
0.333 K/s and a pressing force of 500 N were performed on 12 different alloy 
compositions. Given an initial sample diameter of 3 mm, this results in a pressing 
stress of 70 MPa. The used alloys are listed in Table 5.1 and are taken from different 
alloy families, including Zr-, Cu-, Fe-, Ni-, Pt-, and Au-based alloys. In general, alloys 
with a pronounced SCL region were selected, as this is a first indicator for a high 
formability. The experimental results for one single alloy are visualized exemplarily 
for AMZ4 (Zr59.3Cu28.8Al10.4Nb1.5) in Fig. 5.1. The same set of experiments was 
performed for all mentioned compositions and detailed results can be found in the 
Bachelor thesis of Oliver Kruse which was handed in in August 2019.  
Figure 5.1 shows the travel of the piston of the TPF machine (a), the viscosity of the 
material during a scan (b), and the heat flow of a DSC scan (c), all as a function of 
temperature. The travel of the piston corresponds to the deformation of the sample, 
as recorded by the TPF machine. At the beginning of the experiment, the undeformed 
sample has a length of 7 mm, as visualized by the model rod and the photo on the 
left. Upon heating, the sample deforms under the load of the TPF piston. Here, we 
determine the deformation temperature Tdeform for a pressing stress of 70 MPa using 
tangents on the deformation curve. This onset of deformation corresponds quite well 
to the end of the glass transition region, as can be seen in the DSC scan. For higher 
pressing stresses, Tdeform would obviously shift to lower temperatures. After the 
experiment, the sample shows the shape of a flat disc (photo on the right side) and 
the actual height of the sample is measured. The right axis of Fig. 5.1 a) shows the 
deformation of the sample in %, calculated according to the equation: 𝜑 = ln(ℎ1 ℎ0⁄ ), 
where h0 is the initial height of the sample and h1 the deformed height. The horizontal 
dashed blue line indicates the true final deformation, calculated from the final sample 
thickness. A deformation of 193% is observed for AMZ4. It can also be seen that the 
deformation calculated by the travel of the piston does not completely coincide with 
the observed maximum deformation. The travel measurement in the TPF machine is 
not sufficiently exact to allow for an accurate measurement of the final sample height.  
Figure 5.1 b) shows the viscosity of the alloy during a TMA scan with the same 
heating rate as the TPF experiments and Fig. 5.1 c) shows the corresponding DSC 
scan. The dashed line in the viscosity plot indicates the VFT fit, as obtained from 
isothermal measurements from Ref. [184]. The datapoints from the scan approach the 
VFT fit when the glass transition temperature is reached. Upon heating, the viscosity 
decreases down to a minimum value just before crystallization begins. The 
crystallization temperature detected in the TMA scan is indicated as Tx
TMA and for 
AMZ4 a minimum viscosity of 1.6×108 Pa s is measured. It can be seen, that the 
deformation of the sample stops completely when crystallization begins. In this 
depiction, the importance of the length of the SCL region stands out. Considering that 
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larger processing window, where higher deformation temperatures are reached, and 
viscosity drops to lower values.  
 
 
Figure 5.1: TPF deformation experiment with a constant heating 
rate. a) Travel of the TPF piston in mm and the corresponding 
sample deformation in %. The true final deformation is indicated by 
the dashed blue line. The sample before and after the deformation 
experiment is shown above the plot. b) Viscosity as measured in a 
TMA scan together with a VFT viscosity fit [184]. The minimum 
viscosity at Tx
TMA is indicated. c) DSC scan with the same heating 
rate, where Tg and ΔTx are shown. 
 
The results of the TPF deformation experiments with a constant heating rate for all 
alloy compositions are summarized in Table 5.1. The values for the glass transition 
temperature, Tg, and the length of the SCL region, ΔTx, originate from own DSC 
measurements (and therefore sometimes deviate slightly from earlier literature values). 
The liquidus temperatures, Tl are taken from literature. The D*-values are taken from 
literature if indicated or result from own measurements. The viscosity values at Tx 
are the lowest values measured in the TMA scans. They are not the values calculated 
from the VFT fits, as often decomposition or nano-crystallization cause a deviation 
from the fit to higher viscosity values, especially in the high-temperature regime 
around Tx. In the last column, references for original work on the alloy and TMA 
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Table 5.1: TPF bulk deformation experiments with a constant 
heating rate. Tg, glass transition temperature; ΔTx, length of the SCL 
region; Tl, liquidus temperature; D*, fragility parameter; ƞ at Tx, 
viscosity value at Tx; φ, deformation in %, calculated according to 
















Pt42 Pt42.5Cu27Ni9.5P21 514 75 874 15.3




396 60 644 21.1 a) 1.7×107 238 [68,277] 
ZrAg Zr48Cu36Al8Ag8 685 96 1143 24.1
 a) 6.0×107 233 [278,279] 




663 80 1203 24.8 a) 1.6×108 190 [184] 
FeMo 
PCB 
Fe67.5Mo7.5P10C10B5 753 80 1338 20.1 1.4×108 180 [282] 
Ni69 Ni69Cr8.5Nb3P16.5B3 668 48 1153 14.9
 a) 2.0×108 167 [24,49] 
AMZ4 
Zr(705) 
Zr(705)60.8Cu28.8Al10.4 673 71 1196 25.6










689 67 1140 ~ 25 6.9×108 155 [134,143] 
Vit101 
Sn2 
Cu45Ti34Zr11Ni8Sn2 681 64 1150 25.3




714 39 1267 21.3 a) 1.3×1010 20 [66] 
a) value taken from Refs. in the last column  
 
The results in Table 5.1 clearly show a strong correlation between the maximum 
sample deformation φ and the minimum viscosity at Tx. As the Pt42 alloy has a very 
low viscosity of 5×105 Pa s at Tx, it reaches a deformation of 281 %, which corresponds 
to a final sample thickness of only 0.42 mm for an initially 7 mm high sample. Samples 
of the Cu-based alloy CuTi for example only reach a maximum deformation of 155 % 
(1.49 mm final sample thickness), and the minimum viscosity at Tx is 6.9×10
8 Pa s, 
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The other material properties listed in the table do not show a direct correlation with 
deformability. However, when only one property is changed in a system, a direct 
influence of said property can be observed. For example in the AMZ4 system, the 
deformation in pure AMZ4 is much larger (190%) than in the industrial grade version 
AMZ4 Zr(705) (165%). The main difference between the systems is that the SCL region 
is about 10 K shorter in the industrial grade alloy, and hence a higher viscosity value 
is detected at Tx, as both alloys show almost the same kinetic fragility (change of 
viscosity with temperature).  
It should be emphasized that especially ΔTx alone does not correlate with the 
deformability, even though the length of the SCL region is often considered as the key 
indicator for the formability. However, a correlation with deformability is found for 
the quantity ΔTx/Tg, as will be discussed in the context of Fig. 5.6 a) on page 151. 
The normalization to Tg basically scales the length of the SCL region to the intrinsic 
softening temperature of the system and by this makes them comparable. It should 
further be mentioned, that viscosity at the calorimetric Tg is not always exactly 
1012 Pa s, e.g. the Pt42 alloy shows a much lower viscosity already at Tg [24]. Hence, 
the sole knowledge of Tg, Tx, and D* is insufficient to describe the complete course of 
viscosity as a function of temperature, as it does not account for these offsets. A 
profound discussion of the influence of different material properties on the formability 
of metallic glasses can be found in Chapter 5.1.3 in the context of Fig. 5.8. 
For the isothermal deformation experiments presented in the next chapter, only two 
of the alloys from Table 5.1 were selected, namely AMZ4 and FeMoPCB. These are 
the two alloys with the best compromise between deformability and industrial 
applicability, as they show a sufficiently high GFA and do not contain precious metals.  
5.1.2 Isothermal TPF Experiments 
The goal of the isothermal TPF experiments is to construct a time-temperature-
deformation (TTD) diagram which allows to indicate the optimum processing 
conditions for TPF regarding time and temperature. While the previous experiments 
with a constant heating rate only evaluate the deformation during a single trajectory 
through the time-temperature processing space, the isothermal experiments can 
sample the whole processing region. It should be noted, that distinct experiments were 
performed for different pressing times at the same temperature. Even though the TPF 
machine records its piston movement, the previous experiments showed that this 
measurement deviates significantly from the real sample thickness. Hence, it is not 
sufficient to simply record deformation as a function of time for a single temperature. 
Furthermore, the onset of crystallization should be determined as a function of 
pressing time subsequent to the experiments and ex-situ XRD measurements were 
necessary. In order to keep all results comparable, the exact same sample geometry 
(rod with d = 3 mm and l = 7 mm) and pressing force (500 N) as before was used for 
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Before performing the TPF experiments, for both alloys, viscosity was measured by 
TMA scans and by isothermal measurements in order to obtain a VFT fit. Figure 5.2 
displays viscosity as a function of temperature for AMZ4 (a) and FeMoPCB (b). The 
black squares represent equilibrium viscosity values and are fitted by the VFT 
equation (Eq. 2.9, dashed line). The resulting fitting parameters are written down in 
the figure. The red circles represent viscosity as measured by a TMA scan and above 
the glass transition they coincide well with the VFT fit. On the bottom, a DSC scan 
with the same heating rate (0.333 K/s) is shown as a temperature reference. The data 
for AMZ4 in Fig. 5.2 a) is taken from our publication [184]. 
The grey shaded box in Fig. 5.2 marks the TPF processing region. The previous 
experiments showed that deformation for the used samples and under the applied 
pressing conditions starts at viscosities of around 1010 Pa s, which corresponds roughly 
to the end of the glass transition region. Hence, the TPF processing region is defined 
by a viscosity below 1010 Pa s and down to the minimum value reached before the 
beginning of crystallization.  
   
 
Figure 5.2: Viscosity as a function of temperature. The black squares 
represent equilibrium viscosity values as measured in TMA and are 
fitted by the VFT equation (Eq. 2.9, dashed line). The resulting 
fitting parameters are written down in the figure. The red circles 
represent viscosity as measured in a TMA scan and above the glass 
transition they coincide well with the VFT fit. On the bottom, a DSC 
scan with the same heating rate (0.333 K/s) is shown as a 
temperature reference. The TPF processing region between a 
viscosity of 1010 Pa s and the onset of crystallization is marked by 
the shaded area. a) Viscosity of AMZ4, figure and caption adapted 
from Ref. [184], and b) viscosity of FeMoPCB.  
 
Various temperatures within the defined TPF processing region are chosen for the 
experiments and different samples are pressed for increasing times. Each set of samples 
pressed at the same temperature is than analyzed by X-ray diffraction in order to 
determine if the sample remained amorphous. Figure 5.3 shows the diffraction patterns 
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(823 K). In the case of AMZ4, the sample set at 455 °C could be investigated by 
synchrotron X-rays, undoubtedly proving that the samples remain amorphous during 
the TPF process up to a time of 125 s at this temperature. Only for the sample pressed 
for 135 s, first signs of structural ordering, indicating crystallization, become apparent 
in the synchrotron diffractogram. In the case of FeMoPCB, laboratory XRD patterns 
are shown. For this alloy, the signal-to-noise ratio in the diffractograms is fairly high 
due to fluorescence caused by the use of Cu Kα radiation on Fe-based samples [195]. 
Still, first Bragg peaks are visible in the sample pressed for 160 s, as indicated by the 
circle. The photo above the graph shows the deformed and amorphous samples after 
TPF. 
   
 
Figure 5.3: X-ray diffraction patterns for a set of consecutive samples 
pressed at the same temperature for increasing times. a) Synchrotron 
X-ray diffraction patterns for AMZ4, thermoplastically deformed at 
455 °C (728 K) for times up to 135 s. Only the last sample shows 
evidence for a beginning crystallization. b) Laboratory XRD patterns 
for FeMoPCB, pressed at 550 °C (823 K) for times up to 160 s. The 
circle indicates upcoming Bragg peaks in the sample pressed for 
160 s. Above the graph, a photo of the deformed and amorphous 
samples after TPF is displayed.  
 
All samples from the isothermal TPF experiments are displayed in an isothermal TTT 
diagram in Fig. 5.4, according to their processing parameters. AMZ4 is shown in Fig. 
5.4 a) and the crystallization times are taken from Ref. [184]; FeMoPCB is shown in 
Fig. 5.4 b). Samples that remained amorphous are indicated by green dots and samples 
that show first indications for crystallization are indicated by red circles. The 
crystallization times for the 1 %, 50 %, and 99 % transformation are indicated by the 
black symbols.  
For both alloys, the crystallization times from the TTT diagram coincide rather well 
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temperature control in the TPF is by far less accurate than in the DSC and that it is 
challenging to calibrate the temperature [230]. Furthermore, the temperature 
distribution throughout the sample is not completely homogeneous as the sample is 
heated by conduction through the Cu pistons. Hence, small deviations of the TPF 
results from the TTT diagram have to be expected. 
In the case of AMZ4, crystallization in the TPF samples can be detected when roughly 
the 50 % crystallization time of the TTT diagram is passed. It should be noted that 
the sample at 455 °C and 135 s is labeled as crystalline based on the synchrotron XRD 
pattern, while the onset of crystallization is not yet clearly visible in the laboratory 
XRD. Hence, the red circle at 455 °C is shifted slightly to shorter times in comparison 
to other TPF temperatures. For FeMoPCB, first signs of crystallization can be 
detected at shorter times in relation to the TTT diagram, roughly between the 1 % 
and the 50 % transformation time.  
   
 
Figure 5.4: Isothermal time-temperature-transformation (TTT) 
diagrams for a) AMZ4 and b) FeMoPCB in the TPF temperature 
range. The black symbols indicate the 1 % (►), the 50 % (■), and 
the 99 % (◄) crystallization transformation in the DSC. All TPF 
samples that were prepared and analyzed are indicated according to 
their processing conditions (temperature and time). Samples that 
stayed amorphous are depicted as green dots and samples that began 
to crystallize are depicted as red circles. Viscosity values calculated 
from the VFT fits in Fig. 5.2 are given for four temperatures as 
indicated by the blunt arrows. The grey shaded areas indicate a 
change of viscosity of half an order of magnitude. (Crystallization 
times and viscosities for AMZ4 are taken from Ref. [184]). 
 
The grey shaded areas in Fig. 5.4 indicate a change of viscosity of half an order of 
magnitude. The temperatures at which viscosities of 108, 5×108, 109, and 5×109 Pa s 
are expected according to the VFT fits in Fig. 5.2 are indicated by the blunt arrows. 
Comparing AMZ4 and FeMoPCB, it can be seen that the crystallization times are 
very similar within the same viscosity region. Hence, both alloys display a similar TPF 
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In the next step, for each sample the deformation during the TPF experiment is 
calculated according to the equation: 𝜑 = ln(ℎ1 ℎ0⁄ ), where h0 is the initial height of 
the sample and h1 the deformed height after the experiment. From this data, a time-
temperature-deformation (TTD) diagram for the thermoplastic forming of AMZ4 and 




Figure 5.5: Time-temperature-deformation (TTD) diagrams for the 
thermoplastic forming of a) AMZ4 and b) FeMoPCB. The 
deformation during isothermal TPF experiments is visualized in a 
color-filled contour plot, where dark red indicates a deformation 
above 200 %. The deformation map is embedded in the TTT 
diagrams from Fig. 5.4 and the prepared samples are indicated by 
black dots. Crystallization and viscosity values are displayed in the 
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The deformation during the isothermal TPF experiments is visualized in a color-filled 
contour plot, where dark red indicates a deformation above 200 % and purple a 
deformation of 75 %. The deformation map is embedded in the TTT diagrams from 
Fig. 5.4 and the prepared samples are indicated by black dots. Crystallization and 
viscosity values are displayed in the same way as before. 
When comparing the two alloys, FeMoPCB displays a larger deformation than AMZ4, 
with the maximum reaching a value of 215 % at 555 °C and 85 s. The maximum value 
for AMZ4 is 195 % at 465 °C and 110 s. In this comparison, the kinetically more 
fragile alloy, FeMoPCB, shows a larger decrease in viscosity throughout a SCL region 
of similar length, thus explaining the better formability.  
For both systems, the largest deformation is reached at high temperatures, just below 
the nominal crystallization temperature from DSC. Hence, the drop in viscosity at 
higher temperatures overcompensates the decreasing crystallization times, indicating 
that TPF should be performed at the upper end of the experimentally accessible 
temperature range. This finding coincides with the observations Pitt et al. made for 
Zr35Ti30Cu8.25Be26.75 and other alloys [168]. 
In our experimental setup, processing temperatures that require processing times much 
shorter than one minute are not feasible anymore. Such experiments were performed, 
but mostly resulted in the crystallization of the sample. At such high temperatures, 
the outer parts of the sample can already start to crystallize before the whole sample 
is heated homogeneously and starts to deform in the center. For TPF experiments at 
high temperatures, a different experimental setup becomes necessary, where the 
sample can be heated fast and homogeneously. In fact, Johnson et al. demonstrated 
that crystallization can be beaten by millisecond heating and processing [169]. They 
use a rapid capacitive discharge method where the sample is heated by the ohmic heat 
of a millisecond current pulse and heating rates of 106 K/s can be achieved. Later, 
Kaltenboeck et al. demonstrated the feasibility of this technique for near-net shaping 
of a fine precision part, when the sample can be heated to the ideal TPF processing 
range at viscosities below 104 Pa s at high temperatures [170]. 
The existence of this ideal processing window at high temperatures also explains why 
both sample alloys demonstrate a higher deformability in the isothermal experiments 
than in the ones with a constant heating rate. For a large thermoplastic deformation, 
it is advantageous to reach the upper limit of the accessible temperature region as fast 
as possible, in order to deform the sample at the lowest viscosity for the longest 
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5.1.3 Formability 
In this chapter, the results of the thermoplastic deformation experiments with a 
constant heating rate and under isothermal conditions are discussed in reference to 
the material properties of the alloys that were quantified beforehand. A quantity 
describing the thermoplastic formability based on the thermophysical properties of the 
system is derived and compared to the experimental deformation data. 
In 2008, Schroers first described the formability of BMGs in their SCL state [172]. He 
argued that the most accurate and easiest way to experimentally assess the 
thermoplastic formability of an alloy is through TPF experiments with a constant 
heating rate, as were also performed in this work. These experiments circumvent issues 
with an exact absolute temperature measurement that is necessary due to the strong 
dependence of viscosity and crystallization time on temperature. Furthermore, a TPF 
experiment at a single isothermal temperature would not be representative as 
formability is also temperature dependent (compare to the TTD diagrams in Fig. 5.5).  
In theory, the formability of a BMG in the SCL region is defined by the maximum 
strain, εmax, the sample can experience before crystallization. The strain rate, ̇, for 
Newtonian behavior can be written as: 
 ̇ = 𝜎  3𝜂⁄  , (5.1) 
where σ is the flow stress and ƞ the temperature dependent viscosity. εmax for 
isothermal conditions now results from the integration of the strain rate between 0 s 
and the crystallization time tc [172]: 












= 𝜎 𝐹𝑖𝑠𝑜 . (5.2) 





 , (5.3) 
where both, crystallization time and viscosity, are strongly temperature dependent. In 
Ref. [168], Pitt et al. discuss that the slope of Fiso with temperature is always positive, 
confirming that the highest formability is observed at the highest temperatures where 
crystallization can still be avoided.  
In order to calculate the formability parameter for constant heating experiments, Fscan, 


























 , (5.4) 
where ?̇? is the applied heating rate of the scan and Tg and Tx are the heating rate 
dependent glass transition and crystallization temperature, respectively. The 
temperature dependent viscosity ƞ(T) can be expressed in terms of the VFT equation 
(Eq.  2.9). The formability during a scan strongly depends on the heating rate, mainly 
through the influence of the heating rate on the crystallization temperature. In this 
work however, a constant heating rate of 0.333 K/s was used for all experiments. 
The discussed reflections regarding formability are in perfect agreement with the 
theoretical background of viscosity measurements with a parallel plate rheometer. 
Parallel plate rheometry is commonly used for BMGs in the SCL region, e.g. by Bakke 
et al. [286]. There, the flow behavior of a sample between two pistons is used to 
calculate viscosity and hence, the experimental setup is almost identical to the TPF 
setup used for our experiments. The theoretical background of parallel plate rheometry 
was first described by Dienes and Klemm in 1946 [287], where the viscosity, ƞ, can be 







 𝑡 + 𝐶 , (5.5) 
where h is the sample height (or the plate separation), F is the pressing force, V the 
sample volume, t the time, and C an integration constant. This formulation is valid 
for the case where the sample does not completely fill the space between the pressing 
plates, as is also true for the TPF setup. The value of 1/h4 can be interpreted as a 
measure of the maximum strain, εmax, and the quantities F and V are kept constant 










= 𝑐𝑜𝑛𝑠𝑡 ⋅ 𝐹𝑖𝑠𝑜 . (5.6) 
Hence, the maximum strain only depends on the quantity t/(3ƞ), which corresponds 
to the previously defined isothermal formability Fiso.  
This furthermore implies that the TPF deformation experiments can also be used to 
calculate the viscosity of a sample, which however is only true to a certain degree. As 
discussed before, the travel measurement of the piston in the TPF machine is not 
sufficiently exact to allow for an accurate measurement of the final sample height. 
Hence, the viscosity values calculated from these experiments are located in the right 
order of magnitude but are by far not exact.  
In his original work on the formability of BMGs in the SCL region upon heating with 
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experimentally observed deformation [172]. The best correlation was found for the so- 
called S parameter, which is defined as S = ΔTx/(Tl-Tg), and a good correlation was 
also observed for ΔTx/Tg. These quantities are calculated as well for our deformation 
experiments with a constant heating rate and are depicted over the experimental 
deformation in % in Fig. 5.6 (compare to Table 5.1 for the experimental results). The 
goal of the experiments in this work is to assess if the reported correlations are 
universal, and hence hold true for a different experimental setup and different alloys. 
Figure 5.6 a) shows a rather good correlation for ΔTx/Tg with the deformation, where 
the coefficient of determination for a linear fit is R2 = 0.82. The correlation found for 
S, as shown in Fig. 5.6 b) is slightly worse, with R2 = 0.72. The material properties 
needed to calculate these two predictive quantities can be easily obtained from a DTA 
measurement. Hence, a quick first prediction of the general formability of a BMG can 
be made from a single DTA scan.  
 
 
Figure 5.6: Correlations obtained from the TPF experiments with a 
constant heating rate (Table 5.1). The dashed lines represent linear 
fits to the datapoints. a) Correlation between ΔTx/Tg and the 
experimental thermoplastic deformation in %. b) Correlation 
between S = ΔTx/(Tl-Tg) and the deformation. 
 
While the correlation of ΔTx/Tg and S with the deformation is reasonable, some 
outliers are still observed (e.g. Ni69), making it desirable to define a quantity with a 
better correlation that still is somewhat easy to measure. A single TMA 3PBB 
viscosity scan does not require more experimental efforts than a DTA measurement. 
Such a viscosity measurement results in a dataset that easily allows to obtain the 
minimum viscosity of the system right before the onset of crystallization at Tx, as 
noted in Table 5.1. The correlation of ƞ(Tx) with the deformation is displayed in Fig. 
5.7 a). While not a linear correlation is observed on this logarithmic viscosity scale, 
no more outliers from the general trend are found. The grey dotted line corresponds 
to a quadratic fit that is only intended to guide the eye. Hence, a single viscosity 
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Finally, also the theoretical formability parameter for a temperature scan, Fscan, is 
calculated for all investigated alloys, according to Eq. 5.4. For each alloy, the inverse 
of the VFT equation was plotted and numerically integrated from Tg to Tx, resulting 
in the displayed values. A linear fit to the datapoints shows a very good correlation 
between Fscan and the deformation with a coefficient of determination of R2 = 0.94. 
This stunning correlation emphasizes the validity of the theoretical formability 
concept. The correlation between formability and deformation in the original work of 
Schroers was not as strong as in our work. However, there, viscosity data for the 
sample alloys was obtained from different literature sources, while in our work all 
viscosity measurements were performed with the same experimental setup in our group 
(including the data from cited sources). This emphasizes the necessity for careful and 
consistent measurements under defined and constant conditions.  
 
 
Figure 5.7: Correlations obtained from the TPF experiments with a 
constant heating rate (Table 5.1). a) Correlation between the 
viscosity at Tx, and the experimental thermoplastic deformation. The 
grey dotted line corresponds to a quadratic fit that is only intended 
to guide the eye. b) Correlation between the formability Fscan 
according to Eq. 5.4 and the deformation. The dashed line is a linear 
fit to the data. 
 
While the formability Fscan in this case was calculated from VFT fits that can only 
reliably be obtained from labor-intensive isothermal equilibrium viscosity 
measurements, the viscosity information for the relevant temperature interval 
contained in the VFT fits can also be extracted from a single TMA 3PBB viscosity 
scan. In this case, the course of the viscosity scan can be used for a VFT fit of the 
temperature region between Tg and Tx without a significant deviation from the VFT 
fit based on the isothermal measurements. The resulting calculation of Fscan according 
to Eq. 5.4 yields very similar values, not challenging the found correlation. Hence, a 
single TMA viscosity scan can be sufficient to assess the formability Fscan of a BMG. 
However, it should be mentioned that a TMA scan with an excellent data quality is 
necessary, where especially at higher temperatures, approaching Tx, no measurement 
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Commonly, the length of the SCL region, ΔTx, is interpreted as an indicator of the 
thermoplastic formability, however the deformation experiments in this work showed 
no direct correlation. As discussed before, the formability during a scan is mainly 
determined by the minimum viscosity that can be reached before crystallization 
occurs, ƞ(Tx). Consequently, in order to better understand the important influence of 
the other material properties on the formability during a scan, their influence on 
viscosity is visualized in Fig. 5.8.  
 
 
Figure 5.8: Influence of a) the glass transition temperature Tg, b) the 
kinetic fragility, and c) the viscosity at Tg, on the viscosity at the 
onset of crystallization. A lower viscosity at the end of the SCL region 
(at Tx) causes a higher thermoplastic formability. For all systems, 
the value of ΔTx is constant, in order to visualize the influence of the 
other properties on the formability.  
 
Figure 5.8 a) shows the hypothetical influence of the glass transition temperature, Tg, 
on the minimum viscosity. Three systems with the same ΔTx value of 80 K and the 
same kinetic fragility of D*= 20, are displayed over a Tg-scaled temperature axis. The 
alloy with the lowest Tg reaches lower viscosity values than the alloys with higher 
glass transition temperatures. A simple calculation is shown within the plot to 
visualize the effect of Tg. On the Tg-scaled axis, a lower Tg value causes the 
corresponding SCL region to be larger and therefore lower viscosity values are reached, 
given the same fragility.  Hence, the sole length of the SCL region cannot account for 
the influence of the intrinsic temperature of the system on the formability. The Tg-
scaling however, corrects for this influence which explains the good correlation of 
ΔTx/Tg with the formability. Accordingly, the excellent formability of the Pt42 and 
Au49 alloy (compare to Table 5.1) are based on their low Tg-values.  
In Fig. 5.8 b), the influence of the kinetic fragility on the viscosity above the glass 
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with a lower D*-value reach a much lower viscosity at the onset of crystallization and 
hence show a better thermoplastic formability. 
Finally, the influence of the viscosity at the calorimetric glass transition temperature, 
Tg, is depicted in Fig. 5.8 c). In theory, a viscosity of 10
12 Pa s is assumed at the glass 
transition temperature, leading to the definition of the kinetic glass transition 
temperature, Tg* [19]. Some alloys, however, show much lower viscosity values at their 
calorimetric glass transition temperature (measured by DSC), leading to a 
temperature offset of many degrees between Tg and Tg*. In the case of the Pt42 alloy 
for example, Tg and Tg* are 16 K apart [24]. Figure 5.8 c) shows three systems with 
the same values of ΔTx, Tg*, and D*, where only the viscosity at Tg (calorimetric) 
differs. Obviously, the alloy with the lowest viscosity at Tg also shows the lowest 
viscosity at Tx, and hence the highest thermoplastic formability.  
In a last step, also the isothermal formability, Fiso, corresponding to the TTD diagram 
experiments from Chapter 5.1.2 is calculated according to Eq. 5.3. The temperature-
dependent values of Fiso for AMZ4, FeMoPCB and Pt42 are displayed in Fig. 5.9 a) 
as symbols with connecting lines. Formability is shown over temperature scaled to Tg. 
The data for AMZ4 (black) and FeMoPCB (red) results from the TTT and viscosity 
measurements from this work (Fig. 5.2 and 5.4) and the Pt42 data is calculated from 
our previous work [202] and serves as a reference. Note that the formability axis has 
a break between the Pt42 and FeMoPCB data.  
  
 
Figure 5.9: a) Isothermal formability, Fiso, displayed over Tg-scaled 
temperature. Data for AMZ4 (black), FeMoPCB (red), and Pt42 
(grey) is shown. For each formability datapoint, the experimentally 
obtained TPF deformation is noted in %. The dashed lines indicate 
the values of the formability parameter for constant heating, Fscan 
and the corresponding experimental deformation is also noted. b) 
TTT diagram for Pt42 [202] with three different TPF processing 
routes: A) and B), isothermal pressing at different temperatures; C), 
TPF during a scan with constant heating rate. The corresponding 
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For AMZ4 and FeMoPCB, next to each formability datapoint, the experimentally 
obtained TPF deformation from the isothermal experiments is noted in % (compare 
to the TTD diagrams in Fig. 5.5). It can be seen, that the isothermal formability 
values for both alloys follow the trends found in the deformation experiments. In total, 
FeMoPCB displays a higher formability than AMZ4. For both alloys, a deformation 
of around 200 % with our experimental conditions roughly corresponds to a value of 
Fiso = 2.5×10-7 Pa-1. The results also confirm the findings of Pitt et al. that the highest 
formability is observed at the highest temperatures where crystallization can still be 
avoided [168].  
The dashed lines in Fig. 5.9 a) indicate the values of the formability parameter for 
constant heating, Fscan, as previously calculated, on the same scale. For all alloys, the 
formability during a scan lies among the values of Fiso, whereas the maximum 
formability upon isothermal processing exceeds the formability during a scan. This is 
in good agreement with the measured TPF deformation values that are written next 
to the dashed lines indicating Fscan. It can clearly be seen that the formability of Pt42 
significantly exceeds the one of the other two alloys. 
The corresponding temperature protocols for different processing conditions are 
visualized in the TTT diagram in Fig. 5.9 b). The displayed TTT diagram is the one 
for the Pt42 alloy (taken from Ref. [202]), shown on the same temperature scale as 
the formability. Three different processes named A), B), and C) are shown and the 
corresponding formability is indicated in Fig. 5.9 a) using the same letters. A) and B) 
correspond to isothermal temperature protocols. The sample is initially heated quickly 
to the desired processing temperature, then pressed for a time shorter than the 
crystallization time at that temperature (shaded area), and then rapidly cooled. As 
discussed before, the resulting formability for A) is higher than for B), as the decreased 
viscosity at higher temperatures overcompensates the shorter processing time. C) 
visualizes thermoplastic deformation during a scan with a constant heating rate. 
Deformation takes place in the shaded area between Tg and Tx. While rather high 
temperatures and hence low viscosities are reached during the scan, only a short 
amount of pressing time is associated to this temperature region. Therefore, the overall 
formability during a scan stays below the values achievable during isothermal pressing. 
5.2 Powder Consolidation 
One of the main trends in the last years in the metal industry are additive 
manufacturing techniques. These techniques promise a completely new bottom-up 
approach to produce parts with geometries and properties that were inconceivable 
with conventional technologies. One strategy is for example selective laser melting, 
where the energy of a laser is used to melt and fuse metal powders at precisely defined 
spots. This technology is also applicable to amorphous metal powders, where the 
intrinsically high cooling rates of the process allow to obtain amorphous parts with 
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An alternative approach to additive manufacturing of amorphous metals is the 
consolidation of amorphous powder by thermoplastic forming. In this two-step process, 
the production process of an amorphous pre-material and the forming of the final part 
can be decoupled. The idea behind this is to overcome part size limitations induced 
by the high necessary cooling rates in casting processes. In the SCL region, the 
amorphous powder particles are supposed to flow into the desired mold shape and fuse 
with the neighboring particles, forming a monolithic sample.  
Within the scope of a research project funded by the Industrielle Gemeinschafts-
forschung (IGF, Vorhaben Nr. 19291 N) the applicability of a powder consolidation 
process was investigated for three different alloy compositions, namely AMZ4, 
FeMoPCB, and CuTi (compare to Table 5.1). The results of the investigations on 
AMZ4 powder were published in the article Consolidation of amorphous powder by 
thermoplastic forming and subsequent mechanical testing in the journal Materials and 
Design in 2018 [184]. Hence, this chapter is strongly based on the results presented in 
this article and figures and captions are adapted from there. 
In the following, the results of the thermoplastic consolidation experiments of 
amorphous AMZ4 powder are presented. The insights from the experiments on the 
FeMoPCB and CuTi powder are qualitatively equivalent and will only be discussed 
briefly in the end. The experiments are based on the knowledge obtained from the 
bulk deformation experiments, where the TPF processing window was defined and 
deformation diagrams were drafted. The consolidated powder samples were analyzed 
regarding their density, their amorphous structure, and their mechanical performance. 
In the end, the lessons learned from the powder consolidation experiments are collated 
with experiments on the thermoplastic surface bonding of amorphous bulk samples. 
5.2.1 Density and Amorphous Structure 
The thermoplastic powder consolidation experiments show that amorphous powder 
can be pressed into dense samples. Figure 5.10 a) shows such a sample in the shape 
of a rectangular beam. The shiny sample surface results from an exact reproduction 
of the surface of the polished steel punches that are used for pressing. An optical 
micrograph of the polished sample cross section is depicted in Fig. 5.10 b). The 
remaining porosity is below the detection level of optical microscopy. Only some sharp-
edged triple points between three powder particles can still be detected. This sample 
was pressed with 50 MPa at 460 °C for 70 s and hence in the ideal TPF processing 
region where the largest deformation was observed in the bulk TPF experiments. A 
synchrotron X-ray diffractogram of the beam confirming its amorphous structure is 
shown in Fig. 5.10 c).  
While the beam-shaped samples are convenient for subsequent mechanical tests, e.g. 
by three-point bending (3PB), they cannot visualize the idea behind an additive 
manufacturing process where more complex geometries are of interest. In a first 
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displayed in Fig. 5.10 d). Here it can be seen that the powder particles can be 
thermoplastically formed into more complex shapes, given an adequate pressing mold. 
Figure 5.10 e) displays an optical micrograph of the polished sample cross section 
together with a magnification of the area in the red frame. As before, an optically 
dense sample can be obtained. However, the achievable complexity of a part in this 
process is limited by the complexity of the pressing mold, similar to casting 
applications. Furthermore, in our case the installation space of the mold in-between 




Figure 5.10: a) As-pressed AMZ4 powder sample. b) Optical 
micrograph of a polished cross section. The sample was pressed at 
460 °C for 70 s and no measurable porosity can be detected. [Fig. a), 
b), and caption taken from Ref. [184]]. c) Synchrotron XRD of the 
cross section. d) Image of an as-pressed cup-shaped sample with 
increased geometrical complexity. e) Optical micrograph of a polished 
cross section and magnification of the area in the red frame. 
 
5.2.2 Mechanical Performance 
In a first step, the Vickers hardness of different samples was measured on polished 
cross sections and the experiments show that dense samples reach the hardness of as-
cast bulk samples (466.9 HV5) [184]. 
Densely compacted beam shaped samples, as shown in Fig. 5.10 a), were used for 
mechanical three-point bending flexural tests (3PB). The resulting stress-strain curves 
are depicted in Fig. 5.11 and two sample groups with a different mechanical 
performance are visible. The black filled symbols represent samples fracturing around 
600 MPa and the red open symbols samples fracturing around 300 MPa. All samples 
show a purely elastic deflection until fracture occurs (indicated by the arrow) and 
multiple samples pressed with the same experimental parameters were tested to 
account for a statistical distribution of the results. The samples displayed in black 
were processed at 460 °C for 60 s to 70 s and a maximum fracture stress of σf,max = 
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bending is E = 75 GPa which is equivalent to the elastic modulus of bulk samples. 
The samples shown in red show a lower fracture stress of roughly 300 MPa and were 
pressed at 450 °C for 100 s to 120 s, indicating that these process parameters are not 
ideal and result in a decreased mechanical performance [184].  
The inset Fig. 5.11 shows a 3PB curve of an as-cast bulk sample with the same 
geometry and the dashed line marks the maximum fracture stress of the consolidated 
powder samples. Cast bulk samples reach a fracture stress of 2600 MPa, and thus four 
times higher than the best powder samples. Additionally, they display a significant 
plastic deformability before fracture.  
   
 
Figure 5.11: Stress-strain curves from three-point bending flexural 
tests. Two different groups of samples can be observed: samples 
fracturing around 300 MPa (red open symbols) and samples 
fracturing around 600 MPa (black filled symbols). The samples with 
the highest strength were pressed at 460 °C for 60 s to 70 s. The inset 
shows the stress strain curve of an as-cast bulk sample with the same 
sample geometry. Figure and caption taken from Ref. [184].  
 
Figure 5.12 shows SEM images of the fracture surfaces of the 3PB powder samples. In 
Fig. 5.12 a), the surface of a sample fracturing at 270 MPa (red open circles in Fig. 
5.11) is displayed. Both, unconnected powder particles and particles with 
transgranular fracture can be seen, indicating an embrittlement of the particles during 
the consolidation process. Figure 5.12 b) shows the fracture surface of the sample 
fracturing at 650 MPa (black filled squares in Fig. 5.11). Here, intergranular fracture 
can be observed, where vein patterns on the interface between the powder particles 
are visible, which indicates that an intrinsically ductile joint has formed between the 
particles [184].  
The powder samples showing transgranular fracture and a smooth fracture surface 
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embrittlement in the TPF process. The initially ductile nature of AMZ4 can be 
observed in the 3PB curve in the inset in Fig. 5.11. In amorphous bulk material, 
embrittlement is typically a consequence of relaxation [126,175–177] or beginning 
crystallization [178–180]. Both phenomena can occur during the TPF process. A heat 
treatment above Tg for an excessive amount of time causes nanocrystallization which 
at the beginning is not yet visible in XRD measurements. A relaxed sample state is 
obtained if the sample is not cooled sufficiently fast from the SCL, resulting in a fictive 
temperature below the critical fictive temperature for embrittlement [116]. 
In contrast, the powder samples that show intergranular fracture with vein patterns 
on the fracture interfaces and reach a fracture stress of 650 MPa do not show any sign 
of relaxation or crystallization. Vein patterns are characteristic for a ductile fracture 
behavior in BMGs [112,152,288]. The SEM images also show that the powder particles 
are not well connected on the edges between multiple powder particles, but only on 
the larger surface contact areas. Even though no porosity is visible in a polished cross 
section, the poorly connected edges of the particles can act as crack initiators and 
facilitate catastrophic fracture. In total, the fracture strength of the sample is limited 
by the strength and amount of the well-connected interface between the powder 
particles. In comparison to bulk samples, the fracture strength of the powder samples 
is still four times lower. In order to obtain consolidated samples with a higher 
mechanical performance, different approaches are conceivable.  
   
 
Figure 5.12: SEM images of the fracture surfaces of compacted 
powder beams. a) Transgranular fracture at a maximal stress of 
270 MPa and b) intergranular fracture at 650 MPa. Figure and 
caption taken from Ref. [184]. 
 
First, a significantly higher pressing stress could be applied in a different experimental 
setup, causing a higher contact force between the particles and especially the edges. 
Furthermore, the interface connection problem could be caused by oxide layers on the 
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the surface due to the high affinity of zirconium to oxygen, however it might intensify 
the surface connection if a shear-type force is implemented in the pressing procedure 
that could break up the surface oxide layer [289]. Another approach could be to use 
non-globular and rather flaky powder particles that might cause a better connection 
between the particles [164]. 
As a side note it should be mentioned that TPF experiments with amorphous AMZ4 
bulk material were performed in the exact same experimental setup as the powder 
consolidation experiments. As-cast beams were pressed at the same temperatures and 
for the same times in the powder pressing molds, thus preventing a deformation of the 
sample. Subsequent mechanical tests on these beams showed no difference in 
mechanical strength and ductility in comparison to as-cast samples. Consequently, the 
cooling conditions after the TPF process do not cause a fictive temperature below the 
critical fictive temperature. Hence, it can be concluded that the inferior mechanical 
performance of the consolidated powder samples results from the weak particle 
interfaces and is not caused by the thermal protocol of the TPF process. 
In summary, the powder consolidation experiments confirm the findings regarding 
formability presented in Chapter 5.1.3. The powder samples with the best mechanical 
performance are obtained when pressing them at the upper limit of the AMZ4 TPF 
processing window and for times shorter than the onset of crystallization, thereby 
avoiding an embrittlement. Hence the processing region with the highest formability 
results in the most intense bonding of the powder particles. The higher ability to flow 
enables a larger deformation of the powder particles which might also facilitate 
breaking up the surface oxide layer.  
Within the scope of the IGF project on the thermoplastic consolidation of amorphous 
powder, two more alloy compositions were investigated. Amorphous powder out of 
FeMoPCB and CuTi were also consolidated by TPF and then mechanically tested. 
However, the disillusioning results found for AMZ4 also apply to these alloys. While 
dense samples can be obtained, their mechanical strength in 3PB lies far below the 
values of as-cast bulk material. For both alloy compositions, the best samples do not 
exceed fracture strength values of 500 MPa. While for the Fe-based alloy, surface 
oxides might not play such an important role as for the Zr-containing compositions, 
the intrinsically brittle nature of the alloy composition causes the particles to break 
in a transgranular manner.  
Based on these findings regarding the weak surface bonding of the powder particles 
which does not allow TPF consolidated samples to reach the strength of cast bulk 
material, additional experiments were dedicated to the thermoplastic bonding 
behavior of BMGs. The results of these experiments and their implications are 
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5.2.3 Thermoplastic Joining of Bulk Samples 
Developing a bonding and joining technology for a new engineering material is a 
crucial step on the way to a widespread use. The experiments on the thermoplastic 
consolidation of amorphous powder demonstrated that the formation of samples with 
the same mechanical performance as as-cast bulk samples is not yet possible. The 
limiting factor in the process is the strength of the interface between the powder 
particles. In order to evaluate the general feasibility of a thermoplastic bonding process 
of BMGs in our experimental setup (in a high-purity Ar atmosphere), TPF 
consolidation experiments with bulk samples were performed.  
In a first step, two short AMZ4 beams are laid on top of each other in the shape of a 
cross and pressed at 450 °C for 10 s, 20 s, and 30 s. The obtained samples are shown 
in Fig. 5.13 a) and no detectable joint strength is obtained. Both sample sides show a 
perfect tight fit, however without a bonding of the surfaces. Figure 5.13 b) shows a 
magnification of the sample contact area during the TPF process. The thermoplastic 
deformation of both surfaces results in a smooth and shiny surface with a mirror like 
finish. The possibility to use thermoplastic forming of metallic glasses to produce 
atomically smooth surfaces was presented earlier by Kumar et al. [290]. 
  
 
Figure 5.13: Thermoplastic surface bonding experiments with bulk 
amorphous AMZ4 samples. All samples were pressed with a force of 
1000 N. a) Two beams were laid on top of each other in the shape of 
a cross and pressed at 450 °C for 10, 20, and 30 s. The samples can 
easily be taken apart again after the experiment. b) Magnification of 
the contact area in the TPF process. c) Schematic and photographic 
illustration of a TPF bonding experiment of three stacked discs. The 
samples were pressed at 465 °C for 60 s. d) SEM image of the fracture 
surface of the pressed disc after TPF. The initial disc surfaces are 
still visible in the fracture surface. 
 
Efforts regarding the joining of BMGs in their SCL region are also found in literature. 
Kuo et al. demonstrated that the thermoplastic joining of BMGs in their SCL region 
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underlying diffusion kinetics are similar to the crystallization kinetics in the SCL, thus 
making it challenging to avoid crystallization during the bonding process. 
Furthermore, surface oxide layers on the highly reactive Zr-based alloys act as 
additional diffusion barriers. These observations are in good agreement with our 
results from the powder consolidation experiments, where a surface bonding of the 
particles is shortly after followed by embrittlement due to nanocrystallization.  
Later, Schroers and coworkers published a study on the joining of BMGs in air [289] 
where they propose a thermoplastic method to join BMGs and also include a 
mechanism to explain their findings. They argue that the inevitable surface oxide 
layers hamper the long-range diffusion bonding and that breaking these oxide layers 
is a necessary condition to allow for a fast and intense bonding of the surfaces. When 
two BMG surfaces are strongly deformed and shear occurs in-between the surfaces, 
the oxide layers break and allow pristine BMG material to flow to the surface during 
the thermoplastic deformation, where this material than forms a metallurgical bond. 
This process is schematically depicted in Fig. 5.14 a). They found that the strength 
of the joint is directly proportional to the amount of strain the material experiences, 
as shown in Fig. 5.14 b). While their findings are based on TPF experiments in air, 
the results match astonishingly well with our observations in a high-purity Ar 
atmosphere. Hence, the initial surface oxide layer (even after polishing the samples) 
is enough to prohibit a metallurgical bond. We can conclude that the samples depicted 
in Fig. 5.13 a) experienced a strain below the critical value to break these surface 
oxides and hence no bonding is observed. 
   
 
Figure 5.14: a) Schematic depiction of the BMG TPF joining 
mechanism in air. b) Joint shear strength over TPF joining strain. 
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In a second approach, the findings of Schroers et al. regarding the joining of BMGs 
are taken into account and a simple experimental setup for our TPF device is 
conceived. Three thin BMG discs are stacked on top of each other and are then 
thermoplastically pressed as depicted in Fig. 5.13 c). As the samples are heated by 
Cu-pistons from top and bottom, the outer discs will first start to deform, and their 
deformation causes shear on the interfaces between them and the inner disc. All discs 
and the interfaces in-between experience a large strain, complying with the necessary 
conditions for a bonding of the surfaces. The final shape of such a pressed sample can 
be seen on the right side of the image. From the outside, the sample appears well 
joined and no signs of the individual discs are visible. 
Similar to the results presented in Ref. [291], also on a polished cross-section in SEM 
no visible interface can be detected. However, when the joint disc is forcefully broken 
in half, the fracture surface clearly reveals the former surfaces of the individual discs, 
as can be seen in Fig. 5.13 d). Hence, the initial surfaces still act as weak spots, 
deteriorating the mechanical properties and facilitating fracture. Again, this is in 
agreement with the findings of Schroers at al. who observe a maximum shear strength 
of joint samples of close to half the value of bulk samples. The joint always remains 
the weak spot and the full strength of the bulk material is not reached.  
In the end, the same phenomenon determines the bond strength in the consolidated 
powder samples. At the particle surfaces where the largest strain is experienced, the 
surface oxide layers break and a metallurgical bond is obtained, whereas on the less 
deformed edges of the particles the oxide layer stays intact and no bond is obtained, 
significantly reducing the mechanical strength of the samples. 
5.3 Summary and Conclusions 
The chapter on thermoplastic forming is dedicated to a description and discussion of 
the formability of BMGs and the implications of formability on processing techniques 
for amorphous metals. Formability is experimentally assessed by two different 
approaches, first, TPF experiments with a constant heating rate, and second, 
isothermal experiments. For both cases, formability is also calculated from previously 
measured material properties and found to perfectly coincide with the experimental 
deformation results. The highest formability is obtained at the highest temperatures 
that can be reached while still avoiding crystallization. The determined ideal 
processing window for TPF is then used for consolidation experiments on amorphous 
powder, where dense amorphous samples can be pressed. Their mechanical 
performance however falls significantly behind the one of as-cast bulk samples, as 
inevitable surface oxide layers hamper a metallurgical bonding of the powder particle 
surfaces. 
The bulk TPF experiments with a constant heating rate show that the obtained 
deformation varies strongly between different alloys. A correlation between 
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be calculated from a single calorimetric measurement, is observed. An even stronger 
correlation with deformation is found for two quantities that can be obtained from a 
single TMA viscosity scan. First, the viscosity just before Tx, and second, the 
formability Fscan, as calculated according to Eq. 5.4. This also verifies the validity of 
the theoretical concept behind the formability Fscan, which can be calculated from the 
viscosity data in the temperature range between Tg and Tx. 
The isothermal deformation experiments on AMZ4 and FeMoPCB demonstrate that 
the highest deformation is reached at the upper limit of the accessible temperature 
processing window, where crystallization can still be avoided. The experimental time-
temperature-deformation (TTD) diagrams for both alloys are displayed in Fig. 5.5. 
These results align well with the theoretical temperature-dependent formability 
calculated from isothermal crystallization times and viscosity values.  
Finally, the findings regarding the highest formability and hence the ideal TPF 
processing region are transferred and applied to TPF powder consolidation 
experiments with AMZ4 powder. The powder can be consolidated into dense and 
amorphous samples and these samples reach the hardness of as-cast samples and one 
quarter of their strength under flexural load. The drastically reduced mechanical 
strength is most likely caused by an insufficient bonding of the powder particles due 
to surface oxide layers. Given these limitations, still a process window for 
thermoplastic consolidation of powder can be defined solely based on the isothermal 
crystallization times and viscosity. Amorphous powder should be consolidated at the 
highest temperatures possible where crystallization can still be avoided in the 
experimental setup. 
Joining experiments on bulk samples show that a metallurgical bonding of surfaces is 
partly possible, but that the initial surfaces still acts as a weak spot and that the full 
strength of the bulk material cannot be reached. The strength of the joint correlates 
with the surface strain during thermoplastic joining. Against this background, a 
limitation of the strength of consolidated powder samples to roughly 25 % of the 
strength of bulk material seems reasonable. Only parts of the powder particle surfaces 
experience a sufficiently large strain during the consolidation process, resulting in an 
already weakened bonding, while the edges of the deformed powder particles remain 
almost without strain during consolidation and do not contribute to the strength of 
the joint at all. 
While the thermoplastic powder consolidation and joining experiments do not raise 
hope for this technology as a candidate for the additive manufacturing of amorphous 
parts, further techniques have been evaluated in the meantime. In a joint IGF research 
project between the chair of Metallic Materials at Saarland University and the chair 
of Production Engineering at the University of Duisburg-Essen, experiments on the 
additive manufacturing of amorphous parts by selective laser melting (SLM) are 
performed. First promising results were published in Ref. [292]. Amorphous SLM parts 
reach much higher strength values than TPF consolidated ones, as can be seen in Fig. 
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not yet display plasticity in bending, they surpass a strength of 2 GPa, almost reaching 
the values of as-cast bulk material. Typical SLM samples printed from AMZ4 powder 
are shown in Fig. 5.15 b). This promising additive manufacturing method for 
amorphous parts will be pursued in future projects. 
 
 
Figure 5.15: a) Flexural 3PB stress-strain diagram for AMZ4 
produced by TPF powder consolidation, SLM, and as-cast bulk 






Chapter 6  
Influence of Minor Additions on the 
Thermoplastic Formability 
The lessons learned in the previous two chapters are combined in this one. The six 
alloy compositions that were thoroughly investigated in Chapter 4 are now used for 
thermoplastic deformation experiments, following the evaluation methods used in  
Chapter 5. Consequently, the influence of minor additions of S and P on the 
thermoplastic deformation behavior and the formability of Vit101 and Vit105 is 
presented and discussed. Both, experiments with a constant heating rate and 
isothermal experiments at different temperatures, leading to time-temperature-
deformation (TTD) diagrams, are performed. It can be shown that the minor additions 
cause a drastic increase of thermoplastic formability which is in accordance with the 
observed changes in the thermophysical properties.  
The TPF experiments on the Vit101 and Vit105 alloys were performed in collaboration 
with Cristo Paulo and in the framework of his master thesis. More detailed 
experimental results, e.g. XRD and DSC measurements of the TPF samples, can be 
found in his thesis [293]. Additionally, oxidation experiments on the six alloy 
compositions can be found there. 
6.1 Formability upon Constant Heating 
The thermoplastic formability upon constant heating is evaluated in the same way as 
discussed in Chapter 5.1.1. The averaged deformation curves obtained from several 
measurements for the six investigated alloys are depicted in Fig. 6.1, together with 
the corresponding TMA viscosity scans and the DSC scans. The results for the Vit101 
alloys are shown in Fig. 6.1 a)-c) and the ones for the Vit105 alloys in d)-f). The base 
alloys are always shown in black, the P-containing alloys in red, and the S-containing 








Figure 6.1: TPF deformation experiments with a constant heating 
rate. a)-c) Vit101 alloys and d)-f) Vit105 alloys. In each case, the 
upper panel shows the travel of the TPF piston in mm and the 
corresponding sample deformation in %. The true final maximal 
deformation is indicated by the dashed horizontal lines. The center 
panel displays viscosity as measured in TMA scans together with the 
VFT viscosity fits. The onset of crystallization in the TMA 
measurement is indicated by a dashed line as Tx
TMA. The bottom 
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Figure 6.1 a) and d) show the travel of the piston of the TPF machine as a function 
of temperature, corresponding to the deformation of the sample which is displayed on 
the right-hand side axis (deformation 𝜑 = ln(ℎ1 ℎ0⁄ ), where h0 is the initial height of 
the sample and h1 the deformed height). The horizontal dashed lines indicate the true 
final deformation, calculated from the final sample thickness. The numerical values 
can be found in Table 6.1. In the case of the Vit101 alloys, the minor additions 
significantly increase the maximum deformation. While Vit101 only shows a value of 
around 50 %, both modified versions of the alloy reach roughly 150 %. A similar trend 
is observed for Vit105 (118 %), where the S-containing alloy reaches 164 % and the 
P-containing alloy even 199 %. Additionally, the deformation temperature, Tdeform, for 
a pressing stress of 70 MPa is determined by tangents on the deformation curve and 
indicated by dotted lines. Similar to the shift in Tg caused by the minor additions, 
also the deformation temperature increases in comparison to the base alloys.  
Figure 6.1 b) and e) show viscosity as a function of temperature on the same 
temperature scale. The datapoints correspond to TMA scans with the same heating 
rate as the TPF experiments (0.333 K/s) and the dashed lines are the VFT fits 
obtained from the isothermal TMA measurements (compare to Fig. 4.13). The onset 
of crystallization in the TMA measurements, Tx
TMA, is indicated by a vertical dashed 
line. It should be noted that in the case of Vit105 P2 and Vit105 S2 the viscosity in 
the TMA scan jumps up before the onset of crystallization due to the deflection limit 
of the TMA device. Finally, the corresponding DSC scans for all alloys are depicted 
in Fig. 6.1 c) and f). 
Besides the true final deformation, φ, in %, all other relevant material properties for 
different correlations with the deformation are given in Table 6.1. 
Table 6.1: TPF bulk deformation experiments with a constant 
heating rate. Tg, glass transition temperature; ΔTx, length of the SCL 
region; Tl, liquidus temperature; D*, VFT fragility parameter; 
ΔTx/Tg; S = ΔTx/(Tl-Tg), S-formability parameter; ƞ at Tx, viscosity 
values at Tx; F
scan, formability parameter for a constant heating rate; 








D* ΔTx/Tg S 






Vit101 674 44 1168 16.2 0.066 0.090 1.82×109 1.02×10-8 51 
Vit101 P1 691 58 1171 20.8 0.084 0.121 1.3×109 6.89×10-8 154 
Vit101 S1.5 695 60 1170 18.3 0.087 0.127 6.1×108 8.22×10-8 143 
Vit105 671 60 1134 20.3 0.089 0.129 1.22×109 3.84×10-8 118 
Vit105 P2 696 100 1189 24.8 0.144 0.203 6.0×107 5.94×10-7 199 
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Figure 6.2 shows how the TPF deformation results with a constant heating rate for 
the Vit101 and Vit105 alloys align with the correlations previously presented in the 
Figs. 5.6 and 5.7. The grey datapoints and the dashed lines are a reproduction of these 
figures and are displayed as a reference. The correlation with ΔTx/Tg is shown in Fig. 
6.2 a), the one with S = ΔTx/(Tl-Tg) in b), the one with the viscosity ƞ at Tx in c), 
and the one with the formability parameter for a constant heating rate, Fscan, in d).  
 
 
Figure 6.2: Correlations obtained from the TPF experiments with a 
constant heating rate (Table 6.1). Correlation between the 
experimental thermoplastic deformation in % and a) ΔTx/Tg, 
b) S = ΔTx/(Tl-Tg), c) the viscosity at Tx, and d) the formability 
Fscan according to Eq. 5.4. The grey datapoints are reference points 
previously shown in Figs. 5.6 and 5.7, together with the 
corresponding  linear fits. The Vit101 alloys are shown as filled dots 
and the Vit105 alloys as hollow circles.  
 
In Fig. 6.2, the newly obtained results for the Vit101 alloys are shown as filled dots 
and the ones for the Vit105 alloys as hollow circles and the alloy corresponding to 
each datapoint is written into the figure. In general, it can be seen that the new results 
align well with the previously presented correlations and no significant outliers are 
observed. Only for Vit101, the measured deformation is lower than predicted by the 
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where the sample does not reach the metastable equilibrium in the SCL sufficiently 
fast and no stable deformation regime is reached in the TPF experiment.  
6.2 Formability in Isothermal Experiments 
In the second part of this chapter, the formability of the Vit101 and Vit105 alloys in 
isothermal deformation experiments is evaluated (compare to Chapter 5.1.2). The 
main outcome of these experiments are time- and temperature-dependent deformation 
maps. Together with all the results from the thermophysical characterization in 
Chapter 4, time-temperature-deformation (TTD) diagrams can be constructed, 
equivalent to the ones for AMZ4 and FeMoPCB which were presented in Fig. 5.5. 
Besides the deformation behavior of the alloys, these TTD diagrams include the 
temperature-dependent equilibrium viscosity, which was measured in TMA 
experiments, as well as the isothermal crystallization times that were previously 
displayed in the TTT diagrams.  
Figure 6.3 shows the TTD diagrams for a) Vit101, b) Vit105, c) Vit101 P1, 
d) Vit105 P2, e) Vit101 S1.5, and f) Vit105 S2. The deformation during the isothermal 
TPF experiments is visualized in a color-filled contour plot which is embedded in a 
TTT diagram. The same color-scale is chosen for all six alloys and dark red indicates 
a deformation above 190 % and purple a deformation of 10 %. These deformation 
maps result from more than 150 single TPF experiments and each single experiment 
is indicated by a small black dot at the corresponding temperature and time. Only 
samples that were found to be XRD amorphous after the TPF experiment are used 
for this depiction. Samples that crystallized due to longer processing times are left 
out. It should be mentioned that the displayed processing time is the pressing time 
when the isothermal temperature is reached. Based on measurements with 
thermocouples inside the samples, this corresponds to the total pressing time minus a 
15 s heating period. 
The grey shaded areas in Fig. 6.3 indicate a change of viscosity of half an order of 
magnitude. The viscosity values according to the VFT fits (compare to Fig. 4.13) are 
given in the figure and the corresponding temperatures are indicated by the blunt 
arrows. It can be seen that the viscosity values in the experimental TPF region are 
rather different for the investigated alloys. Additionally, the crystallization times from 
the TTT diagrams (compare to Fig. 4.9) are also displayed. The black square indicates 
the 50 % crystallization transformation at the given temperature and the black 











Figure 6.3: Time-temperature-deformation (TTD) diagrams for the 
thermoplastic forming of a) Vit101, b) Vit105, c) Vit101 P1, 
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In all cases, XRD amorphous samples could be obtained for processing times reaching 
roughly the 50 % crystallization transformation times from the TTT diagrams for a 
given temperature. First, a beginning nanocrystallization upon heating from the glassy 
state is difficult to detect in laboratory XRD measurements. When looking into the 
in-situ synchrotron X-ray diffraction patterns upon heating (compare to Fig. 4.19 and 
4.20), it can be seen that sharp and clear diffraction peaks only become visible after a 
significant percentage of the crystallization enthalpy has been released. Especially in 
the case of the Vit101 alloys and the unmodified Vit105 composition, the first peak in 
the DSC measurements does not lead to clear XRD diffraction peaks. The isothermal 
in-situ synchrotron X-ray diffraction experiments on Vit105 S2 further show that clear 
diffraction peaks are only visible after times far beyond the 1 % crystallization time 
(compare to Fig. 4.21). Second, already minor deviations of the real sample 
temperature in the TPF machine from the measured temperature can account for a 
significant change in the isothermal crystallization time, due to its strong temperature 
dependence. Temperature differences of ± 3 K could possibly occur in the used TPF 
device, even after a careful temperature calibration [230]. 
The TTD diagrams in Fig. 6.3 show tremendous differences in the thermoplastic 
deformation behavior of the Vit101 and Vit105 alloys and their modifications. Both 
base alloys (a) Vit 101 and b) Vit105) display a very limited sample deformation 
around roughly 60 %, even in the high-temperature region with the largest formability. 
In the case of the Vit101 alloys, the achievable deformation can be increased to around 
150 % for both Vit101 P1 and Vit101 S1.5. The maximum deformation is reached at 
temperatures around 5 K below the crystallization temperature in a scan with 
0.333 K/s and for pressing times of roughly 120 s. Longer processing times result in 
crystalline samples. For the Vit105 alloys, the differences in formability between the 
different alloy modifications is even more pronounced. The maximum deformation 
observed is 70 % for Vit105, 160 % for Vit105 S2 and even above 190 % for Vit105 P2. 
With almost 200 % of deformation, the P-containing alloy is amongst the non-precious 
metal containing BMGs with the highest formability.  
When the fragility of the alloys is considered, it is apparent that the alloys with a 
higher kinetic fragility parameter D* allow for a larger thermoplastic deformation, 
even though this seems counterintuitive at a first glance. In the case of the Vit105 
alloys, the achievable deformation increases monotonically with D*.  This observation 
can be explained if not only the implications of D* on the temperature dependence of 
viscosity are considered, but also the effects of the kinetics on the crystallization 
behavior. The length of the SCL region also increases with D* for the Vit105 alloys, 
overcompensating the slower decrease in viscosity upon heating (also compare to Fig. 
5.8). Therefore, lower viscosity values can be reached in the stronger alloys before the 
onset of crystallization is observed. 
When comparing the maximum deformations in the isothermal experiments and the 
scans with a constant heating rate, similar deformation values are reached for all alloys 
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in the deformation scan, while the isothermal experiments reach a maximum 
deformation of 70 % for XRD amorphous samples. This difference can be explained 
by the uncommon isothermal crystallization behavior of Vit105 (compare to the in-
situ synchrotron XRD patterns in Fig. 4.21 a)). The first exothermal event in the DSC 
scan corresponds to the formation of a structure that still seems to be partly 
amorphous and hence capable of thermoplastic deformation. The formability potential 
of this structure is exhausted during the deformation scan. In the isothermal 
experiments however, deformation is only considered for fully amorphous samples, and 
hence the formability of this partially amorphous structure is not exhausted. In Fig. 
6.3 b) it can also be seen that fully amorphous samples after deformation are only 
obtained up to the first crystallization peak (black square), and not beyond.  
Finally, the isothermal formability, Fiso, is calculated for the six alloys depicted in Fig. 
6.3 according to Eq. 5.3. The results are presented in Fig. 6.4 in the style of Fig. 5.9, 
where formability is shown over temperature scaled to Tg. The small grey dots 
represent the formability values for AMZ4 and are shown as a reference. The results 
for the Vit101 alloys are shown in Fig. 6.4 a) and the ones for Vit105 in b). The 
vertical dashed lines represent the highest temperature at which deformation 
experiments for the TTD diagrams (Fig. 6.3) were performed and the horizontal 
dashed lines indicate the corresponding formability values. 
 
 
Figure 6.4: Isothermal formability, Fiso, displayed over Tg-scaled 
temperature for the a) Vit101 alloys and b) Vit105 alloys, both on 
the same axis. The values for AMZ4 from Fig. 5.9 are shown as grey 
dots as a reference. The dashed lines indicate the highest temperature 
and the corresponding formability at which deformation experiments 
for the TTD diagrams (Fig. 6.3) were performed (and feasible). The 
grey shaded areas in the center roughly indicate which formability 
values correspond to which deformation in our TPF experiments. 
 
The calculated formabilities at the maximum deformation temperatures agree well 
and consistently with the observed deformation in the TPF experiments. In the case 
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increased formability in comparison to the base alloy. For the Vit105 alloys, the 
formability increases drastically from Vit105, over Vit105 S2, to Vit105 P2. The P-
containing composition displays a formability that is almost equivalent to the one of 
AMZ4. And indeed, the observed maximum deformation in the isothermal TPF 
experiments is around 190 % for both alloys.  
Based on the TPF deformation values of the six investigated alloys, a rough estimate 
on the correlation between isothermal formability and deformation is given by the 
grey shaded areas in the center of Fig. 6.4. This correlation of cause depends on the 
experimental TPF conditions, e.g. pressing stress, sample volume, and the geometric 
quantity used for the calculation of the deformation, and hence is limited to our 
experimental setup. We can observe that a deformation of around 190 % is obtained 
for a formability of around Fiso ≈ 3×10-7 Pa-1. 150 % can be reached for a formability 
of Fiso ≈ 8×10-8 Pa-1, and 60 % for Fiso ≈ 2×10-8 Pa-1. 
 
In summary it can be claimed that the effects of minor alloying that are found in the 
thermophysical characterization of the alloys in Chapter 4 can also be observed during 
the thermoplastic deformation experiments. The correlation between the 
thermoplastic formability and the thermophysical properties of an alloy that were 
described in Chapter 5.1 also hold true for differences between the alloys caused by 
minor additions. Hence, minor additions can be used to significantly alter and fine-
tune the thermoplastic deformation behavior. Especially the strong effect of minor 
additions on the length of the SCL region allows for large changes in formability. The 
isothermal crystallization times can be extended while the change in kinetic fragility 





Chapter 7  
Summary, Conclusions, and Outlook 
The main focus of this work was to investigate the thermophysical properties and the 
structure of the bulk metallic glass-forming alloys Vit101 and Vit105, and to elucidate 
the influence of minor additions of phosphorus and sulfur in these systems. In a second 
step, the results were linked to findings on the thermoplastic deformation behavior of 
BMGs. In this chapter, a short summary is presented, followed by some general 
concluding remarks about the cross connections between the different chapters. For a 
more detailed summary of the different topics, the reader is referred to the final section 
of each individual chapter. In the end, an outlook regarding further work on the effects 
of minor additions in BMGs is provided. 
7.1 Summary and Conclusions 
After the discovery of sulfur as a main constituent element in bulk metallic glass-
forming alloys in 2016 in our group [7], the question arose if minor additions of sulfur 
could also enhance the properties of known alloy compositions, especially with respect 
to their thermoplastic formability. Additionally to sulfur (S), also its neighboring 
element in the periodic table, phosphorus (P), was considered for these experiments. 
For two well-known BMG alloys with a high relevance for industrial applications, 
namely Vit101 (Cu47Ti34Zr11Ni8) and Vit105 (Zr52.5Cu17.9Ni14.6Al10Ti5), their initially low  
thermal stability upon heating was increased by minor additions of P and S, and the 
following compositions were selected for an in-depth investigation: Vit101 P1 (Cu46.53 
Ti33.66Zr10.89Ni7.92P1), Vit101 S1.5 (Cu46.3Ti33.5Zr10.8Ni7.9S1.5), Vit105 P2 (Zr51.45Cu17.54Ni14.31 
Al9.8Ti4.9P2), and Vit105 S2 (Zr51.45Cu17.54Ni14.31Al9.8Ti4.9S2).  
Furthermore, experiments on the thermoplastic forming (TPF) of different BMGs 
were performed, using an approach with a constant heating rate as well as isothermal 
TPF experiments. For both cases, formability was also calculated from previously 
measured material properties and found to perfectly coincide with the experimental 
deformation results. Based on these findings, thermoplastic forming was also used to 
consolidate amorphous powder into dense and amorphous samples. In the end, TPF 
experiments were also performed on the different Vit101 and Vit105 alloys, linking 
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Vit101 and Vit105, and the Influence of Minor Additions of P and S 
All experiments performed on these compositions were presented in Chapter 4 of this 
work and a first summary on these findings can be found in Chapter 4.7. DSC scans 
of the modified alloy compositions showed a significant enhancement of the thermal 
stability in terms of the supercooled liquid (SCL) region upon heating. For Vit101, 
the modified systems show a roughly 15 K longer SCL region than the base alloys, 
and for Vit105 the SCL region was extended by 28 K with the addition of S and by 
40 K with P. In terms of critical casting thickness, and hence glass-forming ability 
(GFA), the experiments showed that for Vit101 S-additions increase the critical 
thickness from 5 mm to 6 mm and P-additions leave it unchanged. In the Vit105 
system, S-additions decrease the critical thickness from initially 8 mm to 6 mm, and 
P-additions lower it to even 3 mm. Three-point beam bending tests revealed that 
minor additions in the Vit101 system cause an embrittlement. The same effect is 
observed for Vit105 P2, whereas the Vit105 S2 alloy shows the same amount of 
ductility as the base alloy. 
The most important characteristic values of the investigated alloy compositions are 
summarized in Table A1 (Vit101 alloys) and in Table A2 (Vit105 alloys) in the 
appendix in the form of a datasheet. 
When looking closer into the thermal stability and the crystallization behavior upon 
heating, the constructed TTT diagrams reveal that the modified alloy compositions 
display an at least three times longer time till the onset of crystallization in isothermal 
experiments. The thermal stability in terms of the SCL region correlates with the 
kinetic fragility of the alloys, with the kinetically stronger modified alloys showing a 
longer SCL region. Furthermore, for both alloy systems, the alloys with the longest 
SCL region (Vit101 S1.5 and Vit105 P2) feature the lowest ΔG
l-x-value, which indicates 
a lower driving force for crystallization and hence a tendency for an increased thermal 
stability. Finally, the thermal stability is also influenced by the interfacial energy 
between the liquid and the primary crystallizing phase. The in-situ synchrotron X-ray 
diffraction experiments revealed the primary crystallizing phases for all alloy 
compositions. In the case of the Vit101 alloys, the primary crystallizing phase upon 
heating remains unchanged with the minor additions. For the Vit105 alloys however, 
the observed phase separation in the base alloy is suppressed by the minor additions 
and different primary phases are formed upon heating. 
Regarding the GFA of the different compositions, the thermal stability against 
crystallization throughout the whole temperature range is of importance, which can 
best be visualized by the position of the tip of the so-called crystallization nose in a 
TTT diagram which needs to be bypassed upon cooling. The GFA is determined by 
kinetic and thermodynamic aspects. The kinetics of the alloys can be assessed by the 
viscosity in the liquid state, which was measured in this work. Within one alloy family, 
the alloys show relatively similar results, indicating that the differences in GFA are 
not caused by kinetics. In terms of driving force for crystallization, the calculated 
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caused by a change in the primary crystallizing phase and a shift in nucleation barrier 
due to a different interfacial energy between the liquid and the competing crystal.  
In this work, the structure of the primary phases which forms during the cooling 
process could be investigated by in-situ synchrotron X-ray diffraction experiments in 
an electrostatic levitator, resulting in a valuable and hard to get dataset. In the Vit101 
system, the addition of 1.5 at% S suppresses the formation of the ZrTiCu2 Laves phase 
that forms in unmodified Vit101.  
In the Vit105 system, minor additions of S and P reduce the GFA and P even acts as 
poison for the GFA, reducing the critical casting thickness from at least 8 mm to 
3 mm. In the case of Vit105 S2, the formation of a S-containing phase (possibly Zr21S8) 
upon cooling can be verified by the ESL synchrotron measurements. The effects of 
this S-stabilized phase are also visible in the high-temperature viscosity measurements, 
where a kink in the viscosity curve is visible at around 1200 K. This phase causes a 
premature onset of crystallization and decreases the GFA of the Vit105 S2 alloy 
composition. 
A complete picture of the kinetic fragility behavior of the alloys can be obtained when 
the viscosity datapoints from the three-point beam bending (3PBB) experiments at 
low temperatures around the glass transition, and by Couette rotating cylinder 
rheometry at high temperatures in the stable liquid are combined. However, due to 
crystallization, a temperature gap of at least 400 K divides the high- and the low-
temperature data and within this gap, viscosity can only be estimated by different 
viscosity models. 
When a Vogel-Fulcher-Tammann (VFT) fit is used to describe viscosity based on the 
low-temperature data, a kinetically strong liquid behavior is found. A VFT fit only to 
the high-temperature data however indicates a much more fragile behavior. This 
observation was also made in a variety of metallic glass-forming liquids, and is 
commonly interpreted as an indication for a strong-to-fragile (SF) liquid-liquid 
transition (LLT). However, without additional data in the non-accessible temperature 
region, no further proof can be given. 
Besides the VFT model, other models can be used to describe viscosity over the whole 
temperature range. Within this work, the MYEGA model, the extended MYEGA 
model, and the cooperative shear model were applied. While the MYEGA model 
experiences the same difficulties as the VFT model, the cooperative shear model fits 
the viscosity data very well over the whole temperature range, and does not necessarily 
indicate the presence of a LLT anywhere in-between the high- and the low-
temperature measurements. The extended MYEGA model, which incorporates the 
existence of a SF transition, also perfectly fits the viscosity data, however indicating 
a rather unphysically large offset between the kinetic glass transition temperature of 
the strong and the fragile liquid. In the end, proof for a LLT can only be provided in 
systems where it can directly be observed, as e.g. in the BMG Vit106a [65], and where 
the transition is not obscured by crystallization. However, it can be concluded that 
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simple VFT equation over the whole temperature range, and that more elaborate 
models, like the cooperative shear model or the extended MYEGA model, are 
necessary. With these models, the viscosity of BMGs can be described from the high-
temperature stable liquid down to below the glass transition, providing valuable 
datasets, e.g. for the modelling and simulation of flow during casting processes or 
thermoplastic forming.  
The results of the in-situ synchrotron XRD experiments were not only used to assess 
the crystallization behavior, but also to reveal structural differences and the 
temperature evolution of structural features in the alloys. The S(Q) patterns imply 
that the investigated alloys possess a pronounced icosahedral SRO. The shift of the 
first sharp diffraction peak (FSDP) in S(Q) was used to estimate the thermal 
expansion behavior in the glassy state. The pair distribution function, G(r), was 
calculated for all patterns and the shape of the second peak was used to estimate the 
dominant cluster connection schemes. Finally, the G(r) data was used to estimate the 
fragility of the alloys according to the structure-fragility correlation by Wei et al. [79]. 
The results of this work imply that the structure-fragility correlation, found for the 
low-temperature SCL region, by tendency also applies to the high-temperature stable 
liquid. However, the correlation cannot directly be applied to calculate accurate 
fragility values from the structural data. 
 
Thermoplastic Forming of BMGs 
The thermoplastic formability of twelve alloys was first assessed by TPF deformation 
experiments with a constant heating rate. A correlation between the sample 
deformation and different parameters was established. The strongest correlation with 
deformation was found for the thermoplastic formability Fscan, which can be calculated 
from the viscosity data in the temperature range between Tg and Tx, hence verifying 
the validity of the underlying theoretical concept. Out of the twelve alloys, two were 
chosen for isothermal deformation experiments, namely AMZ4 (Zr59.3Cu28.8Al10.4Nb1.5) 
and FeMoPCB (Fe67.5Mo7.5 P10C10B5). The experiments showed that the highest 
deformation is reached at the upper limit of the accessible temperature processing 
window, where crystallization can still be avoided. 
The findings of these experiments were then transferred to thermoplastic consolidation 
experiments of amorphous AMZ4 powder. The best consolidation results are obtained 
when the powder is pressed at the highest temperatures possible where crystallization 
can still be avoided. The powder can be consolidated into dense and amorphous 
samples and these samples reach the hardness of as-cast samples and one quarter of 
their strength under flexural load. The drastically reduced mechanical strength is most 
likely caused by an insufficient bonding of the powder particles due to surface oxide 
layers. Joining experiments on bulk samples confirmed that a metallurgical bonding 
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Finally, TPF experiments on the Vit101 and Vit105 alloys and their modifications 
proved that the effects of minor alloying that are found in the thermophysical 
characterization of the alloys also affect their formability.  
Conclusions 
In conclusion it can be said, that minor additions allow for distinct modifications of 
an alloy without completely changing the characteristics of the alloy family. Properties 
like the density, the elastic modulus, or the hardness remain mostly unchanged. 
However, especially the properties connected to the kinetics of the system, e.g. the 
length of the SCL region, the kinetic fragility, as well as the crystallization behavior, 
and hence GFA, can be changed drastically by minor additions of an element. 
Regarding the thermoplastic formability of the alloys, the thermal stability and the 
viscosity are the decisive factors, both of which are largely influenced by minor 
additions. Therefore, the formability of BMGs is a property that is highly sensitive to 
modifications by minor additions. This can impressively be confirmed by the 
thermoplastic deformation experiments on the Vit101 and Vit105 alloys and their 
modifications.  
Most modifications of the alloys result in a tradeoff between different properties: An 
increased thermoplastic formability for example can go along with a reduced GFA, or 
a mechanical embrittlement. Therefore, minor additions should not necessarily be seen 
as a universal tool to improve the properties of BMGs, but rather as a simple way to 
fine-tune a wide variety of properties to the desired use case.  
The processing technique of thermoplastic forming was found to be applicable for 
many different BMGs. A good knowledge of the thermophysical properties of an alloy, 
especially viscosity and crystallization times, is sufficient to predict the formability 
without having to perform TPF experiments. Furthermore, the adequate processing 
conditions regarding temperature and time can already be indicated, allowing for quick 
and easy processing of BMGs by thermoplastic forming.  
7.2 Outlook 
The results of this work demonstrated the possibilities minor additions, especially with 
sulfur and phosphorus, offer for the modification of alloy properties. In our original 
publication on the discovery of sulfur-bearing BMGs [7], besides Vit101 and Vit105, 
one more alloy system was introduced where minor additions of sulfur improve the 
thermal stability, namely Ni62Nb38. In this case, sulfur also increases the critical casting 
thickness, however, causes a severe embrittlement of the alloy. Due to the 
embrittlement, an industrial relevance for structural applications is not given. Further 
investigations however showed that minor additions of phosphorus have a strong 
positive effect on the thermal stability, the critical casting thickness, and also the 
mechanical properties. The preliminary findings on the NiNbP alloy system are briefly 
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A detailed characterization of the NiNbP BMGs can in the future be found in the 
master thesis of Markus Kipper, which will be handed in in the fourth quarter of 2019.  
Figure 7.1 a) shows DSC scans with a heating rate of 0.333 K/s for the Ni62Nb38-xPx 
system, from x = 0 to 3. The glass transition temperature, Tg, and the crystallization 
temperature, Tx, are indicated by arrows. The binary alloy Ni62Nb38 displays a Tg of 
915 K and a Tx of 957 K, while the compositions Ni62Nb36P2 displays a Tg of 924 K 
and a Tx of 977 K. Consequently, minor additions of 2 % of P increase the length of 
the SCL region from 42 K to 53 K. Higher concentrations of P cause a destabilization 
of the SCL region. Based on these results, an S-formability parameter of 0.09 can be 
calculated for Ni62Nb36P2, which would roughly predict a deformation of 75 % in our 
experimental setup and confirm the general feasibility for thermoplastic forming. 
Besides the positive effect on the thermal stability, the critical casting thickness can 
be increased by 50 % from 2 mm for the binary Ni62Nb38 to 3 mm for Ni62Nb36P2.  
A stress-strain curve of the Ni62Nb36P2 alloy in a three-point bending flexural test is 
displayed in Fig. 7.1 b) and the characteristic values are written into the plot. The 
inset shows an X-ray diffractogram proving the amorphous nature of the 3PB sample. 
The alloy shows an extraordinary mechanical strength of around 4600 MPa and even 
first beginnings of plastic deformation can be seen in bending. It outperforms all 
common engineering materials regarding strength. Furthermore, in first wear tests it 
shows an extraordinary wear resistance. 
  
 
Figure 7.1: NiNbP alloys: NiNb BMG with minor additions of P. 
a) DSC scans with a heating rate of 0.333 K/s for Ni62Nb38-xPx alloys 
with increasing P content. Tg and Tx are indicated by arrows. 
b) Stress-strain curve of the Ni62Nb36P2 alloy in a three-point bending 
flexural test. The characteristic values are written into the plot. The 
inset shows an X-ray diffractogram proving the amorphous nature of 
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In the future, the Ni62Nb36P2 alloy could be a promising candidate for industrial 
applications where small parts must bear extreme mechanical stresses or have to resist 
abrasive wear. Due to their high Tg, they can even be used for applications at elevated 
temperatures.  
Regarding the investigated Vit101 and Vit105 alloys, future work could be dedicated 
to the influence of much cheaper industrial grade raw materials on the alloy properties. 
In other sulfur-bearing alloys, we found no detrimental effect of industrial grade raw 
materials on the glass-forming ability, e.g. in the Ti40Zr35Cu17S8 alloy [9]. Preliminary 
experiments suggest similar results for the here investigated alloys, especially in the 
Vit101 alloy family. Minor additions of sulfur might counter negative effects of raw 
materials with a higher oxygen content.  
On the way to an industrial processing of the Vit101 and Vit105 alloys, not only the 
price of the raw materials is of importance, but also an adequate technological solution 
for a serial production of parts. In the last two years, an automated die-casting 
machine, specifically tailored to the needs of BMGs, was conceived and built in our 
research group and the machine will be taken into operation shortly. A short 
description of the concept can be found in the doctoral thesis of Alexander Kuball 
[129]. For a simulation of this die-casting process, viscosity as a function of 
temperature throughout the whole temperature range from the stable liquid to the 
glass is of great importance. Therefore, the viscosity measurements from this work 
and the corresponding fits, e.g. with the cooperative shear model, will come to use. A 
reliable mold design based on simulations and prior to the mold fabrication is one of 
the main future challenges for an industrial casting process. 
Similar to this die-casting machine, also a TPF machine for an industrial-scale process 
should be developed. The main requirements for this include a fast and well-controlled 
process. The pressing needs to happen in a protective gas environment, the machine 
needs a magazine within the TPF chamber, pressing force and piston travel should be 
well controlled. The key to exploit the maximum formability of an alloy is a fast and 
well controlled temperature control, either by conduction heating, or by alternative 
heating methods, e.g. capacitive discharge or induction heating. This machine could 
be dedicated to a micro-scale structuring of functional surfaces or a blow molding 
process where complex, hollow shapes can be realized. Like this, amorphous feedstock 
material from the newly developed die-casting machine can be further processed and 






Table A1: Properties of the Vit101 family. 
 
   Vit101 Vit101 P1 Vit101 S1.5 




Glass trans. temp. Tg [K] (0.333 K/s) 674.0 690.5 694.5 
Crystalliz. temp. Tx [K] (0.333 K/s) 718.7 748.7 754.7 
SCL region ΔTx [K]
 (0.333 K/s) 44.7 58.2 60.2 
Melting temp. Tm [K] 1 067 1 036 1 049 
Temp. of fusion Tf [K] 1 139 1 146 1 144 
Liquidus temp. Tl [K] 1 168 1 171 1 170 
Crystalliz. enthalpy ΔHx [kJ g-atom
-1] 7.46 7.98 6.97 
Enthalpy of fusion ΔHf [kJ g-atom
-1] 11.3 11.4 10.0 
Entropy of fusion ΔSf [J g-atom
-1 K-1] 9.92 9.95 8.74 
Kauzmann temp. TK [K] 553 577 599 
Molar mass M [g g-atom-1] 60.87 60.57 60.43 
Critical thickness dc [mm] 5 5 6 
VFT parameters 
D*  16.19 20.76 18.26 
T0 [K] 466.86 435.53 460.90 
ƞ0 [10
-5 Pa s] 4.419 4.395 4.374 
m  54.38 46.03 50.12 
Tg* [K] 667.6 675.6 684.3 
Gτ-ƞ [MPa] - 1.12 1.24 
Density ρ [kg m
-3] 6 890 - - 
Yield strength σy0.2 [MPa] 2 900 2 040 2 240 
Strain to fracture εf [%] 5.5 2.15 2.35 
Elastic modulus E 3PB [GPa] 108 103 105 
Hardness HV  576 588 590 
Thermal expansion γ glass [10
-5 K-1] 3.9 4.1 4.2 
cp fitting param. 
a [×10-3 J g-atom-1 K-2] 5.9616 2.8887 1.7231 
b [×106 J g-atom-1 K] 7.8161 10.1619 10.8112 
c [×10-3 J g-atom-1 K-2] -0.1549 -1.9621 -3.2852 
d [×10-6 J g-atom-1 K-3] 6.9447 8.5986 10.3694 







Table A2: Properties of the Vit105 family. 
 
   Vit105 Vit105 P2 Vit105 S2 






Glass trans. temp. Tg [K] (0.333 K/s) 671.4 695.7 691.9 
Crystalliz. temp. Tx [K] (0.333 K/s) 731.1 795.6 769.3 
SCL region ΔTx [K]
 (0.333 K/s) 59.7 99.9 77.4 
Melting temp. Tm [K] 1 055 1 068 1 057 
Temp. of fusion Tf [K] 1 095 1 089 1 093 
Liquidus temp. Tl [K] 1 134 1 189 1 295 
Crystalliz. enthalpy ΔHx [kJ g-atom
-1] 5.24 4.82 5.86 
Enthalpy of fusion ΔHf [kJ g-atom
-1] 8.8 6.9 8.7 
Entropy of fusion ΔSf [J g-atom
-1 K-1] 8.04 6.34 7.96 
Kauzmann temp. TK [K] 591 634 603 
Molar mass M [g g-atom-1] 72.93 72.09 72.11 
Critical thickness dc [mm] 8 3 6 
VFT parameters 
D*  20.33 24.76 22.34 
T0 [K] 433.11 416.3 430.31 
ƞ0 [10
-5 Pa s] 3.585 3.567 3.558 
m  47.09 41.6 44.34 
Tg* [K] 665.6 688.5 684.1 
Gτ-ƞ [MPa] 3.22 3.55 2.27 
Density ρ [kg m
-3] 6 660 - - 
Yield strength σy0.2 [MPa] 2 600 2 510 2 770 
Strain to fracture εf [%] 6.1 3.0 5.2 
Elastic modulus E 3PB [GPa] 89 94 92 
Hardness HV  506 538 527 
Thermal expansion γ glass [10
-5 K-1] 3.3 3.2 3.3 
cp fitting param. 
a [×10-3 J g-atom-1 K-2] 6.1935 3.2428 3.8825 
b [×106 J g-atom-1 K] 7.2205 9.3593 9.2005 
c [×10-3 J g-atom-1 K-2] -0.8554 -3.2134 1.1879 
d [×10-6 J g-atom-1 K-3] 6.7032 10.9324 5.1906 








Table A3: Crystalline phases identified in the diffraction patterns. 








CuZr cubic 221 Pm-3m a=3.263 [295] 

















































Table A4: Fitting parameters for the viscosity fitting functions. 
  Vit101 Vit101 P1 Vit101 S1.5 Vit105 Vit105 P2 Vit105 S2 
VFT low T 
D*  16.19 20.76 18.26 20.33 24.76 22.34 
T0 [K] 466.86 435.53 460.90 433.11 416.3 430.31 
ƞ0 [10
-5 Pa s] 4.419 4.395 4.374 3.585 3.567 3.558 
m  54.38 46.03 50.12 47.09 41.6 44.34 
Tg* [K] 667.4 675.4 684.1 665.4 688.4 684.0 
VFT high T 
D*  8.05 8.70 7.70 9.60 10.61 9.95 
T0 [K] 549.93 548.73 568.06 530.87 537.83 541.75 
ƞ0 [10
-5 Pa s] 4.419 4.395 4.374 3.585 3.567 3.558 
m  92.89 87.19 96.44 81.33 75.18 79.08 
Tg* [K] 667.4 675.4 684.1 665.4 688.4 684.0 
VFT whole range 
D*  13.42 17.17 11.67 15.59 22.74 24.38 
T0 [K] 498.29 473.79 525.23 476.60 445.13 434.39 
ƞ0 [10
-5 Pa s] 0.394 0.134 0.654 0.310 0.046 0.024 
m  69.38 60.69 75.45 62.80 52.38 51.37 
Tg* [K] 665.2 671.5 680.1 660.8 684.9 681.4 
MYEGA 
B [K] 295.26 578.81 204.42 524.72 1231.37 1270.65 
C [K] 2349.6 1945.0 2659.7 1962.0 1507.7 1481.4 
ƞ0 [10
-5 Pa s] 72.10 27.08 116.27 42.39 6.075 4.097 
m  68.63 60.64 73.29 60.96 51.90 52.02 
Tg* [K] 665.5 672.0 680.8 661.8 685.3 681.5 
Coop. shear model 
n  1.705 1.464 1.800 1.409 1.167 1.248 
Tg* [K] 666.86 673.56 682.15 664.18 687.05 682.86 
ƞ0 [10
-5 Pa s] 945.4 890.6 1037.6 992.9 724.2 698.3 













Table A4: Fitting parameters for the viscosity fitting functions. 
  Vit101 Vit101 P1 Vit101 S1.5 Vit105 Vit105 P2 Vit105 S2 
Ext. MYEGA 
High T, fragile liquid 
W1 [K-1] 942.05 0.2168 0.7888 0.4679 0.0129 20.184 
C1 [K] 15000 6154 6932 7542 4036 12092 
ƞ0 [10
-5 Pa s] 1560 1175 1360 1081 400 1703 
m  239.06 122.26 139.10 134.73 86.49 185.99 
Tg* [K] 920.3 791.1 767.2 872.1 805.8 967.2 
Low T, strong liquid 
W2 [10-4 K-1] 19.932 1.732 0.7401 7.977 0.6430 9.856 
C2 [K] 1946.4 501.8 0.0 1368.4 0.0 1526.8 
m  54.11 31.33 19.75 45.03 22.60 44.70 
















   
 
Figure A1: High-temperature viscosity as measured in rotating 
concentric cylinder experiments. The green diamonds represent 
viscosity reference values from ESL measurements of Vit101 and 
Vit105 (data taken from Ref. [245]). The liquidus temperature Tl 
(from DTA) of each composition is indicated by an arrow. a) Vit101 
alloys. b) Vit105 alloys. 
 
 
   
 
Figure A2: S(Q) and the difference between the base alloy and the 
modified ones. a) Vit101 alloys, b) Vit105 alloys. The lower part 
shows S(Q) of the base alloy, and the upper part shows the difference 










Figure A3: Total scattering structure functions, S(Q), from in-situ 
heating and electrostatic levitation experiments. The curves are 
color-coded from red to blue (hot to cold) and magnifications of the 
first and second peak are shown in the insets. a) Vit101, b) Vit105, 










Figure A4: The pair distribution functions, G(r), at different 
temperatures.  The curves are color-coded from red to blue (hot to 
cold). The insets show a magnification of the second peak, r2, which 
represents the average weighted second nearest neighbor distance.  










Figure A5: Position of the third and fourth peak in G(r), r3, and r4, 
as a function of temperature. Values are normalized to the ones at 
350 K and characteristic temperatures are indicated by arrows. a) 













Figure A6: VFT viscosity fits for a) Vit101, b) Vit105, c) Vit101 P1, 
d) Vit105 P2, e) Vit101 S1.5, and f) Vit105 S2. Viscosity datapoints 
from 3PBB TMA measurements at low temperatures and from 
Couette measurements at high temperatures are displayed (black 
squares) over inverse temperature. Three different VFT fits are 
shown for each composition: one only on the low-temperature data 
(blue), one on the high-temperature data (red), and one on all 
datapoints (dashed grey). The insets show a magnification of the 









Figure A7: Viscosity fits for a) Vit101, b) Vit105, c) Vit101 P1, d) 
Vit105 P2, e) Vit101 S1.5, and f) Vit105 S2. Viscosity datapoints from 
3PBB TMA measurements at low temperatures and from Couette 
measurements at high temperatures are displayed (black squares) 
over inverse temperature. Three different fitting functions are shown 
for each composition: a fit to the MYEGA equation (dashed grey), 
one to the extended MYEGA equation (blue), and one to the 
cooperative shear model (red). The insets show a magnification of 
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