In this paper, we describe Semantic Bookworm-a tool that supports scholarly text analysis. In contrast to the text-based Bookworm tool, the Semantic Bookworm identifies semantic concepts.
INTRODUCTION & BACKGROUND
The large-scale digitization of print material makes it possible for scholars to expand the scope of their study to large-indeed, massive-collections of documents. Insights from traditional 'close reading' of small sets of texts now have the potential to be complemented by 'distant reading' [2] over these newly available digital resources, as data mining is brought to bear for the identification of unexpected patterns in corpora too large to be read.
This new style of humanistic research requires new tools to support analysis. One strand of tool development focuses on visual analysis, for example of the layout and structure of texts treated as images [5] ; this approach obviously is particularly well-suited to documents that natively are primarily images. This present paper focused on a second, text-centered strand of research that treats a document as a sequence of ngrams, where decisions about the size of n and the choice of token as characters, syllables, or words are fundamental to this type of research. An ngram analysis tool is used to identify and quantify the occurrences of the specified token in the corpus (at a minimum providing a sum of the number of occurrences, and perhaps also offering statistical analysis of observed token frequencies as well), and then to visualize the occurrences (for example, by plotting frequency of token occurrence across time or against the structure of the underlying documents). Existing ngram analysis tools used in digital humanities research include the Ngram Statistics Package [1] , Bookworm 1 [4] , and the Google Ngram viewer 2 [5] . Recently a bookworm for the 4.6M public domain texts of the HathiTrust has become available. While these ngram analysis tools are demonstrably supporting new styles of humanities research that heretofore were not possible, the limitations of the tools are also becoming clear. Schmidt [7] , for example, explores issues in using ngram analysis to tracking references to "the Enlightenment" as a historical period; the difficulties reported are caused to a large extent by the ngram analysis stripping away all cues (contextual, rhetorical, typographical) that allow a human reader to distinguish spurious uses of that phrase. This paper introduces a Semantic Bookworm as a step towards combining the semantic, discriminative facilities of the human reader with the speed and coverage supported by automated mining tools. With Semantic Bookworm, not every occurrence of a word or phrase is counted, but rather the occurrence of a semantic concept. Section 2 introduces the architecture and implementation of the Semantic Bookworm, and Section 3 illustrates differences in results achievable with the Semantic Bookworm in comparison to the ngram-based (lexicographic) Bookworm. The Semantic Bookworm replaces those components that are shown in gray in Figure 1 by the components shown in orange. Here the document collection undergoes a disambiguation step using the knowledge base of semantic concepts we developed for Capisco [2] . In this process, all terms appearing in each document are mapped to their respective concept. This means that terms that are 1 https://github.com/Bookworm-project/BookwormDB 2 https://books.google.com/ngrams 3 http://bookworm.htrc.illinois.edu/ Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for third-party components of this work must be honored. For all other uses, contact the Owner/Author. Copyright is held by the owner/author(s 
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EXAMPLE VISUALISATIONS
We present two examples comparing the results of lexicographic analysis (using the original Bookworm) and concept analysis (using the Semantic Bookworm).
Analyzing books' structure
In the first example, we analyze two books by Charles Dickens, David Copperfield (orange line in Figures 2 and 3) and Great Expectations (blue line). The sequence of chapters is treated as a chronology in the Bookworm timeline, and the graphs plot the number of occurrences of terms ( Figure 2 ) and concepts ( Figure 3 ).
We here contrast the occurrences of the term "night" (counting each ngram) with the concept Night (counting each time the text deals with the concept rather than, for example, its occurrence in the farewell 'Good night'). Comparing these two sets of graphs, we note that the term "night" is overall mentioned more often throughout the books. This includes, for example, every mention of the word in phrases such as 'Good night'. We also note that even though in "Great expectations" the term "Night" is mentioned only somewhat less than in "David Copperfield", the concept of Night hardly ever appears in the former book and quite frequently in the latter. 
Analyzing a collection structure
The second example analyses a collection of Charles Dicken's letters (here shown from 1835 to 53). We compare Dickens' use of the terms "god" (blue) and "philosophy" (orange) in Figure 6 , left, with the occurrence of the concepts God and Philosophy, right. One can see that even though the term "Philosophy" is rarely used, topics of a philosophical nature appear quite often. On the other hand, the term "god" is used more often than the concept. 
