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UN THE´ORE`ME DE LA LIMITE LOCALE POUR DES
ALGORITHMES EUCLIDIENS
AI¨CHA HACHEMI
Re´sume´. Nous montrons un the´ore`me de la limite locale pour les Al-
gorithmes Euclidiens : standard, centre´ et impair, avec une fonction
couˆt quelconque a` croissance mode´re´e.
Abstract. We prove a local limit theorem for the Euclidean algorithms
standard, centred and odd, with any cost function of moderate growth.
1. Introduction
Il est devenu classique d’associer des syste`mes dynamiques de l’inter-
valle a` des algorithmes arithme´tiques (voir B.Valle´e [4]). Dans un article
re´cent [1], V.Baladi et B.Valle´e ont e´tudie´ certaints de ces algorithmes
a` savoir les algorithmes “standard”, “centre´”, et “impair”, associe´s a` des
fonctions couˆt a` croissance mode´re´e. Graˆce a` une e´tude du comporte-
ment spectral d’un ope´rateur de transfert et a` la formule de Perron, elles
ont obtenu un the´ore`me de la limite centrale (the´ore`me 2, ci-dessous)
avec vitesse de convergence optimale, et un the´ore`me de la limite locale
pour des fonctions couˆt “re´seau” avec la meˆme vitesse de convergence.
Nous montrons le deuxie`me the´ore`me sans vitesse pour des fonctions
couˆt quelconques.
Les trois algorithmes cite´s ci-dessus sont de´finis par des divisions eucli-
diennes. Soient u, v deux entiers tels que v ≥ u ≥ 1. La division clas-
sique (qui correspond a` l’algorithme Euclidien standard G), v = mu+r
produit un entier m ≥ 1 et un reste entier r tel que 0 ≤ r < u. La
division centre´e (l’algorithme centre´ K) exige que v ≥ 2u et prend la
forme v = mu + s, avec s ∈ [−u/2,+u/2[. En posant s = εr, avec
ε = ±1 (et ε = +1, si s = 0 ), on obtient un entier reste r tel que
0 ≤ r ≤ u/2 et un entier m ≥ 2. La division impaire (l’algorithme O)
produit un quotient impair : v = mu+ s avec m impair et s un entier
s ∈ [−u,+u[. En posant s = εr avec ε = ±1 (et ε = +1, si s = 0) on
obtient un reste entier r tel que 0 ≤ r ≤ u et un entier m ≥ 1.
Dans les trois cas, les divisions sont de´finies par des paires q = (m, ε),
appele´es “digits”.
Tout couple d’entiers (u, v) engendre une suite de“transformations frac-
tionnelles line´aires”(TFLs) h dans un ensembleH (H de´pend de chaque
algorithme), qui transforme le quotient r/u en une fonction de u/v. On
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a h[m,ε](x) = 1/(m+ εx). La TFL qui apparaˆıt dans la dernie`re e´tape
appartient a` F ⊂ H (l’algorithme s’arreˆte lorsque r = 0).
Ainsi, chaque algorithme applique´ a` un rationnel u/v donne une frac-
tion continue
u
v
=
1
m1 +
ε1
m2 +
ε2
. . . +
εP−1
mP
,
de longueur P = P (u, v), et qui de´compose u/v en
(u/v) = h1 ◦ h2 ◦ ... ◦ hP (0) = h(0)
ou` les hi ∈ H, 1 ≤ i ≤ P − 1, et hp ∈ F .
On s’inte´resse aux diffe´rents couˆts associe´s a` l’exe´cution d’un algo-
rithme. Le couˆt le plus basique est le nombre d’e´tapes P . En ge´ne´ral,
e´tant donne´e une fonction couˆt c a` valeurs non-ne´gatives de´finie sur
H := l’ensemble des TFLs associe´es a` l’algorithme, on conside`re un
couˆt total additif de la forme
C(u, v) :=
P (u,v)∑
i=1
c(hi).
On associe a` chaque algorithme un syste`me dynamique de l’intervalle
T : I −→ I (avec I =]0, 1[ pour G, I =]0, 1/2] pour K et I = [0, 1]
pour O). T est l’extension a` I de l’application de´finie sur les rationnels
en associant r/u a` u/v. On obtient
T (x) :=| 1
x
− A( 1
x
) |, x 6= 0, T (0) = 0
ou` 

A(y) := la partie entie`re de y ; pour G
A(y) := l’entier le plus proche de y ; pour K
A(y) := l’entier impair le plus proche de y ; pour O
et l’ensemble H = {h[q]} est l’ensemble des branches inverses de T .
L’ensemble des branches inverses de l’ite´re´ T n est Hn, ses e´le´ments
sont de la forme h[q1] ◦h[q2] ◦· · ·◦h[qn] ou` n est appele´“profondeur”de la
branche. Les syste`mes T associe´s aux trois algorithmes G,K,O, appar-
tiennent a` la “bonne classe” des “applications comple`tes par morceaux”,
que l’on de´finit comme suit :
De´finition 1. [Application de l’intervalle comple`te par morceaux].
Une application T : I −→ I est comple`te par morceaux s’il existe un
ensemble Q (fini ou de´nombrable) et une partition d’ouverts {Iq}q∈Q
(mod un ensemble de´nombrable) de l’intervalle I tels que la restriction
de T a` Iq admette une extension bijective de classe C2 de la cloˆture de
Iq dans I.
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De´finition 2. [Bonne classe]. Une application comple`te par morceaux
appartient a` la bonne classe si :
(i) T est uniforme´ment dilatante par morceaux, c.a`.d, il existe C > 0
et ρ̂ < 1 tels que | h′(x) |≤ C ρ̂n pour tout h ∈ Hn, toute profondeur n
et tout x ∈ I. Le nombre ρ de´fini par :
ρ := lim sup
n−→∞
(max{|h′(x)|; h ∈ Hn, x ∈ I})1/n
est appele´ le taux de contraction.
(ii) Il existe K̂ > 0, appele´e constante de distorsion, telle que toute
branche inverse h de T ve´rifie :
|h′′(x)| ≤ K̂|h′(x)| pour tout x ∈ I.
(iii) Il existe σ0 < 1 tel que
∑
h∈H
sup |h′|σ <∞ pour tout re´el σ > σ0.
(iυ) L’application T n’est pas conjugue´e a` une application affine par
morceaux.
Remarque : On ve´rifie que pour nos algorithmes σ0 = 1/2 (voir [3]).
Si I est muni d’une probabilite´ (initiale) de densite´ f0 par rapport a`
la mesure de Lebesgue, alors T agit sur I par (f1 dx) = (T⋆(f0 dx)).
L’ope´rateur H tel que f1 = H[f0] est appele´ le transformateur de den-
site´, ou l’ope´rateur de Perron-Frobenius. Un changement de variable
donne :
H[f ](x) :=
∑
h∈H
|h′(x)| f ◦ h(x), Hn[f ](x) :=
∑
h∈Hn
|h′(x)| f ◦ h(x)
Condition CM[Croissance Mode´re´e]. Soit H l’ensemble des branches
inverses d’une application de la bonne classe. Un couˆt c : H −→ R+
est a` croissance mode´re´e si :∑
h∈H
exp[wc(h)] . |h′(x)|s
converge lorsque (ℜs,ℜw) ∈ Σ0 ×W0 avec Σ0 =]σ̂0,∞], pour σ0 ≤
σ̂0 < 1, et W0 =]−∞, ν0] pour ν0 > 0.
En posant H⋆ := ∪k≥1Hk on peut prolonger le couˆt en un couˆt total,
qui sera aussi note´ c, de´fini sur H⋆ par
c(h1 ◦ h2 ◦ · · · ◦ hk) :=
k∑
i=1
c(hi).
On peut alors de´finir une version perturbe´e et ponde´re´e de l’ope´rateur
de transfert de´pendant de deux parame`tres complexes s et w,
Hs,w[f ](x) :=
∑
h∈H
exp[wc(h)] . |h′(x)|s . f ◦ h(x).
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Par conse´quent, (en utilisant la proprie´te´ d’additivite´ du couˆt total C)
Hns,w[f ](x) :=
∑
h∈Hn
exp[wc(h)] . |h′(x)|s . f ◦ h(x).
Dans la proposition suivante on cite quelques proprie´te´s de l’ope´rateur
Hs,w.
Proposition 1. [1]. En posant s = σ+ it, w = iτ , et R(s, w) le rayon
spectral de Hs,w et Re(s, w) son rayon spectral essentiel, et Hσ,0 := Hσ,
on a :
(1) Si σ ∈ Σ0, alors Hs,iτ est borne´ sur C1(I), et il de´pend ana-
lytiquement de (s, iτ), R(s, iτ) ≤ R(σ) et Re(s, iτ) ≤ ρ̂Re(σ) (avec
ρ < ρ̂ < 1). De plus l’ope´rateur Hσ admet une unique valeur pro-
pre λ(σ) re´elle, positive, simple et de module maximal, associe´e a` une
fonction propre positive.
(2) [Trou Spectral.] Pour σ ∈ Σ0, il existe un trou spectral, c.a`.d,
le rayon spectral sous-dominant rσ de´fini par rσ := sup{|λ|;λ ∈
Sp(Hσ), λ 6= λ(σ)}, ve´rifie rσ < λ(σ).
(3) Pour σ ∈ Σ0, on de´finit la pression par Λ(σ = log λ(σ). Notons
Λ
′′
s2,Λ
′′
τ2 les de´rive´es partielles d’ordre 2 de la fonction Λ(s, iτ). Au point
(1, 0) la pression est strictement convexe en s, c.a`.d Λ
′′
s2(1, 0) > 0. De
plus, si c n’est pas constante, alors la pression est strictement convexe
par rapport a` iτ en (1, 0), c.a`.d Λ
′′
τ2(1, 0) > 0
(4) [La fonction iτ 7→ σ(iτ).] Il existe un voisinage complexe W de
0 et une unique fonction σ :W −→ C tels que λ(σ(iτ), iτ) = 1, cette
fonction est analytique, de plus σ(0) = 1, et σ
′′
(0) 6= 0.
Pour la preuve voir ([1], Sec.2).
Condition UNI : On dit que le syste`me dynamique T ve´rifie la con-
dition UNI si toute branche inverse de T s’e´tend en une fonction C3,
et si pour tout h, k deux branches inverses de la meˆme profondeur, on
note
Ψh,k(x) := log
|h′(x)|
|k′(x)| , ∆(h, k) := infx∈I
∣∣Ψ′h,k(x)∣∣
et pour tout η > 0,
J (h, k) :=
⋃
k∈Hn,∆(h,k)≤η
k(I),
alors,
(a) Pour tout 0 < a < 1 on a
∣∣J (h, ρan)∣∣≪ ρan, ∀n, ∀h ∈ Hn.
(b) sup
{∣∣Ψ′′h,k(x)∣∣;n ≥ 1, h, k ∈ Hn, x ∈ I} <∞.
Afin de supprimer l’effet du facteur |s| on de´finit la norme suivante :
‖f‖1,t := ‖f‖0 + ‖f‖1|t| = sup |f |+
sup |f ′|
|t|
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The´ore`me 1. [Estimations a` la Dolgopyat] ([1] Sec.2). Soient (I, T, c)
avec T dans la bonne classe et c a` croissance mode´re´e, et ρ le taux
de contraction, et telle que la condition UNI ait lieu. Soit Hs,w son
ope´rateur de transfert ponde´re´ agissant sur C1(I).
Pour tout r > 0, il existe un voisinage complexe Σ1 =]1− α, 1 + α[ de
1 et M > 0 tels que, pour tout s = σ+ it, avec σ ∈ Σ1 et |t| ≥ 1/ρ2, et
tout τ ∈ R
‖(I −Hs,iτ)−1‖1,t ≤M |t|r .
Conside´rons l’ensemble ΩN := {(u, v) ∈ Z+⋆ ; gcd(u, v) = 1, u ≤ v ≤
N}, muni de la probabilite´ uniforme PN . Afin d’e´tudier la distribution
du couˆt total C(u, v) associe´ a` un certain couˆt c (a` croissance mode´re´e),
on de´finit sa “fonction ge´ne´ratrice des moments” sur ΩN :
EN [exp(iτC)] :=
Φiτ (N)
Φ0(N)
,
ou` Φiτ (N) = Φc,iτ (N) est la valeur cumule´e de exp(iτC) sur ΩN :
Φiτ (N) :=
∑
(u,v)∈ΩN
exp[iτC(u, v)] , Φ0(N) =| ΩN | .
En suivant le principe de´fini dans [5], on peut remplacer la suite des
fonctions ge´ne´ratrices des moments par une se´rie de Dirichlet, qu’on
appelera la fonction ge´ne´ratrice des moments de Dirichlet :
S(s, iτ) :=
∑
(u,v)∈Ω
1
vs
exp[iτC(u, v)] =
∑
n≥1
cn(iτ)
ns
,
ou`
Ω := {(u, v) ∈ Z+⋆ ; gcd(u, v) = 1} et cn(iτ) :=
∑
(u,v)∈Ωn ,v=n
exp[iτC(u, v)].
On a ∑
n≤N
cn(iτ) = Φiτ (N).
De plus, il est facile de montrer que ;
(1.1) S(2s, iτ) = Fs,iτ ◦ (I −Hs,iτ)−1[1](0),
ou`
Fs,iτ [f ](x) := Hs,iτ [f · 1∪h∈Fh(I)](x),
Parmi les re´sultats obtenus par V.Baladi et B.Valle´e ([1], Sec.4) le CLT
suivant :
The´ore`me 2. [The´ore`me de la limite centrale avec vitesse de conver-
gence.] Pour les algorithmes Euclidiens G, K, O, et tout couˆt c 6≡ 0 a`
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croissance mode´re´e, en posant Λ(σ) := Λ(σ, 0) la fonction de la propo-
sition 1 : (a) Il existe µ(c) > 0, δ(c) > 0 et K > 0 tels que, pour tout
N ∈ N∗ et tout y ∈ R∣∣∣∣PN
[
(u, v) |C(u, v)− µ(c) logN
δ(c)
√
logN
≤ y
]
− 1√
2pi
y∫
−∞
e−x
2/2 dx
∣∣∣∣ ≤ K√logN .
ou`
µ(c) = 2σ
′
(0) et δ2 = 2σ
′′
(0).
avec σ la fonction de la proposition 1.4.
Pour un intervalle J de R, on note |J | la mesure de Lebesgue de J . Notre
re´sultat montre´ dans la troisie`me partie, est le the´ore`me suivant :
The´ore`me 3. [The´ore`me de la limite locale.] Pour les algorithmes eu-
clidiens G, K, O et pour toute fonction couˆt c a` croissance mode´re´e,
en posant µ(c), δ2(c) les constantes du the´ore`me 2 , on a : ∀J intervalle
de R, ∀ε > 0, ∃N0 tel que pour tout N ≥ N0 et tout x ∈ R
(1.2)∣∣∣∣√logNPN
[
(C(u, v)−µ(c) logN−δ(c)x
√
logN) ∈ J
]
−|J | e
−x2
2
δ(c)
√
2pi
∣∣∣∣<ε.
2. Estimations de la fonction ge´ne´ratrice des moments.
Parmi les conse´quences les plus utiles de la proposition 1 est que pour
(s, iτ) ∈ W1 un voisinage complexe de (1, 0), on aHs,iτ = λ(s, iτ)Ps,iτ+
Ns,iτ ou` Ps,iτ est la projection spectrale associe´e a` λ(s, iτ) et le rayon
spectral de Ns,iτ est ≤ θ, avec r1 < θ < 1 (r1 de la proposition 1).
On montre de plus que pour (s, iτ) ∈ W1
(I −Hs,iτ)−1 = λ(s, iτ)
1− λ(s, iτ) Ps,iτ + (I −Ns,iτ)
−1.
a pour seule singularite´ dans W1 un poˆle simple en chaque point (s =
σ(iτ), iτ), avec re´sidu, l’ope´rateur non nul
R(iτ) :=
−1
λ′s(σ(iτ), iτ)
Pσ(iτ),iτ .
On veut exprimer EN [exp(iτC)] en quasi-puissance, pour cela on
introduit un autre mode`le probabiliste
(
ΩN(ξ), PN(ξ)
)
avec ΩN(ξ) =
ΩN : on fixe une fonction t 7−→ ξ(T ), avec 0 ≤ ξ(T ) ≤ 1, puis pour
un entier N , on choisit uniforme´ment un entier Q entre N − ⌊Nξ(N)⌋
et N , ensuite on choisit un e´le´ment (u, v) dans ΩQ.
Dans ce qui suit, la notation A(l) = O(B(l)) signifie qu’il existeM > 0,
tel que pour tout l ; |A(l)| ≤M |B(l)|.
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On note EN [exp(iτC)] la fonction ge´ne´ratrice des moments de´finie sur(
ΩN(ξ), PN(ξ)
)
. V.Baladi et B.Valle´e [1] obtiennent :
Lemme 1. Conside´rons l’un des trois Algorithmes G,K,O. Il existe
0 < α0 < 1/2 = σ0 (avec σ0 de la de´finition 2) tel que en posant
ξ(N) = N−α0 on ait :
(a) La distance entre les distributions PN(ξ) et PN est O(ξ(N)).
(b) La fonction ge´ne´ratrice des moments EN de C s’exprime en
quasi-puissance. Plus pre´cise´ment, il existe < α̂0 < α0 < 1/2 tel que
pour toute fonction couˆt a` croissance mode´re´e on ait : 1/2 = σ0 < α̂0 <
α0 (avec σ0 de la de´finition 2)
EN [exp(iτC)] =
E(iτ)
E(0)σ(iτ)
N2(σ(iτ)−σ(0)) [1 +O(N−α̂0)],
avec un O− terme uniforme par rapport a` N −→∞, τ proche de 0, et
E(iτ) = Fσ(iτ),iτ ◦R(iτ)[1](0).
Preuve.(-Esquisse - on re´fe`re a` [1] Sec.4 pour les de´tails.) La premie`re
partie du lemme de´coule de la de´finition de PN(ξ) et du fait que |ΩN | =
KN2(1 + O(logN/N)), avec K > 0 bien de´fini pour chacun des trois
algorithmes, (voir [1] Sec.4.4).
Posons
Ψiτ (T ) :=
∑
n≤T
cn(iτ)(T − n) =
∑
N≤T
∑
n≤N
cn(iτ) =
∑
N≤T
Φiτ (N).
En appliquant le the´ore`me de Cauchy sur la se´rie de Dirichlet S(s, iτ)
et le rectangle
U(iτ) = {s ; ℜs = 1± α̂} × {s ; ℑs = ±U},
avec α̂0 < α̂, (s 7−→ S(s, iτ) e´tant me´romorphe sur U(iτ) lorsque τ est
proche de 0), puis la formule de Perron d’ordre 2 qui transforme l’in-
te´grale sur le rectangle U(iτ) en une inte´grale sur une droite verticale,
on obtient la formule de quasi-puissance pour la se´rie Ψiτ (T ). Ensuite
la relation ;
Φiτ (N) : =
1
N⌊ξ(N)⌋
N∑
Q=N−⌊Nξ(N)⌋
∑
n≤Q
cn(iτ)
=
1
N⌊ξ(N)⌋
[
Ψiτ (N)−Ψiτ
(
N − ⌊ξ(N)⌋)],
nous permet de transmettre la quasi-puissance a` Φiτ (N), puis a` EN . ✷
De´finition 3. Une fonction c est dite re´seau si elle est non nulle et
s’il existe Lc, L0 > 0 tels que L0/Lc soit irrationnel, et (c − L0)/Lc a`
valeurs entie`res. Le plus grand de ces Lc est appele´ largeur de c.
Le lemme suivant est une petite ge´ne´ralisation du lemme 15 de [1].
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Lemme 2. On conside`re l’un des algorithmes G,K,O. Pour toute fonc-
tion couˆt c a` croissance mode´re´e, pour tout 0 < L < ∞ (dans le cas
ou` c est une fonction re´seau de largeur Lc, on prend 0 < L ≤ pi/Lc),
et tout 0 < ν˜0 < L, il existe γ0 = γ0(L, ν˜0) > 0, Q = Q(L, ν˜0) > 0 tels
que pour tout |τ | ∈ [ν˜0, L] on ait pour ξ(N) = N−α̂0
EN [exp(iτ(C(u, v))] ≤ Q N−γ0 , ∀N ∈ N.
Preuve. Soit r > 0, le the´ore`me 1 assure l’existence de α > 0 tel que
pour tout s avec ℜs = σ ≤ |1−α| et |ℑs| ≥ 1/ρ2 et pour τ arbitraire ;
‖(I −Hs,iτ)−1‖1,t ≤M |t|r.
Supposons que |t| ≤ 1/ρ2 et τ ∈ [ν˜0, L]. La proposition 1.(1), 1.(3) et
la condition UNI impliquent que 1 /∈ SpH1+it,iτ (voir prop.1 de [1]).
Donc d’apre`s la the´orie de la perturbation de parties finies du spectre
il existe 0 < γ1 < α tel que sur l’ensemble compact
{(s, τ) ∈ C× R; |σ − 1| ≤ γ1, |t| ≤ 1/ρ2, |τ | ∈ [ν˜0, L]},
on ait 1 /∈ SpHσ+it,iτ . En effet la fonction s 7−→ Hs,iτ est analytique
sur cet ensemble. D’ou` l’existence de Q˜ = Q˜(ν˜0, L) tel que :
‖(I −H1±γ1+it,iτ)−1‖1,t ≤ Q˜.
Par conse´quent, pour tout |τ | ∈ [ν˜0, L], il existe Q = Q(ν˜0, L) tel que ;
(2.1) ‖(I −H1±γ1+it,iτ)−1‖1,t ≤ Qmax(1, |t|r), ∀t ∈ R.
Graˆce a` (1.1), on transforme (2.1) en une estimation de S(s, iτ) qui, en
tant que fonction de s, est analytique sur le rectangle U˜(iτ) = {s; ℜs =
1± γ1} × {s; ℑs = ±U} (avec 0 < γ1 < α̂, U > 0).
Le the´ore`me de Cauchy et la formule de Perron nous permettent de
de´duire la de´croissance de Φiτ (N) et par conse´quent celle de EN (voir[1]
Sec.5). ✷
3. Preuve du the´ore`me 3.
Posons n = logN et qx(n) = µ(c)n− δ(c)x
√
n.
Rappelons que, par le lemme 1,
∣∣PN(ξ)−PN ∣∣ = O(e−nα0), il suffit alors
de de´montrer (1.2) pour PN .
Soient mn = mx,n une suite de mesures de´finies sur la tribu des
Bore´liens de R par :
mn(J) := PN
[(
C(u, v)− qx(n)
) ∈ J],
et m = mx la mesure de´finie par :
m(J) :=
e−x
2/2
δ(c)
√
2pi
|J |.
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On suit la me´thode de Breiman ([2], Chp.10.2) : Pour montrer que√
n mn
w−→m, il suffit de montrer que pour toute fonction ψ non-
ne´gative continue et dont la transforme´e de Fourier ψ̂ est a` support
compact on ait :
√
n
∫
ψ dmn −→
∫
ψ dm.
Ce qui signifie que pour tout ε fixe´, il existe n0 ∈ N (n0 inde´pendant
de x) tel que pour tout N ≥ N0 ;∣∣∣∣√n EN[ψ(C(u, v)− qx(n))]− e−x
2/2
√
2piδ(c)
∫
ψ(y)dy
∣∣∣∣ < ε, ∀x ∈ R.
Soit [−L,+L] contenant le support de ψ̂. On a
√
n EN
[
ψ
(
C(u, v)− qx(n)
)]
=
√
n
2pi
+L∫
−L
ψ̂(τ)EN
[
exp
(
iτ
(
C(u, v)− qx(n)
))]
dτ
=
√
n
2pi
+L∫
−L
ψ̂(τ) e−iτqx(n)EN
[
exp
(
iτ
(
C(u, v)
)]
dτ
=: I(n).
Soit 0 < ν0 < ν˜0 avec ν˜0 assez petit (comme dans le lemme 2). De´-
composons l’intervalle [−L,+L] en |τ | ≤ ν0 et |τ | ∈ [ν0, L], ainsi I(n) se
de´compose en I
(n)
0 + I
(n)
1 .
Montrons d’abord que I
(n)
1 −→ 0 lorsque n −→∞.
En appliquant le lemme 2, on obtient (rappelons que γ0 = γ0(L, ν˜0))
|I(n)1 | ≤
√
n
2pi
Q N−γ0
∫
|τ |∈[ν0,L]
∣∣ψ̂(τ)∣∣ dτ
≤ Q
2pi
√
n e−nγ0
∫
|τ |∈[ν0,L]
∣∣ψ̂(τ)∣∣ dτ
≤ K˜
n
∫
|τ |∈[ν0,L]
∣∣ψ̂(τ)∣∣ dτ = C˜
n
< ε/2.
Il suffit de prendre N > exp
[
C˜ε−1
]
, ou` C˜ = C˜(L, ν˜, ψ), C˜ inde´pen-
dant de x.
Calculons I
(n)
0 . On suit la me´thode [1] (sec.5).
Rappelons d’abord que d’apre`s la proposition 1.4, σ
′′
(0) 6= 0, d’ou` pour
ν0 suffisamment petit, on a δ0 := inf{|ℜσ′′(τ)|; τ ∈ [−ν0, ν0]} > 0.
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Posons τn :=
(
logn
δ0n
)1/2
et de´composons l’intervalle [−ν0,+ν0] en |τ | ≤
τn et |τ | ∈ [τn, ν0].
I
(n)
0 =
√
n
2pi
∫
|τ |≤τn
ψ̂(τ) e−iτqx(n)EN [exp(iτC(u, v))] dτ
+
√
n
2pi
∫
|τ |∈[τn,ν0]
ψ̂(τ) e−iτqx(n)EN [exp(iτC(u, v))] dτ.
Le 2e`me terme est e´gal a` O
(
1/
√
n
)
, en effet, en rappelant l’expression
de EN dans le lemme 1, et que la fonction g : z 7−→ σ(z)− 1− zσ′′(0)
admet un point col en z = 0
(
g
′
(0) = 0 et g
′′
(0) 6= 0), on a :
√
n
2pi
∣∣∣∣
∫
|τ |∈[τn,ν0]
ψ̂(τ) e−iτqx(n)EN [exp(iτC(u, v))] dτ
∣∣∣∣
=
√
n
2pi
∣∣∣∣
∫
|τ |∈[τn,ν0]
ψ̂(τ) e−iτδ(c)x
√
nN−iτµ(c)EN [exp(iτC(u, v))] dτ
∣∣∣∣
≤
√
n
2pi
sup
|τ |∈[τn,ν0]
∣∣∣∣N−iτµ(c)EN [exp(iτC(u, v))]
∣∣∣∣
∣∣∣∣
∫
|τ |∈[τn,ν0]
ψ̂(τ) e−iτδ(c)x
√
n dτ
∣∣∣∣
≤
√
n
2pi
sup
|τ |∈[τn,ν0]
∣∣∣∣e2n(σ(iτ)−1−iτσ′ (0)) E(iτ)E(0) σ(iτ)(1 +O(e−α̂0n))
∣∣∣∣
∫
τ∈R
|ψ̂(τ)| dτ.
On ve´rifie aise´ment que les fonctions :
f
(n)
1 : τ 7−→ exp
[
2n
(
σ(iτ)− 1− iτσ′(0))]
et
f
(n)
2 : τ 7−→
E(iτ)
E(0)σ(iτ)
(
1 +O(e−α̂0n)
)
ve´rifient pour |τ | ≤ ν0 :
(3.1)
∣∣f (n)1 (τ)∣∣ = O(e−nτ2δ0)
et
(3.2)
∣∣f (n)2 (τ)∣∣ = O(1 + |τ |+ e−nα̂0).
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D’ou` √
n
2pi
∣∣∣∣
∫
|τ |∈[τn,ν0]
ψ̂(τ) e−iτqx(n)EN [exp(iτC(u, v))] dτ
∣∣∣∣
≤ D˜(ψ)
√
n
2pi
sup
|τ |∈[τn,ν0]
∣∣∣∣e−nτ2δ0(1 + |τ |+ e−nα̂0)
∣∣∣∣
≤ √n M e−nτ2nδ0
=
√
n
M
n
= O
(
1/
√
n
)
.
Avec M de´pendant de ψ, ν˜0 et inde´pendant de x.
Rappelons que, par le the´ore`me 2, µ(c)=2σ
′
(0) et δ2(c)=2σ
′′
(0) ; ainsi,
I˜
(n)
0 :=
√
n
2pi
∫
|τ |≤τn
ψ̂(τ) e−iτqx(n)EN [exp(iτC(u, v))] dτ
=
√
n
2pi
∫
|τ |≤τn
ψ̂(τ)e−iτqx(n)e2n(σ(iτ)−1)
E(iτ)
E(0)σ(iτ)
(
1 +O(e−α̂0n)
)
dτ
=
√
n
2pi
∫
|τ |≤τn
ψ̂(τ) e−iτδ(c)x
√
n e2n(σ(iτ)−1−iτσ
′
(0)) E(iτ)
E(0)σ(iτ)
(
1+O(e−α̂0n)
)
dτ.
Posons
J
(n)
0 :=
√
n
2pi
∫
|τ |≤τn
ψ̂(τ) e−iτδ(c)x
√
n e2n(σ(iτ)−1−iτσ
′
(0))dτ.
Graˆce a` (3.1) et (3.2), on a
1
2pi
∣∣I˜(n)0 − J (n)0 ∣∣ ≤ 12pi
∫
|τ |≤τn
∣∣ψ̂(τ)∣∣|τ |e−nτ2δ0 + e−nα̂0 ∫
|τ |≤τn
∣∣ψ̂(τ)∣∣e−nτ2δ0dτ
≤ 1
2pi
∫
|τ |≤τn
∣∣ψ̂(τ)∣∣|τ | dτ + 1
nα̂0
∫
|τ |≤τn
∣∣ψ̂(τ)∣∣ dτ
≤ K1√
n
+
K2
n
= O
(
1/
√
n
)
.
Ou` K1, K2 de´pendent de ψ.
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Ainsi,
I˜
(n)
0 =
√
n
2pi
∫
|υ|≤τn√n
ψ̂(
υ√
n
) e−iτδ(c)x
√
n e
2n(σ(i υ√
n
)−1−i υ√
n
σ
′
(0))
dυ+O
(
1/
√
n
)
.
D’autre part, ∣∣∣∣e2n(σ(i υ√n )−1−i υ√nσ′ (0)) − e δ2(c)υ22
∣∣∣∣ = O
(
υ3√
n
)
d’ou` par le the´ore`me de la convergence domine´e de Lebesgue, on a pour
tout n suffisamment grand et inde´pendant de x :∣∣∣∣I˜(n)0 − ψ̂(0)
∫
R
e−iδ(c)xυe−δ
2(c)υ2/2dυ
∣∣∣∣ < ε/2, ∀x ∈ R.
Ce qui signifie que pour tout ε fixe´ et n suffisamment grand,∣∣∣∣I(n)0 − e−x
2/2
δ(c)
√
2pi
∫
ψ(y)dy
∣∣∣∣ < ε/2,
uniforme´ment en x. ✷
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