On the Laplacian spectral radius of weighted trees with a positive weight set  by Tan, Shang-wang
Discrete Mathematics 310 (2010) 1026–1036
Contents lists available at ScienceDirect
Discrete Mathematics
journal homepage: www.elsevier.com/locate/disc
On the Laplacian spectral radius of weighted trees with a positive
weight setI
Shang-wang Tan
Department of Mathematics, China University of Petroleum, Dongying 257061, China
a r t i c l e i n f o
Article history:
Received 19 January 2009
Received in revised form 13 May 2009
Accepted 26 October 2009
Available online 22 November 2009
Keywords:
Weighted graph
Weighted tree
Laplacian spectral radius
Perron vector
a b s t r a c t
The spectrum of weighted graphs is often used to solve the problems in the design of
networks and electronic circuits.We first give some perturbational results on the (signless)
Laplacian spectral radius of weighted graphs when some weights of edges are modified;
we then determine the weighted tree with the largest Laplacian spectral radius in the set
of all weighted trees with a fixed number of pendant vertices and a positive weight set.
Furthermore, we also derive the weighted trees with the largest Laplacian spectral radius
in the set of all weighted trees with a fixed positive weight set and independence number,
matching number or total independence number.
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1. Introduction
In this paper we only consider simple weighted graphs with a positive weight set. Let G be a weighted graph with
vertex set {v1, v2, . . . , vn}, edge set E(G) 6= ∅ and weight set W (G) = {wj > 0 : j = 1, 2, . . . , |E(G)|}. The function
wG : E(G) → W (G) is called a weight function of G. It is obvious that each weighted graph corresponds to a weight
function. For convenience, define wG(uv) = 0 if uv 6∈ E(G). So G may be regarded as a weighted graph on a nonnegative
weight set, where uv ∈ E(G) if and only if wG(uv) > 0. Thus the adjacency matrix of G is defined to be the n × n matrix
A(G) = (wG(vivj)). The weight of vertex vi, denoted by wG(vi), is the sum of weights of all edges incident to vi in G. Let
W (G) = diag(wG(v1), wG(v2), . . . , wG(vn)) be the diagonal matrix of vertex weights of G. Then L(G) = W (G) − A(G) is
called the Laplacian matrix of G. From this fact and Gers˘gorin’s theorem, it follows that its eigenvalues are nonnegative
real numbers. Moreover, since its rows sum to 0, 0 is its smallest eigenvalue. Thus the eigenvalues of L(G) are denoted by
λ1(G) ≥ λ2(G) ≥ · · · ≥ λn−1(G) ≥ λn(G) = 0, where λ1(G), denoted by ρ(G), is called the Laplacian spectral radius of G
and λn−1(G) is called the algebraic connectivity of G.
The matrix R(G) = W (G) + A(G) is called the signless Laplacian matrix of G. Note that R(G) is a nonnegative
symmetricmatrix, its eigenvalues are all real numbers and its largest eigenvalue is a positive number. The largest eigenvalue
of R(G) is called the signless Laplacian spectral radius of G, denoted by µ(G). Since R(G) is nonnegative, there is a
nonnegative eigenvector corresponding to µ(G). In particular, when G is connected, R(G) is irreducible and by the well-
known Perron–Frobenius Theorem (see [8], for example),µ(G) is simple and there is a unique positive unit eigenvector. We
shall refer to such an eigenvector as the Perron vector of R(G).
Two weighted graphs G and H are called isomorphic, denoted by G = H , if there is a bijection f from V (G) to V (H) such
that ab ∈ E(G) if and only if f (a)f (b) ∈ E(H), andwG(ab) = wH(f (a)f (b)) for each ab ∈ E(G).
LetG = (V , E) be a simple graph and S be a subset of V ⋃ E. If all elements of S are not adjacent and not incident, then S is
called a total independent set of G. A total independent set of maximum cardinality is called a maximum total independent
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set of G and the number of elements in a maximum total independent set of G is called the total independence number of
G. Throughout, let NG(u) be the set of vertices adjacent to u in G and dG(u) be the degree of u in G. All other concepts and
notations not given in the paper, such as independence number, matching number and so on, are standard terminology of
graph theory (see [3], for example).
The Laplacian eigenvalues of weighted graphs have many important applications in Combinatorial optimization, the
design of networks, the design of electronic circuits and so on. On the other hand, unweighted graphs may be regarded
as weighted graphs whose edges have weight 1. Therefore, it is significant and necessary to investigate the Laplacian
eigenvalues of weighted graphs. Recently, this topic was mostly investigated in literature. Das and Bapat [4], Rojo [10]
obtained two upper bounds on the Laplacian spectral radius of weighted graphs. Rojo and Robbiano [11] gave an upper
bound on the Laplacian spectral radius of weighted trees. Fernandes et al. [5] derived an upper bound on the Laplacian
spectral radius of a weighted graph defined by a weighted tree and a weighted triangle attached, by one of its vertices, to
a pendant vertex of the tree. Berman and Zhang [2] gave a lower bound on the algebraic connectivity of weighted graphs.
Kirkland and Neumann [9] researched the algebraic connectivity of weighted trees under perturbation.
The remainder of this paper is organized as follows. In Section 2wewill give some perturbational results on the (signless)
Laplacian spectral radius of weighted graphs when some weights of edges are modified. In Section 3 we will determine the
weighted tree with the largest (signless) Laplacian spectral radius in the set of all weighted trees with a fixed number of
pendant vertices and a positive weight set. In Section 4 we will determine the weighted trees with the largest (signless)
Laplacian spectral radius in the set of allweighted treeswith a fixed positiveweight set and independence number,matching
number or total independence number.
2. Some perturbational results
Any modification of a weighted graph gives rise to perturbations of eigenvalues of its matrix. In literature this topic
is extensively investigated for unweighted graphs. In this section we present some perturbational results on the signless
Laplacian spectral radius of weighted graphs, which are useful and more ordinary than those of unweighted graphs.
Lemma 2.1 (Rayleigh–Ritz Theorem [8]). Let A be a Hermitian matrix and λ(A) be the largest eigenvalue of A. Then λ(A) =
max‖x‖=1,x∈Rn xtAx, and λ(A) = xtAx if x is a unit eigenvector corresponding to λ(A).
Lemma 2.2 ([7]). Let A be a nonnegative symmetric matrix and let x be a unit vector of Rn. If λ(A) = xtAx, then Ax = λ(A)x.
Theorem 2.3. Let a, b, u, v be four vertices of aweighted graph G and let x = (x1, x2, . . . , xn)t be a nonnegative unit eigenvector
corresponding to µ(G), where xi corresponds to the vertex vi of G. For 0 < δ ≤ wG(uv), let G1 be the weighted graph obtained
from G such that
wG1(ab) = wG(ab)+ δ, wG1(uv) = wG(uv)− δ, wG1(e) = wG(e), e ∈ E(G) \ {ab, uv}.
If xu + xv ≤ xa + xb, then µ(G) ≤ µ(G1).
In addition, if xu + xv < xa + xb or xu + xv ≤ xa + xb and G is connected, then µ(G) < µ(G1).
Proof. From Lemma 2.1, we have that
µ(G1)− µ(G) = max
‖y‖=1
ytR(G1)y− xtR(G)x ≥ xt(R(G1)− R(G))x
= δ[(xa + xb)2 − (xu + xv)2] ≥ 0. (2.1)
Suppose that xu + xv < xa + xb. By (2.1), it is obvious that µ(G) < µ(G1).
Suppose that xu+ xv ≤ xa+ xb and G is connected. From the Perron–Frobenius Theorem, x is a positive unit eigenvector.
Assumeµ(G) = µ(G1). From (2.1), we have thatµ(G1) = xtR(G1)x. Again from Lemma 2.2, we get R(G1)x = µ(G1)x, i.e. that
[W (G1)+ A(G1)]x = µ(G1)x. Without loss of generality, assume a 6∈ {u, v}. Then
µ(G1)xa = wG1(a)xa + wG1(ab)xb +
∑
z∈NG1 (a)\{b}
wG1(za)xz
= δ(xa + xb)+ wG(a)xa + wG(ab)xb +
∑
z∈NG(a)\{b}
wG(za)xz
= δ(xa + xb)+ wG(a)xa +
∑
z∈NG(a)
wG(za)xz .
Also from R(G)x = µ(G)x, we have that
µ(G)xa = wG(a)xa +
∑
z∈NG(a)
wG(za)xz .
So we have that (µ(G1) − µ(G))xa = δ(xa + xb) = 0. This implies that xa + xb = 0, a contradiction with xa + xb > 0.
Therefore, µ(G) < µ(G1). 
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Corollary 2.4. Let G and G1 be the two weighted graphs defined in Theorem 2.3. Let (x1, x2, . . . , xn)t and (x˜1, x˜2, . . . , x˜n)t be
two nonnegative unit eigenvectors corresponding to of µ(G) and µ(G1), where xi and x˜i correspond to the vertex vi of G and G1,
respectively. If xu + xv ≤ xa + xb, then x˜u + x˜v ≤ x˜a + x˜b.
In addition, if xu + xv < xa + xb or xu + xv ≤ xa + xb and G is connected, then x˜u + x˜v < x˜a + x˜b.
Proof. It is easy to see that G can be obtained from G1 in the following way
wG(uv) = wG1(uv)+ δ, wG(ab) = wG1(ab)− δ, wG(e) = wG1(e), e ∈ E(G1) \ {ab, uv}.
We first prove that x˜u + x˜v ≤ x˜a + x˜b. Assume that x˜u + x˜v > x˜a + x˜b. Then by the additional claim of Theorem 2.3, we
have µ(G1) < µ(G). On the other hand, since xu + xv ≤ xa + xb, again from Theorem 2.3, we get that µ(G) ≤ µ(G1), a
contradiction. Therefore, x˜u + x˜v ≤ x˜a + x˜b.
We next prove the additional claim. Assume that x˜u+ x˜v ≥ x˜a+ x˜b. Then by Theorem 2.3, we get thatµ(G1) ≤ µ(G). On
the other hand, since xu + xv < xa + xb or xu + xv ≤ xa + xb and G is connected, from the additional claim of Theorem 2.3,
we have that µ(G) < µ(G1), a contradiction. Therefore, x˜u + x˜v < x˜a + x˜b. 
Theorem 2.5. Let u, v be two distinct vertices of a connected weighted graph G and let u1, u2, . . . , us (ui 6= v, s 6= 0) be some
vertices of NG(u) \ NG(v). Let x = (x1, x2, . . . , xn)t be the Perron vector of R(G), where xi corresponds to the vertex vi of G. Let
G2 be the weighted graph obtained from G by deleting edges uuj and adding edges vuj such that
wG2(vuj) = wG(uuj), wG2(e) = wG(e), e 6= uuj, j = 1, 2, . . . , s.
If xu ≤ xv , then µ(G) < µ(G2).
Proof. Set H0 = G. For j = 1, 2, . . . , s, let Hj be the weighted graph obtained from Hj−1 by deleting the edge uuj and adding
the edge vuj such that
wHj(vuj) = wHj−1(uuj), wHj(e) = wHj−1(e), e ∈ E(Hj−1) \ {uuj}.
Since wHj−1(uuj) > wHj−1(vuj) = 0 for j = 1, 2, . . . , s, set δj = wHj−1(uuj), then Hj can be obtained from Hj−1 in the
following way
wHj(vuj) = wHj−1(vuj)+ δj, wHj(uuj) = wHj−1(uuj)− δj,
wHj(e) = wHj−1(e), e ∈ E(Hj−1) \ {vuj, uuj}.
Let xj = (xj1, xj2, . . . , xjn)t be a nonnegative unit eigenvector corresponding toµ(Hj), where x0 = x and xji corresponds to the
vertex vi of Hj. Then x0u1 + x0v ≥ x0u1 + x0u, and by the additional claim of Corollary 2.4, we have that
xjuj+1 + xjv > xjuj+1 + xju, j = 1, 2, . . . , s− 1.
Since Hs = G2, by the additional claim of Theorem 2.3, we get that
µ(G) = µ(H0) < µ(H1) < · · · < µ(Hs) = µ(G2). 
Theorem 2.6. Let a, b, u, v be four distinct vertices of a connected weighted graph G and let x = (x1, x2, . . . , xn)t be the Perron
vector of R(G), where xi corresponds to the vertex vi of G. For 0 < θ ≤ wG(ab), 0 < δ ≤ wG(uv), let G3 be the weighted graph
obtained from G such that
wG3(ab) = wG(ab)− θ, wG3(au) = wG(au)+ θ, wG3(uv) = wG(uv)− δ,
wG3(vb) = wG(vb)+ δ, wG3(e) = wG(e), e ∈ E(G) \ {ab, uv, vb, au}.
If (xu − xb)[(2xa + xb + xu)θ − (2xv + xb + xu)δ] ≥ 0, then µ(G) ≤ µ(G3).
In addition, µ(G) = µ(G3) if and only if xu = xb and (2xa + xb + xu)θ = (2xv + xb + xu)δ.
Proof. From Lemma 2.1, we have that
µ(G3)− µ(G) = max
‖y‖=1
ytR(G3)y− xtR(G)x ≥ xt(R(G3)− R(G))x
= (xu − xb)[(2xa + xb + xu)θ − (2xv + xb + xu)δ] ≥ 0. (2.2)
Assume µ(G) = µ(G3). By (2.2), we have that µ(G3) = xtR(G3)x. Again from Lemma 2.2, we get R(G3)x = µ(G3)x,
i.e. that [W (G3)+ A(G3)]x = µ(G3)x. Thus
µ(G3)xa = wG3(a)xa + wG3(ba)xb + wG3(ua)xu +
∑
z∈NG3 (a)\{u,b}
wG3(za)xz
= θ(xu − xb)+ wG(a)xa +
∑
z∈NG(a)
wG(za)xa
= θ(xu − xb)+ µ(G)xa.
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So we obtain xu = xb. In the similar way, we can get that
µ(G3)xb = δ(xb + xv)− θ(xa + xb)+ µ(G)xb.
Therefore, we have that θ(xa + xb) = δ(xb + xv). Combining xu = xb, we can get that (2xa + xb + xu)θ = (2xv + xb + xu)δ.
Assume xu = xb, (2xa + xb + xu)θ = (2xv + xb + xu)δ, i.e. that xu = xb, θ(xa + xb) = δ(xv + xb), θ(xa + xu) = δ(xv + xu).
Then we easily get that
wG3(a)xa +
∑
z∈NG3 (a)
wG3(za)xz = θ(xu − xb)+ µ(G)xa = µ(G)xa,
wG3(v)xv +
∑
z∈NG3 (v)
wG3(zv)xz = δ(xb − xu)+ µ(G)xv = µ(G)xv,
wG3(b)xb +
∑
z∈NG3 (b)
wG3(zb)xz = δ(xb + xv)− θ(xa + xb)+ µ(G)xb = µ(G)xb,
wG3(u)xu +
∑
z∈NG3 (u)
wG3(zu)xz = θ(xa + xu)− δ(xv + xu)+ µ(G)xu = µ(G)xu.
It is obvious that, for p ∈ V (G)− {a, b, u, v}, we have that
wG3(p)xp +
∑
z∈NG3 (p)
wG3(zp)xz = wG(p)xp +
∑
z∈NG(p)
wG(zp)xz = µ(G)xp.
Thus [W (G3) + A(G3)]x = µ(G)x, i.e. that R(G3)x = µ(G)x. Since x is the Perron vector of R(G), by the Perron–Frobenius
Theorem, it follows that µ(G) = µ(G3). 
3. Main results and proofs
In this section we will apply Theorems 2.3, 2.5 and 2.6 and the idea from [1,12] to determine the weighted tree with the
largest (signless) Laplacian spectral radius in the set of all weighted trees with a fixed number of pendant vertices and a
positive weight set.
Let Γ (s;m1,m2, . . . ,mn−1) be the set of all weighted trees with n vertices, s pendant vertices and a positive weight set
{m1,m2, . . . ,mn−1}, where 2 ≤ s ≤ n − 1. Let TM be a weighted tree in Γ (s;m1,m2, . . . ,mn−1) with the largest signless
Laplacian spectral radius and always suppose that (x1, x2, . . . , xn)t is the Perron vector of R(TM), where xi corresponds to
the vertex vi of TM . Next we will investigate the spectral and structural properties of TM .
In this section we always suppose that t ≥ 4 and P = 1 ∼ 2 ∼ · · · ∼ (t − 1) ∼ t is a path of TM such that the vertices 1
and t are two pendant vertices of TM , where ei = i(i+ 1) ∈ E(TM), i = 1, 2, . . . , t − 1.
Lemma 3.1. Let a = p, b = p+ 1, u = q, v = q+ 1 (p < q) be four vertices of P.
(1) If xa + xb ≥ xu + xv , thenwTM (ab) ≥ wTM (uv).
(2) If wTM (ab) > wTM (uv), then xa + xb > xu + xv .
(3) If xa + xb = xu + xv , thenwTM (ab) = wTM (uv).
Proof. It is obvious that (2) and (3) can be immediately derived from (1). Hence we only prove (1). Assume thatwTM (ab) <
wTM (uv). Put δ = wTM (uv)− wTM (ab) and let T ′ be the weighted tree obtained from TM such that
wT ′(ab) = wTM (ab)+ δ, wT ′(uv) = wTM (uv)− δ, wT ′(e) = wTM (e), e 6= ab, uv,
i.e. that T ′ is the weighted tree obtained from TM by exchanging the weights of edges ab and uv while making the weights
of other edges fixed. Then T ′ ∈ Γ (s;m1,m2, . . . ,mn−1), and from the additional claim of Theorem 2.3, we have that
µ(T ′) > µ(TM), a contradiction with the assumption of TM . 
Lemma 3.2. Let a = p, b = p+ 1, u = q, v = q+ 1 be four distinct vertices of P. Then
(1) (xu−xb)[(2xa+xb+xu)wTM (ab)−(2xv+xb+xu)wTM (uv)] ≤ 0. In addition, xu = xb if and only if (2xa+xb+xu)wTM (ab) =
(2xv + xb + xu)wTM (uv).
(2) (xv−xa)[(2xb+xa+xv)wTM (ab)−(2xu+xa+xv)wTM (uv)] ≤ 0. In addition, xv = xa if and only if (2xb+xa+xv)wTM (ab) =
(2xu + xa + xv)wTM (uv).
Proof. We only give the proof of (1). Assume the contrary, that is
(xu − xb)[(2xa + xb + xu)wTM (ab)− (2xv + xb + xu)wTM (uv)] > 0,
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or only one between xu = xb and (2xa + xb + xu)wTM (ab) = (2xv + xb + xu)wTM (uv) holds. Put θ = wTM (ab), δ = wTM (uv).
Let T ′ be the weighted tree obtained from TM such that
wT ′(ab) = wTM (ab)− θ, wT ′(au) = wTM (au)+ θ, wT ′(uv) = wTM (uv)− δ,
wT ′(vb) = wTM (vb)+ δ, wT ′(e) = wTM (e), e ∈ E(TM) \ {ab, uv},
i.e. that T ′ is the weighted tree obtained from TM by deleting the edges ab, uv and adding the new edges au, vb such
that wT ′(au) = wTM (ab), wT ′(vb) = wTM (uv). Then T ′ ∈ Γ (s;m1,m2, . . . ,mn−1), and from Theorem 2.6, we have that
µ(T ′) > µ(TM), a contradiction with the assumption of TM . 
Lemma 3.3. Let u, v be two distinct vertices of TM . If dTM (u) ≥ 2 and xv ≥ xu, then dTM (u) = 2 and dTM (v) ≥ 2.
Proof. Let NTM (u) = {u1, u2, . . . , ul}, where u1 is in the unique path from u to v.
If dTM (v) = 1, i.e. that v is a pendant vertex of TM , then let T ′ be the weighted tree obtained from TM by deleting edges
uui and adding edges vui such that
wT ′(vui) = wTM (uui), wT ′(e) = wTM (e), e 6= uui, i = 2, 3, . . . , l.
Then T ′ ∈ Γ (s;m1,m2, . . . ,mn−1), and by Theorem 2.5, we have that µ(T ′) > µ(TM), a contradiction with the assumption
of TM . It follows that dTM (v) ≥ 2.
If dTM (u) ≥ 3, i.e. that l ≥ 3, then let T ′ be the weighted tree obtained from TM by deleting the edge uul and adding the
edge vul such that
wT ′(vul) = wTM (uul), wT ′(e) = wTM (e), e ∈ E(TM) \ {uul}.
Then T ′ ∈ Γ (s;m1,m2, . . . ,mn−1), and by Theorem 2.5, we have that µ(T ′) > µ(TM), a contradiction with the assumption
of TM . It follows that dTM (u) = 2. 
Lemma 3.4. Let r, l (r < l) be two distinct vertices of P with xr = xl. Then
(1) r + l = t + 1.
(2) xi = xt−i+1, i = 1, 2, . . . , b t2c.
Proof. (1) Assume the contrary, namely r+ l 6= t+1. Suppose that r ≥ 2 and l ≤ t−1. We first prove xr−1 = xl+1. Assume
that xr−1 6= xl+1, then, without loss of generality, assume that xr−1 > xl+1. Let a = r − 1, b = r , u = l, v = l + 1. Then
xa + xb > xu + xv . By Lemma 3.1(1), we have thatwTM (ab) ≥ wTM (uv). IfwTM (ab) > wTM (uv), then
xu = xb, (2xa + xb + xu)wTM (ab) > (2xv + xb + xu)wTM (uv). (3.1)
IfwTM (ab) = wTM (uv), then
xa > xv, (2xb + xa + xv)wTM (ab) = (2xu + xa + xv)wTM (uv). (3.2)
(3.1) and (3.2) contradict with the additional claims of Lemma 3.2. Therefore, xr−1 = xl+1. If r ≥ 3 and l ≤ t − 2, then
replacing the vertices r and l above by r − 1 and l+ 1 respectively, in the similar way above we can get that xr−2 = xl+2. By
proceeding in this way, we can get that
xr−k = xl+k, k = 0, 1, . . . ,min{r − 1, t − l}. (3.3)
It is obvious that (3.3) also holds for r = 1 or l = t . If r + l ≤ t , then min{r − 1, t − l} = r − 1. Take k = r − 1 in (3.3) and
set u = r + l − 1. Then x1 = xu. Since 2 ≤ u ≤ t − 1, we have that dTM (u) ≥ 2. By Lemma 3.3, it follows that dTM (1) ≥ 2,
i.e. that 1 is a non-pendant vertex of TM , a contradiction. If r + l ≥ t + 2, then min{r − 1, t − l} = t − l. Take k = t − l
in (3.3) and set u = r + l − t . Then xt = xu. Since 2 ≤ u ≤ t − 1, we have dTM (u) ≥ 2. By Lemma 3.3, we also have that
dTM (t) ≥ 2, i.e. that t is a non-pendant vertex of TM , a contradiction. Therefore, r + l = t + 1.
(2) From r + l = t + 1 and (3.3), we can get that xi = xt−i+1, i = 1, 2, . . . , r . If r = b t2c, then the required results follow.
So now assume that r < b t2c and prove that xr+1 = xt−r . Assume that xr+1 6= xt−r , then, without loss of generality, assume
that xr+1 > xt−r . Let a = r+1, b = r, u = t− r+1, v = t− r . In the similar way with the proof of (1), we will get (3.1) and
(3.2), contradictions with the additional claims of Lemma 3.2. Therefore, xr+1 = xt−r . Repeat the above steps by replacing r
with r + 1, we can get that xi = xt−i+1, i = r + 1, r + 2, . . . , b t2c. 
From now on, we always suppose that the vertices of P are relabeled by v1, v2, . . . , vt such that xv1 ≥ xv2 ≥ · · · ≥ xvt .
Lemma 3.5. Let c(P) = { t2 , t+22 } if t is even, and c(P) = { t+12 } otherwise. Then
(1) {i, t − i+ 1} = {vt−2i+1, vt−2i+2}, i = 1, 2, . . . , b t2c.
(2) v1 ∈ c(P).
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Proof. (1) For 1 < i < t , it is obvious that dTM (i) ≥ 2. If x1 ≥ xi, then by Lemma 3.3, we have that dTM (1) ≥ 2, i.e. that the
vertex 1 is a non-pendant vertex of TM , a contradiction. Therefore, we have xi > x1. In the similar way, we have that xi > xt .
It follows that {x1, xt} = {xvt−1 , xvt }. Therefore, {1, t} = {vt−1, vt}, i.e. that the results hold for i = 1.
Case 1. Let t be an odd number.
Suppose that the results hold for 1, 2, . . . , i− 1(2 ≤ i ≤ b t2c), i.e. that
{j, t − j+ 1} = {vt−2j+1, vt−2j+2}, j = 1, 2, . . . , i− 1. (3.4)
Next we will show that {i, t − i+ 1} = {vt−2i+1, vt−2i+2}. By (3.4), we get that
{1, 2, . . . , i− 1, t − i+ 2, . . . , t − 1, t} = {vt , vt−1, vt−2, vt−3, . . . , vt−2i+4, vt−2i+3}. (3.5)
Assume {i, t − i+ 1} 6= {vt−2i+1, vt−2i+2}, then we have that
{i, t − i+ 1} 6⊆ {vt−2i+1, vt−2i+2}, {vt−2i+1, vt−2i+2} 6⊆ {i, t − i+ 1}.
So by combining (3.5), we have that
{i, t − i+ 1} 6⊆ {vt , vt−1, vt−2, vt−3, . . . , vt−2i+4, vt−2i+3, vt−2i+2, vt−2i+1}. (3.6)
{vt−2i+1, vt−2i+2} 6⊆ {1, 2, . . . , i− 1, i, t − i+ 1, t − i+ 2, . . . , t − 1, t}. (3.7)
By (3.6), it is easy to see that there is a k (1 ≤ k ≤ t − 2i) such that either i = vk or t − i+ 1 = vk. By (3.7), it is easy to see
that there is a l (i+ 1 ≤ l ≤ t − i) such that either l = vt−2i+1 or l = vt−2i+2.
First assume that i = vk. Write a = i− 1, b = i, u = l, v = l+ 1. Then by Lemma 3.2, we have that
(xu − xb)[(2xa + xb + xu)wTM (ab)− (2xv + xb + xu)wTM (uv)] ≤ 0, (3.8)
(xv − xa)[(2xb + xa + xv)wTM (ab)− (2xu + xa + xv)wTM (uv)] ≤ 0. (3.9)
Note that k ≤ t − 2i < t − 2i+ 1 < t − 2i+ 2, so we have that
xb = xvk ≥ xvt−2i ≥ xvt−2i+1 ≥ xvt−2i+2 .
Therefore, by u = l ∈ {vt−2i+1, vt−2i+2}, we get that
xb ≥ xu. (3.10)
Since l+ 1 ∈ {i+ 2, i+ 3, . . . , t − i, t − i+ 1}, by (3.5), we have that
v = l+ 1 ∈ {v1, v2, . . . , vt−2i+1, vt−2i+2}.
By taking j = i− 1 in (3.4), we have that
a = i− 1 ∈ {vt−2i+3, vt−2i+4}.
Therefore, by the above two equations, we get that
xv ≥ xa. (3.11)
If xb > xu and xv > xa, then by (3.8) and (3.9), we get, respectively, that
wTM (ab) ≥
2xv + xb + xu
2xa + xb + xu · wTM (uv) > wTM (uv), (3.12)
and
wTM (ab) ≤
2xu + xa + xv
2xb + xa + xv · wTM (uv) < wTM (uv), (3.13)
a contradiction. Thus we must have that xb ≤ xu or xv ≤ xa. Again by (3.10) and (3.11), we have that xb = xu or xv = xa. By
Lemma 3.4(1), we get that b+ u = t + 1 or a+ v = t + 1. These contradict with b+ u = a+ v = i+ l ≤ t .
Next assume that t − i + 1 = vk. Write a = t − i + 2, b = t − i + 1, u = l, v = l − 1. Then (3.8)–(3.10) hold. Since
l− 1 ∈ {i, i+ 1, . . . , t − i− 2, t − i− 1}, by (3.5), we have
v = l− 1 ∈ {v1, v2, . . . , vt−2i+1, vt−2i+2}.
By taking j = i− 1 in (3.4), we have that
a = t − i+ 2 ∈ {vt−2i+3, vt−2i+4}.
Therefore, by the above two equations, (3.11) still holds. Note that
b+ u = a+ v = t + (l− i)+ 1 ≥ t + 2,
so in the similar way to the case i = vk, we will also get contradictions.
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Case 2. Let t be an even number.
Set t = 2r and suppose the results hold for 1, 2, . . . , i− 1(2 ≤ i ≤ r − 1), i.e. that
{j, 2r − j+ 1} = {v2r−2j+1, v2r−2j+2}, j = 1, 2, . . . , i− 1.
In the similar way to Case 1 we can show that {i, 2r − i+ 1} = {v2r−2i+1, v2r−2i+2}. So
{j, 2r − j+ 1} = {v2r−2j+1, v2r−2j+2}, j = 1, 2, . . . , r − 1.
Again from {1, 2, . . . , 2r} = {v1, v2, . . . , v2r}, we get that {r, r + 1} = {v1, v2}.
(2) If t = 2r , then by taking i = r in (1), we get that {r, r + 1} = {v1, v2}. This implies that v1 ∈ c(P). If t = 2r + 1, then
by (1), we get that
{1, 2, . . . , r, r + 2, . . . , 2r, 2r + 1} = {v2r+1, v2r , v2r−1, . . . , v3, v2}.
Therefore, v1 = r + 1 ∈ c(P). 
P (any weighted path isomorphic to it) is called an alternating weighted path in edge weights if t = 2r and the weights
of all edges of P satisfy
wTM (er) ≥ wTM (er+1) ≥ wTM (er−1) ≥ wTM (er+2) ≥ wTM (er−2)
≥ · · · ≥ wTM (e2r−1) ≥ wTM (e1), (3.14)
or t = 2r + 1 and the weights of all edges of P satisfy
wTM (er+1) ≥ wTM (er) ≥ wTM (er+2) ≥ wTM (er−1)
≥ · · · ≥ wTM (e2r) ≥ wTM (e1). (3.15)
Remark 1. Each weighted path of two or three vertices may be regarded as an alternating weighted path in edge weights.
Lemma 3.6. P is an alternating weighted path in edge weights.
Proof. We will distinguish the following two cases.
Case 1. Assume that x1, x2, . . . , xt are distinct, i.e. that xv1 > xv2 > · · · > xvt .
From Lemma 3.5(1), we have that {1, t} = {vt , vt−1}. Without loss of generality, assume that vt = 1 and vt−1 = t (for the
other case the proof is quite analogous and the resulting weighted tree is isomorphic). We first prove the following claim:
vt−2i+2 = i, vt−2i+1 = t − i+ 1, i = 1, 2, . . . ,
⌊
t
2
⌋
. (3.16)
It is obvious that the results hold for i = 1. For 2 ≤ i ≤ b t2c, suppose that
vt−2j+2 = j, vt−2j+1 = t − j+ 1, j = 1, 2, . . . , i− 1.
Next we prove that vt−2i+2 = i, vt−2i+1 = t − i+ 1. Assume the contrary, i.e. that either vt−2i+2 6= i or vt−2i+1 6= t − i+ 1.
By Lemma 3.5(1), {i, t − i + 1} = {vt−2i+2, vt−2i+1}. So we must have that vt−2i+2 = t − i + 1, vt−2i+1 = i. Write
a = i− 1, b = i, u = t − i+ 1, v = t − i+ 2. Then (3.8) and (3.9) hold. It is easy to see that
xb = xi = xvt−2i+1 > xvt−2i+2 = xt−i+1 = xu.
By the assumptions of induction (take j = i− 1), we have that
xv = xt−i+2 = xvt−2i+3 > xvt−2i+4 = xi−1 = xa.
So by (3.8) and (3.9), we get (3.12) and (3.13), a contradiction. Therefore, vt−2i+2 = i, vt−2i+1 = t − i + 1. By induction
principle, the claim (3.16) holds.
First assume that t = 2r . For convenience, define v0 = v1, v−1 = v2. Then from (3.16), for i = r, r−1, . . . , 2, 1, we have
that
ei = i(i+ 1) = v2r−2i+2v2r−2i, e2r−i = (2r − i)(2r − i+ 1) = v2r−2i−1v2r−2i+1.
It is easy to see that x2r−1 + x2r > x1 + x2, and for i = r, r − 1, . . . , 3, 2,
x2r−i + x2r−i+1 ≥ xi + xi+1 > x2r−i+1 + x2r−i+2.
So by Lemma 3.1(1), we get thatwTM (e2r−1) ≥ wTM (e1), and for i = r, r − 1, . . . , 3, 2,
wTM (e2r−i) ≥ wTM (ei) ≥ wTM (e2r−i+1).
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Therefore, it is easy to see that the weights of all edges of P satisfies (3.14), i.e. that P is an alternating weighted path in edge
weights.
Next assume that t = 2r + 1. For convenience, define v0 = v1. Then from (3.16), for i = r, r − 1, . . . , 2, 1, we have that
ei = i(i+ 1) = v2r−2i+3v2r−2i+1, e2r−i+1 = (2r − i+ 1)(2r − i+ 2) = v2r−2iv2r−2i+2.
It is easy to see that x2r + x2r+1 > x1 + x2, and for i = r, r − 1, . . . , 3, 2,
x2r−i+1 + x2r−i+2 > xi + xi+1 > x2r−i+2 + x2r−i+3.
So by Lemma 3.1(1), we get thatwTM (e2r) ≥ wTM (e1), and for i = r, r − 1, . . . , 3, 2,
wTM (e2r−i+1) ≥ wTM (ei) ≥ wTM (e2r−i+2).
Therefore, it is easy to see that the weights of all edges of P satisfies (3.15), i.e. that P is an alternating weighted path in edge
weights.
Case 2. Assume that at least two of x1, x2, . . . , xt are equal.
By Lemmas 3.4(2) and 3.5(1), we get, respectively, that
xi = xt−i+1, i = 1, 2, . . . ,
⌊
t
2
⌋
, (3.17)
{i, t − i+ 1} = {vt−2i+1, vt−2i+2}, i = 1, 2, . . . ,
⌊
t
2
⌋
. (3.18)
First assume that t = 2r . By (3.17), we have that
xi + xi+1 = x2r−i + x2r−i+1, i = 1, 2, . . . , r − 1.
So by Lemma 3.1(3), we get that
wTM (ei) = wTM (e2r−i), i = 1, 2, . . . , r − 1. (3.19)
For convenience, define v0 = v1. Again by (3.17) and (3.18), we get that xi = xv2r−2i+2 , i = 1, 2, . . . , r + 1. Therefore, for
i = 1, 2, . . . , r − 1, we have that
xi + xi+1 = xv2r−2i+2 + xv2r−2i ≤ xv2r−2i + xv2r−2i−2 = xi+1 + xi+2.
So by Lemma 3.1(1), we get that
wTM (ei) ≤ wTM (ei+1), i = 1, 2, . . . , r − 1. (3.20)
By (3.19) and (3.20), it is easy to see that the weights of all edges of P satisfies (3.14), i.e. that P is an alternating weighted
path in edge weights.
Next assume that t = 2r + 1. By (3.17), we get that
xi + xi+1 = x2r−i+1 + x2r−i+2, i = 1, 2, . . . , r.
So by Lemma 3.1(3), we get that
wTM (ei) = wTM (e2r−i+1), i = 1, 2, . . . , r. (3.21)
Again by (3.17) and (3.18), we get that xi = xv2r−2i+3 , i = 1, 2, . . . , r + 1. Therefore, for i = 1, 2, . . . , r − 1, we have that
xi + xi+1 = xv2r−2i+3 + xv2r−2i+1 ≤ xv2r−2i+1 + xv2r−2i−1 = xi+1 + xi+2.
So by Lemma 3.1(1), we get that
wTM (ei) ≤ wTM (ei+1), i = 1, 2, . . . , r − 1. (3.22)
By (3.21) and (3.22), it is easy to see that the weights of all edges of P satisfies (3.15), i.e. that P is an alternating weighted
path in edge weights. 
Lemma 3.7. Assume that s ≥ 3. Then TM has a unique vertex u such that dTM (u) = s, xu > max{xv : v ∈ V (TM) \ {u}}, while
the other vertices of TM have the degrees at most 2.
Proof. Suppose that TM has two distinct vertices a and b such that dTM (a) ≥ 3 and dTM (b) ≥ 3. Without loss of generality,
assume that xa ≥ xb. Then from Lemma 3.3, we get that dTM (b) = 2, a contradiction. Therefore, TM has a unique vertex u of
degree at least 3 and the other vertices of TM have the degrees atmost 2. It is obvious that dTM (u) = s. If TM has a vertex v 6= u
such that xv ≥ xu, then by Lemma 3.3, we get that dTM (u) = 2, a contradiction. Therefore, xu > max{xv : v ∈ V (TM) \ {u}}.

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Fig. 1. The weighted tree Ts,k,r .
For convenience, denotewG(e) byw(e). Let Tk,s,r be theweighted tree shown in Fig. 1, where eij is the label corresponding
to the edge. If the weights of all edges of Tk,s,r satisfy the following inequalities
w(e11) ≥ w(e21) ≥ · · · ≥ w(ek1) ≥ w(ek+11 ) ≥ · · · ≥ w(es−11 ) ≥ w(es1)
≥ w(e12) ≥ w(e22) ≥ · · ·w(ek2) ≥ w(ek+12 ) ≥ · · · ≥ w(es−12 ) ≥ w(es2)
≥ · · ·
≥ w(e1r ) ≥ w(e2r ) ≥ · · · ≥ w(ekr ) ≥ w(ek+1r ) ≥ · · ·w(es−1r ) ≥ w(esr)
≥ w(e1r+1) ≥ w(e2r+1) ≥ · · · ≥ w(ekr+1), (3.23)
then Tk,s,r (any weighted tree isomorphic to it) is called an alternating weighted starlike tree in edge weights. Obviously, an
alternating weighted path is a special alternating weighted starlike tree.
Lemma 3.8. TM is an alternating weighted starlike tree in edge weights.
Proof. If s = 2, by Lemma 3.6, TM is an alternating weighted path in edge weights, the results hold. Now assume that s ≥ 3.
By Lemma 3.7, TM is such a weighted tree obtained by joining the vertex u to a pendant vertex of a proper weighted path Plj
with a weighted edge (j = 1, 2, . . . , s), where xu > max{xv : v ∈ V (TM) \ {u}}. Let
P = a1 ∼ a2 ∼ · · · ∼ ali ∼ u ∼ blj ∼ · · · ∼ b2 ∼ b1
be any path of TM such that a1 and b1 are two pendant vertices of TM . Note that
xu > max{xa1 , xa2 , . . . , xali , xb1 , xb2 , . . . , xblj },
so by Lemma 3.5(2), we get that li + 1 = u ∈ c(P), where c(P) = { li+lj+12 , li+lj+32 } if li + lj is odd, and c(P) = { li+lj+22 }
otherwise. It follows that |li − lj| ≤ 1, namely that li and lj are almost equal. Therefore, TM as an unweighted tree is the tree
shown in Fig. 1, where k and r are two nonnegative integers such that n− 1 = sr + k and 0 ≤ k ≤ s− 1. Let Pi denote the
path containing the edge ei1 and containing u as one of its end points while let (Pi, Pj) denote the path consisting of Pi and Pj
(1 ≤ i 6= j ≤ s). For example,
P2 = e21e22 · · · e2r e2r+1, (P2, Pk+1) = e2r+1e2r · · · e22e21ek+11 ek+12 · · · ek+1r .
Now we determine the relation of weights of all edges in TM .
Note that the edges e11, e
2
1, . . . , e
k
1 are symmetric and e
k+1
1 , . . . , e
s−1
1 , e
s
1 are symmetric on position. Therefore, without
loss of generality, assume that
w(e11) ≥ w(e21) ≥ · · · ≥ w(ek1), (3.24)
w(ek+11 ) ≥ · · · ≥ w(es−11 ) ≥ w(es1). (3.25)
If k = 0, then for 1 ≤ i < j ≤ s, each (Pi, Pj) is an alternating weighted path of 2r + 1 vertices (see Lemma 3.6). So by
(3.25), it is easy to see that the weights of all edges of TM satisfy (3.23), i.e. that TM is an alternating weighted starlike tree in
edge weights.
Now assume that k 6= 0. Let P = (P1, Ps). Then P has 2r + 2 vertices. Label the vertices of P in consecutive positions by
1, 2, . . . , 2r + 2 such that the pendant vertex of P1 is labeled by 1. Then u = r + 2 (see Fig. 1), r + 3 is the other vertex of es1,
r + 1 and r are the two vertices of e12. If at least two of x1, x2, . . . , x2r+2 are equal, by (3.17), we get that xr+1 = xr+2 = xu, a
contradictionwith xu > max{xv : v ∈ V (TM)\{u}}. Thus all of x1, x2, . . . , x2r+2 are distinct. By (3.16), we get that r+2 = v1,
r + 1 = v2, r + 3 = v3, r = v4. So xr+2xr+3 ≥ xrxr+1. By Lemma 3.1(1), we get
w(es1) ≥ w(e12). (3.26)
Since for 1 ≤ i < j ≤ s, (Pi, Pj) is an alternating weighted path in edge weights (see Remark 1 and Lemma 3.6), by
(3.24)–(3.26), it is easy to see that the weights of all edges of TM satisfy (3.23) (In particular, since (Pk, Pk+1) is an alternating
weighted path with 2r + 2 vertices,w(ek1) ≥ w(ek+11 )). So TM is an alternating weighted starlike tree in edge weights. 
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Fig. 2. An example of an alternating weighted starlike tree in edge weights.
For given n, s and a positive weight set {m1,m2, . . . ,mn−1}, the alternating weighted starlike tree in edge weights is
uniquely determined. So by the assumption on TM and from Lemma 3.8, the following result holds.
Theorem 3.9. The alternating weighted starlike tree in edge weights is the unique graph in Γ (s;m1,m2, . . . ,mn−1) having the
largest signless Laplacian spectral radius.
Remark 2. Let G = (V1, V2, E) be a connected bipartite graph with n vertices and suppose that V1 = {v1, v2, . . . , vk},
V2 = {vk+1, vk+2, . . . , vn}. Let U = (uij) be the n×n diagonal matrix with uii = 1 if 1 ≤ i ≤ k, and uii = −1 if k+1 ≤ i ≤ n.
It is easy to show that U−1L(G)U = R(G). This indicates that L(G) and R(G) have the same spectrum. Hence by Theorem 3.9,
we get the main result in the paper.
Theorem 3.10. The alternating weighted starlike tree in edge weights is the unique graph in Γ (s;m1,m2, . . . ,mn−1) having the
largest Laplacian spectral radius.
Example. In Fig. 2, an alternating weighted starlike tree in
Γ (6; 16, 15, 14, 13, 12, 11, 10, 9, 8, 7, 6, 5, 4, 3, 2)
is displayed, where the numbers on the edges denote the weights of edges.
4. Some conclusions
In this section we will determine the weighted trees with the largest Laplacian spectral radius in the set of all weighted
trees with a fixed positive weight set and independence number, matching number or total independence number. Now
suppose that all weighted trees mentioned have a positive weight set {m1,m2, . . . ,mn−1}. Write TM = Tn,s, especially write
Tn,s = T˜n,k when r = 1.
Lemma 4.1. ρ(Tn,s) is strictly increasing in s (2 ≤ s ≤ n− 1).
Proof. Let (x1, x2, . . . , xn)t be the Perron vector of R(Tn,s), where xi corresponds to the vertex vi of Tn,s. Assume that s < n−1.
If k 6= 0, let a and b be the two vertices of e1r+1 in Tn,s, where b is a pendant vertex. If k = 0, then r ≥ 2 (Otherwise, TM is a
star, so s = n − 1, a contradiction), let a and b be the two vertices of esr , where b is a pendant vertex. Then by Lemma 3.6,
xu ≥ xa. Let T ′ be the weighted tree obtained from Tn,s by deleting the edge ab and adding the edge ub such that
wT ′(ub) = wTn,s(ab), wT ′(e) = wTn,s(e), e ∈ E(Tn,s) \ {ab}.
Then T ′ ∈ Γ (s + 1;m1,m2, . . . ,mn−1). By Remark 1, Theorems 2.5 and 3.9, we have ρ(Tn,s) = µ(Tn,s) < µ(T ′) ≤
µ(Tn,s+1) = ρ(Tn,s+1). 
By Lemma 4.1, we immediately obtain the following results.
Corollary 4.2. Let T be a weighted tree with n vertices. Then ρ(T ) ≤ ρ(Tn,n−1), with equality if and only if T = Tn,n−1 (a
weighted star).
Corollary 4.3. Let T 6= Tn,n−1 be a weighted tree with n vertices. Then ρ(T ) ≤ ρ(Tn,n−2) = ρ(T˜n,1), with equality if and only if
T = T˜n,1.
Let α, α′, β, β ′ be the independence number, matching number, covering number, edge covering number of a weighted
tree T on order n, respectively. Then (see [3])
α + β = α′ + β ′ = n. (4.1)
α = β ′, α′ = β. (4.2)
If T has s pendant vertices, then there are two nonnegative integers k and r such that
n− 1 = sr + k, 0 ≤ k ≤ s− 1. (4.3)
Theorem 4.4. Let T be a weighted tree with n vertices and independence number α. Then ρ(T ) ≤ ρ(T˜n,n−α−1), with equality if
and only if T = T˜n,n−α−1.
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Proof. Let s be the number of pendant vertices in T . Then s ≤ α. Since α′ ≤ n2 , by (4.1) and (4.2), we have α = n − β =
n− α′ ≥ n2 . Thus r = 1 and k = n− α − 1 in (4.3) for s = α, i.e. that Tn,α = T˜n,n−α−1. So by Theorem 3.10 and Lemma 4.1,
we have that
ρ(T ) ≤ ρ(Tn,s) ≤ ρ(Tn,α) = ρ(T˜n,n−α−1).
If ρ(T ) = ρ(T˜n,n−α−1), then by Theorem 3.10 and Lemma 4.1, we get that T = Tn,s and s = α. Note that r = 1 and
k = n− α − 1 for s = α, so T = Tn,s = T˜n,n−α−1. 
Theorem 4.5. Let T be a weighted tree with n vertices and matching number α′. Then ρ(T ) ≤ ρ(T˜n,α′−1), with equality if and
only if T = T˜n,α′−1.
Proof. Let s be the number of pendant vertices in T . Then by (4.1) and (4.2), we have that s ≤ α = β ′ = n − α′. Since
n− α′ ≥ n2 , we get that r = 1 and k = α′ − 1 in (4.3) for s = n− α′, i.e. that Tn,n−α′ = T˜n,α′−1. Hence by Theorem 3.10 and
Lemma 4.1, we have that
ρ(T ) ≤ ρ(Tn,s) ≤ ρ(Tn,n−α′) = ρ(T˜n,α′−1).
If ρ(T ) = ρ(T˜n,α′−1), then by Theorem 3.10 and Lemma 4.1, we get that T = Tn,s and s = n − α′. Note that r = 1 and
k = α′ − 1 for s = n− α′, so T = Tn,s = T˜n,α′−1. 
By Theorems 4.4 and 4.5, combining (4.1) and (4.2), we immediately get the following results.
Corollary 4.6. Let T be a weighted tree with n vertices and edge covering number β ′. Then ρ(T ) ≤ ρ(T˜n,n−β ′−1), with equality
if and only if T = T˜n,n−β ′−1.
Corollary 4.7. Let T be a weighted tree with n vertices and covering number β . Then ρ(T ) ≤ ρ(T˜n,β−1), with equality if and only
if T = T˜n,β−1.
Theorem 4.8. Let T be a weighted tree with n vertices and total independence number γ . Then ρ(T ) ≤ ρ(T˜n,n−γ−1), with
equality if and only if T = T˜n,n−γ−1.
Proof. Let s be the number of pendant vertices in T . Then s ≤ α ≤ γ . Since α ≥ n2 , we have that r = 1 and k = n− γ − 1
in (4.3) for s = γ , i.e. that Tn,γ = T˜n,n−γ−1. Therefore, by Theorem 3.10 and Lemma 4.1, we have that
ρ(T ) ≤ ρ(Tn,s) ≤ ρ(Tn,α) ≤ ρ(Tn,γ ) = ρ(T˜n,n−γ−1).
If ρ(T ) = ρ(T˜n,n−γ−1), it easy to see that T = T˜n,n−γ−1. 
Remark 3. Take m1 = m2 = · · · = mn−1 = 1. Then from Theorems 3.10, 4.4 and 4.5 we can deduce the corresponding
results of unweighted trees; see [7,13,6].
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