A method for improving the generalization capability for optical pattern recognition by use of a Gaussiansynapse neuron model is discussed. By the dispersive effect of the Gaussian function the input images are blurred and then fed into a multilayer neural network for learning and recognition. The effectiveness of this method is demonstrated in two-dimensional shift-and scale-invariant optical pattern recognition.
Introduction
One of the major merits of artificial neural networks is their ability to recognize or classify patterns correctly. Neural networks appear to be unique in their ability to extract the essential features from a training set and use them to identify new inputs. Over the past 20 years a number of optical neural networks have been proposed and demonstrated for associative memory, pattern classification and recognition, image processing, and so forth. [1] [2] [3] [4] [5] Specifically, the multilayered feed-forward neural network has been applied widely to pattern recognition and control systems, and its effectiveness has been shown.
A major problem in applying a multilayer neural network to image processing is how to select the network structure so that it generalizes from the training-pattern set, that is, how to guarantee that the generalization capability of the network is sufficient. Currently, the generalization capability increases with the number of hidden-layer units of a multilayer neural network. The dependency of the generalization capability for multilayer neural networks on their number of hidden units has been discussed. 6 However, this investigation indicates that the generalization capability will reach a saturation state when hidden units increase further.
For improving the generalization capability of multilayer neural networks for pattern recognition some ideas and methods have been proposed, for example, adding noise to the training set improves the performance of the networks and causes more of the hidden units to be used, 7 using a fuzzy neural network makes the input patterns fuzzy and trains the interconnection weights according to membership function instead of traditional binary values, 8 and so forth. However, the optical implementation of these methods is not easy because the resulting approaches suffer from alignment complexities of the optical devices and reduced recognition.
In this paper, we substitute a Gaussian-synapse neuron model for the conventional constant synapse for optical pattern recognition. Because of the blurring effect of the Gaussian function, the input images are blurred and then fed into a multilayer neural network for learning and recognition. One feature of the proposed method is the feasibility of optical implementation. The effect of the Gaussian function can be obtained by use of a special filter or the defocusing of the input images. We prove the usefulness of the Gaussian-synapse neuron model for improving the generalization capability of multilayer neural networks by computer simulation and set a system for optical implementation. The effectiveness of this method is demonstrated in twodimensional ͑2-D͒ shift-and scale-invariant optical pattern recognition. Figure 1 shows an example for image processing with the Gaussian-synapse neuron model. Let a 2-D input pattern be normalized and denoted by X ϭ ͕ x mn ͉m ϭ 1, 2, . . . , M; n ϭ 1, 2, . . . , N͖. The term w mnij is the interconnection weight ͑synapse͒ from the mnth neuron in layer l ͑the input layer͒ to the ijth neuron in layer l ϩ 1; it is a 2-D Gaussian distribution function, as given by
Principles of the Method
where ␤ Ն 0 denotes the dispersive degree of the Gaussian function and Ն 0 decides the dispersive range. The output after Gaussian weight processing can be written as
The dispersive effect for a 2-D binary pattern is shown in Fig. 1 . This implementation works as a preprocessor that disperses the input images before they are trained and recognized. The shift and the scale distortion of input images can be absorbed appropriately to improve the generalization capability of the neural network. Figure 2 shows the whole architecture for the pattern-recognition neural network with the Gaussian-synapse neuron model. It is a multilayer feed-forward neural network consisting of four neuron layers: one input layer l 1 and a threelayer backpropagation-type network ͑l 2 , l 3 , and l 4 ͒. Recall or forward feed occurs from left to right, and learning is achieved by backpropagation from right to left. The input layer l 1 has M ϫ N neurons, corresponding to the M ϫ N pixels of the input patterns shown in Fig. 1 . The output of l 1 is forwarded directly to input layer l 2 of the three-layer network. The number of neurons in l 2 is the same as that in layer l 1 , so the output in l 2 is also the same as that in l 1 , i.e., y ij ͑2͒ ϭ y ij ͑1͒ . The principle part of the signal processes from l 1 to l 2 , as shown in Fig. 1 . Consequently, the interconnection weights from l 1 to l 2 ͓w ͑1,2͒ ͔ and the output of l 1 ͓ y ij ͑1͒ ͔ can be given by Eqs. ͑1͒ and ͑2͒, respectively.
The interconnection weights between l 2 , l 3 , and l 4 ͓w ͑2,3͒ and w ͑3,4͒ ͔ are trained by use of the errorbackpropagation algorithm from a small initial random value. The number of neurons in the output layer l 4 is same as the number of classes in which an input image can be classified. The number of neurons in the hidden layer is determined according to the complexity of the processing problem. The outputs in l 3 and l 4 are calculated by
where f ͑x͒ is a monotonic nonlinear threshold function. In general, it is a sigmoid function, f ͑x͒ ϭ 1͓͞1 ϩ exp͑Ϫx͔͒, where the gain is a positive constant. The optical neural-network architecture for pattern recognition that corresponds to Fig. 2 is shown in Fig. 3 . The 2-D input image X is displayed on an electrically addressed spatial light modulator ͑ESLM͒, which is ESLM 1. Multiple images X mlt are obtained with a Selfoc microlens array, detected by a CCD camera, and displayed on ESLM 2. The light from laser 1 is spatially modulated by each element of the multiple images on ESLM 2 and the weight tensor W ͑2,3͒ that was stored in a first optically addressed spatial light modulator ͑OSLM 1͒. A filter is placed between ESLM 2 and OSLM 1 to function as a Gaussian weight processor to disperse the input image. The tensor-product ͓i.e., the product between x mlt and w ͑2͒,͑3͒ ͔ image is detected and accumulated locally by a first photodetector array ͑PDA 1͒. The result is passed into a computer for calculating the nonlinear threshold f ͑ x͒ and creating multiple images Y mlt
͑3͒
of the output Y ͑3͒ ϭ f ͕͚͓W ͑2,3͒ ϫ X͔͖ for the recall process from hidden layer l 3 to output layer l 4 . The multiple images Y mlt ͑3͒ are displayed on ESLM 3, and the weight W ͑3,4͒ is stored in OSLM 2. By using another local-accumulation system with PDA 2 and nonlinear threshold calculation by computer, we can obtain the finished output results Y ͑4͒ for pattern recognition.
The learning process of the network can also be implemented optically, 9 but the purpose of this study is to discuss the generalization capability for pattern recall. Thus the network is trained by computer by use of an error-backpropagation algorithm.
Computer Simulations
To demonstrate the effectiveness of the proposed method for improving the generalization capability, we conducted computer simulations by using a neural network with the Gaussian-synapse neuron model, as shown in Fig. 2 . Three sets of binary patterns ͑set 1: O, P, T; set 2: N, E, U; and set 3: M, A, G͒ are used for network training. Each set consists of three patterns with 17 ϫ 17 pixels as the three pattern classes. Figure 4͑a͒ shows the learning patterns in set 3.
The preprocessing layer l 1 and the input layer l 2 contain 17 ϫ 17 neurons, which is the same as the number of pixels in the input pattern. To determine the number of neurons in the hidden layer is difficult because there is no deterministic method of obtaining an optimal value. Here hidden layer l 3 has 11 neurons ͑10 ϩ 1 bias neurons͒ that are obtained with the help of trial-and-error simulation. Output layer l 4 has three neurons, which corresponds to the number of pattern classes. The nonlinear gain of the output threshold function is ϭ 1 ͓see the explanation for Eq.
͑3͔͒.
During training, the desired output for the neuron corresponding to the right-hand class is 1, whereas the desired output for all the other neurons should be 0. The Gaussian weighting function w ͑1,2͒ for the degree of dispersion is ␤ ϭ 0.18, and the range of dispersion is ϭ 2 ͓see Eq. ͑1͔͒. The initial interconnection weights w ͑2,3͒ and w ͑3,4͒ are set to random values in the range ͓Ϫ0.2, 0.2͔ and are then updated by
where ϭ 0.5 is the learning rate and ⑀ p ϭ 1͞2 ͚ ͓y p
͑4͒
Ϫ t p ͔ 2 is the mean-squared error between the actual output y p ͑4͒ ͑here, the values p ϭ 1, 2, 3 decide the number of patterns in one training set͒ and the desired output t p for the pth training pattern. The training process is repeated until the convergence criterion ͑⑀ p Յ 0.015͒ is reached for each pattern in the training set. The training speed of the above method is slow because of overshooting that is due to using a constant learning rate and a nonlinear gain. A fast learning method for a multilayer neural network by use of fuzzy control is being investigated. 10 After training the network is tested for shift-and scale-invariant pattern recognition. Each of the three patterns in the training set is shifted and distorted in scale by 2 or 2 ϫ 2 pixels, respectively, ͑approximately 12% of the full frame͒ along the x, the y, and both the x and the y directions, as shown in Figs. 4͑b͒-4͑j͒. Figure 5 shows examples for the learning and the test patterns before and after the Gaussian weighting process.
Results and Discussion
To evaluate the generalization capability for pattern recognition, we investigate the recognition rate for a conventional standard backpropagation network ͑conventional model͒ and the proposed Gaussiansynapse network ͑Gaussian model͒. We prepared 100 patterns for each kind of pattern shown in Fig. 4 . The recognition rates for both models are plotted in Fig. 6 . We define the recognition rate as follows: recognition rate ϭ total number of successfully recalled patterns total number of text patterns ϫ 100%.
The recognition rate may depend on the types of learning patterns and also on the set of input test patterns. Although the value of the recognition rate plotted here is only relative, the trend of the recall process for the network can be evaluated by such a plot. For displaying these results clearly the average, maximum, and minimum recognition rates that correspond to the rates of 
Conclusion
We have described a method for improving the generalization capability of multilayer neural networks by using a Gaussian-synapse neuron model. An optical pattern-recognition multilayer neural network with Gaussian interconnection weights by use of a spatial light modulator and parallel-processing devices has also been proposed. The neural network with the proposed method has been proven to have a higher recognition rate when performing invariant 2-D optical pattern recognition. However, the method is difficult to use for rotationinvariant pattern recognition, and we have found that the recognition rates are lower when the pattern is simultaneously distorted in two directions, i.e., x and y. On the other hand, we have not presented the results of our optical experiment in this paper. Further study of the generalization capability of the multilayer neural network for optical image processing should be conducted.
