Abstract. Recently the present authors established refined versions of Bohr's inequality in the case of bounded analytic functions. In this article, we state and prove a generalization of these results in a reformulated "distance form" version and thereby we extend the refined versions of the Bohr inequality for the class of the quasi-subordinations which contains both the classes of majorization and subordination as special cases. As a consequence, we obtain several new results.
Introduction and two Main results
Let D = {z ∈ C : |z| < 1} denote the open unit disk. Then the classical Bohr inequality [7] , compiled by Hardy in 1914 from his correspondence with Bohr, states the following. 
∞ n=0 |a n | r n ≤ 1 for r ≤ 1/3
and the constant 1/3 cannot be improved.
For a detailed account of literature on this topic, we refer to Abu-Muhanna et al. [2] , Defant and Prengel [10] , Garcia et al. [12] . See also recent works from [3, 4, 6, 9, 11, [13] [14] [15] [16] [17] and the references therein. Surprisingly, in a recent paper, the present authors in [19] refined the Bohr inequality in the following improved form.
Theorem B. Suppose that f (z) = ∞ n=0 a n z n is an analytic function in D, |f (z)| ≤ 1 in D, f 0 (z) = f (z) − a 0 , and f 0 r denotes the quantity defined by It is important to point out that
Then
and 1/3 is achieved when |a 0 | = 1. In the case a 0 = 0, we have a sharp result in [19, Theorem 2] .
Our main concern in this article is to deal with few other related questions about the Bohr inequality. For example, it is well-known that the Bohr radius 1/3 continues to hold in Theorem A even if the assumption on f is replaced by the condition Re f (z) < 1 in D and a 0 = f (0) ∈ [0, 1). Therefore a natural question is to look for the analog of the refined version of it in the settings of Theorem B. We answer this question in the following statement whose proof will be given in Section 2.
holds for all r ≤ r * , where r * ≈ 0.24683 is the unique root of the equation 3r 3 − 5r 2 − 3r + 1 = 0 in the interval (0, 1). Moreover, for any a 0 ∈ (0, 1) there exists a uniquely defined r 0 = r 0 (a 0 ) ∈ r * , 1 3 such that
The radius r 0 = r 0 (a 0 ) can be calculated as the solution of the equation
where λ = 1 − a 0 . The result is sharp.
In Section 2, we generalize Theorem B for a general class of quasi-subordinations which contains both subordination and majorization. Furthermore, we present few other important consequences including the proof of Theorem 1. In Section 3, we introduce Bohr's phenomenon in a refined formulation in a more general family of subordinations.
Quasi-subordination and the proof of Theorem 1
For any two analytic functions f and g in D, we say that the function f is quasisubordinate to g (relative to Φ), denoted by f (z) ≺ q g(z) (relative to Φ) in D, if there exist two functions Φ and ω, analytic in D, satisfying ω(0) = 0, |Φ(z)| ≤ 1 and |ω(z)| ≤ 1 for |z| < 1 such that
The case f is quasi-subordinate to g (relative to Φ ≡ 1) corresponds to subordination. That is f (z) ≺ q g(z) (relative to Φ ≡ 1) in D is equivalent to saying that f (z) ≺ g(z), the usual subordination. Similarly, the case ω(z) = z gives majorization, i.e. (4) reduces to the form f (z) = Φ(z)g(z). Thus, the notion of quasi-subordination includes both the concept of subordination and the principle of majorization. See [18, 20, 21] and the recent paper [4] in connection with Bohr's radius.
2.1. Bohr's phenomenon for the class of quasi-subordinations. Theorem 2. Let f (z) and g(z) be two analytic functions in D with the Taylor series expansions f (z) = ∞ n=0 a n z n and
holds for all r ≤ 1/3, where a 0 = Φ 0 b 0 with Φ 0 = Φ(0). The number 1/3 cannot be improved.
Proof. We remark that this theorem was proved in [14] without the second term on both sides of the last inequality. Suppose that f ≺ q g. Then there exist two analytic functions Φ and ω satisfying ω(0) = 0, |ω(z)| ≤ 1 and
According to [14, Theorem 1] , we obtain that
Finally, by (5), it follows that
and thus, as in the proof of Rogosinski's Theorem [21] , we can easily obtain that
and therefore, since a 0 = Φ 0 b 0 , we have
The desired inequality follows from (6), (7) and (8) . The radius 1/3 is sharp as can be seen by setting Φ = 1 and ω(z) = z.
The following result is a generalization of Theorem B and can be used to cover many situations. Because of its independent interest, we state it here. Theorem 3. Let f (z) and g(z) be two analytic functions in D with the Taylor series expansions f (z) = ∞ n=0 a n z n and g(z) =
holds for all r ≤ 1/3. The number 1/3 cannot be improved.
Proof. Set Φ(z) ≡ 1. Then Φ 0 = 1 and a 0 = b 0 .
2.2.
Proof of Theorem 1. Since Re f (z) < 1, we may write the given condition as
where g(z) is a univalent mapping of D onto the left half-plane {w : Re (w) < 1}. We see that
According to Theorem 3, it suffices to show that
where r * is as in the statement. For convenience, we let 1 − a 0 = λ so that a 0 = 1 − λ and b n = −2λ for n ≥ 1. This gives for λ ∈ [0, 1] and r ∈ (0, 1) that
, which shows that the left hand side is less than or equal to 1 whenever Φ(λ, r) ≥ 0, where
Before we continue, we observe from the fourth equality in the above equalities that S g (r) > 1 for r > 1/3 and for each λ ∈ (0, 1]. We claim that Φ(λ, r) ≥ 0 for every r ≤ r * and for λ ∈ (0, 1]. It follows that
and thus,
∂Φ ∂λ
is an increasing function of λ. This gives
whence Φ is an decreasing function of λ on (0, 1] so that Φ(λ, r) ≥ Φ(1, r) = 3r 3 − 5r 2 − 3r + 1, which is greater than or equal to 0 for all r ≤ r * , where r * is the unique root of the equation 3r 3 − 5r 2 − 3r + 1 = 0, which lies in (0, 1 Since Φ(0, r) = 2(1 − 3r)(1 − r 2 ), we have Φ(0, r) ≥ 0 for r ≤ 1/3 and Φ(0, r) < 0 for r < 1/3.
Furthermore, Φ(1, r) = 3r 3 − 5r 2 − 3r + 1 and Φ ′ (1, r) = −9r(1 − r) − (r + 3) < 0 imply Φ(1, r) ≥ 0 for r ≥ r * and Φ(1, r) < 0 for r < r * . According to the fact that Φ(λ, r) is a monotonic decreasing function of λ, we see that for any r ∈ (r * , 1/3) there is a uniquely defined λ(r) ∈ (0, 1) such that Φ(λ(r), r) = 0.
To prove the last assertion, we have to show that
it is sufficient to prove that
for λ ∈ (0, 1) and r ∈ r * , 1 3 .
To that end, we use that for the intervals in question the inequalities 18r
2 − 4r − 6 < −3 and 12r
are valid. This completes the proof of our corollary.
Bohr's phenomenon for a family of subordinations
We now turn to a discussion of Bohr's phenomenon in a refined formulation in a more general family of subordinations. Let us first rewrite the refined version of the Bohr inequality (2) in an equivalent form
where f 0 r is defined as in Theorem B. We observe that the number 1 − |f (0)| is the distance from the point f (0) to the boundary ∂D of the unit disk D and thus, we use this "distance form" formulation to generalize the concept of the Bohr radius for the class of functions f analytic in D which take values in a given simply connected domain Ω (see also [1] ). Now for a given univalent function g, let S(g) = {f : f ≺ g}, Ω = g(D) and dist(c, ∂Ω) denote the Euclidean distance from a point c ∈ Ω to the boundary ∂Ω. Note that f (0 = g(0). We say that the family S(g) has a Bohr phenomenon in the refined formulation if there exists an r g , 0 < r g ≤ 1, such that whenever f (z) = ∞ n=0 a n z n ∈ S(g), then
for |z| = r < r g , and λ = dist(g(0), ∂g(D)) < 1. The largest such r g , f ∈ S(g), is called the Bohr radius in the refined formulation (as described above). From our earlier two results, we have obtained that Bohr phenomenon in refined formulation exists for the class of bounded analytic functions and also for the case of analytic functions with real part less than 1 in the unit disk. Hence the distance form allows us to extend Bohr's theorem in refined formulation to a variety of distances provided it exists. We have the following result which extends Theorem 1 in a natural way.
Theorem 4. Let f (z) =
∞ n=0 a n z n and g be analytic in D such that g is univalent and convex in D. Assume that f ∈ S(g) and λ = dist(g(0), ∂g(D)) < 1. Then (9) holds for all r ≤ r * , where r * ≈ 0.24683 as in Theorem 1. Moreover, for any λ ∈ (0, 1) there exists a uniquely defined r 0 ∈ r * , 1 3 such that T f (r) ≤ λ for r ∈ [0, r 0 ]. The radius r 0 can be calculated as the solution of the equation
where λ = dist(g(0), ∂Ω). It follows then that |b n | ≤ 2λ for n ≥ 1. Because f ≺ g, it follows that f 0 r ≤ g 0 r and
|b n |r n for r ≤ 1 3 .
Combining these two inequalities, we see that the desired conclusion follows if we can show the conclusion for T g (r), i.e.,
Finally, because |b n | ≤ 2λ for n ≥ 1, we have
where Φ(λ, r) is as in the proof of Theorem 1. Thus, T g (r) ≤ λ holds whenever Φ(λ, r) ≥ 0.
Remaining part of the proof follows from the argument in Theorem 1. The sharpness follows from a suitable half-plane mapping.
The idea of this section and Theorem 4 can be applied to many other situations. Another instance of this is when g is just univalent in D (compare with [1] where it is shown that the sharp radius without the consideration of second term in the expression T f (r) in (9) turns out to be 3 − 2 √ 2 ≈ 0.17157).
Theorem 5. Let g be an analytic and univalent function in D, f ∈ S(g) and f (z) = ∞ n=0 a n z n . Then the inequality
holds for |z| = r < r g , where λ = dist(g(0), ∂g(D)) < 1 and r g ≈ 0.128445 is the unique root of the equation
in the interval (0, 1). The sharpness of r g is shown by the Koebe function f (z) = z/(1−z) 2 .
Proof. Let f ≺ g, where g(z) = ∞ n=0 b n z n is a univalent mapping of D onto a simply connected domain Ω = g(D). Then it is well known that (see [8] )
where λ = dist(g(0), ∂Ω). Also, we have |b n | ≤ 4nλ for n ≥ 1. As in Theorem 4, we easily have
2 (1 + r 2 ) (1 − r 2 ) 3 = λ − λ Ψ(λ, r) (2 − λ)(1 − r)(1 − r 2 ) 3 , where the equality in the above inequality is attained when g(z) equals the Koebe function z/(1 − z) 2 , and Ψ(λ, r) = (1 − 6r + r 2 )(2 − λ)(1 − r) 2 (1 + r) 3 − (1 + r(1 − λ))16λr 2 (1 + r 2 ) = 16λ 2 r 3 (1 + r 2 ) − λ[(1 − 6r + r 2 )(1 − r) 2 (1 + r) 3 + 16r 2 (1 + r)(1 + r 2 )] +2(1 − 6r + r 2 )(1 − r) 2 (1 + r) 3 .
We claim that Ψ(λ, r) ≥ 0 for every r ≤ r g and for λ ∈ (0, 1]. Clearly, from which we obtain that Ψ is an decreasing function of λ on (0, 1) so that Ψ(λ, r) ≥ Ψ(1, r) = (1 − 6r + r 2 )(1 − r)
which is greater than or equal to 0 for all r ≤ r g , where r g is as in the statement. The sharpness of r g can be easily shown by the Koebe function f (z) = z/(1 − z) 2 .
