We use very precise frequencies of low-degree solar-oscillation modes measured from 4752 days of data collected by the Birmingham Solar-Oscillations Network (BiSON) to derive seismic information on the solar core. We compare these observations to results from a large Monte Carlo simulation of standard solar models, and use the results to constrain the mean molecular weight of the solar core, and the metallicity of the solar convection zone. We find that only -2 -a high value of solar metallicity is consistent with the seismic observations. We can determine the mean molecular weight of the solar core to a very high precision, and, dependent on the sequence of Monte Carlo models used, find that the average mean molecular weight in the inner 20% by radius of the Sun ranges from 0.7209 to 0.7231, with uncertainties of less than 0.5% on each value. Our lowest seismic estimate of solar metallicity is Z = 0.0187 and our highest is Z = 0.0239, with uncertainties in the range of 12-19%. Our results indicate that the discrepancies between solar models constructed with low metallicity and the helioseismic observations extend to the solar core and thus cannot be attributed to deficiencies in the modeling of the solar convection zone.
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Introduction
In a series of papers, Asplund et al. (2004 Asplund et al. ( , 2005b Asplund et al. ( , 2005c and Allende-Prieto et al. (2001 have revised the spectroscopic determinations of the solar photospheric composition. In particular, their results have determined carbon, nitrogen and oxygen abundances to be lower by about 25% to 35% than previous determinations (Grevesse & Sauval 1998; hereafter GS98) . The revision of the oxygen abundance leads to a comparable change in the abundances of neon and argon. Additionally, Asplund (2000) has also determined a somewhat lower value (10%) for the photospheric abundance of silicon compared to the GS98 value. As a result, all the elements for which abundances are obtained from meteoritic measurements have seen their abundances reduced by a similar amount. These measurements have been summarized in Asplund et al. (2005a; hereafter AGS05) , and the net result is that the ratio of the mass fraction of heavy elements to hydrogen in the Sun is Z/X = 0.0165 (alternatively, Z = 0.0122), about 28% lower than the previous value, Z/X = 0.0229 (Z = 0.0169) given by GS98.
The new low-abundance value for the heavy elements, albeit the result of a much more sophisticated modeling of the solar atmosphere, has given rise to discrepancies between helioseismic observations and predictions from solar models constructed with the low value of Z/X. Solar models constructed with the GS98 composition have shown a remarkable agreement with the solar structure, as determined by helioseismology techniques (ChristensenDalsgaard et al. 1996; Bahcall et al. 1997; Morel et al. 1999; Basu et al. 2000) . However, when the AGS05 composition is adopted in the solar models, the predicted surface helium abundance is too low and the convective envelope too shallow. Additionally, the model sound-speed and density profiles show a degraded agreement with their solar counterparts when compared to predictions from models that use the older GS98 composition (Bahcall & Pinsonneault 2004; Basu & Antia 2004; Bahcall et al. 2005a Bahcall et al. , 2005b Bahcall et al. , 2005c Bahcall et al. , 2006 Delahaye & Pinsonneault 2006) .
The discrepancy between the low-Z/X models and the helioseismic observations has led to attempts to determine the solar metallicity from helioseismic data alone, just as the solar helium abundance was determined by helioseismology. Antia & Basu (2006) used helioseismic data to estimate a value for Z in the solar convection zone of 0.0172 ± 0.002, i.e., closer to the GS98 value and much larger than the AGS05 value. The uncertainty in their results arose from uncertainties in the equation of state, and a lack of data on acoustic modes of high angular degree (l > 200) . In this paper we look to the solar core, where uncertainties in the physics of the equation of state and opacities are much lower, to try to constrain the solar metallicity.
We make use of solar p-mode data derived from observations made by the groundbased Birmingham Solar-Oscillations Network (BiSON; Chaplin et al. 1996) . The BiSON instruments make disc-averaged observations of the Sun in Doppler velocity. BiSON data can be used to determine very precise frequencies of low-l modes (l ≤ 3) that can be used to probe the solar core. The possibility of using these data to shed light on the solar abundance problem was explored by Basu et al. (2007) . Basu et al. made very specific combinations of the low-l frequencies, the so-called 'small frequency spacings' and 'frequency separation ratios', to compare models with the observations.
The small frequency spacings of the low-l p modes are given by the combination.
where ν n,l is the frequency of a mode of degree l and radial order n. The fine spacings are determined predominantly by the sound-speed gradient in the core. Using the asymptotic theory of p modes it can be shown that (see e.g., Christensen-Dalsgaard & Berthomieu 1991)
where R is the solar radius, and ∆ l (n) is the large frequency spacing given by
The large frequency separation depends inversely on the sound-travel time between the center and the surface of the Sun. The frequencies ν n,l and ν n−1,l+2 are very similar and hence are affected in a similar way by near-surface effects. By taking this difference in frequency a large part of the effects from the near-surface uncertainties cancels out, making the spacings a useful probe of the deep solar interior and core. Some residual effects do nevertheless remain. One way of reducing the effects of the near-surface errors is to use the frequency separation ratios. The frequency separation ratios (Roxburgh & Vorontsov 2003; Otí Floranes, Christensen-Dalsgaard & Thompson 2005; Roxburgh 2005 ) are formed from the small frequency spacings and large frequency spacings of the modes. The separation ratios are then constructed according to:
Since both the small and large spacings are affected in a similar manner by near-surface effects, these ratios are somewhat independent of the structure of the surface. Basu et al. (2007) showed that small spacings and separation ratios for models constructed with the old GS98 composition match the observed BiSON spacings and ratios much more closely than do the spacings and ratios of models with the lower AGS05 composition. In short, models constructed with higher metallicities compare better with the BiSON data than do models constructed with lower metallicities, although the level of agreement deteriorates when the metallicity becomes very large. This indicates that we should be able to determine solar metallicity using the spacing and ratio data.
In this paper, we therefore expand on the work of Basu et al. (2007) , and use the small spacings and separation ratios from BiSON data to determine the metallicity of the Sun. We compare the observed spacings and ratios with spacings and ratios of some 12,000 solar models. The models, which were made for an extensive Monte Carlo simulation (Bahcall et al. 2006) , account for all the relevant uncertainties entering standard solar model calculations. From this comparison, we show that it is possible to place extremely tight constraints on µ c , the mean molecular weight averaged over the inner 20 % by radius (i.e., over most of the solar core) of the Sun. Since the mean molecular weight in the core is related to the metallicity at the surface (i.e., the convection zone), we can also place reasonably precise constraints on the heavy element abundance, Z. Both µ c and Z are measures of solar metallicity, albeit for different regions of the Sun.
The rest of the paper is organized as follows. The observed data and the models used are described in § 2. In § 3, we compare the BiSON separation ratios with the separation ratios of two sequences of models made to test the response of the spacings and ratios to µ c and Z. In this section we also show how we can obtain a seismic estimate of the solar µ c and Z by comparison of the BiSON and model spacings and ratios. In § 4 we determine the systematic errors that arise due to uncertainties in the radiative opacities and the equation of state -two quantities are that not amenable to a Monte Carlo type study. In § 5 we expand the BiSON-model comparison by analyzing the results for a grand total of 12,000
Monte Carlo solar models, computed by Bahcall et al. (2006) . This analysis allows us to test the impact of changes to several input solar model parameters (in particular changes to the mixture of the heavy elements) on the results. Finally, we summarize our results in § 6.
Data and models used
We have made use of Doppler velocity observations made by the BiSON over the 4752-d period beginning 1992 December 31, and ending 2006 January 3. Frequencies were determined by fitting resonant peaks in the power spectrum of the complete time series to yield estimates of the low-l frequencies (e.g., see Chaplin et al. 1999 ). Prior to calculation of the small spacings and separation ratios, we removed the solar-cycle shifts from the raw fitted low-l frequencies. Details on the process used to remove the solar-cycle shifts can be found in Basu et al. (2007) (see also Chaplin et al. 2005) . The BiSON spacings and ratios were then constructed from these corrected frequency data, and the uncertainties on individual fitted frequencies propagated in the usual manner to give the spacing and ratio uncertainties. Table 1 contains those solar-cycle-corrected BiSON mode frequencies which were used to compute the BiSON frequency spacings and separation ratios analyzed in the paper. Basu et al. (2007) showed that the separation ratios depend on the molecular weight, but they did not determine the exact dependence of the separation ratios on the average mean molecular weight of the core. To do so, we use two very different sets of models. The first set of models, which we refer to as the test models, consist of two sequences of ten solar models each. One sequence of models was constructed with the relative heavy element abundances of GS98, while the second sequence was made with the relative heavy abundances of AGS05. To fix the Z/X of a given model in either sequence, the individual relative heavy element abundances of GS98 (or AGS05) were multiplied by the same constant factor. This factor was then changed from one model to another within the sequence. All models in the two sequences were constructed with the same nuclear reaction rates, opacities, equation of state and diffusion rates. These models were constructed to test the dependence of the separation ratios on the average mean molecular weight, µ c and the total heavy element abundance, Z. For reference, we include in this paper tables of low-l mode frequencies for two standard models. Table 2 has frequencies for a model with the exact GS98 abundance; while Table 3 has frequencies for a model with the exact AGS05 abundance.
The second set of models comprised a grand total of 12,000 models created for a Monte Carlo study (Bahcall et al. 2006 ), and we refer to these as the Monte Carlo models. The characteristics and methods of computation of the models can be found in Bahcall et al. (2006) . Here, we summarize the salient points only. For each solar model 19 input parameters were drawn randomly from separate probability distributions for every parameter (see Bahcall et al. 2006 for more details). Seven of the input parameters were nuclear reaction rates for important low-energy fusion reactions. The solar age, luminosity, and diffusion coefficient (rate) were the next three parameters. The final nine parameters were the abundances of nine heavy elements: C, N, O, Ne, Mg, Si, S, Ar and Fe. For each solar model, radiative opacity tables corresponding to the randomly generated composition were computed and used. Radiative opacity tables were generated using data and codes provided by the Opacity Project group as presented in Seaton (2005) . Low-temperature opacities (for temperatures under 10 4 K) were from Ferguson et al. (2005) . Variations of the abundances were dealt with in such a way as to give four sequences of Monte Carlo models. Choices had to be made regarding the underlying mixture, and the probability distribution for the mixture. Two basic mixtures were used: The GS98 and the AGS05 mixtures. Probability distributions were then assigned on the basis of two different estimates of the uncertainties in the abundances of the nine individual elements: 'conservative' (large) uncertainties, based on differences between the abundances of the GS98 and AGS05 mixtures; and 'optimistic' (small) uncertainties, based on the uncertainties quoted by Asplund et al. (2005a) . The content of the four sequences of models may be summarized as follows:
GS-Cons -These 5000 models were made with the 'conservative' (large) abundance uncertainties, centered on the GS98 mixture.
GS-Opt -These 1000 models were made with the 'optimistic'(small) abundance uncertainties, centered on the GS98 mixture.
AGS-Cons -These 1000 models were made with the 'conservative' (large) abundance uncertainties, centered on the AGS05 mixture.
AGS-Opt -These 5000 models were made with the'optimistic' (small) abundance uncertainties, centered on the AGS05 mixture.
We have calculated frequencies of low-degree modes for all the models and constructed the small spacings and separation ratios in exactly the same manner as for the observations. The model frequencies come from adiabatic calculations. Since non-adiabatic effects are not included, this leads to a well-known mismatch between the absolute values of the adiabatic model frequencies and the observed frequencies. However, as noted earlier, differences due to these near-surface effects are reduced significantly by taking frequency differences, and using the small spacings and separation ratios.
Dependence of the separations on metallicity
In order to parametrize the relation between metallicity and the small spacings and separation ratios, we begin by comparing the BiSON spacings and ratios with the spacings and ratios of the test models. To show how the BiSON-model comparisons were made, consider the analysis of the separation ratios. We calculated for each model the differences between the observed BiSON ratios, r 02 (n) and r 13 (n), and the model ratios, r ′ 02 (n) and r
These differences were then averaged over n, for each of the ∆r 02 (n) and ∆r 13 (n), to yield weighted mean differences, ∆r 02 and ∆r 13 :
The formal uncertainties of the BiSON spacings, σ r l,l+2 (n), were used to weight the averages (with the usual uncertainty-squared Gaussian weighting applied). We averaged data over the ranges where good determinations of the separation ratios were available, here n = 9 to 25. Fig. 1 shows plots of the weighted mean differences of the separation ratios (in %) versus ln µ c , the natural logarithm of the average mean molecular weight of the core. The top two panels show data for the GS98 set, and the bottom two panels show data for the AGS05 set. The formal uncertainties on each point, which come from the BiSON data, are not plotted. They are 0.046 % on each ∆r 02 ; and 0.038 % on each ∆r 13 . Fig. 2 shows plots of the weighted mean differences versus the natural logarithm of the surface heavy element abundances, ln Z. Again, the top two panels show data for the GS98 set, and the bottom two panels show data for the AGS05 set.
When a straight line was fitted to the data in each plot (solid lines), the fitting coefficients indicated that a linear dependence was a good model for the data. The fit for the Z data was in all cases described by:
where α l,l+2 and β l,l+2 are, respectively, the best-fitting estimates of the intercept and gradient of the straight line. A similar straight-line fitting model was used for the µ c data, with ln µ c used as the independent variable.
The quality of the Z fits degraded significantly when Z, rather than ln Z, was used as the independent variable. Visible departures from a straight line were then observed. The fits also deteriorated when the fine spacings, rather than the separation ratios, were used. We therefore devote the remainder of the paper to analysis of weighted mean differences made from the separation ratios of the BiSON data and the solar models. These weighted mean differences have then been used to determine the natural logarithm of Z, as opposed to Z itself. We adopted a similar approach to our study of the mean molecular weight in the core. Here, we used the ln µ c of the models as the independent variable for the plots. Again, this was because we found that use of µ c , rather than ln µ c , degraded the quality of the fits somewhat, although not as much as in the case of Z.
With reference to Figures 1 and 2, it is not surprising that the two measures of metallicity affect the separation ratios in similar ways. The quantities µ c and Z are related, in that a higher Z results in a higher µ c . Two models with the same Z, nuclear reaction rates, opacities and equation of state can have different values of µ c only if the diffusion rates are different in the two models. It is, however, not surprising that the dependence of the separation ratios on the two parameters is somewhat different given that µ c also depends heavily on the helium abundance in the core. All the models are calibrated to have the same radius and luminosity at the solar age, and hence differences in Z generally give rise to differences in the core helium abundance.
Seismic estimates of solar Z and µ c
If the observational data are unbiased, the location on the abscissa that marks where each best-fitting straight line passes through zero on the ordinate will give us a 'seismic' estimate of the average mean molecular weight µ c averaged over the inner 20 % by radius, and the surface abundance Z of the Sun. (Note that the Z we refer to is always the presentday (solar age) surface Z.) These locations are marked on the various panels of Figures 1 and 2 by the intersecting dotted lines. Conclusions drawn from the test models will of course neglect any dependence of the differences of the separation ratios on changes to other solar model input parameters, including changes to the mixture of the heavy elements. We go on to discuss the impact of such changes, and the overall error budget, in later sections. Here we show explicitly how a value for, and uncertainty on, Z may be estimated from the differences. The same procedures give results for µ c .
From the best-fitting coefficients, we seek to find ln Z where ∆r l,l+2 = 0. From Equation 7, we therefore have:
Application of Equation 8 to the ∆r 02 and ∆r 13 data of each set (GS98 or AGS05) will give us four seismic estimates of the solar heavy element abundance. Using GS98 models we get Z = 0.01798 and Z = 0.01774 for ∆r 02 and ∆r 13 respectively. The corresponding results using the AGS05 models are Z = 0.01617 and Z = 0.01611. A similar analysis of µ c results in values of 0.7253 and 0.7244 when GS98 models are used, and 0.7260 and 0.7255 when AGS05 test models are used. These estimates are listed in the fourth column of Tables 4 and 5 , along with estimates of the goodness-of-fit and uncertainties.
We make use of the observed scatter (variance) of the differences ∆r 02 and ∆r 13 about their best-fitting straight line to estimate the uncertainty on the seismic estimates of solar µ c and Z. In short, we translate the characteristic scatter on the ordinate into an implied uncertainty on the abscissa. To determine the uncertainty in Z (the same procedure was used for µ c ) we first determine the set of residuals about the best-fitting straight line, i.e., for each point we compute
The variance of these residuals yields an estimate of their 1σ standard deviation, which we call σ ∆r l,l+2 . This characteristic uncertainty on the residuals may be translated into an implied uncertainty on ln Z via the best-fitting gradient, i.e., σ(ln Z) = σ ∆r l,l+2 /β l,l+2 .
The equivalent 1σ limits on Z are then bounded by exp [ln Z + σ(ln Z)] and exp [ln Z − σ(ln Z)]. Our estimate of the uncertainty is itself uncertain through the uncertainty on the gradient, β l,l+2 . Thus we require that N be large enough to ensure that the best-fitting gradient (and our 'look-up curve') is well constrained. Here, gradients for the Z fits were returned to a fractional precision of better than 1 %.
The third column of Tables 4 and 5 shows the computed σ ∆r l,l+2 (in %). The fifth column gives the implied 1σ uncertainties on µ c and Z, which we call σ(µ c ) and σ(Z). Here, the positive and negative uncertainties were the same, at the level of precision of the data, because the fractional uncertainties were so small. The sixth column shows the implied precision in the determination of µ c and Z (in %). For each of the GS98 and AGS05 sets, we also combined the estimates from ∆r 02 and ∆r 13 -on the assumption the estimates are independent -to give the estimates shown in the third and sixth rows of the tables.
Inspection of the µ c results in Table 4 shows that all results (both individual and combined) are consistent with one another. This is not surprising given the almost direct dependence of the sound speed, and its derivative, on µ c . The combined estimate obtained with the GS98 models differs from that obtained with the AGS05 models by only 1σ. As we shall see in § 5, the uncertainties on the seismic estimates of µ c do not increase much when other changes to the solar model input parameters are considered.
Inspection of the Z results in Table 5 shows that the individual, and combined, estimates for solar Z are all significantly higher than the 'low' Asplund et al. value of Z ∼ 0.0122. However, our combined GS estimate (0.01785) and its combined AGS counterpart (0.01611) differ from each other by ≈ 16σ (combined uncertainty). This difference might at first glance be seen as a cause for concern and an indication that systematic errors are much larger than the random errors caused by uncertainties in the observed frequencies. However, we go on to show in § 5 that other systematic sources of error -arising from the sensitivity of the separation ratios to other parameters of the solar models, including the relative mixture of the heavy elements -mean that realistic estimates of the uncertainties on Z are actually larger in size than the uncertainties given in Table 5 . This is in stark contrast to what is found for µ c (see previous paragraph).
Disagreement between the seismic results obtained from the GS98 and AGS98 models can to a large extent be understood in terms of the differences in the two mixtures. The influence of the relative mixture is clear from the fact that the separation ratios for the AGS05 models and the GS98 models are different for the same value of Z; the differences are less pronounced for µ c . This finding is not difficult to understand. For the calibrated solar models used in this work, the dominant contribution to the Z and µ c of each model comes from different elements. For Z, the dominant elements, in order of importance, are oxygen, carbon, neon and nitrogen. The value of µ c is determined by the mass fractions of helium and hydrogen in the core. The abundances of hydrogen and helium in the core depend strongly on the abundances of heavy metals that contribute to the opacity in the core. These metals, again in order of importance, are iron, silicon, sulfur and oxygen. The difference between the GS98 and AGS05 mixture lies predominantly in the relative abundances of oxygen, carbon, nitrogen and neon, and much less so in the abundances of iron, silicon and sulfur. This explains why for the same Z, µ c is different for the GS98 and AGS05 models, as can be seen from Fig. 3 .
Since the separation ratios depend basically on µ c and temperature, the location at which ∆r l,l+2 = 0 occurs at slightly different values for the two sets of models. The slopes of the ∆r l,l+2 -ln Z curves for the GS98 and AGS05 models (Figures 2) are also different for the same reason. We investigate other sources of systematic errors in § 5. The results in § 5 show that realistic estimates of the uncertainties on Z are actually larger in size than the uncertainties given in Table 5 .
Uncertainties due to opacity and equation of state
The results obtained with the test models have two obvious limitations. First, they do not test the impact of changes to the relative mixture of the heavy elements, except to reveal that changes in relative abundances matter. And second, the models test the dependence of the separation ratios on µ c and Z for a fixed set of solar model input parameters, with only the Z/X varied. The study above does not deal with uncertainties in the seismic estimates of solar µ c and Z caused by other input parameters, such as nuclear reaction rates, diffusion rates, uncertainties in the relative mixtures, etc. We investigate these effects by conducting a Monte Carlo study, which is described below in § 5. This study allowed us to test the impact of 19 solar model input parameters on the results. There are, however, two important inputs that are not amenable to a Monte Carlo study, and these are radiative opacities and the equation of state (EOS). These two quantities cannot be described by a single number and hence we are forced to use a different approach to determine the uncertainties in the separation ratios caused by uncertainties in opacities and EOS. We use an approach similar to that used by Bahcall et al. (2006) .
We determined the uncertainty introduced in ∆r l,l+2 by the opacities as follows. We computed a pair of solar models with the same input parameters and EOS, but one was made with opacities from the OP project (Badnell et al. 2005 ) and the other with opacities from OPAL . For this matched pair of models we get ∆r l,l+2 OP,i and ∆r l,l+2 OPAL,i (here the subscript i denotes the pair of matched models). The unbiased estimator for the variance of the difference is
and we adopt this quantity as the standard deviation squared, σ 2 i ( ∆r l,l+2 (opacity)). In order to obtain a more representative value for σ opac ( ∆r l,l+2 ) we averaged this difference over a set of N = 40 matched pairs of models, where the 19 other input parameters were varied for different matched pairs. The final expression we adopt for σ opac ( ∆r l,l+2 ) is
An analogous procedure was used for the EOS, but in this case one model in each pair was computed using the 2001 OPAL EOS (Rogers 2001 , Rogers & Nayfonov 2002 , while the other model was computed using the 1996 OPAL EOS .
In addition to the uncertainties on ∆r 02 and ∆r 13 given by Equation 11, we applied the same procedure to compute the implied uncertainties for the values of µ c and Z predicted by the solar models. Uncertainties in the opacity and EOS will affect the solar model results for Z and µ c , i.e. Z and µ c will be somewhat different for the two models in each of the matched pairs described above. The results are given in Table 6 .
The impact on the separation ratios of uncertainty in the radiative opacities is easy to understand -changes in opacity cause changes in temperature, which in turn change sound speed and its derivative, thereby changing the separation ratios. However, since the opacity uncertainties are small in the core, the overall effect is quite modest. The impact of uncertainty in the EOS is more important. This might seem surprising, until one realizes that the 1996 OPAL EOS did not treat relativistic effects properly at temperatures and densities relevant to the solar core. This results in a somewhat deficient core structure (see Elliott & Kosovichev, 1998) . Since the deficiency is mainly in the core, it will affect the low-l separations used in this work disproportionately and cause larger uncertainties in the seismic estimates of solar Z and µ c . The updated 2001 OPAL EOS has the correction put in. Thus the uncertainty in the seismic estimates of solar Z and µ c caused by EOS uncertainties may be considered to be an upper limit to the EOS effects.
The Monte Carlo study
In this section we present results, using extended sequences of solar models, which seek to address the influence of other input parameters on the seismic solar Z results reported in § 3.1. The bulk of the results come from tests on 12,000 solar models created for a Monte Carlo study of the dependence of solar model characteristics on different input parameters (see Bahcall et al. 2006) . As discussed in § 2, the models have 19 different input parameters selected at random from a distribution of the inputs.
Scatter plots of the weighted mean differences of the separation ratios (in %) versus the natural logarithm of µ c are shown in Figures 4 and 5 for all four sequences of Monte Carlo models. Figures 6 and 7 show the corresponding plots against ln Z. Uncertainties caused by uncertainties in the radiative opacities and EOS have been included by adding to the data random components with normal distributions characterized by the standard deviations given in Table 6 . The solid lines in each panel are the best-fitting straight lines for the data. The dotted lines intersect at the location along each best-fitting line where the weighted mean difference is zero.
We again adopted a linear model for the analysis in the light of: (i) the results on the test models (discussed in Section 3 above); and (ii) the observed scatter on the plots, which precluded us from imposing a more complicated fitting model. Detailed breakdowns of fitting results for the Monte Carlo sequences are presented in Table 7 (for µ c ), and Table 8 (for Z).
The main results obtained from the Monte Carlo sequences are as follows:
1. Before turning to discussion of the results on µ c and Z, we consider first the ∆r 02 and ∆r 13 of the model sequences. In the case of the AGS-Opt sequence, the distribution of ∆r 02 is characterized by a mean value of −2.05 % and a standard deviation of 0.75 %. For ∆r 13 the corresponding values are, respectively, −1.80 % and 0.54 %. These values imply a difference with helioseismology measurements of 2.7σ and 3.3σ for ∆r 02 and ∆r 13 respectively. Note from Table 6 that the EOS has a large impact on the total standard deviations of the ∆r 02 and ∆r 13 distributions. As discussed previously, we are probably overestimating the EOS uncertainties in the separation ratios. Consequently, the 2.7 and 3.3-σ differences should be considered as robust upper limits to the real discrepancy.
On the other hand, for the GS-Opt sequence the mean and standard deviation of the ∆r 02 distribution are −0.43 % and 0.76 % respectively, while for ∆r 13 we get −0.32 % and 0.53 % for the mean and the standard deviation. These numbers translate into differences of only ≈ 0.6σ with the helioseismology measurements. It is worth mentioning that we perform this comparison only for Monte Carlo sequences having the optimistic choice of uncertainties, because the aim is to compare helioseismology measurements with solar models that adopt compositions (central values and uncertainties) given by the solar abundance determinations, i.e. GS98 and AGS05.
2. As in the case of results obtained using the test models, the average mean molecular weight in the inner 20 % by radius, µ c is determined to much higher precision than Z (results in Table 7 ). The precision in each of the combined measures of µ c is better than 0.5 %. Even with the improved precision, the estimates given by analysis of the four sequences of models are in excellent agreement with one another and provide a very robust determination of µ c . The largest difference between any of the two combined measures is significant at only ∼ 1σ. The average of our four combined seismic estimates is µ c = 0.7226.
3. From the AGS-Opt sequence of models, i.e. that adopting the AGS05 central values and uncertainties for the composition, we find that solar models constructed with the AGS05 composition have an average µ c of 0.7088 ± 0.0029 (1σ uncertainty). This value differs from our combined seismic estimates of solar µ c , which are given in Table 7 , by between 3.1 (for the combined AGS-Cons measure) and 3.7σ (for the combined AGS-Opt measure) (where σ is determined by adding in quadrature the uncertainties from the observations and the uncertainty in the theoretical distribution). On the other hand, in the case of models adopting the GS98 composition, we derive an average value of µ c = 0.7203 ± 0.0029 for the optimistic (i.e., lower) uncertainties on the abundance inputs. All the combined seismic estimates agree with this value to well within 1σ.
4. All seismic estimates of solar Z are high (see Table 8 ). They lie noticeably above the low Asplund et al. (2005a) (AGS05) value. This is clear even from visual inspection of the plots in Fig. 7 , which shows results for models with heavy-element mixtures based on the AGS05 values. The location on the abscissa where the best-fitting lines pass through zero lie well to the high-Z side of each cloud of points. None of the AGS-Opt models has a mean weighted difference greater than zero. Estimation of Z from these data therefore amounts to an extrapolation, rather than the interpolation as is possible with the GS-Cons and GS-Opt models.
From the AGS-Opt sequence of models, which has abundance uncertainties consistent with Asplund et al. (2005a) , we find that solar models constructed with the AGS05 composition have an average Z of 0.0125 ± 0.0007 (1σ uncertainty). This value differs from our combined seismic estimates of solar Z, which are given in Table 8 , by between 2.0σ (for the combined GS-Cons measure) and 4.3σ (for the combined AGS-Opt measure) (where σ is determined by adding in quadrature the uncertainties from the observations and the uncertainty in the theoretical distribution).
5. All seismic estimates of solar Z are slightly higher than the Grevesse & Sauval (1998) (GS98) value, of Z = 0.0169 (see Table 8 ). This is clear from visual inspection of the plots in Fig. 6 , which shows results for models with heavy-element mixtures based on the GS values. The best-fitting lines pass through zero in the high-Z parts of the distributions of points. Differences between the GS98 value and our combined seismic estimates of solar Z lie between 0.5σ (for the combined GS-Cons measure) and 2.0σ (for the combined AGS-Opt measure).
6. All seismic estimates of solar Z in Table 8 are in good agreement with the seismic estimate of Antia & Basu (2006) , which was Z = 0.0172 ± 0.0020. The Antia & Basu result was quoted with a precision of just over 12 %. The precision in our four, combined measures of Z (rows 3, 6, 9 and 12 of Table 8 ) ranges from ∼ 12 % to ∼ 19 %. The largest difference between any of the two combined measures is significant at only ∼ 1σ.
The observed scatter in Figures 4 to 7 deserves discussion, as do the differences between the results given by the Monte Carlo sequence of models and the test models from § 3.
The scatter in the computed ∆r 02 and ∆r 13 about the best-fitting straight lines -as characterized by the σ ∆r l,l+2 in column 3 of Tables 7 and 8 -far exceeds the sizes of the formal uncertainties on the mean differences found in § 3. Recall that the formal uncertainty (a result of uncertainties in the BiSON data) is only 0.046 % on each value of ∆r 02 ; and 0.038 % on each value of ∆r 13 . The uncertainties on the seismic estimates of solar Z and µ c computed from analysis of the Monte Carlo data are therefore dominated by scatter introduced by the input parameter choices for the solar models. As we discuss below, the largest contribution to this scatter comes from the relative abundance of heavy elements that contribute to Z. It is worth pointing out that while the uncertainties on the seismically estimated values of solar Z, obtained with the Monte Carlo sequences, are much larger (by over an order of magnitude) than the uncertainties obtained from the test models, corresponding differences in the uncertainties on the seismic values of µ c , i.e., σ(µ c ), are just a few times larger.
The 1σ standard deviation of the fitting residuals, σ ∆r l,l+2 , changes depending on whether 'conservative' (large) or 'optimistic' (small) uncertainties are used for the input abundances to the solar models. The σ ∆r l,l+2 values for the GS-Cons and AGS-Cons sequences are between ∼ 20 and ∼ 60 % higher than the corresponding values of the GS-Opt and AGS-Opt sequences. This is not surprising -the 'conservative' GS-Cons and AGSCons sequences cover, by their very nature, a large, 'pessimistic' range of input abundance values, thus the scatter due to the uncertainties in the relative abundance is also larger than that for the 'optimistic' sets. The uncertainties that arise from using the GS-Cons and the AGS-Cons models may therefore be treated as respectable upper bounds for σ(Z) and σ(µ c ).
The gradients and intercepts of the best-fitting lines of the relations between the separation ratios and the metallicity of the test models (Figure 2 ) are steeper and higher, respectively, then those of their Monte-Carlo counterparts (Figures 6 and 7) . The gradients are in some cases steeper by as much as a factor of 3. There are also differences between one Monte Carlo sequence and another, with the gradients differing by up to ∼ 35 %; the gradients are constrained typically to much higher precision. However, in spite of these differences, the zero-crossing points, which serve to provide the estimates of solar Z, return consistently robust values.
Again, it is not very difficult to explain why the gradients are higher for the sets of test models compared to the sets of Monte Carlo models, and why the gradients differ from one Monte Carlo set to another. The answer again lies in the impact of changes to the relative mixture of heavy elements. Each set of linear test models has the same relative mixture of elements; these models represent the case of perfect correlation between all the abundance uncertainties. A given value of Z gives a unique value of µ c , and other conditions in the core (e.g., temperature), and thus matches to a unique value of ∆r 02 and ∆r 13 . The Monte Carlo sequences simulate the opposite situation; here, all the abundance uncertainties are assumed to be independent of one another. The different dependences on relative abundances of Z and µ c imply that their variations in the MC sequences become, to some degree, uncorrelated. For example, large changes in CNO elements give rise to large changes in Z but have a much more modest impact on µ c (and consequently on the separation ratios). The result is that in the MC sequences the one-to-one relation between Z, µ c and other conditions in the core is lost, as is the one-to-one correlation between Z and ∆r 02 or ∆r 13 . The overall effect is to force the linear fitting gradients to shallower values when a range of mixtures is admitted in the models. There are changes in the details of the mixtures between the different Monte Carlo sequences, and hence some (albeit much more modest) changes in gradient are seen from one sequence to another.
It is worth adding that changes to the diffusion rates do not alter significantly the fitting gradients. If one takes appropriate subsets of the Monte Carlo sequences, one finds that the relation between the rate of diffusion and µ c is always the same. And the diffusion rate and Z appear to be only very weakly correlated. Changes to the diffusion do not affect the relation between the fitting gradients of ∆r 02 or ∆r 13 versus ln Z or ln µ c . The only effects seen are changes to the intercept of the fits between the separation ratios and the metallicities, which change the seismic estimates of Z, and thus diffusion is a relevant source of uncertainty. We find that physical inputs other than the relative mixture, the diffusion coefficients, and the EOS have a much smaller effect on the uncertainties of the estimated values of solar µ c and Z.
Results and Discussion
We have used the frequencies of low-degree acoustic oscillations of the Sun, determined by the BiSON network over a period of 4752 days, to try and determine the metallicity Z of the Sun. We did so by comparing the frequency separarion ratios of a large set of solar models, from four different Monte Carlo sequences, with the BiSON observations. Specifically, we used a weighted average of the difference of the separation ratios. We find that in addition to giving good constraints on the solar metallicity, which by definition is the abundance of heavy elements in the solar convection zone, the comparison provides an excellent means to determine the mean molecular weight of the solar core.
The frequency separation ratios of the low-degree acoustic modes are sensitive to the conditions in the solar core. By using the weighted mean differences of the separation ratios, we have obtained seismic estimates for the mean molecular weight of the solar core (µ c ). The seismic estimates are robust and depend only very weakly on the solar models used to construct the weighted mean differences. All of the four sequences of Monte Carlo models used in this work allow us to determine µ c to a precision of better than 0.5%, and estimates from different sequences are consistent with each other to better than 1σ. This is true even for the seismic estimates obtained using solar models with the AGS05 composition. These solar models do not agree with helioseismic results on the solar sound-speed and density profiles, surface helium abundance, depth of the convective envelope and frequency separation ratios. We have now shown that solar models constructed with the AGS05 composition (central values and uncertainties) fail to reproduce the seismically determined average mean molecular weight of the solar core by more than 3σ. On the other hand, solar models with the older GS98 composition have µ c well within 1σ of our seismic estimate of µ c in the Sun.
We get estimates for the solar metallicity in the range between Z = 0.0187 and Z = 0.0229 for the four Monte Carlo sequences with uncertainties in the range of 12% to 19% on each measurement. All our seismic estimates for metallicity are consistent with each other at about the 1σ level, and are higher than the solar metallicity derived by Asplund et al. (2005) by between 2.1 and 4.3σ. Our estimates are also consistent with the seismically derived value of Z = 0.0172 ± 0.0020 obtained by Antia & Basu (2006) . Finally, our estimates are slightly higher (by between 0.5 and 2σ) than the solar metallicity value recommended by Grevesse & Sauval (1998) .
The Antia & Basu (2006) results were obtained by looking at the near-surface ionization zones. The signature of interest was the change in the adiabatic index resulting from ionization of material, which depends on the equation of state and the metallicity. The biggest source of systematic error in the results of Antia & Basu was therefore the equation of state. Here, we have obtained very similar results for solar Z by looking at a region where very different physical inputs matter. The main source of systematic error for this study was the relative abundance of the heavy elements. Thus errors in the physical inputs used to construct the solar models are not the reason why we obtain consistency high estimates of solar Z. As a matter of fact, even when we use low-Z models, we still get estimates of solar Z that are high.
When the AGS05 abundances were published, it was soon noticed that solar models constructed with those abundances did not agree well with the helioseismically determined properties of the Sun. In particular, the most obvious discrepancy was in the position of the convection-zone base. It was speculated that this implied that the physical inputs to the models, particularly the opacities, were incorrect. The fact that the helium abundance in the convection zone was also incorrect lead to the belief that the problems are localized to the outer parts of the Sun. Based on the results of this paper, we conclude that this is not the case and that the problems extend to the core. It therefore seems unlikely that the origin of the discrepancy lies in the simplified modeling of the regions close to the tachocline or in the treatment of convection which is adopted in standard solar model calculations. While rotation and its associated mixing are certainly not modeled in the standard solar models used in this work, it should be noted that solar models that attempt to account for rotation (and some degree of rotationally induced mixing) predict a lower helium abundance in the solar core, which translates into a lower average mean molecular weight (Palacios et al. 2006) . Our results seem to indicate that this would make the disagreement between models with the AGS05 composition and helioseismology even worse. Table 1 . Solar-cycle corrected BiSON frequencies (in µHz) used in the paper Table 2 . Model frequencies (in µHz) for exact GS98 abundance Table 3 . Model frequencies (in µHz) for exact AGS05 abundance , versus ln µ c , plotted for the 5000 Monte Carlo 'GSCons' solar models. These models were made with the 'conservative' (large) abundance uncertainties, centered on the GS98 mixture. The solid line in each panel is the best-fitting straight line. The dotted lines intersect at the location along each best-fitting line where the weighted mean difference is zero. Lower panels: As per the upper panels, but for the 1000 Monte Carlo 'GS-Opt' solar models. These models were made with the 'optimistic' (small) abundance uncertainties, centered on the GS98 mixture. Cons' solar models. These models were made with the 'conservative' (large) abundance uncertainties, centered on the AGS05 mixture. The solid line in each panel is the best-fitting straight line. The dotted lines intersect at the location along each best-fitting line where the weighted mean difference is zero. Lower panels: As per the upper panels, but for the 5000 Monte Carlo 'AGS-Opt' solar models. These models were made with the 'optimistic' (small) abundance uncertainties, centered on the AGS05 mixture. Although visually the solid lines on the lower plots do not look like the best-fitting lines, they are the unbiased lines given by a least-squares fit.
Fig. 6.-Upper two panels: weighted mean differences, ∆r 02 (upper left-hand panel) and ∆r 13 (upper right-hand panel), versus ln Z, plotted for the 5000 Monte Carlo 'GSCons' solar models. These models were made with the 'conservative' (large) abundance uncertainties, centered on the GS98 mixture. The solid line in each panel is the best-fitting straight line. The dotted lines intersect at the location along each best-fitting line where the weighted mean difference is zero. Lower panels: As per the upper panels, but for the 1000 Monte Carlo 'GS-Opt' solar models. These models were made with the 'optimistic' (small) abundance uncertainties, centered on the GS98 mixture. Fig. 7 .-Upper two panels: weighted mean differences, ∆r 02 (upper left-hand panel) and ∆r 13 (lower right-hand panel), versus ln Z, plotted for the 1000 Monte Carlo 'AGSCons' solar models. These models were made with the 'conservative' (large) abundance uncertainties, centered on the AGS05 mixture. The solid line in each panel is the best-fitting straight line. The dotted lines intersect at the location along each best-fitting line where the weighted mean difference is zero. Lower panels: As per the upper panels, but for the 5000 Monte Carlo 'AGS-Opt' solar models. These models were made with the 'optimistic' (small) abundance uncertainties, centered on the AGS05 mixture. Although visually the solid lines on the lower plots do not look like the best-fitting lines, they are the unbiased lines given by a least-squares fit.
