ABSTRACT One of the classic approaches to controlling power networks, as large-scale systems, has been the use of a centralized control architecture. This approach is currently used less frequently due to its computational complexity. Another possible approach is the use of a decentralized control architecture. However, this approach can lead to unacceptable global performance of the system due to the lack of knowledge about the available interactions among subsystems. A third approach is the application of a cooperatively distributed architecture. On the other hand, one technique that has proved to be quite efficient for the control of power system frequency is model predictive control (MPC). In this paper, the performance of cooperatively distributed MPC is compared with that of the centralized MPC and the classical automatic generation control methods. The main contribution of this paper is that the load variations are applied to the system in the form of consecutive pulses. Additionally, the disturbance levels considered here have higher values. Moreover, the range of control input variations is reduced; therefore, the constraints are chosen more strictly. Finally, the total error of the system is determined, and the discussed methods are evaluated by the newly defined indices. According to simulation results, a feasible cooperation-based MPC method leads to relatively desired performance and computational speed and so can be an appropriate practical option for controlling power systems.
I. INTRODUCTION
With respect to the numbers and the various types of equipment and subsystems used in power grids, they are considered large-scale systems. To control these systems appropriately, specific approaches should be employed. In this regard, one of the important issues is the load-frequency control (LFC) and supply-demand balance, which plays an important role in the power quality. Hence, the control method selected to achieve these goals will be of vital importance.
Area loads and system operating parameters are changing continuously in a large-scale interconnected power network. However, the ability of the generation to track the changing load is limited due to physical or technical considerations. AGC or LFC, whose objectives are to minimize the transient errors in the frequency and the scheduled tie-line power and ensure zero steady state errors of these two quantities, is a very significant issue in power system operation and control for supplying sufficient and both good quality and reliable electric power [1] , [2] .
Any sudden load perturbation in power system can cause change in tie-line power interchange and frequency. AGC is used to keep frequency of control areas at its nominal value and tie-line power exchange for different control areas at their scheduled values [3] - [7] .
The first attempt in the area of AGC has been to control the frequency of a power system via the flywheel governor of the synchronous machine. This technique was subsequently found to be insufficient, and a supplementary control was included to the governor with the help of a signal directly proportional to the frequency deviation plus its integral. This scheme constitutes the classical approach to the AGC of power systems. Many works have been reported in this area of AGC. The microprocessor-based AGC regulator, self-tuning regulator, and adaptive AGC regulator designs have also been presented. One of the advancements in this area is the application of concepts like neural networks, fuzzy logic, and genetic algorithms to tackle the difficulties associated with the design of AGC regulators for the power systems with nonlinear models and/or insufficient knowledge about the system required for its accurate modeling [8] .
Among the various types of load frequency controller, conventional controller is simple for implementation but takes more time and gives large frequency deviation [9] , [10] .
In this paper, MPC is used in a special architecture: cooperative distributed MPC.
MPC is one of the efficient control methods that has been initiated in the industry and later extended in the academic community. It is appropriate for multivariable systems and industrial applications. For more information, see [11] - [13] .
In a CeMPC, all variables are considered in a single optimization problem. The resulting system performance is acceptable; however, it is not practically employed due to high computational complexity. One can solve the control problem by decomposing the total system into smaller subsystems [14] , [15] . There is no interaction among local controllers in a decentralized architecture, and they act independently [16] . Hence, this architecture is proper for cases in which communications are weak. Otherwise, in addition to degradation of system performance, instability is possible [17] - [19] . The benefits of these two architectures can be achieved by accepting a middle solution between centralized and decentralized strategies; distributed control, which retains topology and flexibility of decentralized control, and nominal closed-loop stability is also guaranteed [20] . In a distributed architecture, some information is transmitted between the local controllers so that each of them will have some knowledge about the behavior of its neighbors [16] .
There are two types of distributed MPC: communicationbased MPC and cooperation-based MPC. Cooperation-based MPC is chosen as a suitable control strategy for plant-wide application due to its advantages. In this case, the local cost function for each subsystem is replaced by a global cost function [21] .
In cooperation-based control, each controller acts to improve a global objective [18] . The formulation framework used in this paper [22] is known as FC-MPC. In this case, the feasibility and the closed-loop stability are guaranteed with regard to related conditions.
In [13] a distributed MPC was proposed for a four-area hydro-thermal interconnected power system. In the proposed scheme, the limit position of the governor valve is modelled by a fuzzy model and the local predictive controllers are incorporated into the non-linear control system.
In [23] , a distributed output feedback MPC with distributed state estimation was used to control a power system. In [24] , an appropriate distributed MPC framework was used to control networked large-scale systems, such as a power system that works iteratively based on cooperation between subsystems.
Reference [25] presented an almost decentralized Lyapunov-based predictive control algorithm for power balancing in the electric network that needs only the local information and the defined communications between directly-neighboring control areas to provide a stabilizing control action.
Reference [26] offered a LFC design by using the MPC technique in a multi-area power system. In the considered method, the performance of the total closed-loop system is robust against uncertainties related to variations of turbine and governor parameters and load disturbance. In [27] , the valve limit on the governor was modeled by a fuzzy model such that the local predictive controllers participate in a nonlinear control system. In [28] , several non-centralized predictive control techniques to control the frequency of the power network were evaluated. In [29] , a PID optimized by the lozi map-based chaotic algorithm was suggested to solve the LFC problem. Reference [30] presented a LFC scheme by using the distributed MPC technique for an interconnected multiarea power system in which the constraints of the system have been considered. In this case, the control problem was solved by decomposing the total system into some subsystems, using the local controller for each area and communication between the different controllers.
A robust distributed MPC based on linear matrix inequalities was presented in [31] . The proposed algorithm solves a series of local convex optimization problems to minimize an attractive range for a robust performance objective by using a time-varying state-feedback controller for each control area.
Reference [32] proposed a coordinated distributed MPC for the LFC of a power system that included inherently variable wind-power generations. This control method communicates power system measurement and prediction data, and considers the information of other controllers for their local objective to realize effective coordination.
In [33] a distributed MPC was proposed for a four-area hydro-thermal interconnected power system. In the proposed scheme, the limit position of the governor valve is modelled by a fuzzy model and the local predictive controllers are incorporated into the non-linear control system.
In this paper, the application of the FC-MPC method in the balancing of generation and consumption in power networks is studied, and its results are compared with the CeMPC method and the traditional AGC method as a measure of comparison. The case study is an electric grid that includes four areas, each with local generation and load. In this research, the control methods are studied more completely by changing the system specifications and related parameters.
The novelty of this paper can briefly be expressed in the following: load variations are applied to the system in the form of consecutive pulses instead of the step form of previous evaluated methods [28] . In this way, the performance and speed of a system for returning to the normal situation after the successive changes of load are investigated. Additionally, the magnitude of disturbance is increased, and it is applied to the system in the form of positive and negative pulses in areas 2 and 3. Moreover, the range of control input variations is reduced to prevent a saturation phenomenon. Therefore, the constraints are selected more strictly, and the performance of the system is studied more carefully in the new conditions. VOLUME 5, 2017 Finally, the total error of the system is represented. It is a weighted combination of frequency and transmission power variations. Additionally, the discussed methods are evaluated and compared with each other by the new indices.
The rest of this paper is organized as follows: In section 2, the MPC strategy and its different architectures in largescale systems are discussed. The specifications of the used control methods, including CeM PC, FC-MPC, and AGC, are presented in section 3. In Section 4, the characteristics of the case study and the results of the simulation are reported. The simulation results are discussed and analyzed in section 5. Finally, this paper is concluded in Section 6.
II. PREDICTIVE CONTROL STRATEGY IN LARGE-SCALE SYSTEMS
In the MPC scheme, a model is used for predicting the future states and outputs of the system during a finite horizon named the prediction horizon. With regard to the difference between the predicted and desired outputs, an optimization problem is solved to minimize the emerged error. The control input is determined during a finite horizon named the control horizon, but only the first step of this input is applied to the system at each sampling time. At the next sampling time, this process is repeated by shifting the horizon one step forward; therefore, this control method is categorized as a receding horizon or moving horizon method. For more information, see [11] .
A large-scale system can be considered as a framework to model and control many complicated phenomena. Here, the largeness refers to the order of the system in many engineering fields. Modeling of these systems often results in high order models that cause challenges for analysis, design and feedback control [34] .
Depending on terms of use, the different architectures of MPC can be applied to the large-scale systems.
In the centralized architecture of MPC, all inputs are optimized in one individual optimization problem with an objective function. In this case, a single multivariable control system is designed for calculating control actions of all control actuators at each sampling time [35] .
In a centralized architecture, all subsystems depend on a central agent; therefore, the control of the total system for coordination is difficult. However, in a decentralized architecture, each subsystem is controlled independently, and the network interactions are considered the local subsystem disturbances [14] , [20] , [36] . However, if interactions between subsystems are strong, then the decentralized control will be unreliable [20] , [37] .
As a solution, one can use the distributed architecture. In this case, the controllers communicate with each other. In non-cooperative distributed control, each subsystem controller only predicts the effect of network interactions locally [20] , [38] , [39] . When the network interactions are strong, the non-cooperative control cannot stabilize the system. The performance may be even weaker than the decentralized one [20] , [40] .
The other type of distributed control works cooperatively so that each subsystem considers the effect of local control actions on all existing subsystems in the network. Thus, the performance is improved [20] , [24] .
Actually, the non-cooperative distributed MPC algorithms are distributed algorithms in which each local controller optimizes a local cost function, while the cooperative distributed MPC algorithms are distributed algorithms in which each local controller optimizes a global cost function [35] .
MPC is a natural control framework to design coordinated and distributed control systems since it can handle input and state constraints and predict system variations over time with considering the effect of asynchronous and delayed sampling. In addition, it can take into account the other actuators actions for control action calculation of the specific control actuators in real time [13] , [35] .
III. THE CONTROL METHOD A. Preliminar
Consider a system consisting of M subsystems with the overall state space equation as follows:
where x(k) ∈ R n , u(k) ∈ R m , and d(k) ∈ R s are state, control input, and bounded disturbance vectors, respectively, at time instant k; and A ∈ R n×n , B ∈ R n×m , B d ∈ R n×s are matrix coefficients of the equation.
N P ∈ Z + , N P ≥ 1 is the prediction horizon and N C ∈ Z + , N C ≥ 1 is the control horizon, where Z + is the nonnegative integer numbers set. Additionally, x T is the transpose of x.
B. CeMPC
The CeMPC-based controller solves the following optimization problem at each sampling time:
where R and Q are symmetric matrices, Q is a positive semi-definite matrix, and R is a positive definite matrix.
P is a symmetric positive definite that is used for weighting of the terminal state. It is usually calculated offline to ensure closed-loop stability. Matrices P and K are obtained by solving the following unconstrained infinite horizon LQR problem [28] , [41] :
where u = [u T 1 . . . u T M ] T ; q ∈ {0, 1, 2, . . . , N P − 1}; and x(k) is considered as the initial state in a discrete-time instant k ∈ z + to begin the prediction process.
The feasible input sequences and states can be determined by the following constraints and relations:
such that:
where r q is a positive number.
C. FC-MPC
The control input of the j-th subsystem in the FC-MPC formulation is obtained by solving the following optimization problem:
where A jj ∈ R n j ×n j , B jj ∈ R n j ×m j , B d jj ∈ R n j ×s j and m ∈ Z + is the number of iterations in the iterative algorithm. Q j > 0 and R j > 0 are symmetric, and x j (k) is considered as the initial state in a discrete-time instant k ∈ z + to begin the prediction process. d j (k) ∈ R s j is the disturbance applied to the j-th subsystem at a discrete time k that satisfies condition (8):
Additionally, the following relationships are established:
Moreover, the feasible input sequences set is expressed by U j :
The terminal penalty matrix P is the solution of the following unconstrained infinite horizon LQR problem [28] :
The traditional classical AGC method can be used as a measure for the assessment of modern control schemes. Most interconnected power systems for the regulation of system frequency and exchange of tie-lines have relied on AGC [24] , [42] . The mentioned goals are achieved by the control of the real power output of generators with consideration of limitations on the value and rate of generator power deviations. The distributed MPC decreases the computational and structural load rather than the centralized control and presents an effective solution for the desired coordination of controllers and the improvement of performance. Hence, AGC is a criterion suited for the investigation of distributed MPC performance in a power system [24] .
The AGC method uses a PI controller. In this context, the following controller is used for area j [5] , [28] , [43] :
R j and E j are the PI controller tuning parameters. The error in each area is calculated as follows [30] :
where b j is the relative weighting coefficient of error outputs and the symbol indicates the deviation from steady state. The other used parameters are given in TABLE 1, and the total error is determined by the following relation:
where n a is the number of areas.
IV. SIMULATION A. DESCRIPTION OF THE CONSIDERED POWER SYSTEM
The considered power system for simulation is composed of four control areas in which tie-lines provide the connections between the areas. Each area can contain some generators and some consumers so that all of them can be modeled and integrated into an equivalent generator and an equivalent consumer. Since the AGC action is limited to relatively small disturbances, the dynamics of each area can be linearized [24] , [42] . The standard model used for area j, state variables, and related specifications and formulations are given hereafter [5] , [24] , [28] , [42] : 
State variables:
The simulated power system is shown in Fig. 1 . Additionally, the list of the used parameters is given in TABLE 1 [24] .
In each area, the local load variatio causes variatio in nominal frequency that leads to transmission power changes in tie-lines. The MPC controller drives th frequency variations and th transmission power variationsto zero by solving the optimization problem and adjusting the P R control input. In this case, the load demand change is considered as the external disturbanc.
B. SIMULATION SPECIFICATIONS
Let the network be in steady state and ω j = P jh TIE = P LD j = 0 for k ≤ 60. In other words, if the load change as the external disturbance is zero, then the frequency change and the transmission power change will be zero. Henceforth, load variations are applied to the system in the form of the successive positive and negative pulses in areas 2 and 3 such that the load changes in areas 2 and 3 are opposite to each other.
In this way, the external disturbance is applied to the system in the value of P LD 2 = −0.5, P LD 3 = +0.5 for 60 < k ≤ 100; P LD 2 = 0.5, P LD 3 = −0.5 for 100 < k ≤ 140; and P LD 2 = 0, P LD 3 = 0 for k > 140.
Additionally, sampling period ( 10, 20, 10 ), (r F 1 , r F 2 , r F 3 , r F 4 ) = (0.12, 0.28, 0.16, 0.12), (S 12 , S 23 , S 34 ) = (2.54, 1.5, 2.5), N P = 70 and the range of control input changes is determined as follows:
C. SIMULATION RESULTS
1) THE SIMULATION RESULTS OF AGC
Areas 1 and 4 are without disturbance input, and areas 2 and 3 include disturbance input. Therefore, in order to examine the performance of the system, the output of areas 1 an 2 and the errors of areas 2 and 3 with the transmission power variations between these two areas are shown in Fig. 2 and Fig. 3 . Additionally, th tota error of the system, which is the combination of the frequency variations and the transmission power variations, is depicted. 
2) THE SIMULATION RESULTS OF CeMPC
The simulation results of the CeMPC method are shown in Fig. 4 . The error signals of the CeMPC method are shown in Fig. 5. 
3) THE SIMULATION RESULTS OF FC-MPC
The simulation results of the FC-MPC method are shown in Fig. 6 .
The error signals of the FC-MPC method are shown in Fig. 7 .
The load changes in areas 2 and 3 that are considered as the disturbance inputs are depicted in Fig. 8. 
4) THE DESCRIPTION OF THE SIMULATION RESULTS
According to the simulation results and the depicted curves, the network is in steady state before applying the load disturbance. Therefore, the variations of frequency and transmission power between areas and consequently the defined errors of the system are zero. The pulse change of load as disturbance results in the frequency and transmission power VOLUME 5, 2017 deviation, so the error is no longer zero. In this way, the used control method adjusts the control input in order to drive the deviations and errors to zero. Finally, the system reaches steady state, and the error approaches zero as a result of the control mechanism. However, the characteristics of the various methods are different. The mean value and settling time of simulation signals are listed in TABLES II and III to compare the operation of the different control methods.
In TABLE 4, the required times for calculations in two predictive control methods are listed to evaluate their computational complexity. These times are the average of the time required to calculate each control input and each output of system for every sampling without considering offline calculations.
V. DISCUSSION AND ANALYSIS
As is clear from TABLE 2, the settling times of simulation signals, including the errors and the variations of frequency and transmission power, for the CeMPC method are less than those for the FC-MPC method, and those for the FC-MPC method are less than those for the AGC method as peer to peer. In other words, the CeMPC method has the best performance, while the AGC method has the worst performance. The FC-MPC method has a medium performance in terms of settling time. According to TABLE 3, the absolute values of the averages of error, frequency changes and transmission power changes for the CeMPC method are less than those for the FC-MPC method, and those for the FC-MPC method are less than those for the AGC method as peer to peer. In other words, the mean value of signal deviations for the CeMPC method is closer to zero than those of the two other methods, but this value for the AGC method is more than the others. Therefore, the CeMPC method has the best performance, while the AGC method has the worst performance. The FC-MPC method has a medium performance in terms of the average of signal deviations.
As is clear from TABLE 4, the computational time for CeMPC is about 80% more than that of FC-MPC.
It is worth mentioning that to calculate each optimized control input in the centralized architecture, one has to solve a total optimization problem that includes all variables. However, in the distributed architecture, the main problem is decomposed into a number of smaller sub-problems, and then, these sub-problems are solved.
Additionally, the sum of values of the cost function for all samplings is listed in TABLE 4 for each control method to compare the total performance of methods. This value for the CeMPC method is about 60% less than that for the FC-MPC method.
Although for the FC-MPC method, the total performance is degraded than that of the CeMPC method, the computational complexity is decreased, and consequently, the computational speed is increased. Therefore, according to the obtained results, the FC-MPC method is more appropriate in practice.
VI. CONCLUSION
The regulation of the network frequency within the admissible range and the power balancing between electrical generation and consumption are very significant. These can VOLUME 5, 2017 affect the power quality of power networks, and they can be economically effective for the activities of generation and consumption units, especially with regard to the development of smart grids and electricity markets. Therefore, the improvement of control techniques in this field is important.
MPC is a popular optimization procedure for constrained systems by its optimization of future plant behavior with an explicit prediction model [44] . In this regard, the MPC strategy is one of the efficient control strategies that can be a suitable option to control power networks.
A power network can be considered a large-scale system. A large-scale system consists of several subsystems with evident interconnections and two essential difficulties: high dimensionality and strong interconnections. A natural method is to decompose the overall system into several subsystems as well as their interconnections such that the control of the overall system can be implemented by a group of controllers instead of a single controller [45] , [46] .
Although the traditional classical AGC method has been used as an effective and practical method in the power systems, better methods can be replaced.
The success of AGC may be attributed to two important considerations. The first is related to the fact that feedback control will almost always tend to stablize and regulate the system being controlled, and the second is due to the clever design of AGC by its originators in a manner that guaranteed the correct steady-state response of the entire system [47] .
In this paper, the investigation of a group of large-scale structures, including the centralized and distributed architectures of MPC, simulation of these methods in a typical power system, and comparison of these methods with each other and with the traditional classical AGC method were conducted.
The centralized architecture can achieve the desired performance by considering all variables in an optimization problem, but it is not accepted practically due to its computational complexity. Decomposing the total system into the local subsystems in the decentralized architecture makes the computations simpler. However, if the interactions between subsystems are strong, this method will not be appropriate due to the stability and performance problems.
An acceptable architecture is the distributed architecture, which has neither the performance problems of decentralized architecture nor the computational complexity of the centralized architecture.
In this paper, the cooperative-based distributed architecture of MPC or FC-MPC has been used such that the feasibility and the closed-loop stability are guaranteed with regard to related conditions. In this research, the discussed control methods have been studied more thoroughly than previously evaluated methods by changing system specifications and relevant parameters, choosing the constraints and conditions more strictly, and using the new measures.
According to the simulation results and related conditions, one can conclude that the CeMPC method is in the first place, the FC-MPC method in the second place and the AGC method is in the third place in terms of performance, but between the first two methods, the FC-MPC method has less computational complexity and more computational speed than the CeMPC method. Thus, according to the considered conditions, the FC-MPC method can be an appropriate practical option for controlling power systems and power balancing between electrical generation and consumption.
Of course, techniques to improve the structure and formulation of methods for decreasing the computational complexity and upgrading the performance of the system are still being studied and presented.
