Abstract-We consider a decentralized optimal control problem for a linear plant controlled by two controllers, a local controller and a remote controller. The local controller directly observes the state of the plant and can inform the remote controller of the plant state through a packet-drop link with acknowledgments. The finite horizon version of this problem was solved in our prior work [1] . The optimal strategies in the finite horizon case were shown to be characterized by coupled Riccati recursions. In this paper, we show that the finite horizon solution is related to the solution of a centralized control problem for an auxiliary Markov jump linear system. By exploiting this connection, we investigate the infinite horizon decentralized control problem. Our main result characterizes a critical threshold pc for link failure probability above which no decentralized strategy can give a finite cost. When the link failure probability is below this threshold, we provide an explicit characterization of the optimal strategies.
I. INTRODUCTION
Modern cyber-physical systems and the Internet of Things (IoT) are all Networked Control Systems (NCSs) that consist of several components, including physical systems, controllers, actuators and sensors that are interconnected by communication networks. One key challenge in the design and operation of a NCS is the inherent unreliability of the communication network. The implicit assumption of perfect data exchange in classical estimation and control systems fails in the presence of unreliable communication [2] . When there is only a single controller in the NCS, the problems of remote estimation and remote control over unreliable channels have been investigated in the literature [3] [4] [5] [6] [7] [8] [9] . In many complex NCSs, however, there are more than one controller. In addition to remote estimation and control, the multiple controllers need to coordinate their decisions under the decentralized information provided by the network. Then the NCS becomes a Decentralized Networked Control System (DNCS) where control decisions need to be made in a decentralized manner.
Optimal decentralized control problems are generally difficult to solve (see [10] [11] [12] [13] ). In general, linear control strategies are not optimal, and even the problem of finding the best linear control strategies is not convex [14] . Existing methods for computing optimal decentralized controllers require either specific information structures, such as static [15] , partially nested [16] [17] [18] [19] [20] [21] , stochastically nested [22] , or other specific properties such as quadratic invariance [23] or substitutability [24] , [25] . Unfortunately, none of the above methods can be applied in DNCSs due the unreliable communication networks. [26] , [27] investigate a decentralized control problem with unreliable communication between controllers and actuators, however the model of [26] , [27] has a partially nested information structure since there is no unreliable communication between the controllers.
In this paper, we consider a discrete-time DNCS consisting of a linear plant and two controllers, namely the local controller C 1 and the remote controller C 0 as shown in Fig. 1 . The local controller directly observes the state of the plant and can inform the remote controller of the plant state through a communication channel with random packet drops. We consider a TCP-like structure ( [2] [3] [4] [5] [6] [7] [8] [9] ) so that the remote controller is able to send acknowledgments to the local controller to signal the successful receipt of transmitted packets. The controllers' objective is to cooperatively minimize the average quadratic cost per time over an infinite horizon.
The information structure of this DNCS is not partially nested due to the unreliable communication between the two controllers. For the finite horizon version of this problem, we obtained optimal decentralized controllers in [1] using ideas from the common information approach [28] . The optimal strategies in the finite horizon case were shown to be characterized by coupled Riccati recursions. In contrast to the finite horizon problem, stability is an important issue in infinite horizon and this makes it non-trivial to extend finite horizon results to infinite horizon for DNCSs. It has been shown in single-controller remote estimation and control problems that the stability of a NCS is related some non-standard Riccati equations [3] , [9] , [29] . Similar non-standard Riccati equations also appear in discrete-time Markov Jump Linear Systems (MJLSs) [30] , [31] . In particular, the stability of a MJLS depends on the existence of stabilizing solutions of the associated Discrete Coupled Riccati Equations (DCARE). In this work, we establish a connection between the DNCS and an auxiliary MJLS. By exploiting this connection, we characterize a critical threshold p c for link failure probability above which no decentralized strategy can give finite cost for the DNCS. Further, when the link failure probability is below this threshold, we provide an explicit characterization of the optimal strategies.
The rest of the paper is organized as follows. We formulate the finite horizon and infinite horizon DNCS problems in Section II. We establish a connection between the finite horizon DNCS and an auxiliary MJLS in Section III. Building on this connection, we state and prove our main results for the infinite horizon DNCS in Sections IV and V, then conclude in Section VI.
Notation
In general, subscripts are used as time index while superscripts are used to index controllers. For time indices t 1 ≤ t 2 , X t1:t2 is the short hand notation for the variables (X t1 , X t1+1 , ..., X t2 ). Random variables/vectors are denoted by upper case letters, their realization by the corresponding lower case letters. P(·) denotes the probability of an event, and E[·] and cov(·) denote the expectation and the covariance matrix of a random variable/vector. The transpose, trace, and spectral radius of a matrix A are denoted by A , tr(A), and ρ(A), respectively. For symmetric matrices A, B, A B means that (A − B) is positive semi-definite (PSD).
II. SYSTEM MODEL AND PROBLEM FORMULATION
Consider the discrete-time system with a local controller C 1 and a remote controller C 0 as shown in Fig. 1 . The linear plant dynamics are given by
where X t ∈ R n X is the state of the plant at time t,
U is the control action of the remote controller C 0 , and W t is the noise at time t. We assume that X 0 = 0 and W t , t = 0, 1, . . . , is an i.i.d. noise process with cov(W t ) = I. A, B = [B 0 , B 1 ] are matrices with appropriate dimensions.
At each time t the local controller C 1 perfectly observes the state X t and sends the observed state to the remote controller C 0 through an unreliable link with packet drop probability p. Let Γ t be a Bernoulli random variable describing the state of this link, that is, Γ t = 0 when the link is broken (i.e., the packet is dropped) and Γ t = 1 if the link is active. We assume that Γ t , t ≥ 0, is an i.i.d. process and is independent of the noise process W 0:t , t ≥ 0. Let Z t be the output of the unreliable link. Then,
1 with probability (1 − p), 0 with probability p.
We assume that Z t is perfectly observed by C 0 . Further, under a TCP-like structure ([2-9]), we assume that C 0 sends an acknowledgment to the local controller C 1 if it receives the state value. Thus, effectively, Z t is perfectly observed by C 1 as well. The two controllers select their control actions after observing Z t . We assume that the links for sending acknowledgments as well as the links from the controllers to the plant are perfectly reliable. Remark 1. Note that, although the local controller can perfectly observe the state of the plant and affect its dynamics, transmitting the state information to the remote controller can greatly improve the system performance by utilizing the generally more powerful and lower-cost remote control. In particular, when the system is not stabilizable with only the local controller, the presence of the remote controller is essential to stabilize the system. 
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The instantaneous cost c(X t , U t ) of the system is a quadratic function given by
where Q is a symmetric positive semi-definite (PSD) matrix, and R = R 00 R 01 R 10 R 11 is a symmetric positive definite (PD) matrix.
Let G denote the set of all possible control strategies of C 0 and C 1 that ensure that all states and control actions have finite second moments.
We refer to the system described by (1)-(6) as the decentralized networked control system (DNCS). We consider the problem of strategy optimization for the DNCS over finite and infinite time horizons. These two problems are formally defined below. Problem 1. For the DNCS described by (1)-(6), determine decentralized control strategies g that optimize the total expected cost over a finite horizon of duration T . In other words, solve the following strategy optimization problem:
Problem 2. For the DNCS described by (1)-(6), find decentralized strategies g that minimize the infinite horizon average cost. In other words, solve the following strategy optimization problem:
III. FINITE HORIZON OPTIMAL CONTROL
The finite horizon decentralized optimal control problem (Problem 1) has been solved in [1] . We summarize the finite horizon results below.
We first define the following operators: 
The optimal control strategies of the finite horizon problem are given below.
Lemma 1. ([1, Theorem 2])
The optimal control strategies of Problem 1 are given by
is the estimate (conditional expectation) of X t based on the common information H 0 t . The estimate can be computed recursively according tô
The gain matrices are given by
where P t andP t are PSD matrices obtained recursively as follows:
Furthermore, the optimal cost is given by
Remark 2. Note that remote controller's action U 0 * t in (11) is a function ofX t only while the local controller's action U 1 * t is a function of bothX t and X t . Further, as per (12) and (13),X t is computed recursively based only on the knowledge of Z 0:t .
A. Connection with a Markov jump linear system
We will now construct an auxiliary Markov jump linear system (MJLS) and describe the optimal centralized strategies for the control of this system over a finite horizon. We will show that the optimal centralized strategies for this MJLS are related to the optimal decentralized strategies described in Lemma 1 for the DNCS of Problem 1. This connection between MJLS and DNCS will then be utilized to investigate the infinite horizon problem in Section IV.
We will use superscript M J (e.g. X M J ) to denote vectors/matrices defined for the MJLS. We start with defining matrices B M J (m), R M J (m) for m = 0, 1, as For consistency of presentation, we will describe the optimal MJLS strategies in terms of operators Π, Ω M J , and Ψ M J defined below.
Definition 1. For any two matrices
M J t
(1) computed from (30) are respectively identical to P t andP t computed from (17)- (18) . This then implies that K M J t (0) = K t and, with a little more algebra, that K
This proves the theorem.
Hence, the remote controller's control action in (34) depends only on the common estimateX t , and not the state X t .
Remark 5. Even though there is a one-to-one correspondence between the optimal centralized controller in (31) for the MJLS and the optimal decentralized controllers in (34) for the DNCS, their state trajectories and the resulting optimal costs, given in (33) and (35) respectively, are different.
Remark 6. The finite horizon DNCS has a randomized partially nested information structure [32] and its optimal controllers in Lemma 1 have a switched linear structure that agrees with the structural property discovered in [32] .
IV. INFINITE HORIZON OPTIMAL CONTROL: MAIN RESULT
Section III established a connection between the optimal strategies for the DNCS and the auxiliary MJLS in the finite horizon setting. In this section, we extend this connection to solve Problem 2 for the DNCS in the infinite horizon setting.
Due to stability issues in the infinite horizon problem, we make the following standard assumption on the system and cost matrices.
We use the operators defined in Definition 1 to describe discrete-time coupled algebraic Riccati equations (DCARE). A pair of matrices Y (0) ∈ R n X ×n X , Y (1) ∈ R n X ×n X is said to be a solution of DCARE if
where Y = {Y (0), Y (1)} The DCARE in (36) can be seen as the infinite horizon/fixed point version of the recursive coupled Riccati equation of (30) .
Our main result for Problem 2 is the following theorem.
Theorem 2. Suppose Assumption 1 holds. Then (i) Problem 2 has finite optimal cost if and only if p < p c where the critical threshold p c satisfies
where ρ(·) is the spectral radius of a matrix. (ii) When p < p c , there exist PSD matrices P M J * (m), m = 0, 1, that satisfy DCARE given in (36); and the optimal strategies g * for Problem 2 are given by
Part (i) of Theorem 2 is a stabilizability condition for the DNCS -no control strategies can result in finite cost when p ≥ p c . When the DNCS is stabilizable, i.e. when p < p c , part (ii) of the theorem gives the optimal decentralized controllers.
Remark 7. If B 1 = 0, the local controller becomes just a sensor without any control ability. In this case, Theorem 2 gives the critical threshold as p c = ρ(A) −2 and says that the system is stabilizable if ρ(A) < 1/ √ p. This agrees with the result of [4] .
Remark 8. The value
the largest unreachable mode of (A, B 1 ). Therefore, it can be computed using tests for reachability such as the PopovBelovich-Hautus (PBH) test [33] . Further, if (A, B 1 ) is reachable, then ρ(A + B 1 K) can be made arbitrarily small which implies that p c = ∞. This is the case when the local controller can stabilize the system by itself, so the DNCS is stabilizable under any link failure probability p.
V. PROOF OF THEOREM 2
We first consider the optimal control of the auxiliary MJLS over an infinite time horizon. We will then use the connection between the MJLS and the DNCS to prove Theorem 2.
A. Infinite Horizon Optimal Control for the MJLS
The infinite horizon optimal control problem for the MJLS is defined as follows.
Problem 4. For the MJLS described by (22) - (24), solve the following strategy optimization problem Lemma 5 , is monotonically increasing. So the sequence is either convergent or unbounded.
• Since the DCARE has no PSD solution, at least one of the sequences {Y k (m)}, m = 0, 1, is unbounded. This then leads to an unbounded optimal cost.
VI. CONCLUSION
We considered a decentralized optimal control problem for a linear plant controlled by two controllers, a local controller and a remote controller. The local controller directly observes the state of the plant and can inform the remote controller of the plant state through a packet-drop link with acknowledgments. The finite horizon version of this problem was solved in our prior work [1] . The optimal strategies in the finite horizon case were shown to be characterized by coupled Riccati recursions. In this paper, we showed that the finite horizon solution is related to the solution of a centralized control problem for an auxiliary Markov jump linear system. By exploiting this connection, we investigated the infinite horizon decentralized control problem. Our main result in Theorem 2 characterizes a critical threshold p c for link failure probability above which no decentralized strategy can give finite cost. Further, when the link failure probability is below this threshold, Theorem 2 provides an explicit characterization of the optimal strategies. In future work, we hope to explore the connection between more general decentralized control problems with unreliable communication and Markov jump linear systems.
