§ 1. Introduction
In the present paper we shall consider the Schrodinger operators with magnetic fields: Sufficient conditions for (Ess) have been investigated extensively by many authors. In the case where F>0, Leinf elder and Simader [5] showed that the condition (P.I) ftGLU^T, div&eLU/Z"), Q<V^L is sufficient for (Ess), which is decisive as to the assumption on the local singularity of the potentials In the sense that (P.I) Is minimal to assure that L Q defines an operator from C%(M n ) to L\R n ), for we have L= -J+2*&-F+idiv&+|&| 2 +F.
As to the assumption on the behavior at infinity of the potentials, the result given by Ikebe and Kato [2] is fundamental ( [2] allows some local singularities of the potentials; for simplicity, we assume they are C°°):
(P.2) there exists a positive non-decreasing function 2(r)(r>0) such that
V(x)>-Q(\x\)
for xelT (\x\ = Vxl+*~+x 2 n , *=(*i> -,*.)) and is sufficient for (Ess), which Is, roughly speaking, almost necessary as well In the one dimensional case, if one requires a suitable condition on the decay rate at infinity of V and V" (see [6, Th.X.9]). Eastham, Evans and Mcleod [1] showed that an estimate of this type is needed only on a sequence of shell-like regions surrounding the origin: for example, the condition Is sufficient for (Ess). Note that these conditions concern the growth rate at Infinity of the negative part F_ = max (0, -F) of the scalar potential V. As for the magnetic potential, no conditions other than its local regularity are required in these works and, as far as we know, this also seems to be the case with the results so far known,, Our purpose in the present paper is to show that the condition on the growth rate at oo of F_ can be relaxed In the presence of the magnetic field B (rather than the magnetic potential b because of gauge invariance : see the remark after Theorem 1.1 below). We restrict ourselves to the case of smooth potentials for simplicity, though local singularities might be included: we assume In view of (1.4) in the above theorem V_(x) is allowed to grow as fast as \B(x)\ +6(l*l)» where g is a function satisfying (1.6), which is the same condition as in (P.2) and by which Q should not grow faster than r 8 (d>2). Hence, in the case where | B(x) \ grows sufficiently fast, say, at a rate comparable to |jc| s (£>2), Theorem 1.1 gives a wider class of potentials satisfying (Ess) than those given in [2] or [1] , A quantum mechanical interpretation of essential self-adjointness is that the uniqueness of a self-adjoint realization means the uniqueness of the dynamics of the quantum mechanical particle (see, e.g., [1] ). If the particle reaches infinity in a finite time, some boundary condition at infinity should be imposed so as to determine a reflection law, in which case L Q is not essentially self-adjoint. Thus Theorem 1.1 can be interpreted as follows: the presence of a strong magnetic field can prevent the particle from going to infinity in a finite time even though the scalar potential is highly repulsive so that the particle would go to infinity in a finite time if the magnetic field were absent. § 2. General Theorems
In this section, we are going to state two more theorems, from which Theorem 1.1 can be derived.
First, we give a more general sufficient condition for (Ess). Although G ;jfe are apparently complex-valued in (2.6), it is verified by direct calculation, as is shown in (2.12) below, that the coefficients of the second order terms of T are given in terms of the real part of G jk . We further assume the following condition, which is, therefore, nothing but the ellipticity condition on T:
where a jk (x)=RQ G jk (x) (Re means the real part).
We define a*(r) for r>0 by (2.7) a*(r) = max {the greatest eigenvalue of («/&(*))} .
\*\ = r
Our last theorem is the following 
15). § 3. A Priori Estimate
To prove Theorem 2.2, we shall make use of the following a priori estimate concerning the operator T, which holds not only for C°° functions with compact support but also for all the C°° functions on R n , and which is very similar to those utilized also by many authors as [7] , [2] and [3] for the proof of the essential self-adjointness of T 0 with real-valued G jk and/}. Similarly, by (3.8), we have the following estimate for the third term of the right-hand side of (3.6):
Thus, since I C(0 1 < 1, we have by using the Schwarz inequality and by (3.5) (3.10)
Therefore we have by (3.6), (3.7), (3.9) and (3.10)
0(t)<4K+-<2>(0+a 2 which implies (3.11)

JSt
We shall show that (3.11) with ®(t)>Q and ®'(t)>Q implies Therefore it remains to show that (3.11) with 0(0 >0 and <Z>'(0>:0 implies (3.12). If <Z>(0=0 for ;>0, then clearly (3.12) holds. Thus, since <Z>(0>0, we prove (3.12) assuming 0(r 0 )>0 for some r 0 >0. Since 0'(/-)>0 and LVo, ~ 
5).
A proof of this proposition will be given in the last section.
Proof of Theorem 2. 1 . First, define In fact, first note that, to show (5.9), it suffices to prove that Second, by the definitions (5.5) and (5.6), it is clear that ^* and \^# are non-decreasing, that is to say, the first inequalities of (5.10) and (5.11) hold. Let us consider the second inequality of (5.10). Take r*>r according to (5.5) such that 
G=dF.
Then 0</z<(? by (5.14) and (5.15). First, suppose that 
