Rules are an efficient feature of natural languages which allow speakers to use a finite set of instructions to generate a virtually infinite set of utterances. Yet, for many regular rules, there are irregular exceptions. There has been lively debate in cognitive science about how individual learners acquire rules and exceptions; for example, how they learn the past tense of preach is preached, but for teach it is taught. However, for most population or language-level models of language structure, particularly from the perspective of language evolution, the goal has generally been to examine how languages evolve stable structure, and neglects the fact that in many cases, languages exhibit exceptions to structural rules. We examine the dynamics of regularity and irregularity across a population of interacting agents to investigate how, for example, the irregular teach coexists beside the regular preach in a dynamic language system. Models show that in the absence of individual biases towards either regularity or irregularity, the outcome of a system is determined entirely by the initial condition. On the other hand, in the presence of individual biases, rule systems exhibit frequency dependent patterns in regularity reminiscent of patterns found in natural language. We implement individual biases towards regularity in two ways: through 'child' agents who have a preference to generalise using the regular form, and through a memory constraint wherein an agent can only remember an irregular form for a finite time period. We provide theoretical arguments for the prediction of a critical frequency below which irregularity cannot persist in terms of the duration of the finite time period which constrains agent memory. Further, within our framework we also find stable irregularity, arguably a feature of most natural languages not accounted for in many other cultural models of language structure.
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Introduction
A striking feature of human language is its vast expressive power (Pinker & Jackendoff, 2005) : human languages can convey everything from concrete, specific objects (e.g., spacebar) to broad, abstract concepts (e.g., fairness). The rule-based structure of human languages is key to this expressive power: word formation rules allow for new compounds (spacebar) or derivations (fairness) that speakers and hearers can readily parse. Rules allow speakers to use a finite set of instructions to generate scores of valid utterances, and allow new words to nestle into an existing language seamlessly. For example, knowing a suite of verb inflection rules even allows speakers to readily integrate entirely new (rather than derived or compounded) words into common usage (e.g., Google ! Googled).
The apparent power of rules raises an interesting question: why are there irregular exceptions at all? Since rules are both productive and cognitively efficient (Gildea & Jurafsky, 1996; Thagard, 2005; Trudgill, 2010) , why don't all aspects of a language obey the dominant rules? In fact, irregularity is so pervasive that irregularities can even creep into perfectly regular constructed languages like Esperanto (Bergen, 2001) . The goal of this paper will be to engage with this question from a complex systems perspective, asking how the dynamics of rules function across a language as used by a large population of interacting individuals, rather than http://dx.doi.org/10.1016/j.cognition.2016.11.001 0010-0277/Ó 2016 Elsevier B.V. All rights reserved.
