We have used data on patents and publications, and from an Internet-based survey, to analyse corporate technological activities in Automatic Speech Recognition (ASR) and Natural Language Processing (NLP) technologies. Two distinct clusters of firms exist: large firms mainly in telecommunications, desktop computing, and consumer electronics; and small firms specialising in speech technologies. The small specialised firms depend heavily on nearby universities and public research institutes, and to some extent on nearby large firms; their relations with the large firms are complementary as well as competitive.
Introduction
The computerisation of business and the automation of many office and home activities has increased the demand for interfaces based on spoken language. In the early stages, Automatic Speech Recognition (ASR) and Natural Language Processing (NLP) were approached by corporations through extensive exploration and experimentation, rather than through targeted product development; it has taken many years to reach commercialisation of related products and services. In mimicking the most basic means of human communication, ASR and NLP are potentially fundamental technologies. If they achieve radical improvements in performance per unit price, they could make a major and lasting impact on several markets and on the environment people live and work in (Freeman, 1984) . Although it is a field dominated by U.S. ASR and NLP can be considered part of a wider category of "new science" -based technologies that have emerged through the combination of older sciences with the rapidly expanding capacities of information technology to store, manipulate and transfer vast quantities of digital information. Other examples of "newscience" -based technologies are computational chemistry, computational fluid dynamics, geographic information systems, remote sensing and neural networks (Mahdi & Pavitt, 1997) . ASR and NLP are techniques that provide new functionalities beyond the scope of conventional computer or telephony interfaces. In this paper, we trace how firms approach a potentially radical new technology, from laboratory discovery in the 1950s, through two decades of uncertainty and experimentation in the 1970s and 1980s, to the beginnings of successful commercialisation in the late 1990s.
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When examining the US technological position the American Council on Competitiveness gave an A grade to speech recognition in computers. In the same class were database systems, biotechnology, jet propulsion, magnetic information storage, pollution reduction, software, vision in computers and computers generally (Stewart, 1991) .
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The potential applications of ASR and NLP are numerous. Our research has been focused on those providing natural interactivity and accessibility of digital services through dialogues, understanding of messages and communicative acts, unconstrained language input and keyboard-less operation. Developments in fields such as speech synthesis, coding, speaker verification/identification or language generation/identification are very important but outside the scope of this study.
We do this through a combination of qualitative analysis of the evolution and technological trajectories in ASR and NLP before the recent market expansion (section 2), and quantitative analysis using three sources of data: patents, publications and survey results (sections 3 and 4). The mutually consistent results of these approaches confirm that ASR and NLP are at the early and exploratory stages of new product development, and show that most of the technological activities are performed by an often complementary combination of small specialised and large multi-technology firms. The framework of Mitchell & Hamilton (1988) distinguishing knowledge building, strategic positioning and business investment -is particularly useful for understanding the activities of the large firms. The complementarities between the two sets of firms reflect to some extent the considerable uncertainties about the rate and direction of future developments in the field (Freeman, 1991) . In the final section 5, we identify the strengths and weaknesses of our approach and possible avenues for future research.
Developments and Potential Applications in ASR and NLP

Some Recent History
The goal of ASR is to convert human speech into a string of text that represents what a person is saying.
This is a very difficult task, partly because the field is motivated by the promise of human-like performance under realistic conditions. Solving such a real-world problem requires a thorough understanding of many heterogeneous disciplines, including digital signal processing, classification or pattern matching, and linguistics. ASR has so far gained some commercial success due to demonstrable increases in productivity by greatly assisting human operators or by replacing the human element altogether. A speech interface in users' own language is a very natural, flexible, efficient, and economical form of communication. The major areas of commercial application of ASR include information inquiry, dictation, personal computer interfaces, automated telephone services, and special purpose industrial systems. The miniaturisation of devices poses an obvious challenge for speech interfaces, while the provision of services at a distance offers opportunities for language-mediated interactions.
Although the roots of ASR can be found in the 19 th century (Kurzweil, 1997) , researchers began to use computers for ASR in the 1950s. The first systems built were brittle and primitive. Technology was rudimentary and there were no systems capable of understanding speech in near real time. Later on, recognizers got credible performance for restricted tasks (such as isolated digits spoken by a single speaker).
The 1970s were notable for significant research efforts (Reddy, 1974 (Bourland & Morgan, 1994) . One of the most important external driving forces for the improvement of spoken language interfaces has been the cost reduction of processing power and memory capacity in computers. Processing power is critical, as it affects the speed of the analys and pattern-matching by a computer. Huge memory is necessary but clearly not sufficient without the solving of difficult algorithmic issues.
NLP belongs to the cognitive sciences and overlaps with the field of Artificial Intelligence. It can be used to augment speech recognition to provide speech understanding within specific application domains. This technology takes a string of words and parses out the vital elements, such that the computer can extract meaning in natural languages (semantics) such as English or Greek
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. A growing number of research groups are discovering the potential of large-scale linguistic resources such as computer readable dictionaries, tagged recorded speech and bilingual texts. Developers of this technology deal with complex cognitive tasks such as information retrieval, machine-assisted translation, grammatical and stylistic analysis, natural language interfaces for databases, automatic localisation of software and its documentation. The special attraction of computational linguistics lies in the combination of methods and strategies from the humanities, natural sciences, and engineering. The problem of dialogue modelling remains a very difficult research field.
The number of natural languages in current use is estimated to be around 6,500.
Current applications simulate a natural dialogue by careful expert programming of explicit grammars and dialogue flow. A number of skills such as programming, user interfaces design, and integration with the audio hardware is essential. In order to achieve accurate recognition, it is not only necessary to recognise sound units (phonemes, syllables, or words) but also to have an optimised language models. Furthermore, without restrictive grammars (which are not realistic for real speech), even the best speaker-independent systems currently give about 20% word error and about 80% sentence error (Bourland & Morgan, 1994) . This is far from what one would require in a dictation system, for instance, it means that the fields of ASR and NLP should gradually converge. Therefore in the rest of this paper we shall refer to them using the term "ASR + NLP". The objective of ASR + NLP is properly speech understanding, not simply correct transcription of words in a spoken message. Systems, therefore, should be evaluated in terms of their ability to respond correctly to spoken messages about pragmatic problems. Since these systems combine many different bodies of knowledge, their development is complex and costly. The DARPA programme has also featured an annual competitive evaluation of systems on common test corpora, which turned out to be highly successful in stimulating rapid algorithmic improvements by attracting significant international participation (Rudnicky et al., 1994) . The purpose of this type of evaluation effort differs slightly depending on who needs the evaluation: a researcher will want to know if his or her technology was improved and a funding agency if it meets the goals set for it. During the 1990s, the programme has concentrated on combining speech recognition with natural language understanding technologies, in order to create systems that are able to conduct interactive dialogues with users to complete transactions within specific application domains. DARPA has also funded research in NLP by sponsoring evaluations of information extraction systems known as Message Understanding Conferences (MUC).
Potential Applications
Figure 1 below illustrates the progress in this field during the last twenty years, in terms of speaking style and size of vocabulary. Communication systems using speech technologies can be classified (Kamm et al., 1997) More generally, ASR + NLP systems can be classified in computer applications and embedded systems. Table 1 refers to some key applications being deployed, piloted or developed in these categories. The flexibility of language technology makes it possible not only to develop mass market applications, such as dictation products, pagers, digital answering machines and automated living systems, but also complex highend vertical market applications such as navigation systems for the automotive industry and clinical reporting systems for the medical market. As speech recognition products become more accessible and affordable, the range of user industries is growing rapidly. Currently, four vertical markets -desktop, finance, travel and telecommunications -are providing the best opportunities. Firms in these sectors are particularly interested, because these technologies are regarded as a means to reduce cost and extend the variety of provided services for market differentiation. While the contours of market demand are becoming clearer, the future of applied ASR + NLP will be determined by the growing need for user-friendly software. For instance, if the system's dialogue ambiguities confuse the users -or if the system does not recover gracefully from errors -the whole application can be a failure, even if recognition is satisfactory. It is necessary for spoken language technology to offer clear benefits to both service providers and users in order to be deployed successfully in the marketplace.
Thus, speech based technologies are passing from the invention phase to the innovation phase, but many uncertainties remain, whether technical (e.g. reliability, integration within bigger systems) or commercial (e.g. users' response to new products and services). Adapting the framework proposed by Mitchell & Hamilton (1988) , we show in Table 2 the fields of ASR + NLP that in the late 1990s are at the stage of knowledge-building, strategic positioning and potential commercial applications. 
Data Collection
Recent advances in computing power have made quantitative data on scientific and technological activities an increasingly powerful tool for analysis and action. (Freeman, 1987; van Raan, 1988; Patel & Pavitt, 1996) . As in most other economic and social fields, no single quantitative indicator is perfectly satisfactory.
But the combined use of a number of imperfect indicators can considerably improve our understanding. We shall combine here analysis of data on patents and on scientific publications, together with the results of an email survey.
Patents
Patents are frequently used as measures of corporate technological activities (Narin et al., 1987; Business Week, 1993) . 65% of the participants in our Internet survey (see 3. 3 , we shall see that they can provide unique insights into the patterns of innovating activities in radically new technologies. We shall assume that companies are competent in a given technical field when they are granted five or more patents between 1976 and 1998. Patents are often granted under the names of subsidiaries and divisions that are different from those of their parent companies. Consolidating patenting under the names of parent companies has been done manually and shown with the thicker borders in Table 3 .
The patenting data were collected using the Patent Bibliographic Database The ANNs appeared in Applied Science and Technology Index for the first time in 1987 (Howard, 1987) while the theory and applications of HMMs in ASR became widely known after the work of Lee (1989) .
with assignees' names has been made, there may still be minor errors in the total number of patents recorded for each company.
Patent Data Collection Method
The classification of patents may be a source of problems 8 especially in a fast-evolving and multi-technology field. Therefore, the identification of companies patenting in ASR and NLP started by making the following set of queries on the Patent Advanced Search Page of U.S. Patent Office:
• abst/"speech recognition" OR "voice recognition"
• abst/"language processing" OR "language understanding" AND NOT ("speech recognition" OR "voice recognition")
By this technique we managed to find all assignees even if they have been granted only one patent. In order to count the total number of patents of each firm the query is:
• ISD/1/1/76->12/31/98 AND AN/"Company Name"
Scientific Publications
Scientific publications also provide important clues about the development of scientific and technological fields in public research institutions and corporations
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. There are many journals where research achievements in ASR or NLP can be published world-wide. Relevant publications in the SCI database provided by the Institute for Scientific Information were identified though BIDS using the procedure described in the box below.
A few of those journals can claim to be devoted exclusively to these technologies. Publications Data Collection Method The data were collected using the advanced search tool of the BIDS ISI Service (www.bids.ac.uk), BIDS is the best known and most used bibliographic service for the academic community in the UK, providing access to key databases covering subjects from science, engineering and medicine to economics, politics, education and the arts. Three multi-disciplinary citation indexes and an index of conference proceedings are provided. The data are supplied and owned by the Institute for Scientific Information Inc. In order to find authors' corporate affiliation or address, the Science Citation Index (SCI) was used. The respective queries are: Whenever two or more authors either had a joint paper or they were from different companies/universities the publication entry was "shared" among all authors. Notes:
Collaborative papers within the same organisation are not counted separately. For multinationals only one country or state is mentioned.
For the ICASSP Proceedings the Index to Scientific & Technical Proceedings was used, which allows search only in titles while providing name and affiliation for the first authors only. This limitation of the search engine restricts the number of results. Data for 1984 Data for , 1989 Data for and 1995 are not available by BIDS.
Internet-Based Survey
A specially designed questionnaire was put on the world wide web and could be accessed via Internet browsers. This allowed respondents to fill it in and have their answers delivered to us by email. We informed the industry experts by sending an introductory note about the scope of research and the confidentiality issues. We offered participants access to the aggregate results of the research. All major companies were informed about the survey via email, while several contacts were also made directly during conferences and scientific meetings. Over a three-month period the survey was repeatedly announced in the most relevant electronic newsgroups
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. This type of data collection reflects the opinions of only those Internet users who have chosen to participate, and over a relatively short period. Although the results cannot be assumed to represent the opinions of speech industry as a whole, they offer very interesting indications that complement the other data sources.
There were 53 industrial participants in the survey from 51 different firms. Our responses are from researchers in commercial sites, so the data under-represents research done in the universities. Our respondents have medium-high professional status: 55% were senior researchers or developers, 30%
presidents, directors or VPs of R&D and 15% product/marketing managers. Given the these proportions, the data are a good representation of those responsible for product development. The high percentage of such researchers and developers should not be assumed as a drawback for strategic planning analysis. Nonaka & Takeuchi (1995) point out that middle managers are the knowledge engineers of the knowledge-creating company, converting tacit images and perspectives into explicit concepts.
What the Evidence shows
A New Science-Based Field
Taken together, the data collected confirm that technological opportunities in ASR + NLP have developed only recently, more rapidly in the former than the latter, and have been based on earlier scientific activities.
In Figure 2 , we show the patenting trends in both technologies. Data are available since 1976, but it took assignees almost two decades to increase from 4 patents in 1976 to 142 patents in 1998, with major increases beginning in the late 1980s. Patenting in ASR is far higher than NLP. 1 9 7 6 1 9 7 7 1 9 7 8 1 9 7 9 1 9 8 0 1 9 8 1 1 9 8 2 1 9 8 3 1 9 8 4 1 9 8 5 1 9 8 6 1 9 8 7 1 9 8 8 1 9 8 9 1 9 9 0 1 9 9 1 1 9 9 2 1 9 9 3 1 9 9 4 1 9 9 5 1 9 9 6 1 9 9 7 1 9 9 8
Patents in ASR Patents in NLP Widespread understanding and application of their theory occurred some decades after their initial investigation, since the basic theory was published in mathematical journals, which were not generally read by engineers. And the original applications of the theory of speech processing did not provide sufficient tutorial material for the majority of readers to understand the theory and to be able to apply it to their own research (Rabiner, 1989) . 1 9 8 2 1 9 8 3 1 9 8 5 1 9 8 6 1 9 8 7 1 9 8 8 1 9 9 0 1 9 9 1 1 9 9 2 1 9 9 3 1 9 9 4 1 9 9 6 1 9 9 7 1 9 9 8
Papers in ASR 
A Multi-technology and Still Experimental Field
According to our survey, a speech technology department in a large company or a small company has on average 27 computer engineers, 6 linguistics scientists and 2 psychologists/cognitive scientists. Only one company had more linguistic scientists than computer engineers, while in another company there were more psychologists than linguists. Although two thirds of companies develop systems in English language, they have started transferring their applications into other languages seeking new markets. Reaching global markets will require applications customised for many languages.
The survey also showed that few companies have hired large numbers of scientists to implement full scale product development. Only 10% of the companies have speech departments with over 100 researchers and 12% have 50-99 researchers. 40% of the responses indicate very small companies or exploratory activity.
65% of the companies managed to deliver their first complete product to market during the past five years, while 18% of them are currently conducting research without having any product yet in mind. Several respondents said that they expect a product to be ready in the near future, while others could not even estimate when their effort will be ready to reach the market. As ASR + NLP systems generally require an extended training session during which the computer system becomes accustomed to real-world data, companies that managed to get early in the market have a competitive advantage of availability of large amounts of data through their existing customers. Very often recording of users' responses during automatic telephony services is a part of the agreement between a technology and a service provider.
Sources of New Entrants
One of the most notable features of US patenting data is the increasing share of small firms. In response to Final figures estimated on a parent company basis. 17 Kurzweil Applied Intelligence was bought by Lernout & Hauspie in 1994. 18 In parentheses the frequency in answers.
The Co-existence of Very Large and Very Small Firms
the research of their parent organisations: MIT and SRI respectively; their achievements are reflected in publications in Tables 4 and 5 below. Table 4 shows the top firms and institutions publishing ICASSP papers in ASR during the period 1982-97;
and Table 5 lists firms and universities which have published more than five journal papers in ASR + NLP combined in the period 1982-98. The small firms or spin-offs of listed universities are generally the same ones often mentioned by newsletters and business newspapers as successful innovators. Several large firms are also listed in the top patenting positions in Table 2 : there is therefore a consistency in patents and publication performance for Table 5 are collaborative. We shall examine one of the reasons why in the next section. The two clusters of firms can also be recognised in Figure 6 where they have been classified according to their share of U.S. patenting in ASR + NLP and the importance of these technologies for the firm.
Different but Complementary Strategies
Interestingly, all firms are within a very narrow band (7% or less of total patenting), and none of them dominates the field. Figure 6 also shows the split between the large, multi-technology firms, for whom speech represents 0.5% or less of their patents, and small specialised firms for whom speech represents more than 50%. Although the strategies of these large and small firms are clearly very different, they are interdependent and complementary, reflecting the considerable technical and commercial uncertainties surrounding fields of rapid and potentially major changes. Commercial opportunities emerging from major scientific and technological advances are not always clear. Product features valued by users are not always obvious at the outset; and once identified they can often be easily imitated by competitors (Tidd et al., 1997) . The need to acquire external knowledge and competencies from other firms and universities increases with the number of component technologies. In our survey, we examined whether companies develop speech applications independently or in collaboration with others. 30% of the responses indicated basically independently developments, while 56% had external partnerships with OEMs (Original Equipment Manufacturers) licensees, VARs (value added resellers), ISVs (Independent Software Vendors), channel and strategic partners. Universities and related research laboratories seem to be preferred partners in this exploratory phase of development, rather than other companies. Most companies in our survey rely mainly on internally generated knowledge, claiming that their in-house activities are the major source of technical know-how. Nevertheless, they all enjoy a variety of often strong external technological links with universities, research institutes and other industrial companies. The majority of participants also referred to joint projects, which shows that the complexity of problems faced in these technologies need inter-firm co-operation, and that only a few companies have the ability to cope with complicated projects on their own.
Decisions on acquisition and collaboration are an important component in firms' strategies, in dealing with technological opportunities and threats. Based on data on mergers, acquisitions and partnerships published by Lewis (1998) , we can identify three patterns. First, firms with a record in ASR + NLP (e.g. IBM) try to extend their research portfolio in more specific areas with selected partnerships. Second, new entrants (e.g. Microsoft) try to build a background through massive investments in several specialised companies.
Interestingly, large firms also invest simultaneously in different small firms, which compete against each other and have similar types of competencies and resources. For example, the seed money Intel invested in Nuance and SpeechWorks gives the opportunity to influence these specialised companies to develop applications compatible with Intel's own platforms. Third, small companies often agree to share their resources and know-how in order to survive the competition. This pattern is fully consistent with Freeman's (1991) conclusion that the rapid development and diffusion of new technologies, especially in IT, is the main reason for growth of strategic alliances.
Classification of Corporate Profiles
Our data show that many companies are active in ASR and NLP. Large firms are making long term investments to build technological capabilities by capitalising economies of scope, enabling them to explore and experiment with these technologies for possible deployment. Some of the firms have been Penetration of speech as an interface will hinge upon how quickly applications and operating systems embrace it. Moreover, it will be critical to develop new user interfaces by re-inventing applications and operating system controls around speech, rather than simply voice-enabling pull-down menus. Unlike the above companies, Microsoft, which dominates the PC operating systems market, has yet to turn its speech recognition software into a product. With its investment in L&H, it tried to rush a first generation programme to market, in order to have something to put up against more advanced competitors. However, Microsoft's strong links with Carnegie Mellon University, which is a leader in academic ASR research, may offer the necessary know-how to be able to soon develop competitive products which could be easily promoted by taking advantage of the large installed base of company operating systems. Apple itself may enter the speech recognition market, as shown from the patenting data. While it already has PlainTalk, which allows voice navigation through menus, the company has promised dynamic new features when it releases its new operating system. Consumer Electronics Firms. Kodama (1992) 
National Differences in Language
Our survey shows that language interface systems are under development in North America, Europe and Asia. These are focused on a small set of common languages including English, Chinese, Spanish, Japanese, German and French as well as on their respective regional dialects. English 19 may be the dominant language for developing applications, but two thirds of companies have started transferring their applications into other languages seeking for new markets, where competition will be weaker. Crucially, reaching global markets will require companies to customise applications for many languages. The linguistic fragmentation of the world software market represents an opportunity for country-specific solutions, since a large part of development and marketing costs depend on the number of language versions of a product, while the size of language market first addressed constitutes an important competitive advantage.
The majority of the (mainly US) participants (74%) recognise their national environment as particularly favourable. Some others (mainly from Japan) said that it is favourable for the availability of researchers, while facing problems dealing with the language structure and representation. Some participants from France, the U.K. and Italy accepted their national environment as second best to the US. Finally, a number of participants from small language groups did not consider the national environment as favourable for corporate activities, but expressed interest in this field, which soffers opportunities arising for small local companies.
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English language in ASR and NLP covers mainly US English, but also British, Canadian, Australian and Irish English.
The patenting data in ASR + NLP clearly confirmed the US dominance of the field, having been granted 46% of all patents. Japanese firms have the 32.5%, while the third country (U.K.) has only 2.2%. Germany has 1.11%, Canada 0.73%, Netherlands 0.48%, France and Sweden 0.42%, and all the remaining countries count 16.56%. Although the performance of Japanese giants (Hitachi, Toshiba, NEC, etc.) in patenting is very strong, market penetration is not recognised either by the survey participants or in the industry newsletters. This is because complicated writing schemes in Japan and China make keyboard use problematic. The Chinese language uses between 4,000 and 6,000 characters, while Japanese uses 2,000 but also relies on three other alphabets in parallel. Both languages are also riddled with homonyms (words that sound the same but have different meanings). Moreover, words are strung together without gaps, making parsing even more difficult. Moffet (1998, p. 56) reports as follows about that:
"What the West takes for granted -the ability to put language into digital form -is a vexing problem for cultures whose writing is based on thousands of ideograms, the symbols used in Chinese, Japanese and other Asian languages."
From the publications data we find in Japan a growing focus on cognitive science research and an appreciation of its importance for human-computer interaction, but it is not as strong as in the USA. There have been few commercial ASR telecommunications applications in Japan since the ANSER system was introduced for public use (Nitta, 1994; Sugamura et al., 1994) 20 . However, the long-term research of several non-computing companies (SONY, Nippondenso, etc.) has led to products such as car navigation systems, controlled by voice. Several microprocessor companies develop hardware based ASR + NLP. For instance Sharp and OKI have recently announced voice control software with a microcontroller chip and multilingual text-to-speech (TTS) chip respectively.
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Some PC manufacturers (NEC, IBM-Japan, Toshiba, etc.) have developed their own ASR software to run on their own platforms. Non PC manufacturers (NTT, NTT-DATA, etc.) have also developed their own ASR to run on PCs. Significant work has also taken place in recognition of broadcast news speech. Interested readers in Japanese ASR products can refer to a comprehensive description made by Kitai et al. (1997) . One of the most important programmes covering most state-of-the-art issues in ASR and NLP began in 1993 at the ATR Interpreting Telecommunications Research Laboratories using massively parallel machines for speech processing and speech/language databases.
Non-Asian firms also target the market of quality speech recognition products in the Asian Pacific region. Germany, Spain and Portugal (Johnston et al., 1997) . In addition, Europe's leadership in digital telephony through large R&D expenditures and continuous innovation in component and interface technologies (Davies, 1997) provides a platform for countless applications towards the computer-telephony integration.
With the exception of Philips, most non-telecommunications European companies involved in ASR + NLP are small ones.
Conclusions and Unanswered Questions
Our analysis confirms ASR + NLP as emerging "new-science" -based technologies, the progress of which has been heavily conditioned by the rapid advances in IT, and the early exploitation of which involves both very large, multi-technology firms exploring future options, and very small firms exploiting opportunities emerging from publicly funded research in universities. It also confirms the usefulness of the framework of In the EU alone 13 different official languages are spoken.
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EURESCOM is a private company composed of 23 European telecommunication operators. Mitchell and Hamilton (1988) for analysing the technological positioning of large firms in exploring new technologies. But it inevitably leaves some questions unanswered, and raises new ones.
1. Both the U.S. patenting and the conference and publications data may have an English language bias, the extent of which for the moment can only be guessed at.
2.
Our data in patenting and scientific publications shows very weak integration of ASR and NLP technologies in the same organisation 24 . Simply providing higher volume of resources (e.g.
computing power in ASR) cannot solve the cognition process and other fundamental problems.
Consequently, a very interesting question is raised: can system providers who are not experts in language processing and semantics, integrate this technology or will they lose their market share to those who are?
3. The emergence of small-specialised firms has depended heavily on the strength of universities and public research institutes in the particular sciences, and rather than on large firms found in the same region. The role of initial funding from the US DARPA programme has been very influential for the development and diffusion of these sciences. The overwhelming lead of the US firms -especially in the field of ASR -underpins an even more overwhelming lead in related university-based science. A similar pattern can be observed in biotechnology, where publicly funded National Institutes of Health in the USA has been instrumental in advancing academic research in molecular biology, and where such research has become the basis of many "new-science" -based firms. Does this mean that national (and European) policies to emulate the US performance in science-based entrepreneurship are missing the point by giving high priority to providing risk capital and science parks, and provoking so-called 'cultural' changes. In the light of the above evidence, should not more emphasis be given to improving the quality of European science, especially in new and emerging fields? If so, are Eurpean institutions and procedures capable under existing contraints of being as effective in the future as the US DARPA has been in the past??
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As exceptions in patenting one could refer to Hitachi, IBM, and AT&T/Lucent who have many publications in NLP as well.
4.
Finally, we can speculate that our analysis of the "new-science" -based technology of ASR + NLP, reflects a more general trend, namely the more direct involvement in the initial development of fundamental and pervasive technologies of university-based research and related small-firm spin-offs. For earlier pervasive technologiesproduction machinery, process technologies, measurement and control instrumentation, computer aided designthe locus of development was the large business firm and the small firms of which they were the origin (Mowery & Rosenberg, 1989) . Now, the origin of such spin-off firms is increasingly the universities. The glib explanation is that, as we move from "material production" to "knowledge production", the university naturally replaces the factory as the locus of change. But this misses the point. University-based knowledge has always been an important input to radical innovations, but mainly in the form of research and background understanding, and not of development and specific applicable techniques. The distinguishing difference today could be that recent advances in both the science of molecular biology and the technology of information processing have reduced the costs of search and experimentation for specific technical problems and their solutions, and have thereby made it easier for universities to contribute effectively in certain fields to development as well as to research activities.
Our research does not give decisive proof of such a trend, but it is not inconsistent with it.
