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(Received 30 July 2002; published 10 January 2003)010404-1The interplay between two basic quantities — quantum communication and information — is investi-
gated. Quantum communication is an important resource for quantum states shared by two parties and
is directly related to entanglement. Recently, the amount of local information that can be drawn from a
state has been shown to be closely related to the nonlocal properties of the state. Here we consider both
formation and extraction processes, and analyze informational resources as a function of quantum
communication. The resulting diagrams in information space allow us to observe phaselike transitions
when correlations become classical.
DOI: 10.1103/PhysRevLett.90.010404 PACS numbers: 03.65.Ud, 03.67.–aable importance to understand the interplay between
these two primitive resources. In this Letter, we attempt
accounting for resources that are ‘‘used up’’ during the
preparation procedure. For example, a pure state which isQuantum communication (QC) — the sending of qu-
bits between two parties — is a primitive concept in
quantum information theory. Entanglement cannot be
created without it, and conversely, entanglement between
two parties can be used to communicate quantum infor-
mation through teleportation [1]. The amount of quantum
communication needed to prepare a state and the amount
of quantum communication that a state enables one to
perform are fundamental properties of states shared by
two parties. This amount is identical to the entanglement
cost Ec [2] and entanglement of distillation ED [3], re-
spectively. Perhaps surprisingly these two quantities are
different [4]. There are even states which are ‘‘bound’’ in
the sense that quantum communication is needed to cre-
ate it, but nothing can be obtained from it [5]. Yet QC is a
distinct notion from entanglement. For example, one may
need to use a large amount of QC while creating some
state of low Ec, in order to save some other resource. In
the present Letter we consider such a situation. The sec-
ond primitive resource of interest will be information
which quantifies how pure a state is. The motivation
comes from (both classical or quantum) thermodynam-
ics: it is known that bits that are in a pure state can be used
to extract physical work from a single heat bath [6], and
conversely work is required to reset mixed states to a pure
form [7,8].
For distant parties, in order to use information to
perform such tasks, it must first be localized. In [9] we
considered how much information (i.e., pure states) can
be localized (or drawn) from a state shared between two
parties. Thus far, the amount of information needed to
prepare a state has not been considered, a possible ex-
ception being in [10] where it was noted that there was a
thermodynamical irreversibility between preparation
and measurement for ensembles of certain pure product
states. However, given the central role of quantum com-
munication and information, it would be of consider-0031-9007=03=90(1)=010404(4)$20.00 to lay the foundation for this study by examining how
much information is needed to prepare a state and
how much can be extracted from it as a function of
quantum communication. For a given state, this pro-
duces a curve in information space. The shapes of the
curve fall into a number of distinctive categories which
classify the state and only a small number of parame-
ters are needed to characterize them. The curves for
pure states can be calculated exactly, and they are repre-
sented by a one parameter family of lines of constant
slope. The diagrams exhibit features reminiscent of
thermodynamics, and phaselike transitions (cf. [11]) are
observed.
An important quantity that emerges in this study is the
information surplus f. It quantifies the additional in-
formation that is needed to prepare a state when quantum
communication resources are minimized. f tells us how
much information is dissipated during the formation of a
state and is therefore closely related to the irreversibility
of state preparation and, therefore, to the difference be-
tween the entanglement of distillation and entanglement
cost. When it is zero, there is no irreversibility in entan-
glement manipulations. Examples of states with f  0
include pure states, and states with an optimal decom-
position [3] which is locally orthogonal.
Consider two parties in distant labs who can perform
local unitary operations, dephasing [12], and classical
communication. It turns out to be simpler to substitute
measurements with dephasing operations, since we no
longer need to keep track of the informational cost of
resetting the measuring device. (This cost was noted by
Landauer [7] and used by Bennett [8] to exorcize
Maxwell’s demon.) The classical communication channel
can also be thought of as a dephasing channel. Finally, we
allow Alice and Bob to add noise (states which are
proportional to the identity matrix) since pure noise con-
tains no information. Note that we are interested only in2003 The American Physical Society 010404-1
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procedure does not cost anything.
Consider now the information extraction process of [9].
If the two parties have access to a quantum channel and
share a state %AB, they can extract all the information
from the state
I  n S%AB; (1)
where n is the number of qubits of the state, and S%AB is
its von Neumann entropy. Put another way, the state can
be compressed, leaving I pure qubits. However, if two
parties do not have access to a quantum channel and can
perform only local operations and communicate classi-
cally (LOCC), then, in general, they will be able to draw
less local information from the state. In [9] we defined the
notion of the deficit  to quantify the information that
can no longer be drawn under LOCC. For pure states, it
was proven that  was equal to the amount of distillable
entanglement in the state.
Let us now turn to formation processes and define
fQ as follows. Given an amount of quantum commu-
nication Q, the amount of information (pure states)
needed to prepare the state %AB under LOCC is given by
IfQ. Clearly at least Ec bits of quantum communication
are necessary. In general, IfQ will be greater than the
information content I. The surplus is then
fQ  IfQ  I: (2)
The two end points are of particular interest, i.e., f 
fEc, where quantum communication is minimized,
and fEr  0, where we use the quantum channel
enough times that IfEr  I. Clearly Ec  Er 
minfSA; SBg, where A is obtained by tracing out
on Bob’s system. This rough bound is obtained by notingEE
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FIG. 1. Formation and extraction curves for a generic mixed
state. The short-dashed line represents the variant where in-
formation can be extracted from the ‘‘garbage’’ left after
entanglement distillation (Ig > 0). In general, the curves
need not be smooth. The formation curve is in the lower left
quadrant.
010404-2that at a minimum, Alice or Bob can prepare the entire
system locally and then send it to the other party through
the quantum channel (after compressing it). We obtain a
tight bound later in this Letter.
The general procedure for state preparation is that
Alice uses a classical instruction set (ancilla in a classical
state) with probability distribution matching that of the
decomposition which is optimal for a given Q. Since the
instruction set contains classical information, it can be
passed back and forth between Alice and Bob. Addi-
tionally they need n pure standard states. The pure states
are then correlated with the ancilla and then sent. The
ancilla need not be altered by this procedure and can be
reset and then reused, and so at worse we have If 
IfEc  n and f  S%AB. Shortly we describe how
one can do better by extracting information from corre-
lations between the ancilla and the state.
The pairs Q; IfQ form curves in information space.
In Fig. 1 we show a typical curve which we now explain.
Since we compare the formation curves to extraction
curves, we adopt the convention that IfQ and Q are
plotted on the negative axis since we are using up re-
sources. It can be shown that IfQ is concave, monotonic,
and continuous. To prove concavity, we take the limit of
many copies of the state %AB. Then given any two proto-
cols, we can always toss a coin weighted with probabili-
ties p and 1 p and perform one of the protocols with
this probability. There will always be a protocol which is
at least as good as this. Monotonicity is obvious (addi-
tional quantum communication can only help), and con-
tinuity follows from monotonicity, and the existence of
the probabilistic protocol.
The probabilistic protocol can be drawn as a straight
line between the points Er; IfEr and Ec; IfEc.
There may, however, exist a protocol which has a lower
IfQ than this straight line; i.e., the curve IfQ satisfies
IfQ  I 	
IEr  IfEc
Ec  Er Q Er: (3)
Let us now look at extraction processes. The idea is that
we draw both local information (pure separable states)
and distill singlets. The singlets allow one to perform
teleportations so that we are, in fact, extracting the po-
tential to use a quantum channel.We can also consider the
case where we use the quantum channel to assist in the
information extraction process. We can therefore write
the extractable information IlQ as a function of Q.
When Q is positive, we distill singlets at the same time
as drawing information, and when Q is negative, we are
using the quantum channel Q times to assist in the
extraction (see also Fig. 1).
There appear to be at least three special points on the
curve. The first is the point Il  Il0. This is considered
in [9] when we draw maximal local information without
the aid of a quantum channel. Another special point is the
usual entanglement distillation procedure Ig  IlED.010404-2
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tractable from the ‘‘garbage’’ left over from distillation. Ig
can be negative as information may need to be added to
the system in order to distill all the available entangle-
ment. Finally, I  IlEr is the point where we use the
quantum channel enough times that we can extract all the
available information. This is the same number of times
that the quantum channel is needed to prepare the state
without any information surplus since both procedures
are now reversible.
Just as with the formation curve, IlQ is convex,
continuous, and monotonic. For Q 
 0 there is an upper
bound on the extraction curve due to the classical/quan-
tum complementarity of [13].
I 	Q  Il: (4)
It arises because one bit of local information can be
drawn from each distilled singlet, destroying the entan-
glement. One might suppose that the complementarity
relation (4) can be extended into the region Q< 0.
Perhaps surprisingly, this is not the case, and we have
found that a small amount of quantum communication
can free up a large amount of information. In Fig. 2(a)
we plot the region occupied by pure states. For extrac-
tion processes, pure states saturate the bound of Eq. (4)
[13]. For formation processes they are represented as
points.
In general, if f  0 then Ec  ED. Examples include
mixtures of locally orthogonal pure states[14]. The con-
verse is not true, at least for single copies, as there are
separable states such as those of [10] which have f  0
and   0.MES product
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FIG. 2. (a) Pure states, (b) states with   0, (c) separable
states with  > 0, and (d) bound entangled states with  > 0.
010404-3It therefore appears that f is not a function of the
entropy of the state, or of the entanglement, but rather,
shows how chaotic the quantum correlations are. It can
also be thought of as the information that is dissipated
during a process, while  can be thought of as the bound
information which cannot be extracted under LOCC.
Figures 2(b)–2(d) show the curves for some different
types of states. It is interesting the extent to which one
can classify the different states just by examining the
diagrams in information space.
The quantities we are discussing have (direct or meta-
phoric) connections with thermodynamics. Local infor-
mation can be used to draw physical work, and quantum
communication has been likened to quantum logical
work [14]. One is therefore tempted to investigate whether
there can be some effects similar to phase transitions.
Indeed, we will demonstrate such an effect for a family of
mixed states where the transition is of second order, in
that the derivative of our curves will behave in a discon-
tinuous way.
To this end we need to know more about Er and If.
Consider the notion of LOCC orthogonality (cf. [14]).
One says that %i is LOCC orthogonal if by LOCC Alice
and Bob can transform
P
i pijiiA0 hij%iAB into j0iA0 h0j P
i pi%
i
AB and vice versa; jiiA0 is the basis of Alice’s
ancilla. In other words, Alice and Bob are able to corre-
late the state %i to orthogonal states of a local ancilla as
well as reset the correlations. Consider a state %AB that
can be LOCC decomposed; i.e., it is a mixture of LOCC-
orthogonal states %  Pi pi%i. The decomposition sug-
gests a scheme for reversible formation of %. Alice pre-
pares locally the state %A0AB 
P
i pijiiA0 hij%iAB. This
costs nA0AB  S%A0AB bits of information. Conditioned
on i, Alice compresses the halves of %i and sends them to
Bob via a quantum channel. This costs
P
i piS%B qubits
of quantum communication. Then, since the %i are LOCC
orthogonal, Alice and Bob can reset the ancilla and
return nA0 bits. One then finds, in this protocol, formation
costs nAB  S%AB bits; hence it is reversible. Con-
sequently, Er 
P
i piS%B; hence
Er%AB  infmin
X
X
i
piS%iX; X  A;B; (5)
where the infimum runs over all LOCC-orthogonal de-
compositions of %AB.
We can also estimate If by observing that the optimal
decomposition for entanglement cost is compatible with
LOCC-orthogonal decompositions; i.e., it is of the form
fpiqij;  ijg, where
P
j qijj ijih ijj  %i. Now, Alice pre-
pares locally the state %A0A00AB 
P
i piqijjiiA0 hij 
jjiA00 hjj  j ijiABh ijj. Conditional on ij, Alice com-
presses the halves of  ij ’s and sends them to Bob. This
costs on average Ec qubits of communication. So far Alice
borrowed nA0A00AB  S%A0A00AB bits. Alice and Bob then
reset and return ancilla A0 (this is possible due to LOCC
orthogonality of %i) and also return ancilla A00 without010404-3
1.0 0.8 00.20.60.4
1.0
1.2
1.4
1.6
1.8
2.0
I
p=1/2  (cl. correlated state )
p=0 (maximally entangled state      ) ψ
−
FIG. 3. ‘‘Phase transition’’ in the family of states of Eq. (7).
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i piS%i, giving
f  inf
X
i
piS%i  S%; (6)
where, again, the infimum runs over the same set of de-
compositions as in Eq. (5) providing a connection be-
tween f and Er. In the procedure above, collective
operations were used only in the compression stage. In
such a regime the above bounds are tight. There is a ques-
tion, whether by some sophisticated collective scheme,
one can do better. We conjecture that it is not the case,
supported by the remarkable result of [15]. The authors
show that an ensemble of nonorthogonal states cannot be
compressed to less than S% qubits even at the expense of
classical communication. In our case orthogonality is
replaced by LOCC orthogonality, and classical commu-
nication by resetting. We thus assume equality in Eqs. (5)
and (6). Thus for a state that is not LOCC decompos-
able (this holds for all two qubit states that do not
have a product eigenbasis) we have f  S%AB,
Er  minfS%A; S%Bg.
Having fixed two extremal points of our curves, let us
see if there is a protocol which is better than the proba-
bilistic one (a straight line on the diagram). We need to
find some intermediate protocol which is cheap in both
resources. The protocol is suggested by the decomposition
%  Pi pi%i, where %i are themselves LOCC-orthogonal
mixtures of pure states. Thus Alice can share with Bob
each %i at a communication cost of Q 
P
i piEc%i. If
the states %i are not LOCC orthogonal, Alice cannot reset
the instruction set, so that the information cost is I 
nPi piS%i. We now show by example that this may be
a very cheap scenario. Consider
%  pj 	ih 	j 	 1 pj ih j; p 2 0; 12 (7)
with    1=

2
p j00i  j11i. When p  0 we have
Er  1, If  2, Ec  H 12	

p1 pp  [4], where
Hx  x logx 1 x log1 x is the binary en-
tropy; thus our extreme points are 1; 2Hp and
Ec; 2. For p  0 the state has   0; hence the forma-
tion curve is just a point. We can, however, plot it as a line
I  1 (increasing Q will not change I). Now, we decom-
pose the state as %  2p%s 	 1 2pj ih j, where
%s is an equal mixture of LOCC-orthogonal states j00i
and j11i. The intermediate point is then 1 2p; 2 2p.
A family of diagrams with changing parameter p is
plotted in Fig. 3. The derivative Q  @Q@I has a singu-
larity at p  1=2. Thus we have something analogous to a
second order phase transition. The quantity Q may be
analogous to a quantity such as the magnetic susceptibil-
ity. The transition is between states having   0 (clas-
sically correlated) [9] and states with   0 which
contain quantum correlations. It would be interesting to
explore these transitions and diagrams further, and also010404-4the trade-off between information and quantum commu-
nication. To this end, the quantity fQ 	Q Ec ap-
pears to express this trade-off. Finally, we hope that the
presented approach may clarify an intriguing notion in
quantum information theory, known as the thermody-
namics of entanglement [14,16,17].
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