Abstract. In this paper we will use the WZ algorithm to prove identities between Mahler measures of polynomials. In particular, we will offer a new proof of a theorem due to Lalín. We will also show that this theorem is equivalent to a formula for elliptic dilogarithms.
Introduction
In this paper, we will show that the Wilf-Zeilberger algorithm can be used to prove relations between Mahler measures of polynomials. The (logarithmic) Mahler measure of an n-variable Laurent polynomial, P (x 1 , . . . , x n ), is defined by m(P ) := We will primarily be interested in values of the following special function: m(α) := m α + x + 1 x + y + 1 y .
In particular, there are many conjectured formulas linking special values of m(α) to the values of L-series of elliptic curves evaluated at s = 2. Deninger hypothesized that m(1) should be a rational multiple of L(E, 2)/π 2 , where E is a conductor 15 elliptic curve [9] . Boyd used numerical calculations to make the constant explicit:
He also conjectured hundreds of other formulas for m(α) [8] . So far, only a small fraction of his formulas have been proved. In general, it is often much easier to prove identities between Mahler measures, than to prove formulas relating them to L-functions. Although (1) is unproven, Lalín recently showed that 11m (1) = m (16) , (2) using algebraic K-theory [15] . Rodriguez-Villegas first identified the connection with algebraic K-theory, by demonstrating that identities such as (2) often follow from finding relations in the K 2 groups of elliptic curves [18] . Zagier asked whether or not the relation 6m(1) = m(5) could be proved with elementary calculus [22, pg. 56] . By an elementary result of Kurokawa and Ochiai [14] , m(1) + m(16) = 2m(5), Zagier's problem amounts to finding an elementary proof of (2) . In this paper, we will present precisely such a proof, answering Zagier's question. The most difficult part of the proof follows from (15) , which we will derive using the Wilf-Zeilberger algorithm.
In the second portion of the paper, we will present several new q-series expansions for Mahler measures. For instance, if ϕ(q) is Ramanujan's theta function, then
where D(z) is the Bloch-Wigner dilogarithm. These sorts of formulas provide an easy way to translate Mahler measures into elliptic dilogarithms, and vice-versa. As a corollary, we will translate an exotic relation due to Bertin into an identity between hypergeometric functions [5] (see formulas (35) and (36)). We are hopeful that this line of research will eventually lead to WZ-proofs of exotic relations. Furthermore, as remarked upon in the conclusion, it seem likely that some of the mysterious (computationally discovered) formulas for 1/π 2 , may eventually be linked to the theory of higher regulators.
An application of the WZ method
We will begin with a brief review of the WZ method. We will say that F (n, k) is hypergeometric, if F (n+1, k)/F (n, k) and F (n, k +1)/F (n, k) are rational functions of n and k. Two hypergeometric functions are called a WZ-pair if they satisfy the following functional equation:
Wilf and Zeilberger proved that if F (n, k) satisfies (4), then it is always possible to determine G(n, k) (see [17] and [26] ). Their algorithm has been implemented in Maple and Mathematica, and as a result it is possible to find WZ-pairs by systematically guessing values of F (n, k). Let us consider WZ-pairs where F and G are meromorphic functions of n and k. If we sum both sides of (4) from n = 0 to n = ∞, the left-hand side of the equation telescopes, and we have
In instances where F (0, k) = 0, and lim n→∞ F (n, k) = 0, this becomes
It follows immediately that the series is periodic with respect to k. If the series also converges uniformly, and j is an integer, then we can write
If lim j→∞ G(n, k + j) is independent of k, then we can conclude that for unrestricted k:
We will use this method to prove Theorem 2, which will imply Mahler measure formulas such as (2) . In order to apply the WZ-method to formulas such as (2), we need to relate Mahler measures to hypergeometric functions. We will use several of the identities summarized in [20] . If r ∈ (0, 1], results from [14] and [19] show that:
Notice that both of these sums depend upon the same binomial coefficients. Therefore, if we define s by
we can form a linear combination of (6) and (7) to obtain
It follows that (r, s) ∈Q 2 and r ∈ (0, 1], if and only if (8) also gives an explicit formula for an algebraic hypergeometric series. By linearity, explicit cases of (8) immediately imply formulas for s. Notice that (8) diverges when |r| > 1. Theorem 1. The following formulas are true:
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Furthermore, (10) is equivalent to
and (11) is equivalent to 11m(1) = m(16).
Somewhat surprisingly, we have not been able to prove (12) with WZ techniques. While it seems likely that such a proof exists, the identity has so far proven intractable. This is surprising, since the K-theoretic proof of (12) is much easier than the K-theoretic proof of (13) . In order to prove (13), we will first prove (15) with WZ techniques, and then use that formula to derive (11) . It is interesting to note, that Mathematica can recognize (9), but not (10) or (11) . This probably occurs because it is possible to derive (9) using Dougall's theorem [24] . We will also prove (9) with the WZ method.
Theorem 2. The following identities are true:
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where
Proof. Although this proof is short, it should be mentioned that a substantial amount of work was required to find the necessary WZ-pairs. We will begin by proving (14) . Let us define the Pochhammer symbol using (x) m := Γ(x + m)/Γ(x). Now consider the following WZ-pair:
It is easy to see that F (0, k) = 0, and lim n→∞ F (n, k) = 0. Furthermore, ∞ n=0 G(n, k) converges uniformly, so by the previous discussion we may conclude that
Rearranging the resulting formula, and letting k → x completes the proof of (14) . The proof of (15) is basically identical to the above proof. Let us consider the following WZ-pair:
, and P (n, k) = (2n + 1)(86n + 19) + 4k(20n + 7) + 12k 2 .
Then F (0, k) = 0, lim n→∞ F (n, k) = 0, and
Rearranging the final result, and relabelling k as x completes the proof of (15) .
Proof of Theorem 1. The shortest proof of (9) follows from using the definition of s, to show that s = 1 when r = 1. An alternative proof follows from using (14) to show that:
Similarly, (11) follows from using (15) to show that
Since the formulas in Theorem 2 involve Gamma functions, we can also use those identities to prove formulas for the Riemann zeta function. If we consider the Laurent expansion
then by (14) we have
where A n is the alternating harmonic series. We can also use a method from [13] to find formulas for ζ (3) . Notice that Gosper first proved (20) (see [23] or [11] ), and Batir proved (18) using log-sine integrals (combine formulas 3 and 4 on page 664 of [1] ). Despite the fact that formula (19) is numerically true, it remains unproven.
Theorem 3. The following identities are true:
Proof. The idea behind this theorem, is that shifting the summands in (9), (10), and (11) by n → n − 1/2, changes those results into formulas for ζ(3). For instance, the summand in (10) becomes
In order to make this observation rigorous, we will prove (20) and (18) by using the WZ-pairs from Theorem 2. Additionally, a rigorous proof of (19) should be easy to construct by first finding a WZ proof of (10).
Let us shift both sides of (4) by 1 2 and y, and then sum the equation from n = 0 to n = ∞. Under the hypothesis that lim n→∞ F n + 1 2 , k + y = 0, we have
The right-hand side of the formula telescopes with respect to k. Therefore, sum both sides of the equation from k = 0 to k = ∞:
In the cases we will consider, all three sums converge uniformly, the limit terms do not depend on y, and G n + , 0 = 0. Differentiating with respect to y, and using the notation
Notice that G * n + ,y) y . If we use F and G from (16) , then the various convergence requirements are satisfied, and we can show that
The sum involving F * is also easy to evaluate. First notice that
and therefore we can show that
Formula (18) follows from substituting these results into (21) . In order to prove (20), we will use the WZ-pair given in (17) . Once again, all of the convergence requirements are satisfied. Therefore, observe that
which matches the right-hand side of (20) up to a constant. In order to evaluate the F * -sum, simply notice that
and therefore
Substituting these last two results into (21) completes the proof of (20).
We will conclude this section, by showing that it is also possible to find WZ-pairs when (8) diverges. If we consider the WZ-pair:
where P (n, k) = 3k 3 + k 2 (20n + 3) + kn(43n + 12) + n 2 (30n + 11), then it is possible to obtain a finite summation identity 
which holds for m ∈ N. While this formula clearly corresponds to the values (r, s) = (4, 1/11), it does not convey any new information about Mahler measures. Equation (13) already shows that if r = 4 then s = 1/11.
Connections with the elliptic dilogarithm
In the first section of the paper, we proved several formulas for log(2), which were equivalent to relations between Mahler measures. It is probably fortunate that the Mahler measure formulas were discovered first. It seems unlikely that equations (10) and (11) would have attracted much attention without Boyd's work. In order to provide some additional motivation, we will show that our method provides a new way to prove relations between elliptic dilogarithms. Let us briefly recall the definitions of m(α) and n(α):
We examined m(α) in the previous section of this paper, and n(α) has been studied in papers such as [19] , [20] and [16] . In the next theorem we will prove new q-series expansions for both functions. 
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where ϕ(q) = ∞ n=−∞ q n 2 , and x(q) = 1 + 27q
Proof. First notice that (24) implies (25) . By the elementary functional equations for the Bloch-Wigner dilogarithm,
Summing over n shows that (25) follows easily from (24) . To prove (23) and (24), we will use an idea described in section 8 of [20] . Consider the following formula from [21] (Rodriguez-Villegas first proved a version of this formula in [19] ):
where q = e −πx , and x > 0. Express the sum as an integral, and then apply the involution for the weight-1/2 theta function:
If we let x → 1/x, and then use the following identity
it is easy to see that
The second equality follows from the elementary identity (−1)
k . Formula (23) follows from sending q → −q. Despite the fact that this last substitution is not rigorous, since we previously assumed that x > 0 and hence q > 0, the final result is true. A different proof follows from differentiating (23) with respect to q, and then applying the formulas of Ramanujan.
A proof of (24) can be obtained by looking at the following sum:
Briefly, if this series is transformed into an integral of theta functions, then the involution for the weight-1/2 theta function leads to a dilogarithm sum, and the involution for the weight-3/2 theta function (essentially) leads to Rodriguez-Villegas's q-series for n(α) (see formula (2-10) in [16] ).
For certain values of q, the left-hand sides of (23), (24) , and (25) equal elliptic dilogarithms. In order to explain this statement, let us consider an elliptic curve
It is well known that E can be parameterized by (x, y) = (℘(u), ℘ ′ (u)), where ℘(u) is the Weierstrass function. The periods of ℘(u) are denoted by ω and ω ′ , and the
) denotes an arbitrary point on E, and q = e 2πiτ , then the elliptic dilogarithm is defined by
Since we will only be interested in torsion points, we can assume that u = aω + bω ′ , for some (a, b) ∈ Q 2 . For appropriate choices of E, the series expansions in Theorem 4 equal D E (P ) at 3, 4 and 6-torsion points. Since our objective is to equate Mahler measures to elliptic dilogarithms, we need a method to identify the relevant elliptic curves. Let us define β using
The classical theory of elliptic functions shows that we can calculate q as a function of β:
It is known that g 2 and g 3 are also functions of q [25] . In Ramanjujan's notation we have g 2 = 
In general, this relation will allow us to calculate β using g 2 and g 3 , and to recover g 2 and g 3 from values of β. Since there are six choices of β for each g 3 2 /g 2 3 , caution must be exercised to pick the correct β. In many cases we checked our work by numerically computing q from g 2 and g 3 (with the Mathematica function "WeierstrassHalfPeriods"), and then comparing it to calculations using (26).
Theorem 5. Let E(k, ℓ) denote the following elliptic curve:
Formula (13) is equivalent to
where E 1 = E(5, 2), E 2 = E(16, 1/2), P 1 = (87, 1080), and P 2 = (195, 432). Formula (12) is equivalent to
where E 3 = E(8, 1/2), E 4 = E(3 √ 2, 1), P 3 = (51, 216), and P 4 = (33, 324).
Proof. If we set β = 1 − 16/k 2 , then we can rearrange (27) to obtain
Therefore, for some choice of ℓ, we have
In practice, ℓ will be chosen so that E(k, ℓ) has a fourth-degree torsion point P . We can then use 4ϕ 2 (q)/ϕ 2 (−q) = k, along with equation (23), to conclude that
We will begin by proving (28). It is easy to check that E(5, 2) has a fourth-degree torsion point P 1 = (87, 1080) = ℘ . It follows from the definition of the elliptic dilogarithm, that
A result from [16] shows that m(1) + m(16) = 2m(5), and therefore we have proved that
When k = 16, it is easy to see that E(16, 1/2) has a fourth-degree torsion point
. Using the definition of the elliptic dilogarithm, we conclude that
Substituting (30) and (31) into (13) completes the proof of (28). Next we will prove (29). When k = 8, it is easy to check that E(8, 1/2) has a fourth-degree torsion point P 3 = (51, 216) = ℘ . Thus, it follows that
Finally, the elliptic curve E(3 √ 2, 1) has a fourth-degree torsion point
. We can immediately conclude that m(3
2,1) (P 4 ). A result from [16] shows that m(2) + m(8) = 2m(3 √ 2), and therefore we have proved that
Substituting (33) and (32) into (12) completes the proof of (29).
After considering Theorem 5, it seems likely that more formulas for elliptic dilogarithms will eventually be proved with the WZ method. The most interesting formulas are probably "exotic relations", which have the form Bloch and Grayson conjectured several exotic relations [7] , and Zagier proposed a set of restrictions that E should satisfy in order to possess such a relation [10] . Theorem 4 shows that certain exotic relations are equivalent to formulas for hypergeometric functions. We will conclude this section by reformulating an exotic relation that Bertin proved in [5] .
Theorem 6. Let E denote the elliptic curve
and let P = (−6, 54). Bertin's exotic relation
is equivalent to By formulas (24) and (25) , this amounts to showing that 0 = 16n 3 3 x ( √ q) − 19n 3 3 x(q) − 8n 3 3 x(q 2 ) .
In order to calculate q, we will find it convenient to work in Ramanujan's theory of signature 3. If we assume that there exists a β such that q = exp . We can also calculate x(q) explicitly [4, pg. 104], and we find that x(q) = 1 1 − β = 32 27 .
Finally, if we write x( √ q) = 
108
, and x(q 2 ) = (7− Based on these parametric formulas, we conjecture that r and s are algebraically independent for almost all values of q ∈ (0, 1). Furthermore, it seems plausible that other WZ identities, such as the 1/π 2 formulas [12] , might arise in a similar manner. The largest hurdle in testing such a hypothesis, is to identify functions like the elliptic dilogarithm, by starting from sporadically occurring formulas such as (10) and (11) .
