Introduction.
In this paper we develop a complete theory of the transfer function of general two terminal-pair networks containing resistance, capacitance and selfinductance, but no mutual coupling or ideal transformers. These results constitute an extension of those obtained in a previous paper [5] , for networks containing two kinds of elements only. In part, our present techniques depend upon the ideas and methods employed in [5] to which reference will be made in the course of the proofs.
Bott and Duffin [2] have characterized two-terminal networks without mutual reactance. The present research is a first step toward solving the corresponding problem for two terminal-pair networks. We do not require the results of [2] in this paper.
Recently several papers [8, 9, 10] have appeared which deal with the transfer function of RLC networks. These do not develop a complete theory but are concerned primarily with the synthesis of a transfer function up to a constant multiplier. Even with this restriction on the multiplicative constant, the synthesis procedures for grounded networks described in these papers are all of limited applicability for realizing the general transfer function of these networks. Furthermore none of the papers gives the properties of the transfer function which are peculiar to general grounded networks and distinguish it from the transfer function of general two terminal-pair networks.
On the other hand the present paper besides characterizing the transfer functions of both grounded and general two terminal-pair networks, yields a synthesis realizing any multiplicative constant up to the theoretical maximum which is allowable.
The transfer function A(p) is defined as the ratio of steady state output voltage to input voltage in the domain of the complex frequency variable p. It is a real rational function which we may write in the form We first consider the general grounded two terminal-pair networks (3 external terminals) abbreviated 3 T.N. The conditions on A{p) in this case are given in Theorem 1 and are here described in an equivalent form as follows. The poles of A(-p) are in the left-half plane or on its boundary except that p = 0 and p = are excluded. A pole on the imaginary axis must be simple and have a pure imaginary residue. The zeros of A(p) cannot be positive real but are otherwise arbitrary. The range of K is an interval 0 < K < K0 where K0 is the minimum value** of the function D(p) / N (p) forO < p <°°. Conversely when a function A(p) satisfies these conditions a 3 T.N. may be synthesized whose transfer function is the given A{p). In the sequel, this synthesis is performed assuming an open circuit termination, but the technique may be modified to take account of any finite resistive load without any essential change in the above results.
For the general two terminal-pair network (4 external terminals) abbreviated 4 Bull. Amer. Math. Soc. 58, 191 (1952) ).
**K0 is a realizable value of K if and only if the minimum value is assumed only at p -0 or p = <*> or both.
T.N. the results are given in Theorem 2. They differ from those stated above for a 3 T.N. in that there is no restriction on the zeros of A(p), and the range of K is now -K0<K < K0 where here K0 is the minimum value* oi \ D(p)/N(p) | for 0 < p < °°. In the synthesis procedure, it is convenient to distinguish two cases. These are: Case I. The poles of A(p) all lie in the interior of the left-hand plane. Case II. A (p) has at least one pole on the pure imaginary axis. The synthesis in Case I is relatively simple to handle while that in Case II is considerably more complicated.
A synthesis procedure in Case II for a 3 T.N., even up to a constant multiplier, has not been considered heretofore in the literature. For a 4 T.N., a method due to Kahal [8] has appeared which claims to realize the transfer functions of Case II up to a constant factor as a symmetric lattice. However, both his proof and conclusions are erroneous. As a counter-example, we note that the realizable** transfer function A^p) = K{p2 -0.5 p + 0.5) /(p2 + l)(p + 1) which satisfies his conditions may not be synthesized as a symmetric latticef for any K ^ 0. The foregoing example is an illustration of a theoremff on lattice realization, the proof of which will appear elsewhere. On the other hand, Weinberg [9] overlooks Case II completely, and erroneously states [9, pp. 37, 53 ] that every transfer function may be realized as a symmetric lattice.
2. The grounded two terminal-pair network. fThis follows from the fact that the fraction (1 -A,)/(l + .4]) has zeros and poles in the righthalf plane for any K ^ 0, whereas for a symmetric lattice this fraction should be the quotient of the two constituent impedances of the lattice. ffThe theorem is: Let A(p) be a 4 T. N. realizable transfer function (i.e. one satisfying the conditions of Theorem2) belonging to Case II. Define X" = Re ji"-d(A~1)/dp-dn(A~1)/dpn}, n = 2, 3, •••.
Then A(p) can be synthesized up to a, multiplicative constant by means of a symmetric lattice if and only if at each pure imaginary pole of A the first non-zero value of X" occurs for n even and is negative.
The case where D has a zero at p = iu0 can only arise if F22 has a simple zero and Fi2 has neither a zero nor a pole at p = iw0 . The remaining possibilities, as is known, may be excluded by use of the general residue condition It is useful at this point to introduce a few notations which will simplify the exposition. Capital Latin letters (except for A, Y, Z and K) unless otherwise identified will always denote polynomials in p with real coefficients. If R = XXo and S = o idip' then R « S denotes that a, < /3, (i = 0,1, • • • , n). If P is a given polynomial, P, and P0 will denote the polynomials consisting of the even powers and the odd powers of P respectively. More generally, without reference to a given polynomial, the subscript e and 0 will indicate an even or odd polynomial respectively.
In terms of this notation, the following result is implied by the sufficiency proof of (6)]. In the EC-network corresponding to this i2-function, as given by our synthesis procedure** taking p1/2 Se(pU2)/T(,(pl/2) as the F22 , replace each resistance R by an inductance L with L = R and the LC-network required for (A) results. Now suppose that A(p) as given by (1.1) satisfies the conditions of Theorem 1. We shall construct a 3 T.N. whose transfer function is 4(p). The first step in the synthesis procedure is to write A{p) in a special form analogous to the special form (i?-function) used for RC networks. The argument of [5, Appendix B] may be used here to show the existence of a Hurwitz polynomial")" U (actually the zeros of U may be taken to be negative real and distinct except that in the special case where N and D are both even functions of p we may use a non-Hurwitz polynomial U having only pure imaginary zeros distinct from the zeros of D and from each other) such that in A(p) = KUN/UD = G/H "This restriction on To is easily removed but we do not stop to do this here. **Of the synthesis procedures mentioned in [5] , the last alternative method in the footnote on p. 120 which was later given in detail in [4] usually yields a simpler network.
fin this paper we shall use the term Furwitz polynomial in the strict sense, i.e., a real polynomial having a positive leading coefficient whose zeros are in the interior of the left-half plane.
we have
For an examination of the proof in [5, Appendix B] shows that in addition to (iii), (iv) and (v) of Theorem 1, use was made only of the fact that the zeros of D were not positive real or zero, and this is guaranteed by (i) of Theorem 1. This common factor technique achieves positive coefficients in the transfer function as is stated in (2.6).
Recently Weinberg [J. Appl. Phys. 24, 1526 (1953)], citing references to Bode, has stated that the use of common factors for similar purposes is well established and almost common knowledge. This is hardly justified, for examination of these and other references reveals at best a superficial similiarity to our method. Furthermore, in view of his statement it is surprising that in none of the literature on transfer functions prior to [5] including his own thesis [9] has our or a similar method been employed, (bj) Synthesis: Case I.
We now assume that H is a Hurwitz polynomial. Consider H = H0 -\-He , H0 = pH', . As is well known [7, p 400] II e and II'e are relatively prime polynomials having simple pure imaginary zeros and such that H0/He is an LC-admittance.
In view of (2.6) we have G = Ge + G0 , G0 = pG', with 0 « G0 H0 , 0 « G'e « H'e . Hence by-(A) the functions^ = G'JH'e , A2 = GJH. In view of (2.1) the corresponding *The method used here is analogous to the last alternative procedure mentioned in [5] , footnote on page 120 and given in [4] . Similarly, techniques based on the other procedures given in [5] may also be employed here.
F12's are G0/H and GJH respectively. Now connect the networks r[ and r2 in parallel to form a new 3 T.N. T whose F12 = G/H and whose F22 = 1 so that the transfer function A(p) of T is G/H. This completes the synthesis in Case I.
(b2) Synthesis: Case II.
We now assume that H has some pure imaginary zeros. If all the zeros of H are pure imaginary, we may apply (A) to obtain an LC-network realization. Otherwise write H = P, J where P. = HI (P2 + <4) (2-7)
A-l and J is a Hurwitz polynomial. Of course the to* are distinct and different from zero and the residue of A (p) at p = ± iuk is pure imaginary. The synthesis method here consists of a reduction procedure by which the realization of A (p) is made to depend upon the realization of successively simpler transfer functions until we finally reach a stage in which we may use the result (A) to effect an actual realization. In order to apply this method of reduction, it is necessary that the transfer function be written in a particular form M/Q (described in Lemma 1) and that a positive real function Q/S having special properties (also given in Lemma 1) be associated with A{p). In Lemma 2 it is shown how to transform the transfer function into the required form as well as how to construct the function Q/S. The essential ideas of the reduction algorithm are now described. The justification for the various steps is given in Appendix I. As shown in the remarks following Lemma 1, the reduction process may be continued until we reach transfer functions belonging to either one of the two following categories which we designate as subcases (a) and (/S) respectively and whose synthesis we now Realize the LC transfer function M./Pe using (A) to get a network T whose F22 = PJSo. Then form as in Fig. 2 taking Zx = 1. This is the required network.
The synthesis method of Case II may easily be modified to provide an alternate synthesis for Case I also.
A second synthesis method for Case II which is also inductive in nature (but for which we give no details) may be described as follows. The transfer function A is written as A = rAl + where r>0, s>0, r + s<l and Ax and A2 are 3 T.N. transfer functions. It is easy to show that A is realizable if Ai and A2 are. We may choose the function Ai so that it has the same pure imaginary poles as A but its numerator consists of even (or odd) powers only. The synthesis of Aj is then accomplished easily by a modification of the procedure of Case I. As for A2, it may be taken to have one less pole than A on the imaginary axis and the same process is now applied to it until all the pure imaginary poles are eliminated, when the results of Case I apply. This synthesis results in a network of about the same complexity as the one previously given.
3. The two-terminal pair network we must realize At(p2) and A2(p2) with Y22's respectively Y22 = 2(p2 + 2)/3p and Y2V = 3(p2 + l)/p. To do this, first realize Aj(p) = l/(p + 2) and A2(p) = (3p + 2)/ (3 p + 3) as RC-networks whose F22's are respectively 2(p + 2)/3 and 3(p + 1). This results in two L-networks I\ and r2 whose series and shunt arm admittances are yla -2/3, ylb = 2(p + l)/3; y2a = 3 p + 2, y2b = 1 respectively. In T, and r2 replace each resistor R by an inductance L with R = L. We get L-networks r*, rt with series and shunt arm admittances y*a = 2/3p, y* = 2(p2 + l)/3p; y2a = 3p + 2/p, y2*b = 1/p. Networks F* and r2 realize Ax{p2) and A2(p2) with the required F22's. Now connect Zx = 1 + 3/2p and Z2 = 1 + p/3 to Tt and T* respectively as in Fig.  2 to form I\' and r2 whose parallel combination T given in Fig. 4 is the required 3 T.N. (ii) The transfer function A(p) = K(p2 -0.5p + 0.5)/(p2 + 1) (p + 1), mentioned in the introduction as unrealizable by means of a symmetric lattice, belongs to Case II. Here K0 is found to be 2 and we synthesize A(p) with K -K0 as a 3 T.N. In order to apply the procedure for Case II, we work with A(p) in the form A(p) = M/Q = (2p3 + p2 + l)/(p2 + 1) (p + l)2 together with Q/S = (p2 + 1) (p + l)2/(p" + bp3 + 5p2 + LeJ ~ i qm r
Hence any pure imaginary zeros of S must be zeros of P, . Thus we may write S -P'.T where P', = TL'(p2 + oil) of degree 2s' < 2s, contains all the pure imaginary zeros of S and, of course T is Hurwitz of degree 2(s -s') + r.
It follows that Q/S may be expanded to yield Before proceeding to obtain a corresponding split of M, we must first show that P, divides both Q'0 and Q','. As a preliminary to this we need the result T0 = PeUo-(1.6)
We have
I SO*) |2
where we have used vi(a) to get the last form. In view of (v) it follows that Pe(iu) (and a fortiori P'e (io>)) divides [Q* (iu) Se (-iw) + Q0 (too) St (tw)]. Now P'e (iu) divides S. (-toj); but because of (iv) P', (m) is relatively prime to Q0 (iw). Hence <S* (t'co) is divisible by P'. (to). Thus T" = S0/P', = P. (S*0/P'4) which is (1.6) with U0 = S%/P't.
Coming back to Q' and Q", we show now that
In view of (1.3) and using an argument similar to that given above in the proof of (1.6), we find that [R'/ (iw) T, (-iai) + R',' (iu) T0 (-ico)] is divisible by [Pt (ioi)/P't (too)]2. Since T is Hurwitz and by virtue of (1.6) we have P, dividing T0 but relatively prime to T, . Hence PJP'. divides R". Using this result in the second equation of (1.5) and again noting (1.6), we find that (1.7) holds. A similar argument using (1.2) and the first equation of (1. Finally we obtain polynomials S' and S". In pQ'/S, Q"/S, take out the zero at p = 0 and p = °° respectively in the usual way. Then we may write I s"(i») |2
By the last two equations S' and S" are both of degree 2s + r -1. We have now obtained the required pairs of functions M'/Q', Q'/S' and M"/Q", Q"/S". The preceding proof contains a verification that they satisfy all the conditions of Lemma 1 except (iv), (with r replaced by r -1). In particular the first pair satisfies vi(b) and the second pair vi(a). To establish (iv) for Q' and S' note that by (1.10) a common factor p2 + a of Q' and S' must divide S and hence P'e. But then by the first equation of (1.5) it must divide L'0 which is impossible. A similar argument proves (iv) for Q" and S". This completes the proof of Lemma 1. The reduction procedure of Lemma 1 may be continued for each pair of functions until we reach pairs for which r = 0. Let then A = M/Q and Q/ S satisfy the conditions of Lemma 1. with r = 0. We now investigate what this implies as regards the form of M, Q and >S. First suppose condition vi(a) holds. We may take Q = Pe + Q0 . Since S is of degree 2s and P, divides S0 we must have SQ = 0. But then using (v) we find that P, (zco) Se (-ioj) is divisible by P2 (iai). Thus S = S, = dPe , d > 0 and without loss of generality we may take d = 1. In view of (i), (iv) and (v), Q is Hurwitz. Also by vi(a) Me = aPe , 0 < a < 1.
Next suppose condition vi(b) holds. Then Q0 = 0, and by (ii), M0 = 0. We may take S = Pe + S0 , and as in the preceding case show that Q = Qe -P, , and that S is Thus Q/S has all the properties required by Lemma 1.
