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         Summary: 
 
The aim of this dissertation is to investigate the differences in risk preferences of doctors, 
lawyers and businessmen/women. Using an experimental approach, 108 questionnaires were 
collected from doctors, lawyers and businessmen/women in Cyprus. After reviewing the 
limited literature up to date on risk preferences in occupation, the main findings indicate that 
there are differences in risk preferences amongst these three professions. Specifically, 
doctors are more risk averse than lawyers and businessmen. Also, this research finds no 
evidence of gender and age significant differences in risk preferences amongst professionals. 
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Chapter One: INTRODUCTION 
 
&RPLQJWRWKHHQGRIP\PDVWHU¶VGHJUHHDVSDUWLDOIXOILOPHQWRIWKHUHTXLUHPHQWVRI
the MA Risk Management, I have chosen to do a dissertation on risk attitudes among 
lawyers, businessmen and doctors. I have chosen to write and research this topic area not 
only because it is of great interest to me; but also because risk is part of human life. Therefore 
I believe that it is important to understand how different people view risk and in order to deal 
with it. Researching how individuals respond and manage risk is imperative as it is 
individuals who implement and deal with risk management techniques. This has received 
increased importance nowadays, as one could argue that risks have become more 
sophisticated, have increased in numbers, frequency and severity. This is evident as corporate 
disasters are prevalent and the economy is in distress, it is apparent that risk management 
techniques have failed to meet their objectives.  
The aim of this dissertation is to contribute to existing knowledge on risk 
management and may be used by managers, consultants and anyone interested in 
understanding what determines risk behaviour and how it should be managed.  
In order to gather answers that will give an in depth knowledge on this specific topic 
and contribute to existing literature I have formulated a series of research questions. The 
intention of this dissertation is to understand: 
1)  What are each groups attitudes to risk? Do attitudes vary between groups? (knowledge 
and experience?) 
2) What determines these attitudes? 
3) Does age and gender affect risk preferences in each occupation? 
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A literature review will follow after the introduction. The literature review is divided 
into three parts. The first part attempts to explain what is meant by risk, the second part 
reviews theories such as the Expected Utility Theory, Subjective Utility Theory, and also 
reviews psychological approaches to risk attitudes. The third part aims at reviewing empirical 
studies on risk attitudes.  This dissertation attempts to fill in gaps of the existing literature.  
Most research in this field tends to consider mainly gender, age, and income as variables that 
determine risk attitudes. There is limited research in determining differences in risk attitudes 
among different professions (i.e. accountants survey, national registry of charted 
accountants); this dissertation aims at introducing a new research group and expand on the 
existing literature. 
 
Following the literature review, a set of hypothesis is provided. Ho will be that there 
is no difference between the groups and Ha will be that there are differences between groups. 
 
The dissertation will then discuss the methodology that will be used to research this 
topic. Previous studies on this topic adopted a positivism approach and used a quantitative 
paradigm. This research aims at following the same approach taken by traditional studies. 
Most approaches used to assess the importance and nature of risk aversion, in other words to 
measure risk involve lottery choice data from field experiments, laboratory experiments, 
bidding and pricing tasks, buying and selling prices for simple lotteries (Holt and Laury, 
2002). This research takes the form of a survey. This method is chosen as is enables 
comparison to be made with previous findings; it is relatively cheap and favourable 
considering the time constrains. Moreover, surveys identify attributes of a population from a 
small group of individuals (Sudman and Bradburn, 1986). 
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The survey was accomplished thorough questionnaires. The first part of the 
questionnaire involves asking general risk questions, aiming at understanding how 
individuals see themselves, in other words what they believe their risk attitude is. The second 
part involves hypothetical questions which according to pervious literature usually take the 
IRUPRIDVWDQGDUGORWWHU\TXHVWLRQ7KHDLPLVWRH[DPLQHZKDWWKHLQGLYLGXDO¶VULVNDWWLWXGH
would be, given a hypothetical scenario (this makes it possible to estimate the coefficient of 
relative risk aversion for each individual, could be used as a benchmark). Finally, the third 
part of the questionnaire involves real life questions (i.e. questions about willingness to take 
risks in specific domains, situations). The aim here is to confirm the hypothetical attitudes 
from section two. 
The sample of this dissertations are medical, law and business professionals and 
students. This sample was chosen as it will allow comparison to be made between 
professions. Moreover it allows for comparison to be made between age and gender (to 
determine whether different variables for people in the same field affect risk attitudes). 
Distribution was made in corporations, law Firms, clinics, hospitals and private practices in 
Cyprus. Questionnaires were also distributed to law students, medical students and business 
and management students from the University of Leicester, and the University of 
Nottingham. 
After obtaining and analyzing the data, a discussion of findings is provided. The aim 
here is to review the findings and compare them with the literature review. The main findings 
of this dissertation is that Ho: there is no difference between risk preferences among 
professions, is rejected. Specifically, businessmen/women appear to be less risk averse than 
lawyers and doctors. Also gender and age are not significant in determining risk preferences 
within occupations.  
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 Finally, this dissertation draws onto some conclusions; and also acknowledging the 
fact that no research is perfect, this dissertation provides a reflection and recommendation by 
evaluating my work, how I might have done it differently if I was to do it again and provide 
recommendations for further research.  
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                                       Chapter Two: LITERATURE REVIEW 
 
2.1 Introduction: 
 
 
This chapter is structured in four parts. The first part is aimed at providing an 
understanding of what is meant by risk. This is achieved by defining risk, introducing 
background onto individuals risk preferences and how individuals depending on what their 
risk preference is chose to manage risks. The second part reviews theories that are considered 
as principle in the discipline of risk attitudes and decision making under uncertainty. The 
third part of this chapter reviews empirical studies that have been conducted throughout the 
years in respect of this topic. Finally, this chapter draws on some concluding thoughts. 
 
2.2 What is risk? 
 
It is important to begin this discussion by defining what is meant by the worGµULVN¶
5LVNLVGHILQHGDFFRUGLQJWRWKH,62,(&*XLGHDVµWKHFRPELQDWLRQRIWKHSUREDELOLW\RI
DQHYHQWDQGLWVFRQVHTXHQFHVµ7KHWHUPULVNFDQKDYHDQHJDWLYHSHUVSHFWLYHZKLFK
is the possibility of physical harm/detriment/ loss due to a hazard. Risk can alternatively 
adopt a neutral perspective which is the uncertainty about the outcome of a decision; or it can 
DGRSWDSRVLWLYHSHUVSHFWLYHZKHUHULVNLVUHJDUGHGDVDWKULOO¶5RKUPDQQIt must be 
noted, that as risks are found in many disciplines such as medicine, engineering, 
management, law, psychology, something it is possible to find that risks are defined 
differently, in order to reflect the discipline they represent. 
Historically risk, was defined as uncertainty, Frank Knight in 1921 was the first to 
make a distinction between risk and uncertainty. According to Knight risk is quantifiable and 
measurable whereas uncertainty is not. Knight however failed to provide an explanation of 
how risks should be measured, that is whether probability value should be used or a variation 
11 
 
PHDVXUH +RXVWRQ  3IHIIHU  DUJXHG WKDW µULVN LV D VWDWH RI ZRUOG ZKHUHDV
XQFHUWDLQW\ LV D VWDWH RI PLQG¶ S WKHUHIRUH ULVN VKRXOG EH PHDVXUHG E\ REMHFWLYH
probability and uncertainty should be measured by subjective degree of belief. 
  
Individual risk preferences: 
 Different individuals adopt different attitudes towards the risks they are exposed to. 
,QGLYLGXDOULVNDWWLWXGHVLVGHILQHGDVµDJHQHULFRULHQWDWLRQWRZDUGVWDNLQJRUDYRLGLQJDUisk 
ZKHQGHFLGLQJKRZWRSURFHHGLQVLWXDWLRQVZLWKXQFHUWDLQRXWFRPHV¶5RKUPDQQ,W
PXVW EH QRWHG WKDW ULVN DWWLWXGHV LV GLIIHUHQW IURP ULVN EHKDYLRXU ZKLFK LV µWKH DFWXDO
EHKDYLRXURISHRSOHZKHQIDFLQJD ULVN VLWXDWLRQ¶ 5RKPDQQDQG Ls different from 
ULVNSHUFHSWLRQZKLFKLVGHILQHGDVµDSHUVRQ¶VMXGJHPHQWDERXWKRZODUJHWKHULVNDVVRFLDWHG
ZLWKDKD]DUGLV¶5RKPDQQ 
,QGLYLGXDO ULVN SUHIHUHQFHV WHQG WR EH GHWHUPLQHG E\ RQH¶V JHQGHU DJH HGXFDWLRQ
religion, family background, intelligence, social environment, experiences, events as well as 
other variables (Greene, 1971). Risk preferences may also be affected by mood (Hastorf and 
Isen, 1982), feelings (Jhonson and Tversky, 1983) as well as the way in which risks are 
framed as suggested by Tvesky and Kahneman, (1981). Tversky and Kahneman (1981) argue 
WKDW µZKHQ GHDOLQJ ZLWK D ULVN\ DOWHUQDWLYH ZKRVH SRVVLEOH RXWFRPHV DUH JHQHUDOO\ JRRG
human subjects appear to be risk averse; but if they are dealing with a risky alternative whose 
SRVVLEOHRXWFRPHVDUHJHQHUDOO\SRRUKXPDQVXEMHFWVWHQGWREHULVNVHHNLQJ¶REWDLQHGIURP
March and Shapira, 1992:1406). 
µ,QGLYLGXDOV ULVN SUHIHUHQFHV PD\ EH YLHZHG DV IDOOLQJ VRPHZKHUH RQ D ULVN
continuum that ranges from feelings of extreme dislike of risk to feelings of acceptance and 
HYHQ GHVLUH IRU ULVN¶ *UHHQH  -DPHV 7RELQ  LQWURGXFHG WKH LGHD WKDW
individuals risk preferences are classed into risk averse, risk neutral, or risk loving. 
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According to Tobin (1958) an individual is said to be risk averse, that is the individual tends 
to dislike risks, if for any probability distribution the individual prefers the expected value of 
WKH GLVWULEXWLRQ WR WKH GLVWULEXWLRQ LWVHOI ,Q RWKHU ZRUGV DFFRUGLQJ WR 7RELQ  µULVN
averters will not be satisfied to accept more risk unless they can also expect to gain more 
UHWXUQ¶ REWDLQHG IURP*UHHQH, 1971:33) An individual is said to be risk neutral, if for any 
probability distribution the individual is indifferent between the expected value of the 
distribution and the distribution itself. Finally, an individual is said to be risk loving, if for 
any probability distribution the individual prefers the distribution to its expected value. In 
RWKHU ZRUGV DFFRUGLQJ WR 7RELQ  µULVN ORYHUV are willing to accept lower expected 
UHWXUQ LQ RUGHU WR KDYH WKH FKDQFH RI XQXVXDOO\ KLJK FDSLWDO JDLQ¶ REWDLQHG IURP *UHHQH
0RUHRYHUDFFRUGLQJWR*UHHQHµWKHULVNDYHUWHUVHOGRPWDNHVXQQHFHVVDU\
chances, he is conscious of risk, tends to plan carefully, whereas the risk lover is the exact 
RSSRVLWH¶S 
 ,W LV LPSRUWDQW WR XQGHUVWDQG LQGLYLGXDOV ULVN DWWLWXGHV EHFDXVH µULVN DWWLWXGH LV D
source of significant bias on decision making and the effectiveness of the risk management 
process. It follows that to improve risk management it is important to understand risk 
DWWLWXGHV¶ +LOOVRQ DQG 0XUUD\-:HEVWHU  7KLV LV EHFDXVH µULVN PDQDJHPHQW LV
undertaken by people, acting individually and in groups, with a multitude of influences both 
explicit and covert. People adopt risk attitudes which affect every aspect of the risk process 
even if they are unaware of it. Understanding and managing these attitudes would 
VLJQLILFDQWO\ LQFUHDVH ULVN PDQDJHPHQW HIIHFWLYHQHVV¶ +LOOVRQ DQG 0XUUDy-Webster, 
 ZKLFK LV FULWLFDO QRZ PRUH WKDQ HYHU DV µULVN PDQDJHPHQW KDV SURYHQ WR IDLO WR
PHHW LWV H[SHFWDWLRQV DV GHPRQVWUDWHG E\ UHSHDW FRUSRUDWH IDLOXUH¶ +LOOVRQ DQG 0XUUD\-
Webster, 2006:25).  
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 It must be noted that risks may occur voluntarily or passively. Individuals may be 
exposed to risks passively, that is as a result of inability to predict or identify a risk; or 
voluntary, that is as a conscious decision often as a result of risk offering pleasure to the 
individual. Moreover, it needs to be said that individuals may adopt an active or a passive 
stance towards risk management. According to a study by March and Shapira, (1987) who 
FRQILUPHGSUHYLRXVVWXG\RI0DF&ULPPRQDQG:HKUXQJILQGWKDWµZLWKWKHSDVVLYH
approach, managers selected only from the alternatives that were available to them whereas 
under the active approach managers tried to adjust the components of the risky situation by 
JDLQLQJ WLPH JDWKHULQJ LQIRUPDWLRQ RU LQFUHDVLQJ WKHLU FRQWURO RYHU WKH GHFLVLRQ¶ +HOOLDU
2001:13) 
 
Methods of handling risks: 
Once individuals acknowledge the fact that they are exposed to a risk the next step is 
PRVWOLNHO\WRHQJDJHLQULVNPLQLPL]DWLRQDFWLYLWLHVµ&RQYHQWLRQDOGHFLVLRQWKHRU\DVVXPHV
that decision makers deal with risk by first calculating and then choosing among alternative 
risk-UHWXUQ FRPELQDWLRQV WKDW DUH DYDLODEOH¶ 0DUFK DQG 6KDSLUD 7KH ZD\ LQ
ZKLFK DQ LQGLYLGXDO FKRRVHV WR GHDO ZLWK ULVN ZLOO EH GHWHUPLQHG E\ WKH LQGLYLGXDO¶V ULVN
preference. For example a risk averse individual will most likely choose to respond to a risk 
LPPHGLDWHO\ ZKHUHDV WKH ULVN ORYHU PD\ WDNHD SDVVLYH VWDQFH ,W PXVW EH VDLG WKDW DV µWKH
concept of risk has been a concern of human beings from the earliest days of recorded history 
DQG PRVW OLNHO\ HYHQ EHIRUH WKDW¶ *LHU, 1980; 198, obtained from Trimpop, 1994:1), 
individuals have long engaged in risk minimization and risk management activities in order 
WRSURWHFWWKHPVHOYHVµ7KHHDUOLHVWHYLGHQFHRIULVNPDQDJHPHQWFDQEHWUDFHGLQWKHPDULQH
insurance nearly 3000 years DJR¶%HUQVWHLQµULVNPDQDJHPHQWLVDOVRHYLGHQWLQWKH
2OG7HVWDPHQWLQWKH0LGGOH$JHVZKHQKHGJLQJZDVXVHGWRFUHDWHIXWXUHPDUNHWV¶)URRWHW
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al, 1994:92). $FFRUGLQJ WR %HUQVWHLQ  µULVN PDQDJHPHQW ZDV XVHG LQ PHGLHYDO DQG
ancient words even in preliterate and peasant societies; to make decisions, advance their 
LQWHUHVWDQGFDUU\RXWWUDGH¶S-4). There are many ways by which risks can be dealt with. 
 7REHJLQZLWKµDVVXPLQJDULVNRUGRLQJQRWKLQJDERXWWKHFHUWDLQW\WRZKLFKRQHLV
H[SRVHGLVSUREDEO\WKHPRVWFRPPRQZD\RIGHDOLQJZLWKULVN¶*UHHQH$GRSWLQJ
DSDVVLYHVWDQFHWRZDUGVULVNLPSOLHVWKDWLQGLYLGXDOVDFFHSWWKHULVN:HLQVHLQµ$Q
individual will assume a risk when the probability of loss is extremely small and there is not 
economic reason for not assuming the risk, or when there is no other significant reason for 
taking any action against it (Greene, 1971:19). Furthermore, an individual may decide to 
transfer the risk to a third party, usually to an insurance company that provides compensation 
in the loss state, in exchange for a premium that is payable regardless of which state of the 
world materialized. Alternatively, an individual may decide to diversify the risk. Moreover, 
loss prevention and loss reduction may be used to handle risk, especially when the risk may 
impose financial costs. This implies that individuals engage in risk minimization activities 
such as installing sprinkler alarms, burglar alarms and fire alarms. The former aims at 
reducing the probability of a loss occurring in the first place whereas the second implies that 
the size of the loss is reduced. It is better that risks are handled immediately, in order to avoid 
building pathogens which lead to disaster as suggested by Turner (1994). 
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2.3 Theoretical background: 
 
 
Expected Value Theory was developed by Blaise Pascal in the 17th century. 
$FFRUGLQJ WR WKLV WKHRU\ µLQGLYLGXDOV HYDOXDWH ULVN\ SURVSHFWV E\ WKHLU H[SHFWHG YDOXH
Therefore any decision maker should accept to pay an infinite amount of money for prospects 
ZLWKDQ LQILQLWHH[SHFWHGYDOXH¶3ILHIIHOPDQQ([SHFWHGYDOXHKRZHYHUFRQVLGHUV
only the size of the payout and the probability of occurrence. This drawback, lead to the 
famous St Petersburg Paradox, developed by Nicholas Bernoulli (1713). This paradox is 
represented by a lottery game in which an individual tosses a fair coin repeatedly until it falls 
on heads. The gambler will get £1 if this happens the first time, £2 if this happens the second 
time, £4 if this happens the third time, £8 if this happens the fourth time and so on. 
Mathematically it can be represented as: E(G)= ½. 2+ ¼.4+..............+2¯ÖK . ÖK= (1+1+.....)= 
00      &RZHQDQG+LJKµ7KH6W3HWHUVEXUJ3DUDGR[VKRZVWKDWIRUSURVSHcts with 
infinite expected monetary value decision makers are not willing to pay an infinite sum of 
money. According to a number of experiments the maximum price on individual is willing to 
pay for this gamble is 3 Euros. This observation can be taken as evidence against expected 
YDOXH¶3ILIIHOPDQQ  
 Daniel Bernoulli (1738) analyzed the paradox in the commentaries of the Imperial 
Academy of Science of St PetersburgDQGSURYLGHGDVROXWLRQWRLWµ'DQLHO%HUQRXOOLVROYHG
the paradox by introducing the idea of diminishing marginal utility. He postulated that 
individuals valuate prospects not by their expected value but by their expected utility where 
utility is not linearly related to outcome but increases at a decreasing rate. Therefore, if it is 
FRQVLGHUHGWKDWLQGLYLGXDO¶VSUHIHUHQFHVDUHUHSUHVHQWHGE\DVWULFWO\LQFUHDVLQJDQGFRQFDYH
XWLOLW\IXQFWLRQWKLVSDUDGR[LVUHVROYHG¶3ILIIHOPDQQ 
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 µ6LQFH'DQLHO%HUQRXOOL VROYHG WKH6W3HWHUVEXUJ3DUDGR[([SHFWHG8WLOLW\7KHRU\
has been conVLGHUHGDVDEHQFKPDUNIRUGHVFULELQJGHFLVLRQPDNLQJXQGHUULVN¶3ILIIHOPDQQ
 µ([SHFWHG 8WLOLW\ 7KHRU\ KDV EHHQ XVHG LQ (FRQRPLFV DV D GHVFULSWLYH WKHRU\ WR
explain various phenomena such as the purchase of insurance and the relation between 
spending and saving; and has also been HPSOR\HGDVµDQRUPDWLYHWKHRU\LQGHFLVLRQDQDO\VLV
WRGHWHUPLQHRSWLPDOGHFLVLRQDQGSROLFLHV¶ Tversky, 1995:1). In other words Expected utility 
theory builds on the possibility that individuals can have different attitudes to risk.  
µ([SHFWHG 8WLOLW\ 7KHRU\ ZDV ILUVW D[LRPDWL]HG E\ 9RQ 1HXPDQQ 0RUJHQVWHLQ
 ZKR LQWURGXFHG WKH XWLOLW\ IXQFWLRQ WR H[SODLQ LQGLYLGXDO SUHIHUHQFHV¶ %HEHUDX
1964), in other words in order to understand peoples risk attitudes, an utility function is 
adopted. Expected Utility theory was further developed by Savage (1954) who integrated the 
QRWLRQRI6XEMHFWLYHSUREDELOLW\LQWR([SHFWHG8WLOLW\7KHRU\¶7YHUVN\ 
$FFRUGLQJ WR WKH ([SHFWHG 8WLOLW\ 7KHRU\ µFKRLFHV DUH FRKHUHQWO\ DQd consistently 
made by weighing outcomes (gains or losses) of actions (alternatives) by their probabilities 
ZLWKSD\RIIVDVVXPHGWREHLQGHSHQGHQWRISUREDELOLWLHV¶ (Sebora Terrence, 1995:4). In other 
words, individuals will choose among the option that yLHOGVWKHKLJKHVWXWLOLW\µXWLOLW\EHLQJ
all of the psychological, economic, sociological, philosophical, and other factors that enter 
LQWR D SHUVRQ¶V VXEMHFWLYH DVVHVVPHQW RI WKH XQFHUWDLQWLHV WKDW DIIHFW KLV ILQDQFLDO IXWXUH¶
(Greener, 1971:25) with respect to the size of the payout, the probability of occurrence, 
individuals risk aversion and the utility obtained according to ones financial ability and 
personal tastes. Expected Utility Theory is based on three fundamental tenets about the 
process that occur during decisions made under risk and uncertainty: 1) consistency of 
preferences for alternatives, 2) linearity in assigning of decision weights to alternatives, and 
3) judgement in reference to a fixed asset position. Based on these assumptions Expected 
8WLOLW\SUHGLFWVWKDWWKHEHWWHUDOWHUQDWLYHVZLOODOZD\VEHFKRVHQ¶6HERUD7HUUHQFH 
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 7KH D[LRPV RI ([SHFWHG 8WLOLW\ 7KHRU\ DUH FRQVLGHUHG DV µSULQFLSOHV RI
LQGLYLGXDO UDWLRQDO EHKDYLRXU XQGHU XQFHUWDLQW\¶ 7YHUVN\  ,Q RWKHU ZRUGV Whe 
D[LRPV RI ([SHFWHG 8WLOLW\ 7KHRU\ FDQ GHVFULEH DQ LQGLYLGXDO¶V ULVN DWWLWXGHV +RZHYHU
Expected Utility Theory Axioms have received considerable criticism over the years due to 
the controversy that exists between experimental studies that test the validity of the axioms 
leading to questioning whether these axioms are legitimate in explaining individual behaviour 
under risk and uncertainty. Studies by Tversky, (1951), Raffia, (1968), Lichtenstein, (1968), 
Kahneman and Tversky, (1973) find evidence of violation of these axioms whereas Mosteller 
and Nogee, (1951), Davidson et al, (1957), Tversky, (1967) find evidence that the axioms are 
not violated and support Expected Utility Theory. 
The experimental studies that report persistent violations of Expected Utility find that 
µRQWKHRQHKDQGLQGLYLGXDOVSUHIHUHQFHVIRULQVXUDQFHOHDGWRULVNDYHUVHEHKDYLRXUZKHUHDV
RQ WKH RWKHU KDQG DFFHSWDQFH RI JDPEOLQJ LQGLFDWHV ULVN VHHNLQJ EHKDYLRXU¶ 3ILIIHOPDQQ
2007:2) an observation which was initially made by Friedman and Savage (1948).  The fact 
that individuals engage at the same time in two conflicting behavioural choices gave rise to 
the 6XEMHFWLYH([SHFWHG8WLOLW\ WKHRU\ZKLFK VXJJHVWV WKDW µSHRSOHFKRRVH WKHLU ULVN WDNLQJ
behaviour in relation to potential gainV DQG ORVVHV EDVHG RQ DEVROXWH DPRXQWV¶ 7ULPSRS
1944:119). In other words, Subjective Expected Utility prospects that forming the value of a 
prospect that involves risk, people weigh the outcomes by decision weights that are functions 
of probabilities raWKHU WKDQ WKH REMHFWLYH SUREDELOLWLHV¶ +DUEDXJK .UDXVH 9HVWHUOXQG
2002:54) 
)ULHGPDQ DQG 6DYDJH  DUJXHG WKDW µWKLV FRQGXFW LV YLHZHG DV LQFRQVLVWHQW
because the expected marginal utility of the game would seem to be less than the marginal 
utility RI WKH VWDNH¶ *UHHQHU  7R LOOXVWUDWH WKHLU DUJXPHQW WKH\ GHYHORSHG WKH
µXWLOLW\ FXUYH¶ ZKLFK WDNHV DQ 6 VKDSH 7KH 6 VKDSH RI WKH XWLOLW\ FXUYH LV FRQFDYH DW ORZ
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wealth levels and convex at higher wealth levels. This implies that for intermediate amounts 
of wealth individuals indicate risk-loving behaviour (convexity), while for large or small 
amounts of wealth individuals indicate a risk averse behaviour (concavity) (Just and Lybbert, 
:KDW WKLV HVVHQWLDOO\ HQWDLOV LV WKDW µZHDOWK\ LQGLYLGuals are more conservative with 
WKHLUPRQH\DQGWHQGWREHODUJHSXUFKDVHUVRILQVXUDQFH¶*UHHQHU 
However, what followed the Friedman and Savage classical paper was a series of 
criticisms. Initially Markowitz (1952) modified Friedman and Savage argument. Using 
H[SHULPHQWDO HYLGHQFH KH VXJJHVWHG WKDW µD VHFRQG FRQYH[ VHJPHQW LV SUHVHQW DW WKH ORZHU
and end of the utility function and that the middle inflection point of the resulting function is 
QHDUWKHLQGLYLGXDO¶VSUHVHQWZHDOWKOHYHO¶+DNDQVVon, 1970:472-3). Furthermore, Menahem 
Yaari (1965) who also tested the Friedman and Savage hypothesis found no evidence of a 
convex segment in the utility function. He argued that the presence of simultaneous insurance 
and gambling behaviour was attributed to the fact that low probabilities are overestimated 
and high probabilities are underestimated. Yaari (1965) argument was supported by M.G 
Preston and P. Baratta (1948), F.Mosteller and P.Nogee (1951). Moreover, Ward Edwards 
 DUJXHG WKDW µWKH )ULHGPan and Savage hypothesis cannot succeed if certain 
probabilities were preferred over probabilities in gambling experiments. Edwards objection to 
the existence of any simple method of measuring utility was supported since other 
investigators have found that factors such as personality variables, education levels, age and 
LQWHOOLJHQFHHQWHULQWRRQH¶VZLOOLQJQHVVWRWDNHULVN¶*UHHQHU-1) However Richard 
5RVVHWRSSRVHG<DUUL¶VILQGLQJVWKDWWKH)ULHGPDQDQG6DYDJHPRGHOGRHVQRW
stand. +HVXJJHVWHG WKDWWKLVZDVWKHFDVHEHFDXVHµWKHVXEMHFWVPD\KDYHEHHQHQJDJHG LQ
SULRU XQUHVROYHG JDPEOHV DW WKH WLPH RI H[SHULPHQW¶ +DNDQVVRQ  µ-DFN
Hirshleiffer (1966) also argued that utility functions of money are concave throughout; he 
attributes the acceptance of unfavourable bets to the pleasure or consumption value of 
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JDPEOLQJ¶ +DNDQVVRQ  5DLIID  H[SDQGHG RQ WKH )ULHGPDQ DQG 6DYDJH
K\SRWKHVLV DQG DUJXHG WKDW µ WKH XWLOLW\ IXQFWLRQ WKDW D SHUVRQ ZRUNV ZLWK WRGD\ VKRXOG be 
sensitive to the demands or investment opportunities that he perceived will be available to 
KLPLQWKHIXWXUH¶5DLIIDREWDLQHGIURP+DNDQVVRQ-4). 
 
Measuring Risk Aversion: 
$VDOUHDG\PHQWLRQHG µDccording to the Expected Utility Theory, the dollar amount 
and the proportion of risky asset in an investors portfolio are assumed to be a function of the 
SHUVRQ¶V ZHDOWK DQG GHJUHH RI ULVN DYHUVLRQ $ SHUVRQ¶V GHJUHH RI ULVN DYHUVLRQ LV LQ WXUQ
DVVXPHGWRGHSHQGRQWKHLUZHDOWK¶-LDQDNRSORVand Bernasek, 1998:622). Pratt (1964) and 
Arrow (1971) were the first to presented the relationship between risk preferences and wealth 
and presented the measures of risk aversion, both absolute risk aversion and relative risk 
aversion. Absolute risk aversion determines how utility changes with absolute changes in 
monetary amount of risky assets in a portfolio whereas the relative risk aversion determines 
how utility changes with proportional changes of risky assets in a portfolio. Evidence 
indicates that absolute risk aversion decreases with wealth but there is no evidence that this is 
the case in relative risk aversion (Jianakoplos and Bernasek, 1998). 
 Friend and Blume (1975) further developed a framework to measure relative risk 
aversion on which a number of empirical studies on risk aversion relied upon. In their model, 
)ULHQGDQG%OXPHµH[SODLQWKHGLYLVLRQRIDQLQGLYLGXDO¶VSRUWIROLREHWZHHQULVN\DQG
ULVNIUHHDVVHWVLQWKHDEVHQFHRIWD[HV¶-LDQDNRSORVDQG%HUQDVHN7KHLUDLm is 
to measure how the coefficient of relative risk aversion varies with wealth. 
 It must be noted that there are problems associated with measuring risk aversion. 
$FFRUGLQJ WR +DUWRJ HW DO  WKHVH LQFOXGH µVHQVLWLWYLW\ WR IUDPLQJ HOLFLWDWLRQ ELDV  
SUHIHUHQFH UHYHUVDO DQG WKHJDSEHWZHHQZLOOLQJQHVV WRSD\DQGZLOOLQJQHVV WR DFFHSW¶S
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Moreover, the Parat-Arrow measure of risk aversion has been criticised on the grounds that 
the risk aversion of the same individual may be different depending on how big the change in 
utility is. 
 
Psychological approaches to decision making under uncertainty (Critique of EUT): 
Experimental studies increasingly indicate violations of Expected Utility Theory; 
FRQVHTXHQWO\ DOWHUQDWLYH WKHRULHV ZHUH GHYHORSHG WKDW DUH µPore psychologically appealing 
DQG PRUH YDOLG¶ 5LHJHU DQG :DQJ  7YHUVN\ DQG .DKQHPDQ GHYHORSHG WKH
&XPXODWLYH 3URVSHFW 7KHRU\ LQ  ZKLFK FDQ EHDUJXHG µVWDQGV RXW DV RQH RI WKH PRVW
well accepted descriptive alternatives to Expected Utility 7KHRU\¶ 5LHJHU DQG :DQJ
 µ7KH &XPXODWLYH 3URVSHFW WKHRU\ LQWURGXFHG WKH XVH RI GHFLVLRQ ZHLJKV WR
DFFRXQW IRU WKH YDOXH IXQFWLRQV LQ ULVN\ FKRLFHV¶ 7ULPSRS  ,W LV EDVHG RQ IRXU
IHDWXUHV µ LQVWHDG RI HYDOXDWLQJ WKH ZHDOWK WKH SD\offs are framed as gains or losses as 
compared to some reference point; 2) the sensitivity relatively to the reference point is 
decreasing. The value function is then concave for gains and convex for losses; 3) individuals 
have asymmetric perception of gains and losses, they are loss-averse, hence the value 
function in losses is steeper than the value function in gains; and 4) individuals do not use 
objective probabilities when evaluating risk projects. They transform objective probabilities 
via a weighting function. They overweigh the small probabilities of extreme outcomes and 
XQGHUZHLJKRXWFRPHVZLWKDYHUDJHSUREDELOLWLHV¶5LHJHUDQG:DQJ3ILIIHOPDQQ
2007:2). 
According to Kahnemman and Tversky, this behaviour is a result of two human 
shortcomLQJV µ)LUVW HPRWLRQGHVWUR\V WKH VHOI-control that is essential to rational decision-
making and second, people are often unable to understand fully what they are dealing with. 
7KH\ H[SHULHQFH ZKDW SV\FKRORJLHV FDOO FRJQLWLYH GLIILFXOWLHV¶ %HQUVWHLQ 6:271). 
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3URVSHFWWKHRU\ZDVVXSSRUWHGE\6FKXUUZKRWKURXJKH[SHULPHQWDOUHVHDUFKµVKRZHG
that groups of professional buyers reacted to situations framed as potential losses with risk 
seeking and to situations framed as potential gains with risk aveUVH EHKDYLRXU¶ 7ULPSRS
1994:119). Similarly, Levy and Levy (2002) experimental study which aimed at comparing a 
positive prospect with a certain outcome; and compared a negative prospect with a certain 
negative outcome found that 81% of the choices in the first task were consistent with risk 
aversion for gains and 69% of the choices in the second task were consistent with risk 
seeking for losses. This finding was similar to the findings by Kahneman and Tversky (1979) 
who found 80% and 92% respectively (Levy and Levy, 2002).  
The Cumulative Prospect Theory however received criticisms and was argued that it 
LV VXEMHFW WR OLPLWDWLRQV %ODYDWVN\  DUJXHG WKDW µWKH RYHUZHLJKWLQJ RI VPDOO
probabilities can lead to the re-occurence of the St Petersburg Paradox. He showed that the 
YDOXDWLRQRIDSURVSHFWWKHVXEMHFWLYHXWLOLW\E\&XPXODWLYH3URVSHFW7KHRU\FDQEHLQILQLWH¶
3ILIIHOPDQQµ$VDOUHDG\PHQWLRQHGWKH6W3HWHUVEXUJ3DUDGR[FDQEHUHVROYHGE\
introducing a concave utility function. The game however can be modified so that the 
concavity of the utility function is not sufficient to guarantee a finite utility value. Arrow 
proposed to resolve this problem by only considering distributions with finite expected value. 
In that case, the concavity of the utility function is sufficient to guarantee, under Expected 
8WLOLW\IUDPHZRUNDILQLWHYDOXDWLRQ¶3ILIIHOPDQQ 
 5LHJHU DQG :DQJ  3ILIIHOPDQQ  SRLQWHG WKDW µXQGHU &XPXODWLYH
Prospect Theory with finite expected value can have LQILQLWHVXEMHFWLYHXWLOLW\¶ (Pfiffelmann, 
2007:8), something that emphasises the importance of increase overweighting at decreasing 
SUREDELOLWLHV µ5LHJHU DQG :DQJ  IRFXVHG RQ ILIW\ SDUDPHWHUL]HG IXQFWLRQDO IRUPV WR
Cumulative Prospect Theory functions and determined for which parameter combinations the 
PRGHOLPSOLHVILQLWHVXEMHFWLYHYDOXHIRUDOOORWWHULHVZLWKILQLWHH[SHFWHGYDOXH¶3ILIIHOPDQQ
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2007:8). Rieger and Wang (2006) further suggested another solution to the paradox under 
Cumulative ProVSHFW 7KHRU\ 7KH\ SURSRVHG WR µFRQVLGHU SRO\QRPLDO RI GHJUHH WUHH DV D
weighting function; as its slope at zero is infinite, this weighting function permits to avoid 
LQILQLWHVXEMHFWLYHXWLOLWLHVIRUDOOSURVSHFWVZLWKILQLWHH[SHFWHGYDOXH¶3ILIIHOPDQQ 2007:9). 
It can be argued that this solution to the paradox problematic, this is because it entails 
behavioural implications as it does not allow for betting on unlikely events neither does it 
allow for insurance on unlikely losses (Pfiffelmann, 2007). Pfiffelmann (2007) attempted to 
resolve this paradox in rank dependent model, by suggesting an alternative weighting 
function whose slope at zero is not infinite (Pfifelmann, 2007). Moreover, according to 
Grossberg and Gutowski, 1987), it can be argued that µWKH SURVSHFW WKHRU\ LQ FRQWUDVW WR
subjective utility theory is an algebratic, static theory that relies on group choice data. 
Therefore it does not account for individual decisions or information processing that 
underlies decision making under uncertaint\¶7ULPSRS 
 
Willingness to pay/ willingness to accept: 
$ORQJWKHVDPHOLQHV+RURZLW]HWDOVWDWHWKDWµSUHYLRXVDXWKRUVKDYHVKRZQ
that willingness to accept is usually substantially larger than willingness to pay, and most 
have remarked that the willingness to pay/willingness to accept ration is much higher than 
WKHLU HFRQRPLF LQWXLWLRQ ZRXOG SUHGLFW¶ REWDLQHG IURP 3ORWW DQG =HLOHU  2QH
LQWHUSUHWDWLRQ RI WKLV JDS LV WKH HQGRZPHQW HIIHFW ZKLFK µUHVWV RQ D VSHFLDO WKHRU\ RI WKH
SV\FKRORJ\RISUHIHUHQFHVDVVRFLDWHGZLWKSURVSHFWWKHRU\¶,QSDrticular Jack L Knetsch et al 
FRQFOXGHWKDWµWKHHQGRZPHQWHIIHFWDQGORVVDYHUVLRQKDVEHHQRQHRIWKHPRVWUREXVW
findings of the psychology of decision making: people commonly value losses more than 
FRPPHQVXUDWHJDLQV¶REWDLQHGIURP3ORWWDQG=Hiler, 2005:531).  
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Because there is a variation in experimental results of willingness to pay and 
willingness to accept, the argument that it is due to the fact that the endowment effect is 
questioned and another interpretation of this gap is provided. It is argued that this is a result 
of a failed and problematic experimental methodology. In other words, it is a result of a series 
of misconceptions and confusions. This argument was supported by Plott and Zeiler (2005) 
ZKR FRQWURO IRU PLVFRQFHSWLRQV E\ µHQVXring anonymity, using incentive-compatible 
elicitation, provide subjects with practice and training on the elicitation mechanism before 
HPSOR\LQJ LW WRPHDVXUHYDOXDWLRQ¶ SDQGILQGHYLGHQFH WKDW WKHZLOOLQJQHVV WRSD\ ± 
willingness to accept gap is not a result of human preferences. 
 
2.4 Empirical evidence: 
 
Most empirical research in risk attitudes adopt either a field or laboratory 
experimental approach, bidding and pricing tasks, buying and selling prices for simple 
lotteries (Holt and Laury, 2002). Experimental research may take an abstract gamble 
approach or a context environment approach. In abstract experiments framing affects 
decision, whereas in context experiments psychology attitudes change according to the 
environment. To measure risk attiWXGHVPRVWHPSLULFDOHYLGHQFHFRQGXFWHGWHQGWRµH[DPLQH
ZKLFK LQGLYLGXDO¶V EHKDYLRXU LV FRQVLVWHQW ZLWK H[SHFWHG XWLOLW\ PD[LPL]DWLRQ¶ (FNHO DQG
*URVVPDQµIt must be noted that risk attitudes tend to vary over environments with 
low levels of coUUHODWLRQDFURVVWDVNVPHDVXUHVDQGFRQWH[W¶(FNHODQG*URVVPDQ.  
As already mentioned µWhe nature of risk aversion is an empirical issue. Therefore, 
laboratory experiments can produce useful evidence that compliments field observations by 
providing careful controls of probabilities and payoffs. However, low laboratory incentives 
may be somewhat unrealistic and therefore not useful in measuriQJ DWWLWXGHV WRZDUG µUHDO-
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world ULVN¶ +ROW DQG /DXU\  .DKQHPDQ DQG 7YHUVN\  VXJJHVW an 
DOWHUQDWLYHµH[SHULPHQWDOVWXGLHVW\SLFDOO\LQYROYHFRQWULYHGJDPEOHVIRUVPDOOVWDNHVDQGD
large number of repetitions of very similar problems. These features of laboratory gambling 
complicate the interpretation of the results and restrict their generality. By default the method 
of hypothetical choices emerges as the simplest procedures by which a large number of 
theoretical questions can be investigated. The use of the method often relies on the 
assumption that people often know how they would behave in actual situations of choice, and 
on the further assumption that the subjects have no special reason to disguise their true 
SUHIHUHQFHV¶REWDLQHGIURP+ROWDQG/DXU\ 
 $FFRUGLQJWR$QGHUVRQDQG%URZQZKRDWWHPSWWRLQYHVWLJDWHµthe importance 
of excitement in gambling, the effects of runs of wins and losses on gambling behaviour and 
the relationship of both sensation-seeking using samples of students and experienced 
JDPEOHUV LQ UHDO DQGDUWLILFLDO JDPEOLQJ VLWXDWLRQV¶ $QGHUVRQ Dnd Brown,1984:401) found 
that individuals behave differently in laboratory experiments, than they would in real life. 
6SHFLILFDOO\WKH\ILQGWKDWµJDPEOLQJEHKDYLRXULQWHUPVRIERWKWKHGHJUHHRIULVNDVVXPHG
and the strategy of decision making in circumstances of runs of wins and losses differs to a 
VLJQLILFDQWGHJUHHLQWKHUHDODQGWKHODERUDWRU\VLWXDWLRQV¶$QGHUVRQDQG%URZQ 
According to Anderson and Brown the problem with laboratory studies in gambling is 
WKDWWKH\ODFNFUHGLELOLW\µKLdden interactions which occur in real life situations are ignored 
LQWKHODERUDWRU\¶$QGHUVRQDQG%URZQ$SHUVRQVZLOOLQJQHVVWRWDNHULVNVZLOO
depend on the motivations (i.e. whether there are financial gains), as in laboratories 
individuals will not have financial gains and are dealing with money that will not affect their 
OLIHWKH\DUHOLNHO\WREHKDYHGLIIHUHQWO\7RGHDOZLWKWKLVµPDQ\VWXGLHVKDYHDWWHPSWHGWR
generate excitement by trying to induce competition among participants by setting up prizes 
(e.g. Ginsburg et al, 1976, Kuhlman, 1976) or trying to generate a competitive atmosphere 
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between male and female subjects (Rule and Fischer, 1970), but in most real gambling 
situations the essence of the game is that participants play against the house, dealer or 
bookmaker- QRWDJDLQVWHDFKRWKHU$OVRLQDµSUL]HVLWXDWLRQ¶ZKHUHSDUWLFLSDQWVDUHDZDUHRI
how much others are winning , little or no excitement is generated for a particular subject 
who is far behind another that he or she canQRWSRVVLEO\FDWFKXS¶  $QGHUVRQDQG%URZQ
µ2UPRUHH[FLWHPHQWWKDQLVDSSURSULDWHPD\EHJHQHUDWHGLIWKHRQO\ZD\WRFDWFK
up would be to take a series of great risks, producing a bias inherent in the experimental 
situation for greater risk taking when subjects are behind. Thus attempts to compensate for 
the lack of excitement due to limited or no monetary risk in the laboratory may seem 
UHDVRQDEOH EXW XQGHU FORVH VFUXWLQ\ DFWXDOO\ DGG WR WKH DUWLILFLDOLW\ RI WKH VLWXDWLRQ¶
(Anderson and Brown, 1984:401). 
 0RUHRYHU LW FDQ EH DUJXHG WKDW µODERUDWRU\ VWXGLHV WHQG WR IDFW WKDW GLIIHUHQW
individuals adopt different risk taking behaviours which is largely determined by personality 
WUDLWV¶ 5XOHDQG)LVFKHU5XOHHWDO +DWDQRDQG ,QDJaki, 1977, obtained from 
Anderson and Brown, 1984). Friedman and Sunder (1994:44) expand this argument and 
support the idea that µUHOLDEOH GHPRJUDSKLF GDWD RQ LQGLYLGXDO risk attitudes is virtually 
nonH[LVWHQW¶. It can be argued that this statement is correct; as although there have been a lot 
of research throughout the years on risk attitudes such as Eckel and Grossman (2008); Holt 
and Laury (2002); Harrison and Rutstrom (2002); Harrison et al (2003); Bajtelsmit and 
VanDerhei (1997) as well as others, there is very little empirical evidence that considers 
individual characteristics such as income, type of work, age, ethnicity. Most empirical 
evidence in the theory of risk aversion tends to focus on gender differences in risk aversion, 
some of which combine it with other variables such as number of dependents, and race. Most 
literature on gender differences in risk aversion argue that women are more risk averse than 
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men (Levy, Elron, Cohen (1999); Powell and Ansic,(1997); Eckel and Grossman, (2008); 
Levin, Snyder and Chappman, (1998)). 
 3RZHOO DQG $QVLF  IXUWKHUPRUH DUJXH WKDW µH[SHULPHQWDO VWXGLHV ZKLFK XVH
gambling examples are appropriate in terms of gains and losses for financial decision making, 
but lack salience (Butler and Hey, 1987), if they do not involve real winnings. In addition, 
experimental gambles have been seen to have limited generality because they produce 
GLIIHUHQW UHVXOWV ZKHQ FRPSDUHG WR UHDO EHWWLQJ¶V $QGHUVRQ DQG %URZQ  :DJHQDDU
1988). Even when real betting data are used, gambling involves an element of utility derived 
from leisure (as distinct from the utility associated with wining money) which may not be 
UHIOHFWHGLQILQDQFLDOGHFLVLRQ-RKQVRQDQG%UXFH¶3RZHOODQG$QVLF 
Holt and Laury (2002), measure risk aversion using lottery choices under real and 
K\SRWKHWLFDO VLWXDWLRQV 7KH\ ILQG WKDW µZLWK UHDO SD\RIIV ULVN DYHUVLRQ LQFUHDVHV VKDUSO\
when factors are scaled up. This result is qualitatively similar to that reported by 
Kachelmeirer and Shehata (1992) as well as Smith and Walker (1993). In contrast, behaviour 
LV ODUJHO\ XQDIIHFWHG ZKHQ K\SRWKHWLFDO TXHVWLRQV DUH VFDOHG XS¶ +ROW DQG /DXU\
2002:1653). The authors argue that these results may be explained by considering the 
DVVXPSWLRQ WKDW µVXEMHcts facing hypothetical choices cannot imagine how they would 
actually behave under high incentive conditions. Moreover, these differences are not 
symmetric; subjects typically underestimate the extent to which they will avoid risk. Second, 
the clear evidence for risk aversion even with low stakes, suggests the potential danger of 
DQDO\]LQJ EHKDYLRXU XQGHU WKH VLPSOLI\LQJ DVVXPSWLRQ RI ULVN QHXWUDOLW\¶ +ROW DQG /DXU\
2002:1654). 
 Brinig (1995) examines using abstract gamble experiment that does not involve any 
loss, whether gender and age affect individual risk preferences. Brinig (1995) finds no 
evidence of gender difference in risk preferences, but when gender is  integrated with age she 
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finds differences in risk preferences. She finds that females are more risk averse than males 
from the onset of adolescence to the mid forties; then they are less risk averse until the age of 
forty-five, and beyond that age both genders exhibit the same risk preferences. As Brinig 
 QRWHV µWKLV ILQGLQJ LV FRQVLVWHQW with the sociobiologists hypothesis that men are 
relatively more risk loving during the period in which they are trying to attract mates, while 
ZRPHQWHQGWREHPRUHULVNDYHUVHGXULQJ WKHLUFKLOGEHDULQJ\HDUV¶ (FNHODQG*URVVPDQ
2008:5). Brinig (1995) finding however has been criticised as participants faced no loss 
(Bajtelsmit, et al 1999). 
 Harbaugh, Krause, Vesterlund, (2002), using an abstract gamble experiment 
UHVHDUFKHG ZKHWKHU DJH LPSDFWV RI LQGLYLGXDOV¶ ULVN DWWLWXGHV 7R DFKLHYH WKLV WKH\ XVHG a 
sample of 234 participants (children, teenagers, college students and adults), which were 
provided with real incentives and simple choice procedures from which they were required to 
evaluate fourteen choices between a simple gamble and a certain outcome (Harbaugh, 
.UDXVH9HVWHUOXQG7KHVWXG\IRXQGWKDWµRIFKLOGUHQFKRVHDIDLUJDPEOHZKHQ
the outcome of the gain was 0.8 while only 43% of adults did. Over losses, 75% of children 
took a fair gamble when the chance of loss was 0.1 compared to 53% of the adults. Adults 
choices are seen to be consistent with their use of objective probabilities when evaluating a 
gamble over a gain, however when evaluating a gamble over a loss they use subjective 
weighs. On the other hand, the within subject analysis revealed that the proportion of 
SDUWLFLSDQWV ZLWK D UHJUHVVLYH ZHLJKWLQJ IXQFWLRQ LQFUHDVHV ZLWK DJH¶ +DUEDXJK .UDXVH
9HVWHUOXQG  7KLV VWXG\ DOVR UHYHDOHG WKDW µWKH SUREDELOLW\ ZHLJKWLQJ IXQFWLRQV
FKDQJHV ZLWK DJH 6SHFLILFDOO\ FKLOGUHQ¶V decisions are consistent with the use of large 
subjective probability weights and these weights decrease with age. Also, children and 
\RXQJVWHUVZHUHVHHQWRXQGHUZHLJKWORZSUREDELOLW\HYHQWV¶+DUEDXJK.UDXVH9HVWHUOXQG
2002:73). 
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The Schubert, Gyster, Brown and Brachinger (1999), and Moore and Eckel (2003) 
study gender differences in risk attitudes by adopting both an abstract gamble experiment and 
compares its result using a context environment experiment. Schubert et al (1999), in the 
abstract experiment found that women are more risk averse than men in the gain 
domain/investment decision (Schubert et al, 1999). The results were reversed in the loss 
domain/insurance. These findings were confirmed by the Moore and Eckel (2003) study. The 
Schubert et al (1999) findings in the context experiment found no evidence of systematic 
difference in risk attitudes. Moore and Eckel (2003) however report mixed results. They find 
that in the gain domain women are more risk averse than men whereas in the loss domain 
women were seen as being more risk seeking. 
Jianakoplos and Bernasek (1998) adopt a field study approach using data from the 
Survey of Customer Finance of 1989 (SCF89) to research gender differences in financial risk 
taking. Jianakoplos and Bernasek (1998) found that women are more risk averse concerning 
financial decisions than men. They also found that age, race and the number of dependents/ 
children in a household affect these gender differences in risk taking. Specifically, they found 
WKDWµDVZHDOWKLQcreases the proportion of wealth held as risky assets is estimated to increase 
E\ D VPDOOHU DPRXQW IRU VLQJOH ZRPHQ WKDQ IRU VLQJOH PHQ¶ -LDQDNRSORV DQG %HUQDVHN
1998:620). They further argued that the fact that women are more risk averse than men 
provides explanation as to why women have lower levels of wealth than men. Furthermore, 
they found that race is statistically significant in explaining gender differences in risk taking. 
µ6LQJOHEODFNZRPHQDUHHVWLPDWHGWRKROGVLJQLILFDQWO\PRUHULVN\DVVHWVWhan single white 
ZRPHQEXW WKH UHYHUVH LV HVWLPDWHG IRUVLQJOHPHQDQGPDUULHGFRXSOHV¶ -LDQDNRSORVDQG
Bernasek, 1998:627).  
7KLVILQGLQJZDVFRQILUPHGE\6PLWKZKRIRXQGWKDWµLWLV$IULFDQ-American 
women that take financial decisions in households, perhaps indicating that they are more risk 
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WDNLQJ WKDQ ZKLWH PHQ¶ -LDQDNRSORV DQG %HUQDVHN  -LDQDNRSORV DQG %HUnasek 
DOVRIRXQGWKDWµWKHPRUHGHSHQGHQWVLQKRXVHKROGVWKHOHVVULVN\DVVHWVDUHKHOGIRU
VLQJOH ZRPHQ 7KLV LV XQDIIHFWHG IRU VLQJOH PHQ DQG LQFUHDVHV IRU PDUULHG FRXSOHV¶
(Jianakoplos and Bernasek, 1998: 667). What is more, the authors find that schooling does 
not provide evidence for gender differences in financial risk taking.  Finally, the authors find 
WKDWµWKHJUHDWHUWKHYDOXHRIKXPDQFDSLWDOUHODWLYHWRZHDOWKWKHVPDOOHUWKHSURSRUWLRQRI
other risky assets, holding other factors constaQW¶-LDQDNRSORVDQG%HUQDVHN-8) 
Moreover, the study by Sunden and Surrette (1998) who also adopt a field study 
approach, using data from 1992 and 1995 from the SCF and a sample of 3,900 households in 
the United States confirms the existence of gender differences in financial risk taking 
proposed by Jianakopols and Bernsek (1998). However they argue that gender alone does not 
cause this difference rather it is gender combined with marital status. They further suggest 
WKDW µVLQJOHZRPHQDQGPDUULHG ZRPHQDUH OHVV OLNHO\ WKDQVLQJOHPHQ WR LQYHVW LQVWRFNV¶
6XQGHQDQG6XUUHWWH0RUHRYHU WKH\ ILQG WKDW µPDUULHGZRPHQDUHPRUH OLNHO\
WKDQVLQJOHZRPHQWREX\VWRFNV¶6XQGHQDQG6XUUHWWH 
Borsch-Domenech and Silvestre (1999) examined whether risk aversion vary with 
income. To achieve this, they used 21 undergraduates (excluding those in economics and 
business studies), gave them money and asked them whether they would insure it or not. 
Their findings suggest that there is a possible dependence of risk attitudes on the level of 
income at risk (Borsch-Domenech and Silvestre, 1999).  
Patson (1996), Bajtelsmit and VanDerhei (1997), Hinz et al (1997) find evidence of 
gender differences in non-ILQDQFLDOGHFLVLRQV7KH\ UHSRUW WKDW µZRPHQ tend to invest their 
UHWLUHPHQW IXQGV LQ OHVV ULVN\ YHKLFOHV WKDQ PHQ¶ 6XQGHQ DQG 6XUUHWWH  0
Holiassos and Bertaut (1995), using the 1983 SCF, find that gender does not affect 
investment decisions, specifically they argue that gender does not affect the ownership of 
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VWRFNV6XQGHQDQG6XUUHWWHµ%ULQJIRXQGWKDWZRPHQDSSHDUWREHOHVVZLOOLQJ
WR ULVN EHLQJ FDXJKW DQG FRQYLFWHG RI VSHHGLQJ WKDQ PHQ¶ -LDQDNRSORV DQG %HUQDVHN
 $OVR µ+HUVFK  IRXQG WKDW ZRPHQ PDNH safer choices than men when it 
came to making risky consumer decisions such as smoking behaviour, seat belt use, 
SUHYHQWDWLYHGHQWDOFDUHKDYLQJ UHJXODUEORRGSUHVVXUHFKHFNV¶ -LDQDNRSORVDQG%HUQDVHN
1998:622). This is especially the case with white women compared to black women. Exercise 
was found to be the only safety choice that men surpass women in (Hersch, 1996).  
0RUHRYHU +HUVFK  IRXQG WKDW µHGXFDWLRQ DQG LQFRPH LV SRVLWLYHO\ UHODWHG WR
making safer choices, employment determines safety options taken. Employed individuals 
and those who work in white collar jobs tend to make safer choices than the unemployed 
and/or those in blue collar jobs with the exception again of exercise. Furthermore the results 
RQ PDULWDO VWDWXV DUH PL[HG¶ +HUVFK 96:477). Kritsiansen (1990), Swanson, Dibble and 
Trocki (1995), Hersch (1996, 1998), find that women are more risk averse than men when it 
comes to non-financial decisions such as health and safety. They argue that this is the case 
due to the fact that women tend to be employed in white-collar occupations which tend to be 
safer than blue-collar occupations where men are employed. However, according to Herch 
(1998), women tend to be injured at work more often than men, specifically women face a 
risk of 71% of that of men. 
Hartog et al (2002) research risk aversion by considering not only gender differences 
in risk attitudes but also other individual characteristics such as religion, schooling, 
employment, marital status. They achieve this through an experimental study similar to that 
adopted by Barsky et al, 1997; and adopt three datasets: WKH%UDEDQWVXUYH\WKH$FFRXQWDQW¶V
VXUYH\DQGWKH*3'1HZVSDSHUVXUYH\,QWKLVH[SHULPHQWWKH\µDVNLQGLYLGXDOVWRVWDWHWKH
reservation price for a lottery ticket, after specifying the probability of winning a prize of 
SDUWLFXODUPDJQLWXGH¶+DUWRJHWDO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The Brabant survey finds that women are more risk averse than men. Also the study 
finds that the type of family in which the respondents grew does not affect risk attitudes. 
Specifically, whether the father of the respondent had an intermediate or high job level, 
whether the father was self employed or even unemployed, marriage status, IQ, impaired 
health condition, disability, had no effect in determining an indLYLGXDO¶V ULVN DYHUVLRQ
Moreover, this study found that risk aversion is lower for self-employed individuals 
something that can provide explanation for entrepreneurial activity. Furthermore, the study 
found that risk aversion falls with increasing income and that there is a negative relation 
between wealth and risk aversion. Additionally, the study found that schooling reduces risk 
aversion; something that opposes Jianakoplos and Bernasek (1998) finding that schooling 
does not affect risk aversion. This finding may be attributed to the fact that individuals 
become more familiar with probability theory and expected value of lottery through 
schooling/education (Hartog et al, 2002). Finally, this study found that there was no 
difference in risk attitudes between civil servants and private sector employees.  
According to the Accountants survey, there is no relationship between risk aversion 
DQGPDULWDO VWDWXV DQGSDUHQWDO VWDWXVZLWK WKHH[FHSWLRQRIPRWKHU¶VHGXFDWLRQ7KLV VWXG\
finds evidence that highly educated mothers reduce risk aversion and possibly transmit this 
lower risk aversion to their children.  Furthermore, as with the Brabant study, women are 
seen to be more risk averse than men. However, this study finds that income has a statistically 
significant relationship with risk aversion, something that was found in the Brabant study. 
Also, civil servants are seen to be more risk averse than private sector employees as opposed 
to the Brabant study something that is attributed to the fact that civil servants receive a lower 
income. There is no difference between self employed and employees. (Hartog et al, 2002) 
7KLVVXUYH\ LQGLFDWHV WKDW$FFRXQWDQWVDUH ULVNQHXWUDO WRZDUGVULVN ORYHUV µVRPHWKLQJ WKDW
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can be explained by the nature of their profession which makes it a habit for them to value 
ULVN\SURVSHFWVDQGH[SHFWHGYDOXH¶+DUWRJHWDO 
The third data set in the Hartog et al (2002) research involved the GPD Newspaper 
survey.  This survey confirms the findings of the other surveys that women are more risk 
averse than men. If finds that risk aversion decreases with income and schooling and is lower 
for the self employed. This survey introduces new finding such as the fact that single parents, 
single individuals are seen to be less risk averse than married individuals something that is 
DVVRFLDWHG ZLWK WKH IDFW WKDW µD PDUULDJH FRQWUDFW LQFUHDVHV WKH FRVW RI EUHDNLQJ XS WKH
UHODWLRQVKLS¶ +DUWRJ HW DO  0RUHRYHU WKLV UHVHDUFK IRXQG WKDW ULVN DYHUVLRQ
increases with age and with church atteQGDQFH +DUWRJ HW DO  DUJXH WKDW µSHUKDSV
religious persons are more prudent. Another explanation is that church attendance may be 
considered as a form of insurance premium: it might foster the chances for good afterlife.  
The more risk averse the more premium. Or, another explanation may be that religious people 
KDYHPRUDOREMHFWLRQVWRJDPEOLQJDQGVWDWHUHVHUYDWLRQSULFH]HUR¶+DUWRJHWDO 
3RZHOO DQG $QVLF  µH[DPLQHG ZKHWKHU WKHH[LVWHQFH RI JHQGHU GLIIHUHQFHV LQ
risk propensity and strategy in financial decision making can be viewed as general traits or 
ZKHWKHUDULVHEHFDXVHRIFRQWH[WIDFWRUV¶3RZHOODQG$QVLF7RDFKLHYHWKLVWKH\
XVHG D ODERUDWRU\ H[SHULPHQW VSHFLILFDOO\ WKURXJK WKH XVH RI µFRPSXWHULVHG H[SHULPHQWal 
DSSURDFKXVLQJDVHULHVRIUHDOLVWLFILQDQFLDOGHFLVLRQVEDVHGRQUHDOILQDQFLDOGDWD¶3RZHOO
DQG$QVLF7KH\ILQGWKDWµIHPDOHVDUHOHVVULVNVHHNLQJWKDQPDOHVLUUHVSHFWLYHRI
IDPLOLDULW\ DQG IUDPLQJ FRVWVRUDPELJXLW\¶ 3RZHOO DQG$QVLF, 1997:609). Based on these 
ILQGLQJVWKH\DUJXHWKDWµWKHIUDPLQJRIGHFLVLRQTXHVWLRQVFDQDOVRDIIHFWULVNEHKDYLRXULQ
DQ\ VLWXDWLRQ¶ 3RZHOO DQG $QVLF  ,Q WKH VDPH OLJKW 'LFNVRQ  IRXQG
HYLGHQFHWKDWµEHKDYLRXUDOGLIIHUHQFHVZHUHPRUHpronounced when decision problems were 
framed in terms of losses than gains. Risk managers were found to have a lower preference 
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for risk than general managers when faced with loss situation but equal risk preference when 
faced with gains. Gender difference therefore may appear more pronounced when decisions 
ZHUHIUDPHGLQWHUPVRIORVVHVDQGOHVVSURQRXQFHGZKHQIUDPHGLQWHUPVRIJDLQV¶3RZHOO
and Ansic, 1997:610). 
Chen et al (2001) who examine life insurers risk taking behaviour in the United States 
find that managers risk taking behaviour is largely dependent on the level of managerial 
RZQHUVKLS 6SHFLILFDOO\ WKH\ ILQG WKDW µDV WKH OHYHO RI PDQDJHULDO RZQHUVKLS LQFUHDVHV WKH
level of risk increases supporting a wealth transfer hypothesis over risk averVLRQK\SRWKHVLV¶
(Chen et al, 2001:165). Similarly, Brockhaus (1980) studied risk propensities of 
entrepreneurs. Along the same lines, Brockhaus compared regular managers with managers 
who had quit their jobs and became self employed businessmen or managers of business 
YHQWXUHV µ8VLQJ FKRLFH GLOHPPD TXHVWLRQQDLUHV RI .RJD DQG :DOODFK  %URFNDXV
 IRXQG QR GLIIHUHQFH LQ ULVN SURSHQVLW\ DPRQJ WKH GLIIHUHQW JURXSV¶ REWDLQHG IURP
March and Shapira, 1992:1406).  
Biswanger (1980) who also examined using lottery choice data researched risk 
aversion of farmers in a field experiment risk aversion in professions found that most farmers 
exhibit a significant amount of risk aversion that tends to increase as payoffs are increased. 
Johnson and Powell (1994) µH[SORUHWKHQDWXUHRIPDOHDQGIHPDOHGHFLVLRQPDNLQJ
and explicitly examine whether there exist any gender differences between managers in 
GHFLVLRQTXDOLW\DQGULVNSURSHQVLW\¶-RKQVRQDQG3RZHOO7RUHVHDUFKWKLVWKH\
did not adopt a laboratory experiment rather they adopted a natural environment approach. 
The population was divided into managers, that is individuals who has undertaken formal 
education of management (i.e. managers and potential managers); and non-managers, that is 
individuals who have never undertaken management education and are from a range of 
occupations other than managerial. They found that gender differences exist for non-
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managerial population but they found no gender differences in the managerial population 
(Johnson and Powell, 1994). This finding confirmed previous findings by Welsh and Young 
 ZKR VWXGLHG HQWUHSUHQHXUV DQG IRXQG µQR VLJQLILFDQW GLIIHUHQFH LQ ULVN DWWLWXGHV RI
ZRPHQDQGPHQHQWUHSUHQHXUV¶:HOVKDQG<RXQJ 
 Similarly, empirical evidence by Kunreuther et al (1992) examine how risk attitudes 
are determined by profession. Specifically they examine how risk and ambiguity affect 
XQGHUZULWHUVGHFLVLRQRQLQVXUDQFHSULFLQJ7KH\ILQGHYLGHQFHWKDWµXQGHUZULWHUVVHWKLJKHU
premiums than would be predicted by standard economic theory because of special concerns 
ZLWKERWKDPELJXLW\RISUREDELOLW\DQGFHUWDLQW\RIORVVHV¶.XQUHXWKHUHWDO7KH\
argue that this is behaviour is influenced by the fact that underwriters value the fact that they 
are assessed by others, and set reference points (a fact that is confirmed by March and 
Shapira, 1992). They further find that this behaviour is due to market, competitive or strategic 
forces. Moreover they find evidence that this behaviour is affected by the context and nature 
of risks (Kureuther et al, 1992). 
 'H/HLUH DQG /HY\  VKRZ WKDW µSULPDU\ FDUHJLYHUV ZKR DUH DUJXDEO\ OHVV
ZLOOLQJ WR WDNH ULVN WHQG WR ZRUN LQ RFFXSDWLRQV ZLWK ORZHU ULVN RI GHDWK¶ +ROJHU HW DO
2007:927). Similarly, Carmer et al (2002) found that enterpreneures are less risk averse than 
HPSOR\HHV 'L 0DXUR DQG 0XVXPHFL  7R DFKLHYH WKLV WKH\ µXVH DQVZHUV WR D
hypothetical lottery question to measure risk attitudes, and establish the relevance of risk 
attitudes for choosing self-employment , which is considered a more risky opportunity than 
EHLQJDQHPSOR\HH¶+ROJHUHWDO6LPLODUILQGLQJVZHUHREWDLQHGE\(NHOXQGHWHW
al (2005) who through a data set of 491 individuals from Finlanf 1966 Birth Chort study; 
uVLQJDSV\FKRORJLFDOPHDVXUHRI ULVNDYRLGDQFHWRH[SODLQ WKHFKRLFHRIVHOIHPSOR\PHQW¶
(Di Mauro and Musumeci, 2008:6). 
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  It must be noted that there is a limited literature that aims at understanding 
whether the occupation of an individual is chosen as a result of risk preferences, as the 
majority of literature on risk preferences examines how profession determines risk 
preferences (as mentioned above). The reason for this is that although risk preferences are 
important determinants of education and occupation choices, they are difficult to measure in 
practice (Holger et al, 2007). However, according to Kihlstrom and Lafront (1979) 
µKHWHURJHQHLW\LQULVNDYHUVLRQDPRQJLQGLYLGXDOVFDQGHWHUPLQHZKLFKHPSOR\HPHQWZLOOEH
FKRVHQ¶REWDLQHGIURP*XLVRDQG3Diella, 2004:8). 
 
2.5 Conclusions: 
It can be argued that drawing conclusions from the existing experimental evidence 
PD\EHHQWDLOHGZLWKGLIILFXOWLHV,WLVTXHVWLRQDEOHZKHWKHUµWKHH[LVWHQFHRIULVNDWWLWXGHDVD
measurable, stable personality trait, or as a domain-general property of a utility function in 
ZHDOWKRULQFRPH¶(FNHODQG*URVVPDQ$FFRUGLQJWR(FNHODQG*URVVPDQ
µVWXGLHVGLIIHULQWKHIRUPWKHULVNWDNHVWKHSRWHQWLDOSD\RIIVWKHGHJUHHRIULVNYDULDQFHDQG
in the nature of the decision that subjects are required to make. Elicitation methods and 
IUDPHVDOVR GLIIHU LQ WKHLU WUDQVSDUHQF\ DQG LQ WKHFRVW RI PLVWDNHV¶ (FNHO DQG *URVVPDQ
 7KLV WKHUHIRUH HQWDLOV WKH IROORZLQJ SRVVLELOLW\ UHFHQWO\ EHLQJ H[DPLQHG µWKDW 
subjects make errors in these tasks, and that there are systematic differences in the types of 
errors made in each that may be correlated with the gender of the decision maker. At any rate, 
each study is sufficiently unique as to make comparisons of results across studies 
SUREOHPDWLF¶(FNHODQG*URVVPDQ0RUHRYHULWLVDUJXHGWKDWµWKHFRQVLVWHQFWRI
measures of risk aversion across tasks. Eckel, Grossman and Lutz (2002) present data that 
shows very low correlations across different valuation tasks for similar gambles¶(FNHODQG
Grossman, 2008:12). 
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Chapter three: METHODOLOGY: 
3.1 Introduction: 
 
 The aim of this chapter is to discuss the methodology chosen to research this topic. 
This chapter begins by introducing which research method was chosen to research this area 
and why, then the hypothesis that were used are outlined, followed by a discussion on the 
sample chosen and on what basis the selection was made as well as how distributions was and 
data collection was achieved. Finally a discussion on how the data was coded and analyzed is 
provided. 
Research is nothing more than knowledge generation, it allows the discovery of truth, 
develop convincing arguments and support and justify our view. There are two main research 
traditions: qualitative and quantitative. There are also two main approaches to research: 
primary and secondary data. The methods that are used to gain insights on a topic using 
primary data usually involve questionnaires, interviews, observations; whereas in secondary 
data involve publications, journals, media reports and others.  
To research this area, a positivism paradigm and quantitative research approach has 
been chosen and primary data sources are used. Positivism is a term coined by August Comte 
in the 19th FHQWXU\µ3Rsititvism holds that an accurate and value free knowledge of things is 
possible. It holds out the possibility that human beings and their actions and institutions can 
be studied as objectively as the natural world. The intention of positivism is to produce 
JHQHUDO ODZV WKDWFDQEHXVHG WRSUHGLFWEHKDYLRXU¶ )LVKHU3RVLWLYLVWVWXGLHVXVH
experimental design and surveys. It is contrary to interpretivist studies that which are 
UHSUHVHQWDWLRQVRIUHDOLW\DQGUHVXOWVDUHLQWHUSUHWHGµ$UHVHDUFKLVFOassified as a quantitative 
study if the purpose of the study is to quantify the variation in a phenomena, situation, 
problem or issue; if information is gathered using predominantly quantitative variables; and if 
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the analysis is geared to ascertain the magQLWXGH RI WKH YDULDWLRQ¶ .XPDU  7KLV
approach has been chosen as it is adopted in most empirical research on risk attitudes. 
As discussed in the literature review, laboratory experiments have both advantages 
and disadvantages. The methodology that will be adopted by this research will be the same 
methodology adopted in previous research. This is considered as enabling comparison to be 
made with previous findings, is considered as being cost effective and favourable considering 
the time constrains. 
 
3.2 Hypothesis: 
The main hypothesis is: Ho: there is no difference between the groups;  Ha: there are 
differences between groups. Further hypothesis that are tested are Ho: age and gender does 
not affect risk preferences of professionals, Ha: age and gender affect risk preferences of 
professionals. 
 
3.3 Sample: 
µ7KHSXUSRVHRIWDNLQJDVDPSOHLVWRREWDLQDUHVXOWWKDWLVUHSUHVHQWDWLYHRIWKHZKROH
SRSXODWLRQEHLQJVDPSOHG¶)LVKHU. The sample of this survey consist of a sample size 
of 108 participants which are law, medical and business professionals and University 
students. This sample was chosen as it allows comparison to be made between 
professional/experience and student/knowledge. Moreover it allows for comparison to be 
made between age, gender and level of education (to determine whether different variables 
for people in the same field affect risk attitudes).  
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3.4 Selection: 
The selection criteria was mainly profession (Law, Business, Doctors) this was 
mainly done to examine whether there risk attitudes vary with professions. Other variables 
were also considered such as age, gender and education. The sample size consisted of 
students aged 18-25 and professionals aged 25 +. The age groups were broken down  in order 
to understand how age affects risk attitudes and to determine whether knowledge and 
experience affects risk attitudes. In other words, to understand whether those who have 
received both education and experience and those who have only received education differ in 
their risk attitudes. Gender is also considered as important as most studies on risk attitudes 
that consider gender differences suggest that women are more risk averse than men. Finally 
education was considered as it allows examination of whether risk attitude varies with higher 
level of education. 
The selected people were people I did not know. This allows less bias in the research 
as familiarity could imply that individuals would not give sincere answers but rather answers 
that they feel they should give in order to present themselves in a particular way or because 
they may feel that this is what they are expected to do. 
 
3.5 Distribution: 
Distribution was made in Law Firms, Hospital, Clinics and private practices, 
corporations and offshore companies in Cyprus. Moreover distribution was made at the 
campus of the University of Leicester and University of Nottingham. 
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3.6 Data collection: 
For the data collection questionnaires were chosen. $TXHVWLRQQDLUH LVGHILQHGDV µD
written list of questions, the answers to which are recorded by respondents. In a questionnaire 
UHVSRQGHQWVUHDGWKHTXHVWLRQVLQWHUSUHWZKDWLVH[SHFWHGDQGWKHQZULWHGRZQWKHDQVZHUV¶
(Kumar, 2005:126). It can be argued, that questionnaires have associated many 
disadvantages.  7REHJLQZLWKWKHPDLQSUREOHPDVVRFLDWHGZLWKTXHVWLRQQDLUHVLVWKDWµ there 
LVQRRQHWRH[SODLQWKHPHDQLQJRITXHVWLRQVWRUHVSRQGHQWV¶.XPDU, as opposed 
to interviews where the researcher is able to repeat and better explain questions something 
that permits clarification. This disadvantage associated with questionnaires may lead to 
respondents being unable to understand what is asked or interpret it in a different fashion 
leading to bias in the research. ,QRUGHU WRSUHYHQW WKLV IURPRFFXUULQJ µLW LV LPSRUWDQW WKDW
questions are clear and easy to understand, the layout of a questionnaire should be such that it 
is easy to read and pleasant to the eye, and the sequence of questions should be easy to follow 
DQG LQ DQ LQWHUDFWLYH VW\OH¶ .XPDU  Furthermore, it is often the case that in 
questionnaires participants give answers in a way that they feel is expected from them. It is 
also often the case that participants give questions that do not represent their feeling, attitudes 
and beliefs but answers that will allow them to present themselves differently to the 
researcher, especially if they know the researcher.  Moreover, with questionnaire it is not 
possible to obtain in-depth knowledge in particular areas of interest which can be achieved 
with interviews as the researcher is able to formulate questions and raise issues at the spur of 
the moment, depending upon what occurs in the context of the GLVFXVVLRQ¶ .XPDU
2004:123). 
As this area of research is sensitive, certain questions may lead participants feeling 
uncomfortably. Therefore in order to facilitate the answering process and ensure that results 
obtained are valid the questionnaire was accompanied by a cover letter that ensures 
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participants anonymity, confidentiality, invokes trust, familiarity and makes participants feel 
more comfortable. Also it was made clear to participants that they were not required to 
answer any questions they did not want to, and also that there is no right or wrong answers. 
This was expected to allow relax participants and gain their trust. 
Despite the possible disadvantages associated with questionnaires it must be noted 
that questionnaires are beneficial as they are cost and time effective. In other words they are a 
means to easily obtain quick results to subjects that are otherwise inaccessible and at low 
costs. 
 
3.7 Mode of questioning and data coding: 
The questionnaire consisted of four parts. The first part (questions 1-2) involved 
general demographic questions such as gender and age, that are intended to position the 
individual. The second part (questions 3-4) involved asking general risk questions, aiming at 
understanding how individuals see themselves, in other words what they believe their risk 
attitude is. The third part (questions 5-7) involved hypothetical questions which which 
according to pervious literature take the form of a standard lottery question. The aim is to 
H[DPLQH ZKDW WKH LQGLYLGXDO¶V ULVN DWWLWXGH ZRXOG EH JLYHQ D K\SRWKHWical scenario (this 
makes it possible to estimate the coefficient of relative risk aversion for each individual, 
could be used as a benchmark). Questions 5 measures willingness to take risks/ measures risk 
aversion, specifically identifies financial risk tolerance. It asks participants to state the 
amount of money (out of 100 pounds) they are willing to gamble, and the amount of money 
they are willing to accept in order not to play the gamble in a hypothetical gamble game. 
Respondents in this game were given their chances of winning. The lower the amount the 
more risk loving and the higher the amount the more risk averse individuals are.  Question 6 
is another gamble game in which participants are given two options to chose from  with 
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different payouts with a 50% probability of winning. Here, again as for question 5, the lower 
the amount individuals are willing to accept or gamble the more risk averse they are.   
Question 7 aims at understanding whether the framing effect as suggested by Tversky and 
Kahenman holds. Individuals are given a problem and are asked to chose between two 
options, then for the same problems they are given another two options to chose from which 
use different (negative) wording. Finally, the fourth part (question 8) of the questionnaire 
involved real life questions (i.e. questions about willingness to take risks in specific domains, 
situations). The question contained eight activities and participants were asked to demonstrate 
whether they engage in such activities and with what frequency and whether they would 
FRQVLGHUHQJDJLQJLQVXFKDFWLYLWLHVLQWKHIXWXUH7KLVGHPRQVWUDWHVUHVSRQGHQW¶VDWWLWXGHVRQ
physical, financial, health and safety risks. The aim here is to confirm the hypothetical 
attitudes from section three. 
 
 
3.8 Pre-testing: 
 Upon completion of the questionnaire and before distributing the questionnaire it was 
pre-WHVWHG RQ D IHZ RI WKH DXWKRU¶V DFTXDLQWDQFHV 7KLV ZDV GRQH LQ RUGHU WR LGHQWLI\ DQG
problems that participants may have faced with some questions, such as difficulties in 
understanding a question due to its wording, or its length as well as estimating the time 
required to complete the questionnaire and see whether participants saw it as a pleasant 
activity or were frustrated. 
The pre-testing of the questionnaire indicated that the questionnaire has associated 
some problems. To begin with, most participants argued that the layout of the questionnaire 
seemed dull and therefore it was changed into one that would make it more interesting and 
relaxing for participants. Moreover, another problem that came to light, which is considered 
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as the most important, was with question 6. Most participants faced difficulties in 
understanding what the question required due to the way the question was written. Therefore 
the language was changed to one that would be more comprehensible to individuals that did 
not have any previous exposure to any kind of probability theory. 
The revised questionnaire was further tested on other 10 of the authors acquaintances 
to ensure that it did not involve further problems and difficulties that needed resolution. The 
revised questionnaire was piloted with no indication of problems of any kind and therefore 
did not require any changes. 
 
3.9 Data analysis: 
To analyse the data the Statistical Package for Social Sciences (SPSS 14.0) was used. 
7KLVVRIWZDUHLVXVHGWRµDQDO\VHGDWDIURPTXHVWLRQQDLUHVRUWRDQDO\VHGDWDEDVHVWKDWKDYH
EHHQLPSRUWHGIURPH[LVWLQJVHFRQGDU\VRXUFHV¶)LVKHU7KLVVWDWLVWLFDOSURJUDP
was selected due to the fact that the sample size was large and analysis would be not only be 
time consuming but also very difficult to be done manually, especially as not only frequency 
of answers are require but also cross tabulation, and hypothesis are examined.  
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Chapter four: DATA ANALYSIS 
4.1 Descriptive statistics: 
 
In order to analyze the data the first step, was to obtain descriptive statistics. This 
DOORZV µGHVFULSWLRQ RI WKH FKDUDFWHULVWLFV RI WKH VDPSOH DQG YHULI\ ZKHWKHU WKH YDULDEOHV
violate any of the assumptions underlying the statistical techniques that will be used later to 
DGGUHVVWKHUHVHDUFKTXHVWLRQV¶3DOODQW 
320 questionnaires were distributed of which 280 were paper based and the rest 40 
where sent out electronically. Out of the 320 questionnaires distributed the response rate was 
29.6 % (108 were returned of which 98 paper-EDVHGDQGHOHFWURQLFDOO\7KHSDUWLFLSDQWV¶
background profile is as follows: 
 
Businessmen/women: 
Category N % Cumulative 
% 
Gender     
 Male 17 50.0 50.0 
 Female 17 50.0 100.0 
Age     
 18-25 12 35.3 35.3 
 26-35 11 32.4 67.6 
 36-50 5 14.7 82.4 
 50+ 6 17.6 100.0 
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Doctors: Category N % Cumulative 
% 
Gender     
 Male 17 53.1 53.1 
 Female 15 40.9 100.0 
Age     
 18-25 13 40.6 40.6 
 26-35 9 28.1 68.8 
 36-50 4 12.5 81.3 
 50+ 6 18.8 100.0 
 
Lawyers: Category N % Cumulative 
% 
Gender     
 Male 20 47.6 47.6 
 Female 22 52.4 100.0 
Age     
 18-25 18 42.9 42.9 
 26-35 7 16.7 59.5 
 36-50 12 28.6 88.1 
 50+ 5 11.9 100.0 
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When asked if they enjoyed being at risk the majority of both businessmen (7) and 
EXVLQHVVZRPHQVDLGWKDWWKH\µVRPHWLPHVHQMR\EHLQJDWULVN¶2QO\EXVLQHVVPDQVDLG
WKDWKHDOZD\VµHQMR\EHLQJDWULVN¶DQGRQO\EXVLQHVVPDQDQGEXVLQHVVZRPHQVDLGWKDW
WKH\µQHYHUHQMR\EHLQJDW ULVN¶EXVLQHVVPHQDQGEXVLQHVVZRPDQVDLG WKDW WKH\µRIWHQ
HQMR\ EHLQJ DW ULVN¶ DQG  EXVLQHVVPDQ DQG  EXVLQHVVZRPHQ VDLG WKDW WKH\ µUDUHO\ HQMR\
EHLQJ DW ULVN¶ 7KH PDMRULW\ RI EXVLQHVVPHQZRPHQ WKDW VDLG WKDW WKH\ µVRPHWLPHV HQMR\
beiQJ DW ULVN¶   ZHUH DJHG -25 and 8 were aged 26-35, compared to 
EXVLQHVVPHQZRPHQRIROGHUDJHJURXSVZKRVDLG WKDW WKH\µUDUHO\HQMR\EHLQJDW ULVN¶ 
aged 35-50 and 3 participants aged 50+. 
As opposed to businessmen/women, the majority of doctors (8 male and 8 female) 
VDLGWKDWWKH\µGRQRWPLQGWDNLQJULVNV¶PDOHDQGGRFWRUDJHG-25 and 1 female doctor 
aged 36- VDLG WKH\ µHQMR\ EHLQJ DW ULVNV¶ 2QO\  IHPDOH GRFWRUV VDLG WKH\ µGR QRW OLNH
WDNLQJULVNV¶DJHG-50. Similarly to businessmen/women the majority of doctors (11 male 
DQG IHPDOH VDLG WKDW WKH\ µVRPHWLPHVHQMR\EHLQJDW ULVN¶ IHPDOHGRFWRUV DQGPDOH
GRFWRUVVDLGWKDWWKH\µUDUHO\HQMR\EHLQJDWULVNV¶DQGIHPDOHGRFWRUVDJHG-35said that 
WKH\µQHYHUHQMR\EHLQJDWULVN¶ 
Similarly to doctors, the majority of lawyers (26) of which 15 were male and 11 
IHPDOHVDLGWKDWWKH\µGRQRWPLQGWDNLQJULVNV¶PRVWZHUHDJHG-50. Those who said that 
WKH\µTXLWH OLNH WDNLQJULVNV¶ZHUHPDOHVDQGZHUHIHPDOHVDJHG-25. When asked if 
they enjoy being at risk, similarly to businessmen/women and doctors, 19 lawyers said that 
WKH\µVRPHWLPHVHQMR\EHLQJDWULVN¶RIZKLFKZHUHPDOHVDQGZHUHIHPDOHVDJHG-50 
(9) and experienced professionals (12). Those that said that they enjoyed being at risk 8 were 
females and 10 aged 18-25. 
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When participants were asked a hypothetical gamble, on how much they were willing 
to pay to play the gamble the majority of doctors 71.9% and majority of lawyers, 72.5%; 
compared to businessmen where 41.9% were risk lovers, as shown below: 
Occupation Risk averse Risk neutral Risk loving 
Doctors 71.9% 12.5% 15.6% 
Lawyers 75.5% 10.0% 17.5% 
Businessmen/women 35.5% 22.6% 41.9% 
 
However, when participants were asked to indicate how much they were willing to 
accept in order not to play the gamble, there was no significantly difference among groups, as 
the majority of participants in all three professions indicated that they are risk loving. As 
shown below: 
Occupation Risk averse Risk neutral Risk loving 
Doctors 19.4% 9.7% 71.0% 
Lawyers 10.3% 25.6% 64.1% 
Businessmen/women 6.5% 14.4% 74.2% 
 
Specifically, the majority of businessmen (11) said that they would prefer to play the 
game with 45% probability of gain whereas the majority of businesswomen (9) prefer to get 
£50 for sure, but for 51% probability of gain both businessmen and businesswomen prefer to 
play the gamble (14 and 12 respectively). When participants were asked to indicate the 
amount they are willing to pay to play the game businessmen and businesswomen appear to 
request less than the expected value for low probability of gain (up to 30%), whereas at 
higher level of probability of gain both businessmen and businesswomen, appeared to be 
willing to pay more than the expected value. When businessmen/women were asked to 
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indicate their willingness to accept in order not to play the game, businessmen/women 
requested more than the expected value.   
When businessmen/women were asked whether they would choose a certain or a risky 
option which is dependent on the outcome of a toss of a coin, the majority of businessmen 
and businesswomen (10 male and 9 female) said that they would prefer to receive £200 with 
heads and £0 with tails than to receive £100 with either head or tails. Of those who chose the 
riskier option 9 were aged 18-25, 5 participants were aged 26-35, only 1 was aged 25-50 and 
4 aged 50+. Those who chose the safer option, 3 belonged to the age group of 18-25, 6 aged 
26-35, 4 aged 36-50 and only 2 aged 50+.  
 The majority of doctors when asked to state the amount they are willing to pay to 
play the hypothetical gamble indicated amounts that were lower than the expected value but 
when asked to indicate the amount they are willing to accept in order to refrain from playing 
the gamble they indicated amounts that were higher than the expected value. The majority of 
doctors (29) said that they would prefer to receive £100 with either head or tails and only 2 
male doctors aged 18-25 said that they would prefer to obtain £200 with heads and £0 with 
tails. 
When lawyers were asked to state whether they would preferred to receive a certain 
amount regardless of the outcome or not given hypothetical gamble scenarios, with given 
probability/ chances, the majority (61) of lawyers preferred the certainty especially for lower 
levels of probability of winning. When asked to state the amount they are willing to pay to 
play the gamble the majority of lawyers, both male and female lawyers, indicated amounts 
that they were less than the expected value; this however is not the case when they were 
asked to indicate the amount they are willing to accept in order not to play the gamble, as 
most lawyers both male and female indicated amounts that were higher than the expected 
value. The majority of male lawyers (17) said that they preferred to receive £200 with either 
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head or tails, while the majority of female lawyers (16) said that they preferred the certainty, 
that is, to receive £100 with either head or tails. Those who chose the certain option were 
aged 18-25, whereas those who chose the riskier option were aged 18-25 and 36-50. 
Furthermore, participants were asked another hypothetical question, that is, to choose 
between two policies to combat a disease that was expected to kill 600 people. Participants 
were asked to answer this question two times, the first time they were given two options that 
were positively worded and the second time they were given the same options two options 
but negatively worded. 
On average lawyers in the first task chose the first option, but the second time chose 
the second option. Whereas doctors and businessmen on average, chose the first option both 
times, as shown below: 
Occupation 200 people will be 
saved 
1/3 probability that 
600 people will be 
saved and 2/3 
probability that no 
one will be saved. 
Doctors 29.0% 71% 
Lawyers 63.6% 36.4% 
Businessmen/women 35.7% 64.3% 
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The second time, the majority of participants chose option B, as shown below: 
 
Occupation 400 people will die 1/3 probability that 
no one dies and 2/3 
probability that 600 
people will die. 
Doctors .0% 100.0% 
Lawyers 21.4% 87.9% 
Businessmen/women 12.1% 78.6% 
 
 
Doctors: 200 people will be saved 1/3 probability that 600 
people will be saved and 2/3 
probability that no one will 
be saved 
 
Males 
 
29.4% 
 
70.6% 
 
Females 
 
55.6% 
 
45.4% 
 
18-25 
 
30.8% 
 
69.2% 
 
26-35 
 
62.5% 
 
37.5% 
 
36-50 
 
0.0% 
 
100.0% 
 
50+ 
 
0.0% 
 
100.0% 
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Doctors: 400 people will die 1/3 probability that no one 
dies and 2/3 probability that 
600 people will die 
 
Males 
 
0.0% 
 
70.6% 
 
Females 
 
0.0% 
 
45.4% 
 
18-25 
 
0.0% 
 
69.2% 
 
26-35 
 
0.0% 
 
37.5% 
 
36-50 
 
0.0% 
 
100.0% 
 
50+ 
 
0.0% 
 
100.0% 
 
Lawyers: 200 people will be saved 1/3 probability that 600 
people will be saved and 2/3 
probability that no one will 
be saved 
 
Males 
 
20.0% 
 
80.0% 
 
Females 
 
50.0% 
 
50.0% 
 
18-25 
 
55.6% 
 
44.4% 
 
26-35 
 
28.6% 
 
71.4% 
 
36-50 
 
0.0% 
 
100.0% 
 
50+ 
 
60.0% 
 
40.0% 
 
Lawyers: 400 people will die 1/3 probability that no one 
dies and 2/3 probability that 
600 people will die 
 
Males 
 
20.0% 
 
80.0% 
 
Females 
 
22.7% 
 
77.3% 
 
18-25 
 
27.8% 
 
72.2% 
 
26-35 
 
28.6% 
 
71.4% 
 
36-50 
 
0.0% 
 
100.0% 
 
50+ 
 
40.0% 
 
60.0% 
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Businessmen/women: 200 people will be saved 1/3 probability that 600 
people will be saved and 2/3 
probability that no one will 
be saved 
 
Males 
 
68.8% 
 
31.3% 
 
Females 
 
58.8% 
 
41.2% 
 
18-25 
 
66.7% 
 
33.3% 
 
26-35 
 
72.7% 
 
27.3% 
 
36-50 
 
80.0% 
 
20.0% 
 
50+ 
 
20.0% 
 
80.0% 
 
Businessmen/women 400 people will die 1/3 probability that no one 
dies and 2/3 probability that 
600 people will die 
 
Males 
 
12.5% 
 
87.5% 
 
Females 
 
50.0% 
 
48.3% 
 
18-25 
 
8.3% 
 
91.7% 
 
26-35 
 
9.1% 
 
90.9% 
 
36-50 
 
40.0% 
 
60.0% 
 
50+ 
 
0.0% 
 
100.0% 
 
As shown above, for doctors, there is no significant difference in the way males and 
females answered, however at younger age there is a small variation, compared to older ages 
where all answered B both times. For lawyers there is no significant difference in the way 
males and females answered, but like for doctors there is a variation in answers at younger 
age, where participants aged 18-25 answered A the first time and then B the second time. For 
businessmen/women there is no significant difference in the way males and females answered 
and no variation in the way older participants (aged 50+) answered. However at other age 
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groups there is a significant variation in answer as most aged 18-50, answered A the first time 
and B the second time. 
Furthermore, for the third part of the questionnaire that asked participants questions of 
risk preferences adopted in real life, the risk preferences of individuals in different 
professions differed. The majority of doctors, 66.7% are risk averse, whereas the majority of 
lawyers 50.0% and businessmen, 55.9% are risk lovers, as shown below: 
Occupation Risk averse Risk neutral Risk loving 
Doctors 66.7% 33.3% 0% 
Lawyers 23.8% 50.0% 26.2% 
Businessmen/women 20.6% 55.9% 23.5% 
 
Specifically, the majority of businessmen and businesswomen tend to refrain from 
activities that are high physical and health risk (9 male and 9 female said they would never 
engage in bungee jumping, 10 male and 13 female said they exercise, 16 male and 14 female 
said they always buy insurance, 15 males and 17 females said they always wear a seatbelt). 
Businessmen/women however engage in activities that involve financial risks (9 males and 3 
said they play at the casino always, 5 males and 9 females said sometimes and only 1 males 
and 2 females said never). This is especially the case with older age groups (36+). 
The majority of doctors refrain from engaging in risky activities in their daily lives 
including refraining from financial risks, such as playing at the casino, and this is the case for 
both genders and throughout all age groups. 
The majority of male (10 participants) and female (10 participants) lawyers, most 
aged 36+ would never engage in bungee jumping, most said that they exercise (10 male and 
11 female), especially those aged 18-25. The majority of lawyers who said that they buy 
insurance (20 male and 20 female) belong to different age groups. Most lawyers wear seatbelt 
53 
 
(18 male and 18 female), throughout all age groups.  However both male and female lawyers 
smoke (13 males and 10 females); and tend to drive over the limit indicated (12 male and 10 
females). As for financial risks, the majority of women said that they play at the casino (10 
female) and most aged 18-25 (9 participants), compared to 6 males that said that they always 
engage in this activity, however the majority of male and participants aged 35-50 said they 
sometimes engage in this activity (10 participants). 
 
4.2 Hypothesis testing: 
 
Once the descriptive statistics are obtained it is important to test the hypothesis. The 
main hypothesis is Ho: there is no difference in risk preferences between professions and Ha: 
there is difference in risk preferences between professions. To test the hypothesis initially the 
means were obtained and then independent-samples t-WHVWZHUHXVHGWRWHVWµZKHWKHUWKHUHLV
DVWDWLVWLFDOO\VLJQLILFDQWGLIIHUHQFHLQWKHPHDQVFRUHVIRUWKHJURXSVRFFXSDWLRQ¶3DOODQW
2007:233). The significance value is set at 5%, as suggested by a number of researchers in 
similar analysis; and thH JHQHUDO UXOH IRU UHMHFWLQJ +R LV VLJQLILFDQFH YDOXH ½ 3DOODQW
2007). 
The means for questions 4 and question 5 were conducted which aims to understand 
how each group of profession believe their risk preferences are and how they feel when they 
are at risk. Here, the higher the mean the higher the level of risk aversion. The findings 
indicate that all three professions see themselves as being risk averse as shown below: 
Occupation Mean  
Doctors: 3.0625 
Lawyers: 2.9286 
Businessmen/women: 2.8824 
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The independent sample t-test indicated that there is no significant difference in mean 
scores for doctors (M=3.0625, SD=1.045) and businessmen/women (M=2.8824, 
SD=1.29719); t(62.5)=.623 p=0.536 (two tailed). The magnitude of the differences in the 
means (mean difference=.18%) was small. Moreover, the independent sample t-test indicated 
that there is no significant difference in the mean scores for businessmen/women (M=2.8824, 
SD=1.29719) and lawyers (M=2.9286, SD=.7752); t(51.4)=-1.83, p=.856 (two tailed). The 
magnitude of the differences in the means (mean difference=.46,2%) was small. Furthermore, 
the independent sample=test indicated that there is no significant different in the mean scores 
for doctors (M=3.0625, SD=1.045) and lawyers (M=2.9286, SD=.7752); t(72)=.632, p=529. 
The magnitude of the differences in the means (mean difference=.13.3% ) was small. 
 
When asked how they feel once at risk on average doctors and businessmen rarely 
like being at risk compared to businessmen who often and sometimes like being at risk; as 
show below: 
Occupation Mean  
Doctors: 3.5313 
Lawyers: 2.5238 
Businessmen/women: 3.1765 
 
 The independent-sample t-test indicated that there is a significant relationship in the 
mean scores of doctors (M=3.5313, SD=.8518) and lawyers (M=2.5238, SD=.91700); 
t(72)=4.849, p=.000 (two tailed). The magnitude of differences in the means (mean 
difference=10%) was large. The independent-sample t-test indicated that there is a significant 
relationship in the mean scores of businessmen (M=3.1765, SD=.9364) and lawyers (2.5238, 
SD=.91700), t(74)=3.056, p=0.003 (two tailed). The magnitude of difference in the means 
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(mean difference=.65%) was large. However, the independent-sample t-test indicated that 
there is no significant difference in the mean scores of doctors (M=3.5313, SD=.84183) and 
businessmen (3.1765, SD=.93649), t(64)=1.615, p=.111 (two tailed). The magnitude of 
difference in the means (mean difference=.35.7%) was small. 
Furthermore, the means for the three different professions for hypothetical gambling 
situations (willingness to pay) were compared. Here the lower the mean the lower the risk 
aversion. The findings indicate that in this situation businessmen are less risk averse than 
doctors and lawyers, as shown below: 
Willingness to pay (gamble): 
Occupation Mean  
Doctors: 1.4374 
Lawyers: 1.4500 
Businessmen/women: 2.0645 
 
The independent-sample t-test indicated that there is a significant difference in scores 
for doctors (M=1.437, SD=.75435) and businessmen/women (M=2.0645, SD=.89202); t(61)= 
-3.008, p=.004 (two tailed). The magnitude of the difference in the means (mean 
difference=.20.8%) was large. The independent-sample t-test indicated that there is a 
significant difference in scores for businessmen/women (M=2.0645, SD=.89202) and lawyers 
(M=1.4500, SD=7.8283); t(69)=3.086), p=.003 (two tailed). The magnitude of the difference 
in the means (mean difference=.61%) was large. However, the independent-sample t-test 
indicated that there is no significant difference in scores for doctors (M=1.437, SD=.75435) 
and lawyers (M=1.4500, SD=7.8283); t(70)=-.068, p=9.46 (two tailed). The magnitude of the 
difference in the means (mean difference=.012%) was small. 
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Additionally, the means for the three different professions for hypothetical gambling 
situations (willingness to accept) were compared. Here the lower the mean the lower the risk 
aversion. The findings indicate that in this situation there is no difference between 
businessmen, doctors and lawyers, as shown below: 
Willingness to accept (insurance): 
Occupation Mean  
Doctors: 2.5161 
Lawyers: 2.5385 
Businessmen/women: 2.6774 
 
The independent-sample t-test indicated that there is no significant difference in the 
mean scores of doctors (M=2.5161, SD=.81121) and businessmen/women (M=2.6774, 
SD=.59928); t(55,2)=-.890, p=.377 (two tailed). The magnitude of the difference in the 
means (mean difference=-1.61%) was small. Also, the independent-sample t-test indicated 
that there is no significant difference in the mean scores of businessmen/women (M=2.6774, 
SD=.59928) and lawyers (M=2.5385, SD=.68234); t(68)=.893, p=.375 (two tailed). The 
magnitude of the difference in the means (mean difference=13%) was small. And,the 
independent-sample t-test indicated that there is no significant difference in the mean scores 
of doctors (M=2.5161, SD=.81121) and lawyers (M=2.5385, SD=.68234); t(68)=-.125, 
p=.901 (two tailed). The magnitude of the difference in the means (mean difference=-22%) 
was small. 
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When participants were asked to indicate whether they would prefer a certain amount 
regardless of the outcome or would chose to play the gamble with an uncertain outcome, 
most lawyers and businessmen/women chose the riskier option compared to doctors as shown 
below (the closer to 1, more risk averse and the closer to 3 the more risk lover): 
Occupation Mean  
Doctors: 1.7097 
Lawyers: 2.0238 
Businessmen/women: 2.1176 
 
The independent-sample t-test indicated that there is no significant difference in 
scores of doctors, lawyers and businessmen/women. Specifically, the independent-sample t-
test indicated no significant difference in scores of doctors (M=1.7097, SD=.97275) and 
businessmen/women (M=2.1176, SD=1.00749); t(63)= -1.657, p=.102 (two tailed). The 
magnitude of the differences in the means (mean differences=-40.7%) was small. Also, the 
independent-sample t-test indicated that there is no significant difference in scores of doctors 
(M=1.7097, SD=.97275) and lawyers (M=2.0238, SD=.99971); t(71)=-1.392, p=.184 (two 
tailed). The magnitude of the differences in the means (mean differences=-31.9%) was small. 
The independent-sample t-test indicated that there is no significant difference in 
scores of businessmen/women (M=2.1176, SD=1.00749) and lawyers (M=2.0238, 
SD=.99971); t(74)=.405, p=.686 (two tailed). The magnitude of the differences in the means 
(mean differences=9.3%) was small. 
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Finally, the means for risk preferences for real life situations indicate that doctors are 
less risk averse (the closer to 3 the more risk averse) than lawyers and businessmen/women 
who are risk neutral towards risk lovers, as shown below: 
Occupation Mean  
Doctors: 2.6667 
Lawyers: 2.0238 
Businessmen/women: 2.0294 
 
The independent-sample t-test indicated that there is a significant difference in the 
mean scores of doctors (M=2.6667, SD=.47946) and businessmen/women (M=2.0294, 
SD=.67354); t(62)=4.306, p=.000 (two tailed). The magnitude of the differences in the means 
(mean difference=63.7%) was large. The independent-sample t-test indicated that there is 
also a significant difference in the mean scores of doctors (M=2.6667, SD=.47946) and 
lawyers (M=2.0238, SD=.71527); t(69.7)=4.564, p=.000 (two tailed). The magnitude of the 
differences in the means (mean difference=64.2%) was large. However, the independent-
sample t-test indicated that there is no significant difference in the mean scores of 
businessmen/women (M=2.0294, SD=.67354) and lawyers (M=2.0238, 
SD=.71527);t(74)=.035, p=.972. The magnitude of the differences in the means (mean 
difference=.056%) was small. 
Independent sample t-test was also conducted to see whether there are any differences 
in the way males and females each occupation answered. 
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Businessmen/women: 
An independent sample t-test was initially conducted to compare the way in which 
businessmen and businesswomen acknowledged their risk preferences. There was no 
significant difference in scores for businessmen (M 2.5294, SD=1.32842) and 
businesswomen (M=3.2353, SD=1.20049); t(32)=-1.625, p=.114 (two tailed). The magnitude 
of the differences in the means (mean difference=-70.5%) was small. 
The independent sample t-test was also conducted to compare the way in which 
businessmen and businesswomen feel once at risk. There was no significant difference in the 
mean scores of businessmen (M=2.8824, SD=.99262) and businesswomen (M=3.4706, 
SD=.79982); t(32)=-1.903, p=.066 (two tailed). The magnitude of the differences in the 
means (mean difference =.58.8%) was small. 
The independent sample t-test was conducted to compare businessmen and 
businesswomen willingness to pay to play a gamble. The test indicated that there was no 
significant difference in the mean scores for businessmen (M=2.1429, SD=.864444) and 
businesswomen (M=2.0000, SD=.93541); t(29)=.438, p=.665 (two tailed). The magnitude of 
the differences in the means (mean difference=.14.2%) was small. 
The independent sample t-test was also conducted to compare businessmen and 
businesswomen willingness to accept in order not to play the gamble indicated that there was 
no significant differences in the mean score of businessmen (M=2.7143, SD=.61125) and 
businesswomen (M=2.6471, SD=.60634); t(32)=.306, p=.792 (two tailed). The magnitude of 
the differences in the means (mean difference=.06.7%) was small. 
An independent sample t-test was also conducted to see whether there were any 
differences between the risk preferences in real life of businessmen and businesswomen. The 
test indicated that there is no significant relationship between the mean scores of males 
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(M=2.0599, SD=.65565) and females (M=2.0000, SD=.70711); t(32)=.223, p=.251 (two 
tailed). The magnitude of differences in the means (mean differences=-.05.8%) was small. 
 
Lawyers: 
An independent-sample t-test was conducted to compare the way in which male and 
female lawyers acknowledge their risk preferences to be. The independent sample t-test 
indicated that there is no difference between the scores for male (M=2.7500, SD=.4426) and 
female (M=3.0909, SD=.97145); t(40)=-1.437, p=.158 (two tailed). The magnitude of 
differences in means (mean difference=-34.0%) was small. 
An independent sample t-test was conducted to compare the way in which male and 
female lawyers feel once at risk. The test indicated that there is no significant difference in 
the mean scores of male (M=2.600, SD=.50267) and female (M=2.4545, SD=1.18431); 
t(28.8)=.536, p=.603 (two tailed). The magnitude of differences in the means (mean 
difference=.14.5%) was small. 
The independent sample t-test was conducted to compare male and female lawyers 
willingness to pay to play a gamble. The test indicated that there was no significant difference 
in the mean scores for males (M=1.4000, SD=.75394) and females (M=1.5000, SD=82717); 
t(37.6)=-.400, p=.692 (two tailed). The magnitude of differences in the means (mean 
difference=-.10.0%) was small. 
The independent sample t-test was also conducted to compare male and  female 
lawyers willingness to accept in order not to play a gamble indicated that there was no 
significant difference in the mean scores of males (M=2.7000, SD=.57124) and females 
(M=2.3684, SD=.76089); t(37)=1.544, p=.131 (two tailed). The magnitude of differences in 
the means (mean difference=.33.1%) was small. 
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An independent sample t-test was also conducted to see whether there were any 
differences between the risk preferences in real life of male and female lawyers. The test 
indicated that there is no significant relationship between the mean scores of males 
(M=2.0500, SD=.75915) and females (M=2.0000, SD=.69007); t(38.5)=.223, p=.825 (two 
tailed). The magnitude of differences in the means (mean differences=-.05.0%) was small. 
 
Doctors: 
An independent-sample t-test was conducted to compare the way in which male and 
female doctors acknowledge their risk preferences to be. The test indicated that there is a 
significant difference in the mean scores of males (M=2.7059, SD=.91956) and females 
(M=3.4667, SD=1.06010); t(30)=-2.175, p=0.38 (two tailed). The magnitude of differences 
in the means (mean difference=-.07.6%) was large. 
An independent-sample t-test was conducted to compare the way in which male and 
female doctors feel once at risk. The test indicated that there is a significant difference 
between the mean scores for males (M=3.1176, SD=.60025) and females (M=4.0000, 
SD=.84515); t(30)=-3.436, p=.002 (two tailed). The magnitude of differences in the means 
(mean difference=-.08.8%) was large. 
The independent sample t-test was conducted to compare male and female doctors 
willingness to pay to play a gamble. The test indicated that there was no significant difference 
in the mean scores for males (M=1.5882, SD=.87026) and females (M=1.2667, SD=.59362); 
t(28.3)=1.233, p=.228 (two tailed). The magnitude of differences in the means (mean 
difference=.32.1%) was small. 
The independent sample t-test was also conducted to compare male and female 
doctors willingness to accept in order not to play a gamble indicated that there was no 
significant difference in the mean scores of males (M=2.4706, SD=.87447) and females 
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(M=2.5714, SD=.75093); t(29)=-.339, p=.737 (twp tailed). The magnitude of differences in 
the means (mean difference=-.10%) was small. 
An independent sample t-test was also conducted to see whether there were any 
differences between the risk preferences in real life of male and female doctors. The test 
indicated that there is no significant relationship between the mean scores of males 
(M=2.5625, SD=.51235) and females (M=2.7857, SD=.42582); t(27.9)==1.303, p=.203 (two 
tailed). The magnitude of differences in the means (mean differences=-.22.3%) was small. 
 
Chi-Square tests: 
Chi-square tests were also conducted to see whether there is a relationship between 
individuals risk preferences in hypothetical and neither real life situations. The Pearson Chi-
square test indicated that there is no association for willingness to pay and individuals risk 
preferences in real life (Pearson chi-square significance value is .063); neither for willingness 
to accept and individuals risk preferences in real life (Pearson chi-square significance value is 
.065). Specifically, for doctors the Pearson chi square significance value for Q6WTP and Q9 
is .274 and for Q6WTA and Q9 is .329. For businessmen/women  the Pearson chi square 
significance value for Q6WTP and Q9 is .490 and for Q6WTA and Q9 is .564). And for 
lawyers the Pearson chi square significance value for Q6WTP and Q9 is .274 and for 
Q6WTA and Q9 is .329. 
Chi-square tests for independence were conducted to see whether there is an 
association between the way individuals in each occupation perceived their risk preferences 
to be and how they were in hypothetical and real life situation. For doctors there was no 
association between their perceived risk preferences and risk preferences in hypothetical 
gamble situations. The Pearson chi square significance value for Q4 and Q6WTP was .390, 
and the Pearson chi square significance value for Q4 and Q6WTA was .790. There was no 
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association between the way doctors perceived their risk preferences to be and their risk 
preferences in real life situation, as the Pearson chi square significance value was .902. 
For businessmen/women there as for doctors there was no association between their 
perceived risk preferences and risk preferences in hypothetical gamble situations. The 
Pearson chi square significance value for Q4 and Q6WTP was .397 and the Pearson chi 
square significance value for Q4 and Q6WTA was .116. There was no association between 
the way businessmen/women perceived their risk preferences to be and their risk preferences 
in real life situation, as the Pearson chi square significance value was .712. 
However, for lawyers there was an association between their perceived risk 
preferences and risk preferences in hypothetical gamble situations for willingness to pay, as 
the Pearson chi square significance value was .005. However, there was no association 
between the way lawyers perceived their risk preferences to be and their risk preferences for 
willingness to accept was .759. There was no association between the way lawyers perceived 
their risk preferences to be and their risk preferences in real life situation, as the Pearson chi 
square significance value was.562. 
 
Regression Analysis: 
)LQDOO\PXOWLSOHUHJUHVVLRQVZHUHXVHGµ0ultiple regressions can be used to explore 
the interrelationship among a set of variables (between one continuous dependent variable 
and a number of independent variables). Multiple regression can also indicate how well a set 
of variables is able to predict a particular outcome, it also provides information about the 
model as a whole and the relative contribution of each of the variable that make up the model 
and allows testing whether adding a variable contributes to the predictive ability of the 
model, over and above those variables already included. Additionally multiple regression can 
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statistically control for an additional variable when exploring the predictive ability of the 
PRGHO¶3DOODQW 
Regression analysis was conducted to explore the interrelationship between gender, 
age and occupation and willingness to pay to play a hypothetical gamble. Regression analysis 
indicated that 12.2% of willingness to pay to play a hypothetical gamble was explained by 
gender, age and occupation. The rest 88.8% of the variance was explained by other variables 
that remain unexplained (not measured in this case). The f-statistic of 2.226 and significance 
of .047 implies that Ho: there is no relationship between gender, age and occupation and 
willingness to pay to play a hypothetical gamble, is rejected. Specifically, 
businessmen/women are willing to pay more to play a hypothetical gamble than lawyers and 
GRFWRUV 7KLV ILQGLQJ LV VWDWLVWLFDOO\ VLJQLILFDQW ZKHUH S½ DV WKH YDOXH LV  7KH
regression analysis indicated that there is no significant difference between gender and age 
and these variables to do not affect the willingness to pay to play the gamble. 
Regression analysis was also conducted to explore the interrelationship between 
gender, age and occupation and willingness to accept in order not to play a hypothetical 
gamble. Regression analysis indicated that only 5.0% of willingness to pay to play a 
hypothetical gamble was explained by gender, age and occupation. The rest 95.0% of the 
variance was explained by other variables that remain unexplained (not measured in this 
case). The f-statistic of .828 and significance of .551 implies that Ho: there is no relationship 
between gender, age and occupation and willingness to accept in order not to play a 
hypothetical gamble, is not rejected. Regression analysis indicated that there was no 
difference between gender, age or occupation. Furthermore, the regression  analysis indicated 
that neither gender, age not occupation made a significant contribution to willingness to 
accept in order not to play the gamble. 
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Finally, regression analysis was conducted to explore the interrelationship between 
gender, age and occupation and risk preferences in real life situation. Regression analysis 
indicated that 38% of willingness to pay to play a hypothetical gamble was explained by 
gender, age and occupation. The rest 62% of the variance was explained by other variables 
that remain unexplained (not measured in this case). The f-statistic of .8580 and significance 
of .000 implies that Ho: there is no relationship between gender, age and occupation and risk 
preferences in real life situation, is  rejected. Specifically, the regression analysis indicated 
that doctors are more risk averse than businessmen/women and lawyers. Moreover, there is 
no significant difference between genders, age, and occupation; and gender and age are not 
significant determinants of risk preferences in real life situations. 
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Chapter five: FINDINGS AND DISCUSSION 
 
 
5.1 Findings: 
 
The main finding is that Ho: there is no differences between risk preferences among 
occupation is rejected; specifically businessmen are less risk averse than doctors and lawyers 
for both hypothetical and real life risks. Another finding is that there are no gender and age 
differences in risk preferences in hypothetical and real life risk; with the exception of risk 
attitudes in real life for businessmen/women indicated that age does affect. Specifically, the 
majority of businessmen/women aged 18-25 were risk neutral (83.3%), as well as the 
majority of businessmen/women aged 50+ (66.7%). However, businessmen/women aged 26-
35 were risk loving (45.5%) and businessmen/women aged 36-50 were risk averse (36-50%). 
Moreover, all three professions acknowledge their risk preferences as when 
participants were asked if they enjoy taking risks and being at risks, they gave answers that 
reflected their risk attitudes in real life and as well as their attitudes in hypothetical scenarios. 
Furthermore, individuals (cross all three professions) risk preferences are not 
consistent with their risk preferences in real life. 
Finally, the framing effect as suggested by Kahneman and Tversky (1979) holds for 
businessmen/women but does not hold for doctors and lawyers.  
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5.2 Discussion: 
 
The fact that businessmen/women appear to be less risk averse than doctors and 
lawyers is explained by the fact that they are willing to pay more than the expected value in 
order to play a gamble, and prefer to choose the riskier options than the certain option for 
financial risks. Moreover, their risk attitude in daily life is more risky compared with doctors 
and lawyers. 
It can be argued that the finding that businessmen are risk lovers is in line with 
previous finding by Hartog, 2002, who studied risk preferences in the Charted Accountants 
profession. According to Hartog, 2002 accountants are risk lovers due to the nature of their 
SURIHVVLRQVSHFLILFDOO\DV+DUWRJDUJXHVµLWEHFRPHVDKDELWIRUDFFRXQWDQWVWRYDOXH
risky prospeFWVDQGH[SHFWHGYDOXH¶+DUWRJ6LPLODUO\-KRQVRQDQG3RZHOO
ZKRVWXG\ULVNSUHIHUHQFHVRIPDQDJHUVDUJXHWKDWµPRVWGHFLVLRQVE\PDQDJHUVDUHPDGHLQ
environments characterized by uncertainty, judgements often involve subjective assessments 
of the uncertain opportunities and threats or costs associated with particular actions. Decision 
making is therefore associated with risk taking, balancing potential rewards against the 
negative consequences of a particular course of action. High potential rewards are often 
associated with large potential losses and consequently the propensity of a manager to seek or 
VK\ DZD\ IURP VXFK KLJK ULVN RSWLRQV FDQ KDYH VHULRXV LPSOLFDWLRQV IRU WKH RUJDQL]DWLRQ¶
(p123). 
Following this line of argument, it can be argued that businessmen/women are risk 
lovers as a result of their profession. This is because they are constantly exposed to, and 
UHTXLUHG WRPDNHGHFLVLRQVXQGHUXQFHUWDLQW\DQG ULVN7KHUHIRUHDV µFRQYHQWLRQDOZLVGRP
asserts, the role model of an entrepreneur requires to make risky decisions in uncertain 
environments and hence that more risk averse individuals are less likely to become 
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HQWUHSUHQHXUV¶ &DOLHQGR HW DO  &RQVHTXHQWO\ RQH FRXOG DUJXH WKDW LQ RUGHU IRU
businesses to succeed, in other words to ensure high returns it is important for the people that 
UHSUHVHQWLWWREHDEOHWRWDNHXSKLJKULVNVDVµPDQDJHULDOLGHRORJ\SRUWUD\VDJRRGPDQDJHU
DV EHLQJ D ULVN WDNHU¶ 0DUFK DQG 6KDSLUD  +RZHYHU DFFRUGLQJ WR %UHQQH DQG
ShDSLUD  DQG 0XHOOHU  µPDQDJHUV GR QRW EHOLHYH WKDW ULVN DQG UHWXUQ DUH
SRVLWLYHO\FRUUHODWHG¶0DUFKDQG6KDSLUD 
The fact that this research finds that businessmen/women are risk neutral towards risk 
lovers confirms early studies by Cantillon (1755), Marshal (1890) and Knight (1921) who 
argue that entrepreneurs are risk bearers. This finding is also in line with the findings by 
&DOLHQGRHWDOµZKRDGRSWWKH*HUPDQ6RFLR- Economic Panel, which allows the use 
of experimentally validated measures of risk attitudes, find that individuals with lower risk 
DYHUVLRQDUHOLNHO\WREHFRPHHQWUHSUHQHXUV¶&DOLHQGR 
  Moreover, it can be argued that businessmen/women receive appropriate learning 
through University as they are taught probability theory and decision making, this therefore 
can explain risk preferences of young businessmen/women.  
 As mentioned in the literature review, risk preferences may be determined prior to 
engaging in an occupation. In other words it is not only occupation that determines risk 
preferences, but it can work vice versa, that is risk preferences can determine occupation. 
Therefore, it can be argued that the fact that businessmen/women are less risk averse can be 
explained by referring to KihlstURPDQG/DIIURQWVXJJHVWLRQWKDWµUXQQLQJDEXVLQHVV
is equivalent to the choice of a risk prospect, the less risk averse will become entrepreneurs 
ZKLOH WKH UHODWLYHO\ ULVN DYHUVH ZLOO SUHIHU WR EH HPSOR\HHV DQG ZRUN IRU D IL[HG ZDJH¶
(Guiso, and PDHLOOD0RUHRYHU.DQEXUDUJXHWKDWµWKHGHJUHHRIULVNDYHUVLRQ
is imperative in entrepreneurial decision; and therefore individuals who are more risk seeking 
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tend to chose to become entrepreneurs; compared to more risk averse individuals who choose 
employment which offers a fixed salary. 
One interpretation of why this dissertation found that doctors and lawyers are risk 
neutral towards risk averse could be explained due to the fact that doctors and lawyers learn 
through their profession not to take risks as they are constantly faced against choices that 
involve human lives which entails that the extent of which they are able to take risks is 
limited. They must not make choices based on feelings rather they must be more objective in 
their decision making.  
Moreover, as suggested by Curtley eW DO  µLQGLYLGXDOV H[KLELW ULVN DYHUVLRQ
when they are assessed by others after they have made a decision and perhaps they anticipate 
it will be difficult to convince others that they have made a good decision when the 
information available cannot bH GRFXPHQWHG SUHFLVHO\¶ REWDLQHG IURP .XQUHXWKHU HW DO
1995:347). The fact that the decisions made by doctors and lawyers may be assessed by 
others and may be held liable in case of making an ill decision (i.e doctors and lawyers may 
be accountable to the patients and clients families), may be a reason explaining their risk 
aversness. Moreover taking a decision that may have an adverse effect and may be criticised 
by others will most likely haunt their consciousness. Compared to businessmen, where lives 
aUH QRW DW VWDNH GRFWRUV DQG ODZ\HUV¶ GHFLVLRQ PDNLQJ FDQQRW EH DIIHFWHG E\ FRQWH[W DQG
environment. 
Furthermore, it can be argued that doctors and lawyers may rely on what March and 
Shapira (1992) refer to as reference points when making decisions under risk and uncertainty. 
That is, doctors and lawyers may regard the probability of failure as being high (over the 
reference point that they set) and may consequently result in severe consequences (i.e death 
of a patient or imprisonment of a client) and therefore may decide to refrain from taking up 
WKH FDVH 5LVN DYHUVHQHVV ZLOO EH KHLJKWHQHG ZKHQ LQGLYLGXDOV µKDYH OHVV NQRZOHGJH
70 
 
concerning the outcome of a situation and may therefore feel less competent and more 
XQZLOOLQJWREHWRQWKHHYHQWLQTXHVWLRQ¶+Hath and Tversky, 1991; obtained by March and 
Shapira, 1992:248) 
,W FDQDOVREHDUJXHG WKDW µEUDLQ VH[¶ LV DQ LPSRUWDQW LPSOLFDWLRQ LQ H[SODLQLQJ ULVN
attitudes. The human brain is divided into two hemispheres the left and the right. Evidence 
suggests that males use the left brain which is reality based, and requires being logical and 
paying attention to detail, while females are right brained which uses feelings, symbols and 
languages; and imagination rules (APP: The Daily Telegraph, October, 05, 2007).  Evidence 
E\ *RYLHU DQG %RGHQ  LQGLFDWH WKDW GRFWRUV VKRXOG KDYH PDOH GLIIHUHQWLDWHG EUDLQV¶
(obtained from Radford, 1998:10) that is, they are required to have logical, and reality based 
attributes. Although research by Gower and Bobby (1997) also indiFDWH WKDW µODZ\HUV
accountants, managers and tax inspectors also are left brain dominant as a result of the fact 
that these occupation require logical, sequential and analytical skills, this is not always the 
case, as individuals in such occupations may uVH ERWK VLGHV RI WKH EUDLQ¶ REWDLQHG IURP
Radford, 1998:9). This therefore may explain why doctors are more risk averse as they are 
required to be objective and logical compared to lawyers and businessmen/women who may 
be required to interpret symbols and languages; and are often required to perform based on 
feelings and instinct. 
The framing effect as suggested by Kahneman and Tversky (1979) does not hold for 
doctors and lawyers as regardless of the way answers are worded (initially positive and then 
negative), both lawyers and doctors chose answers B in both cases for question 8. However 
businessmen/women chose answer A in the first case and then chose answer B in the second 
case indicating that the way answers are framed affect their decision making under risk and 
uncertainty confirming Kahneman and Tversky (1979) findings. 
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The fact that the framing effect as suggested by Kahneman and Tversky (1979) does 
not hold for doctors and lawyers can be explained by the fact that doctors and lawyers learn 
through their profession to evaluate cases objectively and not based on emotions. This is 
especially the case for doctors as their decision involve human lives. Whereas 
businessmen/women often make decisions based on instincts and inside information, 
something that cannot be made in the case of doctors and lawyers. 
The finding that there was no association between the way in which individual 
perceive their risk preferences to be and their risk preferences in hypothetical gambling 
situations and in actual life indicates that individuals often overestimate their abilities but 
when faced with an actual situation other factors, often unconsciously impact their decisions. 
This can be explained due to the fact that individuals often view themselves in a positive light 
as suggested by Wallach and Wing (1968). 
Moreover, the fact that this dissertation found that there is no relationship between 
individual risk preferences in hypothetical and real life situation confirms Eckel and 
Grossman (2008) argument that risk attitudes vary across environments and contexts; Holt 
DQG/DXU\DUJXPHQWWKDWUHDOSD\RIIVLPSDFWLQGLYLGXDO¶VULVNDWWLWXGHVDQG3RZHOODQG
Ansic (1997) suggestion that laboratory experiments do not involve real winnings. Moreover 
Anderson and Brown (1984) suggestion that motivations are ignored in laboratory 
experiments is also confirmed. Along the same lines, another  important finding was that 
when participants were asked if there is anything else that they would like to add, indicated 
that they acknowledged the downsides associated with laboratory experiments mentioned 
above, as in particular one respondent (doctor) said that µLI \RXDVNPH WKH VDPHTXHVWLRQV
WRPRUURZ,ZLOOJLYH\RXGLIIHUHQWDQVZHUV¶. Another respondent (lawyer) admitted that µWKH
FRQWH[WPRWLYHVEHKLQGDGHFLVLRQFRQVHTXHQFHVRIDFWLRQVPRRGDIIHFWULVNSUHIHUHQFHV¶.  
72 
 
Respondents further acknowledge that they are different types of risk and each 
individual values each risk differently. As one respondent (doctor) said µWKHUHDUHdifferent 
kinds of risk for different kind of people. Some people may risk their lives but may be afraid 
WRULVNWKHLUZHOOEHLQJDQGWKHRSSRVLWH¶. Respondents also acknowledge that risks may often 
present opportunities. As one respondent (lawyer) said:¶some risks may lead to something 
EHWWHU EXW ZH PXVW EH FDUHIXO IRU VRPH ULVNV VXFK DV QRW ZHDULQJ D VHDWEHOW VPRNLQJ¶. A 
doctor said that µPDUULDJHDQGFKLOGEHDULQJDUHWZRRIIDFWRUVWKDWDIIHFWULVNDWWLWXGHV¶.  
Another interesting finding was that religion and personal ideologies affect 
individuals risk preferences. In particular two respondents (both businessmen) refrained from 
answering questions 6 and 7 that required that participants chose options in hypothetical 
gamble scenarios as a result of religious beliefs and personal ideologies. They argued that 
these two factors prevent them from engaging in gambling. This attitude is consistent with 
findings by Hartog et al (2002) who find that religion increases risk aversion; more 
specifically that risk aversion increases with church attendance. The reasoning that Hartog et 
al (2002) provide for this observation is that religious individuals perceive gambling as 
reducing their chances of a good afterlife.  
Participants throughout all occupations indicated that their willingness to accept a 
certain amount in order to stop playing the gamble was higher than the expected value, and 
was also much more than the money that they would pay to play the gamble. This finding 
confirms previous findings by Horowitz et DO ZKR VWDWH WKDW µSUHYLRXVDXWKRUVKDYH
shown that willingness to accept is usually substantially larger than willingness to pay, and 
most almost all have remarked that the willingness to pay/willingness to accept ration is 
much higher than their HFRQRPLF LQWXLWLRQ ZRXOG SUHGLFW¶ REWDLQHG IURP 3ORWW DQG =HLOHU
2005:531). This finding is not only due to misconceptions and confusion as suggested by 
Plott and Zeiler (2005), as anonymity was ensured but there were no incentive-compative 
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elicitation mechanism, and subjects did not receive practice and training on the elicitation 
mechanism before measuring valuations as was provided by Plott and Zeiler (2005). 
Therefore it can be argued that this may be a result of both a degree of misconception of the 
methodology of the experiment; but also it is due to human preferences. 
 It can further be argued that expected value theory is rejected as participants did not 
evaluate risky objects by their expected value. Instead participants indicated that they were 
willing to spend more than the expected value both for insurance and for gambles (when 
asked willingness to accept and willingness to pay). This indicates that the subjective 
expected utility is greater than the expected value. This can be explained by the IDFWWKDWµWKH
utility of insurance is higher than expected value since a loss without insurance may be often 
EH UXLQRXV¶:DUQHU\G - DQG WKH VDPH DSSOLHV IRU JDPEOH ZKHUH WKH µXWLOLW\
DSSHDUVWREHKLJKHUDVµSHRSOHGUHDPDERXWZLQQLQJKLJKSULFHV¶:DUQHU\G-751). 
This deviation of actual risky choices from expected value maximization confirms previous 
behavioural studies of decision making most carries out in laboratories (Warneyrd, 199).  
This findings also confirms the prospect thHRU\ ZKLFK DVVXPHV WKDW µVXEMHFWLYH
decision weights replace probabilities and that loss aversion rather than risk aversion is an 
RYHUULGLQJ FRQFHSWV DV SHRSOH SD\ DWWHQWLRQ WR JDLQV DQG ORVVHV UDWKHU WKDQ WR ZHDOWK¶
(Warneyrd,1996:751). Furthermore, as mentioned in the literature review, prospect theory 
H[SODLQVWKDWµSHRSOHDUHULVNDYHUVHIRUJDLQVZLWKKLJKSUREDELOLWLHVDQGIRUORVVHVZLWKORZ
probabilities and risk seeking for gains with low probabilities and losses with high 
probabilities. This pattern is explained by the weighting function for probabilities which 
overweights small probabilities and underweights moderate and high probabilities. The 
tendency for people to be risk seeking for gains with low probabilities is presumably 
enhanced with increasing amounts of money. They will accept low probabilities to win large 
prizes in lotteries. The existence of large prizes with low probabilities would be more 
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DWWUDFWLYH WKDQ WKH SRVVLELOLWLHV RI ZLQQLQJ VPDOO SUL]HV ZLWK PXFK KLJKHU SUREDELOLWLHV¶
(Warneyrd, 1996:751). 
This research found that gender in occupations does not affect risk preferences. This 
confirms previous studies by Johnson and Powell (1994) who found that gender differences 
in risk preferences exist for non-managerial population, but it does not exist for the 
managerial population. This finding also is in line with the findings by Welsh and Young 
(1984) and Birley (1989) who found no gender differences in risk preferences of 
entrepreneurs. It can be argued that gender differences in occupations is not different due to 
the fact that individuals receive the same education. Differences in risk preferences within 
RFFXSDWLRQ FRXOG EH LQVWHDG DWWULEXWHG WR µH[SHULHQFH LQIRUPDWLRQ DFFHVV DQG SHUVRQDOLW\
W\SHVDQGDJHUDWKHUWKDQJHQGHU¶-RKQson and Powell, 1994:133). Powell and Ansic (1997) 
KRZHYHUILQGJHQGHUGLIIHUHQFHVLQPDQDJHULDOSRSXODWLRQDQGDUJXHVWKDWµWKHVHGLIIHUHQFHV
are not explained by the context, instance of familiarity, ambiguity or gains and losses 
framing, but may be a reVXOWRIPRWLYDWLRQ¶S 
This research also further found that age in occupation is not a significant predictor of 
risk preferences. This finding is in strong contrast with the findings by Bring (1995) and 
Jianakoplos and Bernasek (1998) found that age is a significant predictor of risky behaviour. 
It is also in contrast to the findings by Harbaigh, Krause, Vesterlund (2002) who found that 
adults use subjective weights when evaluating a gamble over a loss. It can be argued that this 
finding follows the previous line of argument that individuals according to their risk 
preferences self-select themselves into occupations. Therefore neither age, neither gender 
affects risk preferences but it is intrinsic motivation as suggested by Johnson and Ainsic 
(1997) and personality traits. 
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Chapter six: CONCLUSIONS 
 
This research has attempted to review the literature up to date on individual risk 
preferences; the problems associated with the methodology adopted by others to research this 
topic have been identified as well as contradiction of findings and interpretations. This 
research has further attempted to point out the gaps of previous research. To date, the 
literature on occupation and risk preferences has been limited. Therefore, in an attempt to fill 
in the existing literature in this area, this research has introduced a new research group, 
namely doctors, lawyers and businessmen/women. 
The main finding of this research is that risk preferences vary between occupations. 
Specifically, businessmen/women are less risk averse compared to doctors and lawyers who 
are risk averse. Moreover, this research found that gender and age are not significant 
determinants of risk preferences within occupation. 
The fact that this research has found that risk preferences of individuals vary 
according to their occupation confirms previous research, such as Johnson and Powell (1994) 
who find differences in risk preferences amongst managerial population and non-managerial 
population.  
The fact that businessmen/women are less risk averse than lawyers and doctors can be 
H[SODLQHG GXH WR WKH IDFW WKDW µPRVW GHFLVLRQV E\ PDQDJHUV DUH PDGH LQ HQYLURQPHQWV
characterized by uncertainty, judgements often involve subjective assessments of the 
uncertain opportunities and threats or costs associated with particular actions. Decision 
making is therefore associated with risk taking, balancing potential rewards against the 
negative consequences of a particular course of action. High potential rewards are often 
associated with large potential losses and consequently the propensity of a manager to seek or 
VK\ DZD\ IURP VXFK KLJK ULVN RSWLRQV FDQ KDYH VHULRXV LPSOLFDWLRQV IRU WKH RUJDQL]DWLRQ¶
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(Jhonson and Powell 1994:123). Moreover, businessmen/women are more risk loving 
because in order for businesses to succeed, in other words to ensure high returns it is 
LPSRUWDQW IRU WKH SHRSOH WKDW UHSUHVHQW LW WR EH DEOH WR WDNH XS KLJK ULVNV DV µPDQDJHULDO
LGHRORJ\SRUWUD\VDJRRGPDQDJHUDVEHLQJDULVNWDNHU¶0DUFKDQG6KDSLUD 
Whereas doctors and lawyers learn through their profession not to take risks as they 
are constantly faced against choices that involve human lives which entails that the extent of 
which they are able to take risks is limited. They must not make choices based on feelings 
rather they must be more objective in their decision making. 
Moreover, it can be argued that it is not occupation that reflects risk preferences but 
actual individual risk preferences lead individual to seek occupations that reflects their actual 
risk preferences. For example individuals choose to become businessmen/women because it 
is a profession that requires individuals to be risk lovers, whereas risk averse individual 
choose to become lawyers and doctors because this is required by their occupation. 
In addition, the fact that age and gender does not affect risk preferences of 
professionals could be due to the fact that risk preferences are determined by intrinsic 
motivations and experiences. The finding that gender does not affect risk preferences is also 
in line with Johnson and Powell (1994) but is in contrast with the findings of Powell and 
Ansic (1997).  
Moreover, this dissertation found that the framing effect as suggested by Kahneman 
and Tversky (1979) does not hold for doctors and lawyers can be explained due to the fact 
that in these profesions that involve human lives, professionals learn not to let their emotions 
influence their decisions. This is not the case with businessmen/women who are not faced 
with human lives but with money and are often called to base their judgements on feelings 
and emotions. 
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The finding that there was no association between the way in which individual 
perceive their risk preferences to be and their risk preferences in hypothetical gambling 
situations and in actual life indicates that individuals often overestimate their abilities. 
Moreover, the fact that this dissertation found that there is no relationship between individual 
risk preferences in hypothetical and real life situation confirms Eckel and Grossman (2008) 
argument that risk attitudes vary across environments and contexts; Holt and Laury (2002) 
DUJXPHQW WKDW UHDO SD\RIIV LPSDFW LQGLYLGXDO¶V ULVN DWWLWXGHV DQG 3RZHOO DQG $QVLF 
suggestion that laboratory experiments do not involve real winnings. Moreover Anderson and 
Brown (1984) suggestion that motivations are ignored in laboratory experiments is also 
confirmed. 
It is important to know what the risk preferences of each profession are and to 
acknowledge that gender and age are not associated with risk preferences amongst 
professions in order to avoid stereotypes. That is, young doctors and lawyers and female 
EXVLQHVVZRPHQVKRXOGQRWKDYHDWWDFKHGODEHOVDVEHLQJµLQFDSDEOHRIGRLQJDJRRGMRE¶ 
It is important that stereotypes seize to exist in order for societies to prosper and 
advance. In order for this to be achieved there is a need for this information to be transmitted 
to individuals and the principal way for this to be achieved is through media and education in 
schools. The government, church, schools and societies in general must take have a primary 
role to play and must take collective action in order to transmit these ideas. 
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6.2 Limitations of this study and Recommendations for further research: 
  
Looking back at this dissertation I come to realize that there are some drawbacks 
associated with this research. To begin with, it can be argued that due to the limited time and 
financial resources this dissertation was unable to expand to more geographical areas and 
professions in order to understand individuals risk preferences; but instead it focused in the 
UK and Cyprus and on Businessmen/women, Lawyers and Doctors, therefore it cannot be 
considered as a fair representation of the world. It is therefore suggested that for future 
research that the sample size is increased and other that other geographical areas and 
professions are also considered. 
Moreover this dissertation due to lack of time it was unable to examine further 
variables that affect risk preferences such as income, marital status, number of dependents 
and religion which could allow to expand the discussion of whether further demographic 
variables affect risk preferences. It is therefore suggested that those variables are examined, 
especially due to the fact that many respondents when asked if there is anything else to add, 
they said that the number of children and marital status affects their risk preferences. 
 It can be suggested that it would have been interesting to examine risk preferences 
across time and examine whether certain scenarios or conditions incurred in the past has 
changed or affected participants risk preferences. 
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6.3 Reflections:  
 
Despite the drawbacks discussed above of this dissertation in general I believe that the 
findings of this dissertation successfully answered all the research questions and allowed for 
better insights to be gained on individuals risk preferences. Moreover, this research project 
was able to add to knowledge as many of the findings contradicted some of the previous 
literature and thus this dissertation was able to fill in some gaps that existed in previous 
literature. 
Throughout the completion of this research project I came to develop and improve my 
skills a great deal. I learned the importance of timing and planning which are very important 
skills for any research and researcher. I believe that I was very well organized throughout my 
dissertation which allowed me to finish the dissertation on time and have time to proof read it 
to ensure that there are no mistakes such as grammar mistakes. 
Time management proved to be very important because this allowed me to properly 
deal with problems and issues that arose throughout the completion of this dissertation. For 
example, although the one clinic which I initially planned to visit agreed that they would be 
able to accommodate me; two weeks before my agreed visit they informed me that 
unfortunately they were be unable to do so. The ahead planning allowed enough time to 
contact other clinics and arrange the visits. 
 
         Total word count: 20,000 
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Appendix 1: Questionnaire: 
 
 
I would like to thank you for your participation and time in answering this 
questionnaire which is for the dissertation that I am completing as partial fulfilment of 
my Masters degree in MA Risk Management at the University of Nottingham. The aim 
RI WKLV TXHVWLRQQDLUH LV WR XQGHUVWDQG GLIIHUHQW LQGLYLGXDO¶V DWWLWXGHV WRZDUGV ULVN
Please note that this questionnaire is anonymous and the answers that you provide will 
remain confidential; I would therefore like to ask that you answer these questions as 
honestly as possible bearing in mind that there is no right or wrong answer. Please also 
note that this questionnaire is researching a sensitive topic therefore it is not a 
requirement to answer any question that you do not want or find is personal.  The 
questionnaire will begin in the following page. 
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1) Please indicate your gender: 
          Male                                              Female     
 
 
 
 
 
2) Please indicate your age: 
 
             18-25                          26- 35               36 ± 50                50+         
 
 
 
 
3) Would you say that you: 
 
 Enjoy taking risks  
 
 
Quite like taking risks  
 
 
Do not mind taking risks 
 
 
Prefer not to take risks 
 
 
Do not like taking risks 
 
 
 
 
4) Would you say that you enjoy being at risk? 
 
Always             Often                   Sometimes             Rarely                 Never 
 
 
 
 
 
 
 
 
89 
 
5) Suppose there is a bag that contains 100 balls, some of which are white and some of 
which are black, if you are given the option to play; you win £100 if the ball you draw is 
white and £0 if the ball that you draw is black. Which of the following options would you 
choose from if: 
45% of the balls are white:         Play      or     get  £50 for sure 
 
51% of the balls are white:         Play        or   get  £50 for sure 
 
 
Please state the maximum amount of money you are willing to pay to play the lottery if the 
proportion of white balls is as follows: 
 
10%                       £.... 
 
30%                       £.... 
 
50%                       £.... 
 
70%                       £.... 
 
90%                       £.... 
 
 
Please state the maximum amount of money you are willing to accept in order not to play 
the lottery if the proportion of white balls is as follows: 
 
10%                      £.... 
 
30%                      £...... 
 
50%                      £...... 
 
70%                      £.... 
 
90%                      £... 
 
 
 
6) Suppose that we toss a coin. Please chose between the following two options: 
 
 
1) Receive £100 with either heads or tails 
 
 
2) Receive £200 with heads and £0 with tails 
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7) Suppose that you must choose between two policies to combat a disease that is expected 
to kill 600 people. Which of the following two options would you choose from? 
 
A) 200 people will be saved 
 
B) 1/3 probability that 600 people will be saved and 2/3 probability that no one will be 
saved 
 
Now suppose that for the same problem you are given other two options to choose 
from. Which one would you choose? 
 
C) 400 people will die 
 
D) 1/3 probability that no one dies and 2/3 probability that 600 people will die 
 
 
8) Have you or would you engage in any of these activities?    
 
 YES MAYBE SOMETIMES NEVER 
Bungee jumping  
 
   
Play at the 
casino 
 
 
   
Exercise  
 
   
Buy insurance  
 
   
Wear seatbelt  
 
   
Smoke  
 
   
Drive over the 
limit indicated 
 
 
   
 
 
 
9) Is there anything else that you would like to add? 
 
 
 
 
 
                                  
     
                                                           THANK YOU! 
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Appendix 2: Doctors: 
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Point 2 is the expected value. 
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Appendix 3: Graphs- Lawyers: 
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Point 2 is the expected value. 
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Appendix 4: Businessmen/women: 
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Point 2 is the expected value. 
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