Optimum multiple- and single-stress accelerated life tests by Escobar, Luis Alberto
Retrospective Theses and Dissertations Iowa State University Capstones, Theses andDissertations
1981
Optimum multiple- and single-stress accelerated
life tests
Luis Alberto Escobar
Iowa State University
Follow this and additional works at: https://lib.dr.iastate.edu/rtd
Part of the Statistics and Probability Commons
This Dissertation is brought to you for free and open access by the Iowa State University Capstones, Theses and Dissertations at Iowa State University
Digital Repository. It has been accepted for inclusion in Retrospective Theses and Dissertations by an authorized administrator of Iowa State University
Digital Repository. For more information, please contact digirep@iastate.edu.
Recommended Citation
Escobar, Luis Alberto, "Optimum multiple- and single-stress accelerated life tests " (1981). Retrospective Theses and Dissertations. 7416.
https://lib.dr.iastate.edu/rtd/7416
INFORMATION TO USERS 
This was produced from a copy of a document sent to us for microfilming. While the 
most advanced technological means to photograph and reproduce this document 
have been used, the quality is heavily dependent upon the quality of the material 
submitted. 
The following explanation of techniques is provided to help you understand 
markings or notations which may appear on this reproduction. 
1. The sign or "target" for pages apparently lacking from the document 
photographed is "Missing Page(s)". If it was possible to obtain the missing 
page(s) or section, they are spliced into the film along with adjacent pages. 
This may have necessitated cutting through an image and duplicating 
adjacent pages to assure you of complete continuity. 
2. When an image on the film is obliterated with a round black mark it is an 
indication that the film inspector noticed either blurred copy because of 
movement during exposure, or duplicate copy. Unless we meant to delete 
copyrighted materials that should not have been filmed, you will find a good 
image of the page in the adjacent frame. If copyrighted materials were 
deleted you will find a target note listing the pages in the adjacent frame. 
3. When a map, drawing or chart, etc., is part of the material being photo­
graphed the photographer has followed a definite method in "sectioning" 
the material. It is customary to begin filming at the upper left hand corner of 
a large sheet and to continue from left to right in equal sections with small 
overlaps. If necessary, sectioning is continued again—beginning below the 
first row and continuing on until complete. 
4. For any illustrations that cannot be reproduced satisfactorily by xerography, 
photographic prints can be purchased at additional cost and tipped into your 
xerographic copy. Requests can be made to our Dissertations Customer 
Services Department. 
5. Some pages in any document may have indistinct print. In all cases we have 
filmed the best available copy. 
Uni liversiV 
Micronlms 
International 
300 N /tt B HD ANN AHBOH, Ml 48106 
8209116 
Eacoter, Lois Alberto 
OPTIMUM MULTIPLE- AND SINGLE-STRESS ACCELERATED LIFE TESTS 
Iowa State Univmity PH.D. 1981 
University 
Microfilms 
Intsrnâtionâl 3%s.Z^bRomlAnnAAor,MI48106 
Optimum multiple-and single-stress accelerated 
life tests 
by 
Luis Alberto Escobar 
A Dissertation Submitted to the 
Graduate Faculty in Partial Fulfillment of the 
Requirements for the Degree of 
DOCTOR OF PHILOSOPHY 
Major: Statistics 
Iowa State University 
Ames, Iowa 
Approved : 
In Charge of Major Work
For the Major Department 
1981 
Signature was redacted for privacy.
Signature was redacted for privacy.
Signature was redacted for privacy.
11 
TABLE OF CONTENTS 
Page 
I. INTRODUCTION 1 
A. Introduction 1 
B. Characteristics of Accelerated Life Tests 1 
1. Models 1 
2. Censored data 3 
C. Estimation In Accelerated Life Tests 4 
1. Linear estimation based on observed order 
statistics 4 
(a) Method A 5 
(b) Method B 6 
D. Optimal Designs 8 
E. An Overview of the Present Research and Summary 
of Results 11 
II. ACCELERATED LIFE TESTS FOR COMPLETE AND TYPE II CENSORED 
DATA UNDER A WEIBULL DISTRIBUTION 14 
A. Introduction 14 
B. Definition of the Problem 14 
1. Notation, definitions, and assumptions 14 
2. Underlying model 17 
3. Problem 19 
C. Estimator for Extrapolation and its Variance 21 
1. General formulae 21 
2. Variance formula - designs in k+1 points 25 
D. Remark 29 
iii 
Page 
III. APPROXIMATED MODEL INFORMATION MATRIX - WEIBULL 
DISTRIBUTION 30 
A. Introduction 30 
B. Asymptotic Model Information Matrix at 
Individual Points in the Design 30 
C. Approximate Variance Formulae for Designs 
In k+1 Points 41 
D. Optlmallty of Designs with (k+1) and 
[(k+1)(k+2)+2]/2 Points in the Support 43 
E. Relation of Magnitude between the Components 
of Var(Yp) 49 
F. Remark 52 
IV. SINGLE STRESS OPTIMAL DESIGNS 59 
A. Introduction 59 
B. Equivalent Problem 59 
C. Elfving's Theorem 65 
D. Minimization Problem 66 
E. Single Stress Optimal Designs 69 
F. Example 75 
V. MULTIPLE STRESS OPTIMAL DESIGNS 78 
A. Introduction 78 
B. Product Models 78 
C. Polynomials in r Dimensions of Degree Less Than or 
Equal to s 85 
1. Polynomial with r = 2 and s = 1 87 
2. Polynomial with r = 3 and s = 1 91 
iv 
Page 
D« Polynomial in Three Variables with First Order 
Terms and Cross Products of Second Order 93 
E. Example 100 
F. Remark 101 
VI. BIBLIOGRAPHY 103 
VII. ACKNOWLEDGMENTS 106 
VIII. APPENDIX: A MOMENT PROBLEM 108 
A. Introduction 108 
B. Existence 108 
C. Computational Method and Examples 113 
V 
LIST OF TABLES 
Page 
-1 -1 
Table 3.1. True and approximated values for 1ÎV, l./n., l!V. Z,/n., 
and -i^"i asymptotic values 54 
Table 3.2. True and approximated values for IjV^^l^/n^, l^V^^Z^/n^, 
and using a modification to the asymptotic 
values 56 
k 2 
Table 3.3. A range of percentiles for which Z L (x|^)/(l'V 1.) 
is the dominant term i=0 58 
Table 4.1. Optimal allocations. Gumbel distribution with a 
quadratic location parameter 76 
Table 4.2. Efficiency of the proposed design, respect to a 
standard design Ç 77 
Table 5.1. Solutions to the system of equations (5.22) 99 
Table 5.2. Optimal allocations 102 
Table 5.3. Efficiency of the proposed design, respect to a 
standard design C 102 
vi 
LIST OF FIGURES 
Page 
Figure 5.1. Optimal supports for extrapolation at x^ with a 
polynomial of degree one in two variables 90 
1 
I. INTRODUCTION 
A. Introduction 
Accelerated Life Tests (ALT) are used to obtain timely Information 
about the life characteristics of certain materials and products. The 
basic idea is to systematically subject test units to higher than usual 
levels of stress or some combinations of stresses. The effect is to 
compress time by Inducing early failures. The information obtained from 
such tests is then used, through a statistical model relating stress to 
the parameters of the product's life distribution, to make inferences 
about life at specified design conditions. Common accelerating stresses 
Include, for example, voltage, temperature, pressure, and vibration. 
B. Characteristics of Accelerated Life Tests 
In the parametric approach of ALT, it is assumed that the product's 
life follows a certain distribution with a parameter or parameters 
related to the stress levels. It Is generally assumed that changing 
the level of stress, within a specified experimental region, will not 
change the type of distribution. 
1. Models 
One needs to choose an appropriate model to explain the 
relationship between the parameters of an assumed distribution and 
the accelerating stresses. The model should hold, at least approxi­
mately, over the entire range of stresses used for testing and 
inference. Most of the popular models used In ALT are derived from 
2 
the chemistry and physics of degradation and failure of products and 
materials. For example, when y Is a parameter of the time-to-fallure 
distribution, some popular models that relate y to a stress or stresses 
Include: 
(i) The Inverse power rule 
y(x) - X expCgg) (3j^ < 0) , 
where x Is voltage and 3^, 3^^ are unknown parameter. 
(11) The Eyring model for a single stress 
y(x) = X exp(3o+3^/x) , 
where x is temperature and 3q. 3^^ are unknown parameters. 
(ill) The generalized Eyring model 
y(x) - Xj^[exp(3Q)][exp(3j^/xj^)][exp(32X2"''^3*2''*l^^ ' 
where x' " (x^.xg), Xj^ is temperature, and x^ is another stress like 
voltage or cycling rate. 
Finkelstein, Schafer and Yurkowsky (1967), Nelson (1974), and 
Al-Khayyal and Singpurwalla (1977) describe these and other models. 
One can use several time-to-failure distributions with these 
models. For example, consider the Weibull inverse power rule model. 
In this situation the time-to-failure, T , at the stress x , follows 
the distribution 
3 
t 
1/a" 
1 - exp M(X) 
6i 
t _> 0, o > 0, v(x) - X bxpCBq) > 0 
2. Censored data 
In general, an ALT Involves the testing of n^ units at x^ 
(1=0 i) , where the x.'s are different levels of stress or 
-1 
combinations of stresses. We are Interested in the failure times 
of the units at each of the levels of stress. Sometimes, due to 
practical limitations or in order to save time, one terminates the 
experiment before all units have failed. Then at each x. the data 
consist of failure times and of running times on unfalled units, 
yielding censored data. There are two major types of censoring that 
occur in life testing: 
(1) Type I censoring. This involves running each unit for a 
prespecifled time unless it falls sooner. Then the censoring times 
are fixed, and the number of failures is random. 
(11) Type II censoring. This Involves simultaneous testing 
of the units until a prespecifled number of them fail. The common 
censoring time is random, and the number of failures is fixed. 
In this thesis we deal with Type II censored data. 
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C. Estimation In Accelerated Life Tests 
There are several methods available for fitting parametric models 
to ALT data. The more common are: 
(1) Graphical estimation. This is easy to apply but It is 
subjective (see Nelson (1972)). 
(11) Ordinary least squares. This is correct only for complete 
data (see Nelson (1975)). 
(ill) Maximum Likelihood. This is generally applicable (see 
Hendrickson and Nelson (1972)). 
(Iv) Linear estimation based on observed order statistics. This 
is strictly correct for Type II censored data (see Hahn and Nelson 
(1974)). 
In this thesis, we work with linear estimation based on observed 
order statistics. This method is easy to apply and gives closed form 
expressions for the estimators and their variances. When all units 
are tested at the same stress and certain regularity conditions are 
met, this method is asymptotically efficient relative to the Maximum 
Likelihood method (see David (1981, page 276)). 
1. Linear estimation based on observed order statistics 
In ALT, there are two major estimation procedures based on order 
statistics (see Hahn and Nelson (1971)). Let us call these method A 
and method B. We illustrate these two procedures using the following 
experiment. 
Suppose that, at the stress x , the life of a product follows a 
location scale distribution with parameters 0(x) » E 0 f (x) and a , 
j-0 J J 
respectively. The functions f^ are given and the parameters 
a, are unknown. At each one of a given set of x^'s , we 
test n^ units and we observe the first m^ failures (i=0,...,& ; 
)l>k; m^>2;x^^Xj,ilj) . Assume that experiments at different x^'s are 
independent. The problem is to estimate o, 6^, ..., . 
We will show, in Chapter II, that the data at x^ follow the 
linear model 
Ï1 - + ?i => + • 
E(É^) - 0, Var(€j) - o'Vj (1-0 Î) , (1.1) 
where 
1^ is m^ X 1 vector of ones. 
is the m^ X 1 vector of observed ordered failure times. 
is a m^ X 1 vector of known constants, 
and is a m^ X m^ matrix of known constants. 
The constitution of and is described in Chapter II. 
(a) Method A 
We rewrite equation (1.1) as 
-i " ii[fo(-i)'"''fk(%i)%! + ZiO + Çi . 
or 
Ï1 ' »!§ + Zi O + . 
6 
where » • • • » ] " 
Putting together the observations at Xq, ..., Xj^, we obtain 
Y - R 6  +  Za+ e ,  
E(€)- 0 , Var(€)- a^dlagCV^,...,- o'v , 
where 
(1.2) 
%0 
h 
, z 
3o 
h 
. R -
From (1.2), using generalized least squares (GLS), we obtain BLUE for 
a and 6 • Let us call these estimators a and 8 , respectively. Of 
course, certain conditions are needed to have estimable parameters. 
These are discussed in Chapter II. 
(b) Method B 
This is a two step process. First, consider the model (1.1); 
that Is, 
Ï1 - + Zi ^ + ii . 
E(e^)' 0 , Var(€^)- (1-0 Z) . (1.3) 
4r A 
At each x. , we obtain unbiased estimator 0 (x.) and a. for 9(x.) 
— 1 —1 1 —1 
and a , respectively. These estimators are obtained from 
' 
where 
*1 " lii • 
7 
Also 
Var 
e*(x^) 
Second, consider the Identities 
e*(x ) = E 8 f (x ) + e* 
-i j.o j j -1 1 
(i=0,...,Jl) , (1.4) 
where 
e* - 0*(x^)-0(x^) , 
E(e^) = 0, Var(e^) » Var(0 (x^)) , 
Cov(e*,e*) » 0 (i+j) . 
Since Var(e^)/a^ is a known constant, we apply GLS to (1.4) to get an 
unbiased estimator, 3 , for B . The estimator 3 is obtained from 
*  - 1  ~  *  _ i  *  
X' (V ) x6 - X' (V ) e , (1.5) 
where 
V* » ^  diag(Var(e*),...,Var(e*)) , 
8 
and 
e* - [0*(xQ),...,e*(xj^)]' , 
Similarly, from the Identities 
* , * * 
- a + (o - a) - a + e^ (1=0,...,«,) , (1.6) 
we obtain, using GLS, an unbiased estimator, 5 , for o . 
Again, certain conditions are needed to have estimable parameters. 
Basically, the matrix X In (1.5) has to be of full column rank. 
In general. Method A and Method B are not equivalent; that Is, the 
estimators 8 and a given by Method A are not equivalent to the estimators 
8 and ô given by Method B. Under the proposed set up. Method A Is the 
one that produces BLUE for 8 and a . In this thesis we use Method A. 
D. Optimal Designs 
Meeker and Nelson (1978), and Meeker and Michael (1981) review the 
literature on optimal plans, when Maximum Likelihood is used to fit an 
ALT model to Type I censored data. 
Mann (1972) considers the optimal designs of ALT under the model 
(1.1) and Type II censored data, where the logarithm of time-to-failure 
is assumed to have the location scale Gumbel distribution. The 
k 4 
location parameter Is of the form 9(x) = E 8.x (x E [a,b]) , where 
j-0 J 
1/x is the stress. The scale parameter a is assumed to be Independent 
of X . The experimentation region is the finite interval [a,b] and the 
nominal testing level, x^ , does not belong to [a,b] . Mann defines 
the problem as that of "determining the design for obtaining the least-
9 
squares-curve Intercept with minimum variance at the nominal testing level", 
We can interpret and summarize Mann's results, in our notation, as follows: 
(i) Let us write model (1.2) as 
Y - R§ + ^  + e , E(€) - 0, Var(C) = o^V , 
where 
Y, R, 8» and Z are defined as in (1.2). 
Rewrite the model as 
Y - R6 + y, E(U) - Var(U) - a^V , 
where 
U - Za + € . 
(ii) We define 8 as the vector 6 that minimize the sum of squares 
given by 
(Y-R6)'V"^(Y-R6) . 
The solution to this obtained from 
R'V'^RB* = R'V~^Y . 
(ill) f'(x„)8* is what Mann calls the least-squares intercept at the 
— U — 
nominal stress , where f(Xjj) " [l»»'-.Xp]' . Therefore, her 
minimization objective is to find {xq,...,Xj^} and {nQ,...,n^} 
k 
( E n, - n) that minimizes 
i-0 
Var(f ' (Xjj)8*) -a^f • (Xjj) [R'v"^R]"^f (Xp) . 
10 
(Iv) For complete samples (m^-n^; i"0,...,k) and x^'s taken 
values in [-1,1] , Mann gives the following solution for the optimal 
x^'s and p^'s 
(l-0.43(k+l)/n)lL^(Xjj)| Q ^3 
Pi k + "ir • 
: |L,(XD)| 
j-0 J 
x^ - cos ((k-i)7r/k) , 
where L^Cxjj) (1-0 k) are defined by (2.4). 
This result is based on the approximation l^V^^l^ - n^ - 0.43 , where 
is the variance and covariance matrix of the n^ order statistics 
at x^ . 
(v) Based on the optimal design, Mann estimates linear 
combinations of (6,o) using best linear Invariant estimators. 
Definitions, properties, and motivations for this type of estimation 
are discussed in Mann (1969). 
This thesis was motivated by Mann's (1972) paper. We now 
discuss the relationship between her paper and this thesis. 
We also consider a location scale Gumbel distribution, and, as we will 
see In Chapters III and IV, our minimization criterion is the same 
as that used by Mann. We arrive at this criterion from a different 
point of view. Our main objective is to minimize Var(Yp), where is 
the BLUE for the lOOpth percentile of the distribution at x^ . Since 
the minimization of Var(Y^) seems to be exceedingly difficult from an 
analytical point of view, our main results are concerned with designs that 
11 
minimize a^f ' (Xj^) [R'V ^R] ^ f(Xjj) . This term is one of the components 
of Var(Y^); we will see that, in some cases, this is the dominant term 
in Var(Yp) . The main differences between Mann's work and ours are; 
(1) The estimation procedures are different. We use BLUE 
Instead of the best linear Invariant estimator used by Mann. 
(11) We deal with complete and censored data. Mann addresses 
the optimal design problem only for complete data. 
(ill) We work with single and multiple stresses. Mann considers 
the optimal design problem in the case of a single accelerating stress. 
(iv) In the case of a single accelerating stress, the location 
k 
parameter we consider is of the form 9(x) • Z 0 f (x) , where 
j-0 ^  J 
{fQ,...,f^} is a T-system of functions. This includes, as a particular 
k 4 
case, the polynomial form 6(x) - E Gux^ addressed by Mann. 
j-0 J 
(v) We use asymptotic theory to approximate the elements in 
the model information matrix for complete and censored data. The 
approximation given by Mann Is unexplained. 
E. An Overview of the Present Research and 
Summary of Results 
This thesis is divided into four major parts. Chapter II gives 
general formulae to compute the BLUE for the parameters in the model, 
and variances of the estimates, when an ALT is conducted at two or more 
levels of stress. We assume that the life distribution (or a trans­
formation of It) belongs to a location scale family. The location 
12 
parameter Is a linear function of the stresses, and the scale parameter 
Is assumed to be Independent of the stresses. We consider Type 11 cen­
sored data throughout the estimation procedure. In Chapter II, Section 
B, we establish the underlying model. In Section C, we give BLUE, and 
their variances, for the parameters in the model. We then derive ex-
A ^ 
pressions for and VarCY^) . Also, in Section C, we show some rela­
tionships between our estimation procedure and Lloyd's (see David (1981, 
page 128)) technique to obtain BLUE for the location and scale parameter 
of a distribution. 
In Chapter III, the underlying distribution is a location scale 
Gumbel distribution. In Section B, we find the asymptotic model 
information matrix at each point, x^ , in the design. This asymptotic 
matrix depends on the proportion of observed failures, X^, at the 
corresponding point, x^ , of the design. We give a numerical procedure 
to compute the asymptotic values. Also, we propose an approximation of 
the model information matrix when the sample size is not large. In 
Section C, we use the asymptotic values found in Section A, to approxi­
mate Var(Yp) . In Section D, we show the optimality of designs in 
k+1 points for minimizing Var(Yp) when the proportion of censoring is 
uniform and when the location parameter Is a kth degree polynomial. In 
Section E, we show the optimality of designs In at most ((k+l)(k+2)+2)/2 
points when the proportion of censoring is uniform and the location 
k 
parameter has the general form I 3 f (x) , where the 3.'s are unknown 
j-0 J J " J 
13 
and the f^'s are known functions of one or more variables. In Section 
F, we study the relative magnitude of the components of Var(Yp) , and 
we propose to restrict the optimization to designs that minimize the 
dominant component of Var(Yp) . 
In Chapter IV, we study the problem of optimal designs for ALT 
using a single accelerating stress. In Section B, we show that the 
proposed minimization problem can be reduced to a problem of optimal 
extrapolation under a standard linear model. In Section C, we review 
Elfvlng's theorem. In Section D, we consider optimal designs with 
k+1 points in the support and we give a sufficient condition to 
characterize an optimal support {x°,...,x°} . The optimal allocations 
{p°,...,p°} are expressed as functions of the x^'s and the proportion 
of observed failures at each x°, (1=0,...,k) . In Section E, we 
review the characterization of optimal designs when the location parameter 
k 
is of the form T, B.f.(x) , where {f^,...,f,} is a T-system of functions. 
j=0 J J " 
In Chapter V, we consider the problem of optimal designs for ALT 
using two or more accelerating stresses. In Section B, we review and 
extend the characterization of optimal designs when the "regression 
k 
function", Z $.f (x) , is essentially of a product type. In Section C, 
j=0 ^  
we consider polynomials in r dimensions of degree less than or greater 
to s. A general expression for the global minimum that one should 
achieve with the optimal design is derived. We exhibit optimal designs 
for special cases of r * 2, s « 1; r = 3, s • 1. In Section D, we give 
optimal designs where the regression is a polynomial in three variables, 
with first order terms and cross products of second order. 
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II. ACCELERATED LIFE TESTS FOR COMPLETE AND TYPE II 
CENSORED DATA UNDER A WEIBULL DISTRIBUTION 
A. Introduction 
This chapter outlines the problem of accelerated life testing with 
type II censored Welbull data. The natural logarithm of the scale param­
eter of the Welbull distribution is assumed to be a linear function 
k 
Z 6 f (x), where 3 , ..., 6 are unknown constants, and f^, ...» f. j _ Q j J -  U  K  U  K ,  
are known functions of the stresses x. The Welbull shape parameter, 
I/o, is unknown and it is assumed to be independent of the stresses. 
First, we Introduce a parametrlzation which is used to develop a linear 
model that allows linear estimation of the unknown parameters o, 
..., 8j^ . This is followed by a derivation of general formulae for 
the best linear unbiased estimator of the lOOpth percentile of the 
log-life distribution at a point, x^, outside of the experimental region. 
The variance of this estimator is also derived. Finally, we show 
alternative formulae for the variance of the estimator for designs with 
the minimum number of points that allow linear estimation of all of the 
parameters in the model. 
B. Definition of the Problem 
1. Notation, definitions, and assumptions 
Let us define: 
X is a compact subset of , 
x^ Is a point in R® and x^ ^  X , 
15 
f' • la a known vector of kfl linearly 
Independent, real valued, continuous functions 
defined on R® with f_fx) - 1 for all x , 
u — — 
and n Is the number of available units for testing. 
Let W(y(x),l/a) denote the Weibull distribution with scale parameter 
p(x), shape parameter I/o, and cumulative distribution function (cdf) 
W(t;y(x),1/a) - 1 - exp t l/al (2.1) 
where 
t > 0, a > 0, y(x) > 0 , 
y(x) » exp 
and a, .... are unknown parameters. 
A life test experiment with type II censored data is defined by 
"^01 ^Ong T&l' •••• 
m. 
-0 
m. 
-1 
X. G X, n - Z n, , 
1-0 
where Is a random sample of size n^^ from W(y(x^),l/o), 
16 
n, is the number of units allocated at x. , and m.(m.<n.) is the number 
1  - 1 1  1 —  1  
of units that have to fail before experimentation is stopped at x^ 
(1=0,...,%) . At each x^ , we only observe the smallest values in the 
sample . Samples at x^ and Xj (i^j) are independent. 
The set defined by 
PQ' 
n^ I 
a
 
o
 
• • » 
(2.2) 
*0' .. , x^ 
is called the design of the experiment. The sets {pQ,...,p%} and 
{xq,...,Xj^} are called the allocation and support of , respectively. 
We will refer to X as the experimentation region; the elements of 
X are said to be stress conditions, simply called stresses, and x^ is 
the design stress. Sometimes, we refer to as an exact design. An 
approximate design is a set like (2.2), where the n^'s and m^'s are 
not required to be Integers. We do not make an explicit distinction 
between exact and approximate designs; nor do we use different notation. 
Qualifications are made when needed to avoid confusion. When the number 
of elements in the support of is clear from the context or when it is 
not relevant, we write ^ . 
Finally, we see from (2.1) that if T has a W(vi(x),l/a) distri­
bution, then Y = &n(T) has a Gumbel or smallest extreme value 
distribution, say G(0(x),a), with cdf 
17 
G(y;0(x),a) - G 
where 
y - 0(x) 
_  œ  <  y  <  0 0  ,  ( 2 .  
£n(y(x)  = 0(x) - ï, 3.f.(x) and G (y) • 1 - exp(-exp(y)) . 
j-0 j J 
When the location parameter, 6(x), is 0 and the scale parameter, a, 
is 1 we say that the distribution is standardized; in this case we 
write G(y;9(x),o) = G(0,1) . 
2. Underlying model 
For an experiment with a design we will give a parametrization 
of the observed values that allows, under an assumption to be given 
later, linear estimation of the parameters O, 3q, ..., 6^ . 
The data from the experiment are 
^Izn^ - ••• - ''^m^rn^ -i ' 
or 
^l:n^ - - \^:n^ -i (1=0,...,%), 
where 
ln(T) - 0(x) 
From (2.3) we see that U = - G(0,1) . 
Therefore, ^ = (j=l,...,m^) are the first m^ order 
statistics in a random sample of size n^ from a G(0,1) distribution. 
18 
Thus, the expectations and covarlances of U (j"l,...,n. ; 1"0,...,S,) 
J • 1 
are constants which do not depend on unknown parameters. 
Rewriting the previous relation, we have 
or 
(j-1 "li 1-0,....t) , 
where - E(Uj . ) and Éj , - "(Uj » 
Putting the observations at x^ together in a vector Y^, we get 
-1 ' ii®^*l^ + + Si' E(t^) = 0, Var(6^) « , (2.4) 
where 
1^ is a column vector of ones , 
n  •  H  •  • 
' 
Bringing together the observations in x^, ..., x^^, we obtain 
Y = R e + Z a + t  ,  E ( t )  -  0 ,  V a r ( € )  =  a ^ V  ,  ( 2 . 5 )  
where 
§' = (6q,...,8^) . V - dlag(VQ,...,V%) , 
19 
ïo h '  io f'(So) • 
Y = 
'• 
, Z - • , and R « 
• 
h  in f'(Zl) 
I  
In (2.5), Y Is a m X 1 (m- Em) vector, R Is a m x (k+1) matrix, 
1-0 
Z Is a m X 1 vector, and the only unknowns are 0 and a . From the 
assumptions we have made, it Is not possible to guarantee the linear 
estlmabillty of the parameters a, Bq. •••» in (2.5). To guarantee 
that all the parameters in the model are linearly estimable, we make 
the following assumption. 
Assumption 2.1. The matrix [R Z] in (2.5) is of full column rank. 
This assumption puts some restriction on the designs that we can 
consider, but in general this is a very weak restriction. For example, 
if f^(x) = x^ (x Ei=0,...,k), all we need to fulfill the assumption 
is to have a design with an allocation in k+1 or more distinct points 
and at least one of the m^'s greater than 1 . Model (2.5) is called the 
underlying model. Tables to compute the entries for Z and V in (2.5) 
were given by White (1964, 1969) for n^ £ 20 (m^£n^) in the case of 
and n. < 100 (m.<n,) for Z. . 
1 — 1— 1 -1 
3. Problem 
Consider the lOOpth percentile, Y^, of the Gumbel distribution 
G(0(x^),a) . We know Y = 0(x ) + u o - Z g f,(x ) + y o with 
-D p -u p j_Q J J -u P 
y^ = &n(-&n(l-p)) and 0 < p < 1 . We are interested in Y^ because 
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exp(Yp) Is the lOOpth percentile of the Welbull life distribution 
W[exp(0(xjj)),l/a] at Xp . 
Given an experiment with design Ç, we use (2.5) to obtain 
the BLUE for Y^, and its variance Var(Yp|Ç) • Note that Var(ïp|Ç) 
depends on the experiment only through Ç . One would like to have 
an experiment that minimizes this variance. When the design Ç is 
clear from the context, we simply write Var(Y^) . 
Definition 2.1. Let be a collection of designs for a set of 
experiments that satisfy Assumption 2.1. A design Ç* in is said 
to be optimal iff Var(Yp|Ç*) < Var(Y^|g ) V Ç e . Also, the 
experiment corresponding to is said to be optimal. 
Because x^ ^  X, the problem is one of optimal design for extrap­
olation. Finding actual optimal designs can be very difficult. Closed 
form analytical solutions appear to exist for only the simplest problems. 
In other situations , the optimization problem can be complicated by the 
nonuniqueness of solutions and having to optimize on a large number of 
designs characteristics, and by the lack of closed form expressions 
for the expected values of the order statistics, and the elements of 
the variance-covarlance matrix of the error term. The major part of 
this thesis will center on finding approximate optimal designs that 
are easy to obtain. The statistical efficiency of these designs, as 
we will show, can be quite good. 
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C. Estimator for Extrapolation and Its Variance 
1. General formulae 
The following lemma will facilitate the computation of 9^ and its 
variance. 
Lemma 2.1. Let T be a symmetric nonslngular matrix partitioned as 
A B 
B* D 
with A being nonslngular. Then 
T"^ -
A"^ + HE~^' - HE"^ 
- E~Sl' -1 
where E - D - B'A ^B and H • A ^B . 
Proof. First, we will prove that E is nonslngular. Taking 
determinants on both sides of the identity 
A B 
B' D 
-1 
I - A B 
B' D - B'A'^B 
we obtain 
det 
A B 
(det(A))(det(D-B'A"^B)) , 
B' Dj 
or det(E) - det(D-B'A ^B) - (det(T))/det(A) . It follows that det(E) ^  0 
because T and A are nonslngular. Therefore, E is nonslngular. 
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Finally, by direct multiplication, we obtain 
.-1 
- e"^H' 
I 0 
0 I 
This representation for the Inverse of T was presented without proof, 
under slightly different conditions, by Rao (1973, page 33). An easy 
generalization for a nonsymmetric T is possible. 
Using this lemma, we obtain general expressions for and 
Var(Yp|Ç) in the following theorem. 
k 
Theorem 2.1. Under model (2.5), the BLUE for Y - E B.f.(x_) + y a • 
P j_o j 3 -D P 
f'(Xj))6 + WpG and its variance are given by 
Y - f'(xO[R'V~^R]"^'V"^Y + Var(a) (H'f(x_)-u ) (H'R'-Z')V"^. (2.6) 
p —u • ^ ' "JJ p — — — 
and 
Var(Yp) = a2f'(Xjj)[R'v'^R]"^f(Xp) + Var(Ô) [H'f (Xjj)-ypl ^  , (2.7) 
where 
H - (R'V"^R)"^R*V"^Z , 
and Var(a) 
Z'V~^ Z - Z'V"^ R(R'V"^ R)'^ R'V"^ Z 
Proof. The normal equations for (2.5) are 
R'V~^ R R'V"^ Z 1 R'V'^ Y 
Z'V~^ R Z'V~^ Z a  Z'V'^ Y 
(2 .8)  
(2.9) 
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Since [R Z] is of full column rank, the matrix of coefficients in (2.9) 
invertible. Therefore, using general linear model theory, we obtain 
and 
f ^ 1 
ë R'V~^R R'V~^Z 
-1 1 
R'V Y 
a Z'V~^R Z'V~^Z Z'V'^Y 
1 
0 
R'V"^R R'V'^Z 
Var « a* 
Z'V"^R z'v"^z 
(2.10) 
Applying Lemma 2.1 to (2.10), we get 
and 
Var 
^ 1 
§ 
o  
II 
f  >  
B 
= c 
0 
. -1 -1 -1 -1 (R'V R) + HE H' - HE 
- E~^H' 
-I 
(R'V ^R) ^  + HE~^H' - HE 
- E ^H' 
R'v"^ 
(2.11) 
Z'V Y 
-i 
1 > 
(2.12) 
where 
and 
H « (R'V ^R) ^R'V~^Z, 
-1 
z'v~^z - Z'V"^R(R'V"M~^R'V~^Z 
(2.13) 
Using (2.11) and the fact that - f'(Xp)| + , we have after 
some arithmetic that 
Y = f'(xJlR'V'^R]"^R'V"^Y + E"^(H'f(xJ-y ) (H'R'-Z')v"^f . 
p — —D — — — —u p — — — 
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Also, from (2.12), we see that 
Var Y 
P J  
Var 
? 
p .  /P J 
0^[f'(Xp)[R'V-^R]-^f(xD) + 
- 2WpE-lf'(Xo)H + 
= a2f'(xp)[R'V-^R]-^f(Xjj) + a^E'^H'fCxjj) - y ]• 
a2f'(XP)[R'v"^R]"^f(XJJ) + Var(a)[H'f(XJJ) - ; ]'. | 
From the previous theorem, it follows that for a known the variance of 
Y is Var(Y k,a) = a^f'(x_)[R'V ^R] ^f(x_); this corresponds to the 
p p — —u — —u 
first term of Var(Yp) in (2.7). Therefore, if Var(Yp|Ç,a) is the 
dominant term in Var(Y ) or the second term of Var(Y ) is not too 
P P 
sensitive to changes in the design, then a design that minimizes 
Var(Yp|Ç,a) (a known) will provide a good approximation to a design 
Ç that minimizes Var(Yp|Ç) (a unknown). 
So far, we have considered designs with &+1 (iî>k) points in their 
support. An interesting case is when the support of Ç has exactly k+1 
points, because this is the smallest number of points in the experiment 
that allows linear estimation of the parameters o, 8^, ..., 6^ under 
the assumed model. 
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2. Variance formula - designs In k+1 points 
Here, we will work with model (2.5) and designs with exactly fcfl 
points in the support. 
Definition 2.1. Let Ç be a design with support {xq,...,Xj^} such 
that the matrix F = F(Xq, ... ,Xj^) - [f^Xg) f (x^)] Is nonslngular. 
The solutions, L , to the linear system 
FL - f(x) , (2.14) 
where f' « (fQ,...,f^) and x Is a point In X® , are called the 
Lagrange Interpolation polynomials. 
From (2.14), we find L » F ^f(x) with L' • (Lq,...,L^ ) . Using 
Cramer's rule, we obtain 
det[F(x^,...,x .,x,x, .,...,x)] 
L.-âîîmr—; : T— » • »  »  •1 aerit^Xg,... • • • »îk 
Sometimes, we will write L^ » L^(x) or L^ • L^(x|€) to Indicate the 
dependence of L^ on x and Ç . 
Lemma 2.2. The polynomials L^ in (2.14) have the following properties. 
(1) Lj^(Xj) - (6n - 1, - 0 1 + j) , 
(11) L L (x) • 1 for all x , 
1-0 1 -
(111) If fj(z) • (z eS^; J-0,...,k) then 
k (x-x.) 
L. (x) - n , > (1-0,...,k) , 
^ j-0 *1^ 
j + i 
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k k 
(iv) E c,f (x) -EE c f (x^)L^(x) for any x, c^, 
j-0 1-0 j-0 
Proof. Using Definition 2.2, equation (2.14), and the fact that 
fg(x) = 1 for all X, one can easily prove (i)-(lv). | 
Additional information on Lagrange Interpclatlon polynomials is 
available in Burden, Paires and Reynold? (1978, chpt 3). 
Next, we will express Var(Y^) ec, a function of the Lagrange 
interpolation polynomial*. 
Theorem 2.2. Undmr model (2.5), with & - k, and {Xq,...,Xj^} 
being the support of the design Ç, the following hold 
k L2(Xjj|Ç) 
(1) Var(Y^) - 0= E , 
P 1-0 I'Xh, 
-1 1 -i 
+ Var(a) 
- 1 1  - 1  
(2.15) 
(11) Var(a) = a 
.v-''''-' -'St' -1 (2.16) 
Proof. Let D - dlag(lQ,...,l^), then from (2.5), we see that 
R - DF' . Therefore, using (2.14), we have 
f'(Xjj)[R'v"^R]"^f(Xjj) - [F"^f(Xjj)]'[D'V"^D] [F"^f(Xjj)] 
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Also, 
1 -1 
= L'[D'V~ D] L 
i' '"'«(liVlo 
: ^ . 
'•o 
1 -1 
H'f(Xp) = Z'V" R(R'V R) f(Xp) 
1 1 -1 1 
= Z'v" D(D'v" D) F~ f(Xjj) 
15iCio i 
z L (x IS) . (2.18) 
1=0 i;v. 1. 
- 1 1  - 1  
By substituting (2.17) and (2.18) into (2.7), we obtain part (1) of 
the theorem. 
-1 -1 
From (2.8) with R(R'V R) R' = D(D'V D) D' , we obtain 
-1 1 _i -1 1 -1 
Var(a) = a^ [Z'V Z-Z'v" D(D'V D) D'v" Z] 
= 
: z;v-z, - : 
1=0" ^ ^ 1=0 I'V, 1, 
-1 1 —1 
-1 
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k _ (ilvT^z 
- 1^ ' 
—  1  1  — 1  
-1 
Note that for designs In k+1 points, Var(o) depends on the design Ç 
only through the allocations. 
Finally, we derive an alternative formula for Var(Y^), under 
model (2.5), when two or more observations are available at each 
(1=0,...,k) In the support of Ç . When m^ ^  2 at each x^, using 
(2.4), one can obtain BLUE for 6(x.) and o based only on Y . (See 
—1 —i 
Lloyd (1952) or David (1981, page 128)). Let these estimators be 
* * 0 (x^) and 0^ (1=0,...,k) , respectively. Then 
Var 
f  
8*(Xi) «1 
.£i 
* 
« 0 
®i 
(2.19) 
where - div-^ip (Z^V^^Z^) - (l^V^^Z^) . 
Corollary 2.1. Under model (2.5), with {x^,— ,Xj^} as the support 
of the design Ç, and ra^ ^ 2 (1=0,...,k), the following holds 
(1) Var(Y ) = 0% Z 
P 1=0 Cl 
L,(xJÇ) 
+ Var(a) 
jo i (2 .20 )  
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(il) Var(a) 
1-0 1 
where A^, and are defined by (2.19) 
(2.21) 
Proof. From (2.19), It follows that 
*1 1 
..A -
A.dîv'-'lJ I'vT^l V-i i -1 - 1 1  - 1  
B, 
Also, ^ ^ and ^  
Substituting these relations Into (2.15) and (2.16), one obtains (1) 
and (11) In the corollary. | 
Formulae (2.20) and (2.21) are handy for computations because the 
coefficients A^, B^, and can be computed once and for all. Tables 
for these coefficients through samples of size n^^ = 20 (2^m^£20) were 
computed by White (1964). 
D. Remark 
Note that model (2.5) holds for observations coming from any 
location scale family with 0(x) and 0 the location and scale param­
eters, respectively. Therefore, the results In Section C hold for this 
broader class of problems. 
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III. APPROXIMATED MODEL INFORMATION MATRIX -
WEIBULL DISTRIBUTION 
A. Introduction 
In the previous chapter, we saw that Var(Yp) depends on the 
variances, covarlances, and expected values of the order statistics 
of the standardized Gumbel distribution. In order to find an optimal 
design Ç, It is convenient to express Var(Yp) as a function of the 
allocations n^ and the proportion of observed failures m^/n^ at each 
point x^ in the support of Ç . In this chapter, we first find the 
asymptotic model Information matrix at each x^ in % . Second, we 
obtain approximate functional relationships between VarCY^), n^, and 
m^/n^ . On the basis of these approximations, we show the asymptotic 
optimality of designs in k+1 points when f^(x) = x^ (i»0,...,k) and 
the proportion of censoring is uniform. Also, In a more general 
framework, we use these approximations to restrict the class of 
experiments one has to consider in order to find an optimal design. 
Finally, we compare the magnitude of the components of VarCY^), when 
the design has k+1 points in the support. 
B. Asymptotic Model Information Matrix 
at Individual Points in the Design 
From (2.3) we see that the distribution function and the density 
of a standardized Gumbel distribution are given by 
G(y) » 1 - expi-exp(y)) , (3.1) 
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and 
g(y) = exp(y-exp(y)) , - œ < y < « , (3.2) 
respectively. The following properties can be checked: 
(i) G is twice differentiable with continuous second 
derivatives on the set of all real numbers, (3.3) 
(ii) g(y) > 0 for all y , - < y < o° , 
(iii) for any random sample from the distribution G, 
the variance and covariance matrix for the order 
statistics exists (See David (1981), page 33)). 
The following lemma Is needed to obtain the asymptotic information 
matrix at individual points in the design Ç . 
Lemma 3.1. Let G(x) and g(x) be defined by (3.1), (3.2), and 
H(u) = G ^(u) = &n(-&n(l-u)) , 0 < u < 1 . (3.4) 
The following are true; 
(i) lim [H(u)g(H(u))]^ _ 
u->0 u ' 
(ii) lim_ [H(u)g(H(u))]^ (3.6) 
u-1 0 • 
Proof. From (3.1) and (3.2), we have 
g(H(u)) = exp{&n(-&n(l-u)) - exp[&n(-&n(l-u))]} 
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(-£n(l-u))(1-u) = (u-l)£n(l-u), 
and ^[(u-1)£n(l-u). (,.7) 
Taking limits in (3.7), we find 
llm+ [H(U)K(H(U) ) 1 ^  _ lim [£n(-Jln(l-u))]^[(u-l)Jln(l-u) 
ir+O u u-K) u 
= llm+ (u-l)2 lim Jln(l-u) lim £n(l-u) [Jln(-«,n(l-u) )] ^ 
LF+0 U-K) u u-K) 
= lim^ &n(l-u) lim^ &n(l-u)[&n(-&n(l-u))]^ . 
u->0 u u-»0 
Since , 
lim^ &n(l-u) _ lim^ [_ H _ _ ^ 
u-»-0 u u-^0 [ 1-uJ ' 
it follows that 
lim, [H(u)K(H(u))]2 llm_^ (-%n(l-u))[&n(-%n(l-u))]2 . 
u->-0 u u+0 
Finally, writing y = -£n(l-u), we obtain 
lim^ [H(u)g(H(u))]^ ^  lim^ y[&n(y)]^ = 0 , 
u-K) u y-»0 
which proves part (i) in the lemma. 
Also, 
lim [H(u)g(H(u))]^ _ lim_ (l-u)[&n(l-u)]^[&n(-&n(l-u))]^ 
u-^'l 1-u u->-l 
= lim_ (l-u)l/2[%n(i_u)]2 iim_ (l-u)^^^[£n(-iln(l-u)) ] ^. (3.8) 
U-+-1 u->-l 
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From standard calculus 
11m (l-u)l/2[%n(l-u)]2 . Q . (3.9) 
u-^l" 
Taking u (0<u<l) very close to 1, we have 
-«.n(l-u) > 1 , 
Thus, 
0 < S,n(-£n(l-u)) < -S.n(l-u) , 
and 
0 < (l-u)l/2[%n(-%n(l-u))]2 < (1-u)[^n(l-u) ] ^ . 
This inequality together with (3.9) gives 
lira (l-u)l/2[%n(_&n(l-u))]2 = 0 . (3.10) 
u->l" 
Therefore, part (ii) in the lemma follows from (3.8), (3.9), and 
(3.10). I 
This lemma together with (3.3) leads to the following sequence of 
results that allows one to obtain an approximation for Var(Y IÇn). The 
P % 
approximation is a function of the allocation, {p^ p^}, and the pro­
portion of observed failures, {m^/nQ,— ,m^/n^}, in . 
Theorem 3.1. Let G, g, and H be defined by in (3.1), (3.2), and 
m. 
(3.4), respectively. If li^ — = (0<X^<^1) » then 
, [g(H(X ))]^ 
(4^X))^du + :r~ , (3.11) 
0 i 
(i) lira -i^i -1 
"i"^ "i 
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(11) 
. f\(y,,i.yKy)]du 
1 "i Jq (3.12) 
z'V (ill) lim -11 -1 
ni- n 
^1 , [H(X )g(H(X ))]2 
[l+y4;(y)] du + 
0 1—X, 
(3.13) 
where i p C y )  "  g*(y)/g(y) » y = H(u), and g' Is the first derivative of g . 
In the uncensored case. I.e., = 1, the last terms on the right hand 
slde,(RHS) of (3.ll)-(3.13) vanish. 
Proof. Under the specified conditions, this theorem is a particular 
case of a general result proved by David (1981, page 276). | 
The integrals in (3.12)-(3.13) do not have a closed form. 
Nevertheless, we can obtain a form that is suitable for numerical 
computation. This is the purpose of the next corollary. 
Corollary 3.1. Under the same conditions for Theorem (3.1), we have 
1 "ll 
"l 
. "ll 
(3.14) 
where 
"ii • \ + 
H(Xj) 
xg(x)dx , 
J —00 
and ^21 = ^1 + 
H(X^) 
(2x+x )g(x)dx . (3.15) 
puB (9T£) uioaj pufj aw «s^ aed Kq xp(x)8(xz)dxa x 
X (\)H 
3By] (ZT*E) 
8ux3BJS05UI 
(ZT'C) • xp(x)8[(x2)dxa x+(x)dx3(xfi)x3-] | + 
(tY)H 
xp(x)8(^x+x3+i) 
(^Y)H 
xp(X)8[(xz)dxa^ xf (X)dxa(x+x)x^ -^ x+x^ +x] 
(^Y)H 
*P(*)8^ [ (*)dxa(x>.x+x] 
(^Y)H' 
3Bq] OS 
' (x)dxa - X (x)8 
;nq 
• (Tzyrl H / I • ""irSsjTS C'M) °j 
( Y)H ' \ 
5a3 a» 'n > (x)3 jo x = (n)H 
(9T*e) Y-T 
T + "MttSW [(( Y)H)S('Y)H] Z 
U OCH- U 
5B113 Mou% aw '(x"E) niajoam mojj "joojj 
SE 
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11. 
"i"" "i 
H(\) 
(l+2x-hc )g(x)dx 
H(X,) 
(2x+x )g(x)dx = F 
21 • 
The limits of l^V^^l^/n^ and l^V^^Z^/n^ are found similarly 
For = 1, we have H(l) » <» and 
xg(x)dx - - Y " -0.5772... , 
° °  2  TT^ 2 
X g(x)dx = g- + Y . 
where y is Euler's constant. Therefore, for * 1 
11m _1_ 
n^-x» n^ 
1 l-Y 
2  ,  
l-Y + (l-Y) 
(3.18) 
Next, we give a numerical method to compute the RHS of (3.14). We want 
f«<V) 
to evaluate xg(x)dx and 
H(X,) 
X g(x)dx as functions of (0<X^<1) 
Let a = -&n(l-X^) and x " &n(w), then 
H(Xi) H(XJ 
r  ^ .  X g(x)dx " X exp(x-exp(x))dx 
J _oo J —OO 
fo (&n(w)) exp(-w)dw 
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[ (2.n(w))^dw + [ (î,n(w))^(exp(-w)-l)dw 
Jo JQ 
[ (&n(w))^dw + [ [Jln(w)]^ 
^0 Jo 
I (-l)j ^  
U-1 ^ J 
dw 
I: (&n(w)) dw + 00 ,a E ( j-1 Jo &n(w)) (-1)3 jj- dw. 
(3.19) 
From a table for integrals 
I (S.n(w))^w^dw = Z 
0 ] r=0 
(-%n(a))f 
Lr!(j+l)2-rj 
So that 
X g(x)dx 
y 2(-l)jaj+^ 
jfo (i+i)' Uj+D' 
%n(a) + (&n(a))" 
j+1 2 
Similarly, 
(3.20) 
(j+i) -&n(a) (3.21) 
where a = -&n(l-X^) . 
It remains to justify the interchange of the integral and the 
(-l)^(&n(w))V 
series in (3.19). Let hj(w) j! ; we want to prove that 
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fa 
E h (w) 
j=l J 
oo .a 
dw * E h,(w)dw 
j-1 Jo ^ 
It suffices to prove that E |h (w)| converges uniformly to its limit 
j-1 ^ 
2 2 + (&n(w)) (exp(w)-l), where w e (0,al . Since w(&n(w)) 0 as w 0 , 
there exists 6, 0 < 6 < 1, such that |w(&n(w))^| < 1/2 for all w c (0,6] 
Hence, |w(fen(w))^| < max{l/2, (£n(6))^,a(£n(a))^} - M for all w E (0,a] 
and 
j-1 j-1 
|hj(w)| - w(%n(w))2 (j = l,...,oo; w E (0,a]).(3.22) 
00 j-1 
Now given E > 0, we find TQ such that M E ^ < E for all t > TQ . 
00 J_l 
This is always possible because M is a constant and E 
J-1 J' 
exp(a)-l Thus, from (3.22), we find 
a 
» ^j-1 
E  |h (w)| < M E  -T-y— < £  ( w e  (0,a] , t > T_) . 
j = t J j-t J" 
Hence, the uniform convergence of E |h (w)| in (0,a] follows. 
j = l J 
Both series (3.20) and (3.21) can be approximated taking a 
finite number of terms in the expansion. Since a > 0, there exists 
a jp such that for j ^  Jq 
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t. = -a 
j 
jT 
L Zn(a) (ln(a))' 
2 j 2 > 0 
and 
t. - t j+1 
a 
j! 
A. _ &n(a) + 
/ J 
(&n(a)) 
2 
&n(a) _ (^"(a))' 
(j+1)^ (j+1)' 2 (j+1) 
>  0 .  
Thus, after the j^th term, the terms of (3.20) alternate in sign and are 
decreasing in absolute value. Therefore, when we approximate (3.20) by 
? 2(_l)1aj+l 
j=o (1+1)' (j+1) 
_ _ itn(a) 
2 j+1 
(fa(a))' 
the error made has the same sign as the first neglected term and its 
magnitude is less than the absolute value of this term. 
We use Corollary (3.1) to find approximate functional 
relationships between I'V ^1 /n., lIV ^Z./n., Z'V ^Z./n,, and X . 
-1 i -1 1 -1 i -i i -1 i -1 1 i 
These functional relationships are important because they allow one to 
look at the problem of optimal design from an analytical point of view. 
If n^ is not small, a good approximation is to equate the quantities we 
are interested in to the limiting values in (3.14), that is 
and 
n. 
(3,23) 
2i 
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In Table (3.1), we show both the true and the approximate values for 
-l^i^-i/"l' ii^i^-i^"i' "i " and 
2 < m. < n, . The true values were obtained by using White's (1964,1969) 
— i — i 
tables for and . The approximations come from (3.23) with 
^i ~ with F and F» defined by (3.15). In Table (3.2), we show 
a different approximation for the relationship between lIvT^l /n^ , 
-i i -i i 
I'.V.^Z./n,, Z'V. ^Z./n,, and X.. These approximations are better that 
-1 1 —1 1 -1 1 -1 1 1 
the ones in Table (3.1) when n^ is small. For large n^'s , both tables 
lead practically to the same results. In Table (3.2), we use the 
following approximations 
. X ,  .  ( 3 . 2 4 )  
"i 
"l ' 
and -i'l -1 i Fjl - • (3.25) 
"l ^ 
where the constant -0.51 in (3.24) was obtained by fitting a straight 
line to (1!VT 1^., n.A.) (2<m.<n.=2,...,20), with n.X. as the independent 
-11-1 11 1~— 1 11 
variable and the slope parameter restricted to be 1. This restriction 
on the slope parameter ensures that in the limit the RHS of (3.24) 
agrees with the true limit in (3.14) . The constants -0.47 and -1.21 
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In (3.25) were obtained similarly. We use the series expansions 
(3.20) and (3.21) to obtain the Integrals Involved in the approximate 
values of Tables (3.1) and (3.2). In every case, we took sufficient 
-6  
terms to guarantee an error less that 10 in the value of the Integrals. 
Tables (3.1) and (3.2) show that the functional relationships 
(3.23)-(3.25) provide reasonably accurate values for the quantities in 
which we are interested. Finally, we should mention that for " 1 
Mann (1972) used the approximation l^V^^l^ = n^ - 0.43 . 
C. Approximate Variance Formulae for 
Designs in k+1 Points 
From the previous section, we have 
X F, . 
1 11 
'li '2i| 
(3.26) 
®i 
where F^^^ and F^^ are defined in (3.14), and . The errors in 
the approximation (3.26) are o (n ) ; that is, — = 0 . 
1 n_."^ n^ 
From (2.15) and (2.16), we fino 
o(n^) 
1 \ 
k Lj(x lO 
Var(Y ) « E ——j + Var(a) 
p 1=0 i:vT 1. 
— 1 1 -1 
" il"!'?! 
and 
Var(a) = 
k 
Z 
1=0 
- 1 1  - i  
-1 
42 
Replacing (3.26) in these formulae, we obtain 
Var(\' ) ' o' E + Var(a) 
P 1-0 "l 1 
k F 
- y. 
and 
Var(o) = a' 
k 
11 
21 X, 
-1 
(3.27) 
(3.28) 
These give the following results. 
Corollary 3.2. If • X (1=0,...,k), and If (3.26) is used to 
approximate the elements in the variance, we have that 
(1) Var(Yp) 
o'  ^ ••Î'ÏDI" 
* 1-0 "l 
+ Var(a) IT - U; 
and 
(11) Var(a) = — 
n ^2 - T 
-1 
(3.29) 
(3.30) 
where 
F,., F, = F_ (1=0,...,k), and n = E n 
11 I Z1 i.Q 1 
(3.31) 
Proof. We observe from (3.14) that X^ = X Implies that 
F^^ = Fj^ and Fg^ = F2 (l"0,...,k). Substituting these values in 
(3.27) and (3.28), we obtain (1) and (11) in the corollary. | 
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Part (1) of the corollary means that Var(Yp) depends on the 
design Ç only through the first term on the RHS of (3.29). This is 
m 
Important because a design C with X * — * X (i"0,...,k), which 
"i 
minimizes Y. , will minimize Var(Y ) . 
1=0 n^ ^ 
D. Optimality of Designs with (k+1) and [(k+1)(k+2)+2]/2 
Points in the Support 
The approximations in (3.26) make it possible to show certain 
optimality properties of designs in k+1 points when f^(x) = x^ 
(i=0,...,k) . Also, in a more general framework, we use those 
approximations to restrict the class of experiments one needs to 
consider in order to find an optimal design. The following theorems 
address these considerations. 
Theorem 3.2. Let Ç be a design in more than k+1 points. Suppose 
f^(x) = x^, X E [-1,1], and X^ = X (i=0,...,k) . If the approximations 
in (3.14) are used to compute the variances, there exists a design 
Ç in k+1 points such that VarCï^jÇ) = Var(Yp|Ç), where and Y^ are 
BLUE for Yp under Ç and Ç, respectively. 
Proof. Let {X Q,...,X^} and {p^ Pj^} (%>k) be the support and 
allocation respectively foy Ç. Then, f (x^^.p^) | i-0,... ,k} Is a 
probability measure on [-1,1] with its first 2k moments giyen by 
£ 
u = Z p.x® (s-0,...,2k) . 
® i-O 1 1 
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Let {(x^.Pj^) I i-0,... ,k} be another probability measure on [-1,1] with 
support at k+1 points, such that its first 2k moments, say u^ 
(s=0,...,2k), are the same as the first 2k moments of {(x^,p^)}j that 
k H 
Ù = E p X® = E p X® = u (s-0,...,2k) . 
® 1=0 ^ ^ 1-0 ^ ^ ® 
The existence of this probability measure is proved in the Appendix. 
Let Ç be the design with support {x^, ...,x^}, allocation {p^,... ,Pj^}, 
and number of observed failures in^ = nAp^ (1=0,...,k). From (2.7) 
we have 
Var(Y |Ç) = a^f'(x^)(R'v"^R)"'f(x^) 
+ Var(S)[Z'V ^R(R'v"^R)"^f(Xjj)-yp]^ , (3.32) 
and 
Var(YplS) = o2f'(Xjj)(R'v"^R)"^f(Xjj) 
+ Var(o)tZ'v"^R(R'v"^R)"^f(Xp)-yp]^ , (3.33) 
where quantities with tildes are associated with the design Ç . 
From (2.5) we have 
R'V-^R= F diag(l^v;hQ,...,l'V-Hj^)F' , 
where 
F = [f (XQ) ,. . . ,f (Xj^)] . 
Since I'V.^l, = Xn., it follows that 
-1 1 -1 1 
- 1  ^  
R'V ^R = nX Z p.f(x,)f'(x,) 
1=0 1- 1 ^ 
^ k ' k 
= nX E p.[1,..«,x,] [l,...,x,3 , 
1=0 
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and from the equality u^ • u^ (8"0,...,2k), we find 
R'V = nX E p [l,...,x^] [l,...,x^] , 
i-0 
nX 5: p. f(i.) f'(%,) 
i-0 ^ 
Then, using l^V^^l^ = Xn^ • nXp^, we get 
R'V"^R = E I'VT^I, f(x,) f'(x,) 
i-Q-l 1 -1 - 1 - ^ 
R'V ^R . 
Similarly, 
5'v'^R - (?iClo 
Since Z'V,^1. * F..n » F.n. (i-0,.it follows that 
—1 1 —1 11 1 11 
Z*V"^R = nF^Cpg,... ,pg) [f (Xq) .... ,f (Xj^) ] 
nF, ^ 0 r i L P.X.,..., 1 P.X. 
i-0 ^ ^ i-0 
and using u^ = u^ (s=0,..,,k), we obtain 
Z'V ^R . nF, 
k ^ k , 
-^U P" K 
Pj*J > • • • > ^ PjXj 
j-0 i=0 
hFiCpq, . .. ,Pj^) [f^Xg) , . ,f (x^) ] 
Since nF p = F ri - Z'V^l (i-0 k), we find 
1 1  1 1  — 1  1  — 1  
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Also, one can prove that 
Var(o|Ç) « VarOlO (3.36) 
where Ô is the BLUE of a under Ç . From (3.32), (3.34), (3.35), and 
(3.36) we have Var(Y^|Ç) « Var(Yp|0 .  
In summary, the theorem says that to minimize Var(Yp), one needs 
only to consider designs in k+1 points. This simplifies the problem 
of finding optimal designs. 
In a more general setup, we can also characterize a sub-class 
of experiments such that the minimization of Var(Yp) within this sub­
class produces the same minimum that one can achieve when all possible 
experiments are considered. Again, the characterization is useful 
because one can restrict the analytical or numerical search for the 
optimal design to a smaller class. We proceed to give a lemma and 
a corollary that will facilitate the proof of this result. 
Lemma 3.2. (Caratheodory Theorem) Let A be a subset of 3R®, 
* 
and let A be the convex hull of A. Then each point a in A can 
be represented in the form 
* V a = Z a a , 
- 1=0 
s 
where E a = 1, a > 0, and a. e A (i=0,...,s) . If in addition 
i-0 
a* is a boundary point of the set A » then can be set equal to 0 . 
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Proof. See Mangasarlan (1969, page 44). 
Corollary 3.3. Let A be the set {f(x)f'(x)|x e X} . Then 
(1) The convex hull of A is 
I Z 
A = { E p.f(x.)f'(x.)|x. E X,p > 0, E p - 1, &«0,1,... } , 
1=0 ^ i-0 
(ii) Any element of A can be expressed as a convex combination 
of at most + 1 elements in A . 
Proof. f(x)f'(x) is a (k+l)(k+l) real symmetric matrix which 
is completely determined by the diagonal and upper diagonal 
(k+l)(k+2)/2 elements. Thus, f(x)f'(x) may be interpreted as a 
vector in g(k+l)(k+2)/2 ^ i^e proof for (i) follows from the 
definition of a convex hull. Part (ii) is a consequence of the previous 
remark and Lemma 3.2. | 
Using the above results, we prove the following theorem which 
parallels Theorem (3.2). We will see that, even in a general set up, 
we can reduce the class of experiments one needs to consider in 
order to find an optimal design. 
Theorem 3.3. Let Ç be a design in more than + 1 
points and = X (i=0,...,k). If the elements in the variance-
covariance matrix are approximated by (3.14), there exists a design 
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E in at most + 1 points such that Var(Yp|Ç) = Var(Yp|Ç), 
where and Y^ are BLUE for Y^ under Ç and Ç, respectively. 
Proof. Let and {pQ,...,p^} be the support and 
allocation for Ç . From (2.5) we obtain 
-1 ^ 
R'V R nX Z p f(x.)f'(x.) , 
i-o " -1 
where l^V^^l^ = Xn^ and p^ =» n^/n . From Lemma 3.1, part (ii), we 
know that there exist p^, ..., p^ and Xq, ..., x^ such that 
a s 
(îi) " . 0 < p^ < 1 , 
E P =1, and 8 < (k+l) (k+2) ^  ^ (3.37) 
i=0 
Therefore, 
R'V ^R = nX E p.f(x.)f'(x.) = R'V ^R , (3.38) 
1.0 
where quantities with tildes are associated with the design, Ç , 
that has support {xq,...,x^}, allocations {pq,...,p^}, and 
™i ~ "i^ (i=0,...,s) . 
Similarly, 
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Z'V-^R. ZJV;llj) [f(ït,),....f(ï())' 
nFiCPo»... ,Pj^) [f(xQ),--',f(2%)] , 
where Z!V ^1 » F,n (1-0,...,)l) 
— 1 1 —1 1 1 
Thus, 
Z'V~^R = nF, 
1-0 1=0 
Using (3.37), we find 
Z'V~^R = nF, Z p.f»(x ),..., E p f (x ) 
1=1 1=0 
= Z'V , (3.39) 
where nF,p, = F.n. = Z'V. 1, (1=0,...,k), and quantities with 
X I  1 1  — 1  1  — 1  
tildes are associated with Ç . 
Similarly, one can prove Var(o|Ç) = Var(a|0, (3.40) 
where 5 is the BLUE of a under Ç . From the formula for Var(Yp), 
(3.38), (3.39), and (3.40), we have that Var(Yp|Ç) = Var(Yp|0 .  
E. Relation of Magnitude between the 
Components of Var(Yp) 
Here we compare the magnitudes of Var(Yp) and its component 
k L2(X U) 
a Z , for designs with k+1 points. We assume that m. ^  2 
i-o 
at each point in the support of the experiment Ç 
50 
From (2.20) and using Z L (x |Ç) • 1, we have that 
i"0 " 
Var(Y ) k 
i-0 
i=0 1 
i-0 i 
where A^, B^, and are defined in (2.19). 
Using Schwarz's inequality, we find 
,2  
Var(Y ) k B 
i=0 
: f i=0 i 
E 
' «i-^p^i 
i-0 
Li(%D 
K B; 
i / IVETII-^ÏD I" 
i=0 i 
+ -r (»!+" Ci)2L2(Xo|() 
i-0 i 
î_(Ai+2BjUp+C^li^)Lj(XoU) 
i=0 
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Thus, 2 
k L^(XpK) k 2 
Q = ; > 
^Eq^Ai+2BiWp+Ciw:)L:(XalS) 
To compute this lower bound of Q one needs to specify Up» f^» 
(1=0,...,k), and . However, if = X and the n^ are not small, 
we have from (2.19) and (3.26) that 
"l . " i  » i .  ? !  ,  <=i .  X  
"i So that, in the limit as n. + and — = X (i=0,...,k), we have 
1 
.2 ^ 
X(F2-2MpF^+Xu^) 
AFg-fï 1 
Thus, if ^ = y , we find that values of y satisfying 
X(F2-2v,pFi+»u;) ' 
_ 
P A 
to make Q ^  1/2 . Equivalently, for these values of the dominant 
term in Var(Y [O is Z :— 
P i-0 I'VT 1 
=i i -i 
52 
Since 
Wp - &n(-&n(l-p)) , (3.42) 
we use (3.41) and (3.42) to compute a range of percentile values, 
p, for which Q > 1/2. These results are shown In Table (3.3) for 
some values of X . 
Table (3.3) shows that, with the exception of X « 1, the percentile 
corresponding to the proportion of observed failures, lOOX, is 
always included in the range in which E L^(Xjj|Ç)/(l^V^^lj^) is the 
dominant term. Computations made by Meeker and Nelson (1976), in a 
different framework, suggest that one should design to observe at 
least a proportion of X failures in order to estimate the lOOXth 
percentile efficiently. Therefore, one can expect that designs 
k 2 _i 
minimizing Z L.(x„|Ç)/(IJV. 1,) will perform well to estimate p, 
1-0 1 -D -1 1 -1 ^ 
when at least a proportion X of failures is observed at each of the 
points x^ in Ç . 
F. Remark 
For designs on k+1 points, we have seen that the minimization 
of 
1 1 k lJ(X_|Ç) 
a^f'(x^)(R'v"^R)"^f(Xn) - 0= E 
produces optimal designs when the n^ are large and when the proportion of 
censoring is uniform throughout the support of the experiment. We can 
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relax the requirement of large n^'s if we use, in Var(Yp), the 
approximations given by (3.24) and (3.25). In other cases, 
k 2 _i 
I L^(Xp|Ç)/(l^V^ 1^) can be the dominant term in Var(Yp) as 
described before. 
In the general situation, the minimization of Var(Yp) seems to be 
exceedingly difficult from an analytical point of view. Therefore, the 
above remark suggests restricting the optimization to designs that mini­
mize just the first term in Var(Yp), that is, a^f'(Xp)(R'V ^R) ^ f(Xjj) . 
This simplifies the problem. 
The next two chapters address the minimization of 
a^f'(^)(R'V ^R) ^f(Xjj) , with respect to Ç , for some special cases 
in the specification of f • (f^ f^) . 
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Table 3.1. True and approximated values for llv.^1,/n., l*V,^Z./n., 
-1  1  -1 1  -1 1-1 1  
and Z^/n^ using asymptotic values 
True Approx. True Approx. True Approx. 
il?!'?! 
"l ™i "l "l "l "l "l "l 
10 2 
10 3 
10 4 
10 5 
10 6 
10 7 
10 8 
10 9 
10 10 
15 2 
15 3 
15 4 
15 5 
15 6 
15 7 
15 8 
15 9 
15 10 
15 11 
15 12 
15 13 
15 14 
15 15 
0.155000 
0.253001 
0.351853 
0.450922 
0.549970 
0.648843 
0.747367 
0.845221 
0.941397 
0.103354 
0.168747 
0.234757 
0.300978 
0.367277 
0.433594 
0.499893 
0.566148 
0.632334 
0.698419 
0.764356 
0.830062 
0.895354 
0.959623 
0.20000 
0.30000 
0.40000 
0.50000 
0.60000 
0.70000 
0.80000 
0.90000 
1.00000 
0.13333 
0.20000 
0.26667 
0.33333 
0.40000 
0.46667 
0.53333 
0.60000 
0.66667 
0.73333 
0.80000 
0.86667 
0.93333 
1.00000 
-0.28726 
-0.33525 
-0.33830 
-0.30608 
-0.24365 
-0.15360 
-0.03658 
0.10892 
0.28905 
-0.23440 
-0.29529 
-0.32814 
-0.33953 
-0.33327 
-0.31173 
-0.27643 
-0.22836 
-0.16809 
-0.09581 
-0.01134 
0.08607 
0.19814 
0.32924 
-0.31128 
-0.33651 
-0.32103 
-0.27263 
-0.19520 
-0.09032 
0.04248 
0.20699 
0.42280 
-0.26403 
-0.31128 
-0.33319 
-0.33538 
-0.32103 
-0.29213 
-0.24993 
-0.19520 
-0.12831 
-0.04925 
0.04248 
0.14814 
0.27072 
0.42280 
0.63778 
0.66127 
0.66137 
0.67185 
0.71119 
0.79322 
0.93221 
1.14854 
1.48593 
0.60061 
0.65732 
0.67366 
0.67562 
0.67621 
0.68321 
0.70200 
0.73687 
0.79176 
0.87080 
0.97902 
1.12344 
1.31580 
1.58323 
0.69549 
0.70368 
0.70714 
0.73134 
0.79195 
0.90256 
1.07962 
1.35131 
1.82370 
0.66092 
0.69549 
0.70329 
0.70376 
0.70714 
0.71991 
0.74683 
0.79195 
0.85924 
0.95319 
1.07962 
1.24735 
1.47322 
1.82370 
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Table 3.1. (continued) 
True Approx. True Approx. True Approx. 
"l *"i "i "l "i "l "l "i 
20 2 
20 3 
20 4 
20 5 
20 6 
20 7 
20 8 
20 9 
20 10 
20 11 
20 12 
20 13 
20 14 
20 15 
20 16 
20 17 
20 18 
20 19 
20 20 
0.077521 
0.126580 
0.176113 
0.225818 
0.275596 
0.325408 
0.375230 
0.425052 
0.474863 
0.524656 
0.574426 
0.624157 
0.673857 
0. 723483 
0.773075 
0.822554 
0.871830 
0.920809 
0.969276 
0.10000 
0.15000 
0.20000 
0.25000 
0.30000 
0.35000 
0.40000 
0.45000 
0.50000 
0.55000 
0.60000 
0.65000 
0.70000 
0.75000 
0.80000 
0.85000 
0.90000 
0.95000 
1.00000 
-0.19846 
-0.25909 
-0.29936 
-0,32422 
-0.33654 
-0.33821 
-0.33050 
-0.31429 
-0.29026 
-0.25885 
-0.22040 
-0.17510 
-0.12303 
-0.06417 
0.00173 
0.07500 
0.15629 
0.24703 
0.35102 
-0.22769 
-0.27869 
-0.31128 
-0.32972 
-0.33651 
-0,33325 
-0.32103 
-0.30064 
-0.27263 
-0.23740 
-0.19520 
-0.14617 
-0.09032 
-0.02754 
0.04248 
0.12030 
0.20699 
0.30481 
0.42280 
0.55937 
0.63430 
0.66705 
0.67947 
0.68253 
0.68258 
0.68378 
0.68904 
0.70064 
0.72045 
0.75016 
0.79143 
0.84597 
0.91579 
1.00335 
1.11187 
1.24595 
1.41406 
1.63718 
0.62103 
0.67384 
C.69549 
0.70256 
0.70368 
0.70404 
G.70714 
0. 71556 
0.73134 
0.75625 
0.79195 
0.84011 
0.90256 
0.98148 
1.07962 
1.20086 
1.35131 
1.54295 
1.82370 
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Table 3.2. True and approximated values for l'V,^l./n., l'V.^Z./n., 
2 -1 1 -1 1 —1 i —1 1 
and Z'V. Z./n using a modification to the asymptotic values 
—1 1 —1 1 
True Approx. True Approx. True Approx. 
"i ™1 "l "l "l "l "l "l 
10 2 
10 3 
10 4 
10 5 
10 6 
10 7 
10 8 
10 9 
10 10 
15 2 
15 3 
15 4 
15 5 
15 6 
15 7 
15 8 
15 9 
15 10 
15 11 
15 12 
15 13 
15 14 
15 15 
0.155000 
0.253001 
0.351853 
0.450922 
0.549970 
0.648843 
0.747367 
0.845221 
0.941397 
0.103354 
0.168747 
0.234757 
0.300978 
0.367277 
0.433594 
0.499893 
0.566148 
0.632334 
0.698419 
0.764356 
0.830062 
0.895354 
0.959623 
0.149000 
0.249000 
0.349000 
0.449000 
0.549000 
0.649000 
0.749000 
0.849000 
0.949000 
0.099333 
0.166000 
0.232667 
0.299333 
0.366000 
0.432667 
0.499333 
0.566000 
0.632667 
0.699333 
0.766000 
0.832667 
0.899333 
0.966000 
-0.28726 
-0.33525 
-0.33830 
-0.30608 
-0.24365 
-0.15360 
-0.03658 
0.10892 
0.28905 
-0.23440 
-0.29529 
-0.32814 
-0.33953 
-0.33327 
-0.31173 
-0.27643 
-0.22836 
-0.16809 
-0.09581 
-0.01134 
0.08607 
0.19814 
0.32924 
-0.35828 
-0.38351 
-0.36803 
-0.31963 
-0.24220 
-0.13732 
-0.00452 
0.15999 
0.37580 
-0.29537 
-0.34261 
-0.36452 
-0.36671 
-0.35236 
-0.32346 
-0.28126 
-0.22653 
-0.15964 
-0.08058 
0.01115 
0.11680 
0.23939 
0.39147 
0.63778 
0.66127 
0.66137 
0.67185 
0.71119 
0.79322 
0.93221 
1.14854 
1.48593 
0.60061 
0.65732 
0.67366 
0.67562 
0.67621 
0.68321 
0.70200 
0.73687 
0.79176 
0.87080 
0.97902 
1.12344 
1.31580 
1.58323 
0.57449 
0.58268 
0.58614 
0.61034 
0.67095 
0.78156 
0.95862 
1.23031 
1.70270 
0.58026 
0.61482 
0.62262 
0.62309 
0.62648 
0.63925 
0.66617 
0.71128 
0.77857 
0.87252 
0.99895 
1.16668 
1.39256 
1.74303 
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Table 3.2. (continued) 
True Approx. True Approx. True Approx. 
"i "i "i "i "i "i "i "i 
20 2 
20 3 
20 4 
20 5 
20 6 
20 7 
20 8 
20 9 
20 10 
20 11 
20 12 
20 13 
20 14 
20 15 
20 16 
20 17 
20 18 
20 19 
20 20 
0.077521 
0.126580 
0.176113 
0.225818 
0.275596 
0.325408 
0.375230 
0.425052 
0.474863 
0.524656 
0.574426 
0.624157 
0.673857 
0.723483 
0.773075 
0.822554 
0.871830 
0.920809 
0.969276 
0.074500 
0.124500 
0.174500 
0.224500 
0.274500 
0.324500 
0.374500 
0.424500 
0.474500 
0.524500 
0.574500 
0.624500 
0.674500 
0.724500 
0.774500 
0.824500 
0.874500 
0.924500 
0.974500 
-0.19846 
-0.25909 
-0.2 9 936 
-0.32422 
-0.33654 
-0.33821 
-0.33050 
-0.31429 
-0.29026 
-0.25885 
-0.22040 
-0.17510 
-0.12303 
-0.06417 
0.00173 
0.07500 
0.15629 
0.24703 
0.35102 
-0.25119 
-0.30219 
-0.33478 
-0.35322 
-0.36001 
-0.35675 
-0.34453 
-0.32414 
-0.29613 
-0.26090 
-0.21870 
-0.16967 
-0.11382 
-0.05104 
0.01898 
0.09680 
0.18349 
0.28131 
0.39930 
0.55937 
0.63430 
0.66705 
0.67947 
0.68253 
0.68258 
0.68378 
0.68904 
0.70064 
0.72045 
0.75016 
0.79143 
0.84597 
0.91579 
1.00335 
1.11187 
1.24595 
1.41406 
1.63718 
0.56053 
0.61334 
0.63499 
0.64206 
0.64318 
0.64354 
0.64664 
0.65506 
0.67084 
0.69575 
0.73145 
0.77961 
0.84206 
0.92098 
1.01912 
1.14036 
1.29081 
1.48245 
1.76320 
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Table 3.3. A range of percentiles for which Z L^(Xp|Ç)/(lîV.^l ) is 
the dominant term 1=0 
y lOOp 
lOOX Range Range 
10 
-3.290 to -1.264 3.65 to 24.61 
20 
-2.584 to - .529 7.27 to 44.51 
30 
-2.164 to -0.079 10.84 to 60.31 
40 
-1.863 to .257 14.38 to 72.57 
50 
-1.625 to .534 17.87 to 81.84 
60 
-1.427 to .777 21.34 to 88.63 
70 
-1.257 to .999 24.76 to 93.40 
80 
-1.107 to 1.214 28.14 to 96.54 
90 
-0.974 to 1.434 31.46 to 98.50 
100 
-0.860 to 1.705 34.50 to 99.58 
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IV. SINGLE STRESS OPTIMAL DESIGNS 
A. Introduction 
In this chapter, we address the problem of minimizing the term 
a^f ' (Xjj) (R'V ^R) of Var(Yp) . We have stated that, for designs 
in k+1 points, this minimization produces optimal designs if the pro­
portion of censoring is uniform throughout the support of the experi-
ments; that is, if = A for all x^ . Also, this minimization 
procedure produces optimal designs when o is known. First, we show 
that the minimization is equivalent to a problem of optimal extrapola­
tion under a linear model with uncorrelated errors. Next, we review 
Elfving's theorem for optimal extrapolation. Using Elfvlng's theorem, 
we prove that the minimization can be restricted to designs in at most 
k+1 points. Next, we consider the minimization problem when the 
functions f^, .... f^ are defined on a finite Interval In the real 
numbers and the form a T-system. 
B. Equivalent Problem 
Given a design Ç , we saw in (2.7) that 
Var(Yp) = a^f'(Xp) [R'v"^R]"^f(Xjj) + Var(Ô) [H'f (^)-yp] ^ , 
where 
f ' = (fQ,...,fj^) , V - diag(VQ,. .. ,Vj^) , 
R = Idlag(lQ,. . .lj^)]F' , 
and 
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F - [FXXG) ,.. ,F (XJ^)] . 
We want to find a design Ç that minimizes 
f'(Xjj)[R'v"^R]~^f(Xp) . (4.1) 
From now on we assume that the proportion of observed failures 
at X, X(x) (0<X(x)<l) , is a given continuous function of x , where 
X E X . This is a convenient assumption; furthermore, the common 
situations of complete samples, X(x) = 1 for all x e X , and uniform 
censoring, X(x)"=X=constant for all x e X , are covered by this 
assumption. As before, we will write X(x^) = X^ and X(x^) = X 
(1=0,...,Î,) will mean a uniform proportion of observed failures, X , 
at XQ, ..., Xj^ . 
Under the above conditions, we show that the proposed 
minimization is equivalent to finding an optimal design for extrapola­
tion under a certain linear model with uncorrelated errors. 
Let us consider the artificial linear model 
^ 1/2 
y(x ) - E a (X(x )) f.(x ) + e(x ) , 
-i j=o J J -1 -1 
E(e(x^)) = 0 , Var(x^) = 1 (i"0,—,Z) , (4.2) 
where we assume that n^ = np^ uncorrelated observations are taken 
at each x. , and that observations at different x,*s are independent. 
—1 -1 
The sets {xQ,...,x^} and {pQ,...,p^} are the support and allocation of 
an experiment Ç . 
The observations at a point x^ are represented by 
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jr(x^) - li(A(Xi))l/2f,(x^)a + e(x^) , 
where 
y(x^) Is a column vector of n^ 'observed' values , 
f ~ (^Q» • • • » f J^) • 
a' - (O Q, ... ,oij^ ) , 
and e(x ) is a column vector of n, residuals . 
- -1 i 
The normal equation for (4.2) are 
R'V Ra = [(X(XQ)) f(xQ),...,(X(Xj^)) fXx%)] i6z(So) 
1^2 (xj^) 
where R and V are defined by (2.5), and I'V,^1. » n.X(x.). 
—1 1 —1 1 —1 
Therefore, for ^ % , we have 
Var(f'(^)a) = Var(f' (Xp)of|Ç) 
= f'(xQ)(R'V-lR)-lf(Xo) . (4. 
From this equation, we conclude that the minimization of (4.1) with 
respect to C Is equivalent to the minimization of (4.3) with respect 
to the x^'s and p^'s . Clearly, this is a problem of optimal 
extrapolation. Since the x^'s and the p^'s are the support and 
allocation of % , we say that Ç is a design for the model (4.2) with 
the understanding that only its support and allocation are relevant 
in this case. Also, a probability measure {(x^,p^)} on X is called 
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a design for (4.2) and again we denote It by % , with the understanding 
that the levels of censoring X(x^) need to be attached to this prob­
ability measure to obtain a design for our problem (2.5). 
The equivalence between the minimization of (4.1) and the minimi­
zation of Var(f'(Xjj)a) , under model (4.2), allows us to use results 
that are already known for the minimization of Var(f ' (Xjj)a) . 
We observe that we could perform the minimization of (4.3) without 
putting any restriction on the behavior of X(x) . In this case, the 
optimal values would be A(x^) = 1 (1=0,...,£); that is, any optimal 
designs would call for complete samples at each one of the points in 
the design. Therefore, if censoring is required one needs to Impose 
conditions on the behavior of the X^'s • Basically, this Is what we 
accomplish by assuming that X(x) is a given function. To see that this 
is the case, let ^ be a nonsingular design with support {x^,...,x^} , 
allocation {Pq,...,Pj^ } , and proportion of observed failures 
{Xq,...,Xj^ } . Let be a design with the same support and allocation 
as Ç , and the proportion of observed failures equal to 1 at each x^ . 
Define A and B by 
A= F(diag(XQnQ,... ,X^nj^))F' , 
B = F(dlag(nQ,...,n^))F' . 
From (4.3), we fInd that 
Var(f'(Xp)aU) - ('(Xo^A'lfCXp) , 
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and Var(f'(xjj)a|0 " * 
Using the definitions, we see that A Is positive definite and B-A Is 
positive semldeflnlte because 0 < ^ 1 . Now, from Rao (1973, page 
-1 -1 
70), It follows that A - B Is positive semldeflnlte. Thus, 
Var(f' ( X j j)a|Ç) - Var(f ' ( X p ) â | 0  > 0 
which Implies that the optimal X(x.) are X(x.) = 1 (1*0,...,&) . 
— 1 —1 
Finally, we describe a practical situation in which one can 
obtain an approximate form for the function X(x) . Suppose that 
the experiment, at any location x^ in X , is to be terminated around 
time T . Thus, in terms of the notation in Chapter II, we might 
require that 
where Y is the m.th log failure time, in a sample of size n. , 
in^ 1 * 
at the point x^ . 
Hence, 
&n(T) - 9(x.) 
' <"•"> 
where E(U ) is the expected value of the m.th order statistic in^ # n 1 
in a sample of size n^ from a standardized Gumbel distribution. 
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Using a common approximation for E(U_ ) (See David (1981, page 80)), 
we f ind 
m^ :n^ 
E(U^^:n^ )  -  ln ( - ILn i l - \ ^ ) )  , (4.5) 
where 
m 
0 < X. - — < 1 
i 
Substituting (4.5) in (4.4), we see that 
&n(T) - e(x.) 
&n(-&n(l-X,)) i 
so that 
Thus. 
1 O 
&n(T) - 0(x ) 
» 1 - exp[-exp( —)] 
jln(T) - E g.f.(x,) 
1=0 J J 
= 1 - exp[-exp( 1- )] 
£n(T) - E 6jfj(x) 
X(x) = 1 - exp[-exp( ^ )] (x e X) 
Thus, using approximated or guess values for a, 6q, ,.., 6^ , we end 
up with a X(x) that is continuous on X . The same type of argument 
follows when we Impose a constraint as P[Y _< log(T)] = p , 
™i'*i 
where p and T are known, on the pth percentile of the distribution of 
Y . The above technique can be used to determine the proportion, 
m^:n^ 
X(x), of units that one needs to observe, at x E X , to satisfy require­
ments on the duration, T , of the experiment. 
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C. Elfvlng's Theorem 
The following result, due to Elfvlng (1952), Is used extensively 
in the rest of this thesis. Consider the model (4.2) with 
h (x) « (X(x))^^^f.(x), that Is , 
J - - -J -
k 
y(x) = Z a h (x) + e(x) , E(e(x)) = 0 , 
j-o j j -
Var(e(x)) =1 V x E X , (4.6) 
where a^, ..., are unknown and n uncorrelated observations are 
possible. 
Given a probability measure {(x^.p^^)} , say Ç , with finite 
support on X , we made n^^ = np^ observations at each x^ . As before, 
we assume that X is compact and that X and the f^'s are continuous in 
X . A design Is called f (x^)-optimal iff minimizes Var(f ' (Xjj)a) . 
The following result characterizes f(x^)-optimal designs. 
Theorem 4.1. Let R be the convex hull of U R , where 
= {h'(x) = (hQ(x), ... ,hj^(x))|x e X}, and R = {-h'(x)|x e X}. A design 
is f(Xjj)-optimum iff there exists a measurable function 4^%) satisfying 
|0(x)| = 1 such that (1) #(x)h(x)C°(dx) = Pf(Xg) for some real p and 
(11) pf(Xp) Is a boundary point of R . Moreover, pf(Xp) lies on the 
boundary of R iff = v„^ with v. = n[mln Var(f'(x_)aIQ] . 
U U ^ — —U — 
Proof. This theorem is due to Elfvlng (1952, 1954, and 1959) and a 
proof of it is given by Karlin and Studden (1966a). | 
Note that j<p(x)h(x)Ç°(dx) - Z $(x^)h(x°)p° , where the sum is 
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taken on the finite support, {%"} , of the design , and (J)(x,) = ± 1 . 
— 1 —1 
Also, from the continuity of the h^'s and the compactness of % , it 
follows that R is closed. Thus, from Lemma (3.2), we see that any 
point pf(Xjj) on the boundary has a representation 
k 
^ ^i h(Xi)Pi ' 
i=0 
where 
k 
6, = ± 1, X ,  E  X , p > 0, and E p * 1 . 
i-0 
Therefore, defining <)>(x^) = (1=0 k) and <l>(x) » 1 everywhere 
else, it follows from the theorem that Var(f'(Xp)a|Ç°) = Var(f'(Xp)a|0 , 
where Ç is the design defined by {(x^,p^)|i-0,...,k} . This implies 
that in the search for a f(Xjj)-optimal design, it suffices to consider 
designs with at most k+1 points. 
D. Minimization Problem 
From the remark at the and of Elfving's theorem, we find that the 
minimization of Var(f'(x_)a) = f'(x_)[R'V ^R] ^f(x_) with respect to 
— —D — — — L) — — D 
K can be accomplished with designs in at most k+1 points. Also, any 
design Ç that satisfies Assumption (2.1.) must have at least k+1 points. 
Therefore, we are interested in characterizations of optimal designs 
with support on exactly k+1 points. For a nonslngular design, , 
with support on exactly k+1 points, we saw in Chapter III, that 
. 1 k L^x I?) 
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where x^'s and p^'s are the support and allocation of , and 
FL - f(Xjj) with F - (f (*Q) . • • • • For optimal designs in k+1 
points, we have the following result. 
Theorem 4.2. If the design Ç minimizing Var(f' (Xjj)a) concentrates 
o o 
mass on Xq, ..., x^ , then 
(i) optimal p^ are 
i k 
r |L (, lîM/Xc^ 
j'O J J 
(4.8) 
(ii) min Var(f ' (Xjj)ot) - Var (f ' (Xjj)a|Ç°) 
1 
n 
k 
E 
i-0 
|l^(Xjj|C°)|/»^^ (4.9) 
Proof. (i) For any p. > 0 (i=0,...,k) and E p - 1 , and 
i-0 
Ç • {(Xj^.Pj) I i-0 k} we have 
i-0 p^A(x°) i-0 P^X(x°) 
and by Schwarz's Inequality 
1-0 /(x°) 
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Equality is achieved in this relationship iff the p^'s are chosen to 
satisfy 
•••*k) , 
where a^ is a constant. Therefore, the optimal p^'s are given by 
o P. = 
i k 
|L^(Xp|0)|/v^^) 
Z (|L (XplOl//^ 
=0 J  
(1"0,...,k) 
(il) Substituting the values of from (4.8) in (4.7) 
we f ind, 
Var(f' (x )a) = — 
— —u — n 
k |Lj(XjlÇ ) 
Note that for X(x.)SX^constant, the expressions in the theorem 
—i 
simplify to 
|L^(XpU") 
i k 
(4.10) 
Z |L,(x„D 
j-0 j -D' 
and Var(f'(xp)a) 
k 
E 
i-0 
L,(Xd|C") (4.11) 
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As a consequence of (11) in the theorem, one has that when concentrates 
mass in k+1 points, the problem of finding reduces to finding 
"  l 4 < Ï D l f l  0  
X-, •.., X, that minimizes Z ——-— , the optimal Ç being 
i»0 /X (x ) 
— 1 
determined by these x°'s and the p°'s in (4.8). The minimization of 
k |L^(Xp|Ç)| 
Z depends on the functions ^(x) fQ,...,f^ . I 
1=0 A. (x ) 
— 1 
First, we will consider a broad class of f^'s defined on 
a bounded closed interval in the real numbers, that is, a single stress 
situation. In the next chapter, we will consider special cases of f^^s 
defined in several variables, that is, a multiple stress situation. 
E. Single Stress Optimal Designs 
Here, we consider the minimization of Var(f ' (Xjj)a) under model 
(4.2) when X = [-1,1] . Different characterizations of the solutions 
are given for slightly different assumptions on f^ (i"0,...,k) and 
f(x ) by Hoel and Levlne (1964), Kiefer and Wolfowltz (1965), Karlln 
— —U 
and Studden (1966b), Studden (1968), and Fedorov (1972). In order to 
bring together the main results, we need to define a T-system of 
functions and state its properties. 
Definition 4.1. Let u^, ..., u^ denote k+1 continuous real 
valued functions defined on a closed finite interval [a,b] . These 
functions are called a Tchebycheff system on [a,b], a T-system for 
brevity, provided the determinants 
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det 
Uo(to). .... UQ(t^) 
"i(to)' 
are of the same sign whenever a ^  t^ < t^ < ... < _< b . For example, 
u^Cx) = x^ (1=0,...,k) is a T-system on any closed finite interval, 
which is proved using Vandermonde determinants. Also, if c_ < ... < c. 
Ci 
are real numbers then Ui(x) - x (i=0,...,k) is a T-system on any 
closed finite sub-interval of (0,<») (see Karlin and Studden (1966b, page 
10)). The following two lemmas give important properties of T-systemsî 
for details see Karlin and Studden (1966b). 
Lemma 4.1. (i) If r(t) is positive and continuous for t e [a,b] 
and {UiIi*0,...,k} is a T-system on [a,b],then {r(t)Ui(t) | i*0,...,k} 
is a T-system on [a,b] . 
(ii) If r(t) is a strictly increasing and continuous function 
defined on [c,d] with range in [a,b], then the system of functions 
Ui(r(t)) (i=0,...,k) is a T-system on [c,d], provided {Ui|i=0,...,k} 
is a T-system on [a,b] . 
Lemma 4.2. If {Ui|i-0,...,k} is a T-system on [-1,1]» then there 
k * 
exists a unique "polynomial" W(x) " E a.u.(x) satisfying the 
1-0 
properties 
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(i) |W(x)| < 1 for X in [-1,1] , 
(ii) there exist k+1 points, -1 ^  x^ < x^ < ... < x^ < 1 , such 
that W(x^) • (-1)^ ^  (i"0,...,k). Moreover, if there exists 
k 
bf, b. such that Z b.u (x) = 1 for ail x in [-1,1], then equality 
* i-O 1 1 
occurs in (i) only for x - x^, ..., x^, and x^ » -1, and Xj^ = 1 . 
In general, we can restrict the analysis to T-systems in [-1,1] 
because given a T-system {u^|i-0,...k} in [a,b] , the transformation 
r ( x )  =  — a n d  p a r t  ( i )  o f  L e m m a  ( 4 . 1 )  p r o d u c e  t h e  T - s y s t e m  
{u^(r)|i-0,...,k} in [-1,1] . 
Now we reproduce the characterization of optimal designs for the 
minimization of Var(f' (Xjj)a) when {fQ,...,f^} is a T-system. 
Consider the model (4.6), that is , 
k 
y(x) - E a h (x) + e(x) , E(e(x)) - 0 , 
j-0 J J 
Var(e(x)) - 1 , x e [-1,1] , 
1  / 2  
where 0 < X(x) < 1, hj(x) = (X(x)) fj(x) , X(x) is continuous in 
[-1,1] , and n uncorrelated observations are possible. 
Suppose {fQ,...,f^} is a T-system in [-1,1] . It follows that 
{hQ(x),...,h^(x)} is a T-system in [-1,1] . Consequently, there exists a 
polynomial W(x) " Z a.(X(x))^^^f.(x) and points x° < ... < x? 
i-O 1 ^ " * 
satisfying conditions (i)-(ii) in Lemma (4.2). Under these conditions, 
we have the following characterization. 
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Theorem 4.3. If {fQ,...,f^} is a T-system in [-1,1] and 
o o 
Xq, are defined as above, then 
(1) the design concentrated at the points Xq, ..., x° with 
allocation 
lL^(x^|Ç°)|/ 
Pi - Ik ;;=^ 
I (|L (x |Ç°)|)/ A(x°) 
j-0 J J 
minimizes Var (f ' (Xjj)a) for any x^ ^  [-1,1] . 
k 
(ii) if there exists b«, ..., b, such that Z b.X(x)f.(x) = 1 
i-0 
for all x e [-1,1], then Xq - -1 and x^ • 1 . 
Proof. For part (i) see Fedorov (1972, page 148). Part (ii) is 
a consequence of Lemma (4.2) . |
Karlin and Studden (1966a, 1966b) showed that if the condition (ii) 
in the theorem holds and if in addition det[f (x^^) ,... ,f (xj^) ,f (x^)] ^  0 
for all x^'s satisfying -1 ^  x^ < ... < Xj^ £ 1 , then is unique. They 
proved this result using Elfving's theorem. We will refer later to 
these conditions required by Karlin and Studden as the KS conditions. 
Corollary 4.1. If X(x) = 1 and f^(x) • x^ (i-0 k), then 
x° " - cos(in/k) (i-0,...,k) . 
Proof. This corollary follows from the theorem when it is realized that 
W(x) is Just the kth Tchebycheff polynomial of first kind defined by 
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Tj^(x) - co8[k arc cos(x)] . | (4.12) 
Furthermore, one sees that the KS conditions are satisfied in this 
corollary. Thus, the minimizing design, , given by 
{(x°,p°)Ii"0,...,k} where the p°'s are computed from (4.8), is 
unique. This corollary Is due to Hoel and Levlne (1964). Finally, 
the corollary is still true if the function X(x) is constant in 
[-1.1] . 
In general, given the functions A(x) and f^, ..., f^, there 
k 
is not an explicit solution for the x° that minimize I |l. (x_|Ç) |/A(x ) 
i-0 
with respect to the support {xq,...,Xj^} of Ç , and one needs to use a 
numerical technique to solve the problem. In order to check the opti-
mality of a solution obtained from a numerical technique, we can proceed 
as follows. Suppose that the numerical technique gives {Xq<...<Xj^ } 
as points of minimum of the function. From the linear system 
Z à (A(x ))^/^f (x ) - (-1)^"^ (1-0,...,k) , 
j-0 J ^ J 
k ^ 1/2 
we obtain a_, ..., i, and the polynomial W(x) - Z i.(X(x)) f.(x) . 
" j-0 J J 
If |w(x)I £ 1 for all x E [-1,1] then Theorems (4.2) and (4.3) show 
that {xq,...,Xj^ } is the support for an optimal design. However, if 
|w(x)| ^  1 is not satisfied and the KS conditions hold, we see from 
Theorem (4.3) that the set {Xq,...,X^} does not produce a global 
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minimum. If KS conditions do not hold, and if |w(x)| ^  1 is not 
satisfied, then may or may not give a global minimum. 
In either case, one needs to recompute the x^'s or use additional 
information on X(x) and the f^'s to make a decision. 
In certain special cases, we can approach the search for the 
optimal x°'s in the following manner. Suppose that both {fQ,...,f^} 
and {fQ,...,f^ are T-systems, and consider the approximation of 
k-1 
f. by "polynomials" of the form I (-a.)f, , where the best a.'s are 
1-0 
k-1 
those that minimize the norm max |f. (x)- Z (-a.)f.(x)| . There is 
xe [-1,1] ^ 1-0 ^ ^ 
a unique solution a° ®k-l this minimization problem (See Cheney 
(1966, chpt 3)). This solution is characterized by the existence of 
k+1 points x° < x° < ... < x° in [-1,1] such that the error function 
d(x) = f.(x)- S (-a°)f.(x) satisfies: d(x°) - -d(x° - ± ||d|| , 
1-0 
where ||dfl - max|d(x)( . Now, define W(x) in [-1,1] by 
X 
(-l)^[8lgn d(x9)]d(x) 
W(x) - rrm— , (4.13) 
where 
sign d(x°) -
1 if d(xg) > 0 , 
-1 otherwise . 
From the above definition of W(x), one sees that W(x) in (4.13) satisfies 
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(1) |w(x)| _< 1 for X e [-1,1] , 
and (11) W(x°) - (-1)''"^ (1-0,...,k) . 
Thus, from Theorem (4.3) and Lemma (4.2), the support for the optimal 
Is {x°,...,x^} . The optimal allocations are as in Theorem (4.3) . 
In summary, we see that If {fQ,...,f^} and {fQ,...,f^ are both 
T-systems, then finding the optimal experiment in Theorem (4.3) is 
equivalent to finding the best approximation of f^ by polynomials of 
k-1 
the type E a,f. . This is important because the later problem can be 
1=0 
worked out numerically using existing algorithms that converge to the 
unique solution. These algorithms and their properties were developed 
by Remes (1957), and they are described in Cheney (1966), and Studden 
and Tsay (1976). 
F. Example 
The following example illustrates some of the results given in 
this chapter. 
Example 3.1. Assume that the log of time-to-failure at stress x 
follows a Gumbel distribution with a location parameter 
2 0(x) = 3q + + $2* • The scale parameter, O , of this distribution 
is independent of x . The experimentation region is X = [-1,1] and 
the design stress, x^ , is considered to be equal to 1.2, 1.4, 1.6, 1.8, 
and 2.0, successively. There are n = 21 available units and the 
experiment is to be run without censoring. We compare the optimal 
design, , proposed in this chapter, against a standard design, Ç , 
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that assigns 7 units to each of the points - -1 , - 0 , and 
*2 = 1 ' Using Corollary (4.1), we find that the support for 
is x° " -1 , x° * 0 , and Xg * 1 . Equations (4.10) give the 
allocations p° , p° , and p^ for . These p°'s depend on x^ and 
their values are given in Table (4.1); also, in Table (4.1) we show 
the values np° (1=0,1,2) , where we have rounded off the numbers to 
2 
have np° 2 1 (1=0,1,2) and T, np° = n = 21 . 
1-0 
Table 4.1. Optimal allocations. Gumbel distribution with a 
quadratic location parameter 
Design 
Stress 
Po Pi P2 "o "l "2 
1.2 .063830 .234043 .702128 1 5 15 
1.4 .095890 .328767 .575342 2 7 12 
1.6 .116505 .378641 .504854 2 8 11 
1.8 .131387 .408759 .459854 3 8 10 
2.0 .142857 .428571 .428571 3 9 9 
0 ~ Var(Y lb 
The efficiency of Ç with respect to Ç is computed as 100 , 
Var(Yp|Ç°) 
where Var(Yp|Ç) and Var(Yp|Ç°) are the variances for the BLUE of Y^ 
under Ç and , respectively. We use (2.7) to compute these 
variances. Table (4.2) shows the corresponding efficiences for 
different values of p • 
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Table 4.2. Efficiency of the proposed design, respect to a 
standard design Ç 
Percentile value 
to be estimated 
lOOp 1.2 
Design stress 
*D 
1.4 1.6 1.8 2. 
10 127.2 122.8 119.0 117. 116.4 
20 137.4 127.5 120.1 117.9 116.7 
30 145.1 130.3 121.2 118.3 116.7 
40 151.2 132.1 121.6 118.5 116.6 
50 155.9 133.3 121.7 118.6 116.6 
60 159.1 134.0 121.7 118.6 116.4 
70 160.8 134.4 121.6 118.6 116.3 
80 161.0 134.3 121.3 118.5 116.1 
90 158.6 133.6 120.8 118.2 115.8 
This table clearly shows that the design is better than the standard 
~ Q ~ 
design Ç . As expected the efficiency of Ç with respect to Ç decreases 
when Xjj Increases. 
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V. MULTIPLE STRESS OPTIMAL DESIGNS 
A. Introduction 
k 
We consider the minimization of E |L,(x |Ç)| with respect to the 
1-0 
support of Ç for different specifications of the functions f^^ 
(1-0 k) and two or more accelerating stresses. A solution to 
this minimization problem, together with the allocations given by 
(4.10), provide an optimal design for the cases of having complete 
samples or a uniform proportion of censoring; that Is, X(x)-X-con8tant 
for all the design points. In general, an optimal design depends on 
Xjj and f ' - (fp,... ,f , and usually there Is more than one solution. 
First, we consider the case when the regression function Z a.f.(x) Is 
j-0 ] J 
essentially of a product type. Next, we consider polynomials In r 
dimensions of degree less than or equal to s . Finally, we give 
k 
optimal designs when E a f (x) is a polynomial in three variables 
j-0 J J " 
with first order terms and cross products of second order. 
B. Product Models 
Hoel (1965) considered the model (4.2) with X(x) 5 1 ; that is, 
k 
y(x) - E a f (x) + e(x) , 
- j-o j j -
E(e(x)} - Q , Var(e(x)) - 1 , (5.1) 
where n uncorrelated observations are available. 
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x' = (x^.xg) , x^ E [-1,1] , 
k r s , 
and % a f (x) = Z E c. x,x- . (5.2) 
j=0 j j - 1=0 u-0 ^ 2 
We relate to and x^xg to f^ in the following manner, 
^^(s+l)+u ^lu ' 
and f (x) = x^x, , (i-0,...,r; u=0,...,s) . 
i(s+l)-hi 
For example, 
=00' •••• °u = =0u' 
and f-Xx) =1, ..., f (x) = x" . 
u — u — z 
Now consider r+l points in [-1,1] , 
-1 < *10 < ••• < Xir 1 1 ' (5.3) 
and s+1 points in [-1,1] , 
-1 < x__ < ... < X, < 1 . (5.4) 
—  2 0  Is — 
Taking the Cartesian product of the points in (5.3) and (5.4), we 
obtain 
^*0''*'*—k^ ~ ^*10*' ' '''^Ir^ * ^*20*' ' ''*2s^ ' (5.5) 
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If n > k, any design with support of the type (5.5) is not singular; 
that is, the model matrix is of full column rank. Hoel (1965) showed 
that, among design with support of type (5.3), the x° that minimize 
k 
^ -D ^ (-ID'-ZD^' ^ 1 , are obtained by defining 
= - cos(iTT/r) , (5.6) 
X°^ = - COS(UIT/S) , (5.7) 
and -i(s+l)+u ° ^*li'*2u^' (1=0,...r; u=0,...,s) . (5.8) 
In summary, one uses the Tchebycheff points for the Tchebycheff 
polynomial of degree r in the first axis, and the corresponding ones 
for the Tchebycheff polynomial of degree s on the second axis. The 
optimal support is the Cartesian product of these two sets. Therefore, 
an optimal has support {x° x°} defined by (5.8) and allocations 
i=o ^ 
For example, if r = 1 and s * 1 then 
Z f j (x) = Gg + a^^Xg + OgX^ + OgX^Xg , 
and the support of is 
{-1,1} X {-1,1} = {(-1,-1), (-1,1), (1,-1), (1,1)} 
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Also, if r • 1 and s • 2 
k 2 2 
f J (x) " (Xq + + GgXg + ®2*2. ^4*1*2 ^5*1*2 * 
and the support of Ç° is 
{-1,1} X {-1,0,1} - {(-1,-1), (-1,0), (-1,1), 
(1,-1),  (1,0),  (1,1)} .  
Hoel optimized from among designs having support of the form (5.5). 
Thus, we do not know whether we have achieved the minimum among all 
possible designs. Next, we prove that in a particular situation, 
Hoel's solution does achieve the overall minimum. 
Theorem 5.1. For the model (5.1) with r - 1 and s - 1; that is 
y(x) - Og + 01 + agx^ + ajXj^X2 + e(x) , 
we have 
(i) with support {(-1,-1), (-1,1), (1,-1), (1,1)} and 
allocations given by (5.9) is optimal among all possible designs , 
2 
(ii) Var(f'(x^)&|C°) 
n 
Proof. Part (ii) follows from Hoel's proof, but we also can obtain 
it directly. If is optimal then from (4.11), we find 
1"0 
(5.10) 
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where 
Thus, 
F(X0'%1'%2'%3)^ ' ' 
' 1 1 1 1 1 
-1 1 -1 1 X2D 
-1 -1 1 1 
L = 
XlD 
1 -1 -1 1 X2d''ID 
(5.11) 
and 
t = i  
(X2D-I) (XlQ-l) 
(X2D+1)(1-XID) 
(1-X2d)(1-^1D) 
(l+X2D)(l+XiD) 
Using Ix^gl > 1 and |x,^| > 1 , we find 2D' 
E lL^(Xp|Ç ) I _ |xujX2dI ' 
1=0 
and substituting this in (5.10), we get part (ii). To prove part (i), 
we use Elfving's theorem. Let 
-0 ' (-1.-1)' « = (-1,1)' , *2 " (l.-l)' , Î3 = (1,1)', 
and M = [£ (XQ) ,£(Xj^), f (^2) (^3) ' ' 
We first claim that the convex hull generated by (-M) (j M is S 
(see Elfving's theorem in Chapter IV for definitions). Let f(x) e 
and consider 
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Ma = f(x) , 
or 
1 1 
-1 1 
- 1  - 1  
1 -1 
*1*2 
(5.12) 
SO fhat 
a = 
^0 '(X2-I)(x^-1)" 
*1 1 (Xg+l)(1-x^) 
*2 
° 4 (l-Xg)(l+X^) 
. *3 j (14*2) 
(IxJlD (5.13) 
Thus, from (5.12) and (5.13), a, ^  0 and E a. = 1 . 
1=0 
Therefore, an element of is a convex combination of elements in 
M and similarly an element of R is a convex combination of elements 
of -M . This proves the claim. Second, we will prove that 
belongs to S . Consider the system 
^llf 2D 
f(xD) 
or 
-1 -1 
-1 1 
— 1 —1 
1 
-1 
*2 
*3 
'1D*2D ' 
(*10*20) 
1/x 
1/x 
10 
20 
(5.14) 
This system is equivalent to (5.12), so that a. 2 0 and E a, • 1 which 
i-0 
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Implies that -—-— f(x ) belongs to R . Finally, we prove that 
*1D*2D " 
-—-— f(Xn) is a boundary point of K . For any e > 0 , let us 
ID 2D " 
prove that 
1/(*10*20^ 
1/*1D 
l/x2D 
1 + e 
does not belong to K . Suppose this vector belongs to & , then It is 
a convex combination of the elements in M U [-M] and in particular 
1 + e  -  E  a . x .  ,  
i-0 ^  1 
where 
But 
a. > 0 , E a, = 1 , and x. ± 1 . 
i-0 
1i-K:| = I E a x I < E a |x | - E a - 1 
i-0 i-0 i-0 
which contradicts e > 0 , so that f(x^) is a boundary point of 
*1D*2D 
S . Therefore, from Elfving's theorem 
or 
(*10*20^ " " Var(f'(Xjj)§|Ç) 
inf . i . I 
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Both Hoel's solution and the previous corollary can be extended, 
in the obvious manner, for generalized polynomials of the type (5.1). 
C. Polynomials in r Dimensions of Degree 
Less Than or Equal to s 
Studden (1971) considered the model 
k 
y(x) - E a f (x) + e(x) , 
- j-O j j -
E(e(x)) - 0, Var(e(x)) - 1 , (5.15) 
where 
» • • • » Xr) , |x^l < 1 
1 2 r 
fj are the functions Xj^ x^ ...x^ 
and 
r 
t^ are nonnegative integers such that Z t^ < s 
i-0 
The number of different fj's functions is 
they are in a fixed order. For example, for s " 1 we have 
r 
E a f (x) 
For 8=2 and r • 2, we find 
5 
E a f (x) 
j-0 ^  J 
86 
Corollary 5.1. For model (5.15) with n uncorrelated observations, 
we have 
mln Varff'(xp)a|g) - -2^-- , (5.16) 
where Is the sth degree Tchebycheff polynomial defined by (4.12), 
2^ " (l-c)a + (l+c)b , and a and b are the points where the 
line through 0 and Xg intercepts the boundary of the hypercube 
l*il 1 1 (1-1 r) . 
Proof. This is a particular case of a general theorem proved by 
Studden (1971). | 
Corollary 5.2. Under the same conditions of Corollary (5.1) and 
-D " ^ *lD'""'*rD^ (x^Q>l, 1-1,...,r) , we have 
(1) |T (c)I - |T ( max x )| , 
® ® l<l<r 
k 
and (11) Z - l^sf *10^'* 
1-0 KKr 
Proof. Let us suppose that x^ - max {x._} . A point on the line 
l£l£r 
through 0 and x^ has the form cx^ for a certain constant c . This line 
intersects the boundary of |x^| < 1 (1-1,...,r) at points of the form 
a' - (l,a,,..,a^) - cx' and b - -a . Thus, a - x„/x,_ and using the 
— 6 & —U — — — —D XU 
previous corollary, we have 
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or 
2Xp = (l-c)a + (l+c)(-a) , 
• -2': • -2 ÏD • 
Hence, c = . Using properties of Tchebycheff polynomials, we find 
that 
|Ts(c)l . |T,(-Xi,)| ' iTgCx^) 
[t ( max X )| . 
® l<i<r 
This proves the first part of the corollary. The second part follows 
from (4.11) and (5.16). | 
It is clear that the corollary is also true when Ix^^l > 1 
(i=l,...,r) . In this case, we change the conclusion in the first part 
to be |T (c)| = |T ( max |x |)| . 
llllr 
Next, we use this corollary to characterize some optimal designs 
for different choices of the functions fj (j=0,...,k) . 
1. Polynomial with r = 2 and s = 1 
In this case model (5.15) is 
y(x) = Cq + otj^x^ + OgXg + e(x) 
Let 
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and Xg = (1.1), - (Xj^^.l), and - (x^g.-l) , (5.17) 
where 
2D 
(5.18) 
Corollary 5.3. The design Ç having (5.17) for support and allocations 
|I-i(SBI5°)I 
Pi " 2 (i=0,...,2) 
j-O 
is optimal to extrapolate at x^ . 
Proof. We will prove that Corollary (5.2) applies with 
T„(mM x.n) = (max x.„) » max x = x 
s i ID 
In this case 
1" i iD' 
1 1 
*11 *12 
1 -1 
iD ^2D ' 
f Lo 1 ' 1 ' 0 
S *1D 
/2, *2D 
(5.19) 
and the solutions are 
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_ 2(Xid-XII) + (x2D-l)(Xi2-Xii) 
0 2(1-Xj^j) 
1 2(l-x^^) 
"2 2(1-XjP 
For any fixed , we see that 2(x^Q-x^^) + (Xg^-l) 
is a nondecreasing linear function of x^^ • For x^^^ = -1 and using 
(5.18), we see that 
2(Xid-XII) + (X2p-l)(xj^2~*ii^ ' ^^*1D"*11^ ~ (x2p-l) 
= 1+2x^0 - Xgg - Xii(x2D+l) 
> 0 . 
Thus, Lq > 0 for any x^^^ and x^^ [-1,1] . Similarly, > 0 and 
Lg < 0 . Therefore, we find 
^SJl^(XdK°)| = Xgg , 
and the optimality of follows from Corollary (5.2) . | 
If 1 < Xgg < Xj^jj , we obtain a similar result by relabeling the 
axis in the previous corollary. We can also obtain similar results 
when 1 < |x^p| < Ixg^l- In Figure (5.1), we give a geometric interpre­
tation of the solution as well as the solutions in similar cases. 
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Finally, if conditions (5.18) are replaced by 
, , , ^ *1D * 
and 
the corollary still holds. The proof is basically the same. 
*2 ^ ^ ^2 
A B X /(l.l) 
/ s. /I 
\ A B(l.l) 
(-i,-i)c D (-1,-1) 
(-1,-1) 
C D(l,l) 
/ // 
/k B 
->*1 
D (1,1) \ 
VJ 
\\ 
A bN 
o Required Point 
(AB) Choices for x_ 
— 1 
(CD) Choices for Xg 
S) 
Figure 5.1. Optimal supports for extrapolation at x^ with a polynomial 
of degree one in two variables 
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2. Polynomial with r » 3 and s ° 1 
The model is 
Let 
y(x) « Oq + + «2*2 "3*3 G(%) 
-D " ^ *1D'*2D'*3D^ ^*1D^2D^*3D^^^ ' 
Xg = (1,1,1), = (1,-1,X^g) , 
XG - (1,X22,-1), X3 ' (-1,-1,-1) , (5.20) 
Corollary 5.4. The design having (5.20) for support and 
where 
allocations 
|i-i<£CI5°) 
P^ = (i=0,...,4) 
2 |L.(5dIC°)| 
4=0 J 
is optimal for extrapolation at x^ . 
Proof. With f(x) - (1,X^,X2,X2)' and F - (f(Xq),•..,f(x^)) , 
we have that FL f (x^) becomes 
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1 
1 
-1 22 
Xi3 -1 
'^0' ' 1 ' 
h g ""iD 
CM 
*2D 
i h j  . ""30 . 
(5.21) 
This system is nonslngular under the established conditions and the 
solutions are 
^0 = 
(*23+1) (x22+1)-2 [(1+X2D^ ^^'^13^''"^*3D~*13^ (X22+I)] 
2(XJ^2~1) (X22-1)~8 
(1-XID) (X22+I) + 2(X2jj-1) + (x^p-l) (X22-I) 
(Xj^^-l) (X22-I) - 4 
h = 
(1-Xid)(XI3+1) + (X2jj-l)(xj^3-l) + 2(x3jj-l) 
(X13-I) (X22~1) - 4 
and 
1 - x 
L3 = ID 
It follows that Lq > 0, > 0, > 0, and L3 < 0 . Thus, from these 
3 Q 
solutions, E |L^(Xp|Ç )| = Xj^^ . Therefore, this corollary follows 
1=0 
from Corollary (5.2) . | 
If X2JJ > Xj^jj > X3P > 1 a similar result holds, and it is matter 
of relabeling the axis to draw the conclusion. Also situations like 
Ixj^jjl > [xggl 2 I*3dI ^ ^ can be handled similarly. 
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D. Polynomial in Three Variables with First 
Order Terms and Cross Products of Second Order 
We consider the model 
E(e(x)) = 0 , Var(e(x)) = 1 . 
The points x belong to the tridimensional cube X • {^^(x^.XgfXg)'] 
|x^| < 1} . In this case, f(x) = (l.x^.xg.xg.x^xg.x^xg/xgx^)' . We 
assume Xg = (XiD'*2D'*3D)' ^ ^ *1D - *2D - *3D ' 
Elfving's theorem to find some optimal designs. The following result 
will facilitate future developments. 
Lemma 5.1. Let x^ = (x^j.xgj.x^j)' (j-l,...,8) be the set 
of vectors such that [x^^l = 1 (1=1,2,3) . Then the convex hull 
generated by {f (x^^) ,..., f (Xg) } U {-f (x^) ,... ,-f (Xg) } is K (see 
Elfving's theorem In Chapter IV for notation) . 
Proof. The vectors x. are 
-j 
x^= (1,1,1)', Xg = (1,1,-1)', X3 = (1,-1,1)', 
5 ^  =  ( 1 , - 1 , - 1 ) ' ,  X 5  =  ( - 1 , 1 , 1 ) ' ,  x ^  -  ( - 1 , 1 , - 1 ) ' ,  
X (-1,-1,1)', Xo " (-1,-1,-1)' • (5.22) Ù-J ^ ' =8 
It suffices to show that every f(x) (x e X) is a convex combination of 
elements in {f (x^^) ,... ,f (Xg) } . 
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Let 
•••»*6'-?^ ' 
^2 " * *•'^6'-8^ ' 
^8 ~ {x2*"''**7**g} » (5.23) 
be the subsets of size 7 from {x^,...,xg} . Using (5.23) and 
F(Vj^,... .Vy) = [f(v^),...,f(Vy)] , we obtain, for any x' - (x^.xg.x^) 
the following systems of equations 
pCD^d) = F(x^,...,x^) L^l) = f(x) , 
p(8)^(8) ^  F(x2,...,Xg) L^G) - f(x) , (5.24) 
where L^^\ L^®^ are eight sets of Lagrange interpolation poly­
nomials. The solutions of these systems are shown in Table (5.1) . 
If |x^| < 1 then at least one of the systems in (5.24) has nonnegative 
solutions. For example, for 0 < x^ ^  1 (1=1,2,3) the 
components of L^^^ are all positive. Also, we know that these components 
add up to one. Therefore, f(x) is a convex combination of elements in 
{f(x,),...,f(Xq)} for any x E X , and the corollary follows. I 
— —i — —o —' 
Now, we consider again the systems (5.26) with x = x_, and solutions 
— —D 
L(i) = (L(1),...,L(1))' (1-1,...,8) 
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obtained from Table (5.1) with Xg * Xg^, and x^ " x 3D 
Let us define by 
(i)i ,4-1 QM (5.25) r - mint E |l^ |, (1= ,...,8)} 
j-0 J 
Lemma 5.2. Under the above conditions — f(x_) is a boundary 
r^ - -D 
point of R . 
Proof. Let i^ be a system of equations in (5.24) for which 
6 (i.) 
r^ = Z |L I . From (5.24) we have the relation 
j=0 J 
- î<-V . 
or 
<v 
^0 ^0 
Then 
(V (iQ) W 
- ' '0 ' 
(In) 
(Iq) L " 6 (i ) f(x ) 
where a = —' , and Z |a. | • 1 . Therefore, — is 
J ^0 j-0 ^ 0 
a convex combination of elements in {f(x^),...,f(xg)} U 
{-f(Xj^) Chat is, f(Xp)/rQ is a point in R . Finally, 
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fCXp) f(x^) 
we prove that is on the boundary of R . Suppose that 
Is not a boundary point of R . Thus, there exists r^ such that 
* * 0 < Tq < r^ and f(Xp)/rQ belongs to R . Therefore, from 
( j q) 
Corollary (5.7) , there exists a system in (5.26), and a , 
such that 
. J. _ 
*^0 
where 
Also, 
thus, 
(jo) , (jQ) (jo),' , ! , (jo), , 
a = (a^ ,...,a ) , and Z |a | = 1 
j-O 
(JQ) * (JQ) 
F (r^ a ) - f(Xjj) , 
* (^Q) (JQ) 
2 = L 
Î  1 (^o), * ^ I (jo), * 
' " '0 i J ' i  '  •  '0 ^  '0 •  
which contradicts (5.25). Consequently, f(Xp)/rQ must be a 
boundary point of R . | 
Theorem 5.2. Let r^ be defined by (5.25) and let ig be a system of 
6 (1q) 
equations in (5.24), with x " x^, for which r^ = Z |Lj | and 
(V o 
Lj 0 (j-O,...,6) . Then the design Ç having by support the 
set S in (5.23) and the allocations 
^0 
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Pi" a (1-0,...,6) . 
iLjCxple")! 
,0^ , (^o) 
where (x^|^ ) - Ly .is optimal for extrapolation at x^ 
Proof. From Lemma (5.1) and Elfving's theorem, we find 
1 
min Var(a f(x )) - — 
Ç — - —D n n 
2 
Thus, the theorem follows from (4.10) and (4.11). | 
In summary, given x^, all we need to do is to find a set S. , 
0 
in (5.23) such that the corresponding system of equations 
(In) (ig) 6 , (Ig), 
F L - f(x_) has non-null solutions and r_ • Z L. 
_ _D 0 j 
This S is the support for an optimal design, for extrapolation 
0 
ÎD • 
We now characterize some optimal designs. Suppose that 
1 < < Xgg < x^jj and l-x^pXgQ - *10*30 + *2D*3D ° * 
Thus, from solutions in Table (5.1), we find 
r^ " min{ I |i-1,...,8} - E - E 
" j-0 J j-0 J J-0 J 
" T^*1D*2D'^1D*3D"**2D*3D"^^ * (5.26) 
Thus, the optimal support of can be either of the sets 
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«4 - ^ÏI'Î2'^3'Ï4'Î6'^7'^8^ 
or = ^ïi»Ï2'-3'-5'-6'-7'-8^ ' 
where the x^'s are defined in (5.24) . If 1 < x^^ < x^^ < x^^ and 
^^-*1D*2D-*1D*3D"^2D*3D^ > 0 , we find 
'^O " *2D*3D • 
Again, the optimal support of can be either or . 
Finally, the results in this section will also apply to x^ when 
Ix-gl > 1 . To do this, it suffices to relabel the axis or to use 
symmetry. 
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Table 5.1. Solutions to the system of equations (5.22) 
'h 
(X^^+Xg) (l-Xg) 
(1-X2)(X^+X2) 
(l-x^Xl-x^) 
(1-x^) (Xg-kx^) 
(1-X^)(1-X2) 
(1-x^ )(l-Xg) 
,4&2 
(X1+X2)(I+X3) 
l+X^Xg-X^Xg-XgXg 
(l-Xg)(I+X3) 
(X^-X2)(l-X2) 
(1-X^ )(I+X3) 
(1-x^)(Xg-X^) 
(l-x^)(l-Xg) 
(Xj^+X^) (I+X2) 
(l+Xg)(l-Xg) 
l-X^Xg+X^X^XgXg 
(X^ -Xg)(l-Xg) 
(1-x^) (1+X2) 
(1-X^ )(Xg-Xg) 
(l-Xj^Xl-Xj) 
^^4 • 
(14*2)(l+Xg) 
(X^-Xg)(I+X2) 
(X^ -X2)(I+X3) 
l-X^X2-X^Xg+X2Xg 
(l-Xi)(l+%2) 
(1-X^)(I+X3) 
(x^-1)(X2+X2) 
'4^5 
(1+Xj^) (X2+X3) 
(1+x^)(I-X3) 
(1+Xj^) (I-X2) 
l-x^x2-x^x2+x2xg 
(X2-X^)(l-X2) 
(xg-x^)(I-X2) 
(l-Xg)(l-Xg) 
•''h 
(1+Xj^) (I+X3) 
(1+Xj^) (Xg-Xg) 
(1+Xj^) (I-X2) 
(X2-Xj^) (l-kXg) 
l-X2X2+x^X2-X2Xg 
(I-X2)(I+X3) 
(Xj^-fXj) (Xgi-l) 
(1+Xj^) (X2-X2) 
(1-HXj^) (I-X3) 
(1+X2)(X3^C^) 
(I+X2)(I-X3) 
1+x j^x2-x j^x j-x 2X2 
(x^+x2)(x3-l) 
(1+OCj^ ) (l+Xg) 
(1+Xj^) (l+Xg) 
-(1+X^)(X2+X3) 
(1+X2) (1+X3) 
-(X^+Xg)(I+X2) 
-(Xj^+X2) (I+X3) 
l+X^X^+X^Xg+XgXg 
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E. Example 
This example Illustrates some of the results given in this 
chapter. 
Example 5.1. Assume that the log of time-to-failure at the stresses 
X follows a Gumbel distribution with a location parameter 
9(x) = 6q + 02*1 ^  ^2*2 ^3*3 ®4*1*2 ®5*1*3 ^  ®6*2*3 * scale 
parameter, a, of this distributlc^^gj^^^^^^^^^^^ The experi­
mentation region is X = 
stresses, x^, are 
x(l) « (1.3,1.7, 
= (2.0,2.5 
and the experi 
optimal desig-
Ç, that assig 
Using Tht 
- (1,1,1)', 
- (-1,1 »-l) * > 
Equation (4 
? depend on x 
> we have rounded off to and E np » 35 . 
i-0 
Tie efficiency of Ç with respect to Ç is computed as 
tr(Y_|S) ^ ~ . , o 
^ , where Var(Y |Ç) and Var(Y jÇ ) are the variances for 
'Y |C°) ^ ^ 
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E. Example 
This example Illustrates some of the results given in this 
chapter. 
Example 5.1. Assume that the log of time-to-failure at the stresses 
X follows a Gumbel distribution with a location parameter 
9(x) = Bg + g^x^ + ggXg + GgXg + B^x^xg + BgX^Xg + 3^*2*3 ' scale 
parameter, a, of this distribution is independent of x . The experi­
mentation region is * - {x =: (x^.xgx^)' , |x^| < 1} and the design 
stresses, x_, are considered to be equal to x^®^ = (1.1,1.7,2.2)' , 
—  D  — U  
x(l) = (1.3,1.7,2.1)', x(2) = (1.5,1.8,2.0)', x^^) . (1,6,2.0,2.5)', and 
Xp^^ = (2.0,2.5,3.0), successively. There are n " 35 available units 
and the experiment is to be run without censoring. We compare the 
optimal design, proposed in this chapter against a standard design, 
Ç, that assigns 5 units to each of the points in the support of . 
Using Theorem (5.1), we find that a support for is 
x° = (1,1,1)', x° = (1,1,-1)', x° = (1,-1,1)', x° = (1,-1,-1)', 
x° = (-1,1,-1)', x° = (-1,-1,1)', and x° = (-1,-1,-1)' . 
Equation (4.10) give the allocations p°, ..., p^ for . These 
p°'s depend on x^ . In Table (5.2), we show the values np° (i"0,...,6), 
6 Q 
where we have rounded off to have np. 2.1 (i"0,...,6) and Z np. " 35 . 
i-0 
0 
The efficiency of Ç with respect to Ç is computed as 
Var(Y |C) _ 
100 ^ , where Var(Y |Ç) and Var(Y |Ç ) are the variances for 
Var(Yp|C°) P P 
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the BLUE of under Ç and Ç , respectively. We use (2.7) to compute 
these variances. Table (5.3.) shows the corresponding efficiencies 
for different values of p . This table shows that the design Is 
better than the standard design Ç . As expected the efficiency of 
with respect to Ç decreases when x^ takes values away from 
(1,1,1)' . 
F. Remark 
In this chapter, we have shown optimal designs for particular 
k 
choices of the regression function E a.f.(x) and X(x)-constant. 
j-0 j j -
We could see the difficulties of exhibiting optimal designs even for 
the simplest form of the f^'s functions. Therefore, for general 
fQ(x) f(x^), and X(x), we might have to use a numerical 
technique to find designs that minimize Var(|'(xQ)a). Fedorov (1972) 
and Studden and Tsay (1976) have developed numerical algorithms that 
can be used for this purpose. These algorithms are also suitable to 
confront an optimal design problem with a single stress. 
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Table 5.2. Optimal allocations 
Design 
stresses 
-D "o "l "2 "3 "4 "5 "6 
(1.1,1.7,2.2)' 20 7 4 1 1 1 1 
(1.3,1.7,2.1)' 19 5 3 1 2 2 3 
(1.5,1.8,2.0)' 18 3 2 2 3 3 4 
(1.6,2.0,2.5)' 17 4 2 2 3 3 4 
(2.0,2.5,3.0)' 14 3 2 3 3 4 6 
Table 5.3. Efficiency of the proposed design, respect to a 
standard design Ç 
Percentile value Design stresses 
to be estimated (3) (4) 
ÎD -D -D -D -D 
10 222.6 191.0 168.4 164.3 145.5 
20 242.2 208.4 180.6 171.8 148.7 
30 253.7 219.5 188.3 176.3 150.6 
40 261.5 227.5 193.8 179.5 152.0 
50 267.1 233.7 198.2 182.0 153.1 
60 271.1 238. 7 201.7 184.0 154.0 
70 273.9 242.7 204.8 185.8 154.8 
80 275.5 246.0 207.3 187.4 155.7 
90 275.4 248.4 209.5 189.0 156.6 
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VIII. APPENDIX: A MOMENT PROBLEM 
A. Introduction 
In this appendix we give a solution to the following moment problem: 
for any probability measure \p on [-1,1], there Is a probability measure 
V on [-1,1], such that both measures have the same moments of order 
1, 2k+l, and v has support on at most k+1 points. First, the 
existence of the probability measure v is shown. Second, we describe a 
computational method to obtain V . 
B. Existence 
Let a =• {aQ,...,a^} be k+1 distinct points in [-1,1] and 
k 
f(x) * [l,x,...,x ]' for X E [-1,1] . As before, the Lagrange inter­
polation polynomials are the solutions L^(x|a) to 
> • • • » 
FL - f(x) (8.1) 
where F = [^(a^) f(aj^)] and L' = [LQ(x|a),...,L^(x|a)] . 
From (8.1) we see that 
E a^L (x|a) = x^ (j-0,...,k) , 
1=0 
> • • • » ( 8 . 2 )  
k 
E L (x|a) - 1 , 
1=0 
(8.3) 
and L^(a^|a) = 1, L^(aj|a) = 0 for 1 f j . (8.4) 
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Theorem 8.1. Let ^ be a probability measure in [-1,1] with support 
at more than k+1 points and first 2k+l moments ..., y2k+l * Th"*» 
there exists a probability measure V  on [-1,1] with support at k+1 
points such that its first 2k+1 moments agree with the ones of ip . 
Proof. This theorem will be a consequence of several results that 
we proceed to prove. 
Define, for x e [-1,1], the polynomials (j)^, ..., as follows: 
*o(x) 5 1 , 
$l(x) = X - , 
4y(x) = (x-Bj)$j ^(x) - CjOj gfx)' (2 1 j 1 k+1), 
j x[4)j_j^(x)]^dt|)(x) 
where ^ , 
I  [4y_i(x)]2d*(x) 
,1 
x(t)j_j^(x)(J)j_2 (x)di)^(x) 
- -3 - • 
J ^[*j_2(x)]^d*(x) 
If for some j (2£j£^k+l) Bj is not defined, it must be that 
1 2 
[(j) j^(x)] d^(x) • 0 . This will only happen if the set consisting 
-1 ^ 
of the j-1 roots of ^(x) contains the support of the measure ij; . This 
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is a contradiction with the hypothesis; therefore, (p^, are 
well-defined. It can be proved (See Burden et al. (1978, page 157)) 
that for 1 j, I 4^(x)$j(x)d^(x) « 0 , and for any j, 4y(x) » x^ + 
rl 
lower-order terms. Furthermore, x'^4i (x)dip(x) - 0 for 0 ^  r < j . 
J-1 J 
Theorem 8.2. The roots a^, ..., a^ of are real, distinct, 
and all lie in [-1,1]. 
|_^<f'o(x)<l'k+i(x)di^ -Proof. Because  4)„ x)(|)^j^, (x)di| » | (J)j^^j^(x)di|)(x) - 0 , 
'''k+1 changes sign at least once in [-1,1]. Let b^, ..., b^ denote 
the points in [-1,1] at which changes sign. If r • k , the 
r 
theorem is proved. Suppose r < k . Let (j)(x) = H (x-b.) ; this is a 
i-0 1 
rl 
polynomial of degree r+1. Then *(x)0^^^(x)d^(x) - 0, but for x distinct 
J-l 
from {bQ,...,b^}, 4^x)$^^^(x) > 0 or for x distinct from {bQ,...,b^}, 
#(x)#^^^(x) < 0 . Therefore, either the measure il> is concentrated on 
{bQ,...,b^} or I &(x)^^^^(x)d^(x) ^  0 . These contradict the 
hypothesis or the properties of respectively. Thus, r - k . | 
Theorem 8.3. Let L^(x|a) be defined by (8.1), then 
(i) Vj = j Lj(x|a)d^(x) > 0 , (8.5) 
Ill 
k 
(ii) E V  - 1 . (8.6) 
j-0 J 
Proof. From (8.1) we have that Lj(x|a) and [Lj(x|a)]^ are poly-
2 
nomials of degree k and 2k, respectively. Then, [ly(x|a)] » 
q(x)#^^^(x) + r(x) , where degree (r(x)) £ k and degree (q(x)) £ k-1. 
Also, because (a^^) = 0, we have that 
[ly(a^|a)]2 _ q(a^)*^^^(a^) + r(a^) « r(a^) (i,j-0,...,k) . 
But [Lj(a^|a)]^ « Lj(a^|a) . Therefore, 
[Lj(x|a)]^ = q(x)*k+l(x) + Lj(x|a) , 
and 
0 < I [Lj(x|a)]^d^(x) = I [q(x)*^^^(x) + ly(x|a)]d^(x) 
fl 
L (x|a)d^(x) 
J-1 J 
k fl k fl 
Also, E V. = ( E L (x|a))d^(x) = d\j;(x) - 1 . | 
j=0 •'-1 j"0 -1 
Let V  denote the probability measure with support at {aQ,...,a^} and 
weight at a^ . Let 0 £ s £ 2kH . For 0 £ x £ k , we find 
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/" s k 
X dv(x) • Z a V 
'-1 1-0 ^  1 
k a fl 
E a L,(x|a)d^(x) 
1-0 J-1 1 
fl k 
[ E a*L,(x|a)]d*(x) 
^-1 1-0 
x^d#(x) 
- Mg . (8.7) 
For k < s £ 2k+l, we have that x® - q(x)4i^^^(x) + r(x), where degree 
(r(x)) £ k and degree (q(x)) £8-k-l£k . Thus, 
X® - q(x)*^^^(x) + r(x) , 
and 
®dv(x) = E a®V. 
1-0 
^E^[q(a^)«J>k+i(ai) + r(a^)]v^ 
E r(a.)v 
1-0 
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1 k 
Z r(a )L (x|a)d^(x) 
-1 1-0 1 
r(x)dip(x) 
-1 
[q(x)*^+^(x) + r(x)]diKx) 
(• X di|((x) . 
( 8 . 8 )  
From (8.7) and (8.8), we see that the measure v Is a solution to the 
Theorem 8.1. 
C. Computational Method and Examples 
k+1 k 
Since <l'j^^j^(x) = x + D^x + ... + D^^x + and 
-1 
x^O^^^(x)d^(x) = 0, (0£s<k), we find 
^ x®(x^'^^ + I D xj)dV(x) - 0 , 
-1 J-0 ^  
or ;.+k+i + - "• • 
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or VQ» » • • • » »0 ^k+1 
^1, ^ 2' h(+l 
. • 
°1 
- -
• 
• • 
• • 
\+l' • • • ' ^2k "k. ^2k+l 
(8.9) 
We write this system as MD " - y, where M is the matrix of moments, 
D the vector of unknowns, and - y is the RHS in (8.9). The matrix M 
is positive definite, because 
k k 
r ' M r  -EE r.y. 
i-o 
[ Z r.x ] d^(x) 
'-1 i-0 
0 , 
iff the set consisting of roots of the E r x contains the support 
i-0 
of \p ,  and this is only possible when r^ - 0 (i-0,...,k) . Therefore, 
from (8.9), we find 
D - - M , 
and a^, ..., a^ are the solution to 
k-4-1 k 
<f'j^^l(x) = X + D^x + ... + D^x + Dg = 0 
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Let 1 a! 
A • 
1 
then from the equality of moments for ij; and V» we obtain 
A'dlag(VQ,...,v^) A - M , 
or diag(v^,...,v. ) - [A MA ^ . (8.10) 
We see that (8.10) together with the roots of " 0 give the 
measure V  .  
Example 8.1. For 4; " Uniform [-1,1] and k • 2. We find 
Hq = 1, - 0, Wg = 1/3, - 0, W4 " 1/3, and y^ - 0 . 
(j)^(x) = X - 0.6x 
«0 = 0 , a^^ = /Ts , and ag = " • 
Vq = .444444,  = .277778 , and V2 " .277778 
^ 4 
Also, E a^v = y (j»0,...,5) . 
i-0 ^ 
Example 8.2.  For ^(-1) " 1/4,  ^(0) •  1/3,  ^(1) = 5/12,  and k " 1 
We find 
Ug = 1 ,  y^ = 1/6,  y^ -  2/3,  and y^ - 1/6 .  
*2(1) = X: -  0.0869565X -  0.652174 .  
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aQ - 0.852221 , - - 0.765264 . 
Vq - 0.57616 , - 0.42384 . 
^ j 
As before, Z auV = y (j-0 3) . 
1 1 J 
