A scheme is presented to obtain the unique bounded solution for an exponentially unstable linear system. The scheme consists of choosing random data at large initial values and integrating forwards and backwards until accurate regular boundary values are obtained. Proofs of convergence are given for the case that the homogeneous equation has an exponential dichotomy. Applications to other types of problems are discussed and numerical results are presented.
\\Y(t)Px y_1(s)
(The definition of admissibility as originally given by Massera and Schaffer does not require uniqueness of the bounded solution y". Also the definition of exponential dichotomy given here is more restrictive than that in Massera and Schaff er and corresponds to what they call a double exponential dichotomy induced by a disjoint dihedron (see [4, pp. 285-286] ). If the matrix A is bounded, admissibility as defined here is equivalent to our definition of an exponential dichotomy. More refined results can be found in [4] .) Suppose rankPj = m, rank.P2 = q = n -m where n is the dimension of the underlying space, and consider the pair of projections (Hx(r), H2(r)) where H ¡if) = Y(ry?¡Y~ (r). Note that the subspaces determined by these projections are carried into themselves by the solution operator Y(t)Y~x(s) to (1.2) (i.e. if x G Range H¡(s), then y = YiOY^isyx = nW^OnO^'W* £ Range #,(r)).
It is clear from (1. 3) that the columns of Hx(r) span the subspace of initial data at t = r such that the solution to (1.2) is bounded as t -> +°° (the stable manifold), while range(H2(r)) is the space of initial data at t = r such that the solution to (1.2) is bounded as t -► -°°. This is the generalization to nonautonomous systems of the case that A is a constant matrix whose eigenvalues have both positive and negative real parts.
As already stated, it is known that if ^4 is bounded, an exponential dichotomy is equivalent to (L", L^) admissibility. The boundedness of solutions to (1.1) can be regarded as boundary conditions at t = ±°°, and it seems reasonable to treat the numerical computation of the solution y" as a singular two point boundary value problem. An algorithm to solve for the solution y" is presented here. Below we give a heuristic description of the algorithm. In Section 2 convergence proofs are given for the case that (1.2) has an exponential dichotomy, and in Section 3 some numerical results are presented.
We point out that it is not necessary for the homogeneous equation to have an exponential dichotomy. One can apply the algorithm in any case where all solutions to the homogeneous equation must grow as t approaches the upper and lower endpoints of the interval. For example .4(f) would have a simple pole at a finite time t0
and have some exponentially growing solutions as t -► °°. Under appropriate conditions on the behavior of the residue of A at t0, ail solutions to the homogeneous equation will be unbounded as t approaches one of the endpoints. Nevertheless, bounded solutions would exist for the inhomogeneous equation. Numerical results for such a system are given in Section 3. One can also hope to apply this procedure to homogeneous equations of the kind discussed by Keller [3, where one has inhomogeneous conditions at the lower endpoint and boundedness conditions at °°. Before describing the algorithm we give some definitions. By an m-dimensional
License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use hyperplane in Rn we mean the set of vectors of the form x = u + EX. Here u is an n-vector, E is an m x n matrix of rank m while X is an arbitrary w-vector. The pair (u, E) need not be unique. In fact, we can take the columns of E to be orthonormal and u orthogonal to E. In this case it is easy to see that the columns of E are unique up to a rotation and the vector u is the projection of the hyperplane in the orthogonal complement of the space spanned by the columns of E and is therefore unique.
Any m + 1 vectors x^ with rank at least m lie in a unique hyperplane. In fact, if the vectors x¡ have rank m + 1, we can take e¡ = (x¡ -xm + 1) and u to be xm +,.
If the x¡ have rank m and we assume x¡, . . . , xm are linearly independent, we can take e¡ = x¡ and u -0, i.e. the hyperplane is a subspace. An w-dimensional hyperplane described by x = u + EX and a q-dimensional hyperplane z = w + Dy will intersect in exactly one point provided the vectors {e¡, dj] have rank n. The point of intersection can be gotten by solving the linear system (1) (2) (3) (4) [E.
-D] tj=w-u=l (b) U(t) = y"(t) + G2(t, t,)wq + x + G2(t, t,)Dy + Gr(t, tl)wq + x +Gx(t,t,)Dy, for arbitrary X G Rm ,yERq. Now if T is a sufficiently large number with T < min[dist(ir, I), dist(i*;, /)], then G2(t, tr), Gx(t, t,) = 0(e~~aT) and unless the initial data are badly chosen (for example Gx(t, tr)E = 0) one would expect these hyperplanes to be close to the hyperplanes 5,(í) = y"(t) + Gx(t, tr)vm + x + Gx(t, tr)EX, (1.10) U^t) = yjf) + G2(t, t,)wq + x + G2(t, t,)Dy, which describe the unstable (respectively, in the backwards and forward direction of r) manifolds of the solutions of the differential equation. Thus, the intersection S(t) Pi U(t) will be close to the unique point of the intersection Sx(t) n Ux(t). It will be shown in Section 2 that except for initial data chosen from a set of zero measure there must exist X0 and 70 such that Gi(t, tr)vm + x + Gx(t, tr)EX0 = 0, G2(t, t,)wq + i + G2(t, t)Dy0 = 0;
and thus, this intersection must be y"(t).
In practice, one cannot carry out these integrations because the solutions, for example Gx(t, tr)E, will grow exponentially as t -► -°°. One must, therefore, compute the hyperplane S(f) at times f;-and take m + 1 new values in 5(fy) of smaller norm to continue the integration. As long as the new vectors have rank at least m, one does not change S(t) and the intersection of the two hyperplanes will be the same.
However, if one should choose new vectors which are nearly dependent, one could obtain a poorly conditioned linear system as described above. The safest way to do this is to orthonormalize the vectors Y(t)Y~l(tr)e¡ and Y(t)Y~~x{t,)dj (i.e. one gets an orthogonal basis for the hyperplanes S(t) and U(t)) which is the method of Godunov and Conte, etc. (see Keller [3, p. 7] ); other techniques are possible as described in Section 3, but one must bear in mind that with any of these methods the vectors may become numerically dependent. We point out that the crucial part of the algorithm is the hyperplanes S(b) and Í7(a). From these hyperplanes one can compute regular two-point boundary conditions and use any scheme to solve two-point boundary value problems. Finding the hyperplanes S(t), Uif) and the intersection S(t) n U(t) for t G II. Convergence Proof. Here we give a theoretical justification of the algorithm described in the preceding section. For simplicity the proofs are given for the continuous case. It will be seen that the same proof is valid in the case of discretization by a strongly stable difference scheme.
Let We will prove the following theorem. Theorem 1. There exist functions T(e) and u(e) with T(e) -► °° (e -► 0), u(e) -> 0 (e -► 0) so that for any interval I the difference || v^r) -S(t) n U't)\\ < e for t G I, if T > T(e) unless E and D are chosen from a set of measure < /u(e).
We note that T(e) and u(e) are independent of the interval / and of the starting points tr and /,. The only part of the proof that is not straightforward is the proof that the measure of the "bad" set can be bounded independently of the starting points tr and t¡.
We first prove the following lemma. For our purposes the projections P¡(r) will be the H¡(r) defined in Section 1. If r is fixed, then C(ß,Pr) is the set of £ such that for some X with ||X|| = 1 we have \\PrEX\\ < 8. Thus, as 8 -> 0, u(C(b, Pry) -*■ u(Cl) where C1 is the set of m x n matrices such that for some X we have PrEX = 0. Since r is fixed, we can always assume and, thus, u(Cl) = 0. Thus, the crucial point of Lemma 1 is the uniformity in r.
Proof.
We can obviously take Rx = 1. It is clear that p(C(8, Pr)) -* 0 (8 -► 0)
for each fixed r, and it is the uniformity which must be proved. Let Sr = I' -Pr, and write E as Ex + E2 with Ex = PrE, E2 = SrE. This is a direct sum decomposition, and we can define a new norm (non-Euclidean) by ||£||r = max(\\PrE\\, \\SrE\\).
From the uniform boundedness of the Pr we can find a Q independent of r such that \\E\\r < Q\\E\\, \\E\\ < Q\\E\\r.
The new norm || ||r induces a new measure pr on Rmn and p(S) < Qpr(S) for any Borel set S. It is thus sufficient to show that prC((8, Pr)) converges uniformly to zero for ||£||, < Q. We now obtain estimates from below. In fact, if s > t and we set y = Gx(t, syx, we obtain, with Hx defined as in Section 1, Hx{s)x = Gx(s, t)y; and we can thus write (23) \\Gx{t, s>|| > y ea^\\Hx(s)x\\, s > t;
and similarly for G2 (2.4) ||G2(f, s)x\\ > j ea^\\Hx(s)x\\, t > s.
Now consider the representation for the hyperplanes S(t) and U(t) given in (1.9).
We first eliminate the troublesome terms Gx(t, tr)vm + x and G2{t, t¡)wq+x so that the form of S(t) and U(t) are approximately yx(t) + EX and y^{t) + Dy, respectively. So far 8 has remained unspecified. We now set 8 = e~aTl2 and obtain max(||X'||, ||7'||)<Ce-a:r.
From this estimate we obtain at the point of intersection (2.5) Il5(0-^(f)|| < Ce-aT'2.
Theorem 1 now follows from choosing T so that the right-hand side of (2.5) is < e, setting 8 = e~~aTl2 and using Lemma 1 to bound the set of initial values where (2.5) fails.
The preceding was given for the continuous case; however, one can see that it is a purely formal proof depending only on the existence of an exponential dichotomy.
This permits one to use results of Bayliss [1] to extend Theorem 1 to strongly stable difference approximations.
In fact, let (1.1) be approximated by the /-step scheme / / (2-6) Z ajyn+j = k ^£ßjyn+j, i=o /=o where k = At and y is given by (1.1).
Associated with (2.6) we have the polynomials / ; P(X) = X <*jX', 0(X) = £ ßjX'.
i=o /=o
From consistency we know that xx = 1 is a simple root of p(x) = 0. Strong stability is a restriction on the other roots xu, u = 2, . . . , I. Specifically, we have (see, for instance, Gear [2] ) |*J<1, u = 2, ...,/.
Since we want to solve (2.6) backwards as well as forwards, we also require xu ¥= 0.
We convert (2.6) into a 1-step scheme in the usual way by defining the vector wn = (yn + l -1, ... , y")T. Using (1.1) to substitute forj>, we obtain the linear inhomogeneous 1-step difference equation (2.7) wn+x = Unwn + kf".
Here Un (the companion matrix) is an In x In matrix while wn and fn are /«-vectors.
Under these conditions it has been shown (see Bayliss [1] ), that for k sufficiently small:
(i) (2.7) has a unique bounded solution wn for any bounded forcing term/n.
If/" comes from discretizing a function/as in (1.1) and wx n is defined as WnP'lWf1)l<Kle-ak<n-n, n>U
This, of course, is exactly the discrete analogue to an exponential dichotomy. Note that the dimension of the stable manifold is increased by n(l -1) to take into account the roots xu inside the unit circle.
Under these conditions, it is clear that the proof given in Theorem 1 will be valid for the difference equation (2.7) to approximate the solution wm n which in turn is an approximation to the solution .y to (1.1).
III. Numerical Results. Here we describe some numerical tests of the scheme of Section I. Tests were run on a three-dimensional system The constants wx and w2 were chosen as 1 and \/3, respectively. One can verify that E has eigenvalues -1, -2, +1 so that the homogeneous version of (3.1) has an exponential dichotomy with a stable manifold of rank 2 and an unstable manifold of rank 1. The forcing term is chosen so that yx(t) = (sin /, cos \/2f, 0)T is the unique bounded solution to (3.1). The first order Euler scheme yn + l = y" + Aty" and the second order Crank-Nicholson scheme yn+x = y" + At[yn + yn+i]/2 were used for the integrations. Renormalization was done by writing the vector y as (yx, y2, y3)T and solving for the hyperplane as v3 = Ayx + By2 + C. New vectors were then chosen to minimize the three functionals^ + y2 + y2,y\ + .ly2 +y3 and (.Vi + 1) + j>2 + y\. This procedure is not guaranteed to produce at least two independent vectors, although one might expect it to work except in pathological situations. Indeed, in practice the method works as we now indicate. Initial data were generated by a random number routine normalized to lie in the interval [-5, 5]. Here two conditions were specified at t = 0 and we solved for the unique solution bounded as / -> °°. This type of system is discussed by Keller [3] , as mentioned previously, but his method is valid only when A is asymptotically constant. Here the sought for solution was U2(t)Ux(t)e where U2, Ux and E are given in (3.2) . The values of yx and y2 at / = 0 were prescribed and y3 together with data at a large time (r = 18) were chosen randomly. L2
errors over the interval [0, 1] are given in Tables III and IV 
