Several risk measures have been proposed in the literature. In this paper, we focus on the estimation of the Conditional Tail Expectation (CTE). Its asymptotic normality has been first established in the literature under the classical assumption that the second moment of the loss variable is finite, this condition being very restrictive in practical applications. Such a result has been extended by Necir et al. (2010) in the case of infinite second moment. In this framework, we propose a reduced-bias estimator of the CTE. We illustrate the efficiency of our approach on a small simulation study and a real data analysis.
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Q(s)ds.
Clearly, the CTE is unknown since it depends on F . Hence, it is desirable to define estimators for this quantity and to study their asymptotic properties. To this aim, suppose that we have at our disposal a sample (X 1 , ..., X n ) of independent and identically distributed random variables from F and denote by X 1,n ≤ ... ≤ X n,n the order statistics. The asymptotic behaviour of C αn [X] has been studied recently in Pan et al. (2013) and Zhu and Li (2012) when α n → 1 as n → ∞. On the contrary, in this paper we consider α fixed. A natural estimator of C α [X] can then be obtained by
where Q n (s) is the empirical quantile function, which is equal to the ith order statistic X i,n for all s ∈ ((i − 1)/n, i/n], and for all i = 1, ..., n. The asymptotic behavior of the estimator C n,α [X] has been studied by Brazauskas et al. (2008) , when E[X 2 ] < ∞. Unfortunately, this condition is quite restrictive. For instance, in the case of Pareto-type distributions, defined as 1 − F (x) = x
where F is a slowly varying function at infinity satisfying F (λx)/ F (x) → 1 as x → ∞ for all λ > 0, this condition of second moment implies that γ ∈ (0, 1/2). When γ ∈ (1/2, 1), we have E[X 2 ] = ∞ but nevertheless the CTE is well-defined and finite since E[X] < ∞. Note that, in the case γ = 1/2, the finiteness of the second moment depends on the slowly varying function.
This framework will be the subject of this paper where we assume that
where γ > 0 is the extreme value index. We focus on the case where γ ∈ (1/2, 1) and thus j (log X n−j+1,n − log X n−j,n )
E[X
for an intermediate sequence k = k(n), i.e. a sequence such that k → ∞ and k/n → 0 as n → ∞.
More generally, Csörgő et al. (1985) extended the Hill estimator into a kernel class of estimators
where K is a kernel integrating to one and Z j,k = j (log X n−j+1,n − log X n−j,n ). Note that the 
where (s − α) + is the classical notation for the positive part of (s − α).
The estimator C
n,α [X] is obtained similarly to (1) using the well-known properties of the empirical quantile function Q n whereas C (2) n,α [X] is obtained using a Weissman estimator of Q: Weissman, 1978 ).
This estimator may suffer from a high bias in finite sample situations, as illustrated on Figure 1 on a Burr distribution with extreme value index γ = 2/3. Besides, it appears that the bias heavily depends on the intermediate sequence, making the choice of k difficult in practice.
The goal of this paper is twofold. First, we state an asymptotic normality result for C n,α [X] exhibiting the bias term (Section 2) and thus generalizing the one of Necir et al. (2010) . Second, the precise knowledge of the first order of the bias allows us to propose a reduced-bias approach.
The efficiency of our method is illustrated on a small simulation study and a real dataset in Section 3. All the proofs are postponed to Section 4. 
Main results
As usual in the extreme value framework, to prove asymptotic normality results, we need a secondorder condition on the function U(x) = Q(1 − 1/x) such as the following:
There exist a function A(x) → 0 as x → ∞ of constant sign for large values of x and a second order parameter ρ < 0 such that, for every x > 0,
Note that condition (R U ) implies that |A| is regularly varying with index ρ (see e.g. Geluk and de Haan, 1987) . It is satisfied for most of the classical distribution functions such as the Pareto, Burr and Fréchet ones.
We start to give in Theorem 1, the main expansion of C n,α [X] in terms of Brownian bridges, which leads to its asymptotic normality stated in Corollary 1. As it exhibits some bias, we propose a reduced-bias estimator whose expansion is formulated in Theorem 2 and its asymptotic normality is given in Corollary 2.
Asymptotic results for the CTE estimator
Theorem 1. Assume that F satisfies (R U ) with γ ∈ (1/2, 1). Then for any sequence of integer
where
Now, by computing the asymptotic variances of the different processes appearing in Theorem 1, we deduce the following corollary.
Corollary 1. Under the assumptions of Theorem 1, if
where AB(γ, ρ) is as above and
Since ρ < 0 and γ ∈ (1/2, 1), we can easily check that AB(γ, ρ) is always positive and thus the sign of the function A(.) determines the sign of the bias of C n,α [X] . Note that the asymptotic variance AV(γ) does not depend on α and that this result generalizes Theorem 3.1 in Necir et al. (2010) in case λ = 0. The goal of the next section is to propose a reduced-bias estimator of C α [X].
Reduced-bias method with the least squared approach
From Theorem 1, it is clear that the estimator C n,α [X] exhibits a bias due to the use in its construction of the Weissman's estimator which is known to have such a problem. To overcome this issue, we propose to use the exponential regression model introduced in Feuerverger and Hall (1999) and Beirlant et al. (1999) to construct a reduced-bias estimator.
More precisely, using (R U ), Feuerverger and Hall (1999) and Beirlant et al. (1999 Beirlant et al. ( , 2002 proposed the following exponential regression model for the log-spacings of order statistics:
where ε j,k are zero-centered error terms. If we ignore the term A(n/k) in (3), we retrieve the Hill-type estimator γ H n,k by taking the mean of the left-hand side of (3). By using a least-squares approach, (3) can be further exploited to propose a reduced-bias estimator of γ in which ρ is substituted by a consistent estimator ρ = ρ n,k (see for instance Beirlant et al., 2002) or by a canonical choice, such as ρ = −1 (see e.g. Feuerverger and Hall (1999) or Beirlant et al. (1999) ).
The least squares estimators of γ and A(n/k) are then given by
The main asymptotic properties of γ 
where for 0 < u ≤ 1:
Now, using the second order refinements of assumption (R U ), we can construct the following asymptotically unbiased estimator of the quantile:
, see e.g. Matthys et al. (2004) .
Thus, in the spirit of (2), we arrive at the following asymptotically unbiased estimator of
Our next goal is to establish, under suitable assumptions, the asymptotic normality of C
. This is done in the following theorem. 
where W n,1 , W n,2 and W n,3 are defined in Theorem 1, and 
As expected, the asymptotic bias of our new estimator of the CTE is equal to zero whereas its asymptotic variance AV(γ, ρ) is larger than the one of the original estimator AV(γ) exhibited in the MSE is illustrated on Figure 3 . We can observe that the MSE of the reduced-bias estimator
[X] is almost constant with respect to k, especially when the bias of
when ρ is close to 0.
Real data analysis
Our real dataset concerns a Norwegian fire insurance portfolio from 1972 until 1992. Together with the year of occurrence, the data contain the value (×1 000 Krone) of the claims. A priority of 500 units was in force. These data were of some concern in that the number of claims had risen systematically with a maximum in 1988 as illustrated in Figure 4 
Proofs
Let Y 1 , ..., Y n be independent and identically distributed random variables from the unit Pareto 
.., n and V n (0) = 0. The following lemma gives an asymptotic expansion for the second random term appearing in (2).
Lemma 1. Under the assumptions of Theorem 1, we have
Proof of Lemma 1. Note that C
n,α [X] can be rewritten as follows
As a consequence, the following expansion holds:
We study each term separately.
Term T n,1 . According to de Haan and Ferreira (2006, Theorem 2.3.9), for any δ > 0, we have
Thus, since kY n−k,n /n = 1 + o P (1) and γ
for 0 ≤ ν < 1/2, by Csörgő et al. (1986) . Thus, using again that γ
Term T n,3 . According to Theorem 1 in Deme et al (2013) and by the consistency in probability of
Term T n,4 . A change of variables and an integration by parts yield
Thus, Theorem 2.3.9 in de Haan and Ferreira (2006) entails that, for γ ∈ (1/2, 1),
Combining (4)-(7), Lemma 1 follows. 
Theorem 1 is thus established.
Proof of Corollary 1. From Theorem 1, we only have to compute the asymptotic variance of the limiting process. The computations are tedious but quite direct. We only give below the main arguments, i.e.
Recall now that Q(1 − s) = s −γ (s) with a slowly varying function at 0. By integration by parts and using Lemma 6 in Deme et al. (2013) , it follows that
this last result coming from the fact that, according to Proposition 1.3.6 in Bingham et al. (1987) :
where C is a suitable constant. Consequently, Q 2,n −→ 0. The two others terms, Q 3,n and Q 4,n , can be treated similarly, leading to
and direct computations now lead to
Combining all these results, Corollary 1 follows.
Proof of Theorem 2.
We use the following decomposition
Now, we are going to study separately the terms S n,1 , ..., S n,7 .
Term S n,1 . Statement (4.3) in Necir et al. (2010) leads to
Term S n,2 . Note that
where T n,1 is defined in the proof of Lemma 1. Thus combining Lemma 5 in Deme et al. (2013) with the consistency of ρ and (4), we obtain that
Term S n,3 . Similarly, we observe that S n,3 = T n,2 (1 + o P (1)) where T n,2 is defined in the proof of Lemma 1. Thus according to (5), we have
Term S n,4 . Combining Lemma 5 in Deme et al. (2013) with the consistency of γ LS n,k ( ρ), we infer that
Term S n,5 . Under the assumption that
and by the consistency of ρ and γ
Term S n,6 . Using Lemma 5 in Deme et al. (2013) , we get
Term S n,7 . Remark that
where T n,4 is defined in the proof of Lemma 1. Thus using (7) and the assumption that
Combining (9)- (15), Theorem 2 follows.
Proof of Corollary 2. From Theorem 2, we only have to compute the asymptotic variance of the limiting process. As in Corollary 1, the computations are quite direct and the desired asymptotic variance can be obtained by noticing that
.
