In a previous paper we considered a positive function f , uniquely determined for s > 0 by the requirements f (1) = 1, log(1/f ) is convex and the functional equation f (s) = ψ(f (s + 1)) with ψ(s) = s − 1/s. We prove that the meromorphic extension of f to the whole complex plane is given by the formula f (z) = lim n→∞ ψ •n (λ n (λ n+1 /λ n ) z ), where the numbers λ n are defined by λ 0 = 0 and the recursion λ n+1 = (1/2)(λ n + λ 2 n + 4). The numbers m n = 1/λ n+1 form a Hausdorff moment sequence of a probability measure µ such that t z−1 dµ(t) = 1/f (z).
Introduction and main results
Hausdorff moment sequences are sequences of the form a n = 1 0 t n dν(t), n ≥ 0, where ν is a positive measure on [0, 1] .
In [5] we introduced a non-linear transformation T of the set of Hausdorff moment sequences into itself by the formula:
T ((a n )) n = 1/(a 0 + a 1 + · · · + a n ), n ≥ 0.
(1.1)
The corresponding transformation of positive measures on [0, 1] is denoted T . We recall from [5] that if ν = 0, then T (ν)({0}) = 0 and It is clear that if ν is a probability measure, then so is T (ν), and in this way we get a transformation of the convex set of normalized Hausdorff moment sequences (i.e. a 0 = 1) as well as a transformation of the set of probability measures on [0, 1] . By Kakutani's theorem the transformation has a fixed point, and by (1.1) it is clear that a fixed point (m n ) n is uniquely determined by the recursive equation
giving
In [6] we studied the Hausdorff moment sequence (m n ) n and its associated probability measure µ, called the fixed point measure. It has an increasing and convex density D with respect to Lebesgue measure on ]0, 1[, and for t → 1 we have D(t) ∼ 1/ 2π(1 − t).
We studied the Bernstein transform
as well as the Mellin transform
of µ. These functions are clearly holomorphic in the half-plane ℜz > 0 and continuous in ℜz ≥ 0, the latter because µ({0}) = 0. As a first result we proved:
). The functions f, F can be extended to meromorphic functions in C and they satisfy
, z ∈ C.
(1.8)
They are holomorphic in ℜz > −1. Furthermore z = −1 is a simple pole of f and F .
The fixed point measure µ has the properties
The function f can be characterized in analogy with the Bohr-Mollerup theorem about the Gamma function, cf. [2] . More precisely we proved: 
, then it is equal to f and for 0 < s ≤ 1 we havef
where ψ is the rational function
In particular (1.10) holds for f .
In this paper we use the notation for composition of mappings:
The function ψ is a two-to-one mapping of C \ {0} onto C with the exception that ψ(z) = ±2i has only one solution z = ±i. Moreover, ψ(0) = ψ(∞) = ∞ and ψ is a continuous mapping of the Riemann sphere C * = C ∪ {∞} onto itself. It is strictly increasing on the half-lines ]−∞, 0[ and ]0, ∞[, mapping each of them onto R. The functional equation (1.8) can be written
(1.12)
The sequence (λ n ) n is defined in terms of (m n ) n from (1.3) by
i.e.
By (1.6) and (1.7) we clearly have
hence by (1.12)
which can be reformulated to
The main purpose of this paper is to prove that equation (1.10) holds for f in the whole complex plane.
For a domain G ⊆ C we denote by H(G) the space of holomorphic functions on G equipped with the topology of uniform convergence on compact subsets of G. Theorem 1.3. Let a n , b n : C → C be the entire functions defined by
The meromorphic function f from Theorem 1.1 is given for z ∈ C by
and the convergence is uniform on compact subsets of C.
Remark 1.4. In [6] it was proved that the Julia and Fatou sets of ψ are respectively R * and C \ R. For z ∈ C \ R we have ψ •n (z) → ∞ for n → ∞. Notice that a n (z), b n (z) are close to λ n when n is large because λ n+1 /λ n → 1 according to Lemma 2.1 below. Also ψ
•n (λ n ) = 0 for all n.
Hausdorff's characterization of moment sequences was given in [7] . See also Widder's monograph [8] . For information about moment sequences in general see [1] .
Proofs
We first recall some properties of the sequence (λ n ) n , which are needed in the proof of Theorem 1.3.
2. (λ n ) n is an increasing divergent sequence and λ n+1 /λ n is decreasing with
Proof of Theorem 1.3.
The proof is given in a number of steps.
Note that the quantity under the limit is positive because a n (s) > b n (s) and ψ is increasing.
By the mean value theorem we get for a certain w ∈]b n (s), a n (s)[
Since λ n < b n (s) < w < a n (s), we get λ n−k < ψ
where we have used √ k ≤ λ k from Lemma 2.1 part 1. For 1 < y < x there exists y < ξ < x such that
and using λ n /λ n−1 ≤ λ 2 for n ≥ 2 we get
By (1.16) we have
, so the final estimate is
which tends to zero by part 2, 3 and 4 of Lemma 2.1.
This is part of Theorem 1.2, but for the convenience of the reader we repeat the main step.
For any convex function h on ]0, ∞[ we have for 0 < s ≤ 1 and n ≥ 2
By taking h = log(1/f ), which it is convex because 1/f is completely monotonic, we get using
Using that ψ is increasing on ]0, ∞[, we get by applying ψ •n to the previous inequality
and 2
• follows from 1 • .
3
• : Equation (1.18) holds for 0 < s < ∞.
We will show that if (1.18) holds for some s > 0, then it also holds for s + 1. By 2
• we then get 3
• .
Assume now that (1.18) holds for some s > 0. In particular
as the continuous inverse of ψ| ]0, ∞[ we get
which is "half" of (1.18) for s + 1, but the other "half" comes from 1
Notice that λ n − λ n−1 = 1/λ n and hence
We denote D(a, r) = {z ∈ C | |z − a| < r}.
If |z − λ n | < cρ n,N we get
Iterating n − N times using ρ N,N = λ N − λ 0 = λ N we get 5
• : For 1 ≤ N ≤ n and 0 < c ≤ 1
For a > 1 and z ∈ C, |z| ≤ 1 we have the elementary inequality
Applying this with a = (λ n+1 /λ n ) N we get
where we have used the inequalities 5) which are equivalent to
but they hold because log f is concave.
Combining 5
• and 6
• we get
In particular, the sequence ψ •(n−N ) (b n (z)), n ≥ N of holomorphic functions in the disc D(0, N) is bounded on compact subsets of this disc.
8
• : For 0 < s < ∞, n ≥ N we have
Since b n (s) > λ n we know that ψ
and the convergence is uniform on compact subsets of D(0, N).
By Montel's theorem the sequence ψ •(n−N ) (b n (z)) has accumulation points h in the space H (D(0, N) ) of holomorphic functions on D(0, N). By 8
• we know that h(s) = f (s + N) for 0 < s < N. By the uniqueness theorem for holomorphic functions, all accumulation points then agree with f (z + N) ∈ H (D(0, N) ), and the result follows.
10
• : For z ∈ C we have lim
uniformly on compact subsets of C.
For a compact subset K ⊂ C we choose N ∈ N such that K ⊂ D(0, N) and know by 9
• that ψ •(n−N ) (b n (z)) converges uniformly to f (z + N) for z ∈ K. We next use that ψ
•N : C * → C * is continuous, hence uniformly continuous with respect to the chordal metric on C * , and since ψ •N (f (z + N)) = f (z), the result follows.
11
• : For z ∈ C we have lim n→∞ ψ •n (a n (z)) = f (z), uniformly on compact subsets of C.
In fact, ψ •n (a n+1 (z)) = ψ •n (b n (z + 1)) → f (z + 1) so ψ(ψ •n (a n+1 (z))) → ψ(f (z + 1)) = f (z).
