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Abstract
We investigate the evaporation of a two-dimensional droplet on a solid surface. The solid is
flat but with smooth chemical variations that lead to a space-dependent local contact angle. We
perform a detailed bifurcation analysis of the equilibrium properties of the droplet as its size is
changed, observing the emergence of a hierarchy of bifurcations that strongly depends on the
particular underlying chemical pattern. Symmetric and periodic patterns lead to a sequence of
pitchfork and saddle-node bifurcations that make stable solutions to become saddle nodes. Under
dynamic conditions, this change in stability suggests that any perturbation in the system can
make the droplet to shift laterally while relaxing to the nearest stable point, as is confirmed by
numerical computations of the Cahn-Hilliard and Navier-Stokes system of equations. We also
consider patterns with an amplitude gradient that creates a set of disconnected stable branches in
the solution space, leading to a continuous change of the droplet’s location upon evaporation.
I. INTRODUCTION
The ability to control the configuration of a droplet evaporating on a solid surface is
important for a wide range of applications, such as printing, coating, micro-patterning, and
heat transfer [1]. One of the key issues is to understand how the properties of the solid affect
the contact line of the droplet, i.e. the line where all phases meet, and a substantial amount
of work has been dedicated to that matter, see e.g. [2–10]. In the ideal limit of a perfectly
smooth and flat solid surface, a droplet keeps a constant shape characterised by the inter-
section angle of the liquid-gas interface with the solid. Such constant-contact-angle mode
of evaporation implies the smooth retraction of the contact line as the droplet evaporates.
In contrast, surfaces with microscopic defects, either chemical or topographical, are able to
induce the phenomenon known as contact-line pinning, whereby the translational motion of
the contact line is suppressed [2]. Therefore, in the limiting situation of complete pinning, an
evaporating droplet would exhibit a constant-contact-area mode of evaporation. In practice,
a widely accepted view is that droplet evaporation proceeds either as a combination of these
two limiting modes, often called a stick-slip mode of evaporation [6] or as a combination of
pinning and de-pinning of the contact line, called a stick-jump mode [7].
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Recently, ultra-smooth smooth pinning-free surfaces which allow large-scale wettability
patterns (comparable to the droplet size) have been developed. Such surfaces can be achieved
by introducing an intermediary smooth layer that shields the droplet from the underlying
solid surface, and include Slippery Liquid Infused Porous Surfaces (SLIPS) [11–13] and Slip-
pery Covalently Attached Liquid Surfaces (SOCALS) [14]. On flat SLIPS and SOCALS,
a constant-contact-angle mode of evaporation has been reported, supporting the absence
of contact-line pinning on these surfaces [15, 16]. However, introducing a large-scale to-
pographical patterning has been shown to induce bifurcations between well-defined droplet
configurations upon evaporation, which are paced by dynamic “snap” events [17]. This has
opened up the possibility to use solid surfaces with smooth wettability variations to control
both the evaporation process and the motion of the droplet.
Here we build on the ideas presented in [17] for non-planar surfaces to study the evap-
oration of two-dimensional (2D) droplets on a perfectly flat and smooth, but chemically
patterned surface. We consider chemical patterns that lead to a smooth variation of the
local equilibrium contact angle, thus eliminating pinning effects that may arise as a conse-
quence of sharp discontinuities. Such smooth variation of the chemical pattern occurs over
a typical length scale λ which we assume to be comparable to the droplet footprint. This
limit is particularly relevant for applications as this type of surfaces are easier to implement
experimentally. While chemical patterning typically leads to pinning points on a solid sur-
face, recent progress has been made in creating liquid-like surfaces [18] and liquid-infused
surfaces [19] with very low pinning. Such surfaces could be used to study a continuous
variation of the surface wettability as an experimental system to explore the ideas presented
in this paper.
The evaporation is assumed to be quasi-static and dictated by the equilibrium properties
of the system, which depend on both the droplet’s size and the specific chemical pattern of
the substrate. By constructing the interfacial energy landscape of the system, we identify
all possible equilibrium solutions of the droplet shape. On perfectly symmetric patterns,
equilibrium solutions correspond to branches parametrised by the droplet’s cross-sectional
area, position and contact radius. Such branches form a network in the three-dimensional
parameter space, where nodes correspond to pitchfork bifurcation points. Increasing the
amplitude of the wettability pattern gives rise to folded nodes that signal the onset of
saddle-node bifurcations. Introducing a weak bias in the pattern leads to a disconnection of
3
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FIG. 1. (a) Two-dimensional droplet on a flat substrate with a smoothly varying chemical pattern.
The location of the droplet’s contact points is x1 and x2, and the contact angle is θ. The droplet
size A(t) decreases in time and λ is the wavelength of the periodic pattern. (b) Examples of
chemical patterns, which are described by the local contact angle Θ(x).
the equilibrium branches and to the symmetry breaking of the pitchfork bifurcation nodes.
Increasing the strength of the bias creates a set of continuous branches of stable equilibrium
solutions where the droplet’s position varies smoothly upon changes in the cross-sectional
area, suggesting that directed motion is possible on this type of surfaces.
To understand the droplet dynamics upon evaporation on chemically patterned surfaces,
we present numerical simulations of the Cahn-Hilliard and Navier-Stokes system of equa-
tions. We focus on the quasi-static regime, where droplet evaporation is dominated by
diffusion into the gas phase. For periodic and symmetric patterns, the droplet exhibits lat-
eral movements when its cross-sectional area reaches the pitchfork bifurcations predicted
by the theory, equivalent to the snap evaporation mode reported by Wells et al. [17] on
non-planar surfaces. On asymmetric patterns, the pitchfork branches are disconnected, and
the droplet follows a smooth motion in a preferred direction as its size decreases in time,
also in good agreement with the theory. Our results show that the interplay between a
phase change and surface wettability can be exploited to control the motion of droplets on
patterned solid surfaces in the absence of the anchoring effect of pinning.
II. EQUILIBRIUM PROPERTIES: BIFURCATION ANALYSIS
Figure 1(a) shows a schematic representation of the system considered in this work. A 2D
droplet rests on a solid flat surface of non-uniform wettability. Here, we consider a periodic
variation of the surface chemical properties along the lateral coordinate, x, which we model
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using a spatially-dependent function, Θ(x), given by:
cos Θ(x) = cos θ0 − εF(x), (1)
where θ0 is the reference homogeneous contact angle, ε controls the strength of the chemical
pattern and F(x) is a generic periodic function. (We note that the reason to write cos Θ(x)
in the above equation is to simplify the analytical treatment presented below, see Eq. (3)).
We assume that the function F(x) varies smoothly over a length scale λ without sharp
discontinuities, hence ruling out the presence of pinning effects. Consequently, at equi-
librium, and in the absence of gravity, the contact angle θ on both contact points of the
droplet, x1 and x2, is the same and equal to the contact angle imposed by the chemical
pattern, i.e. θ = Θ(` ± R). Here, ` = (x1 + x2)/2 is the droplet shift and corresponds to
the location of the droplet’s midpoint relative to the origin x = 0, and R = (x2 − x1)/2
is the droplet footprint, see Fig. 1. Therefore, the shape of the free surface of the droplet,








cos θ = cos θ0 − εF(`±R). (2b)
For a fixed droplet area, the stability of the equilibrium solutions for (`, R) that satisfy








where γ is the liquid/gas surface tension. Inserting Eq. (1) into Eq. (3) gives:










where R and θ are given by Eqs. (2). For a given droplet’s area A, we can compute the
interfacial energy and find its extrema, which correspond to the equilibrium states of the
droplet. In the following, we will analyse how the stability of the equilibrium states changes
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with the droplet area, leading to a hierarchy of bifurcation diagrams that are dictated by
the underlying chemical pattern. These bifurcation diagrams will, in turn, inform about the
possible (stable) trajectories in the (A, `,R) space, which can be observed as the droplet’s
size is dynamically changed, see Sec. III B.
A. Periodic and symmetric chemical patterns
We start by considering periodic and symmetric patterns. For simplicity, we consider the
function F(x) = cos(kx), where k = 2π/λ and λ is the wavelength of the chemical variation.
We non-dimensionalise the system of equations (2) and (4) by taking λ as the typical length
scale, such that the new dimensionless variables are x′ = x/λ, R′ = R/λ, A′ = A/λ2, and
E ′ = E/(γλ). For convenience, we will drop the primes in the notation used in the rest of
the paper. Under these conditions, Eq. (4) becomes:










where θ and R are related through Eqs. (2).
We will now show that depending on the strength of variation of the chemical pattern,
given by the amplitude ε, different bifurcation points emerge as the droplet’s size is changed.
1. Pitchfork bifurcation
We first consider relatively small values of ε. We note that the work done in Ref. [20]
analysed this case with a chemical pattern given by Θ(x) = θ0 + ε cos(kx), reporting the
emergence of subcritical pitchfork bifurcations on the (`, A) diagram. In this section, we
revisit this case with the chemical pattern given by Eq. (2b), which has the advantage that
it leads to the explicit expression of the energy, Eq. (5).
Figure 2(a) shows a contour plot of the energy for a fixed droplet size, A = 1.5, and for
ε = 0.1. We first focus on equilibrium solutions for the droplet shape aligned with minima
and maxima of the chemical pattern, marked with blue circles and red crosses in the figure.
Solutions that are aligned with a minimum of the chemical pattern (i.e., ` = ±(2n + 1)/2
for n = 0, 1, 2, . . . ) are stable, whereas solutions that are aligned with a maximum (` = ±n

















































FIG. 2. Top panels (a,b,c) correspond to ε = 0.1 and lower panels (d,e,f) to ε = 0.25. (a,d)
Interfacial energy contour plots for A = 1.5, where energy levels increase from blue to yellow.
Blue and green circles correspond to stable equilibrium solutions, crosses to saddle nodes that
are stable to axisymmetric perturbations but unstable against lateral displacements, and empty
squares correspond to unstable solutions. (b,e) Droplet lateral radius R as function of the area
A, where green and blue branches correspond to droplet stable solutions that are aligned with
a maximum and a minimum of the chemical pattern, respectively. The red dashed branches are
saddle nodes and the black dotted branch corresponds to unstable solutions. (c,f) Bifurcation
diagrams showing all possible solutions. Solid points represent subcritical pitchfork bifurcations
and empty circles mark the onset of saddle-node bifurcations. In all cases θ0 = 70
◦.
unstable against lateral displacements along the solid surface. Therefore, if the droplet is
on a saddle node, any perturbation on the system will destabilise the droplet’s location and
make the droplet shift laterally to either of the two stable solutions that are located to the
left or right [20].
By fixing the location of the droplet to be aligned with either a maximum or minimum
of the chemical pattern, and by changing the droplet size A, we construct two branches of
solutions that are parametrised by the droplet’s lateral radius R, as shown in Fig. 2(b), where
dashed lines correspond to saddle nodes and solid lines correspond to stable solutions. The
stability of these solutions changes from stable to saddle node (or viceversa) at specific values
of A. Extending this analysis to include droplet solutions that are located between minima
and maxima of the chemical pattern, yields the three-dimensional bifurcation diagram shown
in Fig. 2(c). Stability transitions correspond to pitchfork bifurcations: a stable point (green
solid line) collides with two saddle nodes to become a saddle node (subcritical pitchfork
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bifurcation), and a saddle node collides with two saddle nodes to become a stable solution
(inverted subcritical pitchfork bifurcation). Therefore, in a dynamic situation, where the
droplet’s area is slowly decreasing in time, it is expected that around these bifurcation
points, any perturbation that can break the plane symmetry will make the droplet shift and
change location: if it is aligned with a maximum of the chemical pattern it will move to a
minimum and vice versa.
The critical droplet footprint Rp at which the pitchfork bifurcations occur can be deter-
mined explicitly by noting that at these points the stability of the solution changes from a
stable to a saddle node. Hence, these points satisfy ∂2`E(`, Rp) = 0. Imposing this condition
to Eq. (5) gives the relation
sin(2πRp) = 0, (6)





for n = 1, 2, . . . . Therefore, pitchfork bifurcations occur at precise locations of the droplet’s
edges: either at minima or maxima of the chemical pattern. Remarkably, this geometrical
property holds regardless of the chemical pattern, i.e., Rp is independent of the homogeneous
contact angle, θ0, and the amplitude of the substrate’s chemical variation, ε. Instead, the
effect of these parameters is to determine the critical contact angle θp and area Ap at the
bifurcation points, which follow from Eq. (2).
2. Cusp and saddle-node bifurcations
For larger values of ε, we observe multiple solutions for the same droplet area and midpoint
location [see green circle, empty box and red cross at ` = 0 in Fig. 2(d)]. Such solutions
lie within S-shaped branches of the R(A) curve characterised by two turning points [see
Fig. 2(e)]. These turning points mark the onset of saddle-node bifurcations whereby a
saddle node solution collides with an unstable solution. Such transitions are identified as
empty circles in the three-dimensional bifurcation diagram shown in Fig. 2(f).
The emergence of unstable solutions is a consequence of a cusp bifurcation that occurs
as ε is continuously increased, as is shown in Fig. 3(a). At the critical cusp point, εc, two
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FIG. 3. (a,b,c) Emergence of a cusp bifurcation as the strength of the chemical pattern, ε, is
increased for the case with θ0 = 70
◦. Panel (a) shows the three-dimensional plot (ε, A,R), where
the red asterisk marks the critical cusp point. Panels (b) and (c) show the corresponding projections
onto the (ε, A) and (ε, R) planes, respectively. (d) Droplet footprint as function of its size for ε = 0.1
and ` = 0. Red asterisk mark the critical radii at which a cusp bifurcation occurs. (e) Critical
values of the strength of the chemical pattern to induce a cusp bifurcation as function of the
droplet size. Solid line corresponds to a power law with exponent −1/2. (f) Plot of the function
g(X) where solid and dashed lines correspond to β/ε with θ0 = 70
◦ and ε = 0.046 and ε = 0.058,
respectively. (g) Plot of the function β(θ0).
new branches of solutions emerge, which correspond to the two turning points. Figs. 3(b,c)
show the evolution of these turning points on the (ε, A) and (ε, R) planes, in agreement with
the standard form of the cusp bifurcation [21].
It is important to note that the saddle-node bifurcations (i.e. the turning points on the
R(A) curve) are not only observed as ε increases, but also as the droplet size A increases for
a fixed value of ε, as is shown in Fig. 3(d). We can understand this set of folds as a result
of a series of cusp bifurcations that occur at different critical points in the (ε, A,R) space,
i.e. each cusp bifurcation is described in terms of a critical strength εc, a critical size Ac and
critical radius Rc.
Fig. 3(e) shows the set of critical amplitudes εc as a function of the critical droplet size Ac.
To understand the scaling relation between εc and Ac, we note that for a fixed `, the turning
points in Fig. 3(d) are given by the stationary points of the function A(R), i.e. dA/dR = 0,










where A0 = R
2(2θ0 − sin(2θ0)/2 sin2 θ0 is the droplet size when ε = 0, and we have defined
the parameter
β =
(θ0 − sin θ0 cos θ0) sin θ0
2(1− θ0 cot θ0)
. (9)
Imposing dA/dR = 0 in Eq. (8) and rearranging we find that the radii Rs at which the
saddle-node bifurcations occur are solutions of the transcendental equation
Xs
2








sinX − cosX (11)
correspond to the onset of the cusp bifurcation. Therefore, the critical value εc where the
cusp bifurcation occurs, can be obtained by imposing the condition g(Xc) = β/εc.
Figure 3(f) shows a plot of the function g(X), and the constant β/ε for θ0 = 70
◦ and two
arbitrary values of ε. For ε = 0.046 the plot shows a cusp bifurcation that corresponds to
the first intersection between the constant β/ε (blue solid line) and the function g(X) at the
maximum Xc ≈ 20. Increasing the amplitude of the chemical pattern to ε = 0.058 around
X = 20, the constant β/ε (red dashed line) intersects g(X) at two points that correspond
to the saddle node bifurcations.
Expanding the function g(X) around Xc, we find that the solutions near the cusp bifur-
cation are given by















∼ β(θ0)A−1/2c , (13)
where we have approximated g(Xc) ∼ Xc/2, transformed back to the radius variable R, and
made use of the fact that at the onset of the cusp bifurcation A ∼ R2. The above relation
is in agreement with the scaling behaviour shown in Fig. 3(e). Because β is always finite
[cf. 3(g)], an important conclusion is that cusp, and, consequently saddle node bifurcations
are observed for any wetting condition, as long as ε 6= 0. In addition, because the critical
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cusp area Ac is normalised by the squared wavelength λ
2, we conclude that, for a fixed
droplet area, cusp bifurcations are favoured in the microscopic limit of λ→ 0.
B. Patterns with an amplitude gradient
The results shown in Fig. 2 indicate that, on symmetric chemical patterns, a droplet will
adopt equilibrium configurations which are aligned with either a maximum or a minimum
of the pattern. As the droplet’s size changes, the stability of such configurations alternates
between stable and saddle nodes through a sequence of pitchfork bifurcations that can
promote droplet lateral motion: any perturbation that breaks the plane symmetry will
make the droplet change from a saddle node to a stable location where the interfacial energy
is at a minimum. However, and because of symmetry, there is no bias for the change in
position of the droplet, hence ruling out the possibility to induce droplet motion towards a
preferred direction. To this end, here we explore a non-symmetrical chemical pattern with
the aim to determine whether it is possible to achieve directed displacement in the droplet’s
location as the droplet size is changed.








where L is the length over which the gradient varies. An example of the above pattern with
ε = 0.2 and L = 6 is shown in Fig. 1(b). (We note that the change of sign of the gradient
can be imposed by replacing x by L− x in the argument of the arctan).
We solve Eqs. (2) alongside Eq. (14) to find the equilibrium solutions for a given droplet
size. Following the same procedure as in the previous section, we construct the bifurcation
diagrams as the droplet size is changed. Figure 4 shows the branches of solutions on the
(A, `) plane and in the (A, `,R) space. We observe that the lack of symmetry of the chemical
pattern leads to a topological change in the bifurcation diagrams, characterised by a series
of disconnected branches, which are either stable or saddle node. In particular, we can see
that as the droplet size is changed, there always exists a set of stable branches that can be
continuously parametrised by the droplet’s midpoint, i.e. `(A). This implies that changing
the droplet size can lead to a continuous lateral displacement along a preferred direction.
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FIG. 4. Bifurcation diagrams for the case of a chemical pattern with an amplitude gradient, given
by Eq. (14) with ε = 0.1 and L = 6. Panel (a) shows the equilibrium solutions of the droplet’s
midpoint location, `, as function of its size A and panel (b) the bifurcation diagram in the three-
dimensional space (A, `,R). Solid green lines correspond to stable solutions and dashed red lines
correspond to saddle nodes. Panel (c) shows the bifurcation diagram on the (A, `) plane when
` > L (bottom) and ` L (top). In all cases θ0 = 70◦.
To understand the onset of symmetry breaking and the consequent topological change
in the bifurcation diagram, let us focus on the case of ` > L, noting that in the limit of
` L, the chemical pattern given by Eq. (14) becomes symmetric and equivalent to the case
considered in the previous section. The bottom panel of Fig. 4(c) shows the emergence of
turning points along the stable branches for ` > L, which in the limit of ` L (top panel),
become pitchfork bifurcation points, thereby connecting the two previously disconnected
stable and saddle node branches. This shows how the topological change in the bifurcation
diagrams is purely controlled by the degree of asymmetry of the chemical pattern.
III. DROPLET EVAPORATION
In this section we study the evaporation of a 2D droplet on a solid surface. We assume that
evaporation is quasi-static and driven by mass diffusion in the gas phase; hence, we neglect
the effect of a temperature difference between the solid, liquid and gas phases. To model
such a system, we adopt a diffuse-interface formulation that includes a wetting boundary













+ (u ·∇) u
)
= −∇ p+ µ∇2 u−φ∇ η, (15b)
∇ ·u = 0, (15c)
where u is the velocity field, p is the pressure, ρ the density, µ the dynamic viscosity, and M
the mobility parameter. The above equations are integrated in a two-dimensional domain
Ω with boundary ∂Ω, where φ is a locally conserved field that plays the role of an order
parameter by taking two equilibrium limiting values, φ = +φe and φ = −φe, which represent
the liquid and vapour phases, respectively. Hence, in the following we identify the location
of the interface as the level curve φ = 0.

















Here, Fb(φ) = (1 − φ2)2/4 is a double-well potential and Fw(φ) is the wall component of
the free energy that models fluid/solid (wetting) interactions along the solid surface ∂ΩS.
The parameter σ = (3/2
√
2)γ is related to the surface tension γ, and ξ is a small parameter
controlling the width of the diffuse interface, such that in the limit of ξ → 0, one recovers









defined in Ω alongside the natural boundary condition:
σξ (n ·∇φ) = −F ′w, (18)
which is applied on ∂ΩS. It is convenient to non-dimensionalise Eqs. (15)-(18) by choosing
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alongside the continuity equation∇ ·u = 0. For simplicity, we have dropped the asterisks in
the dimensionless variables and we have taken φe = 1. The set of dimensionless parameters














which correspond to the Peclet number, Cahn number, Reynolds number, and Weber num-
ber, respectively. Following the work reported in [26, 27], the Peclet number is chosen to be
inversely proportional to Cn2, and throughout this study is set to Pe = 1/3Cn2. For the
other parameters, we take the values of Re = 1, We = 0.2, and Cn = 0.01.
In this formulation we choose Fw to be a linear function in φ [28–30], given by Fw(φ) =
−(
√
2σ/3) cos Θ(x)φ, where Θ(x) is the local equilibrium contact angle, which we assume
that it may depend on the position x. After non-dimensionalisation, the boundary condition






To complete the governing equations we specify boundary conditions at the solid surface
and away from the droplet’s interface. We impose no-slip boundary conditions along the
solid boundary ∂ΩS as well as periodic boundary conditions for the velocity and pressure.



























FIG. 5. (a,b) Equilibrium droplet shapes on homogeneous substrates with different wetting prop-
erties. The contact angle imposed by condition (21) is denoted as θ0 and the angle calculated
numerically as θ∗. (c,d) Time-dependent evolution of the squared droplet lateral radius, R(t)2,
and size, A(t), for two different wetting properties. (e) Comparison between the numerically com-
puted droplet lateral radius as function of its size and the theoretical expression given by Eq. (2a)
with θ = θ0 (solid gray lines). Blue circles and red squares correspond to θ0 = 70
◦ and θ0 = 110
◦,
respectively.
flux at the top of the system by imposing a Neumann’s boundary condition for the chemical
potential:
n ·∇ η|y=yw = −ηw, (22)
where yw corresponds to the location of the top boundary, and ηw > 0 is the imposed value
for the chemical potential, noting that for ηw = 0 the system is closed. As is discussed in
[5], imposing either a fixed flux or a constant value of φ at a surface away from the droplet
interface is equivalent to imposing a boundary of constant concentration when solving the
diffusion equation for the gas vapour concentration. The system of equations and boundary
equation conditions is solved by making use of finite elements (see Appendix).
To validate the numerical model, we first carry out simulations of the equilibrium state
of droplets on solid substrates of uniform wetting properties. Figures 5(a,b) show the equi-
librium shapes for a hydrophilic and a hydrophobic homogeneous surface with Θ = 70◦ and
Θ = 110◦, respectively. The contact angle was calculated numerically from the computa-
tions, and is in excellent agreement with that imposed by condition (21).
We then impose the open flux boundary condition (22) with ηw = 4 to drive evaporation.
Figures 5(c,d) show the time evolution of the squared lateral radius, R(t)2, and size A(t),
and show that the droplet’s footprint decreases in time as R(t) ∼ t1/2. Fig. 5(e) shows a
15
FIG. 6. Numerical simulations of slow evaporation by solving the CH-NS system of equations,
Eqs. (20), with a symmetric chemical pattern, and with an evaporation rate of ηw = 2. (a) Solid
lines show the time evolution of the droplet footprint as function of the droplet size for ε = 0.1
(left) and ε = 0.25 (right). The underlying gray lines correspond to the theoretical bifurcation
diagrams shown in Fig. 2. The solid lines of the inlet panels show the time evolution of R2(t) and
the red dotted lines show the evolution of [2 sin2 θ0/(2θ0 − sin 2θ0)]A(t). Panel (b) shows droplet
snapshots at different times and panel (c) shows the evolution of the droplet’s midpoint as function
of the droplet size. In all cases θ0 = 70
◦.
parametric plot of the instantaneous radius vs cross-sectional area of the droplet. At all
times, the simulation data follows the equilibrium geometrical relation given Eq. (2a), hence
confirming that the evaporation of the droplet is quasi-static, and that the droplet radius
varies with time as R2(t) = [2 sin2 θ0/(2θ0 − sin 2θ0)]A(t).
B. Droplet evaporation on symmetric patterns
We first consider a droplet evaporating on a symmetric chemical pattern given by Eq. (1)
with F(x) = cos(2πx) and ε = 0.1. The droplet is initially aligned with a maximum of the
chemical pattern. We set the evaporation rate to ηw = 2. Figure 6(a), left panel, shows
that, as the droplet size decreases quasi-statically, the evolution of the lateral radius R(A) is
in excellent agreement with the trajectory predicted by the theoretical bifurcation diagram
(shown in gray lines).
For droplet sizes larger than the critical value Ap, which marks the onset of a pitchfork
bifurcation, the droplet is fully stable and aligns with the maximum of the chemical pattern.
When A < Ap, the droplet solution becomes unstable against asymmetric perturbations
and any small perturbation (in the present case, numerical noise) is able to break the plane
symmetry forcing the droplet to shift laterally to a stable branch of solutions, which are
aligned with a minimum of the chemical pattern and are located either to the left or right of
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the droplet’s original location (` = 3) [see Fig. 6(b)]. The droplet then continues following the
bifurcation diagram in this new location until another pitchfork bifurcation occurs, forcing
the droplet to shift and to be aligned with a maximum again. The inlet panels of Fig. 6(a)
show the time evolution of R2(t), where we can see that it smoothly and continuously
decreases over time, except at the pitchfork bifurcation points, when an abrupt step change
is observed. The red dotted line corresponds to the linear behaviour that would be expected
on a homogeneous surface with contact angle θ0, which is given by R
2(t) = [2 sin2 θ0/(2θ0 −
sin 2θ0)]A(t). We can see that only for long times (i.e. small droplet sizes), both curves
converge to the same point. These results show that the contact line motion is not affected
by pinning and de-pinning mechanisms but by the underlying bifurcation sequence that is
induced by the wetting pattern.
The trajectory of droplet’s midpoint as a function of its size is shown in Fig. 6(c), where
we can see that lateral movements occur over a much faster time-scale than the timescale
of evaporation [see also the inlet panels of Fig. 6(a)]. We note that a similar behaviour is
observed for larger values of the strength of the chemical pattern [see Figs. 6(a,c) for ε = 0.25
and Supplementary Movie 1]. Such fast lateral movements correspond to the snap events
that have been reported on topographical smooth surfaces [17], where the same behaviour
was observed (e.g. compare the evolution of R2(t) for ε = 0.25 in Fig. 6(a) with the results
shown in Fig. 1d of [17]). This indicates that both smooth wetting patterns and smooth
topographies lead to the same type of dynamics. It is important to remark that, because of
the symmetry of the chemical pattern, the direction taken by the droplet at each pitchfork
bifurcation is not predictable and hence cannot be controlled, i.e. the droplet can shift either
to the right or to the left.
C. Droplet evaporation on asymmetric patterns
In this section we study the evaporation of a droplet on an asymmetric pattern. We
impose a chemical pattern with an amplitude gradient, described by Eq. (14) where the
amplitude of the chemical pattern gradually increases or decreases with x. Figure 7(a)
shows the trajectories of the droplet’s midpoint as the droplet size decreases for the case
with a positive gradient (blue solid line) and negative gradient (red solid line). We observe
that in both cases, the asymmetry of the chemical pattern induces a continuous change in
17












FIG. 7. Numerical simulations of the CH-NS system of equations, Eqs. (20), with a chemical
pattern given by Eq. (14) with ε = 0.1 and L = 6. Panel (a) shows the evolution of the droplet’s
midpoint as function of its size for a positive gradient (blue solid line) and negative gradient (red
solid line). The underlying gray lines correspond to the stable solutions predicted by the theory.
Panel (b) shows the droplet’s footprint versus its size (red solid line) compared to the theoretical
prediction (gray line). Panels in (c) show the corresponding droplet profiles at different times.
the droplet’s midpoint location, forcing the droplet to move either to the left or right as its
size decreases in time.
We note that, as predicted by the theoretical analysis shown in Fig. 7, the bifurcation
diagrams for this type of chemical patterns consists of a series of disconnected branches,
which are either stable or saddle node. If the droplet is initially located at a stable location,
it will remain on this branch during the entire process and continuously move following the
stable branch of solutions, as it is observed in Fig. 7(a). It is worth noting that in both
cases of the gradient sign the droplet’s footprint decreases continuously in time following
the same trajectory on the (A,R) plane, as predicted by the theory [see Fig. 7(b)].
Counter-intuitively, it is seen that the droplet moves towards higher amplitude of the
chemical pattern, moving to the right with positive gradient and to the left with negative
gradient, see Fig. 7(c) and Supplementary Movies 2A and 2B. Such behaviour can be un-
derstood by tracking the dynamics of the droplet’s contact points, x1(t) and x2(t). Figure
8 shows the time evolution of the droplet’s profile and contact points, where we distinguish
between two dynamic stages.
In a first stage both contact points move in opposite directions towards a minimum of
the wetting pattern [see top panel of Fig. 8(a) and squared blue points in Fig. 8(b)]. As the
droplet evaporates quasi-statically both contact angles remain the same while the contact
points x1(t) and x2(t) slowly recede in time. Hence, over a time interval ∆t, the contact
points will have moved a distance ∆x1 and ∆x2 while the change in contact angle ∆θ is
18























FIG. 8. (a) Droplet profiles at different times of the numerical simulations shown in the left panel
of Fig. 7(c). Numerical times are t1 = 75, t2 = 90, t3 = 105, t4 = 115, t5 = 138, t6 = 145, t7 = 152,
and t8 = 159. The bottom graph shows the asymmetric chemical pattern. Panel (b) shows the
evolution of the droplet’s contact points, x1(t) (bottom curve) and x2(t) (top curve). The times
shown in panel (a) are marked with solid squares and circles for reference. Dashed lines denote the
location of the minima of the wetting pattern.
the same at both points. On symmetric patterns the local gradient of the wetting pattern,
m = ∆Θ/∆x, has the same magnitude on both contact points and so |∆x1| = |∆x2|, and
hence the droplet remains aligned with either a minimum or maximum of the chemical
pattern until a snap occurs [cf. 6(c)]. However, on asymmetric patterns, the local gradient
is different at each contact point, say m1 and m2, leading to different lateral displacements:
∆x1 = (m2/m1)∆x2. A chemical pattern with a positive gradient has |m1| < |m2|, so
|∆x1| > |∆x2| and the droplet overall moves to the right, as observed numerically. If the
gradient is negative the opposite behaviour is observed.
When the left contact point x1(t) reaches the minimum of the chemical pattern located
around x = 2.5 [see Fig. 8(a)] a different dynamic behaviour is observed, in which the right
contact point x2 starts to move to the right in the same direction as x1 (see t5 – t8 in Fig. 8).
This is a consequence of the amplitude gradient of the wetting pattern, and in particular of
the difference between its minimum values. Let Θ1 and Θ2 be the minima located at around
x = 2.5 and x = 4.5, respectively. As x1(t) passes through Θ1 and x2(t) approaches Θ2,
because Θ1 > Θ2 there is an energy barrier that prevents x2 to move further to the left.
Therefore, both contact points can only move to the right as the droplet evaporates. (And
the opposite behaviour is observed with a negative amplitude gradient.)
By setting L = 0.6 and keeping the same numerical domain size we approach the limit
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FIG. 9. Numerical simulations of the CH-NS system of equations, Eqs. (20), chemical pattern given
by Eq. (14) with ε = 0.1 and L = 0.6. Panel (a) shows the evolution of the droplet’s midpoint as
function of its size and the underlying gray lines correspond to the stable solutions predicted by
the theory. Panel (b) shows the droplet’s footprint versus its size (blue solid line) compared to the
theoretical prediction (gray line). Panel (c) shows the speed v(t) of the droplet’s midpoint versus
time (dashed blue line). Panel (d) shows the same speed but for a chemical pattern with smaller
wavelength λ. In all cases θ0 = 70
◦.
described in Sec. II B, Fig. 4(c), in which the chemical pattern is nearly symmetric. Figures
9(a,b) show the trajectories of the droplet’s midpoint and footprint as function of the droplet
size, respectively. We can recognise the presence of turning points on the `(A) trajectory (see
gray lines in Fig. 9(a)) leading to a rapid change in both the droplet’s midpoint and footprint,
similar to the snap events observed under symmetric patterns. However, because there is
now a symmetry breaking the change in droplet’s location is induced by imperfect pitchfork
bifurcations. Hence, all movements are directed towards the same direction allowing for a
better control of droplet’s position.
The presence of snap events is clearly demonstrated in Fig 9(c), where we plot the speed
of the droplet’s midpoint, v(t) = ˙̀(t). We can see that droplet’s lateral movements become
faster as the droplet size decreases. Decreasing the wavelength of the chemical pattern (but
keeping the same initial droplet size, i.e., effectively increasing the dimensionless variable
A) leads to a dynamics with a higher rate of lateral shifts (see Fig. 9(d) and Supplementary
Movies 3 and 4). This shows that the theoretical basis in terms of bifurcations is still valid
in this case.
IV. CONCLUDING REMARKS
We have presented analytical and computational results on quasi-static evaporation of a
2D droplet on a flat, chemically patterned surface. We considered patterns that are pinning
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Bifurcation Analytical prediction Physical consequence
pitchfork Rp = n/2 (ε 6= 0) symmetry-breaking snap
cusp εc ∼ β(θ0)A−1/2c (ε = εc) multiplicity of solutions
saddle-node g(2πRs) = β(θ0)/ε (ε > εc) no symmetry-breaking snap
TABLE I. Summary of all bifurcations analysed in this work with their associated mathematical
prediction, given in terms of the contact radius Rp for the pitchfork bifurcation, the critical am-
plitude εc for the cusp bifurcation, and the contact radius Rs for the saddle-node bifurcation. The
functions β(θ0) and g(x) are defined in Eqs. (9) and (11), respectively. The right column describes
the physical consequence of each bifurcation.
free but have a smooth and periodic variation of the local equilibrium contact angle. We have
shown that symmetric patterns lead to a hierarchy of bifurcations in the three-dimensional
parameter space represented by the droplet’s cross sectional area, midpoint, and footprint.
For an amplitude ε of the chemical pattern smaller than a critical value εc the nodes of
the network correspond to pitchfork bifurcations that mark transitions between stable and
saddle points. For ε > εc a cusp bifurcation occurs leading to multiplicity of solutions and
the emergence of turning points that mark the onset of saddle-node bifurcations. A summary
of all bifurcations is presented in Table I.
A detailed bifurcation analysis has revealed that pitchfork bifurcations occur at well de-
fined locations of the chemical pattern, which are independent of the homogeneous contact
angle and amplitude of the chemical variation. We have also shown that the amplitude criti-
cal value scales with the droplet’s size as εc ∼ A−1/2c , hence suggesting that cusp bifurcations
are favoured in the microscopic limit. Introducing a bias in the chemical pattern leads to
a topological change in the bifurcation diagrams, whereby equilibrium solutions are charac-
terised by disconnected branches in the parameter space. Such branches, which can be either
stable or saddle points, are continuously parametrised by the droplet’s midpoint, i.e. `(A),
implying that changing the droplet’s size may lead to a continuous lateral displacement.
We have studied droplet dynamics upon evaporation by making use of the Cahn-Hilliard
and Navier-Stokes system of equations. Periodic and symmetric patterns lead to a sequence
of events where the droplet exhibits rapid lateral movements when its cross-sectional area
reaches the pitchfork bifurcations predicted by the theory, which mark a transition from
a stable state to a saddle node. As a consequence of numerical noise the droplet’s plane
symmetry can be broken, hence triggering lateral motion via a symmetry-breaking snap. It
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is important to note that if the plane symmetry was not broken the pitchfork bifurcation
could be bypassed hence leading to a snap with no symmetry breaking, whereby the droplet
would remain on the same location while its radius undergoes a rapid change. Our results
show that the snap evaporation reported on non-planar symmetric substrates [17] is also
observed on planar surfaces with symmetric chemical patterns, and in both cases, this is a
consequence of a hierarchy of pitchfork and saddle-node bifurcations.
In asymmetrical chemical patterns, the presence of disconnected branches leads to a
smooth droplet’s motion where its location continuously changes towards one direction,
hence showing that droplet’s motion can be controlled upon evaporation. We have estab-
lished that this is a consequence of the local gradient of the wetting pattern, which is different
on each contact point, and the difference between minima of the chemical pattern. Such
bias leads to an effective droplet’s lateral motion towards regions of higher amplitude. In
the limit of weak bias, the droplet dynamics is characterised by snap events but because
of the slight symmetry breaking of the chemical pattern, they always occur towards the
same direction. We have also shown that the maximum droplet’s speed during a snap event
increases as the droplet’s size decreases.
The ideas presented here can be used in applications of droplet control and mass trans-
port. We have shown that well designed chemical patterns can lead to a well controlled
motion of the droplet as its size changes in time. The mechanism that control the snap
dynamics is the conversion of surface energy into motion, which involves kinetic energy and
energy dissipation, and our numerical results show that during a snap the droplet always
covers half a wavelength of the underlying chemical pattern. Here we have studied situa-
tions where the droplet transitions between adjacent loci in the chemical pattern, and thus
the motion of the droplet is controlled by the periodicity of the pattern and the size of the
droplet. However, by studying the effect of inertia, it is possible that the droplet undergoes
translations over more than one period of the underlying pattern. This is an open ques-
tion that we intend to address in the future. In addition, there are a number of ways of
extending the work reported here, for example including gravitational effects, considering
different types of periodic patterns, or extending the analysis to three-dimensional systems.
It is also important to note that we have focused on evaporation but our analysis is equally
applicable to other physical processes, such as condensation or mass transfer. We intend to
address these and related issues in future studies.
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Appendix: Numerical method
The system of the Cahn-Hilliard and Navier-Stokes equations, Eqs. (20a - 20c), is solved
using finite elements. To this end, these equations are expressed in variational form (weak
formulation) which is obtained by multiplying each equation by test functions that are
basis of unknown functions to be approximated, called trial functions, and integrating the
resulting equation over the domain Ω.
To obtain the weak formulation of the system (20a - 20c), we define test functions
(Φ,Ψ,Ξ,Π) ∈ H1(Ω)×H1(Ω)×W ×L2(Ω) corresponding to the trial functions (φ, η,u, p),
where W is defined as:
W = {v ∈ H1(Ω)×H1(Ω) : v = 0 on ∂Ω},
and Ω, ∂Ω, L2(Ω), and H1(Ω) are the spatial domain, boundary of Ω, the space of twice
integrable functions and the Sobolev space respectively. We first consider the Cahn-Hilliard
equation by multiplying Eqs. (20a) and (20b) by Φ and Ψ, respectively, and integrating over
the whole domain Ω, to obtain:
〈∂φ
∂t
,Φ〉+ 〈u ·∇φ,Φ〉+ 1
Pe
〈∇ η,∇Φ〉 − 1
Pe








− Cn 〈∇φ,∇Ψ〉+ Cn 〈n ·∇φ,Ψ〉∂Ω = 0, (A.2)
where 〈·, ·〉 denotes the L2(Ω) inner product. The Cahn-Hilliard equation (A.1 - A.2) is
discretized in time using the Crank-Nicolson scheme. The Navier-Stokes equation is solved
by adopting Chorin’s method [31] where we first ignore the pressure in Eq. (20c) which
is then discretized in time using the backwards finite difference method to compute the
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tentative velocity uT :
uT −un−1
δtn





where δtn is the time step and u
n is the value of u at time tn. This is corrected to obtain
the final velocity un as
un−uT
δtn
= −∇ pn. (A.4)





Finally, the weak form of the Navier-Stokes equation (20c) is obtained by multiplying both
Eq. (A.3) and (A.4) by Ξ, and Eq. (A.5) by Π. Integrating over the Ω we then compute the
tentative velocity uT , pressure p




,Ξ〉+ 〈un−1 ·∇un−1,Ξ〉+ 1
Re
〈∇un−1 :∇Ξ〉 = − 1
We
〈φn∇ ηn,Ξ〉, (A.6)
〈∇ pn,∇Π〉 = − 1
δtn
〈∇·uT ,Π〉, (A.7)
〈un,Ξ〉 = 〈uT ,Ξ〉 − δtn〈∇ pn,Ξ〉, (A.8)
where 〈. : .〉 denote vector inner product.
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