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ABSTRACT
The zero forcing number Z(G) is used to study the maximum nullity/minimum rank of
the family of symmetric matrices described by a simple, undirected graph G. We study the
positive semidefinite zero forcing number Z+(G) and some of its properties. In addition, we
compute the positive semidefinite maximum nullity and zero forcing number for a variety of
graph families. We establish the field independence of the hypercube, by showing there is a
positive semidefinite matrix that is universally optimal. Given a graph G with some vertices S
colored black and the remaining vertices colored white, the positive semidefinite color-change
rule is: If W1,W2, ...,Wk are the sets of vertices of the k components of G− S, w ∈Wi, u ∈ S,
and w is the only white neighbor of u in the subgraph of G induced by Wi ∪ S, then change
the color of w to black. The positive semidefinite zero forcing number is the smallest number
of vertices needed to be initially colored black so that repeated applications of the positive
semidefinite color-change rule will result in all vertices being black. The positive semidefinite
zero forcing number is a variant of the (standard) zero forcing number, which uses the same
definition except with a different color-change rule: If u is black and w is the only white
neighbor of u, then change the color of w to black.
1CHAPTER 1. INTRODUCTION
A graph G = (V,E) is a set of vertices V = {1, ..., n} and a set of edges E of two-element
subsets of vertices. Every graph discussed in this paper is simple (no loops or multiple edges),
undirected, and has a finite nonempty vertex set. We denote by Sn(R) the set of real symmetric
n× n matrices, and we denote the set of (possibly complex) Hermitian n× n matrices by Hn.
Given a matrix A ∈ Hn, the graph of A, denoted G(A), is the graph with vertices {1, ..., n} and
edges {{i, j} : aij 6= 0, 1 ≤ i < j ≤ n}. Notice that the diagonal of A is ignored in determining
G(A).
Given a particular graph G, the set of symmetric matrices described by G is S(G) = {A ∈
Sn(R) : G(A) = G}. For any graph G, it is possible to find a matrix A described by G having
rank n. However, lower rank is more interesting. The minimum rank of a graph G is the
smallest possible rank over all real symmetric matrices described by G,
mr(G) = min{rank(A) : A ∈ S(G)}.
Maximum nullity is taken over the same set of matrices,
M(G) = max{null(A) : A ∈ S(G)}.
The sum of minimum rank and maximum nullity is the number of vertices in the graph,
mr(G) + M(G) = |G|.
The minimum rank of a graph G over the set of complex Hermitian matrices described by
G may be smaller than the minimum rank over the set of real symmetric matrices described
by G. In studying the minimum rank problem, much of the focus has been on real symmetric
matrices.
2In this thesis, we primarily focus on the set of matrices described by a graph that are
positive semidefinite, in other words those matrices which are Hermitian and have nonnegative
eigenvalues. The set of real positive semidefinite matrices described by G is
S+(G) = {A ∈ Sn : G(A) = G and A is positive semidefinite},
and the set of Hermitian positive semidefinite matrices described by G is
H+(G) = {A ∈ Hn : G(A) = G and A is positive semidefinite}.
The minimum positive semidefinite rank of G is the smallest possible rank over all real positive
semidefinite matrices described by G and the minimum Hermitian positive semidefinite rank
of G is the smallest possible rank over all Hermitian positive semidefinite matrices described
by G,
mrR+(G) = min{rank(A) : A ∈ S+(G)} and mrC+(G) = min{rank(A) : A ∈ H+(G)}.
The maximum positive semidefinite nullity of G and the maximum Hermitian positive semidef-
inite nullity of G are, respectively,
MR+(G) = max{null(A) : A ∈ S+(G)} and MC+(G) = max{null(A) : A ∈ H+(G)}.
Note that mrR+(G) + M
R
+(G) = |G| and mrC+(G) + MC+(G) = |G|. It is immediate that
MR+(G) ≤ M(G) and mr(G) ≤ mrR+(G) for every graph G, and there are examples for which
these inequalities are strict.
Clearly, mrC+(G) ≤ mrR+(G) for every graph G. Since the minimum rank of a graph G over
the set of complex Hermitian matrices described by G may be smaller than the minimum rank
over the set of real symmetric matrices described by G, it seems plausible that mrC+(G) and
mrR+(G) may differ, but for years no example was known. In 2010, Barioli et al. [5] discovered
an example for which these parameters differ, and the graph is known as the “k-wheel with 4
hubs.”
We will need some additional terminology. A graph is planar if it can be drawn in the
plane without crossing edges. A graph is outerplanar if it can be drawn in the plane without
3crossing edges in such a way that every vertex belongs to the unbounded face of the drawing.
Every outerplanar graph is planar, but the converse is not true. For example, the complete
graph K4 is planar but not outerplanar. The degree of vertex v is the number of neighbors
of v. A graph G′ = (V ′, E′) is a subgraph of G = (V,E) if V ′ ⊆ V and E′ ⊆ E. The
subgraph G[U ] of G = (V,E) induced by U ⊆ V is the subgraph with vertex set U and edge set
{{i, j} ∈ E : i, j ∈ U}. We denote G[V \U ] by G−U and G−{v} by G− v. A subgraph G′ of
a graph G is a clique if there is an edge between every pair of vertices of G′, i.e., G′ ∼= K|G′|. A
clique covering of G is a set of subgraphs of G that are cliques and such that every edge of G is
contained in at least one clique. The clique covering number of G, cc(G), is the fewest number
of cliques in a clique covering of G.
1.1 The zero forcing number
The zero forcing number is a graph parameter related to the maximum nullity of a graph
and was introduced in [1]. Given a graph G = (V,E), color the vertices of G either black
or white. This is known as an initial coloring of G. Vertices change color according to the
color-change rule:
• If u ∈ V (G) is a black vertex with exactly one white neighbor w, then change the color
of w to black. We say u forces w and write u→ w.
Figure 1.1 illustrates the color-change rule. Note that u can force w, but v cannot perform
an initial force as it has two white neighbors.
u
v
w
Figure 1.1 Illustration of the color-change rule
Given an initial coloring of G, the derived set is the set of initial black vertices along with
vertices that are colored black after repeated application of the color-change rule, i.e., until no
4more changes are possible. A zero forcing set of G is a subset Z ⊆ V (G) such that if initially the
vertices of Z are colored black and the remaining vertices are colored white, then the derived
set is V (G). The zero forcing number Z(G) is defined as the minimum of |Z | over all zero
forcing sets Z ⊆ V (G). For example, either endpoint of a path forms a zero forcing set, and
any two consecutive vertices of a cycle form a zero forcing set.
To understand the motivation for the term zero forcing, let Z be a zero forcing set of G,
A ∈ S(G), and ~x ∈ null(A) with the components of ~x indexed by Z equal to zero. Then each
force that can be performed corresponds to requiring another component of ~x to be zero. Hence,
~x = 0. The zero forcing number is an incredibly useful tool in that it provides an upper bound
for the maximum nullity of a graph, and it is often equal to maximum nullity for structured
graphs.
Theorem 1.1.1. [1, Proposition 2.4] For any graph G, M(G) ≤ Z(G).
1.2 The positive semidefinite zero forcing number
The positive semidefinite zero forcing number was introduced in [5] and provides an upper
bound for the maximum positive semidefinite nullity of a graph. Given a graph G = (V,E),
color the vertices of G either black or white. The definitions and terminology associated with
standard zero forcing have the same meaning for positive semidefinite zero forcing, but there
is a new color-change rule, the positive semidefinite color-change rule:
• Let S denote the set of black vertices of G. Identify the sets of vertices W1, ...,Wk of the
k components of G − S (if k = 1, the positive semidefinite color-change rule reduces to
the standard color-change rule). If u ∈ S and w ∈ Wi is the only white neighbor of u in
G[Wi ∪ S], then change the color of w to black.
Figure 1.2 illustrates the positive semidefinite color-change rule. Note that S = {u},W1 =
{v1},W2 = {v2},W3 = {v3},W4 = {v4}. Since vi is the only white neighbor of u in G[Wi ∪ S],
change the color of vi to black, i = 1, 2, 3, 4.
The positive semidefinite zero forcing number Z+(G) is the minimum of |X| over all positive
semidefinite zero forcing sets X ⊆ V (G).
5v1
v2
v3
v4
u
u
u
u
u
v1
v2
v3
v4
Figure 1.2 Illustration of the positive semidefinite color-change rule
Observation 1.2.1. Since every zero forcing set is a positive semidefinite zero forcing set,
Z+(G) ≤ Z(G).
For the graph G shown in Figure 1.2, Z+(G) = 1 < 3 = Z(G). Thus, G is an example of
graph for which the positive semidefinite zero forcing number is strictly less than the standard
zero forcing number.
Theorem 1.2.2. [5, Theorem 3.5] For every graph G, MC+(G) ≤ Z+(G).
Hackney et al. [21] defined the ordered set number of a graph G as follows: Let G = (V,E)
be a connected graph and let S = {v1, v2, ..., vm} be an ordered set of vertices of G. Let Gk be
the subgraph induced by v1, v2, ..., vk, where 1 ≤ k ≤ m. Let Hk be the connected component
of Gk containing vk. If for each k there exists wk ∈ V (G) such that wk 6= vl for l ≤ k,
wkvk ∈ E(G), and wkvl /∈ E(G) for all vl ∈ V (Hk) with l 6= k, then S is called an OS-vertex
set. The OS-number of a graph G, denoted OS(G), is the maximum of |S| over all OS-vertex
sets of G. In [21], it was shown that OS(G) ≤ mrC+(G) for every graph G, a result which also
follows from the relationship between the OS-number and the positive semidefinite zero forcing
number stated in Theorem 1.2.3 below. It was also shown in [21] that mrC+(G) = OS(G) = cc(G)
for every chordal graph G. This led the authors to conjecture that OS(G) = mrC+(G) for any
graph G. However, Mitchell et al. [35] found graphs for which OS(G) < mrC+(G).
Theorem 1.2.3. [5, Theorem 3.6] Given a graph G, if S is an ordered set in G then V (G)\S is
a positive semidefinite zero forcing set of G and if Z is a positive semidefinite zero forcing set of
6G then there is an order such that V (G)\Z is an ordered set for G. Therefore, Z+(G)+OS(G) =
|G|.
See [38] for an example of how to obtain an OS-vertex set from a positive semidefinite zero
forcing set. Given a graph G, we denote the minimum degree of a vertex by δ(G). The next
result follows from the results of Hackney et al. [21].
Corollary 1.2.4. [5] For every graph G, δ(G) ≤ Z+(G).
Proof. By [35, Corollary 2.19], OS(G) ≤ |G|−δ(G), and so δ(G) ≤ Z+(G) by Theorem 1.2.3.
1.3 Techniques for computing minimum rank parameters
Cut-vertex reduction is a useful technique for computing minimum rank. A vertex v of a
connected graph G is called a cut-vertex if G− v is disconnected. The rank spread of a vertex
v of G is defined to be
rv(G) = mr(G)−mr(G− v) (1.1)
It is known [36] that 0 ≤ rv(G) ≤ 2 for any vertex v of G. If G has a cut-vertex, then the
minimum rank of G can be computed using the minimum rank of certain subgraphs of G, as
outlined in the next theorem.
Theorem 1.3.1. [8, 29] Let v be a cut-vertex of G. For i = 1, ..., h, let Wi ⊆ V (G) be the set
of vertices of the ith component of G− v and let Gi = G[{v} ∪Wi]. Then
rv(G) = min
{
h∑
1
rv(Gi), 2
}
and so
mr(G) =
h∑
1
mr(Gi − v) + min
{
h∑
1
rv(Gi), 2
}
Cut-vertex reduction is a useful technique for computing minimum positive semidefinite
rank. Suppose Gi, i = 1, ..., h, are graphs of order at least two with Gi ∩Gj = {v} for all i 6= j
and G = ∪hi=1Gi. Provided h ≥ 2, v is a cut-vertex of G. It was shown in [25] that
mrR+(G) =
h∑
i=1
mrR+(Gi) (1.2)
7Since mrR+(G) + M
R
+(G) = |G|, it follows that
MR+(G) =
(
h∑
i=1
MR+(Gi)
)
− h+ 1 (1.3)
The analogous results for C were established in [12]. As shown in [35],
OS(G) =
h∑
i=1
OS(Gi) (1.4)
Since OS(G) + Z+(G) = |G|, it follows that
Z+(G) =
(
h∑
i=1
Z+(Gi)
)
− h+ 1 (1.5)
A pendant vertex is a vertex of degree one. We have the following result for finding the
minimum positive semidefinite rank of a graph with a pendant vertex. This result is immediate
from cut-vertex reduction, but was proved earlier.
Proposition 1.3.2. [13, Corollary 3.5] If G is a connected graph and v is a pendant vertex of
G, then mrC+(G) = mr
C
+(G− v) + 1.
The vertex connectivity κ(G) of a connected graph G is the minimum size of S ⊆ V (G)
such that G− S is disconnected or a single vertex. Vertex connectivity and maximum positive
semidefinite nullity are nicely related. The following result is especially useful when the vertex
connectivity and the positive semidefinite zero forcing number of a graph agree.
Theorem 1.3.3. [32, 33] For a graph G, MR+(G) ≥ κ(G).
If ζ(H) ≤ ζ(G) for any induced subgraph H of G, then the graph parameter ζ is said
to be monotone on induced subgraphs. For example, minimum rank is monotone on induced
subgraphs, while maximum nullity is not (see Section 1.4). Since a principal submatrix of a
positive semidefinite matrix is positive semidefinite, mrR+ and mr
C
+ are monotone on induced
subgraphs. Given a particular graph G, we obtain lower bounds on the minimum positive
semidefinite rank of G by considering various induced subgraphs of G. First, we consider the
induced subgraph obtained by the deletion of duplicate vertices. Given a vertex v ∈ V (G), the
neighborhood N(v) of v is the set of all vertices adjacent to v. The closed neighborhood N [v] of
v is N(v) ∪ {v}. The vertices u and v are said to be duplicate vertices if N [u] = N [v]. The
removal of a duplicate vertex does not change mrC+, and the result also holds for mr
R
+:
8Proposition 1.3.4. [13, Proposition 2.2] Let G be a connected graph on three or more vertices.
If u is a duplicate vertex of v in G, then mrC+(G− u) = mrC+(G) and mrR+(G− u) = mrR+(G).
The sequential deletion of duplicate vertices and application of Proposition 1.3.4 yields the
following.
Corollary 1.3.5. [13, Corollary 2.3] If H is the induced subgraph of a connected graph G
obtained by the sequential deletion of duplicate vertices of G and H is of order at least two,
then mrR+(H) = mr
R
+(G).
Next, we consider an induced subgraph that is a tree on the maximum possible number of
vertices. Given a graph G, the tree size of G, denoted ts(G), is the number of vertices in a
maximum induced tree. As mrC+(T ) = n− 1 for any tree T of order n, we have the following:
Proposition 1.3.6. [13, Lemma 2.5] If G is a connected graph, then mrC+(G) ≥ ts(G)− 1.
Given a maximum induced tree T of G and a vertex w not belonging to T , denote by E(w)
the edge set of all paths in T between every pair of vertices of T that are adjacent to w. The
authors in [13] determined a criterion for which mrC+(G) = ts(G)− 1, and the result holds for
mrR+:
Proposition 1.3.7. [13, Theorem 2.9] For a connected graph G, mrR+(G) = mr
C
+(G) = ts(G)−1
if the following condition holds: there exists a maximum induced tree T such that, for u and w
not on T , E(u) ∩ E(w) 6= ∅ if and only if u and w are adjacent in G.
If a graph has very low or very high maximum positive semidefinite nullity or positive
semidefinite zero forcing number, then the two parameters are equal. For example, M+(G) = 1
if and only if G is a tree if and only if Z+(G) = 1. In [18], it was shown that M+(G) = 2 if and
only if Z+(G) = 2. Consequently, if Z+(G) ≤ 3, then Z+(G) = M+(G). However, M+(G) ≤ 3
does not imply Z+(G) = M+(G) as M+(ML8) = 3 < 4 = Z+(ML8), where ML8 is the Mo¨bius
ladder of order 8. See Figure 3.1 below. It was also shown in [18] that Z+(G) ≥ |G| − 2 if
and only if M+(G) ≥ |G| − 2. As a consequence, if M+(G) ≥ |G| − 3, then M+(G) = Z+(G).
Whether or not there exists a graph G with Z+(G) = |G| − 3 and M+(G) < Z+(G) remains an
9open question. Barrett et al. [10] characterized graphs having minimum rank 2 and minimum
positive semidefinite rank 2. See [12] for additional results about graphs with small minimum
positive semidefinite rank.
1.4 Colin de Verdie`re-type parameters
A minor of a graph G is obtained by performing a series of edge deletions, deletions of
isolated vertices, and edge contractions. An edge e = {u, v} is contracted by deleting e,
merging u and v into a new vertex w, and joining the edges that were incident to either u or v
to w. Any parallel edges that may result from this operation are replaced by a single edge. If
β(H) ≤ β(G) for any minor H of G, then the graph parameter β is said to be minor monotone.
If a graph parameter is minor monotone, then it it monotone on subgraphs and on induced
subgraphs as any subgraph of a graph G is a minor of G.
Minor monotonicity is a very useful property, but unfortunately maximum nullity and max-
imum positive semidefinite nullity are not minor monotone parameters. To see this, consider
a path Pn. We know M(Pn) = M+(Pn) = 1. However, the minor obtained from Pn by delet-
ing a single edge has maximum nullity and maximum positive semidefinite nullity 2. Colin
de Verdie`re ([16] in English) introduced a graph parameter µ(G) that was the first of several
parameters that bound the maximum nullity from below and are minor monotone. Colin de
Verdie`re-type parameters require the matrices described by a graph to satisfy the Strong Arnold
Hypothesis. A real symmetric matrix M is said to satisfy the Strong Arnold Hypothesis if there
does not exist a nonzero symmetric matrix X satisfying:
• MX = 0
• M ◦X = 0
• I ◦X = 0,
where ◦ denotes the Hadamard (entrywise) product and I is the identity matrix.
The Colin de Verdie`re number µ(G) [16] is the maximum nullity among matrices L satisfy-
ing:
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• L = [lij ] is a generalized Laplacian matrix of G, that is L ∈ Sn, G(L) = G, and lij ≤ 0 for
all i 6= j.
• L has exactly one negative eigenvalue (of multiplicity 1).
• L satisfies the Strong Arnold Hypothesis.
The parameter ξ(G) [7] is the maximum nullity among matrices A ∈ Sn satisfying:
• G(A) = G.
• A satisfies the Strong Arnold Hypothesis.
The parameter ν(G) [15] is the maximum nullity among matrices A ∈ Sn satisfying:
• G(A) = G.
• A is positive semidefinite.
• A satisfies the Strong Arnold Hypothesis.
Observe that µ(G) ≤ ξ(G) ≤ M(G) and ν(G) ≤ ξ(G) ≤ M(G). Graphs are known for which
each of these inequalities are strict.
Theorem 1.4.1. [16, 15, 7] The parameters µ(G), ν(G), and ξ(G) are minor monotone.
If we can find a minor H of G with ν(H) = Z(G), then the maximum nullity, maximum
positive semidefinite nullity, zero forcing number, and positive semidefinite zero forcing number
of G are all equal, as stated in the next observation.
Observation 1.4.2. If G has a minor H with ν(H) = Z(G), then ν(H) = ν(G) = M+(G) =
M(G) = Z+(G) = Z(G).
Given a graph G, the Hadwiger number h(G) is the size s of the largest complete graph Ks
that is a minor of G. Since ν(Ks) = s − 1 for s > 1, the next observation follows from minor
monotonicity of ν.
Observation 1.4.3. [6] For a graph G, h(G)− 1 ≤ ν(G) ≤ MR+(G) ≤ M(G).
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1.5 Graph operations
There are many graph operations used to construct families of graphs, including some of
the graph families that appear in Section 3.1. We include a description of the graph operations
that appear throughout this work. Many of these are illustrated in Section 3.1.
• The complement of a graph G = (V,E), denoted G, is the graph consisting of vertex set
V (G) and edge set {{i, j} : i, j ∈ V (G) and {i, j} /∈ E(G)}.
• The union of G1 = (V1, E1) and G2 = (V2, E2) is G = (V1∪V2, E1∪E2). The intersection
of G1 = (V1, E1) and G2 = (V2, E2) is G = (V1 ∩ V2, E1 ∩ E2), provided V1 ∩ V2 6= ∅.
• The join of two disjoint graphs G = (V,E) and G′ = (V ′, E′), denoted G ∨ G′, is the
union of G ∪ G′ and the complete bipartite graph with vertex set V ∪ V ′ and partition
{V, V ′}.
• The Cartesian product of G with H, denoted GH, is the graph with vertex set V (G)×
V (H) such that (u, v) is adjacent to (u′, v′) if and only if (1) u = u′ and v ∼ v′ in H, or
(2) v = v′ and u ∼ u′ in G.
• The strong product of G and H, denoted GH, is the graph with vertex set V (G)×V (H)
such that (u, v) is adjacent to (u′, v′) if and only if (1) u ∼ u′ in G and v ∼ v′ in H, or
(2) u = u′ and v ∼ v′ in H, or (3) v = v′ and u ∼ u′ in G.
• The corona of G with H, denoted G ◦H, is formed from one copy of G and |G| copies of
H by attaching each vertex of the ith copy of H to the ith vertex of G.
• The line graph of a graph G = (V,E), denoted L(G), is formed by placing a vertex on
each edge of G and adding an edge between two such vertices if the original edges of G
are incident.
1.6 Vector representations
Let G = (V,E) be a graph with ordered set of vertices V = {v1, v2, ..., vn}. We associate
a vector ~vi ∈ Rd with each vertex vi of G (for minimum Hermitian positive semidefinite rank,
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use ~vi ∈ Cd) . If two vertices vi and vj are adjacent, then 〈~vi, ~vj〉 6= 0, where 〈~vi, ~vj〉 denotes
the Euclidean inner product. If two vertices vi and vj are not adjacent, then 〈~vi, ~vj〉 = 0. We
say ~X = {~vi}ni=1 is a vector representation of G. Let
X =
[
~v1 ~v2 . . . ~vn
]
.
Then XTX is a positive semidefinite matrix called the Gram Matrix of ~X with respect to
the Euclidean inner product. The graph of XTX has vertices 1, 2, ..., n corresponding to the
vectors ~v1, ~v2, ..., ~vn and edges corresponding to nonzero inner products among these vectors,
i.e., G(XTX) ∼= G. Since any positive semidefinite matrix A can be written as XTX for
some X ∈Mn(R) with rankA = rankX, every positive semidefinite matrix is a Gram Matrix.
Conversely, every Gram Matrix is positive semidefinite. Thus, mrR+(G) ≤ d if and only if there
is a vector representation of G in Rd (and analogously for mrC+(G) and Cd).
The next example illustrates how to find a vector representation for a graph. Additional
examples are included in Section 3.1 and Section 3.2.
Example 1.6.1. Graph G145 of An Atlas of Graphs [37] is shown in Figure 1.3. Since
{v1, v2} is a positive semidefinite zero forcing set for G145, it follows that MR+(G145) ≤ 2 and
mrR+(G145) ≥ 4. We wish to find a vector representation for G145 in R4, thereby establishing
that mrR+(G145) = 4.
v1
v2 v3
v4
v5 v6
Figure 1.3 The graph G145
The vertices v1, v4, and v5 are not adjacent to each other and form an independent set, so
the vectors ~v1, ~v4, and ~v5 are pairwise orthogonal. Let ~v1 = ~e1, ~v4 = ~e2, and ~v5 = ~e3. After
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appropriate scaling, any vector representation must take the form
{~vi}6i=1 =


1
0
0
0

,

a2
b2
c2
1

,

a3
b3
0
1

,

0
1
0
0

,

0
0
1
0

,

0
0
c6
1


with each ai, bi, and ci nonzero. In choosing a specific vector representation, observe that
c2 = − 1c6 and a2a3 + b2b3 6= −1. Let
{~vi}6i=1 =


1
0
0
0

,

1
1
1
1

,

1
1
0
1

,

0
1
0
0

,

0
0
1
0

,

0
0
−1
1


.
The set of column vectors {~vi}6i=1 is a vector representation of G145. Let
X =
[
~v1 ~v2 . . . ~v6
]
.
Then
XTX =

1 1 1 0 0 0
1 4 3 1 1 0
1 3 3 1 0 1
0 1 1 1 0 0
0 1 0 0 1 −1
0 0 1 0 −1 2

.
1.7 Organization of thesis
In Chapter 2, we explore properties of the positive semidefinite zero forcing number. In
particular, we show in Section 2.1 that a nontrivial connected graph does not have a unique
minimum positive semidefinite zero forcing set. In Section 2.2, we explore connections between
common graph parameters and the positive semidefinite zero forcing number.
In Chapter 3, we use a variety of techniques to compute the positive semidefinite maximum
nullity and zero forcing number of selected graphs. In Section 3.1, we determine the positive
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semidefinite maximum nullity and zero forcing number for many of the graphs in the AIM
graph catalog [2]. Most notably, we determine the positive semidefinite maximum nullity and
zero forcing number of all hypercubes by constructing a vector representation recursively. Our
method produces a universally optimal matrix and establishes field independence, answering
an open question. The technique of vector representation has not previously been used to
find a universally optimal matrix and minimum rank over fields other than R. In Section 3.2,
we explore questions concerning the positive semidefinite maximum nullity and zero forcing
number of a graph and its dual. The results of the chapter are summarized in Table 3.1,
appearing in Section 3.3.
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CHAPTER 2. POSITIVE SEMIDEFINITE ZERO FORCING
The positive semidefinite zero forcing number is a relatively new development. Conse-
quently, many of its properties are still being explored. In Section 2.1, we show that a non-
trivial connected graph does not have a unique minimum positive semidefinite zero forcing set.
In Section 2.2, we explore connections between common graph parameters and the positive
semidefinite zero forcing number.
2.1 Non-uniqueness of minimum positive semidefinite zero forcing set
In addition to introducing the positive semidefinite zero forcing number in [5], the authors
establish a number of important properties of the (standard) zero forcing number. In particular,
it was shown that no connected graph of order greater than one has a unique minimum zero
forcing set and no vertex belongs to every minimum zero forcing set for a given connected graph
of order greater than one. These results were established using the concept of the reversal of
a zero forcing set. The first undertaking in this thesis research was to try to extend these
two results to the positive semidefinite case. The first result, namely that no connected graph
of order greater than one has a unique minimum positive semidefinite zero forcing set, was
successfully established and appears below as Theorem 2.1.2. However, a research group at
Iowa State University [18] subsequently exploited the connection between the OS-number and
the positive semidefinite zero forcing number to establish the stronger result that no vertex is
in every minimum positive semidefinite zero forcing set.
The following key lemma shows that a vertex belonging to a positive semidefinite zero
forcing set that can perform an initial force may be traded with the vertex it forces, and the
resulting set is a positive semidefinite zero forcing set.
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Lemma 2.1.1. Let G be a graph and let B be a positive semidefinite zero forcing set of G. If
v ∈ B is the vertex that performs the first force, v → w, where w is a white neighbor of v, then
(B − {v}) ∪ {w} is a positive semidefinite zero forcing set of G.
Proof. Suppose v ∈ B is the vertex that performs the first force, v → w, where w is a white
neighbor of v. Let B′ = (B − {v}) ∪ {w} be an initial coloring of G. Let W1, ...,Wk be the
sets of vertices of the k components of G − B′. Note that v ∈ Wi for some i ∈ {1, 2, ..., k}.
We show below that v is the only white neighbor of w in G[Wi ∪ B′], so w forces v. Now the
vertices in B are black, and we know B is a positive semidefinite zero forcing set of G. Hence,
(B − {v}) ∪ {w} is a positive semidefinite zero forcing set of G.
To show that v is the only white neighbor of w in G[Wi ∪B′], we suppose z is also a white
neighbor of w in Wi and derive a contradiction. Since Wi is the set of vertices of a connected
component of G−B′, there must be a path within Wi between v and z, P = (v0 = v, v1, ..., vk =
z), k ≥ 1 (see Figure 2.1). If k = 1, then v and z are adjacent. If k > 1, it must be the case that
v1, v2, ..., vk−1 are white, for if one or more of the vertices v1, v2, ..., vk−1 are black we contradict
the fact that v and z belong to the same set of vertices Wi of a connected component of G−B′.
In either case, v cannot perform the original force v → w for the positive semidefinite zero
forcing set B as w and v1 are both white neighbors of v belonging to the same set of vertices
of one of the components of G−B because (v1, v2, ..., vk, w) is a path in G−B between v1 and
w.
Theorem 2.1.2. No connected graph of order greater than one has a unique minimum positive
semidefinite zero forcing set.
Proof. Let G be a connected graph of order greater than one and let B be a minimum positive
semidefinite zero forcing set of G. Note that |B| < |G|, so there is a vertex v ∈ B that performs
the first force, v → w, where w is a white neighbor of v. By Lemma 2.1.1, (B − {v}) ∪ {w}
is a positive semidefinite zero forcing set of G. Since |(B − {v}) ∪ {w}| = |B|, it follows that
(B − {v}) ∪ {w} is a minimum positive semidefinite zero forcing set of G distinct from B.
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w
vk=z
vk-1
P
v0=v
v1
v2
Figure 2.1 Part of the positive semidefinite zero forcing set B
The next theorem shows that any vertex can be included in a minimum positive semidefinite
zero forcing set and that there exists a minimum positive semidefinite zero forcing set which
does not contain the vertex. As a consequence of this theorem, no connected graph of order
greater than one has a unique minimum positive semidefinite zero forcing set and no vertex
belongs to every minimum positive semidefinite zero forcing set for a given connected graph of
order greater than one. The proof is included here for completeness.
Theorem 2.1.3. [18] If G is a graph and v ∈ V (G), then there exist minimum positive semidef-
inite zero forcing sets B1 and B2 such that v ∈ B1 and v /∈ B2.
Proof. Let G be a graph and let v ∈ V (G). By [35, Corollary 2.17], there exist OS-sets S and
S′ such that OS(G) = |S| = |S′| and v ∈ S but v /∈ S′. Note that Corollary 2.17 requires
G to be connected. If G is not connected, apply Corollary 2.17 to the connected component
of G containing v instead. Now, V (G) \ S and V (G) \ S′ are minimum positive semidefinite
zero forcing sets by Theorem 1.2.3. Let B1 = V (G) \ S′ and let B2 = V (G) \ S. Then B1 is
a minimum positive semidefinite zero forcing set containing v, and B2 is a minimum positive
semidefinite zero forcing set that does not contain v.
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2.2 Relationship between the positive semidefinite zero forcing number
and other graph parameters
In this section, we investigate the relationship between the positive semidefinite zero forcing
number and several common graph parameters. The relationship between the (standard) zero
forcing number and many of these graph parameters has been studied, e.g., [4], so it is only
natural to consider the positive semidefinite case.
The path cover number P(G) of a graph G is the smallest m such that there exist m vertex-
disjoint induced paths P1, P2, ..., Pm in G that cover all the vertices of G. It is well-known that
P(G) and M(G) are not comparable in general. In [39], Sinkovic showed that M(G) ≤ P(G)
for any outerplanar graph G.
Given a zero forcing set Z, we list the forces used to obtain the derived set in the order
in which they are performed. This is known as a chronological list of forces. For a particular
chronological list of forces, a forcing chain is a list of forces originating from one vertex, that
is a sequence of vertices (v1, v2, ..., vk) such that vi → vi+1 for i = 1, ..., k − 1. Observe that
a forcing chain is an induced path. A maximal forcing chain is a forcing chain that is not a
proper subsequence of another forcing chain. A forcing chain may consist of a single vertex
(v1) and this is referred to as a singleton. The chain (v1) is maximal if v1 ∈ Z and v1 does not
perform a force. Although the derived set of an initial coloring is unique, the chronological list
of forces for a particular zero forcing set is usually not unique. Since forcing chains are paths,
it follows that the zero forcing number is an upper bound for the path cover number for any
graph.
Observation 2.2.1. [5] For any graph G, P(G) ≤ Z(G).
Although the zero forcing number of any graph is an upper bound for the path cover number,
the positive semidefinite zero forcing number and path cover number are not comparable, as
demonstrated in the next example. One reason the two parameters are not comparable can
be attributed to the fact that the positive semidefinite zero forcing number lacks the natural
association of forcing paths; instead it has forcing trees (see Definition 2.2.3).
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Example 2.2.2. First, we exhibit a graph G for which Z+(G) < P(G). Consider the star K1,n
with n > 2, which is described in Section 3.1. The star vertex forms a positive semidefinite
zero forcing set, so Z+(K1,n) = 1. However, P(K1,n) = n − 1. Next, we exhibit a graph G
for which P(G) < Z+(G). Consider the complete graph Kn. It is clear that dn2 e = P(Kn) <
Z+(Kn) = n− 1 for n > 3.
In graph theory, the decomposition of a graph into subgraphs satisfying a particular property
is a problem of interest. In particular, the problem of decomposing the vertex set of a graph
into subgraphs which are acyclic has been studied quite extensively. Given a graph G, we
can always partition the vertex set V (G) into subsets Vi, 1 ≤ i ≤ n, such that each induced
subgraph G[Vi] is acyclic, i.e., is a forest. To do so, simply select each Vi so that |Vi| ≤ 2. The
real challenge, however, is to partition V (G) into as few subsets as possible, and this is known
by graph theorists as vertex-arboricity. The vertex-arboricity a(G) of a graph G is the fewest
number of subsets into which V (G) can be partitioned so that each subset induces an acyclic
subgraph, i.e., a forest [11]. Vertex-arboricity is a slightly more relaxed version of a concept
introduced by Barioli, Fallat, Mitchell, and Narayan in [9] as the tree cover number. The tree
cover number of a graph G, denoted T(G), is the minimum number of vertex disjoint trees
occurring as induced subgraphs of G that cover all the vertices of G. Since every tree is an
acyclic (connected) graph, a(G) ≤ T(G) ≤ P(G). In [18], the authors established a relationship
between the tree cover number and the positive semidefinite zero forcing number through the
definition of forcing trees. The proof is included here for completeness.
Definition 2.2.3. [18] Given a graph G, positive semidefinite zero forcing set B, chronological
list of forces F , and a vertex b ∈ B, define Vb to be the set of vertices w such that there is a
sequence of forces b = v1 → v2 → ...→ vk = w in F (note that the empty sequence of forces is
permitted, i.e., b ∈ Vb). The forcing tree Tb is the induced subgraph Tb = G[Vb]. The forcing
tree cover (for the chronological list of forces F) is T = {Tb | b ∈ B}. An optimal forcing tree
cover is a forcing tree cover from a chronological list of forces of a minimum positive semidefinite
zero forcing set.
Figure 2.2 shows a graph with the positive semidefinite zero forcing set and forces marked,
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along with the corresponding forcing tree cover.
Figure 2.2 A graph showing forces and the corresponding tree cover
Proposition 2.2.4. [18] Let G be a graph, B a positive semidefinite zero forcing set of G, F
a chronological list of forces of B, and b ∈ B. Then
1. Tb is a tree.
2. The forcing tree cover T = {Tb | b ∈ B} is a tree cover of G.
3. T(G) ≤ Z+(G).
Proof. Each vertex of G is forced only once, so the sets Vb of vertices forced by distinct b ∈ B are
disjoint. If Tb = G[Vb] is not a tree, then Z+(Tb) > 1. So there must exist a vertex v ∈ Vb \ {b}
such that either v ∈ B or v was forced through a sequence of forces from some element of B
other than b, contradicting the fact that the sets Vb of vertices forced by distinct elements of
B are disjoint. Therefore, Tb is a tree.
Now, T = {Tb | b ∈ B} is a tree cover of G as each vertex b ∈ B forces an induced subtree,
the trees forced by distinct elements of B are disjoint, and B is a positive semidefinite zero
forcing set. Let B be a minimum positive semidefinite zero forcing set of G. Since T is a tree
cover of G, T(G) ≤ |T | = |B| = Z+(G).
Since the positive semidefinite zero forcing number is an upper bound for the tree cover
number, we make the following observation.
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Observation 2.2.5. For any graph G, a(G) ≤ T(G) ≤ Z+(G).
The authors in [18] established a cut-vertex reduction formula for the tree cover number.
T(G) =
(
h∑
i=1
T(Gi)
)
− h+ 1 (2.1)
Given a graph G, a sequence d1, d2, ..., dn of nonnegative integers is called a degree sequence
of G if the vertices of G can be labeled v1, v2, ..., vn and deg(vi) = di for 1 ≤ i ≤ n, where
di ≥ di+1. The degree sequence does not uniquely identify a graph. There are many non-
isomorphic graphs which have the same degree sequence. This leads to the following question:
Question 2.2.6. Is Z+(G) the same for all connected graphs G of a given degree sequence?
The next example provides a negative answer to Question 2.2.6.
Example 2.2.7. Graphs G118 and G119 of An Atlas of Graphs [37] are shown in Figure 2.3.
These two graphs are non-isomorphic, but they have the same degree sequence 4, 3, 2, 2, 2, 1.
Furthermore, Z+(G118) = Z(G118) = 2, while Z+(G119) = Z(G119) = 3.
Figure 2.3 The graphs G118 and G119
If a vertex and an edge are incident, then they are said to cover each other. The vertex
covering number β(G) of a graph G with no isolated vertices is the minimum number of vertices
which cover all the edges of G. Recall that a set of vertices of a graph is independent if no
two vertices in it are adjacent. The maximum cardinality of an independent set of a graph G
is the independence number α(G). The independence number and the vertex covering number
are related as follows [34]:
α(G) + β(G) = |G| (2.2)
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It turns out that the (standard) zero forcing number and the vertex covering number are not
comparable, as illustrated in the next example. However, the vertex covering number forms
an upper bound for the positive semidefinite zero forcing number, as demonstrated in the next
theorem.
Example 2.2.8. First, we exhibit a graph G for which Z(G) < β(G). Graph G128 of An Atlas
of Graphs [37] is shown in Figure 2.4. Observe that Z(G128) = 2 < 3 = β(G128). Next, we
exhibit a graph G for which β(G) < Z(G). Consider the complete multipartite graph K2,3. The
partition set consisting of two vertices forms a vertex covering, so 2 = β(K2,3) < Z(K2,3) = 3
[19].
Figure 2.4 The graph G128
Theorem 2.2.9. For any graph G with no isolated vertices, Z+(G) ≤ β(G).
Proof. By way of contradiction, suppose there exists a graph G such that β(G) < Z+(G).
Let B ⊆ V (G) be a vertex covering of G of minimum cardinality. Note that G − B consists
of isolated vertices, for if G − B contained a path e = {u, v} on two vertices, then e would
not be covered. Thus, B is a positive semidefinite zero forcing set of order β(G), which is a
contradiction.
As a consequence of the relationship between the independence number and the vertex
covering number and Theorem 2.2.9, we have the following corollary. This result was previously
established by Booth et al. [13, Corollary 2.7] using a different technique.
Corollary 2.2.10. For a graph G with no isolated vertices, mr+(G) ≥ α(G).
The clique number ω(G) is the largest value of m for which G has a clique of order m, i.e.
a subgraph isomorphic to Km. The next proposition illustrates the relationship between the
clique number and the positive semidefinite zero forcing number.
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Proposition 2.2.11. For any graph G, ω(G)− 1 ≤ M+(G) ≤ Z+(G).
Proof. Note that every subgraph of a graph is a minor, so ω(G) ≤ h(G) for every graph G. By
Observation 1.4.3, ω(G)− 1 ≤ h(G)− 1 ≤ ν(G) ≤ M+(G) ≤ Z+(G).
The girth of a graph G with at least one cycle is the length of a shortest cycle in G and is
denoted by g(G). The girth of an acyclic graph is undefined. As the next example illustrates,
girth and positive semidefinite zero forcing number are not comparable.
Example 2.2.12. First, we exhibit a graph G for which Z+(G) < g(G). Consider a cycle
on n vertices. We have Z+(Cn) = 2 < n = g(Cn). Next, we exhibit a graph G for which
g(G) < Z+(G). Consider the graph G551 of An Atlas of Graphs [37], shown in Figure 2.5. We
have g(G551) = 3 < 4 = Z+(G551).
Figure 2.5 The graph G551
For a connected graph G, the distance d(u, v) between two vertices u and v is defined
to be the length of the shortest path between u and v. The diameter of G is diam(G) =
max
u,v∈V (G)
d(u, v).
Remark 2.2.13. It is well-known that diam(G) ≤ mr(G), or equivalently, M(G) ≤ |G| −
diam(G). In fact, Z(G) ≤ |G| − diam(G). To see this, choose a path in G of length diam(G).
Then the vertices that do not belong to the path along with one of the endpoints of the path form
a zero forcing set of G. Hence, Z(G) ≤ |G| − diam(G). It follows that Z+(G) ≤ |G| − diam(G)
for all G.
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CHAPTER 3. DETERMINATION OF POSITIVE SEMIDEFINITE
MAXIMUM NULLITY AND ZERO FORCING NUMBER
The minimum rank problem has been studied quite extensively. For many graphs and
families of graphs, the maximum nullity and zero forcing number have been determined, and
these are reported in the AIM graph catalog [2]. However, a great deal of work remains
in determining the positive semidefinite maximum nullity and zero forcing number of many
of these graphs and graph families. In Section 3.1, we determine the positive semidefinite
maximum nullity and zero forcing number for many of the graphs in the AIM graph catalog,
and these results are summarized in Table 3.1. In Section 3.2, we explore questions concerning
the positive semidefinite maximum nullity and zero forcing number of a graph and its dual.
3.1 Graph families
In this section, we determine the positive semidefinite maximum nullity and zero forcing
number of a variety of graph families. The results are summarized in Table 3.1. Many of
these graph families appear in a graph catalog developed through the American Institute of
Mathematics workshop “Spectra of Families of Matrices described by Graphs, Digraphs, and
Sign Patterns” [2].
If mrR+(G) = mr
C
+(G), then we denote the common value mr
R
+(G) = mr
C
+(G) by mr+(G).
Similarly, we denote the common value MR+(G) = M
C
+(G) by M+(G).
Observation 3.1.1. If MR+(G) = Z+(G), then M+(G) = Z+(G) as M
R
+(G) ≤ MC+(G) ≤ Z+(G)
for every graph G.
With the exception of the Mo¨bius ladder, all of the graphs discussed in this section have
MR+(G) = M
C
+(G) = Z+(G), and all have M
R
+(G) = M
C
+(G). The circular ladder CL2n = CnP2
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is formed from two concentric n-cycles by placing an edge between corresponding vertices of the
n-cycles. The Mo¨bius ladder ML2n on 2n ≥ 6 vertices is the graph obtained from the circular
ladder by deleting a corresponding pair of edges, one edge from each n-cycle, and adding two
edges between the n-cycles that criss-cross each other. The Mo¨bius ladder ML2n is shown in
Figure 3.1.
1 3 5 7 2n-5 2n-3 2n-1
8642 2n-4 2n-2 2n
Figure 3.1 The Mo¨bius ladder ML2n
Members of the AIM Minimum Rank - Special Graphs Work Group [1] used the technique
described in the next remark to determine the minimum positive semidefinite rank of the
supertriangle Tn, the strong product of two paths PsPt, and the corona Kt ◦Ks. In addition,
this technique was used in [3] to establish the minimum rank of the complete ciclo Ct(Kr),
which is in fact the minimum positive semidefinite rank.
The nth supertriangle Tn is an equilateral triangular grid with n vertices on each side. The
supertriangle T3 is shown in Figure 3.2. The strong product of two paths and the corona of
two complete graphs are defined in Section 1.5. The strong product P3  P3 and the corona
K5 ◦K2 are shown in Figure 3.3.
Figure 3.2 The supertriangle T3
Remark 3.1.2. In [19, Observation 3.14], it was noted that mrR+(G) ≤ cc(G) for every graph
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Figure 3.3 The strong product P3  P3 and the corona K5 ◦K2
G, so |G| − cc(G) ≤ MR+(G). If we can exhibit a positive semidefinite zero forcing set of
cardinality |G| − cc(G), then |G| − cc(G) ≤ MR+(G) ≤ MC+(G) ≤ Z+(G) ≤ |G| − cc(G), and so
mr+(G) = cc(G).
Observation 3.1.3. If G = ∪hi=1Gi, then mrR+(G) ≤
∑h
i=1 mr
R
+(Gi) and mr
C
+(G) ≤∑h
i=1 mr
C
+(Gi).
Let r ≥ 2 be an integer. A graph G = (V,E) is said to be r-partite if V can be partitioned
into r disjoint sets and no two vertices belonging to the same partition set share an edge. A
2-partite graph is usually referred to as bipartite. An r-partite graph is also referred to as
multipartite. An r-partite graph in which every two vertices from different partition sets share
an edge is called complete. The complete r-partite graph is denoted by Kn1,...,nr , where ni
denotes the number of vertices in the ith partition set. The complete multipartite graph K3,2,2
is shown in Figure 3.4. Graphs of the form K1,n are called stars, with the single vertex from
the partitioned vertex set called the star vertex. In the next proposition, we determine the
positive semidefinite maximum nullity and zero forcing number of the complete multipartite
graph. Note that the maximum nullity and the maximum positive semidefinite nullity of the
complete multipartite graph differ, and similarly for the zero forcing number.
Proposition 3.1.4. For n1 ≥ n2 ≥ ... ≥ nk > 0, M+(Kn1,n2,...,nk) = Z+(Kn1,n2,...,nk) =
n2 + n3 + ...+ nk and mr+(Kn1,n2,...,nk) = n1.
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Figure 3.4 The complete multipartite graph K3,2,2
Proof. Observe that the k − 1 sets of vertices of smallest size of the partitioned vertex set
form a positive semidefinite zero forcing set. Hence, Z+(Kn1,n2,...,nk) ≤ n2 + n3 + ... + nk.
In addition, κ(Kn1,n2,...,nk) = n2 + n3 + ... + nk. So by Theorem 1.3.3, n2 + n3 + ... + nk =
κ(Kn1,n2,...,nk) ≤ MR+(Kn1,n2,...,nk) ≤ Z+(Kn1,n2,...,nk) ≤ n2+n3+ ...+nk. Hence, all inequalities
are equalities.
A polygonal path is a “path” of cycles. More specifically, a polygonal path can be built
from a single cycle by adding additional cycles one at a time, where a new cycle overlaps with
the existing graph at only one edge e of the previously added cycle, and this edge e has not
previously been used to add a cycle. A polygonal path is shown in Figure 3.5. For a polygonal
path, the maximum nullity, maximum positive semidefinite nullity, zero forcing number, and
positive semidefinite zero forcing number are all equal.
Figure 3.5 A polygonal path
Proposition 3.1.5. Let G be a polygonal path. Then M+(G) = Z+(G) = 2 and mr+(G) =
|G| − 2.
Proof. We know Z+(G) = 2 as G is not a tree and Z+(G) ≤ Z(G) = 2. By [18, Theorem 4.1],
MR+(G) = Z+(G) = 2. Hence, mr
R
+(G) = |G| − 2.
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The n-cube Qn, n ≥ 1, is defined as the repeated Cartesian product of n complete graphs on
two vertices. Specifically, Q1 = K2 and Qn = Qn−1K2 for n ≥ 2. The n-cube is often referred
to as the nth hypercube. If V (K2) = {0, 1}, then the vertex set of Qn can be viewed as the
set of n-tuples (v1, v2, ..., vn), where vi ∈ {0, 1}. Moreover, two n-tuples share an edge if they
differ in exactly one coordinate. The hypercubes Q3 and Q4 are shown in Figure 3.6. Mitchell
et al. [35] determined the minimum positive semidefinite rank of Q3. In the next theorem, we
determine the positive semidefinite maximum nullity and zero forcing number of all hypercubes.
We construct a vector representation recursively. Note that the maximum nullity, maximum
positive semidefinite nullity, zero forcing number, and positive semidefinite zero forcing number
of the hypercube are all equal, and our method produces a universally optimal matrix, thereby
establishing field independence. The technique of vector representation has not previously been
used to find a universally optimal matrix and minimum rank over fields other than R. We begin
by illustrating the construction by example.
000 001
100
110 111
011
101
010
0000 0001
1001
1011
0111
0011
0101
0010
1000
0100
1100
1110 1111
0110
1101
1010
Figure 3.6 The hypercubes Q3 and Q4
Example 3.1.6. Let
X1 =
[
1 1
]
, C1 =
[
0 1
]
, and C ′1 =
[
−1 0
]
.
Then the set of column vectors of X1 is a vector representation of Q1 = K2 because
XT1 X1 =
1 1
1 1
 .
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Furthermore, rank(XT1 X1) = 1,
CT1 C1 =
0 0
0 1
 , (C ′1)TC ′1 =
1 0
0 0
 ,
and
XT1 C
′
1 + C
T
1 X
′
1 =
−1 0
0 1
 .
Let
X2 =
 X1 C ′1
C1 X
′
1
 =
 1 1 −1 0
0 1 1 1
 ,
C2 =
 C1 0
0 C ′1
 ,
and
C ′2 =
 C ′1 0
0 C1
 ,
where X ′1 is obtained by interchanging the columns of X1. Then the set of column vectors of
X2 is a vector representation of Q2 because
XT2 X2 =

1 1 −1 0
1 2 0 1
−1 0 2 1
0 1 1 1

.
Furthermore, rank(XT2 X2) = 2,
CT2 C2 =

0 0 0 0
0 1 0 0
0 0 1 0
0 0 0 0

, (C ′2)
TC ′2 =

1 0 0 0
0 0 0 0
0 0 0 0
0 0 0 1

,
and
XT2 C
′
2 + C
T
2 X
′
2 =
−1 0
0 1
 ⊕
−1 0
0 1
 .
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Let
X3 =
 X2 C ′2
C2 X
′
2
 =

1 1 −1 0 −1 0 0 0
0 1 1 1 0 0 0 1
0 1 0 0 1 1 0 −1
0 0 −1 0 1 0 1 1

,
C3 =
 C2 0
0 C ′2
 ,
and
C ′3 =
 C ′2 0
0 C2
 ,
where X ′2 is obtained by interchanging the first and second columns of X2 as well as the third
and fourth columns of X2. Then the set of column vectors of X3 is a vector representation of
Q3 because
XT3 X3 =

1 1 −1 0 −1 0 0 0
1 3 0 1 0 1 0 0
−1 0 3 1 0 0 −1 0
0 1 1 1 0 0 0 1
−1 0 0 0 3 1 1 0
0 1 0 0 1 1 0 −1
0 0 −1 0 1 0 1 1
0 0 0 1 0 −1 1 3

.
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Furthermore, rank(XT3 X3) = 4,
CT3 C3 =

0 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0
0 0 1 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 1 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 1

, (C ′3)
TC ′3 =

1 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 1 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 1 0 0
0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 0

,
and
XT3 C
′
3 + C
T
3 X
′
3 =
−1 0
0 1
 ⊕
−1 0
0 1
 ⊕
−1 0
0 1
 ⊕
−1 0
0 1
 .
Lemma 3.1.7. If the set of column vectors of Xn is a vector representation of Qn and X
′
n =
XnPn, where Pn = S2 ⊕ ...⊕ S2︸ ︷︷ ︸
2n−1
,
S2 =
0 1
1 0
 ,
then G((X ′n)TX ′n) = Qn.
Proof. Recall that vertex v of Qn is denoted by an n-tuple (v1, v2, ..., vn) with vi ∈ {0, 1}. For
the vector representation, we order vertices lexicographically. Then the mapping Xn → XnPn
corresponds to the permutation of vertices τ : V (Qn)→ V (Qn) defined by τ((v1, v2, ..., vn)) =
(v1, v2, ..., vn + 1(mod 2)). The images τ(u) and τ(v) of vertices u, v ∈ V (Qn) are adjacent if
and only if u and v are adjacent.
Theorem 3.1.8. M+(Qn) = Z+(Qn) = 2
n−1 and mr+(Qn) = 2n−1.
Proof. The proof is by inductively constructing a vector representation of Qn in R2
n−1
. We
can extend the pattern illustrated in Example 3.1.6 in general. Let Cn = Cn−1 ⊕ C ′n−1 and
C ′n = C ′n−1 ⊕ Cn−1, where
C1 =
[
0 1
]
and C ′1 =
[
−1 0
]
.
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Since CT1 C1 and (C
′
1)
TC ′1 are diagonal, so are CTnCn = CTn−1Cn−1 ⊕ (C ′n−1)TC ′n−1 and
(C ′n)TC ′n = (C ′n−1)TC ′n−1 ⊕ CTn−1Cn−1. Next, we express C ′n in matrix notation. Let Pn =
S2 ⊕ ...⊕ S2︸ ︷︷ ︸
2n−1
, where
S2 =
0 1
1 0
 .
We show by induction that C ′n = −CnPn. Clearly, C ′1 = −C1P1. Suppose C ′n−1 = −Cn−1Pn−1.
Then
C ′n = C
′
n−1 ⊕ Cn−1
= −Cn−1Pn−1 ⊕ Cn−1
= −(Cn−1 ⊕−Cn−1Pn−1)Pn
= −(Cn−1 ⊕ C ′n−1)Pn
= −CnPn.
Now define
Xn =
 Xn−1 C ′n−1
Cn−1 X ′n−1
 ,
whereX ′n−1 is obtained by interchanging adjacent columns ofXn−1, beginning with columns one
and two. In matrix notation, X ′n = XnPn. First, we show by induction that XTnC ′n +CTnX ′n =
D2 ⊕ ...⊕D2︸ ︷︷ ︸
2n−1
, where
D2 :=
−1 0
0 1
 .
Observe that XT1 C
′
1 + C
T
1 X
′
1 = D2. Assume X
T
n−1C ′n−1 + CTn−1X ′n−1 = D2 ⊕ ...⊕D2︸ ︷︷ ︸
2n−2
. Then
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XTnC
′
n + C
T
nX
′
n = X
T
nC
′
n + C
T
nXnPn
=
[
XTn−1 C
T
n−1
(C′n−1)
T (X′n−1)
T
] [
C′n−1 0
0 Cn−1
]
+
[
CTn−1 0
0 (C′n−1)
T
] [
Xn−1 C′n−1
Cn−1 X′n−1
]
Pn
=
[
XTn−1C
′
n−1 C
T
n−1Cn−1
(C′n−1)
TC′n−1 (X
′
n−1)
TCn−1
]
+
[
CTn−1Xn−1 C
T
n−1C
′
n−1
(C′n−1)
TCn−1 (C′n−1)
TX′n−1
] [
Pn−1 0
0 Pn−1
]
=
[
XTn−1C
′
n−1 C
T
n−1Cn−1
(C′n−1)
TC′n−1 (X
′
n−1)
TCn−1
]
+
[
CTn−1Xn−1Pn−1 C
T
n−1C
′
n−1Pn−1
(C′n−1)
TCn−1Pn−1 (C′n−1)
TX′n−1Pn−1
]
=
[
XTn−1C
′
n−1 C
T
n−1Cn−1
(C′n−1)
TC′n−1 (X
′
n−1)
TCn−1
]
+
[
CTn−1X
′
n−1 −CTn−1Cn−1Pn−1Pn−1
−(C′n−1)TC′n−1 (C′n−1)TXn−1Pn−1Pn−1
]
=
[
XTn−1C
′
n−1+C
T
n−1X
′
n−1 0
0 (X′n−1)
TCn−1+(C′n−1)
TXn−1
]
=
[
XTn−1C
′
n−1+C
T
n−1X
′
n−1 0
0 (XTn−1C
′
n−1+C
T
n−1X
′
n−1)
T
]
= D2 ⊕ ...⊕D2︸ ︷︷ ︸
2n−2
⊕D2 ⊕ ...⊕D2︸ ︷︷ ︸
2n−2
= D2 ⊕ ...⊕D2︸ ︷︷ ︸
2n−1
Finally, we show by induction that the set of column vectors of Xn is a vector representation
of Qn.
XTnXn =
 XTn−1 CTn−1
(C ′n−1)T (X ′n−1)T

 Xn−1 C ′n−1
Cn−1 X ′n−1

=
 XTn−1Xn−1 + CTn−1Cn−1 XTn−1C ′n−1 + CTn−1X ′n−1
(C ′n−1)TXn−1 + (X ′n−1)TCn−1 (C ′n−1)TC ′n−1 + (X ′n−1)TX ′n−1
 .
By the induction hypothesis, the set of column vectors of Xn−1 is a vector representation
of Qn−1, so G(XTn−1Xn−1) = Qn−1. Because X ′n−1 = Xn−1Pn−1 and the set of column
vectors of Xn−1 is a vector representation of Qn−1, G((X ′n−1)TX ′n−1) = Qn−1 by Lemma
3.1.7. Since CTn−1Cn−1 and (C ′n−1)TC ′n−1 are diagonal, XTn−1Xn−1 + CTn−1Cn−1 ∈ S+(Qn−1)
and (X ′n−1)TX ′n−1 + (C ′n−1)TC ′n−1 ∈ S+(Qn−1). Furthermore, XTn−1C ′n−1 + CTn−1X ′n−1 =
D2 ⊕ ...⊕D2︸ ︷︷ ︸
2n−2
. Thus, G(XTnXn) = Qn.
We have MR+(Qn) ≤ Z+(Qn) ≤ Z(Qn) = 2n−1, so 2n−1 = 2n − 2n−1 ≤ mrR+(Qn) ≤ 2n−1 as
Xn is a representation of Qn in R2
n−1
.
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We denote by Sn(F ) the set of n × n symmetric matrices over a field F . Given a matrix
A ∈ Sn(F ), the graph of A, denoted G(A), is the graph with vertices {1, ..., n} and edges
{{i, j} : aij 6= 0, 1 ≤ i < j ≤ n}. Notice that the diagonal of A is ignored in determining G(A).
Given a particular graph G, the set of symmetric matrices over F of G is S(F,G) = {A ∈
Sn(F ) : G(A) = G}. The minimum rank over field F of a graph G is
mrF (G) = min{rank(A) : A ∈ Sn(F ),G(A) = G},
and the maximum nullity over F of a graph G is
MF (G) = max{null(A) : A ∈ Sn(F ),G(A) = G}.
Clearly,
mrF (G) + MF (G) = |G|.
The minimum rank of a graph G is field independent if the minimum rank of G is the same
over all fields. A matrix A ∈ Sn(F ) is optimal for a graph G over a field F if G(A) = G and
rankF (A) = mrF (G). If A is an integer matrix, then A can be viewed as a matrix with entries in
Zp for p a prime, and hence A ∈ Fn×n where Zp ⊆ F or Z ⊆ F . Note that the graph of A may
depend on the characteristic of the field (e.g., 2 ≡ 0 in Z2). But if all off-diagonal entries are 0,
1, or -1, the graph G(A) does not depend on the field. A universally optimal matrix is an integer
matrix A such that every off-diagonal entry of A is 0, 1, or -1, and rankF (A) = mrF (G(A)) for
all fields F . Dealba et al. [17] explored universally optimal matrices and field independence of
the minimum rank for a number of graph families. However, they were unable to verify field
independence of the minimum rank of Qn or to find a universally optimal matrix for Qn. Huang
et al. [27] later found universally optimal matrices for a subclass of the class of hypercubes.
We improve upon these results by verifying that the minimum rank of the hypercube is field
independent and finding a universally optimal matrix for every hypercube.
Theorem 3.1.9. The minimum rank of Qn is field independent and X
T
nXn is a universally
optimal matrix for Qn for the representation Xn in the proof of Theorem 3.1.8.
Proof. Given a graph G, MF (G) ≤ Z(G) for any field F . Thus, if we assume XTnXn ∈ S(F,Qn),
2n−1 ≤ mrF (Qn) ≤ rankF (XTnXn) ≤ 2n−1. Hence, mrF (Qn) = 2n−1 = mr(Qn), establishing
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field independence of the minimum rank of Qn. To show X
T
nXn is a universally optimal matrix
for Qn and thus that Qn is field independent, it suffices to show that every off-diagonal entry
of XTnXn is 0, 1, or -1. The proof is by induction. The off-diagonal entries of X
T
1 X1 are 1.
Suppose every off-diagonal entry of XTn−1Xn−1 is 0, 1, or -1. Then the off-diagonal entries of
XTn−1Xn−1 + CTn−1Cn−1 and (C ′n−1)TC ′n−1 + (X ′n−1)TX ′n−1 are 0, 1, and -1 as CTn−1Cn−1 and
(C ′n−1)TC ′n−1 are diagonal matrices. We have already established in the proof of Theorem 3.1.8
that XTn−1C ′n−1 +CTn−1X ′n−1 = D2 ⊕ ...⊕D2︸ ︷︷ ︸
2n−2
. Thus, the off-diagonal entries of XTnXn are 0, 1,
or -1.
Hein van der Holst [26] showed that ξ(Q3) = 4. One can verify by computation with
software that XT3 X3 ∈ S+(Q3) satisfies the Strong Arnold Hypothesis.
Proposition 3.1.10. The matrix XT3 X3 ∈ S+(Q3) satisfies the Strong Arnold Hypothesis, and
so ν(Q3) = 4.
Sˇpacapan established the following result concerning the vertex connectivity of a Cartesian
product. We use this result to determine the vertex connectivity of the Cartesian product of a
complete graph and a path, thereby providing a lower bound for the maximum positive semidef-
inite nullity. For this particular graph, the maximum nullity, maximum positive semidefinite
nullity, zero forcing number, and positive semidefinite zero forcing number are all equal.
Theorem 3.1.11. [40] Let G and H be graphs of order at least two. Then
κ(GH) = min{κ(G)|H|, κ(H)|G|, δ(G) + δ(H)}. (3.1)
Proposition 3.1.12. M+(KsPt) = Z+(KsPt) = s and mr+(KsPt) = s(t− 1).
Proof. By Theorem 3.1.11, κ(KsPt) = min{κ(Ks)|Pt|, κ(Pt)|Ks|, δ(Ks) + δ(Pt)} =
min{(s − 1)t, s, s} = s. Hence, s = κ(KsPt) ≤ MR+(KsPt) ≤ Z+(KsPt) ≤ Z(KsPt) = s
by Theorem 1.3.3. Hence, all inequalities are equalities.
Although the maximum positive semidefinite nullity and positive semidefinite zero forcing
number have not been determined in general for the Cartesian product of a cycle and a path
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and the Cartesian product of two paths, we establish these values for the Cartesian product
of a cycle with a path of length two, the Cartesian product of a cycle of length four with a
path, and the Cartesian product of a path of length s with a path of length two. Observe that
C3 = K3, so the values are known for the Cartesian product of a cycle of length three with
a path of length two by Proposition 3.1.12. Since the maximum nullity, maximum positive
semidefinite nullity, zero forcing number, and positive semidefinite zero forcing number are
all equal for these particular graphs, we conjecture that the same is true in general for the
Cartesian product of a cycle and a path and the Cartesian product of two paths.
Proposition 3.1.13. For s ≥ 4, M+(CsP2) = Z+(CsP2) = 4 and mr+(CsP2) = 2s− 4.
Proof. Observe that Q3 is a minor of CsP2 for s ≥ 4. We know that ν(Q3) = 4 by Proposition
3.1.10, so ν(Q3) = 4 = Z(CsP2). By Observation 1.4.2, M+(CsP2) = Z+(CsP2) = 4.
Proposition 3.1.14. M+(C4Pt) = Z+(C4Pt) = 4 and mr+(C4Pt) = 4t− 4.
Proof. Observe that Q3 is a minor of C4Pt. We know that ν(Q3) = 4 by Proposition 3.1.10,
so ν(Q3) = 4 = Z(C4Pt). By Observation 1.4.2, M+(C4Pt) = Z+(C4Pt) = 4.
Proposition 3.1.15. For s ≥ 2, M+(PsP2) = Z+(PsP2) = 2 and mr+(PsP2) = 2s− 2.
Proof. Since PsP2 is a polygonal path, the result follows from Proposition 3.1.5.
Although the maximum positive semidefinite nullity and positive semidefinite zero forcing
number have not been determined in general for the Cartesian product of two complete graphs
and the Cartesian product of a cycle and a complete graph, we use vector representations to
establish these values for the Cartesian product of a complete graph on three vertices with
itself and the Cartesian product of a four cycle with a complete graph on three vertices. Since
the maximum nullity, maximum positive semidefinite nullity, zero forcing number, and positive
semidefinite zero forcing number are all equal for these particular graphs, we conjecture that
the same is true in general for the Cartesian product of two complete graphs and the Cartesian
product of a cycle and a complete graph. We number the vertices of K3K3 as in Figure 3.7.
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Figure 3.7 The Cartesian product K3K3
Proposition 3.1.16. M+(K3K3) = Z+(K3K3) = 5 and mr+(K3K3) = 4.
Proof. Let
X =

1 1/2 −1/2 2 0 0 −2 0 0
0 1 0 −2 1 −1 0 1/2 0
0 0 −2 0 0 −1 1 1/2 1
0 1 1 1 0 1 1 1 0

.
Then the set of column vectors of X is a vector representation of K3K3. Furthermore,
XTX =

1 1/2 −1/2 2 0 0 −2 0 0
1/2 9/4 3/4 0 1 0 0 3/2 0
−1/2 3/4 21/4 0 0 3 0 0 −2
2 0 0 9 −2 3 −3 0 0
0 1 0 −2 1 −1 0 1/2 0
0 0 3 3 −1 3 0 0 −1
−2 0 0 −3 0 0 6 3/2 1
0 3/2 0 0 1/2 0 3/2 3/2 1/2
0 0 −2 0 0 −1 1 1/2 1

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and rank(XTX) = 4. Hence, mrR+(K3K3) ≤ 4, and so 5 ≤ MR+(K3K3) ≤ Z+(K3K3) ≤
Z(K3K3) = 5.
Note that we determined the maximum positive semidefinite nullity and positive semidefi-
nite zero forcing number of C3K3 in Proposition 3.1.16. Next, we determine these values for
C4K3. We number the vertices of C4K3 as in Figure 3.8.
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Figure 3.8 The Cartesian product C4K3
Proposition 3.1.17. M+(C4K3) = Z+(C4K3) = 6 and mr+(C4K3) = 6.
Proof. Let
X =

1 1/2 1 −1 0 0 −1 0 0 0 0 0
0 −1 0 1/2 1 1 0 0 0 0 1 0
0 −1 0 0 0 0 1/2 1 1 0 −1 0
0 0 0 1 0 0 −1 0 0 1 1/2 1
0 0 0 −1 0 −1 1 0 1 0 1 1
0 1 1 1 0 1 1 0 1 0 0 0

.
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Then the set of column vectors of X is a vector representation of C4K3. Furthermore,
XTX =

1 1/2 1 −1 0 0 −1 0 0 0 0 0
1/2 13/4 3/2 0 −1 0 0 −1 0 0 0 0
1 3/2 2 0 0 1 0 0 1 0 0 0
−1 0 0 17/4 1/2 5/2 0 0 0 1 0 0
0 −1 0 1/2 1 1 0 0 0 0 1 0
0 0 1 5/2 1 3 0 0 0 0 0 −1
−1 0 0 0 0 0 17/4 1/2 5/2 −1 0 0
0 −1 0 0 0 0 1/2 1 1 0 −1 0
0 0 1 0 0 0 5/2 1 3 0 0 1
0 0 0 1 0 0 −1 0 0 1 1/2 1
0 0 0 0 1 0 0 −1 0 1/2 13/4 3/2
0 0 0 0 0 −1 0 0 1 1 3/2 2

and rank(XTX) = 6. Hence, mrR+(C4K3) ≤ 6, and so 6 ≤ MR+(C4K3) ≤ Z+(C4K3) ≤
Z(C4K3) = 6.
Let X be the matrix in the proof of Proposition 3.1.17. One can verify by computation with
software that XTX ∈ S+(C4K3) satisfies the Strong Arnold Hypothesis, so ν(C4K3) = 6.
Corollary 3.1.18. For s ≥ 4, M+(CsK3) = Z+(CsK3) = 6 and mr+(CsK3) = 3s− 6.
Proof. Observe that C4K3 is a minor of CsK3 for s ≥ 4. Thus, ν(C4K3) = 6 = Z(CsK3).
By Observation 1.4.2, M+(CsK3) = Z+(CsK3) = 6.
A wheel graph Wn is constructed from Cn−1 by adding one vertex that is adjacent to each
of the vertices of Cn−1. The wheel graph W5 is shown in Figure 3.9. For the wheel graph,
the maximum nullity, maximum positive semidefinite nullity, zero forcing number, and positive
semidefinite zero forcing number are all equal.
Proposition 3.1.19. For n ≥ 4, M+(Wn) = Z+(Wn) = 3 and mr+(Wn) = n− 3.
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Figure 3.9 The wheel graph W5
Proof. Observe that K4 is a minor of Wn. Moreover, ν(K4) = 3 = Z(Wn). By Observation
1.4.2, M+(Wn) = Z+(Wn) = 3.
A regular graph is a graph in which every vertex has the same degree. If the degree of
each vertex is k, the regular graph is called k-regular. The necklace Ns with s diamonds is a
3-regular graph formed from a 3s-cycle by attaching s diamond vertices, where each diamond
vertex is adjacent to three consecutive cycle vertices and distinct diamond vertices have disjoint
neighborhoods. The necklace N3 is shown in Figure 3.10. The necklace contains duplicate
vertices, and we use this to establish the positive semidefinite maximum nullity and zero forcing
number. Note that the maximum nullity, maximum positive semidefinite nullity, zero forcing
number, and positive semidefinite zero forcing number of the necklace are all equal.
Figure 3.10 The necklace N3
Proposition 3.1.20. M+(Ns) = Z+(Ns) = s+ 2 and mr+(Ns) = 3s− 2.
Proof. Observe that each diamond vertex is a duplicate vertex of the middle vertex of the
three consecutive cycle vertices to which it is adjacent. The induced subgraph obtained by a
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sequential deletion of the s duplicate vertices of Ns is a 3s-cycle. We know mr
R
+(C3s) = 3s− 2.
By Corollary 1.3.5, 3s−2 = mrR+(C3s) = mrR+(Ns). Hence, MR+(Ns) = s+2. By [18, Proposition
5.11], 2 = Z+(C3s) = Z+(Ns)− s, and so Z+(Ns) = s+ 2.
The sth half-graph Hs is the graph constructed from the disjoint union of Ks and Ks by
adding all edges {ui, vj} such that i + j ≤ s + 1, where u1, ..., us are the vertices of Ks and
v1, ..., vs are the vertices of Ks. The 3rd half-graph H3 is shown in Figure 3.11. For the half-
graph, the maximum nullity, maximum positive semidefinite nullity, zero forcing number, and
positive semidefinite zero forcing number are all equal.
u1
u2
u3
v1 v2 v3
Figure 3.11 The 3rd half-graph H3
Proposition 3.1.21. M+(Hs) = Z+(Hs) = s and mr+(Hs) = s.
Proof. Let R = {u1, ..., us, v1} ⊆ V (Hs). Then Hs[R] = Ks+1 is a minor of Hs. Moreover,
ν(Ks+1) = s = Z(Hs). By Observation 1.4.2, M+(Hs) = Z+(Hs) = s.
Remark 3.1.22. It is worth noting that the matrix As of rank s constructed in [17] whose
graph is Hs is positive semidefinite. Let u1, ..., us, v1, ..., vs be the vertices of Hs as described
above. Let Ls = [lij ] be the (0, 1)-matrix defined by lij = 1 if and only if i+ j ≤ s+ 1. Let
As =
L2s Ls
Ls Is
 .
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Then G(As) = Hs and rank(As) = s. For any real matrix X, XTX is positive semidefinite.
Let
X =
Ls Is
0s 0s
 .
Then
XTX =
Ls 0s
Is 0s

Ls Is
0s 0s
 =
L2s Ls
Ls Is
 = As
Thus, As is positive semidefinite.
In the next proposition, we determine the maximum positive semidefinite nullity and zero
forcing number of the (m, k)-pineapple. The (m, k)-pineapple (with m ≥ 3, k ≥ 2) is Pm,k =
Km ∪ K1,k where Km ∩ K1,k is the degree k vertex of K1,k. P4,3 is shown in Figure 3.12.
Note that the maximum nullity and the maximum positive semidefinite nullity of the pineapple
differ, and similarly for the zero forcing number.
Figure 3.12 The pineapple P4,3
Proposition 3.1.23. For k ≥ 2, m ≥ 3, M+(Km ∪ K1,k) = Z+(Km ∪ K1,k) = m − 1 and
mr+(Km ∪K1,k) = k + 1.
Proof. Observe that mrR+(Km ∪K1,k) ≤ mrR+(Km) + mrR+(K1,k) = k + 1 by Observation 3.1.3.
Hence, MR+(Km ∪ K1,k) ≥ (m + k) − (k + 1) = m − 1. So m − 1 ≤ MR+(Km ∪ K1,k) ≤
Z+(Km ∪K1,k) ≤ m− 1 as m− 1 vertices of Km form a positive semidefinite zero forcing set
of Km ∪K1,k. Hence, all inequalities are equalities.
A connected graph containing exactly one cycle is called unicyclic. For a unicyclic graph,
the maximum nullity and maximum positive semidefinite nullity may differ, and similarly for
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the zero forcing number.
Proposition 3.1.24. Let G be a unicyclic graph. Then M+(G) = Z+(G) = 2 and mr+(G) =
|G| − 2.
Proof. We know Z+(G) = 2 as G is not a tree and any two cycle vertices form a positive
semidefinite zero forcing set. By [18, Theorem 4.1], MR+(G) = Z+(G) = 2. Hence, mr
R
+(G) =
|G| − 2.
A graph is nonseparable if it is connected and does not have a cut-vertex. A block of a graph
is a maximal nonseparable induced subgraph. A graph is block-clique if every block is a clique.
This type of graph is also called 1-chordal. A block-clique graph is shown in Figure 3.13.
Figure 3.13 A block-clique graph
In [1], it was shown that mr(G) = cc(G) for a block-clique graph G in which no vertex is
contained in more than two blocks. However, there are infinitely many block-clique graphs G
with mr(G) < cc(G). Huang, Chang, and Yeh [28] used cut-vertex reduction and induction on
the number of blocks of G to establish that M(G) = Z(G) for every block-clique graph G. It
turns out that mr+(G) = cc(G) for every block-clique graph G, and this is shown in the next
proposition. Recall that a graph is chordal if it does not contain an induced cycle on four or
more vertices.
Proposition 3.1.25. Let G be a block-clique graph and let b(G) denote the number of blocks
of G. Then M+(G) = Z+(G) = |G| − b(G) and mr+(G) = b(G).
Proof. Since block-clique graphs are chordal, mrC+(G) = cc(G) = b(G) by [13, Theorem 3.6].
Furthermore, OS(G) = cc(G) by [21, Proposition 3.6]. As Z+(G)+OS(G) = |G| by [5, Theorem
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3.6], MC+(G) = Z+(G) = |G|−b(G). Note that cc(G) = mrC+(G) ≤ mrR+(G) ≤ cc(G) by Remark
3.1.2, and so we have equality throughout.
Next, we establish a lower bound for the vertex connectivity of the complement of a cycle.
The complement of C6 is shown in Figure 3.14. This bound is used in the next proposition to
determine the positive semidefinite maximum nullity and zero forcing number of the comple-
ment of a cycle. Booth et al. [12] determined the minimum positive semidefinite rank of this
graph by finding a vector representation. Note that the maximum nullity, maximum positive
semidefinite nullity, zero forcing number, and positive semidefinite zero forcing number are all
equal.
Figure 3.14 The complement of C6
Lemma 3.1.26. For n ≥ 5, κ(Cn) ≥ n− 3.
Proof. Since C5 = C5 and κ(C5) = 2, we may assume n ≥ 6. By way of contradiction, suppose
there exists a set S ⊆ V (Cn) such that Cn − S is disconnected and |S| = n − 4. Note that
Cn−S does not contain an isolated vertex as deg(v) = n−3 for all v ∈ V (Cn). So Cn−S must
consist of two components each of order 2. We claim that Cn−S must contain a vertex v with
deg(v) = 2, contradicting the fact that Cn − S = 2K2. Let v ∈ V (Cn − S). If S contains n− 5
or fewer neighbors of v, it is clear that deg(v) ≥ 2. So suppose S contains n− 4 neighbors of v.
Then deg(v) = 1. Suppose v is adjacent to w in Cn − S. Now, Cn − S contains the neighbors
of v in Cn, v1 and v2, as S contains n− 4 neighbors of v, and v1 and v2 are not neighbors of v
in Cn. Note that v1 and v2 are adjacent in Cn. In Cn − S, either v1 is adjacent to w or v2 is
adjacent to w since w is not adjacent to both v1 and v2 in Cn, so either v1 or v2 has degree 2.
This establishes the claim.
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Proposition 3.1.27. For n ≥ 5, M+(Cn) = Z+(Cn) = n− 3 and mr+(Cn) = 3.
Proof. By Lemma 3.1.26, κ(Cn) ≥ n − 3. So by Theorem 1.3.3, n − 3 ≤ κ(Cn) ≤ MR+(Cn) ≤
Z+(Cn) ≤ Z(Cn) = n− 3. Hence, all inequalities are equalities.
Proposition 3.1.28. [1] Let T be a tree with |T | = n, n ≥ 4, and T 6= K1,n−1. Then
M+(T ) = n− 3 and mr+(T ) = 3.
Corollary 3.1.29. Let T be a tree with |T | = n, n ≥ 4, and T 6= K1,n−1. Then M+(T ) =
Z+(T ) = n− 3.
Proof. By [18, Corollary 4.5], n− 3 = MR+(T ) = Z+(T ).
A k-tree is formed from a complete graph on k+1 vertices by adjoining one vertex at a time
that is adjacent to each vertex of an existing Kk. A 2-tree is shown in Figure 3.15. Hogben
[22] determined the minimum positive semidefinite rank of the complement of a 2-tree. We
include a shorter version of the proof using more recent results. In addition, we determine
the positive semidefinite zero forcing number. For the complement of a 2-tree, the maximum
nullity, maximum positive semidefinite nullity, zero forcing number, and positive semidefinite
zero forcing number are all equal. Define mz+(G) = |G| − Z+(G). In [18], it was shown
that mz+ is monotone on induced subgraphs, i.e., if H is an induced subgraph of G, then
mz+(H) ≤ mz+(G). Recall that a dominating vertex of a graph is a vertex that is adjacent to
every other vertex of the graph.
Figure 3.15 A 2-tree
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Proposition 3.1.30. Let H be a 2-tree with |H| = n, n ≥ 3. Then
M+(H) = Z+(H) =

n if |H| = 3;
n− 1 if |H| ≥ 4 and H has two dominating vertices;
n− 3 if |H| ≥ 5 and H has exactly one dominating vertex;
n− 4 if |H| ≥ 6 and H does not have a dominating vertex.
and
mr+(H) =

0 if |H| = 3;
1 if |H| ≥ 4 and H has two dominating vertices;
3 if |H| ≥ 5 and H has exactly one dominating vertex;
4 if |H| ≥ 6 and H does not have a dominating vertex.
Proof. Let H be a 2-tree. Suppose |H| = 3. The complement of K3 is 3K1, so mrR+(H) = 0.
Therefore, MR+(H) = 3 = Z+(H).
Suppose |H| ≥ 4 and H has two dominating vertices. Then H = (|H| − 2)K1 ∨ K2, and
the complement of H = (|H| − 2)K1 ∨ K2 is K|H|−2 ∪ 2K1. So mrR+(H) = 1. Therefore,
MR+(H) = n− 1 = Z+(H).
Suppose |H| ≥ 5 and H has exactly one dominating vertex v. Then H − v is a tree as
H − v has (2|H| − 3) − (|H| − 1) = |H − v| − 1 edges, and H − v is connected. Furthermore,
H−v 6= K1,n−2 since v is the only dominating vertex of H. Since H = H − v ∪{v}, mrR+(H) =
mrR+(H − v) = 3 by Proposition 3.1.28. So MR+(H) = n−3. In addition, Z+(H) = Z+(H − v ∪
{v}) = ((n− 1)− 3) + 1 = n− 3 by Proposition 3.1.28.
Suppose |H| ≥ 6 and H does not have a dominating vertex. Since H is a partial 2-tree, by
[6, Theorem 2.1], n − 4 ≤ ν(H) ≤ MR+(H) ≤ M(H) = n − 4. So mrR+(H) = 4. In [22], it was
shown that H contains either an induced L4 or an induced T3, shown in Figure 3.16. Hence,
H contains either an induced L4 or an induced T3. The complements of L4 and T3 are the
unicyclic graphs shown in Figure 3.17. By Proposition 3.1.24, Z+(L4) = Z+(T3) = 2. Now,
4 = mz+(L4) ≤ mz+(H), and so Z+(H) ≤ n − 4. As n − 4 = MR+(H) ≤ Z+(H) ≤ n − 4,
Z+(H) = n− 4.
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Figure 3.16 The 2-trees L4 and T3
Figure 3.17 Complements of the 2-trees L4 and T3
The following definitions are standard and are stated here for completeness. The line graph
L(G) of a graph G = (V,E) is the graph with vertex set E, where two vertices in L(G) are
adjacent if and only if the corresponding edges in G share an endpoint. A tree and its line
graph are shown in Figure 3.18. For a graph G = (V,E), an orientation Gτ assigns to each
edge {u, v} exactly one of the two arcs (u, v), (v, u). The incidence matrix of an orientation Gτ
is the |V | × |E| {0,±1}-matrix D(Gτ ) = [dve] having rows indexed by the vertices and columns
indexed by the oriented edges of G, where dve =

0 if v /∈ e,
1 if ∃w, e = (w, v),
−1 if ∃w, e = (v, w).
If G is connected, rank(D(Gτ )) = |G|− 1 [20, Theorem 8.3.1]. For the line graph of a complete
graph, the maximum nullity, maximum positive semidefinite nullity, zero forcing number, and
positive semidefinite zero forcing number are all equal.
Proposition 3.1.31. M+(L(Kn)) = Z+(L(Kn)) =
n(n−1)
2 − n+ 2 and mr+(L(Kn)) = n− 2.
Proof. To show that mr(L(Kn)) ≤ n−2, the authors in [1] constructed a matrix in S(L(Kn)) of
rank at most n− 2. We show that the matrix constructed in [1] is in fact positive semidefinite.
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T L(T)
Figure 3.18 A tree T and its line graph L(T )
Let D denote the incidence matrix of an orientation of Kn−1. Then rank(D) = n− 2. Let
M =
 B D
DT DTD
 ,
where Jn−1 is the matrix of ones and B = In−1 − 1n−1Jn−1. The matrix partition corresponds
to the pairs (edges) that contain 1, and those that do not. Observe that M ∈ S(L(Kn)). Since
DTJn−1 = 0,  I 0
−DT I

 B D
DT DTD
 =
B D
0 0
 .
The columns of B and of D are orthogonal to the all 1s vector, so rank(M) = rank([B D]) ≤
n− 2.
Observe that B = BT and
BTB = (In−1 − 1
n− 1Jn−1)
2
= In−1 − 2
n− 1Jn−1 +
1
(n− 1)2J
2
n−1
= In−1 − 2
n− 1Jn−1 +
1
n− 1Jn−1
= In−1 − 1
n− 1Jn−1
= B.
Since DTJn−1 = 0, we have DT (In−1 − 1n−1Jn−1) = DT . So (In−1 − 1n−1Jn−1)TD = D, that is
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BD = D. For any real matrix X, XTX is positive semidefinite. Let
X =
B D
0 0
 .
Then
XTX =
BT 0
DT 0

B D
0 0
 =
BTB BTD
DTB DTD
 =
 B D
DT DTD
 = M
Thus, M is positive semidefinite and mrR+(L(Kn)) ≤ n− 2.
So n(n−1)2 − n + 2 ≤ MR+(L(Kn)) ≤ Z+(L(Kn)) ≤ Z(L(Kn)) = n(n−1)2 − n + 2. Hence, all
inequalities are equalities.
It is known that if H is a subgraph of G (not necessarily induced), then L(H) is an induced
subgraph of L(G). Any graph G of order n is a subgraph of Kn, so L(G) is an induced subgraph
of L(Kn). As in [1], the next two results then follow from Proposition 3.1.31.
Proposition 3.1.32. If |G| = n, then mr+(L(G)) ≤ n− 2.
Now, if G contains Pn as a subgraph, that is, G has a Hamiltonian path, then L(G) contains
L(Pn) = Pn−1 as an induced subgraph. Since mr+(Pn−1) = n− 2, it follows that:
Proposition 3.1.33. If G contains a Hamiltonian path and |G| = n ≥ 2, then mr+(L(G)) =
n− 2.
Next, we consider line graphs of trees. As in [1], observe that a graph is the line graph of
a tree if and only if it is block-clique and no vertex is contained in more than two blocks. The
number of blocks is the number of non-pendent vertices of the tree. For the line graph of a tree,
the maximum nullity, maximum positive semidefinite nullity, zero forcing number, and positive
semidefinite zero forcing number are all equal. Since the line graph of a tree is a block-clique
graph, the next result follows immediately from Proposition 3.1.25.
Proposition 3.1.34. Let T be a tree on n vertices with l pendent vertices. Then M+(L(T )) =
Z+(L(T )) = l − 1 and mr+(L(T )) = n− l.
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In the next proposition, we determine the positive semidefinite maximum nullity and zero
forcing number of the corona Ct ◦Ks. Note that when s = 1, the maximum nullity and zero
forcing number differ from their positive semidefinite counterparts, while the parameters agree
for s > 1.
Proposition 3.1.35. M+(Ct ◦Ks) = Z+(Ct ◦Ks) = st− t+ 2 and mr+(Ct ◦Ks) = 2t− 2.
Proof. Observe that Z+(Ct◦Ks) ≤ 2+(s−1)t = st−t+2 as any two vertices of Ct along with s−1
vertices of each Ks form a positive semidefinite zero forcing set. Now, Ct◦Ks = Ct∪(∪ti=1Ks+1).
Hence, mrR+(Ct ◦Ks) ≤ mrR+(Ct) +
∑t
i=1 mr
R
+(Ks+1) = t− 2 + t = 2t− 2 by Remark 3.1.2. It
follows that st + t − (2t − 2) = st − t + 2 ≤ MR+(Ct ◦Ks) ≤ Z+(Ct ◦Ks) ≤ st − t + 2. Hence,
all inequalities are equalities.
The t, s-web W (t, s) is PtCs with an additional star vertex joined to an end cycle and a
leaf at each vertex of the other end cycle. The s-helm is W (1, s) and can be constructed from
an s-sun by adding a star vertex adjacent to each vertex on the s-cycle. The 6-helm is shown in
Figure 3.19. For the s-helm, the maximum nullity and maximum positive semidefinite nullity
differ for large s, and similarly for the zero forcing number.
Figure 3.19 The 6-helm
Proposition 3.1.36. M+(W (1, s)) = Z+(W (1, s)) = 3 and mr+(W (1, s)) = 2s− 2.
Proof. Observe that W (1, s) can be covered by s copies of K2 and one copy of Ws+1. Since
any three consecutive cycle vertices of W (1, s) form a positive semidefinite zero forcing set,
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Z+(W (1, s)) ≤ 3. So 2s − 2 = (2s + 1) − 3 ≤ mrR+(W (1, s)) ≤ mrR+(Ws+1) + smrR+(K2) =
(s− 2) + s = 2s− 2 by Observation 3.1.3. Hence, all inequalities are equalities.
A spider (eating a bug) graph S2k is constructed from a k-cycle by attaching a pendant
vertex to each vertex of the cycle, designating one of the pendant vertices as the “bug” vertex,
and then adding an edge between the bug vertex and each of the remaining pendant vertices.
The graph of a spider (eating a bug) is shown in Figure 3.20. In the illustration, vertex k + 2
is the bug vertex. For this graph, the maximum nullity and maximum positive semidefinite
nullity differ for large k, and similarly for the zero forcing number.
1
k
2
3
4
k+1
k+2
k+32k k+4
Figure 3.20 The spider (eating a bug) graph
Proposition 3.1.37. M+(S2k) = Z+(S2k) = 3 and mr+(S2k) = 2k − 3.
Proof. Number the vertices of S2k as in Figure 3.20. By Proposition 1.3.7, mr
R
+(S2k) = ts(S2k)−
1 = (2k − 2) − 1 = 2k − 3. To see this, note that T = S2k[V (S2k) \ {2, k + 2}] is a maximum
induced tree. Moreover, vertices 2 and k + 2 are adjacent. Now, E(2) = {{3, 4}, {4, 5}, ..., {k −
1, k}, {k, 1}} and E(k+ 2) = E(T ). Clearly, E(2)∩E(k+ 2) 6= ∅. Since vertices 1, 2, and 3 form
a positive semidefinite zero forcing set and MR+(S2k) = 3, Z+(S2k) = 3.
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3.2 Positive semidefinite maximum nullity and zero forcing number of dual
planar graphs
Members of the ISU Math Research Experiences for Undergraduates (REU) 2009 [3] intro-
duced the ciclo and estrella graph families to show that the maximum nullity as well as the
zero forcing number of a 3-connected planar graph and its dual may differ. In this section, we
include the definitions of the ciclo and estrella graph families, and we determine the positive
semidefinite maximum nullity and zero forcing number for many of these families. The results
are summarized in Table 3.1. In addition, we show that the maximum positive semidefinite
nullity as well as the positive semidefinite zero forcing number of a 3-connected planar graph
and its dual may differ.
Definition 3.2.1. Let G be a graph and specify an edge e of G. A t-ciclo of G with e, denoted
Ct(G, e), is constructed from a t-cycle Ct and t copies of G as follows: identify each edge of Ct
with the edge e in one copy of G. The notation Ct(G) is used in place of Ct(G, e) if a symbol
for the graph identifies a specific edge or the graph is edge transitive. A vertex belonging to
Ct is called a cycle vertex.
The ciclo C4(K4) is shown in Figure 3.21. The ciclo formed from a complete graph has a
special name, as stated in the next definition.
Figure 3.21 The complete ciclo C4(K4) and the complete estrella S4(K4)
Definition 3.2.2. The complete ciclo, denoted Ct(Kr), is the ciclo of the complete graph Kr,
with t, r ≥ 3. A vertex not belonging to Ct is called a noncycle vertex.
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Next, we include the definition of the estrella graph family.
Definition 3.2.3. Let G be a graph and specify an edge e of G and a vertex v of G that
is not an endpoint of e. A t-estrella of G with e and v, denoted St(G, e, v), is the union of
a t-ciclo Ct(G) and the complete bipartite graph K1,t with each degree one vertex of K1,t
identified with one copy of v. The notation St(G) is used in place of St(G, e, v) if a symbol for
the graph identifies a specific edge and vertex or the graph is vertex and edge transitive. The
degree t vertex of K1,t is called the star vertex, and each neighbor of the star vertex is called
a starneighbor vertex. A cycle vertex in the ciclo is called a cycle vertex in the estrella.
The estrella S4(K4) is shown in Figure 3.21. As with the ciclo, the estrella formed from a
complete graph has a special name.
Definition 3.2.4. The complete estrella, denoted St(Kr), is the estrella of the complete graph
Kr, with t, r ≥ 3. A vertex in St(Kr) that is not the star vertex, a starneighbor vertex, or a
cycle vertex is called a standard vertex.
Next, we consider ciclos and estrellas formed from house graphs.
Definition 3.2.5. A house H0 (also called an empty house) is the union of a 3-cycle and a
4-cycle with one edge in common. The symbol H0 designates a specific edge e and vertex v
as shown in Figure 3.22. A house ciclo is Ct(H0) = Ct(H0, e). A house estrella is St(H0) =
St(H0, e, v).
e
v
Figure 3.22 The house H0
The house ciclo C4(H0) and the house estrella S4(H0) are shown in Figure 3.23.
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Figure 3.23 The house ciclo C4(H0) and the house estrella S4(H0)
Definition 3.2.6. A half-house H1 is a house with one diagonal in the 4-cycle. The symbol
H1 designates a specific edge e and vertex v as shown on the left in Figure 3.24. A half-house
ciclo is a ciclo of half-houses Ct(H1) = Ct(H1, e).
e
v
Figure 3.24 The half-house H1 and the half-house ciclo C4(H1)
The half-house ciclo C4(H1) is shown in Figure 3.24.
Definition 3.2.7. A full house H2 is a house with both diagonals in the 4-cycle. The symbol
H2 designates a specific edge e and vertex v as shown on the left in Figure 3.25. A full house
ciclo is a ciclo of full houses Ct(H2) = Ct(H2, e).
The full house ciclo C4(H2) is shown in Figure 3.25. Finally, we consider the ciclo formed
from a cycle graph.
Definition 3.2.8. A cycle ciclo is a ciclo of cycles Ct(Cr), r ≥ 4.
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e
v
Figure 3.25 The full house H2 and the full house ciclo C4(H2)
Figure 3.26 The cycle ciclo C3(C6)
The cycle ciclo C3(C6) is shown in Figure 3.26.
Observe that the maximum nullity, maximum positive semidefinite nullity, zero forcing
number, and positive semidefinite zero forcing number of the complete ciclo Ct(Kr) are all
equal by [3]. For the complete estrella with r ≥ 4, the maximum nullity and maximum positive
semidefinite nullity differ, and similarly for the zero forcing number.
Proposition 3.2.9. For t ≥ 3 and r ≥ 4, M+(St(Kr)) = Z+(St(Kr)) = (r − 3)t + 1 and
mr+(St(Kr)) = 2t.
Proof. Note that |St(Kr)| = (r − 1)t+ 1. Since St(Kr) can be covered by t copies of Kr (each
of minimum positive semidefinite rank 1) and one K1,t (of minimum positive semidefinite rank
t), mrR+(St(Kr)) ≤ 2t and so (r − 3)t+ 1 ≤ MR+(St(Kr)).
Define a set B consisting of all cycle vertices, the star vertex, and all but one standard
vertex in each Kr; note that |B| = (r− 3)t+ 1. We claim that B is a positive semidefinite zero
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forcing set. Since B contains all cycle vertices and the star vertex, there are t components of
St(Kr) − B. Let W1, ...,Wt be the sets of vertices of the t components of St(Kr) − B. Each
starneighbor vertex is the only white neighbor of the star vertex in St(Kr)[Wi∪B], i ∈ {1, ..., t},
so the star vertex forces the starneighbor vertex. Now, each starneighbor vertex can force the
one white standard vertex in St(Kr)[Wi ∪ B], i ∈ {1, ..., t}. So the entire graph is black,
establishing the claim. Thus, (r − 3)t+ 1 ≤ MR+(St(Kr)) ≤ Z+(St(Kr)) ≤ (r − 3)t+ 1. Hence,
all inequalities are equalities.
For the complete estrella with r = 3, the maximum nullity, maximum positive semidefinite
nullity, zero forcing number, and positive semidefinite zero forcing number are all equal.
Proposition 3.2.10. For t ≥ 3, M+(St(K3)) = Z+(St(K3)) = t+ 1 and mr+(St(K3)) = t.
Proof. Since mrR+(Ct(K3)) = t [3] and Ct(K3) is an induced subgraph of St(K3),
t = mrR+(Ct(K3)) ≤ mrR+(St(K3)). To show that mr(St(K3)) ≤ t, the authors in [3] constructed
a matrix of rank t in S(Ct(K3)) and extended it to a matrix in S(St(K3)) without changing
the rank of the matrix. The matrix constructed in [3] is in fact positive semidefinite, arising
naturally from a vector representation. Number the vertices of Ct(K3) as in Figure 3.27 [3].
The vertices {1, ..., t} are independent.
1
2
t
t-1
t+1 t+2
2t-2
2t
2t-1
Figure 3.27 Numbering for Ct(K3)
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Define the t× t matrix B to be
B =

1 0 0 . . . 0 0 −1
−1 1 0 . . . 0 0 0
0 −1 1 . . . 0 0 0
...
...
...
. . .
...
...
...
0 0 0 . . . −1 1 0
0 0 0 . . . 0 −1 1

and let 1t denote the t× 1 column vector consisting of 1′s. Then the set of column vectors of[
I B 1t
]
is a vector representation of St(K3) in Rt. Hence, mrR+(St(K3)) ≤ t.
For the house ciclo Ct(H0), the half-house ciclo Ct(H1), the full house ciclo Ct(H2), and
the cycle ciclo Ct(Cr), the maximum nullity and maximum positive semidefinite nullity are
equal. In particular, the maximum positive semidefinite nullity of the house ciclo Ct(H0), the
half-house ciclo Ct(H1), and the cycle ciclo Ct(Cr) is t, and the maximum positive semidefinite
nullity of the full house ciclo Ct(H2) is 2t. The zero forcing number and the positive semidefinite
zero forcing number of the house ciclo Ct(H0), half-house ciclo Ct(H1), and cycle ciclo Ct(Cr)
may differ. The zero forcing number for the house ciclo Ct(H0) is known to be t when t ≥ 4 is
even, and it has been established by use of software [14] that the zero forcing number is t+ 1
for odd t ≤ 9. In contrast, we show below that the positive semidefinite zero forcing number
of Ct(H0) is t for all t. Although the zero forcing number for the half-house ciclo Ct(H1) is
known to be t when t is even, the positive semidefinite zero forcing number is t for all t, as
shown below. The zero forcing number of the cycle ciclo Ct(Cr) is known to be t when t ≥ 4
is even, while the positive semidefinite zero forcing number is t for all t, as shown below. For
the full house ciclo Ct(H2), the zero forcing number and the positive semidefinite zero forcing
number are equal (this follows from the proof by clique covering and zero forcing given in [3]).
Proposition 3.2.11. For t ≥ 3, M+(Ct(H0)) = Z+(Ct(H0)) = t and mr+(Ct(H0)) = 3t.
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Proof. The house ciclo Ct(H0) can be covered by t copies of H0. Since H0 is a polygonal
path, mrR+(H0) = 3 by Proposition 3.1.5. So mr
R
+(Ct(H0)) ≤ 3t by Observation 3.1.3. Hence,
t ≤ MR+(Ct(H0)) ≤ Z+(Ct(H0)) ≤ t as the set of t cycle vertices form a positive semidefinite
zero forcing set of Ct(H0). Hence, all inequalities are equalities.
Proposition 3.2.12. For t ≥ 3, M+(Ct(H1)) = Z+(Ct(H1)) = t and mr+(Ct(H1)) = 3t.
Proof. The half-house ciclo Ct(H1) can be covered by t copies of H1. Since H1 is a polygonal
path, mrR+(H1) = 3 by Proposition 3.1.5. So mr
R
+(Ct(H1)) ≤ 3t by Observation 3.1.3. Hence,
t ≤ MR+(Ct(H1)) ≤ Z+(Ct(H1)) ≤ t as the set of t cycle vertices form a positive semidefinite
zero forcing set of Ct(H1). Hence, all inequalities are equalities.
Proposition 3.2.13. For t ≥ 3, r ≥ 4, M+(Ct(Cr)) = Z+(Ct(Cr)) = t and mr+(Ct(Cr)) =
(r − 2)t.
Proof. The cycle ciclo Ct(Cr) can be covered by t copies of Cr. We know mr
R
+(Cr) = r− 2. So
mrR+(Ct(Cr)) ≤ (r − 2)t by Observation 3.1.3. Hence, (r − 1)t− (r − 2)t = t ≤ MR+(Ct(Cr)) ≤
Z+(Ct(Cr)) ≤ t as the set of t cycle vertices form a positive semidefinite zero forcing set of
Ct(Cr). Hence, all inequalities are equalities.
A connected graph G is k-connected if κ(G) ≥ k. To construct the dual Gd of a 3-connected
planar graph G, place a dual vertex in each region of a plane drawing of G and an edge between
dual vertices if the regions containing the dual vertices share an original edge (we assume the
graph is 3-connected to ensure that the dual is determined by the graph rather than a particular
plane embedding).
Theorem 3.2.14. [3] The dual of the complete estrella St(K4) is the house estrella St(H0).
Corollary 3.2.15. [3] Since M(S4(K4)) = Z(S4(K4)) = 7 and M(S4(H0)) = Z(S4(H0)) = 5,
the maximum nullity of a 3-connected planar graph and its dual may differ, as well as the zero
forcing number of a 3-connected planar graph and its dual.
It is only natural to pose the following questions:
59
Question 3.2.16. If G is a 3-connected planar graph, is it true that MR+(G
d) = MR+(G)?
Question 3.2.17. If G is a 3-connected planar graph, is it true that Z+(G
d) = Z+(G)?
By Proposition 3.2.9, Z+(S4(K4)) = 5. It has been established by use of software [14]
that Z+(S4(H0)) = 5. So although the zero forcing number of S4(K4) and its dual S4(H0)
differ, the positive semidefinite zero forcing number of the two are the same. However, we have
found an example where the positive semidefinite zero forcing number and maximum positive
semidefinite nullity of a graph and its dual differ.
Example 3.2.18. The graph G shown in Figure 3.28 is 3-connected, so its dual is independent
of how it is drawn in the plane. The dual Gd is also shown in Figure 3.28. It has been established
by use of software [14] that Z(G) = Z(Gd) = 5 while Z+(G) = 5 and Z+(G
d) = 4. Furthermore,
MR+(G) ≤ Z+(G) = 5. So mrR+(G) = |G|−MR+(G) ≥ 12−5 = 7. We know mrR+(G) ≤ cc(G) ≤ 7
as the four K4’s along with the remaining three edges form a clique cover of G [19, Observation
3.14]. Hence, mrR+(G) = 7, and so M
R
+(G) = 5. Now, M
R
+(G
d) ≤ Z+(Gd) = 4. This example
answers negatively Question 3.2.16 and Question 3.2.17.
Figure 3.28 The graph G and its dual Gd
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3.3 Summary table
The results of this chapter are summarized in Table 3.1. Column 1 of the table lists the
result number or the reference for results previously established. The positive semidefinite zero
forcing number, maximum nullity, and minimum rank are listed in separate columns. Column
6 lists whether or not M(G) = Z(G) = M+(G) = Z+(G) for each graph G. Often, when the
response in Column 6 is No, it is still the case that M+(G) = Z+(G). In most cases, the
standard and positive semidefinite parameters are equal.
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