A simulated annealing-based algorithm (MSIMPSA) suitable for the optimization of mixed integer non-linear programming (MINLP) problems was applied to the synthesis of a non-equilibrium reactive distillation column. A simulation model based on an extension of conventional distillation is proposed for the simulation step of the optimization problem. In the case of ideal vapor}liquid equilibrium, the simulation results are similar to those obtained by Ciric and Gu (1994, AIChE Journal, 40(9), 1479) using the GAMS environment and to those obtained with the AspenPlus modular simulator. The optimization results are also similar to those previously reported and similar to those using an adaptive random search algorithm (MSGA). The optimizations were also performed with non-ideal vapor}liquid equilibrium, considering either distributed feed and reaction trays or single feed and reaction tray. The results show that the optimized objective function values are very similar, and mostly independent of the number of trays and of the reaction distribution. It is shown that the proposed simulation/optimization equation-oriented environments are capable of providing optimized solutions which are close to the global optimum, and reveal its adequacy for the optimization of reactive distillation problems encountered in chemical engineering practice.
Introduction
Reactive distillation columns can be attractive whenever conversions are limited by unfavorable reaction equilibrium and when selectivity can be increased by allowing simultaneous reaction and separation in the same processing unit. These are the two main advantages of reactive distillation over more conventional alternatives (Barbosa & Doherty, 1988a,b; Okasinski & Doherty, 1998) , whereby the total annualized production cost can be decreased by an order of magnitude (Doherty & Buzad, 1992) .
Reactive distillation processes have received attention since the beginning of the century, when the "rst proposal for the use of a distillation column as a reactor was considered. In the early 1920s a number of patents were registered for carrying out esteri"cation reactions in distillation columns (Backhaus, 1921a}c 1922a}e 1923a . Most of the work preceeding 1970 refer to experimental studies in reactive distillation. Afterwards, rigorous mathematical models for computer simulation began to be developed. These are essentially extensions of methods available for conventional distillation (Suzuki, Yagi, Kamatsu & Hirata, 1971; Hunek, Foldes & Sawinsky, 1979; Murthy, 1984; Chang & Seader, 1988; Doherty & Buzad, 1992) .
Most of the studies in reactive distillation are simulation studies, viz. the resulting composition pro"les are determined after speci"cation of feed composition and quality, column pressure, re#ux or reboiler ratio, total number of stages, feed plate location and liquid-phase volumes on each stage. There are several simulation algorithms available (Buzad & Doherty, 1995) , some implemented in commercial simulators, such as AspenPlus (Venkataraman, Chan & Boston, 1990) . Abufares and Douglas (1995) developed a dynamic mathematical model for a methyl tertiary butyl ether (MTBE) catalytic distillation process, which was implemented in the dynamic simulator SpeedUp. Recently, Huss, Chen, Malone and Doherty (1999) proposed a general framework based on conceptual design for solving both equilibrium and rate-based reactive distillation processes. Also, Schenk, Gani, Bogle and Pistikopoulos (1999) have de-"ned a general modeling framework that allows both rate-based and equilibrium-based models, steady state or dynamic, to be formulated and solved. Jimoh, ArellanoGarcia, Bock and Wozny (1999) have experimentally validated their steady-state and dynamic model for reactive distillation using a pilot-scale column and investigated the transesteri"cation of methyl myristate with isopropanol to methanol and isopropyl myristate.
In the simulation of a distillation column the resulting separation is evaluated for a speci"ed column, while in a design problem the desired separation is speci"ed and the column parameters are then evaluated (Buzad & Doherty, 1995) . While it has been relatively easy to extend simulation methods developed for non-reactive distillation, it has not been easy to extend non-reactive distillation design techniques to reactive distillation columns.
There are several reasons for the di$culty in developing methods for the design of reactive distillation processes, as referred by Ciric and Gu (1994) . In conventional distillation design, the major design variables are the number of trays in the column, the feed tray location and the re#ux ratio. It is usually reasonable to assume constant molar #ow rate in each column section, and that each feed stream is introduced in a single tray. In opposition, in reactive distillation processes the molar #ow rates can only be set constant if the following conditions are also veri"ed: heat of reaction negligible and the total number of moles constant. The liquid holdup on each tray cannot be ignored, even for steady-state operation, since it is here that reactions take place and it is this volume that determines the extent of the reactions. Barbosa and Doherty (1988a,b) , Ciric and Gu (1994) , Buzad and Doherty (1995) , Pekkanen (1995) , Okasinski and Doherty (1998) and Huss et al. (1999) are some of the researchers who developed methods for the design of reactive distillation columns. Barbosa and Doherty (1988a,b) developed techniques based on methods applicable to the design of conventional distillation columns. However, these techniques were developed for systems near chemical equilibrium, with constant molar #ow and which involve a single reaction. When any one of these assumptions is violated, the method is no longer valid. Ciric and Gu (1994) proposed an interesting technique for the design of reactive distillation columns, by formulating a synthesis problem which can be applied to more generic situations, when there is more than one chemical reaction, or when reactive equilibrium or constant molar #ow cannot be assumed. With their column model they have built a mixed integer non-linear programming (MINLP) problem. The solution of this problem yields the optimum number of trays, the optimal feed tray location(s) and composition(s), and the composition pro-"les within the column. These authors solved the MINLP problem using a generalized Benders decomposition algorithm (Geo!rion, 1972) . Buzad and Doherty (1995) developed a procedure which determines the optimum value for the total amount of liquid holdup for a "xed product composition. The procedure is a "xed point method which divides the composition space into regions of feasibility, and is presented as an alternative to methods developed for reactive distillation columns operating close to reaction equilibrium conditions. The procedure was developed for distillation processes with three components where reactions such as 2C &A#B occur. Pekkanen (1995) presents a design algorithm for a &lo-cal optimization' approach for reactive distillation. This approach is characterized as a &stage by stage speci"cation', where the design procedure starts from both column ends and design speci"cations are made at each stage as the calculation progresses. The column is thus not optimized as a whole since not all the parameters are simultaneously varied. Okasinski and Doherty (1998) have extended the "xed point design method for systems with isomolar or nonisomolar liquid-phase reaction, non-ideal vapor}liquid equilibrium and allowing for a distribution of liquid holdups on the reactive stages. Huss et al. (1999) give emphasis to conceptual column design through geometric methods, and have shown that equilibrium reactive designs can be the starting point for rate-based designs.
In this work, we propose an integrated approach to the simulation/optimization of reactive distillation columns, by adopting the MINLP column model of Ciric and Gu (1994) . The simulation model is based on an extension of conventional distillation columns and the optimization is performed by a simulated annealing-based MINLP algorithm (the MSIMPSA algorithm of Cardoso, 1998) . Results are also compared with those obtained using an adaptive random search algorithm (the MSGA algorithm of Salcedo, 1992) . The proposed method can be applied to single or multiple reactions, ideal or non-ideal vapor}liquid equilibrium and distributed or singlestaged reaction zones.
Simulated annealing and the MSIMPSA algorithm
Simulated annealing is a well-established technique for the optimization of combinatorial problems, i.e. for the optimization of large-scale functions that may assume several distinct discrete con"gurations (Metropolis, Rosenbluth, Rosenbluth, Teller & Teller, 1953; Kirkpatrick, Gellatt & Vechi, 1983) . It may also be used for continuous (NLP) or mixed-integer (MINLP) problems. For a review of the available algorithms, the reader should refer to the available literature (Cardoso, Salcedo & Azevedo, 1994 , 1996 . Brie#y, the Metropolis algorithm simulates the physical process of annealing, i.e. melting a solid by increasing its temperature, followed by slow cooling and crystallization into a minimum free energy state. From an optimization point of view, simulated annealing explores the key feature of the physical annealing process of generating transitions to higher energy states, applying to the new states an acceptance/rejection probability criterion which should naturally become more and more stringent with the progress of the optimization. Thus, simulated annealing may be viewed as a randomization device that allows some wrong-way movements during the course of the optimization, through an adaptive acceptance/rejection criterion (Schoen, 1991) . It is recognized that these are powerful techniques which might help in the location of near-optimum solutions, despite the drawback that they may not be rigorous (except in an asymptotic way) and may be computationally expensive (Grossmann & Daichendt, 1994) .
The SIMPSA solver (Cardoso et al., 1996 ) is a simulated annealing-based algorithm that was developed for solving constrained NLP problems. It is built on a scheme proposed by Press and Teukolsky (1991) for unconstrained continuous optimization, and combines the simplex method of Nelder and Mead (1965) with simulated annealing. The role of the non-linear simplex is to generate continuous system con"gurations, while the role of simulated annealing is to allow for wrong-way movements, simultaneously providing (asymptotic) convergence to the global optimum. The algorithm showed good robustness, viz. good insensitivity to the starting point, and reliability in attaining the global optimum, for a number of di$cult NLP problems described in the literature (Cardoso et al., 1996) . It may also be used with a faster non-equilibrium variant of simulated annealing (Cardoso, Salcedo & Azevedo, 1994) .
The MSIMPSA algorithm (Cardoso et al., 1997) was developed as an extension of the SIMPSA solver to deal with MINLP problems. The continuous non-linear solver is used in an inner loop to update the continuous parameters, while the Metropolis algorithm is used in an outer loop to update the complete set of decision variables. The stochastically generating scheme proposed by Dolan, Cummings and Levan (1989) is employed each time a di!erent set of discrete variables is needed, whereby a "rst random number chooses the discrete variable to be changed and a second one chooses if the change is to be upwards or downwards by one unit. The MSIMPSA algorithm is simple to use, since it neither requires the preliminary identi"cation of integer candidates for the global optimum nor the identi"cation of feasible or good starting points. It was tested with several di$cult MINLP functions published in the literature, showing a good robustness in attaining the global optimum. The MSIMPSA algorithm has a wide applicability, since it is applicable not only to MINLP problems, but also to NLP and combinatorial problems. When applied to NLP problems, it performs as the SIMPSA algorithm (Cardoso et al., 1996) and when applied to combinatorial problems it performs as the original Metropolis algorithm (Cardoso et al., 1994) .
3. Synthesis of a reactive distillation column for the production of ethylene glycol
Problem dexnition
The synthesis problem for designing a reactive distillation column is stated by Ciric and Gu (1994) as follows. Given:
E a set of chemical species i"1, 2 , I, E a set of desired products and production rate, E a set of chemical reactions j"1, 2 , R, the stoichiometric coe$cients for all species, GH , and rate expressions r H "f (x G , ¹), E the enthalpy of vaporization and vapor}liquid equilibrium data, E the feed streams composition, E the cost parameters, the goal is to determine the optimal number of trays, holdup per tray, re#ux ratio, condenser and reboiler duties and feed tray locations. Fig. 1 shows a schematic diagram of the process.
Ethylene glycol (C H O ) is produced from the reaction of ethylene oxide (C H O) and water:
However, the ethylene glycol produced can further react with ethylene oxide to produce the unwanted byproduct diethylene glycol (C H O ):
Both reactions are highly exothermic and occur at moderate temperatures, allowing production via a reactive distillation column.
According to Ciric and Gu (1994) there are two reasons for producing ethylene glycol via reactive distillation. Firstly, the large di!erence in volatilities between ethylene oxide and ethylene glycol will lead to a rapid separation of these two components in the column, improving the overall selectivity. Secondly, part of the heat required for the separation is obtained from the heat of reaction, which allows the reduction of energy costs.
Data for this problem can be found in Appendix A * Table 6 (reaction data), Table 7 (vapor}liquid equilibrium constants, ideal VLE), Table 8 (cost data) and Table 9 (thermodynamic data, non-ideal VLE). The enthalpy of vaporization of the mixture is assumed to be constant all over the column with the value of 40;10 J mol\ (Ciric, 1995) . The mathematical formulation of this problem as formulated by Ciric and Gu (1994) is completely described in Appendix B. The constant C " used for evaluating the column diameter (Eq. (B.24)) has the value 0.01331 (dimensionless).
The objective function is the minimization of the total annualized cost which is composed of two basic terms: annual operating costs and the annualized investment. The raw material, steam and cooling water set the annual operating costs. The costs of the column shell, trays, reboiler and condenser correspond to the annualized investment. To evaluate the objective function, the operating conditions determined by the column simulation for each decision vector have to be known.
Constraints
Ciric (1995) has set as 1000 kmol h\ the maximum value for the vapor and liquid #ow rates, 14.16 m for the maximum value of the liquid holdup, and 20 for the maximum number of trays. Although these limits are not strictly necessary for the optimization step, they were initially enforced for comparing our results with those from Ciric and Gu (1994) . These constraints are
as well as the maximum number of trays, N . The feed to the distillation column in each tray is composed of one feed stream of ethylene oxide and one feed stream of water. Obviously, some of these feeds may have a null value. This problem can be considered as a fairly large highly non-linear non-convex problem (function of N ), since the material balances contain bi and trilinear terms and the reaction terms, the vapor}liquid equilibrium evaluation and the objective function are highly non-linear.
For the optimization problem under study, there are (3N #1) decision variables. One is integer corresponding to the maximum number of trays, N , and 3N decision variables are continuous: the boil-up fraction, , N feed #ow rates corresponding to one of the components, ethylene oxide or water, N !1 feed #ow rates corresponding to the other component (all but the feed #ow rate into the "rst tray next to the reboiler), and N liquid holdups. For a maximum number of 20 trays there are 341 variables and 61 degrees of freedom, where one is integer. The integer variable can be represented by six binary variables according to a binary expansion (Cardoso et al., 1997) , since with the binary expansion larger variations of the original discrete variable are allowed at each step of the optimization process.
For the simulation of a column with N trays, all the 3N continuous variables are required; however, for a column with N trays, where N(N , only 3N continuous variables are involved while the other 3(N !N) are simply ignored.
Simulation algorithm
The simulation of reactive distillation processes involves the simultaneous solution of material and energy balances and stoichiometric relationships, and this corresponds to the solution of a considerable large set of non-linear equations. The calculation procedures reported for solving sets of non-linear equations can be divided broadly into four categories (Chang & Seader, 1988; Venkataraman et al., 1990; Biegler, 
Grossmann & Westerberg, 1997; Lee & Dudukovic, 1998 
(i) methods using equation decomposition (or tearing/partitioning); (ii) relaxation techniques; (iii) methods incorporating Newton or quasi-Newton algorithms; (iv) homotopy-continuation methods.
Decomposition methods allow the identi"cation of blocks which need the simultaneous solution and blocks which can be solved sequentially. For example, Ledet and Himmelbleau (1970) propose a method that identi"-es a minimum set of recycle variables, which may then be used with direct substitution. These methods are fast and e$cient in what concerns the use of computer storage space. However, when di!erences in boiling point values between components are large, when kinetics are complex, or when liquid solutions are highly non-ideal, these direct methods su!er from poor convergence characteristics.
With relaxation techniques, the liquid-phase compositions are computed based on non-steady-state material balances (Bastos, 1987) , which in subsequent iterations proceed towards the steady-state solution. Relaxation techniques are reliable but can be slow specially as the solution is approached (Bastos, 1987; Chang & Seader, 1988; Venkataraman et al., 1990 ).
Newton or quasi-Newton methods converge quickly from suitable starting guesses (Murthy, 1984; Chang & Seader, 1988) . When the starting point is far from the solution, these methods can converge to impossible physical conditions or may not converge at all. Bastos (1987) has developed an algorithm for the simulation of conventional distillation columns that makes use of a modi"ed Newton}Raphson method. As a "rst step the algorithm applies a relaxation technique to improve the starting guess for the composition pro"le and #ow rates in the column, which are needed by the Newton}Raphson method.
Homotopy-continuation methods have the advantage of forcing the desired solution by tracking a homotopy curve regardless of the choice of the initial estimates. Lee and Dudukovic 1998 have found these to be superior to Newton-based methods for solving the non-linear system of equations arising in reactive distillation, despite a longer computational burden.
In this work, we propose a procedure for the simulation of reactive distillation columns based on the method developed by Bastos (1987) for conventional distillation columns (see Appendix C). Table 1 shows the variables' identi"cation, both calculated and speci"ed by the simulation algorithm.
General structure of the simulation problem
For the reactive distillation column speci"ed as above, we propose a simulation model based on the following steps:
(i) An initial estimate of the molar feed #ow rate not speci"ed by the decision vector, viz. a torn (recycle) variable, is speci"ed. We have chosen F as the torn variable, although other recycle variables may equally work. This torn variable was found to be appropriate from an information #ow point of view, and need not be a true recycle variable (from a material #ow point of view).
(ii) An initial estimate of the composition pro"le in the column is next obtained. (iii) This estimate is improved by a relaxation method. (iv) The material balance equations are then solved with the Newton}Raphson method, and a new composition pro"le is computed. (v) The torn variable is re-evaluated and the equations describing the reactive distillation process are again solved (Fig. 2) . (vi) The algorithm ends up when the global material balance to the column is veri"ed (after convergence on the torn variable) or when a non-plausible column is obtained.
The simulation is aborted when convergence on the torn variable is obtained but not on the global material balance, or when the Newton}Raphson method exceeds a pre-speci"ed maximum number of iterations. When one of these situations is veri"ed, the column is infeasible and the objective function value is simply penalized with a large constant value. This simple penalizing scheme is possible due to the stochastic nature of the optimization algorithms employed in the present work.
The simulation algorithm was written in Fortran 77, and all runs were performed with double precision on a HP 730 Workstation, running compiler optimized Fortran 77 code. The average time spent in each simulation varied from 0.1 s for a two-tray column to about 1.5 s for a column with 20 trays.
Details on initialization
The starting guess of the torn variable F should be large enough to accomodate the desired production rate, considering that conversion is not complete. When the simulation starts, this variable is estimated such that the sum of all the feed #ow rates of this component is at least 50% larger than the speci"ed production #ow rate of ethylene glycol. This value was set by taking into account several items: the stoichiometry of the ethylene glycol production reaction (reaction (R1)), the existence of a secondary reaction that produces diethylene glycol from ethylene glycol (reaction (R2)); and that not all the water fed to the column reacts, some exiting the column with the products.
For the subsequent step of the simulation of a reactive or non-reactive distillation column, a starting guess for the composition pro"le is also necessary. For non-reactive distillation the guessed initial composition pro"le is generally based on feed compositions, considering the same liquid composition all over the column (Bastos, 1987 ):
This procedure is sometimes used also with reactive distillation processes (Murthy, 1984) . However, the starting pro"le can be too far from the correct one, driving the simulation to impossible physical conditions or to nonconvergence of the iterative process. This can occur, for instance, when one of the feed species corresponds to a reactant with a high consumption rate. Venkataraman et al. (1990) initialize the column composition pro"le by #ashing the feed at the average column pressure, taking the di!erent reactions into account. Schenk et al. (1999) solve "rstly a simple equilibrium model, and next more complex simulations using as initial guesses the results from the previous simulations. The same approach is adopted by Huss et al. (1999) in their conceptual design of non-equilibrium reactive models. Lee and Dudukovic (1998) assume the liquid phase to be an ideal solution and the starting temperature pro"le to be linear.
Most of the authors, however, do not refer any method to generate the initial conditions necessary to start the iterative process. Venkataraman et al. (1990) , who incorporated their algorithm for the simulation of reactive distillation columns in the AspenPlus simulator, refer that a correct initialization by the user can improve the success of the starting point.
An algorithm for the initialization of the composition pro"le for the case study was developed taking into account the two reactions and the speci"ed product #ow rate. From the stoichiometry of the reactions, the following relations are obtained:
The P #ow rate is estimated with Eq. (2) if the total ethylene oxide feed #ow rate is less than the total water feed #ow rate, otherwise it is estimated with Eq. (3). This estimate is performed by supposing that the reactant with the lower total feed #ow rate has a consumption rate near 100%. The other reactant product #ow rate is estimated with the remainder equation. The composition in the tray next to the reboiler and the global extent of reactions (R1) and (R2) can now be computed with the estimates of all product #ow rates, P }P . The initial composition pro"le is estimated based on the following assumptions:
(i) The extent of reactions (R1) and (R2) is the same in all trays with liquid holdup, and null in all the other trays. (ii) The starting guess for the composition of the liquid phase on the last tray, N, is 95% of component 2 and 5% of component 3. (iii) The composition of component 1 on tray N is reevaluated if liquid holdup for reaction exists. This composition value must be correctly estimated because if it is null, then the reaction term is also null giving rise to infeasible columns. The correction of this composition is performed taking into account the extension value for reaction (R1):
where = , is the liquid holdup, kr , is the reaction constant, and x , and x , are the composition of components 1 and 2, in tray N. The composition values for all components are then normalized such that the stoichiometric equation for tray N is obeyed. This normalization is a common feature of algorithms employed to solve distillation models (Lee & Dudukovic, 1998) . (iv) For each one of the other trays, with the estimated compositions of the top and bottom trays, the compositions of components 2}4 are computed using linear interpolation, and the composition of component 1 is set null for all trays. If on tray k there is liquid holdup for reaction, the composition of component 1 is recalculated using the procedure for tray N.
With the starting guess for the composition pro"le, the temperature pro"le can be computed, as described below, as well as all the other variables of the process. It should be noted that it is not bene"cial to use the previous composition and temperature pro"les as the initial point for subsequent iterations, for two reasons: the optimization algorithm may produce at each iteration a completely di!erent number of stages, viz. N does not change sequentially; and the simplex moves, even at each "xed value for N, may produce a distributed feed which is widely di!erent in composition and location. Thus, with the MSIMPSA or MSGA algorithms, it is also not bene"cial to start the optimization from a single-tray column.
Temperature proxle
The temperature on each tray is computed with the corresponding stoichiometric vapor phase (Eq. (A.12) ). The solution of this equation is obtained with the Newton}Raphson method.
Liquid and vapor molar yow rates
The liquid molar #ow rate o! the "rst tray is computed with the reboiler material balance for the species corresponding to the speci"ed product (Eq. (B.14)). The vapor #ow rate into the "rst tray, < , is the¸ fraction vaporized in the reboiler (Eq. (B.19)). Knowing < , the vapor #ow rates o! all the trays of the column are recursively computed from stage 1 to stage N, using the energy balance over each tray (Eq. (B.13)).
The liquid molar #ow rates o! each tray of the column are recursively computed from stage N to stage 2, using the global material balance over each tray (Eqs. (B.9) and (B.10)). The liquid molar #ow rate into the top tray, ,> is computed with Eq. (B.16).
Relaxation method
The use of the Newton}Raphson method requires a suitable starting guess for the composition pro"le. The initial starting guess for the composition pro"le is subsequently improved by the application of a relaxation method during a pre-speci"ed number of iterations. The relaxation method used is described in Appendix C, and is based on a method described by Bastos (1987) for Fig. 3 . Water composition and ethylene glycol pro"les for the best solution obtained by Ciric and Gu (1994). non-reactive systems. The extension to reactive systems can be seen, for example, in Murthy (1984) .
The Newton}Raphson method
The Newton}Raphson algorithm is used to compute the composition pro"le by solving the material balance. The application of this method was based on the algorithm proposed by Bastos (1987) , but considering that the chemical reaction may be distributed over several column trays, such as described in Appendix C. With non-ideal VLE, it was also considered that the reaction might be circumscribed to a single tray (Okasinski & Doherty, 1998) .
As the composition of component 1 in the liquid phase is near zero, the application of the relaxation method to this component would produce large errors, not only in this composition but also in the composition of the other components. Since a reasonable estimate of the composition of component 1 is needed in the trays having liquid holdup, the procedure adopted is similar to that used in the initialization of the composition pro"le, which requires the reaction extension in each tray. The extension values for the two reactions were set equal to the values previously obtained in the initialization of the column composition pro"le.
The composition values obtained in the liquid phase are then normalized. With the composition pro"le, the temperature pro"le along the column and all the other operating variables are calculated (except the reaction rates which are set constant during the application of the relaxation method). The maximum number of iterations was set at 20, after a preliminary study.
The Newton}Raphson method can also be solved for component molar #ows, instead of molar fractions. However, similar numerical problems may occur, since component #ows may be very small and become negative. For example, with the data of Ciric and Gu (1994) and the MSIMPSA algorithm, while molar fractions vary from 1.3;10\ to 7.7;10\, the corresponding component molar #ows vary from 3.5;10\ to 2.1;10\. Also, molar fractions are easier to normalize.
Convergence criteria
The simulation ends up with a feasible distillation column when the global material balance of all components is obeyed. If convergence on the recycle variable is obtained without convergence on the global material balance, the distillation column is not a feasible one. The global material balance is assumed to be veri"-ed when
The convergence of the recycle variable, R $ , is veri"ed when
where ! and 0 are appropriate values. The simulation process ends up with a feasible reactive distillation column, which obeys the global material balance to within 10\ ( ! in Eq. (5)). To avoid premature convergence on the torn variable without convergence on the global mass balance, the convergence criterion for the torn variable was set to a much lower value, 10\ ( 0 in Eq. (6)).
Simulation results
The simulation method developed was validated by performing the simulation of the distillation column reported by Ciric and Gu (1994) , corresponding to the best con"guration obtained by these authors. For a better evaluation of the simulation algorithm proposed in the present work, the same column was simulated in the AspenPlus modular environment. Two other distillation columns obtained during the optimization using the MSIMPSA algorithm were simulated with the AspenPlus simulator. One was obtained including the constraints on the maximum values of vapor and liquid #ow rates as proposed by Ciric and Gu (1994) , while the other was obtained by relaxing these constraints.
The simulation of the distillation column reported by Ciric and Gu (1994) corresponds to the water and ethylene glycol composition and temperature pro"les shown in Figs. 3 and 4 . These "gures show that the pro"les obtained with the algorithm developed in this work are very close to the pro"les obtained by Ciric and Gu, as expected since the column model is the same. In what concerns the liquid and vapor molar #ows, column height, condenser and reboiler duties, the results obtained by these two methods are again the same, and very close to those obtained with the AspenPlus simulator. However, at the bottom, the liquid and vapor molar #ow rates obtained with AspenPlus di!er from the other two simulators by 2%, and at the top, by 30%. The column diameters obtained by Ciric and Gu (1994) , by the simulation method developed in this work and by the AspenPlus simulator are very close to each other, respectively, 1.30, 1.34 and 1.38 m.
The di!erences between the composition and temperature pro"les obtained by the AspenPlus simulator and the other two simulators can be due not only to the di!erent methods used to evaluate the physical properties, but also to the di!erent assumptions made when developing the mathematical model for the column. The energy balance in the model proposed by Ciric and Gu (1994) and adopted in this work, Eq. (B.13), will only be valid with negligible enthalpies of the liquid streams and constant enthalpy of vaporization. The AspenPlus simulator most probably does not follow any of these assumptions, since the enthalpies of the liquid streams computed by this simulator are of the same order of magnitude as the enthalpies of the vapor streams, certainly not negligible. In the Ciric and Gu model, the energy balance used makes the vapor stream remain constant in the bottom trays where the reaction terms are null. This is the reason why the application of this model gives constant vapor and liquid #ow rates for the "rst four trays, where there is no reaction. On the contrary the AspenPlus simulator gives rise to di!erent #ow rates, which changes the "nal simulation result. In spite of the di!erent #ow rates in the top trays, the pro"les obtained with the di!erent models are similar to each other, probably because in those trays there is reaction which is the main factor in establishing the tray compositions.
Figs. 5 and 6 show the pro"les corresponding to a simulation obtained with the MSIMPSA algorithm with active constraints on the maximum molar #ow rates. It can be seen that the pro"les obtained with the proposed simulation method and with the AspenPlus simulator are similar. Also, the column diameter is the same, 1.68 m.
The column speci"cation obtained when the maximum liquid and vapor molar #ow rates are relaxed is compared with the results obtained with the AspenPlus simulator in Figs. 7 and 8. It can be seen that the pro"les are now nearly the same all over the column.
The pro"les obtained with the proposed simulation algorithm and with the AspenPlus simulator are similar for the last two con"gurations. This can be due to the fact that in both con"gurations the reaction occurs in all trays.
In conclusion, the validation of the simulation method developed was performed by comparing the results obtained with those from the AspenPlus simulator, for three di!erent con"gurations of a reactive distillation column for the production of ethylene glycol. All column speci-"cations correspond to feasible column designs. Even the con"guration obtained with the MSIMPSA algorithm without taking into account constraints on the allowable liquid and vapor molar #ow rates, which are 50% larger than the limits imposed by Ciric and Gu, corresponds to a feasible column. The AspenPlus simulator, with the same con"guration, could also end up with a feasible column. This agrees with the heuristic rules given by Douglas (1988) , which state that if there is neither #ood-ing nor liquid entrainment there are no limits to the molar #ow rates within the column. The only constraints stated by those rules are a maximum limit of 53 m in the column height, a minimum limit of 0.45 m in the diameter, and that the column diameter should be lower than 5% of the column height. None of these limits was violated in any of the above cases.
Optimization of the production of ethylene glycol via reactive distillation

Ideal vapor}liquid equilibrium
The synthesis of a non-equilibrium reactive distillation column for the production of ethylene glycol, as described above, was proposed and solved by Ciric and Gu (1994) . These authors used a modi"ed GBD algorithm (Geo!rion, 1972) . Ciric and Gu (1994) state that the GBD algorithm simply requires selecting an initial solution vector of the discrete variables, viz. the number of theoretical trays in the distillation column. In the GBD algorithm, a master problem selects the number of trays while a primal problem optimizes the continuous variables. For highly nonlinear MINLPs, it is standard practice to solve a third optimization problem, between the master and the primal, to "nd a feasible set of continuous variables by minimizing the total constraint violation.
The MSIMPSA algorithm, developed for the solution of MINLP problems was applied to this example. With the MSIMPSA algorithm, the starting solution vectors of both continuous and discrete variables are randomly generated and correspond most probably to infeasible points. However, since this algorithm is an infeasible path method, it does not require neither an initial feasible point nor solving intermediate optimization problems for feasibility. For highly constrained and non-linear NLP or MINLP problems, a dynamic penalizing scheme is available for "nding feasible solution sets, while maintaining convergence to the global optimum (Cardoso et al., 1997) . This dynamic penalizing scheme roughly doubles the CPU time, but it was not needed in the present case.
The MSIMPSA algorithm adopts the stochastic scheme proposed by Dolan et al. (1989) for the generation of discrete con"gurations. Since this scheme only allows a one unit variation up or down to the next discrete value, large jumps in the discrete search space are not allowed from one iteration to the next, and this may weaken the optimization process. To allow larger variations, the number of trays in the column was represented by a binary expansion (Cardoso et al., 1997) .
Firstly, the MSIMPSA algorithm was applied including the additional constraints on maximum molar #ow rates as stated by Ciric (1995) , and again an optimum con"guration with 10 theoretical trays was obtained. The best solution found by the MSIMPSA algorithm has a total cost of 15.26;10 US$ yr\, similar to the cost found by Ciric and Gu of 15.69;10 US$ yr\. The solution vectors are however di!erent, and the solution obtained with the MSIMPSA algorithm corresponds to active constraints on the maximum molar #ow rates. The two solutions are compared in Table 2 and in Figs. 9 and 10. It can be seen that with the solution obtained in this work there is reaction in all trays and the feed is more Table 2 Column speci"cations for the best con"guration obtained, with constraints on the maximum molar #ow rates (this work/Ciric and Gu (1994) Column diameter"1.7/1.3 m, column height"9.7/12 m, "0.973/0.958, Q "10.5/6.7 MW, Q ! "11.1/7.31 MW. distributed, mostly the water feed. Stein, Kienle, Esparta, Mohl and Gilles (1999), using the GAMS simulation environment with the CONOP non-linear optimizer, obtained an optimum solution which basically agrees with that of Ciric and Gu (1994) , where the reaction and separation zones are distinct. The composition and temperature pro"les for the solution obtained in this work and that of Ciric and Gu (1994) have however basically the same shape. The constraints on liquid and vapor molar #ow rates were thus relaxed, following the heuristic rules proposed by Douglas (1988) , in an attempt to obtain better solutions while retaining feasible column designs. The MSIMPSA algorithm was applied to this relaxed MINLP problem. Starting from random points, 22 full MINLP optimizations were performed, and di!erent MINLP solutions were obtained (as the objective function is very #at), corresponding the best solution to 8 trays and a total cost of 15.12;10 US$ yr\ (Cardoso et al., 1997) .
The results were compared with those obtained with the MSGA algorithm (Salcedo, 1992) , an MINLP adaptive random search method, starting from 14 di!erent random points. The best result obtained corresponds to a column with 12 trays and 15.16;10 US$ yr\, which is very close to the best cost obtained with the MSIMPSA algorithm. The average processing time spent in each run was about 0.8 s for the evaluation of each objective function, which roughly corresponds to 18 h with the MSIMPSA algorithm and 5 h with the MSGA algorithm. Although these times seem large, personal computers of the Pentium II (Intel) or G3-750 PPC (IBM/Motorola) processor class can easily outperform the HP 730 workstation by a factor of 4. Since the objective function is very #at, corresponding to di!erent number of trays, systematic NLP searches were performed by directly enumerating the number of trays, and for each value of the discrete variable about 10 runs were performed. The best NLP solution corresponds to 7 trays and an objective function of 15.03;10 US$ yr\, i.e. only 0.6% better than the best result obtained with the full MINLP formulation, which simultaneously optimizes the continuous and discrete variables. The best results obtained from the full MINLP search are within 1% of the best results obtained from the systematic NLP search. The results suggest that the MSIMPSA algorithm, when applied to the complete solution vector (continuous and discrete variables), obtains solutions similar to those obtained when applied only to the continuous variables (Cardoso et al., 1997) . The results also suggest that the adaptive random search MSGA is capable of providing optimized solutions comparable to those previously reported.
The column speci"cations for the best solution obtained, with 7 trays and an objective function of 15.03;10 US$ yr\, are given in Table 3 and the corresponding composition and temperature pro"les are shown in Figs. 11 and 12 .
The optimized designs found in this work have a highly distributed feed and reaction zones, and this might not be practical to implement. Thus, more practical designs may be obtained by constraining the feed distribution to only two streams, one for water and one for ethylene oxide, and the reaction zone to a single tray. Constraining the feed distribution and the reaction zone to a single tray is easily achieved within the proposed framework, since the reaction volumes and component feeds are decision variables, thus allowing comparison with the designs proposed by others (Okasinski & Doherty, 1998) . It should be stated that the optimization problem becomes much easier for a single feed and reaction tray, since the number of decision variables decreases substantially from a maximum of 61 (for 20 trays) down to 5. In this work, this was only performed considering non-ideal vapor}liquid equilibrium. Typical trajectories for the best objective function values and the number of theoretical trays, for two full MINLP runs can be seen elsewhere (Cardoso et al., 1997) , where it is shown that the MSIMPSA algorithm probes well the discrete search space. Stein et al. (1999) have also solved this problem, but starting from a superstructure, where a reactive distillation column is one of the possible topologies. They have found that their best solution does correspond indeed to a reactive distillation column, but it is possible that this is simply a local optimal solution as the number of degrees of freedom was very large (439) and there was no guarantee that the global optimum con"guration had been reached. Okasinski and Doherty (1998) have shown that the ideal equilibrium model used by Ciric and Gu (1994) is unrealistic, and propose that the Wilson model be used instead, since this gives vapor}liquid equilibrium curves much closer to those observed (Gmehling & Onken, 1977) . They also propose that the column be operated at higher pressures (15 atm) to increase the reaction temperature and thus the reaction rate. These authors have further considered one single reaction, since water (W) in their design is highly in excess over ethylene oxide (EO), thus avoiding formation of the by-product diethylene glycol (DEG) in favor of ethylene glycol (EG). We have performed optimizations with a single reaction (three components), but very short columns (mostly 2-tray columns) were obtained with both the MSIMPSA and MSGA algorithms, using either ideal or non-ideal equilibrium. However, the composition pro"les do not obey the requirement that water be in great excess over ethylene oxide, thus violating the hypothesis of a single reaction. To circumvent this problem, one of two aproaches is possible: either imposing the constraint of excess water on every tray where reaction can take place, or using the Wilson model while taking both reactions into account. The second approach was chosen, since it does not constraint a priori the column to a suboptimal design. The Wilson constants for the systems DEG/EO, DEG/EG and DEG/W were obtained by "tting this model to equilibrium data generated by the UNIFAC method, and the results can be seen in Table 9 .
Non-ideal vapor}liquid equilibrium
Ten full MINLP optimizations were performed for both 1 and 15 atm allowing the reaction to proceed over several trays. The objective function is very #at, similar to what happened before with ideal VLE. Fig. 13 shows the composition pro"les for the best solutions obtained, corresponding to 10 and 11 trays and an objective function of 15.10 and 15.12;10 US$ yr\, respectively for 1 and 15 atm. Table 4 shows the corresponding temperature pro"les, molar #ow rates and reaction volumes. The main di!erence between the solutions at 1 and 15 atm is in the temperature pro"les, and the main di!erences between the non-ideal and ideal VLE designs are in the molar #ow rates and reboiler and condenser duties.
To better compare our results with the design proposed by Okasinski and Doherty (1998) , which has a single feed and reaction zone, we have constrained the feed and reaction zone to a single (top) tray. For both Table 4 Column speci"cation and temperature pro"les for the best solution obtained (non-ideal VLE, distributed reaction zone): pressure"15 atm/ pressure"1 atm 1 and 15 atm, the results show that the lower costs of 15.04 and 15.05;10 US$ yr\ occur for a column with 7 and 8 trays, respectively at 1 and 15 atm. However, several feasible designs could be found from 5 to 17 trays with objective functions within 1% of the lowest cost, once more showing that the number of trays and column dimensions are not decisive variables. Fig. 14 shows the composition pro"les for the best solutions obtained, and Table 5 shows the corresponding temperature pro"les and relevant computed variables. The water feed at the bottom of the column is not null, since this is the torn variable which is required for the entire silmulation process. The optimum solutions for a single feed and reaction zone are marginally better (0.4%) than those for a distributed system, because the optimization problem is now much easier since the number of decision variables has decreased from up to 61 down to 5. Compared with the distributed feed designs, the molar volumes and the condenser and reboiler duties have decreased, and once again, the main di!erence between 1 and 15 atm is in the temperature pro"les. The reason why the results from the optimization are not signi"cantly dependent on the number of trays, column dimensions and reboiler and condenser duties is directly related to the cost functions that make-up the objective function. A closer inspection of these cost terms shows that, at the optimum solutions, the reactant costs (EO and W) make-up for more than 99% of the total cost. However, this does not mean that any feasible design has a low cost, since feasible designs with a cost up to 40;10 US$ yr\ can be easily obtained. Thus, with the available cost data, it may be concluded that while designing distillation columns for this reactive system may bene"t from optimization, any optimized feasible column design will have approximately the same total annualized cost, irrespective of the column dimensions, distributed or single-tray feed and reaction zone. Ciric and Gu (1994) propose an interesting technique for the synthesis of reactive distillation columns, which can be applied to generic situations where there is more than one chemical reaction, or when reaction equilibrium or constant molar #ows cannot be assumed. With this column model they have built an MINLP problem. The solution of this problem yields the optimum number of trays, the optimal feed tray locations and the composition pro"les. These authors solved the MINLP problem using a generalized Benders decomposition algorithm (Geo!rion, 1972) , assuming ideal VLE.
Conclusions
In this work, we propose a new simulation/optimization model for the MINLP formulation of reactive distillation columns as per Ciric and Gu (1994) , where the simulation algorithm is based on conventional distillation (Bastos, 1987) and the optimization is performed by stochastic algorithms, namely a simulated annealingbased MINLP algorithm (Cardoso et al., 1997) and an adaptive random search MINLP algorithm (Salcedo, 1992) . The simulation starts with an initial estimate of one molar feed #ow rate not speci"ed by the decision vector, viz. a torn variable. An estimate of the initial composition pro"le in the column is next obtained, which is further improved by a relaxation method. The material balance equations are then solved with the Newton}Raphson method, and a new composition pro"le is computed. The torn variable is re-evaluated and the equations describing the reactive distillation process are again solved. The algorithm ends up when the global material balance to the column is obeyed, after convergence on the torn variable, or when a non-plausible column is obtained. The problem solved is fairly large and highly non-linear, with a maximum (for a 20 tray column) of 61 degrees of freedom.
Optimizations were performed with both ideal and non-ideal VLE, and in this last case at 1 and 15 atm, for uncatalyzed reactions. For non-ideal VLE, optimizations were also performed by constraining the reaction zone to a single (top) tray. The results show that, irrespective of the VLE model and operating pressures, the objective function is very #at, with similar values at the optimum designs. This is also true if the feed and reaction zone is constrained to a single (top) tray. It can be concluded that, for this system, the number of theoretical stages is not an important decision variable, and optimum columns may be designed by "xing the number of stages (anywhere between 5 and 17) and simply solving the resulting NLP subproblem.
The results show that the proposed simulation/optimization algorithms are capable of providing solutions which are very close to the global optimum, and thus constitute viable methods for the design of reactive distillation columns. Further improvements include the use of Reaction (R2) * Production of diethylene glycol from ethylene glycol and ethylene oxide. (Ciric & Gu, 1994) . The reboiler and condenser investment costs are evaluated by The Newton}Raphson method performs better with an appropriate starting guess, and this estimate can be improved with the relaxation method described by Eq. (C.1). Due to the speci"city of the problem, a suitable value for the relaxation factor, "10\, was obtained by trial and error. This value gives good convergence in the simulation process, and produces values with physical signi"cance for all variables.
