Global effects of fluctuations in neural information processing.
We are interested in how the complex dynamics of the brain, which may include oscillations, chaos and noise, can affect the efficiency of neural information processing. Here, we consider the amplification and functional role of fluctuations, expressed as chaos or noise in the system. Using computer simulations of a neural network model of the olfactory cortex, we demonstrate how microscopic fluctuations can result in global effects at the network level. In particular, we show that the rate of information processing in associative memory tasks can be maximized for optimal noise levels. Noise can also induce transitions between different dynamical states, related to learning and memory. A chaotic-like behavior, induced by noise or by an increase in neuronal excitability, can enhance system performance if it is transient and converges to a limit cycle memory state. The level of accuracy required for correct pattern association further affects the rate of information processing. We discuss how neuromodulatory control of the cortical dynamics can shift the balance between rate and accuracy optimization, as well as between sensitivity and stability.