Abstract. Olkin [3] obtained a neat upper bound for the determinant of a correlation matrix. In this note, we present an extension and improvement of his result.
Introduction
The theory of majorization has produced fruitful applications; see [1, 4] . For two real vectors x = (x 1 , . . . , x n ) and y = (y 1 , . . . , y n ) ordered decreasingly, i.e., x 1 ≥ · · · ≥ x n and y 1 ≥ · · · ≥ y n , we write x ≻ y and say that x majorizes y if
y i , k = 1, . . . , n − 1.
Let R = (r ij ) be a given n × n correlation matrix. Put R = ( r ij ), where r ii = 1, r ij = r 1 for all i = j, and r 1 = i =j r ij n(n−1)
. In his elegant note [3] , Olkin proved that
As a consequence,
Here λ(A) = (λ 1 (A), . . . , λ n (A)) denotes the eigenvalues of an n × n matrix A; they are ordered decreasingly whenever we talk about majorization.
In this article, we intend to extend and improve Olkin's result (1.1). For this purpose, we need to employ the tool of variance majorization introduced in [2] . For two real vectors x = (x 1 , . . . , x n ) and y = (y 1 , . . . , y n ) ordered increasingly, i.e., x 1 ≤ · · · ≤ x n and y 1 ≤ · · · ≤ y n , we write x vm ≻ y and say that x variance majorizes y if where x[k] = (x 1 , . . . , x k ) and Var stands for variance. Note that the eigenvalues of a matrix are always ordered increasingly when we talk about variance majorization.
For a given n × n correlation matrix R = (r ij ), we construct two new matrices as follows. Put r 2 = i =j |r ij | 2 n(n−1)
. Clearly, |r 1 | ≤ r 2 ≤ 1. Let R be the n × n matrix whose diagonal entries are all 1 and off-diagonal entries are all r 2 ; let R be the n × n matrix whose diagonal entries are all 1 and off-diagonal entries are all −r 2 . Our main result is the following observation.
Proof. Direct computations show that the eigenvalues of R are 1 − r 2 with multiplicity n − 1 and 1 + (n − 1)r 2 with multiplicity 1. The eigenvalues of R are 1 + r 2 with multiplicity n − 1 and 1 − (n − 1)r 2 with multiplicity 1. Write them as λ( R) and λ(R) (in increasing order), respectively. It follows that
Thus λ( R), λ(R), and λ(R) all have the same mean and variance. Therefore, the desired result follows immediately from [2, Lemma 2.1].
Proof. The second inequality follows immediately by Theorem 1.1 and [2, Theorem 4.1]. If 1−(n−1)r 2 ≥ 0, the first inequality follows for the same reasons. If 1−(n−1)r 2 < 0, then det R < 0 ≤ det R.
Note that det R = (1 − r 2 ) n−1 1 + (n − 1)r 2 and det R = (1 − r 1 )
, 0] and decreasing on [0, 1]. Thus if r 1 ≥ 0, then det R ≤ det R, and Corollary 1.2 improves Olkin's (1.1) in this case. However, for r 1 < 0, det R > det R and det R < det R both could possibly happen, depending on how close r 1 is to
We give a few numerical examples to demonstrate the results. r 1 = 0, det R = 1; r 2 = 0.4082, det R = 0.6361. Clearly, det R is much smaller than det R. Slightly perturb the off-diagonal entries we can modify R so that r 1 < 0 and det R < det R. One may naturally define r p = i =j |r ij | p n(n−1)
1/p
, let R p be the n × n matrix whose diagonal entries are all 1 and off-diagonal entries are all r p , and wonder whether
holds true for all 1 < p < ∞. For 1 < p ≤ 2, since 0 ≤ r p ≤ r 2 , det R ≤ det R p , so that by Theorem 1.1, ( * ) holds true for such p. Thus, it is enough to ask whether ( * ) holds true for all 2 < p < ∞. Note that lim p→∞ r p = r ∞ := max i =j |r ij |. Thus if this were to happen, we must have det(R) ≤ (1 − r ∞ ) n−1 1 + (n − 1)r ∞ .
The following example, however, rejects this. 
