A stochastic version of the branch and bound method is proposed for solving stochastic global optimization problems. The method, instead of deterministic bounds, uses stochastic upper and lower estimates of the optimal value of subproblems, to guide the partitioning process. Almost sure convergence of the method is proved and random accuracy estimates derived. Methods for constructing random bounds for stochastic global optimization problems are discussed. The theoretical considerations are illustrated with an example of a facility location problem.
at x 2 X equals '(x; ), where ' : X X ! IR is quasi-convex in the rst argument for IP-almost all . If there are n facilities located at x 1 ; : : : ; x n 2X , the cost is f(x 1 ; : : : ; x n ; ) = min 1jn '(x j ; ) :
The objective is to place n facilities in such a w a y that the expected cost F(x 1 ; : : : ; x n ) = I E min 1jn '(x j ; ) is minimized. Since the objective function is invariant with respect to permutations of the locations x 1 ; : : : ; x n , w e can dene D i n a w a y excluding such permutations, e.g., D = f(x 1 ; : : : ; x n )2I R mn : c T x j c T x j+1 ; j = 1 ; : : : ; n 1 g , where c 2 IR m .
In the special case of n = 1 and '(x; ) = ( 0if d(x; ) ; 1 otherwise; (1:2) with some convex distance function d, one obtains the problem of maximizing the probability of the event A(x) = f ! 2 : d ( x; (!)) g. Example 1.2. A portfolio consists of n asset categories. In time period t the value of assets in category j grows by a factor j (t), where (t); t = 1 ; 2 ; : : : ; T , is a sequence of n-dimensional random variables. In the xed mix policy one re-balances the portfolio after each time period to keep the proportions of the values of assets in various categories (the mix) constant. Each selling/buying assets induces transaction costs of a fraction j of the amount traded (for example). The problem is to nd the mix that maximizes the expected wealth after T periods.
Denote the mix by x 2 X = fx 2 IR n : x j 0; j = 1 ; : : : ; n ; P n j =1 x j = 1 g and the wealth at the beginning of period t by W(t). Then at the end of period t the wealth in category j equals W(t)x j j (t), while the transaction costs necessary to re-establish the proportion x j are equal to j jW(t)x j j (t) x j W(t) P n =1 x (t)j. T h us W(t + 1 ) = W ( t ) n X j =1 (x j j (t) j jx j j (t) x j P n =1 x (t)j) :
The objective (to be maximized) has therefore the form:
F(x) = I E 8 < :
(x j j (t) j jx j j (t) x j P n =1 x (t)j) 9 = ; :
Again, the set D may express additional requirements on the investments.
Other examples of stochastic global optimization problems, in which m ulti-extremal nature of the problem results from integrality constraints on decision variables, can be found in [10] . All these examples have common features:
the objective function is multi-extremal; the calculation of the value of the objective requires evaluating a complicated multidimensional integral. It is clear that we need special methods for stochastic global optimization to be able to solve problems of this sort. The approach proposed in this paper is a specialized branch and bound method for stochastic problems.
The main idea, as in the deterministic case, is to subdivide the set X into smaller subsets and to estimate from above and from below the optimal value of the objective within these subsets. In the stochastic case, however, deterministic lower and upper bounds are very dicult to obtain, so we conne ourselves to stochastic lower and upper bounds: some random variables whose expectations constitute valid bounds. They are used in the method to guide the partitioning and deletion process. Since it is far from being obvious that replacing deterministic bounds by their stochastic counterparts leads to meaningful results, the analysis of this question constitutes the main body of the paper.
In section 2 we describe the stochastic branch and bound method in detail and we make a n umber of assumptions about the stochastic bounds. Section 3 is devoted to the convergence analysis; we prove convergence with probability one, derive condence intervals, and develop probabilistic deletion rules. In section 4 the problem of constructing stochastic bounds is discussed. We show that for many stochastic global optimization problems stochastic bounds can be easily obtained, while deterministic bounds and practically unavailable. Finally, in section 5 the theoretical considerations are illustrated with a computational example.
2 The method 2.1 Outline of the method
In the branch and bound method the original compact set X is sequentially subdivided into compact subsets Z X generating a partition P of X, such that S Z2P Z = X. Consequently, the original problem is subdivided into subproblems min x2Z\D [F (x) = I E f ( x; (!))]; Z 2 P : Let F (Z \ D) denote the optimal value of this subproblem. Clearly, the optimal value of the entire problem equals
The main idea of the stochastic branch and bound method is to iteratively execute three operations:
partitioning into smaller subsets, stochastic estimation of the objective within the subsets, removal of some subsets.
In the basic algorithm the procedure continues innitely, but at each iteration one has a probabilistic estimate of the accuracy of the current approximation to the solution.
Let us now describe in detail the concepts of partitioning and stochastic bounds. Assume that partitioning is done by some deterministic rule : for every closed subset Z X, ( Z ) is a nite collection of closed subsets Z i of Z such that S i Z i = Z. We consider the countable set S of subsets obtained from X by sequential application of the rule to all subsets arising in this process. The family S can be organized in a tree T(X).
The set X is the root node with assigned level 1, at level 2 there are nodes corresponding to the subsets of (X), etc. For each set Z 2 S , w e denote by lev(Z) the location depth of Z in T(X).
We make the following assumptions A1-A4. A1. For 
A3. There a r e r andom variables k (Z;!), k (Z;!), k = 1 ; 2 ; : : : ;dened on some probability space (; ; IP) such that for all compact Z X with Z \ D 6 = ; and for every
and for all compact Z;Z 0 X with Z \ D 6 = ; and Z 0 \ D 6 = ;, A4. 
for all compact Z;Z 0 X with Z \ D 6 = ; and Z 0 \ D 6 = ;, and all z;z 0 2 X, where
In Section 4 we shall discuss some ways of constructing a lower bound function L. Random functionsL(Z;(!)) will be constructed, such that
Then k (Z) satisfying A3 can be taken in the form
(Z; i ); n k 1; where i , i = 1 ; : : : ; n k , are i.i.d. observations of (!), satisfy A2-A4.
The algorithm
Let us now describe the stochastic branch and bound algorithm in more detail. For brevity, we skip the argument ! from random partitions and random sets.
Initialization. Form initial partition P 1 = fXg. Observe independent random variables 1 (X), 1 (X) and put L 1 (X) = 1 ( X ), U 1 (X) = 1 ( X ). Set k = 1 .
Before iteration k we h a v e partition P k and bound estimates L k (Z), U k (Z), Z 2 P k . P artitioning. Select 
where Z is such that Z Z 2 P k . Set k := k + 1 and go to Partitioning.
Convergence
Convergence of the stochastic branch and bound method requires some validation because of the probabilistic character of bound estimates.
3.1 Convergence a.s.
Let us introduce some notation. Remind that the partition tree T(X) consists of a countable set S of subsets Z X. F or a xed level l in T(X) w e dene S l = fZ 2 S j lev(Z) = l g ;
By condition A1,
F or a given l and all Z 2 S denote
S 2 S l ;if lev(Z) l and Z S 2 S l :
Correspondingly, i n troduce the projected partition
Let us observe that after a nite number of iterations, say l (!), the projected partition P l k (!) becomes stable (does not change for k > l ( ! )). Indeed, partitioning an element o f P k whose level is larger or equal than l does not change the projected partition, and the elements located above level l can be partitioned only nitely many times. 
In the analysis we shall exclude from some pathological subsets of measure zero, namely
By the Law of Large Numbers IP( Z ) = 0. By the integrability o f i , i and K(!) w e h a v e I P ( i ) = I P ( i ) = I P ( K ) = 0. Due to the countable number of exluded set of measure zero we h a v e I P( 0 ) = 1 :
For all ! 2 0 and all k the sets l (Z k (!)) can take v alues only from the nite family fZ 2 S :
Substituting the above inequality i n to (3.5) and passing to the limit with k ! 1 w e obtain
Using (3.3), (3.4) and (3.6) in (3.2) we conclude that with probability 1 lim
Since l was arbitrary, b y A1 and A3 we can make g(d l ) arbitrarily small, which proves assertion (i). The proof of (ii) is identical. 2
Theorem 3.1. Assume A1-A4. Then
(ii) all cluster points of the sequence fY k (!)g belong to the solution set X a.s., i.e.
lim sup
(iv) all accumulation points of the sequence of approximate solutions fx k (!)g belong to X a.s..
Proof. Let x 2 X . Let us x ! 2 0 and choose a sequence of sets Z k (!) 2 P k ( ! ) i n such a w a y that x 2 Z k (!) for k = 1 ; 2 : : : . By construction L(Z k ) F ; k = 1 ; 2 ; : : : :
Using Lemma 3.1 again we see that lim sup
Assume that there exists a subsequence fY k j (!)g, where k j ! 1 as j ! 1 , such that limL(Y k j (!)) < F . With no loss of generality w e can also assume that there is a subse-
Thus, with a view to Remark 2.1 and A2, Using Lemma 3.1(i) we obtain assertion (i).
Since for every y 1 (!) 2 lim supY k (!) one can nd a subsequence fY k j g satisfying (3.8), from (3.9) and (3.11) we get
which proves assertion (ii).
Let us consider the sequence fX k (!)g. By construction,
Proceeding similarly to the proof of (3.11) one obtains
Combining the last two relations and using Lemma 3.1(ii) we conclude that lim sup
On the other hand, by Lemma 3.1
where in the last equality w e used (i). Consequently,
which proves (iv). 2 
Accuracy estimates
Probabilistic accuracy estimates of current approximations s(X k ) can be obtained under the following additional assumptions. 
(Z; j ); where i and j are i.i.d. observations of (!). Additionally, w e obtain tighter bounds for variances of k (Z), k (Z):
Let us take condence bounds for L(Z), U(Z) in the form: 
The following chain of estimates holds:
where in the last inequality w e used the fact that F L(Z k ). 2 
Deletion rule
An important feature of the branch and bound method is the possibility to delete nonprospective subsets from the partition by using current l o w er and upper bounds of the optimal value within the subsets. In the stochastic case, however, because of the randomness of the bounds, deletion may lead to the loss of the optimal solution. Particular caution is needed when deleting sets with`poor' lower bounds. In the following deletion rule we do not delete subsets at each iteration, but only after carrying out a suciently large number N of iterations, and after deriving an independent estimate of the objective value at the current approximate solution.
We make the following additional assumption.
A7. A uniform bound 2 is known for the variances of all random variables k (Z;!) and k (Z;!), Z 2 S , k = 1 ; 2 ; : : : :
Deletion rule. After N steps we stop, take the subset X N (!) from the nal partition P N (!) and make N independent observations Ni (X N (!)), i = 1 ; : : : ; N , calculating a new estimate for U(X N (!)):
Then, for some accuracy 2 (0; 1), we delete all sets Z 2 P N ( ! ) such that
where c 2 N = 2 =(N):
Lemma 3.3. Let x be a solution of (1.1). Then Pfx is lost at the nal deletiong 2 : Proof. Let Z i (!) 2 P i ( ! ) b e s u c h that Z 1 (!) Z 2 (!) : : : f x g . Then IP fx is lostg
Ni (X N (!)) F + c N < 0 ) P 1 + P 2 ;
where
Denote by F i the -algebra generated by the sequence of observations made up to iteration i and by I E i i ( Z i ( ! ) ) = I E f i ( Z i ( ! )) j F i g the conditional expectation of i (Z i (!)) with respect to F i . Observe that Then, by (3.12) and Chebyshev inequality,
The estimation of P 2 is similar. 2 
Stochastic bounds
In the branch and bound method the original problem (1.1) is subdivided into subproblems of the form min Construction of stochastic lower bounds is more dicult. We shall discuss here some ideas that exploit the stochastic nature of the problem. It should be stressed, however, that together with them deterministic bounding techniques known in deterministic global optimization can be used (such as relaxation of integrality constraints, dual estimates, tangent minorants, bounds using monotonicity, etc., see [5] ).
Interchange relaxation
Interchanging the minimization and expectation operators in (4.1) we obtain the following estimate true: (x j (t) j (t) j jx j (t) j (t) x j (t + 1 ) P n =1 x (t) (t)j) 9 = ; ; (4.5) where in the last inequality w e additionally split the decision vector x into x(t), t = 1; : : : ; T+ 1. Let Z \ D f x 2 I R n : a j x j b j ; j = 1 ; : : : ; n g :
Then the optimal value of the optimization problem inside (4.5) can be estimated as follows. Denote by w j (t) the wealth at the beginning of period t in assets j, and by p j (t) and s j (t) the amounts of money spent on purchases and obtained from sales in category j after period t. The optimal value of our problem can be calculated by solving the linear program:
w j (t); t = 1 ; : : : ; T+ 1 ; a j W(t) w j (t) b j W(t); j = 1 ; : : : ; n ;t= 1 ; : : : ; T+ 1 ; w j ( t + 1 ) = j ( t ) w j ( t ) + p j ( t ) 1 + j s j ( t ) 1 j ; j = 1 ; : : : ; n ;t= 1 ; : : : ; T ; 
Using multiple observations
The simplest way to improve the lower bound (4.2) and its Monte-Carlo estimate would be to use M independent copies l of to obtain
IEf(x; l (!)) IE min where il are i.i.d. observations of , i = 1 ; : : : ; N ,l= 1 ; : : : ; M . Products of some quasiconcave functions may be still quasi-concave, so the optimization problem inside (4.9) may be easier to solve than (4.7). In particular, if ln f(; ) is concave, the problem in (4.9) is equivalent to the convex optimization problem
There is a broad class of so-called log-concave o r -concave functions for which similar transformations can be made (see [9, 13] ). This can be used to construct stochastic lower bounds by Monte-Carlo estimates of the right hand side of (4.11), exactly as in (4.3), (4.7) and (4.9), just the objective function is modied by the correction term (x; ). Of course, the quality of the resulting bounds depends on the choice of the function (x; ), which m a y b e i n terpreted as the value of information. It is theoretically possible to select the correction term in such a w a y that L (Z) = F ( Z \ D ). Indeed, setting (x; (!) ) = I E f ( x; (!)) f(x; (!)) one obtains equality in (4.11), but it has no practical meaning. Still, in some applications it may be possible to guess a good correction term. If the customer distribution IP sits on nitely many points, the problem is called in [3] the multisource Weber problem. In [3] a special branch and bound method is considered and in the case of = 1 and = 0, the polyhedral annexation algorithm is discussed.
Stochastic correction terms
It is also worth mentioning that the methods of so-called d.-c. optimization are applicable to our case, too, because ieach ' can be expressed as a dierence of two convex functions:
'(x; ) = 1
We shall not exploit this property. Instead, we shall use the quasi-concavity of each distance function '.
In the case of nitely many customers 1 ; : : : ; m located on the line, and with 0 1, it is sucient to consider facilities located at customers' points s , s = 1 ; : : : ; m . F or one facility ( x 2 I R 1 ) i t i s o b vious, since the function F(x) is concave b e t w een two neighboring customers and hence achieves its minimum at one of the ends. The same can be easily shown for many facilities, because the minimum of concave functions is concave. In these cases many ecient algorithms exist. There are also interesting extensions to network domains (see [6] ).
Our objective function is more general, non-concave (if > 1), and allows for a continuous distribution of the customers. The entire domain has to be considered as potential locations of facilities. The objective function may h a v e many local and global minima; to reduce their number we can safely restrict the search region X = [ 0 ; 1] kn by the additional requirement x 2 D = fx 2 IR n : x 1 1 x 2 1 : : :x n 1 g :
In the following subsections we shall show h o w to specialize the general ideas of the stochastic branch and bound method to the problem under considerations. In particular, we shall show that even for deterministic facility location problems, if we i n terpret them as stochastic problems, new classes of lower bounds can be derived.
Branching
The original hypercube X = [ 0 ; 1] kn is sequentially subdivided into hyperrectangles of the form X 0 = X 1 : : : X n , where X i = fx i 2 X : c i j x i j d i j ; j = 1 ; : : : ; k g ; i= 1 ; : : : ; n :
A t each step of the branch and bound method we rst select a subset X 0 with the smallest lower bound, then we nd the variable x i j with the longest feasible interval jd i j c i j j and divide this interval by half to produce two new subsets. ) :
Upper bound estimation
To calculate it one has to solve (quasi-convex) problems of the form min
which ere easy (simply project on the set X 0 i ), and non-convex problems of the form min which are more dicult, but for which simple lower bounds can be calculated.
Deletion rule
There are two reasons to delete a subset X 0 from the current partition P k :`infeasibility', i.e. X 0 \ D = ;, and`nonprospectiveness', i.e. L(X 0 ) > F ( x ) for some point x 2 X \ D.
The feasibility test for our set D amounts to checking the inequalitiesc i 1 d i 1 , i = 1; : : : ; n .
If the lower bounds L(X 0 ), X 0 2 P k , are calculated exactly as in the case of discrete distribution of customers, then`nonprospective' subsets can be safely deleted from the current partition. If we h a v e only stochastic estimates k (X 0 ) o f l o w er bounds L(X 0 ) then deletion of sets X 0 such that k (X 0 ) > F ( x ) leads to a heuristic branch and bound algorithm, which, nevertheless, can be helpful, if we apply it many times to the same problem.
Numerical results
To illustrate the properties of the method let us consider the facility location problem on the line with the distance function (5.1) with = = 2 and = 0 : 1. 2 ], so that the weight had the Beta distribution in [0; 1] with parameters (2,3). To allow an easy probabilistic interpretation the weights were normalized to get p s = w s = P m l=1 w l . All data are collected in Table 1 .
The performance of the method is summarized in Table 2 . The method terminated when the size of the record set was below 1 0 3 for each facility, or when the maximum number of iterations (10 5 ) w as reached.
We see that the method is capable of solving within a reasonable time problems with highly non-convex functions and with a large number of local minima. 
