Abstract. The main objective of this research is to introduce a practical method for smooth bound-constrained optimization that possesses worst-case evaluation complexity O(ε −3/2 ) for finding an ε-approximate first-order stationary point when the Hessian of the objective function is Lipschitz continuous. As other well-established algorithms for optimization with box constraints, the algorithm proceeds visiting the different faces of the domain aiming to reduce the norm of an internal projected gradient and abandoning active constraints when no additional progress is expected in the current face. The introduced method emerges as a particular case of a method for minimization with linear constraints. Moreover, the linearly constrained minimization algorithm is an instance of a minimization algorithm with general constraints whose implementation may be unaffordable when the constraints are complicated. As a procedure for leaving faces, a different method is employed that may be regarded as an independent device for constrained optimization. Such an independent algorithm may be employed to solve linearly constrained optimization problems on its own, without relying on the active-set strategy. A careful implementation and numerical experiments show that the algorithm that combines active sets with leaving-face iterations is more effective than the independent algorithm on which leaving-face iterations are based, although both exhibit similar complexities O(ε −3/2 ).
1. Introduction. In this paper, we address the problem of minimizing a smooth and generally nonconvex function within a region of the Euclidean finite-dimensional space. Initially, we present a cubic regularization algorithm with cubic descent that finds an approximate first-order stationary point with arbitrary precision ε or a boundary point of the feasible region with evaluation complexity O(ε −3/2 ). In addition, complexity for finding second-order stationary points and convergence results are presented. Secondly, we introduce an algorithm for minimization on arbitrary and generally nonconvex regions defined by inequalities and equalities. The evaluation complexity of this algorithm for finding first-order stationary points is also O(ε −3/2 ) when one uses cubic regularization of the functional quadratic approximation. The most general form, in which we use pth Taylor polynomials to define subproblems, has complexity O(ε −(p+1)/p ). A version of this algorithm for minimizing smooth functions with linear constraints is introduced and implemented for the case p = 2. Moreover, the problem of minimizing with linear constraints is also addressed in a different way. Namely, we consider each face of the polytope as a finite-dimensional region within which we may employ the algorithm first introduced in this paper. As mentioned above, such an algorithm either finds an approximate stationary point within the face or finds a point on its boundary. Then, as a natural combination of the first two algorithms so far introduced, we use the first one for minimizing within faces and the second one for giving up constraints when the current face is exhausted. This gives rise to a third algorithm with complexity O(ε −3/2 ) for finding ε-approximate firstorder stationary points. This method is implemented and compared with the second one. Therefore, the present paper introduces an algorithm with complexity O(ε −3/2 ) for finding approximate KKT points of linearly constrained optimization problems, as a result of the manipulation of a theoretical algorithm for constrained optimization. Theoretical algorithms for finding approximate KKT points of general nonlinear programming problems with complexity O(ε −3/2 ) have already been introduced [9] , but practical counterparts are not yet known.
Several numerical optimization traditions converge on the present work. Algorithms that use quadratic models for unconstrained problems and employ regularized or trust-regions subproblems combined with actual-versus-predicted reduction or cubic descent with proven complexity O(ε −3/2 ) were given in [15, 20, 21, 22, 31, 39, 47, 51] . Cubic regularization was introduced as a useful optimization tool in [45, 53] . The optimality of the complexity O(ε −3/2 ) was proved in [20] . The generalization of cubic regularization to arbitrary (p + 1)th regularization was given in [10] . In [44] , the complexity (close to O(ε −2 )) of quasi-Newton methods for unconstrained optimization was analyzed. The complexity of unconstrained optimization and some constrained optimization algorithms assuming relaxed Lipschitz (Hölder) conditions on the objective function was analyzed in [27, 43, 46] . The idea of minimizing on polytopes using a fast algorithm within faces combined with a suitable procedure to abandon exhausted faces is in the core of active-set methods for constrained optimization and may be found in several textbooks [14, 40, 52] . Many algorithms for solving general constrained optimization problems use subproblems that consist of the minimization of combinations of objective and constraint functions subject to linear constraints [14, 40, 50, 52] . The combined algorithm presented here uses ideas of [3, 4, 12, 13] , where the algorithm for leaving faces is the spectral projected gradient method [1, 16, 17, 18, 19] . In fact, Algorithm 4.1 presented in this work is based on the active-set strategies [3, 4, 12, 13] that, for leaving faces, use, as well as Algorithm 4.1, the comparison of different components of the projected gradient as in [14, 33, 35, 41] . On the other hand, in Algorithm 2.1 (which is used within the faces in Algorithm 4.1), successive iterates are computed using safeguarded regularization whereas in [3] the trust-region approach is employed and [4, 12, 13] use a line search approach. Moreover, Algorithm 4.1 introduced in this work and the algorithms introduced in [3, 4, 12, 13] also differ in the way of reaching the boundary and in the fact that the first one possesses a complexity analysis. This paper is organized as follows. Section 2 introduces the cubic regularization method that either finds an interior stationary point or stops at the boundary of the feasible region. First-and second-order complexity results are presented. In section 3, we introduce a model algorithm with (p+1)-regularized models for nonlinear programming. In section 4, we describe the method for minimization with linear constraints that combines the procedures of sections 2 and 3. In section 5, we compare the combined algorithm with the method presented in section 3 with p = 2 and with the method introduced in [3] . In section 6, we state some conclusions and lines for future research.
Notation.
Given Ω ⊆ R n , Int(Ω) denotes the set of interior points of Ω andΩ denotes its closure; if Ω is convex, P Ω (x) denotes the Euclidean projection of x onto Ω; ∇ and ∇ 2 are the gradient and Hessian operators, respectively; · denotes the Euclidean norm; N = {0, 1, 2, . . . }; g(x) denotes the gradient of f (x) and H(x) denotes its Hessian; λ 1 (H) denotes the leftmost eigenvalue of the symmetric matrix H; H k denotes H(x k ); h (x) denotes the Jacobian of h : R n → R q ; if a ∈ R, [a] + = max{a, 0}; and A † denotes the Moore-Penrose pseudoinverse of a matrix A.
2. Inner-to-the-face algorithm. Consider the problem Minimize f (x) subject to x ∈ Ω.
We assume that Ω ⊂ R n has nonempty interior and f : R n → R. In this section, we introduce an algorithm that finds an interior point that approximately satisfies firstand second-order conditions for unconstrained minimization; or, alternatively, it finds a point on the boundary of Ω. More precisely, either the algorithm generates a finite sequence x 0 , x 1 , . . . , xk such that the final point xk is on the boundary of Ω, x k ∈ Int(Ω) for all k <k, and f (xk) < f (xk
In the algorithm, for a given iterate x k and a trial step s trial , we consider the interiority condition
and the sufficient descent condition
The first step of the algorithm consists in computing, when possible, a solution s trial to the quadratic model
and checking whether it satisfies (1), (2) or not.
Step 2 (which is executed when the first step is not successful) consists in, by increasing the regularizing parameter ρ in a controlled way, finding a solution s trial = s trial (ρ) to the cubic regularized model
that satisfies (1), (2) . The algorithm computes exact solutions to (4) with a regularization parameter ρ that is not known a priori but belongs to a specified interval. Exact solutions are affordable in this case and using them is crucial for the practical performance of the algorithm.
Step 3 consists in verifying whether the regularizing parameter ρ happened to be too large or not. Completing the verification may require the calculation of a point on the boundary of Ω and this task is performed at Step 4. At the end, the computed new iterate may be a solution to (3) or (4) that belongs to the interior of Ω and satisfies the sufficient descent condition or a point on the boundary of Ω. In the latter case, the algorithm stops. The complete description of the algorithm follows.
, and J ≥ 0 are given. Initialize k ← 0.
Step 1. Set j ← 0.
Step 1.1. If (3) is not solvable, go to Step 2.
Step 1.2. Define ρ k,j = 0 and s k,j as a solution to (3). Step 1.3. If (1) does not hold with s trial = s k,j and j < J, compute, when possible, a point w on the boundary of Ω. If f (w) < f (x k ) then define x k+1 = w and stop.
Step 1.4. If (1) and (2) hold with
and go to Step 1. Otherwise, set j ← j + 1 (and continue at Step 2 below).
Step 2. Setρ ←ρ ini k .
Step 2.1. Define s k,j as a solution to (4) with ρ = ρ k,j for some
Step 2.2. If (1) does not hold with s trial = s k,j and j < J, compute, when possible, a point w on the boundary of Ω. If f (w) < f (x k ) then define x k+1 = w and stop.
Step 2.3. If (1) or (2) does not hold with s trial = s k,j , setρ ← ρ k,j , j ← j + 1 and go to Step 2.1.
Step 3. If
Step 4. Compute w = x k + s on the boundary of Ω in such a way that s is a solution to (4) 
k , set k ← k + 1 and go to Step 1. Algorithm 2.1 has been described in such a way that the only reason for stopping is to find an iterate on the boundary of Ω. In any other case, the algorithm generates an infinite sequence. Of course, in practice, stopping criteria are necessary (and they will be defined later) but, in theory, we are interested on the behavior of the potentially infinite sequence of iterates.
At Step 1.1, (3) is solvable if and only if H k is positive definite or H k is positive semidefinite and g(x k ) belongs to the range space of H k . Note also that, at Step 2.1, we solve the cubic regularization problem (4) with a regularization parameter ρ which is a priori unknown and may take any value between τ 1ρ and τ 2ρ . This may be done using a root-finding process that aims to compute the quadratic regularization parameter that corresponds to a cubic regularization one between the given bounds (see [15] for details). Recall that, as shown in [21, Thm. 3 .1], the set of solutions to cubic regularized problems, varying ρ, coincides with the set of solutions to quadratic regularized problems, varying σ.
At Steps 1.3 and 2.2, there exists the possibility of computing a magical step w−x k whose definition may depend on characteristics of Ω. Since, in practice, magical steps may rely on computing projections, we have in mind the case in which projecting onto Ω is an affordable task, like it is, for example, in boxes, balls, and spheres. This means that, if (1) does not hold with s trial = s k,j , we may define w as the projection of x k + s k,j onto Ω. This trick has been proved to be very useful in practice. A similar device is used in [49] . The number of magical steps per iteration is limited to J.
When the algorithm arrives to Step 3, a point x k + s k,j such that (1) and (2) hold with s trial = s k,j has been computed. If, in addition, ρ k,j ≤ M , x k +s k,j is accepted as the new iterate. The obvious question is why we do not accept the trial point x k +s k,j , in spite of it being interior and satisfying the sufficient descent condition, when (5) does not hold. The reason is that, since ρ k,j > M could be very big, s k,j could be unacceptably small and, so, sufficient descent could not mean satisfactory descent. This situation may only happen when j > 0 and x k + s k,j−1 / ∈ Int(Ω), which means that the previous trial point at the present iteration was rejected without testing its functional value because it was not interior. Accepting x k + s k,j as a new iterate or not involves computing an additional point at the boundary of Ω and this task is performed at Step 4.
The explanation that follows, related to the computation of a point on the boundary of Ω at Step 4, requires some background on trust-region and regularization subproblems, which may be found, for example, in [29, 15, 21, 47] .
Step 4 starts with x int = x k + s int ∈ Int(Ω), which satisfies (2), and
, where s int = s k,j and s out = s k,j−1 are solutions to (4) with ρ = ρ int = ρ k,j and ρ = ρ out = ρ k,j−1 , respectively, and ρ int > ρ out ≥ 0. This means that both s int and s out come from solving quadratic regularization problems with regularization parameters σ int = 3 s int ρ int and σ out = 3 s out ρ out , respectively, with σ int ≥ σ out ≥ 0 (see [47, Lem. 2.3] ). If x out is in the border of Ω then, at Step 4, we may define w = x out and there is nothing else to be done. Therefore, from now on we assume that x out / ∈ Ω. If σ int = σ out , we are in the so-called hard-case of the trust-region literature [29] . In this case, all the points in the segment [s int , s out ] are solutions to (4) 
) and the required point on the boundary may be found by bisection on the interval [σ out , σ int ]. Finally, it may be that σ int > σ out and s out is of the form s out = −(H k + σ out I) † g(x k ) + tv with t > 0, where v is an eigenvector of H k associated with its leftmost eigenvalue. This is also a hard-case situation. We handle it testing whether the point
) is interior to Ω or not. If it is interior, the required point on the boundary may be found by bisection on the segment [−( Remark 2.1. An attentive reader may observe that, when we rely on a bisectionlike process, the required point w on the boundary is obtained only in the limit, and not in a finite number of steps. This minor problem may be solved as follows. Assume that [x int , x out ] is the segment whose extremes are computed by the bisection procedure and that x int −x out ≤ τ small x int −x k 3 . At Step 4, we compute w ∈ [x int , x out ] such that w is on the boundary of Ω. Note that w may be analytically computed if the constraints are simple enough. In Remark 2.2, which follows Lemma 2.2, we show that this modification does not affect the theoretical proofs.
Assumption A1. There exists L > 0 such that for all x k computed by Algorithm 2.1 and all s trial considered at (2) we have that
Proof. If ρ k,j ≥ L + α, by Assumption A1, we have that
Since s k,j being a solution to (4) with ρ = ρ k,j implies that
follows from the last inequality.
Lemma 2.2. Suppose that Assumption A1 holds. Then, the sequence {x k } generated by Algorithm 2.1 is well defined. Moreover, if the algorithm does not stop at a boundary point at iteration k (in which case ρ k is undefined), we have that
Proof. Proving that the sequence {x k } is well defined consists in showing that, given x k ∈ Int(Ω), the point x k+1 is computed in finite time. If x k+1 is a solution to (3) computed at Step 1 or it is a point in the boundary of Ω computed at Steps 1.3, 2.2, or 4, we are done since those calculations involve a finite number of operations by definition. We now assume that x k+1 = x k + s k,j and s k,j is a solution to (4) with ρ = ρ k,j (computed at Step 3). Since x k is interior, for ρ k,j large enough we have that x k + s k,j is interior too, meaning that (1) holds with s trial = s k,j . Moreover, by Lemma 2.1, if ρ k,j ≥ L + α then (2) holds with s trial = s k,j . Thus, since the updating rule of ρ k,j implies that ρ k,j → ∞ when j → ∞, we have that x k + s k,j satisfying (1), (2) with s trial = s k,j is found in finite time. Let us now prove the boundedness of ρ k . If ρ k = ρ k,j is defined at Step 3 then we have that ρ k ≤ M . Assume now that ρ k = ρ k,j is defined at Step 4.1. By the definition of the algorithm, we have that ρ k,j ∈ [τ 1 ρ k,j−1 , τ 2 ρ k,j−1 ]. Moreover, the point w on the boundary of Ω was rejected. This point is of the form w = x k + s w with s w being a solution to (4) with ρ w satisfying ρ k,j−1 ≤ ρ w < ρ k,j . The point w was rejected because f (w) ≥ f (x k ), which means that (2) with s trial = s w does not hold. Therefore, by Lemma 2.1, we have that ρ w ≥ L + α. Thus, ρ k,j−1 < L + α and, in consequence, ρ k,j < τ 2 (L + α) as we wanted to prove.
Remark 2.2. Assume that the point w on the boundary is computed as described in Remark 2.1. Let γ > 0 be a Lipschitz constant for the objective function f . Then, in the case that f (w) ≥ f (x k ), we have that
This means that x int is a solution to the cubic regularized subproblem that does not satisfy the sufficient descent condition related to α = τ small γ. Then, by Lemma 2.1, x int comes from a regularization parameter ρ smaller than L + τ small γ. Then, as in Lemma 2.2, we would have
. This is enough to complete the complexity proofs.
The proofs of the next two lemmas are standard and may be essentially found, for example, in [24] and [51] .
and
The gradient of the objective function that defines (4) is g(
otherwise s k = 0 would not be a solution to (4) . Then, for all s = 0, 1 2
In particular, if s = 0 is an eigenvector associated with λ 1 (H k ), it turns out that
Taking limits for s → 0 it follows that λ 1 (H k ) ≥ 0 as we wanted to prove.
, and that {f (
lim
Proof. Since {f (x k )} is bounded below, (8) follows from the fulfillment of the sufficient descent condition (2) with s
Since s k → 0 and, by Lemma 2.2, ρ k is bounded, we have that (9) holds.
Assumption A2. Assumption A1 holds and, for all x k and s k computed by Algorithm 2.1,
A sufficient condition for the fulfillment of Assumption A2 comes from assuming that g(x k + s k ) is well represented by its linear approximation, namely,
In this case, Assumption A2 holds due to the gradient annihilation of the subproblem at Step 2. Moreover, a sufficient condition for the fulfillment of both Assumptions A1 and A2 is the fulfillment of a Lipschitz condition by the Hessian H(x). It is interesting to note that Assumption A2 requires (10) to be verified only with respect to increments s k that satisfy the interiority and the sufficient descent conditions, whereas Assumption A1 requires (6) to hold at every trial increment s trial . This remark is related to the weak-Lipschitz condition and the concept of path of iterates in [23, 25, 30] .
Lemma 2.5. Suppose that Assumption A2 holds. Then, for all x k and s k generated by Algorithm 2.1 such that
, we have that
Proof. By Assumption A2 and Lemma 2.2, we have that
Thus, (12) follows from (13) and the fact that (2) holds with s trial = s k .
Theorem 2.1. Suppose that Assumption A2 holds and let f target ∈ R, ε g > 0, and ε h > 0 be arbitrary. Let ρ max = max{M, τ 2 (L + α)}. Then, the number of iterations at which
and the number of iterations at which
Moreover, when ν = 0, the number of functional evaluations per iteration is bounded by
and, when ν = 1, the total number of functional evaluations performed at iterations at which
is, at most,
and the total number of functional evaluations performed at iterations at which
Proof. The maximum number of iterations (14) follows directly from Lemma 2.5.
is positive semidefinite at s = s k . By direct calculations, we see that this Hessian is given by
Let v k be an eigenvector of H k associated with λ 1 (H k ) and v k = 1. Then, by the
and, on the other hand, simple decrease may be checked at no more than J magical steps. This means that, at every iteration k, while (1) does not hold with s trial = s k,j , at most J functional evaluations are performed. Once (1) is satisfied, the limit (16) on the number of functional evaluations follows from the boundedness of ρ k for all k, given by Lemma 2.2, the fact that ρ k,0 = 0 by definition, and the updating rules for ρ k,j that guarantee that (a) if (3) is solvable then ρ k,j ≥ 2
for all j ≥ 1 and (b) if (3) is not solvable then ρ k,j ≥ 2 jρini k = 2 jρini 0 for all j ≥ 0. Let us consider now the case in which ν = 1. Let j k be such that ρ k = ρ k,j k . By the definition of the algorithm, the number of functional evaluations at iteration k is smaller than or equal to J + j k + 2. In order to establish a limit on the total number of functional evaluations, we will construct a bound for k =0 j for any k ≥ 0. By the definition of the algorithm, for all k ≥ 0, we have that (a) if
Therefore, an inductive argument shows that, for all k ≥ 0,
On the other hand, since, for all k ≥ 0, by Lemma 2.2,
Therefore, by (19) and (20), for all k ≥ 0, we have that
and, replacing k with κ 1 in (14) and with κ 2 in (15), we obtain the desired results (17) and (18), respectively. This completes the proof.
Theorem 2.2. Suppose that Assumption A2 holds and that the sequence {f (x k )} generated by Algorithm 2.1 is bounded. Then, either the sequence stops at some boundary point xk such that f (xk) < f (xk
or an infinite sequence is generated such that
Proof. If the sequence stops at a boundary point xk then f (xk) < f (xk
follows by the definition of the algorithm. Assume that the sequence does not stop at a boundary point. Since the sequence is bounded, by continuity, there exists f bound ∈ R such that f (x k ) > f bound for all k. Define f target = f bound . Let ε > 0 be arbitrary. By Theorem 2.1, taking ε g = ε we see that there exists k 0 such that, for all k ≥ k 0 , g(x k ) ≤ ε. The fact that lim k→∞ [−λ 1 (H k )] + = 0 has been proved in Lemma 2.4. This completes the proof.
High-order algorithms for constrained optimization.
Consider the problem (21) Minimize
where D ⊂ R n represents an arbitrary set. In this section, we introduce a class of methods for solving (21) . The algorithms to be introduced in this section can be used in connection with the algorithm introduced in section 2 in different ways. Therefore, this class of algorithms may be seen as independent procedures for solving the main problem (21) or as auxiliary devices for continuing Algorithm 2.1 when "a face" of D should be abandoned.
Algorithm 3.1 below is a high-order algorithm in which each iteration is defined by the approximate minimization of the pth Taylor approximation of the function f around the iterate x k as in [10] . In [10] , only unconstrained problems are considered and acceptance of trial points is based on the comparison of actual and predicted reductions, whereas here we use cubic descent with safeguards. If f : R n → R with continuous derivatives up to order p ∈ {1, 2, 3, . . .}, the Taylor polynomial of order p may be written in the form
where P j (x, s) is an homogeneous polynomial of degree j given by
Step 1. Set ρ ← 0.
Step 2. Compute s trial ∈ R n such that
Step 3. Test the conditions
If (26) holds, accept the step s trial . If only (27) holds, accept s trial or not according to criteria that will be specified later. If s trial is accepted, define s k = s trial , ρ k = ρ, and x k+1 = x k + s k , set k ← k + 1 and go to Step 1. Otherwise, update ρ ← max{ρ min , τ ρ} with τ ∈ [τ 1 , τ 2 ] and go to Step 2. Algorithm 3.1 is analogous to the main algorithm of [46] . In [46] , only Hölder conditions on the pth derivatives are used, instead of the Lipschitz conditions employed in Algorithm 3.1. Very likely both Algorithms 2.1 and 3.1, as well as the combined Algorithm 4.1 (which will be presented in the next section), may be adapted, relaxing Lipschitz continuity to Hölder continuity. However, the adaptation involves technical difficulties that are beyond the scope of the present paper. Condition (27) is not necessary for proving any of the theoretical results of Algorithm 3.1. This condition has been used in [6] and [7] . As will be seen later, it is an option to (26) that may be useful in cases in which an approximate solution to the subproblem (28) below is computationally hard to obtain. The trial increment s trial is intended to be an approximate solution to the subproblem
Differently from Algorithm 2.1, in Algorithm 3.1, we do not compute exact solutions to the regularized problem (28) . This is because, due to the presence of constraints in this subproblem, exact solutions are not easily available. The condition (25) is the minimal condition that should be imposed on an approximate solution to (28) in order to obtain meaningful results, although an obvious choice that satisfies (24) and (25) is s trial = 0, which is not useful at all and will be discarded later. On the other hand, note that (24) imposes full-precision feasibility on the approximate solutions s trial to (28) and, thus, it imposes some conditions on the kind of feasible sets D that can be tackled in practice.
Lemma 3.1. Assume that the sequence {x k } is generated by Algorithm 3.
Proof. If f is bounded below, the number of iterations at which s k = s trial satisfies (27) is obviously finite. Therefore, after a finite number of iterations, all the accepted iterates satisfy (26) . The proof follows straightforwardly from the hypotheses of the lemma and (26).
The following assumption coincides with Assumption A1 in the case in which p = 2.
Assumption A1. There exists L > 0 such that for all x k computed by Algorithm 3.1 and all s trial considered at (26) we have that
Lemma 3.2. Suppose that Assumption A1 holds. If the regularization parameter ρ in (25) satisfies ρ ≥ L + α then a trial step s trial that satisfies (25) also satisfies the sufficient descent condition (26).
Proof. By Assumption A1,
Then, by (25) , 
Assumptions A1 and A2 are satisfied if the pth derivatives of f satisfy a Lipschitz condition (see [10] ). As in the case of Assumptions A1 and A2, observe that Assumption A1 must hold for every trial increment s trial , whereas Assumption A2 must hold only at the accepted increments s k .
Assumption A3. The set D is defined by
where the functions h i are continuously differentiable. Moreover, every feasible point of (30) satisfies a constraint qualification.
Assumption A3 implies that, for any function ϕ : R n → R, if z is a minimizer of ϕ subject to z ∈ D, associated KKT conditions hold. For the sake of simplicity and without loss of generality, we formulated the definition of D only in terms of inequality constraints. Implicitly, we assume that if equality constraints are present, they are expressed as pairs of inequalities.
For all x ∈ D, we define
We say that L(D, x) is the linear approximation of D around x. Given x ∈ D and a function ϕ, we define
This notion has been introduced by Dunn [36, 37, 38] and used several times in the optimization literature. See, for example, [28] . Direct calculations show that x satisfies the KKT conditions of the problem of minimizing ϕ onto D if and only if ∇ D ϕ(x) = 0. If there exists
we say that x * satisfies the approximate gradient projection (AGP) sequential optimality condition [2, 48] . A worst-case complexity analysis for a constrained optimization algorithm that uses ∇ D may be found in [26] .
Assumption A4. There exists θ > 0 such that, for all k ∈ N, s k satisfies
Assumption A4 with (32) states that the accepted increment s k satisfies, approximately, an AGP optimality condition. If the constraints satisfy some constraint qualification, every minimizer of (28) satisfies the AGP condition and, consequently, also fulfills (32) . Therefore, (32) states the degree of accuracy with which one wishes to solve the subproblems. Note that Assumption A4 eliminates the possibility of taking s k = s trial = 0. Note also that the degree of accuracy (32) is required not for all the subproblems but only to the ones that, ultimately, define algorithmic progress. Condition (31) (or (27) ) is an alternative to the combination of (26) plus (32) for the case in which, in practice, the algorithm that solves the subproblems (28) has difficulties in satisfying (32) . Lemma 3.3. Suppose that Assumptions A2, A3, and A4 hold and that the sequence {x k } is generated by Algorithm 3.1. Then, at each iteration k such that s k = s trial satisfies (26) and (32), we have that
Proof. By the definition of ∇ D , we have that
where the first inequality follows from the contraction property of projections and the last inequality follows from Assumption A2. This means that
where the first inequality follows from (34), the second inequality follows from (32) , and the third inequality follows from the fact that x k + s k belongs to L(D, x k + s k ) and, therefore, for any z ∈ R n , P L(D,x k +s k ) (z) is closer to x k +s k than z itself. Finally, by Lemma 3.2, we have that ρ ≤ τ 2 (L + α), which implies the desired result.
Lemma 3.4. Suppose that Assumptions A2, A3, and A4 hold and that the sequence {x k } is generated by Algorithm 3.1. Then, at each iteration k such that s k = s trial satisfies (26) and (32), we have that
Proof. The result follows straightforwardly from Lemma 3.3 and (26).
Theorem 3.1. Suppose that Assumptions A2, A3, and A4 hold and that the sequence {x k } is generated by Algorithm 3.1. Let f target ∈ R and ε d , ε g > 0 be arbitrary. Then, the number of iterations k such that s k = s trial satisfies (26) and (32) and
is not greater than
and the number of iterations k such that (31) holds and f (x k ) > f target is not greater than
Moreover, the number of functional evaluations per iteration is bounded above by
Finally, if {f (x k )} is bounded below, the number of iterations at which (31) holds is finite and
Proof. The bounds (36) and (37) on the number of iterations follow from Lemma 3.4 and (31), respectively. The bound on the number of functional evaluations per iteration follows from the updating rule for ρ and Lemma 3.2, while (38) follows from Lemma 3.4 and the boundedness of {f (x k )}.
If the constraints h(x) ≤ 0 satisfy a constraint qualification, the global minimizers to the subproblem satisfy the KKT conditions and, so, Assumption A5 implies (32) in Assumption A4. Theorem 3.2. Suppose that Assumption A2, A3, A4, and A5 hold and that the sequence {x k } is generated by Algorithm 3.1. Let x * be a limit point of {x k }. Then, there exists ρ * ∈ [0, τ 2 (L + α)] such that s = 0 is a global minimizer of T p (x * , s) + ρ * s p+1 subject to x * + s ∈ D.
Proof. By Lemma 3.2, ρ k ∈ [0, τ 2 (L + α)] for all k ∈ N. Therefore, there exists ρ * ∈ [0, τ 2 (L + α)] and an infinite sequence of indices K such that lim k∈K ρ k = ρ * and lim
Let s ∈ R n be arbitrary and such that x k + s ∈ D. By Assumption A5, we have that
Taking limits in this inequality for k ∈ K and using the continuity of the derivatives of f up to order p, the fact that, by Lemma 3.1, s k → 0 and ρ k → ρ * , we obtain that
Since s satisfying x * + s ∈ D is arbitrary, we obtain the desired result.
Recall that, if a point x * is an unconstrained local minimizer of a function f , we have that such a point is p-stationary. A point x ∈ R n is said to be q-order stationary (with 1 ≤ q ≤ p) if it is (q − 1)-order stationary and, for all v ∈ R n such that P 0 (x, v) = · · · = P j−1 (x, v) = 0, one has that P j (x, v) ≥ 0. By convention, we say that every point x ∈ R n is 0-order stationary and P 0 (x, v) = 0. Note that p-stationarity may hold at points that are not minimizers at all. For example, x = 0 is p-stationary for the univariate function −x p+1 for all p ≥ 1 but is not a local minimizer for any p.
Corollary 3.1. Assume that q = 0 (that is, D = R n and the problem is unconstrained). Under the hypotheses of Theorem 3.2, the limit point x * is m-order stationary for all m ≤ p.
Proof. By Theorem 3.2, s = 0 is q-order stationary for the function T p (x * , s) + ρ * s p+1 . But the conditions of q-order stationarity of this function at s = 0 are the same as the ones of f at x * since all their derivatives up to order p coincide.
An m-order stationary condition for local minimization of ϕ(x) subject to x ∈ D is a property that involves derivatives up to order m of ϕ as well as properties of D and must be satisfied by any local minimizer of ϕ. Since, for all m ≤ p, the m-order partial derivatives of f at x * coincide with those of T p (x * , s) + ρ * s p+1 at s = 0, we may extend Corollary 3.1 to the constrained optimization case as follows.
Corollary 3.2. Under the hypotheses of Theorem 3.2, the limit point x * is morder stationary for all m ≤ p.
Linearly constrained optimization.
In this section, we consider the problem
where D ⊂ R n is a polytope defined by
Algorithm 3.1 may be used as an independent algorithm to tackle the linearly constrained optimization problem (39) or it may be employed as the leaving-faces ingredient of an active-set strategy as in [3, 4, 12, 13, 14] . In [3, 4, 12, 13, 14] , when the leaving-face criterion holds, the current face of a feasible set is abandoned using an iteration of the SPG method. However, the SPG method is also a competitive algorithm for solving large-scale problems with simple constraints. In the same sense, a single iteration of Algorithm 3.1 will be used here to leave faces, although Algorithm 3.1 may be considered as an independent algorithm for solving (39) . Given I ⊆ {1, . . . , q}, we define the (open) face F I by
Note that D is the union of the sets F I for I ⊆ {1, . . . , q} and I 1 = I 2 implies that F I1 ∩ F I2 = ∅. We define V I as the smallest affine subspace in which a nonempty face F I is contained and S I as the corresponding parallel linear subspace; we define n I as the dimension of V I . Then, either a nonempty face F I is a single point or V I may be parameterized in terms of n I ≥ 1 "free" parameters y ∈ R n I . Moreover, when a nonempty face F I is not a single point, the interior of F I is nonempty in terms of the variables y. Assume that the columns of Q I ∈ R n×n I are orthonormal and that S I is parameterized as the set of linear combinations Q I y with y ∈ R n I . Givenx ∈ V I , every element x ∈ V I can be expressed in the form x =x + Q I y. Definê f (x; y) = f (x + Q I y). belongs to a face F I and some criterion is satisfied, the computation of x k+1 consists in performing an iteration of Algorithm 2.1 for the minimization off (x k ; y) within F I (the closure of F I ), which is a polytope in the space R n I .
We now consider the projection of g(x) onto S I , which is given by
and, for all x ∈ F I , the projection of g I (x) ontoF I , which is given bȳ
Note that, if x =x + Q I y,
where the inequality follows from the contraction property of projections and the equality holds by the definition of g I . For any x ∈ D, since D being a polytope implies that L(D, x) = D, we define
Given an iterate x k ∈ F I , the test that determines whether the current face F I still deserves to be explored or should be abandoned involves a fraction r ∈ (0, 1) and the quantities ḡ I (x k ) and g P (x k ) . If
then, as already mentioned above, x k+1 is computed by performing an iteration of Algorithm 2.1 minimizingf (x k ; y) withinF I . Otherwise, it is time to abandon the face and the new iterate x k+1 is computed by performing a single iteration of Algorithm 3.1 (with p = 2) applied to the minimization of f (x) within D. The complete description of the algorithm follows.
Algorithm 4.1. Let x 0 ∈ D, α > 0, and r ∈ (0, 1) be given. Set k ← 0.
Step 1. Let F I be the face that contains x k . Consider the test
Step 1.1. If (40) holds, compute x k+1 performing one iteration of Algorithm 2.1 applied to the minimization off (x k ; y) subject to x k + Q I y ∈F I . Step 1.2. If (40) does not hold, compute x k+1 performing one iteration of Algorithm 3.1 with p = 2 applied to the minimization of f (x) subject to x ∈ D.
Step 2. Update k ← k + 1 and go to Step 1.
Conditions similar to (40) for deciding to remain on faces have been used in [41] and works of Dostal [32, 33, 34, 35] and also by other authors (see [14] and the references therein). In the theorem below, there is some abuse of notation when the results of applying Algorithm 2.1 to the minimization of f (x) subject to x ∈ Ω are considered valid for the application of Algorithm 2.1 to the minimization off (x k ; y) subject to x k + Q I y ∈F I . Of course, both problems are of the same type. Avoiding this abuse of notation would involve restating all the assumptions and results in section 2.
Theorem 4.1. Suppose that Assumptions A2, A2 (with p = 2), A3, and A4 hold and that the sequence {x k } is generated by Algorithm 4.1. Let f target ∈ R and ε g = ε d > 0 be arbitrary. Then, the number of iterations k such that
the number of functional evaluations per iterations is bounded above by
when Algorithm 2.1 is used with ν = 0; and the total number of functional evaluations is bounded above by
when Algorithm 2.1 is used with ν = 1. Finally, if {f (x k )} is bounded below, the number of iterations at which (31) holds is finite and (44) lim
Proof. If (40) does not hold, x k+1 is computed performing an iteration of Algorithm 3.1 with p = 2 and then, by Lemma 3.4, we have that
Assume now that x k ∈ F I , that x k+1 = x k + Q Iỹ was computed by performing an iteration of Algorithm 2.1 applied to the minimization off (x k ; y) subject to x k +Q I y ∈ F I , and that x k+1 belongs to F I and not toF I \F I (i.e., the boundary of F I ). Assume, in addition, that (46) ḡ
Then, by Lemma 2.5,
, and we are assuming that ḡ I (x k+1 ) ≥ r g P (x k+1 ) , (47) implies that
Inequalities (45) and (48) show the decrease in the objective function that is obtained when, at iteration k, the new iterate x k+1 is computed, respectively, by (a) a single iteration of Algorithm 3.1 or (b) a single iteration of Algorithm 2.1 that computes an iterate that belongs to the interior of the current face and such that (46) holds. There are two cases that were not considered yet. Let F I be the face to which x k belongs. The first case corresponds to the case in which x k+1 is computed by a single iteration of Algorithm 2.1 and x k+1 belongs to the boundary of the current face, i.e., x k+1 ∈F I \ F I . In this case, (47) may not hold and only a simple decrease of the form f (x k+1 ) < f (x k ) is granted. The second case corresponds to the case in which x k+1 ∈ F I is also computed by a single iteration of Algorithm 2.1 but
In this case, (47) still holds, but due to (49) , the functional decrease O( g P (x k+1 ) 3/2 ) can not be established.
In order to cope with this state of facts, we will consider a sequence of q + 3 consecutive iterates x , x +1 , . . . , x +q+2 aiming to establish that the decrease from
) for some j between 1 and q + 2. Since, by the definition of the algorithms, we have that
, it would be enough to establish that there exists j, 1 ≤ j ≤ q + 2, such that the decrease from f (
). We will denote by F I +j the face to which x +j belongs for j = 0, 1, . . . , q + 2. The analysis will be divided into three possible cases.
(a) There exists j, 1 ≤ j ≤ q + 2, such that x +j was computed performing an iteration of Algorithm 3.1. (b) There exists j, 1 ≤ j ≤ q + 2, such that x +j was computed performing an iteration of Algorithm 2.1 and
(c) For all j, 1 ≤ j ≤ q + 2, x +j was computed performing an iteration of Algorithm 2.1 and (50) does not hold, i.e.,
In cases (a) and (b), the desired decrease is given by (45) and (48), respectively. Let us analyze case (c). If ḡ I +j (x +j ) ≥ r g P (x +j ) for some 1 ≤ j ≤ q + 1 then, by the definition of Algorithm 4.1, the iterate x +j+1 is computed performing an iteration of Algorithm 3.1, which is a contradiction. Therefore, in case (c) we must have that for all j, 1 ≤ j ≤ q + 1, x +j was computed performing an iteration of Algorithm 2.1 and x +j ∈F I +j−1 \ F I +j−1 . But, in this case, each iterate has at least one more active constraint than the previous iterate, meaning that x +q+2 should have at least q + 1 active constraints, which is a contradiction because the problem being solved has q constraints. This means that case (c) can never occur and the desired decrease was established.
Up to now, we have proved that, for any given q + 3 consecutive iterates x , x +1 , . . . , x +q+2 , it must follow that (51)
for some j between 1 and q + 2, from which (41) follows.
Let us now consider the number of functional evaluations. If Algorithm 2.1 is used with ν = 0 then (42) follows from Theorems 2.1 and 3.1, which exhibit the bound on the number of functional evaluations per iteration of Algorithms 2.1 with ν = 0 and 3.1, respectively. Assume now that Algorithm 2.1 is used with ν = 1. Let κ 1 , κ 2 ≥ 0 satisfying κ 1 +κ 2 ≤ κ be the number of iterations of Algorithms 3.1 and 2.1 executed by Algorithm 4.1. Moreover, let κ 2,i ≥ 0 be the number of consecutive iterations of Algorithm 2.1 that are executed in between the (i − 1)th and the ith iterations of Algorithm 3.1 for i = 2, . . . , κ 1 , while κ 2,1 ≥ 0 and κ 2,κ1+1 ≥ 0 are, respectively, the number of consecutive iterations of Algorithm 2.1 before the first and after the last iteration of Algorithm 3.1. Clearly, κ1+1 i=1 κ 2,i = κ 2 . By Theorem 3.1, each iteration of Algorithm 3.1 consumes no more than (52) log τ1 τ 2 (L + α) ρ min + 1 functional evaluations, while, by Theorem 2.1, each group of consecutive κ 2,i iterations of Algorithm 2.1 consumes no more than
functional evaluations for i = 1, . . . , κ 1 + 1. Summing (52) and (53), we have that the total number of functional evaluations consumed by Algorithm 4.1 is bounded above by
where κ 2 = κ1+1 i=1 κ 2,i and κ 1 + κ 2 ≤ κ. Distributing, it is easy to see that (54) is smaller than or equal to
and, therefore, (43) follows from (52), (55), and the fact that κ 1 + κ 2 ≤ κ. Finally, (44) follows from the boundedness of {f (x k )} and (51).
Numerical experiments.
We implemented Algorithms 2.1, 3.1 (for the p = 2 case only), and 4.1 in Fortran 90, for the particular case in which the feasible set D is given by D = {x ∈ R n | ≤ x ≤ u}, where , u ∈ R n , i ≤ u i (i = 1, . . . , n), and i and u i may be ∓∞ for some i, i.e., for box-constrained minimization. In Algorithm 2.1 (Step 2.1), a solution to (4) is computed using the method introduced in [15] . The increment s trial in Algorithms 3.1 is computed by approximately solving (28) by the projected-gradient method (see, for example, [5, sect. 2.3]). It is worth noting that, in practice, we enforce the satisfaction of Assumption A4 with s k = s trial . With this objective, we impose a maximum number of iterations to the projected-gradient method applied to (28) . If the projected-gradient method stops satisfying (32) with s k = s trial and (26) holds then the step s trial is accepted. If the projected-gradient method reaches the maximum number of iterations but (31) holds with s k = s trial (or, equivalently, s trial satisfies (27) ) then the step s trial is accepted. In any other case, we proceed, as already described in Algorithm 3.1, by increasing the regularizing parameter ρ. Note that, with these choices, Assumption A4 is satisfied.
In the numerical experiments, following [15] , we considered α = 10 −8 , M = 10 3 , τ 1 = 2, τ 2 = 50, and ρ min = 10 −6 in Algorithm 2.1. Values of J ∈ {0, 1, 10}, which correspond to no magical steps, a single magical step per iteration, and at most 10 magical steps per iterations, respectively, will be tested. In Algorithm 3.1, we arbitrarily considered α = 10 −8 , ρ min = 10 −6 , τ 1 = τ 2 = 10, θ = 1, and β = 1. In Algorithm 4.1, we arbitrarily considered α = 10 −8 and r = 0.1. As a stopping criterion for Algorithms 3.1 and 4.1, we considered the condition
with ε = 10 −6 . It should be noted that none of these parameters were subject to tuning at all. All of them were chosen because they seemed to be "natural choices" and the intention of the numerical experiments below is not to deliver the most robust or efficient version of the proposed method but to illustrate its practical behavior in terms of consumption of functional evaluations.
We performed numerical experiments considering all the 105 bound-constrained problems from the CUTEst [42] collection (version 1.1, June 17, 2013) with less than 10,000 variables (considering the default dimension of the problems). All tests were conducted on a computer with 3.5 GHz Intel Core i7 processor and 16GB 1600 MHz DDR3 RAM memory, running OS X Yosemite (version 10.10.5). Codes were compiled by the GFortran Fortran compiler of GCC (version 7.2.0) with the -O3 optimization directive enabled.
The focus of the numerical experiments is to evaluate the performance of the proposed methods in terms of number of functional evaluations. With this purpose, we evaluated Algorithms 3.1 and 4.1 with J ∈ {0, 1, 10}. Preliminary numerical experiments showed that Algorithm 4.1 is more efficient when Algorithm 2.1 uses the strategy given by ν = 1 for updating the regularization parameter. (A comparison of these two strategies in the context of unconstrained minimization can be found in [8] .) It should be noted that both strategies (ν = 0 and ν = 1) consider as first trial at every iteration the null regularization parameter. For this reason, the efficiency of the strategy given by ν = 1 is not related to the lack of a lower bound on the regularization parameter, but it is due to the fact that each iteration starts with a regularization parameter that is close to the one that was successful in the previous iteration, saving functional evaluations. Algorithm 4.1 was also compared with the active-set method for bound-constrained minimization introduced in [3] named Betra. As already mentioned in the introduction, Betra uses a trust-region strategy within the faces and spectral projected gradients for leaving faces. Therefore, Algorithm 4.1 could be seen as the method as close as possible to Betra that possesses worst-case evaluation complexity results and, thus, the results of this comparison could be interpreted as an answer to the question as to whether it is profitable or not to develop practical methods possessing worst-case evaluation complexity theoretical results.
In order to make the experiments affordable, a CPU time limit of one hour was applied to each pair algorithm/problem. Since the analysis of the performance was based on functional evaluations, problems in which at least one of the methods fails in satisfying the stopping criterion (56) within the CPU time limit will be (reported and) eliminated from the comparison.
We first analyze the performance of Algorithm 4.1 varying J ∈ {0, 1, 10}. Algorithm 4.1 with J ∈ {0, 1, 10} satisfied the stopping criterion (56) within the CPU time limit in 90, 97, and 97 problems, respectively. Eliminating the problems in which at least one of the variants failed (in satisfying the stopping criterion within the CPU time limit), we obtain a subset with 90 problems. (Detailed information regarding the performance of each method on each problem can be found at http://www.ime.usp.br/ ∼ egbirgin/.) For a given problem, let f 1 , f 2 , and f 3 be the value of the objective function at the final iterate delivered by each variant of Algorithm 4.1, respectively. Following [11] , we will say that the methods being compared found equivalent solutions if
where f best = min{f 1 , f 2 , f 3 }. Applying this criterion to the 90 problems in which the three variants of Algorithm 4.1 satisfied the stopping criterion within the imposed CPU time limit, we obtain that they found equivalent solutions in 81 problems. The efficiencies of the variants are compared using these 81 problems in the performance profile displayed in Figure 1 (see color figures in the online version), while Table 1 shows the details of the performance of the methods in the other 105 − 81 = 24 problems (in which at least one of the methods did not satisfy the stopping criterion within the imposed CPU time limit or the three methods satisfied the stopping criterion but they found nonequivalent solutions). In the table, "SC" stands for stopping criterion, "CO" means that the stopping criterion (56) was satisfied, "TE" means that the CPU time limit was achieved, and "UN" means that the method stopped because an iterate x k satisfying f (x k ) ≤ −10 10 was found (suggesting that the objective function is unbounded from below within the feasible region D). It is not easy to make conclusions on the robustness of the methods from the figures in the table that correspond to problems in which at least one of the methods did not satisfy the stopping criterion within the limit imposed on the CPU time. This is because, doing that, we take the risk of attributing lack of robustness to a method due to something that, in fact, may be lack of efficiency. Therefore, we restrict ourself to Table 1 Performance of Algorithm 4.1 with J ∈ {0, 1, 10} in the problems in which at least one of the three variants did not satisfy the stopping criterion within the CPU time limit or they found nonequivalent solutions.
Problem
Algorithm 4.1 with J = 0 Algorithm 4.1 with J = 1 Algorithm 4.1 with analyzing problems Biggsb1, Hadamals, Maxlika, Palmer4, Palmer8e, Powellbc, S368, Sineali, and Weeds, which are the nine problems in which the three methods satisfied the stopping criterion but found different solutions. In those problems, Algorithm 4.1 with J ∈ {0, 1, 10} found a final iterate with a smaller objective functional value (than the one found by the other variants) in five, six, and four problems, respectively. The conclusion is that Algorithm 4.1 with J = 1 appears to be the most robust and efficient version of Algorithm 4.1 and that it performs only a few unsuccessful magical steps that require extra functional evaluations. We now compare the performances of Algorithms 3.1 and 4.1 with J = 1. Algorithm 3.1 satisfied the stopping criterion (56) within the CPU time limit in 87 problems (recall that this number is 97 for Algorithm 4.1 with J = 1). Both algorithms succeeded in satisfying the stopping criterion within the CPU time limit in 87 problems and, among them, they found equivalent solutions in 79 problems. The efficiency of both algorithms is compared considering these 79 problems in the performance profile displayed in Figure 2 (see color figures in the online version). Details of the performance of the methods in the other 105 − 79 = 26 problems are given in Table 2 . In the table, it can be seen that both methods satisfied the stopping criterion but found nonequivalent solutions in the following eight problems: Camel6, Chebyqad, Eg1, Hadamals, Palmer3, Palmer3e, Palmer4, and Palmer7a. 
Algorithm 3.1 Algorithm 4.1 with Finally, we compare the performances of Algorithm 4.1 with J = 1 and Betra. Betra satisfied the stopping criterion (56) within the CPU time limit in 96 problems (recall that this number is 97 for Algorithm 4.1 with J = 1). Both algorithms succeeded in satisfying the stopping criterion within the CPU time limit in 92 problems and, among them, they found equivalent solutions in 83 problems. The efficiency of both algorithms is compared considering these 83 problems in the performance profile displayed in Figure 3 (see color figures in the online version). Details of the performance of the methods in the other 105 − 83 = 22 problems are given in Table 3. In this table, "LP" in the column related to the stopping criterion of Betra means "lack of progress." In the table, it can be seen that both methods satisfied the stopping criterion but found nonequivalent solutions in the following nine problems: Chebyqad, Deconvb, Hadamals, Maxlika, Palmer2e, Palmer3e, Palmer7a, S368, and Sineali. Algorithm 4.1 found smaller functional values in six cases and larger functional values in three problems. The conclusion is that Algorithm 4.1 (with J = 1) appears to be more efficient and robust than Betra. Table 3 Performance of Algorithm 4.1 with J = 1 and Betra in the problems in which at least one of them did not satisfy the stopping criterion within the CPU time limit or they found nonequivalent solutions.
Algorithm 4.1 with J = 1 Betra 6. Conclusions. In this paper we introduced the following algorithms: (1) Algorithm 2.1 addresses the minimization of f with general constraints finding an interior point with sufficiently small gradient or a point on the boundary at which the function decreases; (2) Algorithm 3.1 aims to minimize a function on an arbitrary domain using a high-order Taylor-like model at each iteration; and (3) Algorithm 4.1 minimizes a function with linear constraints employing Algorithm 2.1 within the faces and a single iteration of Algorithm 3.1 (with p = 2) for discarding active constraints. Algorithm 2.1 achieves the goal of finding an interior point with gradient norm smaller than ε or a sufficiently good point on the boundary with complexity O(ε −3/2 ). Algorithm 3.1 finds a point whose "continuous projected gradient" norm is smaller than ε with complexity O(ε −(p+1)/p ). Algorithm 4.1 finds a continuous projected gradient norm smaller than ε, also with complexity O(ε −3/2 ). The comparison of Algorithm 3.1 (with p = 2) against Algorithm 4.1 for solving box-constrained optimization problems reveals that Algorithm 4.1 is more efficient and robust, while the comparison of Algorithm 4.1 against Betra shows that Algorithm 4.1 is also more efficient and robust than Betra, suggesting that developing practical methods that possess worst-case evaluation complexity results may be profitable.
