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Abstract
Multivariate regression is a widespread computational technique that may give
meaningless results if the explanatory variables are too numerous or highly collinear.
Tikhonov regularization, or ridge regression, is a popular approach to address this
issue. We reveal here a formal analogy between ridge regression and statistical
mechanics, where the objective function is comparable to a free energy, and the ridge
parameter plays the role of temperature. This analogy suggests two new criteria to
select a suitable ridge parameter: the specific-heat (Cv) and the maximum penalty
(MP) fits. We apply these methods to the calibration of the force constant in elastic
network models (ENM). This key parameter, which determines the amplitude of the
predicted atomic fluctuations, is commonly obtained by fitting crystallographic B-
factors. However, rigid-body motions are typically partially neglected in such fits,
even though their importance has been repeatedly stressed. Considering the full set
of rigid-body and internal degrees of freedom bears significant risks of overfitting,
due to the strong correlations between explanatory variables, and requires thus
careful regularization. Using simulated data, we show that ridge regression with the
Cv or MP criterion markedly reduces the error of the estimated force constant, its
across-protein variation, and the number of proteins with unphysical values of the fit
parameters, in comparison with popular regularization schemes such as generalized
cross-validation. When applied to protein crystals, the new methods are shown
to provide a more robust calibration of ENM force constants, even though our
results indicate that rigid-body motions account on average for more than 80% of
the amplitude of B-factors. While MP emerges as the optimal choice for fitting
crystallographic B-factors, the Cv fit is more robust to the nature of the data, and
is thus an interesting candidate for other applications.
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There is growing interest in the investigation of the intrinsic dynamical properties
of proteins in their native state, for these properties play a key role in ensuring proper
functional activity, notably for catalysis [1], allosteric regulation [2,3], or molecular recog-
nition [4]. However, despite recent progress [5], the experimental study of protein dy-
namics remains rather challenging, and computational methods can thus often provide
valuable alternatives. Among those, elastic network models (ENM) [6–8] are becoming
increasingly popular, since they are able to provide detailed analytic predictions of native
protein dynamics at a very reasonable computational cost. The ENM predictions have
been shown to correlate well with experimentally observed conformational changes [9–11],
and with long molecular dynamics trajectories [12,13].
One of the advantages of ENMs is that their force field is derived from the experimen-
tally determined structure of the protein of interest, adopting the principle of minimal
frustration, and relies on a very small number of coarse-grained parameters. Typically,
pairs of residues separated by a spatial distance lower than a certain cut-off value are
identified as relevant interactions and connected by elastic springs. The dynamical be-
haviour of the resulting network is determined by the stiffness of the spring assigned
to each pair of residues, which is often expressed as a constant multiplied by a decaying
power function of the interresidue distance. Several previous studies have been focused on
the determination of the optimal parameters of this model, i.e. the distance-dependence
of the force constant, via the cut-off and the exponential factor [14–17], or the influence
of the chemical nature of each amino acid type [17–19]. In the present work, we address
a somewhat different question, the evaluation of the overall scale of the force constants.
Although it does not influence the shape of the normal modes, this parameter is crucial
for determining the amplitude of the predicted internal motions of the macromolecule.
For that purpose, we adopt here the torsional network model (TNM), an ENM in torsion
angle space that preserves the bond lengths and bond angles within the protein [20].
In ENM studies, it is customary to obtain the scale of the force constants by fitting the
predicted thermal displacements of each atom to the experimental mean square fluctua-
tions 〈∆r2i 〉 measured as temperature factors (B-factors) in X-ray crystallography. This
approach is based on the implicit assumption that the atomic displacements underlying
crystallographic B-factors result mainly from motions due to internal degrees of freedom.
However, it has been known for a long time that the B-factors are mainly influenced
by rigid-body motions taking place in the crystal [21]. On the other hand, crystallised
macromolecules experience a different environment than when isolated in solution, and the
contacts established with neighbouring molecules in the crystal have also been shown to
affect the normal modes of motion [22,23]. Several studies, in which crystal contacts were
modelled explicitly, did however come to the conclusion that these contacts only weakly
perturbate the internal dynamics of the protein, while the anisotropic temperature factors
are dominated by rigid-body motions of the protein [24–26]. Soheilifard et al. [24], and
later Lezon [26], proposed to improve the fit of B-factors by considering the amplitudes
of rigid-body motions via six additional fitting parameters. However, the proposed fits
are not complete, because ten parameters are necessary for a full representation of the
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thermal fluctuations due to rigid-body motions [27].
It is in principle straightforward to perform a complete fit of B-factors using 10 free
parameters corresponding to rigid-body motions, plus one free parameter that rescales
the internal motions predicted by the ENM, which is equal to the inverse of the force
constant. In general, there is however a high level of collinearity between the variables
describing internal motions and rigid-body rotations. A fit of B-factors that fully accounts
for rigid-body motions runs therefore a significant risk of overfitting and must be carefully
regularized. Ridge regression [28] is one of the most common methods for regularizing fits
with many variables. It relies heavily on the choice of an adequate value for the ridge pa-
rameter but, although several criteria have been proposed for that purpose [29–31], there
is no consensus on how to systematically determine the optimal value of this parame-
ter. In this paper, we propose two new criteria for choosing the ridge parameter, based
on the analogy between ridge regression and statistical mechanics. We call maximum
penalty (MP) or specific-heat (Cv) fit the ridge regression performed with either choice
of the ridge parameter. We show that the MP fit yields close to optimal results when
rigid-body motions account for a fraction of the fluctuations close to that estimated for
X-ray structures, while the Cv fit is more robust to the amplitude of rigid-body fluctua-
tions. In contrast, other widely used approaches, such as the generalized cross-validation
(GCV) criterion [29], fail to provide a sufficient level of regularization. The programs for
performing the MP and Cv fits and computing the force constants within the ENM are
available on request.
Analytical results
Complete fit of B-factors
Before addressing the regularization of the B-factor fit, we present the equations that
describe it. We assume that the thermal displacements are the combination of internal
plus rigid-body motions, ∆~ri = ∆~r
int
i + ~ω × ~ri + ~t. Independence between rigid-body
motions and internal motions results in the thermal averages
〈|∆~ri|2〉 = 〈|∆~ri|2〉int +〈∣∣~t∣∣2〉+ ri × 〈2~ω × ~t〉+ (~ri, I~ri), which lead to the fit〈|∆~ri|2〉 ≈ a′trasl + ∑
x=1,3
a′1xrix +
∑
x<=y
a′2xyrixriy + a
′
ENM
〈|∆~ri|2〉ENM (1)
We rename the parameters as a′k and rewrite the fit as y
′
i =
〈|∆~ri|2〉Bfact ≈ ∑10k=0X ′ika′k,
with X ′i0 = 1, X
′
ik = rik for k = 1, 2, 3, and X
′
ik = rixriy for k = 4 · · · 9 (x and y = 1 · · · 3,
with x ≤ y). Here and in the following, we denote by i = 1 · · ·N any of the N atoms and
k = 0 · · · 10 any of the P = 11 variables. The variable X ′i10 =
〈|∆~ri|2〉ENM corresponds to
the thermal fluctuations due to internal motions, predicted by the ENM (see Methods).
The force constant of the model is thus obtained directly from the fit, as κ = 1/a′ENM.
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In the context of B-factors, it is natural to weight, by its mass mi, the contribution of
each atom i to the error of the fit. We use therefore the weighted variables
√
mi X
′
ik and
yi =
√
miy
′
i instead of X
′
ik and y
′
i, respectively (this does not make any difference if, as it is
customary, only the alpha carbons are considered). Moreover, it is convenient to express
the fit in terms of the normalized and dimensionless variables Xik =
√
miX
′
ik/
√∑
jmjX
′ 2
jk
and the normalized and dimensionless parameters ak = a
′
k
√∑
jmjX
′ 2
jk . In matrix nota-
tions, the fit is then simply written y ≈ Xa.
Ridge regression
To limit the risk of overfitting, we adopt the Tychonov regularization, also known as ridge
regression. We first describe the usual approach for obtaining the non-scaled parameters
a
(ns)
k , which are defined as the values of the fit parameters ak that minimize the quantity
G(ns)(Λ,X,y, a) = ((Xa− y), (Xa− y)) + Λ (a, a) (2)
= (a,Ca)− 2 (a,XTy)+ (y,y) + Λ (a, a) ,
where (x,y) denotes the scalar product and C = (XTX) is the covariance matrix. The
ordinary least square (OLS) regression is recovered as the special case Λ = 0. The
minimization of G(ns) can be interpreted as a constrained minimization of the error of the
fit E = ((Xa− y), (Xa− y)), where the constraint is set on the norm of the parameters,
(a, a), via a Lagrange multiplier Λ. In other words, the error cannot be minimized at
the cost of having too large values of the parameters. The explicit solution of the above
minimization problem is a(ns) = (C + ΛI)−1
(
XTy
)
.
Since the covariance matrix C is symmetric and positive definite, its eigenvalues λα are
real and positive. To simplify the computation, we define the normalized projections of
the fitted variable y over the eigenvectors uα of the covariance matrix as yα =
(
XTy,uα
)
,
i.e. yα =
∑
k (
∑
iXikyi)u
α
k . The solution is then given by the following formula, which
is convenient if we have to perform computations for several values of the Tykhonov
parameter Λ:
a
(ns)
k =
∑
α
yαuαk
λα + Λ
. (3)
When Λ increases, the parameters a
(ns)
k tend to zero and so does the fitted dependent
variable. Protocols for ridge regression typically address this problem by avoiding to
penalize the offset of the fit, and choosing this offset in such a way that the fit is unbiased,
i.e. that the average of the fit is equal to the average of y. Nevertheless, this procedure
modifies the relationship between the explanatory variables. In particular, in the present
case, the offset has to be interpreted as the component of the fit due to translations.
Increasing the offset would have the effect of artificially increasing the contribution of
translations, which would then be treated differently from the other degrees of freedom.
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Rescaled ridge regression
To ensure that the fitted dependent variable is correctly scaled with respect to y, while
still considering translational motions similarly to other degrees of freedom, we modify
the ridge regression protocol so as to optimize the scale of the fit parameters ak. More
precisely, we multiply all parameters a
(ns)
k by a constant scalar ν, to obtain the rescaled
parameters a
(sc)
k . This transformation does not modify the physical interpretation of the
fit. It is easy to see that the optimally rescaled parameters have to satisfy the condition
H(X,y, a(sc)) = 0, with
H(X,y, a) ≡ (XTy, a)− (a,Ca) . (4)
In order to keep the analytic treatibility, we impose this constraint on the scale via a
new Lagrange multiplier µ, so that the rescaled ridge regression is still formulated as the
minimization of a quadratic function of the parameters:
G′ (sc)(Λ, µ,X,y, a) = E + (1− µ)Λ (a, a) + µH (5)
= (1− µ) [(a,Ca)− 2ν (a,XTy)+ Λ (a, a)]+ (y,y) ,
with ν = (1 − µ/2)/(1 − µ). The non-scaled fit can be obtained as a particular case by
setting ν(Λ) ≡ 1, which implies µ = 0. Since the term (y,y) is constant, minimizing the
objective function G′ (sc) is equivalent to minimizing G′ (sc)/(1 − µ), and the solution of
this problem is thus given by a(sc) = ν (C + ΛI)−1
(
XTy
)
, that is
a
(sc)
k ≡ ν(Λ)a(ns)k = ν(Λ)
∑
α
yαuαk
λα + Λ
. (6)
The proportionality factor ν must fulfill H = 0 (Eq.(4)). We find
ν(Λ) =
(
XTY, a(ns)
)
(a(ns),Ca(ns))
= 1 + Λη(Λ) (7)
η(Λ) =
∑
α
(yα)2
(λα+Λ)2∑
α λα
(yα)2
(λα+Λ)2
. (8)
Note that we defined the penalisation term as (1 − µ)Λ (a, a) instead of Λ (a, a). This
adjustment is of course not necessary, but it is convenient as it allows the rescaled solution
to be proportional to the non-scaled solution obtained at the same value of Λ.
The interplay of the constraints imposed by the two Lagrange multipliers implies that,
contrary to a
(ns)
k , the rescaled fit parameters a
(sc)
k do not tend to zero when Λ increases.
a
(sc)
k,∞ ≡ lim
Λ→∞
a
(sc)
k = η∞
∑
α
yαuαk , with (9)
η∞ ≡ lim
Λ→∞
η(Λ) =
∑
α(y
α)2∑
α(y
α)2λα
. (10)
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These limit values of the parameters a
(sc)
k are independent of the correlation matrix C,
except for their scale η∞ that depends on the eigenvalues λα. Therefore, when Λ increases,
the information on the correlations between the predictor variables is progressively lost,
and their relative weights in the fit become more and more strongly determined by their
individual correlations with the dependent variable.
There are alternative ways to formulate the rescaled ridge regression problem. In
particular, instead of the constraint on the norm of the parameters (a, a), we may choose to
impose a constraint on the Euclidian distance F between the parameters a and adequately
chosen reference values of these parameters, a◦:
F = ((a− a◦), (a− a◦)) . (11)
Provided that the reference parameters are chosen as a◦ = ξ(Λ)XTy = ξ(Λ)
∑
α y
αuα,
the minimization with respect to a of the new objective function
G(sc)(Λ, ν,X,y, a) = E + (1− µ)ΛF + µH (12)
= (1− µ) [(a,Ca)− 2ν (a,XTy)+ Λ (a, a) + Λ (a◦, a◦)]+ (y,y) ,
yields a(sc) = ν (C + ΛI)−1
(
XTy
)
, which is exactly the same result as Eq.(6) above. Note
that the previous formulation of the objective function, in Eq.(5), is retrieved by setting
ξ = ξ0 ≡ 0. The parameter that enforces the scale is now
ν(Λ) = Λξ + (1− µ/2)/(1− µ) = 1 + Λη(Λ) (13)
Note that the value of the scale parameter is still determined by Eq.(8), but we are free
to choose the multiplier µ(Λ) and the scale of the reference parameters ξ(Λ) as it is most
convenient. A simple and interesting choice is to set ξ(Λ) independent of Λ. To recover
the correct infinite Λ limit, it must hold ξ = ξ∞ ≡ η∞, so that a◦ = a(sc)∞ , and the term
F vanishes in the limit of infinite Λ. This gives a more straightforward interpretation to
the penalisation term in rescaled ridge regression, i.e. the error cannot be minimized at
the cost of having parameters values too different from those that would be obtained if
the predictor variables were not correlated to each other. Another possibility is to set µ
as constant. Again, the infinite Λ limit requires µ = 0 and ξ(Λ) = ξΛ ≡ (ν(Λ) − 1)/Λ.
Since µ = 0, we do not have to impose any constraint on the scale, but the optimal scale
is automatically imposed by the chosen scale of the reference paraters. In that case, the
reference parameters are not constant but depend on Λ via ξΛ. There is also a direct
correspondence with the non-scaled ridge regression since, in that case, both ξ
(ns)
∞ = 0 and
ξ
(ns)
Λ = 0, and a
◦ (ns) ≡ 0.
Statistical mechanics analogy
In view of addressing the problem of the optimal choice of Λ, we note that there is a
formal analogy between the function G that has to be minimized and a free energy, where
the ridge parameter Λ plays the role of the temperature.
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Consider a discrete physical system that can access K microstates. The Boltzmann
distribution in statistical mechanics is given by pk = exp(−Ek/kBT )/
∑
j exp(−Ej/kBT ),
where pk is the probability of microstate k and Ek its energy, kB is the Boltzmann con-
stant, and T the absolute temperature. It can be formally described as the probability
distribution that maximizes the entropy for given average energy or, equivalently, min-
imizes the energy for given entropy. The constraint on the entropy is fixed by the La-
grange multiplier T , and the normalization condition on the probabilities,
∑
k pk = 1,
is imposed through another Lagrange multiplier. The objective function can be put in
the form G(p) = E(p) − TS(p), where E(p) = ∑k pkEk is the average energy and
S(p) = −kB
∑
k pk log(pk) is the entropy. For the sake of the analogy, we adopt the
equivalent objective function G(p) = E(p) + T (S(p◦) − S(p)), where p◦k = 1/K is the
uniform distribution in the space of the microstates. The term S(p◦) does not modify
the result of the constrained minimization. The term S(p◦) − S(p) is proportional to
the Kullback-Leibler divergence (DKL) between the Boltzmann distribution pk(T ) and
the reference distribution p◦k = 1/K that corresponds to the infinite temperature limit.
Thus, we can write G(p) = E(p) + TkBDKL(p,p
◦), and interpret the Boltzmann disti-
bution pa(T ) as the distribution that minimizes the energy subject to the normalization
constraint and the constraint on the KL divergence from the uniform distribution.
Now consider the ridge regression problem. It consists in determining the values of the
parameters ak that minimize the error of the fit E(a), which is analogous to an energy,
under a constraint H(a) on the scale of the parameters (Eq.(4)), which is analogous to the
normalization condition on the probabilities
∑
k pk = 1, and a constraint on the divergence
F (a, a◦) from reference parameters a◦ (Eq.(11)), which is analogous to the divergence
DKL(p,p
◦) from the uniform distribution. This formal analogy suggests that the ridge
parameter Λ (or (1 − µ)Λ, with our definition of the rescaled ridge regression problem
in Eq.(12)) plays a role analogous to that of the temperature in a statistical mechanical
system. It is therefore interesting to compare the behaviour of the two systems in the
zero temperature and in the infinite temperature limit.
In the zero temperature limit, only the microstate of minimum energy contributes
to the Boltzmann distribution of a thermodynamic system. We can interpret this state
as the state dominated by the correlations between degrees of freedom embodied in the
energy function. In the ridge regression context, the contribution to the fit of each prin-
cipal component (i.e. each eigenvector uα of the correlation matrix) is weighted by the
factor 1/(λα + Λ) (Eqs.(3,6)), so that the relative contribution of the eigenvector u
1 cor-
responding to the minimum eigenvalue λ1 is maximal when Λ = 0. The similarity with a
thermodynamic system is particularly striking if λ1  λ2 as, in that case, the eigenvector
u1 is the only one that significantly contributes to the regression at Λ = 0.
On the other hand, in the infinite temperature limit, the probabilities pk tend to
the reference values p◦k = 1/K, i.e. the distribution no longer depends on the energies
and all microstates are equally populated. Similarly, when Λ → ∞ in ridge regression,
the parameters ak tend to their reference values a
◦
k (a
◦
k = 0 in non-scaled regression,
and a◦k = a
(sc)
k,∞ if we set ξ = ξ∞ or ξ = ξΛ in rescaled regression, Eq.(9)), which no
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longer depend on the correlation matrix, except for the scaling factor. Furthermore, the
equipopulation of the thermodynamic microstates finds an interesting correspondance in
the fact that the factors 1/(λα + Λ) weighting the contributions of the eigenvectors u
α to
the fit are all equal when Λ λα.
To further analyze this analogy, we can compute the derivative of the error of the fit
with respect to Λ, which is equivalent to the specific heat at constant volume cV ,
cV =
∂E
∂Λ
= 2Λ
∑
α
(yα)2
(λα+Λ)(∑
α
(yα)2λα
(λα+Λ)2
)2
∑
α
(yα)2
(λα + Λ)
∑
α
(yα)2
(λα + Λ)3
−
(∑
α
(yα)2
(λα + Λ)2
)2 > 0 .
(14)
The Cauchy-Schwartz inequality allows to prove that cV is positive for Λ > 0, which
means that the error of the fit increases with Λ for Λ > 0, as is intuitive since Λ imposes
a constraint that is fulfilled at the cost of increasing the error. Thus, the positivity of cV
for Λ > 0 provides additional support to the thermodynamic analogy.
Maximum penalty fit
We now propose two criteria for choosing suitable Tykhonov parameters inspired by the
above statistical mechanical analogy. A good value of Λ should provide a satisfactory
trade-off between minimizing the error and reducing overfitting. In the small Λ phase the
error is small but F is large and overfitting is the main problem, while in the large Λ
phase the contrary holds. We conjecture that, if these phases are separated by a second
order phase transition with diverging specific heat in the limit of infinite variables, we
may observe a peak of the specific heat for the actual number of variables P = 11. Thus,
we define ΛcV as the value of Λ at which the specific heat has a maximum. There is only
one such value ΛcV > 0, which can be numerically determined by maximizing the specific
heat Eq.(14).
The second criterion that we propose is based on the “entropic” contribution to the
free energy, (1 − µ)ΛF . This quantity is equal to zero both at Λ = 0, where all the
information of the correlation matrix is retained, and for Λ → ∞, where a = a◦ and
thus F = 0, and the information of the correlation matrix is lost (except for the scaling
factor). In between, the penalty (1−µ)ΛF reaches a maximum, and we hypothesize that
this maximum corresponds to a possibly optimal choice of the ridge parameter Λ. We call
“maximum penalty (MP) fit” ridge regression with this choice of Λ.
We consider the case of the rescaled ridge regression, with the reference parameters
chosen equal to the parameters obtained in the Λ→∞ limit, i.e. ξ = ξ∞ and a◦ = a(sc)∞ .
Using Eqs.(6-11), the MP ridge parameter ΛMP is then defined as the value of Λ that
maximizes the term
(1− µ)ΛF = (1− µ)Λ
∑
α
y2α
(
ν(Λ)
Λ + λα
− ξ∞
)2
. (15)
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Since ν(Λ) = Λξ + (1 − µ/2)/(1 − µ), the (1 − µ) factor can be expressed as follows:
1 − µ = 1/ (1 + 2Λ (ξ(Λ)− ξ∞)), with ξ(Λ) = (ν − 1)/Λ =
∑
α
(yα)2
(Λ+λα)2
/
∑
α
λα(yα)2
(Λ+λα)2
.
Note that the dependency of (1 − µ) on Λ actually has only a very minor effect on the
determination of ΛMP. Therefore, a possible approximation is to simply maximize ΛF ,
considering µ as a constant. We have verified that it yields highly similar, although
slightly reduced, values of ΛMP. We tested two additional alternative definitions of ΛMP,
based on different choices of the reference parameters a◦, by setting either ξ = ξΛ or
ξ = 0 instead of ξ = ξ∞. We found that these choices produce results that are generally
similar, although a bit poorer on average, than those based on the above definition. More
detail, and comparative plots presenting the performances of these alternative definitions
are given in Supp. Text S1 and Supp. Fig. S1.
The new criteria presented above are compared with two well-known schemes for
selecting the Tykhonov parameter, namely the Range Risk (RR) optimization [30] and
the Generalized Cross Validation [29]. The GCV criterion is based on the minimization
of the error of the fit with a penalty on the effective number of fitted parameters, which
results in minimizing the following quantity:
GCV (Λ) =
1
N
E(Λ)[
1− P
N
+ 1
N
Λ
∑
α
1
λα+Λ
]2 (16)
where E(Λ) =
∑
α(y
α)2
(
1− λα+2Λ
(λα+Λ)2
)
is the error of the fit, N is the number of samples
and P is the number of parameters. Although GCV may be defined for negative Λ as
well, we only considered positive Λ since the objective function diverges at Λ = −λα,
which causes numerical instabilities, and since we observed that the performances of the
GCV fit generally worsen if negative Λ are allowed. The RR criterion leads to a related
formula. Nevertheless, we found that these two schemes produce the same results up to
numerical precision in the examined case, and we discuss only GCV.
Finally, we consider the traditional two-parameters fit of B-factors, i.e.
〈|∆~ri|2〉 ≈
a′ENM
〈|∆~ri|2〉ENM+a′trasl. We call this fit the “no-rotation” (NoRot) fit, since it neglects all
variables associated with rigid rotations, while the intercept of the fit can be interpreted
as the contribution of rigid-body translations. We also consider the one-parameter fit〈|∆~ri|2〉 ≈ a′ENM 〈|∆~ri|2〉ENM, which neglects all rigid-body degrees of freedom (hence we
refer to it as the NoRigid fit). This fit has the advantage that the fitted force constant
1/a′ENM is guaranteed to be positive if the covariance between the experimental B-factors
and those predicted through the ENM is positive, which is always the case in our data
sets.
Numerical results
The fitting procedures described above were applied to 35 different protein datasets. The
X-ray dataset consists of 376 monomeric proteins with experimentally determined B-
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factors, and corresponds to the real case application. The NMR dataset consists of 183
monomeric proteins for which pseudo B-factors were computed from the structural vari-
ability within the NMR ensemble. In this case, the superposition of the structures in each
ensemble ensures that all rigid-body motions are excluded from the thermal fluctuations,
and that the pseudo B-factors are representative of internal motions only. In addition,
we created Ns = 33 sets of simulated data, by adding randomly generated rotations and
translations to the internal fluctuations present in each NMR ensemble, in such a way
that the average fraction of motion due to internal, rotational, and translational degrees
of freedom is Is, Ts and Rs, respectively, in each set s (see Methods). An example of the
atomic fluctuations for a protein in the NMR dataset and in simulated sets with rigid-
body motions of increasing amplitude is given in Fig.1. Interestingly, even though the
overall shape of the (pseudo) B-factor profiles remain very similar with low to medium
amplitudes of added rigid-body motions, critical alterations such as the formation of addi-
tional peaks can be observed with larger amplitudes of added rotations (e.g. with I ≤ 0.3
in Fig.1C).
Figure 1: Illustration of the thermal fluctuations due to internal and rigid-body
degrees of freedom. (A) NMR ensemble of bacteriophage T4 glutaredoxin, code PDB
1de1. (B) The corresponding simulated ensemble, in which the fraction of motions due to
internal degrees of freedom I = 0.2, and T = R = 0.4. For clarity, only five structures in
each ensemble are shown. (C) The pseudo B-factors for the same protein, as of function of
the position in the sequence, in the NMR ensemble 1de1 (I = 1.0), and in the simulated
sets with different values of I, with T = R.
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For each protein, the predicted fluctuations due to internal motions were obtained with
the TNM program [20], and were used to estimate the force constants κ and the fractions
of degrees of freedom I, T , and R, for each protein in each dataset (see Methods). Besides
the force constant, two parameters define the force field of the TNM, the exponent E and
the cutoff C. We adopt here the parameters E = 6 and C = 4.5A˚, as these values produce
optimal predictions of interatomic distance fluctuations (unpublished). We briefly discuss
later the impact of choosing different values of these parameters.
Strength of regularization
The average values of the ridge parameter Λ and of the error of the fit are reported
on Fig.2, for different datasets and fitting procedures. More precisely, we compare the
ordinary least square regression (OLS) with the rescaled ridge regression using different
regularization criteria: Generalized Cross Validation (GCV), specific-heat maximum (Cv),
and Maximum Penalty (MP). Furthermore, the two-parameters fit that neglects rigid-
body rotations is referred to as NoRot, and the one-parameter fit that neglects both
rigid-body rotations and translations as NoRigid.
NoRigid NoRot OLS GCV Cv MP0.001
0.01
0.1
1
Ri
dg
ep
ara
me
ter
Λ
I=0.2 T=R=0.4
I=0.5 T=R=0.25
I=0.8 T=R=0.1
NoRigid NoRot OLS GCV Cv MP
NoRigid NoRot OLS GCV Cv MP0
0.5
1
1.5
2
Er
ror
of
the
fit
NoRigid NoRot OLS GCV Cv MP
Simulated B-factors X-ray structures
Figure 2: Strength of the regularization associated with different types of fit of
the B-factors. Top: Average value of the ridge parameter Λ on selected sets of simulated
data (left) and in the X-ray dataset (right). Bottom: relative error of the fit (Eq. 21).
The error bars correspond to the standard deviation over all proteins in each set.
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Overall, the comparison of the respective behaviour of these different fits is very con-
sistent across all datasets, which does support the validity of the NMR data with added
rigid-body motions as relevant simulated test sets. The GCV criterion generates very
small values of the ridge parameter Λ, e.g. 0.01 on average in the X-ray dataset (Fig.2,
top). This is due to the fact that the number of data points N (i.e. the number of atoms)
is much larger than the number of parameters P = 11, so that the effective number of
parameters (eq. 16) depends very weakly on Λ and is always approximately equal to P .
The results produced by the GCV fit are therefore very close to those obtained by mini-
mizing the error of the fit without any regularization, as in OLS regression (Λ = 0). The
new criteria that we introduce here, Cv and MP, both yield substantially larger values of
Λ, on all examined datasets. For example, in the X-ray dataset, the average Λ is equal to
0.16 with the Cv criterion, and to 0.59 with the MP criterion. With larger values of Λ, the
constraint imposed on the parameters of the fit becomes stronger, resulting in somewhat
larger fitting errors (Fig.2, bottom). However, even with the MP fit that imposes the
strongest regularization, the error remains lower than with the common two-parameters
fit (NoRot). On average over all simulated sets, the relative error of the fitted B-factors
decreases from 0.50 with the NoRot fit, to 0.28 with the MP fit, and 0.21 with the OLS
fit. The corresponding values in the X-ray dataset are 0.64 with the NoRot fit, 0.44 with
the MP fit, and 0.29 with the OLS fit.
Optimal criterion for selecting the ridge parameter
In the simulated datasets, the contribution of internal degrees of freedom to the fluctua-
tions of the atomic coordinates is known exactly. These sets give thus the possibility to
assess and compare the quality of the various fitting schemes and regularization criteria.
The error on internal motions Eint (Eq. 22) reflects the ability to accurately retrieve
the fluctuations due to internal degrees of freedom from a fit of B-factor data that may
also include contributions from rigid-body degrees of freedom. This error arises in part
from the imperfections of the elastic network model used to make the predictions, and in
part from the presence of “noise” in the B-factor data, in the form of fluctuations due to
rigid-body motions. Since we are here interested in the latter source of error, we take as
reference the lowest possible value of this error (Eint = 0.59) that is obtained with the
NoRigid fit, which does not account for rigid-body motions, on the NMR dataset with
I = 1, which does not contain fluctuations due to rigid-body motions. The performances
of the various fits as a function of the internal fraction I (with T = R) are given in Fig.3.
With the NoRigid fit, all fluctuations are interpreted as being due to internal motions, and
the error Eint thus rapidly increases as the internal fraction drops. The NoRot fit, which
accounts for internal motions and translations, but not for rotations, presents a quite
similar behaviour except that it is more robust to the addition of rigid-body fluctuations.
It appears therefore as optimal in the presence of rigid-body motions of medium amplitude
(i.e. in the range 0.35 ≤ I ≤ 0.7).
If there are rigid-body fluctuations of larger amplitude (I ≤ 0.35), the NoRot fit
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Figure 3: Error of the fitted internal motions. Eint (Eq. 22) is given as a function
of the fraction of internal motions I, in the simulated sets with T = R, for different types
of fit. The lowest possible value of the error, Eint = 0.59, is obtained with the NoRigid
fit on the NMR dataset (I = 1.0).
is no longer sufficient, and accounting for all degrees of freedom in the fit becomes a
critical necessity. For that purpose, the Cv fit and the MP fit, based on the new criteria
that we introduced, both appear clearly superior to the OLS and the GCV fit. The Cv
fit outperforms the OLS and GCV fits in all of the datasets that we examined, with
an error on internal motions that remains relatively stable across the whole range of
I (0.71 ≤ Eint ≤ 0.82). The error of the MP fit is more dependent on the internal
fraction I, but it still outperforms the OLS and GCV in most datasets, except for very
low amplitudes of added rigid-body fluctuations (I ≥ 0.77). In the range 0.15 ≤ I ≤ 0.35,
the MP criterion stands out as the optimal choice, yielding a significantly lower error
than all other fits. In particular, at I = 0.2, the error on internal motions Eint is as low
as 0.64 with the MP fit, which is quite impressive considering that the minimum error
possibly achievable is 0.59, and that the addressed problem is quite challenging since the
amplitude of the “noise” (rigid-body fluctuations) is here four times larger than that of
the “signal” (internal fluctuations). For comparison, at I = 0.2, Eint = 0.92 without
regularization (OLS), and Eint = 0.89 with the GCV criterion.
We also examined the error Eint on the simulated sets with either T = 0 or R = 0.
The results are similar to those obtained with T = R, except for the NoRot fit (Supp. Fig.
S2). As it could be expected, the NoRot fit performs much better when there are added
translations but no rotations, and much worse when there are added rotations but no
translations. In addition, a related performance measure can be obtained by considering
as a proxy of the real force constant the force constant determined by the NoRigid fit on
the NMR set without rigid-body motions, κ◦. In each simulated set s, the comparison
between κ◦ and the force constants κs estimated from the various fitting procedures, leads
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to the definition of the error on the force constant, Eκ (Eq. 23). For all fits, the behaviour
of Eκ as a function of I is strongly related to that of Eint, and leads to similar conclusions
(Supp. Fig. S3).
Furthermore, to investigate more systematically the impact of using different levels of
regularization, we examined the parametrization Λ = αλmax, where λmax is the maximum
eigenvalue of the normalized covariance matrix, and α is a factor that was exponentially
increased from 0.02 to 164. We can see in Fig.4 that for each simulated set, there is an
optimal value of α, corresponding to a minimum of the error Eint. Both the depth and
the position of this minimum depend on the fractions of I, T , and R that define each
simulated set. Yet, in all cases, either the MP or Cv criterion, or both, yield an average
Λ value and error Eint that are very similar to those obtained at the minimum. These
results suggest that, for the current application, the new criteria that we introduced not
only outperform the GCV criterion, but are also generally close to optimal in terms of
selecting the right level of regularization.
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Figure 4: Influence of the regularization on the error of the fitted internal
motions. Eint (Eq. 22) is given as a function of the average ridge parameter Λ for
different types of fit. Each subplot corresponds to a different simulated dataset, with
fractions of degree of freedom: I = 0.1, 0.2, 0.5 and T = R, T = 0, or R = 0.
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Relative importance of internal and rigid-body motions in crys-
tallographic B-factors
As detailed above, the analysis of the results obtained on the simulated datasets have
shown that the performances of the different fitting procedures depend to some extent
on the fractions of motion due to internal degrees of freedom (I), rigid-body translations
(T ), and rigid-body rotations (R). Notably, if the contribution of rigid-body motions
remains small or medium, accounting for all degrees of freedom may not be necessary,
and the use of the NoRigid or NoRot fit can be appropriate. On the contrary, if rigid-body
motions account for a sufficiently high fraction of the fluctuations, then a full fit including
contributions from both translations and rotations is necessary, and the regularization
with the MP criterion yields the best performances. Hence, an important question that
arises concerns the actual values of the I, T , and R fractions in the B-factor data from
X-ray experiments. To answer that question, we used the simulated data to evaluate the
ability of the different fits to accurately estimate the I, T , R fractions.
The left panel of Fig.5 shows the average value (over all proteins p in a simulated
set) of the fitted internal fraction, 〈Ip〉, as a function of the actual value of I in the set.
A very strong linear correlation is observed between 〈Ip〉 and I, for all fits except the
NoRigid fit, which only accounts for internal motions and thus always yields 〈Ip〉 = 1.
The NoRot fit tends to systematically overestimate the importance of internal motions,
i.e. 〈Ip〉 > I, since fluctuations due to rigid-body rotations are not accounted for and
mostly interpreted as being due to internal degrees of freedom. On the other hand, in fits
with Λ > 0, the contribution of internal motions is underestimated when I is large, and
overestimated when I is small (with a threshold at I ≈ 0.17 for all types of fit). This bias
increases with Λ, and is thus most visible in the MP fit, and practically non-existent in
the OLS and GCV fits.
Figure 5: Estimation of the fraction of fluctuations due to internal motions,
in the simulated datasets. (left) Average fitted internal fraction 〈Ip〉 as a function of
the real internal fraction I. The dashed line corresponds to 〈Ip〉 = I. (right) Root mean
square error of the fitted internal fraction, RMSE(Ip) (Eq. 25), as a function of I.
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The right panel of Fig.5 shows the root mean square error of the fitted internal fraction,
RMSE(Ip), as a function of I. Interestingly, despite the fact that the MP fit is subject to
the strongest regularization, and thus affected by the strongest bias (〈Ip〉−I), it does yield
the lowest error on the estimation of the internal fraction for individual proteins (at least
when I ≤ 0.6, otherwise the NoRigid fit is superior). This is explained by the fact that
the bias is accompanied by a sizeable reduction of the variance (between proteins) of the
fitted fraction Ip. On the contrary, the OLS and GCV fits are affected by a large variance
of the fitted internal fraction. Therefore, even though there is little to no systematic bias,
the error on Ip is actually much larger with these two fits. The NoRot and Cv fits present
intermediate performances. Similar results hold for the other types of degrees of freedom,
T and R (Supp. Fig. S4).
In a number of cases, the parameters of the fit correspond to negative values of the
fraction of motion due to either internal, translational or rotational degrees of freedom,
which is unphysical (in particular, I < 0 means a negative force constant). As shown on
Fig.6, this problem is particularly serious when the internal fraction is large. For example,
at I = 0.8, unphysical parameters are obtained for as many as 63% of the proteins, with
the OLS fit. Here again, the benefits of regularization are very apparent: e.g. at I = 0.2,
the number of proteins with negative Ip, Tp, or Rp fractions is reduced from 10% with the
OLS fit, to 3% with the Cv fit, and 0% with the MP fit. Similar results are obtained on
the dataset of crystallographic B-factors. In this case, unphysical parameters are derived
from the OLS fit for about 15% of the proteins, but this number drops to 1% with the
MP fit.
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Figure 6: Occurrence of unphysical fit parameters. The fraction of proteins for
which the fit produces a negative Ip, Tp, or Rp ratio is given for the different fits, on
selected simulated datasets (left), and on the X-ray dataset (right).
In summary, the analysis of the results obtained on the simulated data indicates that
the MP fit produces the best estimation of the I, T , R fractions, for individual proteins
(unless I > 0.6, in which case the NoRigid fit may be preferable). This is achieved
at the price of a systematic bias, which is a consequence of the regularization of the
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parameters. On the contrary, the OLS and GCV fits are characterized by a large RMSE
on the fitted I, T , R fractions, and moreover often generate unphysical values of the
parameters. However, these fits are not biased, i.e. on average over a sufficiently large
set of proteins, the estimated fractions of motion due to the different types of degrees of
freedom, 〈Ip〉, 〈Tp〉, and 〈Rp〉, are remarkably accurate (Fig. 5, left). Thus, although the
OLS and GCV fits may not be well suited to any real-case application, this absence of
bias is an interesting feature that can be exploited to evaluate the average contributions
of internal and rigid-body motions in crystallographic B-factors.
The results for experimental B-factors measured in protein crystals are presented in
Fig.7. The OLS fit, which is expected to give the least biased estimates, yields average
values of I = 0.19 for internal, T = 0.48 for translational, and R = 0.33 for rotational
degrees of freedom. The regularized fits based on the Cv and MP criteria generate very
similar values of the fraction of internal motions, which is consistent with the fact that
the bias on I is minimal when I ≈ 0.17 (Fig.5, left). These fits do however somewhat
underestimate, on average, the contribution of rigid-body translations and overestimate
the contribution of rigid-body rotations (e.g. T = 0.37 and R = 0.43 with the MP fit). In
any case, these results strongly suggest that the contribution of rigid-body motions is quite
important in crystallographic B-factors, with internal motions accounting for 20% or less
of the measured atomic fluctuations. In this range, the commonly used two-parameters
NoRot fit fails to provide satisfactory results, and the MP fit appears as a much preferable
alternative (see e.g. Fig.3).
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Figure 7: Relative contributions of internal and rigid-body degrees of freedom
in crystallographic B-factors. The average fractions of motion estimated from the
experimental B-factors are given for the different types of fit. The OLS fit is expected to
yield the least biased estimate.
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Variation of force constants
One of the main motivations of this work was to assess how the evaluation of the force
constant from a fit of crystallographic B-factors can be improved by properly accounting
for fluctuations due to rigid-body degrees of freedom. As detailed above, this assessment
can be performed rigorously with the simulated datasets, in which the relative contri-
butions of internal and rigid-body motions are known a priori. Such knowledge is not
available in the X-ray dataset, but it is however possible to evaluate the variability of the
force constants estimated by the different fitting procedures across all proteins in the set.
We assess this variability by measuring the standard deviation of the logarithm of the
force constant, σln(κ), plotted in Fig.8. We consider the logarithm because its fluctuations
are better behaved, and it allows to eliminate the influence of multiplicative scale factors.
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Figure 8: Variation of the fitted force constant for different types of fit. The
standard deviation (among different proteins) of the logarithm of the force constant, σln(κ),
is given for selected sets of simulated data (left) and for the X-ray dataset (right). In each
set, the proteins for which at least one of the fits yielded a negative value of κ were
omitted, for all fits. The dashed line corresponds to the value of σln(κ) obtained with
the NoRigid fit on the NMR dataset (I = 1). A value of σln(κ) = 1 corresponds to a
multiplicative spread of e1 ≈ 2.7, i.e. for most proteins, the estimated force constant is
smaller than 2.7 times and larger that (1/2.7) times the geometric mean.
In the simulated sets, an important part of the variability is due to the nature of the
NMR data. Typically, the extent of structural variability within an NMR ensemble is
determined by the number and quality of the interatomic distance constraints extracted
from the experiment, which may depend on a number of factors not directly related to
the dynamical properties of the macromolecule. In consequence, the NoRigid fit applied
to the NMR dataset without added rigid-body motions (I = 1.0) generates values of
the force constants that are already considerably spread out, with σln(κ) = 1.08. The
addition of rigid-body motions tends to increase this variability, although σln(κ) shows a
relatively limited dependence on the internal fraction I (Fig.8, left). This is not overly
surprising since, in each simulated set, the amplitude of added rigid-body motions is
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identical for all proteins. The largest variability amongst force constants evaluated for
different proteins occurs with the OLS and GCV fits. These fits account for rigid-body
motions but are not (or only slightly) regularized, and the collinearity between predictor
variables leads thus, in a number of cases, to the determination of either negative or
very large values of the force constant. Increasing Λ tends to mitigate this problem, and
consequently reduces the variability (Supp. Fig. S5). The MP fit is thus characterized
by an intermediate level of variability of the force constants, similar to that of the NoRot
fit. It is however important to recognize that a low variability does not imply a correct
estimation of κ. For example, the NoRigid and NoRot fits yield a relatively low variability
but systematically underestimate the force constant, since fluctuations due to rigid-body
rotations are interpreted as resulting from internal degrees of freedom.
The results are essentially similar in the X-ray dataset (Fig.8, right). Here again,
we expect some intrinsic variability of the estimated force constants, due to a variety of
phenomena that may influence the B-factors measured in protein crystals, such as crystal
packing and static disorder [22, 23]. It is therefore unlikely that any fitting procedure
could achieve a complete elimination of the spread of the force constants estimated for
different proteins. With σln(κ) = 0.80, the MP fit does however produce a substantial
reduction of the variability, in comparison with both the OLS fit (σln(κ) = 1.11), in which
case we can interpret the excess variability as due to overfitting, and the commonly used
NoRot fit (σln(κ) = 0.96).
Influence of the parameters of the ENM force field
In the elastic network model, the stiffness of the spring associated to a given pair of
residues is typically defined as a function of the spatial distance separating these two
residues. We adopted here a common expression of the force constant, κij = κ(r0/rij)
E
if rij ≤ C, and κij = 0 otherwise, where rij is the minimal interatomic distance between
residues i and j, and r0 (= 3.5A˚) is a reference distance (see Methods). The results
presented above are related to the determination of the factor κ, with chosen values of
the distance threshold C = 4.5A˚, and of the exponent E = 6. In order to analyze
the dependence of the force constant on C and E and to ensure the robustness of our
conclusions, we investigated the influence of these two parameters of the ENM on the
estimated force constants. In practice, we varied C from 3.0 to 5.5A˚, and E from 0 to
8, and applied the resulting models to the X-ray dataset. The average and the standard
deviation of the logarithm of the fitted force constants are given in Fig.9, for the various
fits, with different values of C and E.
As could be expected, the average force constant tends to decrease when the distance
cut-off C increases (Fig.9, top left). Indeed, if the number of interacting pairs of residues
increases due to a larger cut-off, the force constant associated with each pair must de-
crease to maintain a similar amplitude of the atomic fluctuations. We also measured the
correlation coefficients between the force constants determined at different values of C
and E, over all proteins of the X-ray data set, for each type of fit. The force constants
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Figure 9: Dependence on the ENM parameters. The average value (top) and the
standard deviation (bottom) of the logarithm of the force constant κ, eliminating proteins
for which κ is negative, are plotted versus the distance cut-off C for exponent E = 6 (left)
and versus the exponent E for distance cut-off C = 4.5A˚(right).
obtained for the different proteins, with two different sets of parameters C and E, are
always highly correlated to each other (correlation coefficient larger than 0.98) as long as
C ≥ 4A˚. Drastic changes do however occur when the cut-off distance C is decreased below
3.5A˚: forces constants determined with C ≤ 3.5A˚ tend to present vanishing correlations
with those determined using different values of C and E, irrespective of the type of fit.
These observations are consistent with the fact that if the distance cut-off is too small,
crucial interactions are ignored, which can result in a disruption of the overall integrity
of the structure, and have dramatic effects on the predicted dynamics. In contrast, the
force constant depends much more weakly on the exponent E (Fig.9, right). This is due
to the choice of the reference distance r0 = 3.5A˚. Indeed, when E increases, κij increases
for pairs of residues with rij < 3.5A˚, and decreases for pairs or residues with rij > 3.5A˚.
These two effects appear to compensate each other fairly well, which explains the small
impact of E on the scaling factor κ.
Importantly, all types of fits show the same qualitative behavior, and the differences
between the fits are mostly independent of the choice of the E and C parameters, which
demonstrates the robustness of the results presented in the previous sections, where we
used C = 4.5A˚ and E = 6. Note however that, even if the parameters E and C have a
relatively limited effect on the force constant κ, they may significantly affect the normal
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modes of motion predicted by the ENM, and thus the overall performances of the model.
Conclusions
Crystallographic B-factors are commonly used to train and validate computational mod-
els of protein dynamics. There are however a number of possible shortcomings to this
approach [32,38,39]. In particular, rigid-body rotations are often neglected, even though
several studies concluded that the occurrence of such motions is a major determinant of
experimental B-factors [21, 24–26]. Our results support these conclusions, and indicate
that the contribution of internal motions is lower than 20%, on average. A systematic
analysis of simulated sets of pseudo B-factors, characterized by variable amplitudes of
rigid-body fluctuations, suggests that these estimations are subject to very little bias.
These results are also consistent with a study by Halle [40] and a follow-up by Li and
Bru¨schweiler [41], who showed that B-factors in X-ray protein structures are well predicted
by the number of contacts of each residue. In light of the importance of rigid-body mo-
tions to B-factors, this observation may be explained by the negative correlation between
the number of contacts, which tends to be larger for buried residues, and the atomic fluc-
tuations due to rigid-body rotations, which more severely affect surface residues as they
are further away from the center of mass. On the other hand, the number of contacts also
has a strong influence on the fluctuations due to internal degrees of freedom, predicted for
example by the ENM. This entails a high level of collinearity between explanatory vari-
ables and underlines the fact that, to determine the scale of the ENM force constant via a
fit of B-factors, it is not only important to properly account for all rigid-body degrees of
freedom, but also to carefully regularize the fit in order to reduce the risk of overfitting.
For that purpose, we introduced two novel criteria for determining the ridge parameter
Λ. The definition of these criteria was motivated by a strong formal analogy between
ridge regression and statistical mechanics, where Λ plays the role of the temperature.
Our results demonstrate that the MP criterion is an almost optimal way of choosing Λ,
at least for the problem of fitting force constants from B-factors. For simulated B-factors
with an internal fraction close to I = 0.2 (the range that we expect to find in X-ray
structures), the MP fit was shown to yield the minimum root mean square error (RMSE)
on the estimation of the fluctuations due to internal degrees of freedom, the minimum
RMSE on the logarithm of the fitted force constant, and the minimum RMSE on the
estimated fractions of internal, translational and rotational motions. In contrast, the
commonly used GCV criterion produces a 40% larger value of the RMSE on internal
fluctuations. Furthermore, in the X-ray dataset, the GCV fit generates unphysical values
of the parameters (e.g. negative force constants) for 47 out of 376 proteins, while this
number is reduced to 5 with the MP fit. The GCV criterion also induces an increase of the
across-protein variability of the logarithm of the force constants, from 0.80 with the MP
criterion to 1.06. The poor performances of the GCV fit indicate that the ridge parameter
determined by this criterion is too small and does not provide a sufficient regularization
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of the fit of B-factors. This is most likely due to the fact that overfitting occurs here
because of the high level of collinearity between explanatory variables, even though the
number of fitted parameters (P = 11) remains small with respect to the number of data
points (N = number of residues).
The Cv criterion produces a level of regularization that is intermediate between the
GCV and MP fits. Despite yielding poorer performances than MP when the internal
fraction is close to I = 0.2, and thus when applied to X-ray structures, the Cv criterion
is consistently superior to GCV over all sets of simulated data, and it outperforms MP
when the internal fraction is either large or small. In consequence, even though the Cv
fit appears to be somewhat less well adapted than MP to the present application, it has
the advantage of being more robust with respect to the nature of the analysed data, and
is thus a good candidate for application in a wide range of situations.
Note that the analogy between statistical mechanics and ridge regression that we ex-
plored here can easily be extended to other types of constrained minimization problems,
where the weight of the constraint imposed on the parameters has to be fixed in an optimal
way. In particular, in the context of statistical mechanics our analogy evidences the exis-
tence of an intrinsic temperature that maximizes the penalty term T (S(T )− S(T →∞)),
where T is the temperature and S is the entropy, at which the minimization of the energy
and the maximization of the entropy are well balanced.
In summary, the present results further confirm the predominance of rigid-body mo-
tions in crystallographic B-factors, and underline the importance of accounting for all
degrees of freedom via a carefully regularized fit when B-factors are used to scale com-
putational models of protein dynamics. The MP fit stands out as the optimal choice for
that particular application. Importantly, the potential benefits of the MP and Cv criteria
are not limited to the fit of B-factor data. Although further studies would be necessary
to assess the general applicability of these criteria to the regularization of other multi-
variable fits, the strong performances displayed here, in comparison with the common
GCV approach, suggest that the adoption of these new criteria could be advantageous
in various applications. This may be particularly true for problems that bear similarity
to the considered case, i.e. when the number of fitted parameters is small enough with
respect to the number of data points but the explanatory variables are highly collinear,
and/or when restrictions apply to the physically acceptable values of the parameters. On
the other hand, the rescaled variant of ridge regression that we introduced here is read-
ily applicable to any regression problem in which the intercept of the fit has a physical
meaning and must be penalised similarly to the other explanatory variables.
Methods
Data sets
We examined a test set of 380 non-redundant monomeric proteins whose structure has
been solved by X-ray crystallography, with resolution better than 2A˚, extracted from
22
the Top500 dataset used to benchmark the MolProbity program [34]. From this set, we
eliminated the proteins with pdb codes 2sns, 1cne, and 2ucz, because the record of B-
factors was missing in these proteins (all recorded B-factors were equal), and 1rho, which
was the most serious outlier for all the fits and was predicted as hexameric by the software
PISA [33].
The 183 structural ensembles in the NMR dataset were selected according to the
following criteria: they consist of at least 20 models with identical number of residues;
they correspond to monomeric proteins of at least 50 residues that present at most 30%
sequence identity with one another; they are not listed under the SCOP classifications
”Peptides” or ”Membrane and cell surface proteins”; they do not include ligands, DNA
or RNA molecules, chain breaks, or non-natural amino acids; and they do not contain
highly flexible loops or C- or N-terminal tails. To enforce the latter criterion, highly
flexible regions were defined as stretches of at least two consecutive residues for which
the mean square fluctuations of the Cα coordinates are larger than 2.5 times the average
over all residues. Such loops or tails typically correspond to disordered regions, for which
the observed fluctuations within the NMR ensemble are not meaningful, and which are
usually absent from structures determined by X-ray crystallography.
The structures in each NMR ensemble were superposed, so as to ensure the absence
of any rigid-body component to the observed displacements of the atomic coordinates.
Pseudo B-factors, corresponding to thermal fluctuations due solely to internal motions,
were then computed for each residue i:
〈|∆~ri|2〉int = 1Nm
Nm∑
m=1
∣∣~r intmi − 〈~r inti 〉∣∣2 (17)
where Nm is the number of structural models in the ensemble, ~r
int
mi is the position of the
Cα atom of residue i in model m of the superposed ensemble, and the averages are taken
over all models of the ensemble.
Generation of simulated sets of B-factors
On the basis of the NMR dataset, we generated Ns = 33 sets of simulated data, by adding
rigid-body contributions of controlled amplitude to the thermal fluctuations. For each set
s, we applied the following procedure to all superposed NMR ensembles. Each structure
m in the ensemble was subjected to a random translation and rotation, and its coordinates
were adapted in consequence:
~r smi = aω~ωm × ~r intmi + at~tm (18)
The orientations of the rotation and translation vectors ~ωm and ~tm were drawn randomly
from a uniform spherical distribution, and their amplitudes from a standard normal dis-
tribution. The scalar parameters aω and at give control over the relative importance of
internal, rotational, and translational motions. The resulting structural ensemble can be
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considered as a series of snapshots of a molecule undergoing fluctuations due to both in-
ternal and rigid-body motions. For each residue, the mean square fluctuations were then
computed from this ensemble of snapshots, ensuring that the contribution of rigid-body
motions is affected by the same kind of noise as for the internal motions.
〈|∆~ri|2〉s = 1Nm
Nm∑
m=1
|~r smi − 〈~r si 〉|2 (19)
The average fraction of motion due to internal degrees of freedom, for every protein in set
s, is:
Is =
∑N
i=1
〈|∆~ri|2〉int∑N
i=1
〈|∆~ri|2〉s (20)
where N is the number of atoms. The average fractions of motion due to translational
(Ts) and rotational (Rs) degrees of freedom are defined similarly. For each protein in
each set, the parameters aω and at were adjusted so as to reach pre-defined values
of Is, Ts, and Rs. More precisely, simulated sets were build for 11 different Is values
{0.1, 0.16, 0.2, 0.24, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9}, with either Ts = 0, Rs = 0, or Ts = Rs.
The relative amplitude of added rigid-body motions, (Ts + Rs)/Is, was thus varied from
11% (Is = 0.9) to 900% (Is = 0.1).
Note that the structural variability within a superposed NMR ensemble does not
perfectly reflect the actual dynamical behaviour of the protein. Indeed, it may also be
affected by the resolution of the NMR experiment, and the way the structure-building
software deals with missing or conflicting distance constraints. Still, mean square fluctu-
ations extracted from superposed NMR ensembles have been shown to correlate well with
B-factors from X-ray experiments, and with NMR measurements more directly related to
protein dynamics [35]. The structural variability within NMR ensembles has also been
successfully used to investigate the behaviour of ENMs [36], or to parametrize their force
field [17]. In any case, for our purposes, it is not necessary to assume that the collection of
structural models within an ensemble gives an accurate picture of the protein’s dynamics.
We merely consider that each ensemble provides a reasonably realistic example of possible
fluctuations due to internal motions, captured with a certain level of noise.
Elastic Network Model
In this work we adopted the torsional network model (TNM), an ENM in torsion angle
space that preserves the bond lengths and bond angles of the protein [20]. All protein
atoms were considered in the computation of the kinetic energy. The native interactions
were identified with pairs of heavy atoms at distance smaller than C, which was varied
from 3.0 to 5.5A˚. For every pair of residues, only the pair of atoms at smallest distance were
regarded as native contacts and joined with a spring with force constant κ(r) = κ0(r0/r)
E,
where r is the equilibrium distance between the two atoms, r0 = 3.5A˚is a reference
distance, κ0 is the force constant obtained from the fit of B-factors and E is an exponent
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that we varied from 0 to 8. Finally, the force constant of torsion angles was fixed at
κφ = κψ = 0.1, a value that we had previously tested as almost optimal.
Quantities used for assessment
The relative error of the fit is given by:
E =
∑N
i=1(yi −
∑P
k=1 Xikak)
2
σ2y
(21)
where N is the number of atoms and P the number of predictor variables (P = 11 when
rigid-body motions are accounted for). The Xk are the normalised and dimensionless
predictor variables, ak the corresponding fitted parameters, and σ
2
y is the variance of the
dependent variable y =
〈|∆~r|2〉.
In the simulated sets, the contributions of the internal degrees of freedom are known
exactly. A straightforward way to evaluate the quality of the different fitting procedures
is thus to assess their ability to accurately extract the atomic fluctuations due to internal
motions, yint =
〈|∆~r|2〉
int
, from datasets with varying amounts of added ”noise” (i.e.
rigid-body fluctuations). The relative error on internal motions is defined as:
Eint =
∑N
i=1(y
int
i −Xi,ENMaENM)2
σ2
yint
(22)
where the aENM parameter is obtained from the full fit of the atomic fluctuations
〈|∆~r|2〉
s
.
A related measurement is obtained by considering the force constant estimated from
the NMR set without rigid-body motions, κ0, as a proxy of the real force constant.
Considering that the force constant κ is a multiplicative factor in the ENM model, the κ
values derived from the fits on simulated sets with added rigid-body motions are compared
to κ0 as follows:
Eκ = |log(κ/κ0)| (23)
The error measures are computed for each protein independently, and the reported values
of E and Eint are averaged over all proteins in the considered dataset. Since Eκ is not
defined when κ < 0, the reported values are averaged over the subset of proteins for which
none of the fitting procedures generates a negative value of κ (i.e. between 165 (I = 0.1)
and 176 (I = 1.0) proteins, out of 183, for the different simulated sets).
In the simulated datasets, the fractions of motion due to internal (I), translational
(T ), and rotational (R) degrees of freedom were adjusted to specific predefined values.
The corresponding contributions of the three types of degrees of freedom can be estimated
from the different fits. In particular, the fitted fraction of motion due to internal degrees
of freedom, in protein p, is:
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Ip =
1
N
N∑
i=1
Xpi,ENMap,ENM∑P
k=1 Xpikapk
(24)
For each fit, we report the RMSE between the fitted and real fractions of motion due to
internal degrees of freedom:
RMSE(Ip) =
√√√√ 1
Np
Np∑
p=1
(Ip − I)2 (25)
where Np is the number of proteins in the dataset. The corresponding measures for the
translational and rotational degrees of freedom, RMSE(Tp) and RMSE(Rp), respectively,
are defined similarly.
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