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Abstract
The defining conditions for the irreducible tensor operators associated with
the unitary irreducible corepresentions of compact quantum group algebras
are deduced first in both the right and left regular coaction formalisms. In
each case it is shown that there are two types of irreducible tensor opera-
tor, which may be called ‘ordinary’ and ‘twisted’. The consistency of the
definitions is demonstrated, and various consequences are deduced, includ-
ing generalizations of the Wigner-Eckart theorem for both the ordinary and
twisted operators. Also included are discussions (within the regular coac-
tion formalisms for compact quantum group algebras) of inner-products, basis
functions, projection operators, Clebsch-Gordan coefficients, and two types of
tensor product of corepresentations.
The formulation of quantum homogeneous spaces for compact quantum
group algebras is discussed, and the defining conditions for the irreducible ten-
sor operators associated with such quantum homogeneous spaces and with the
unitary irreducible corepresentions of the compact quantum group algebras
are then deduced. There are two versions, which correspond to restrictions of
the right and left regular coactions. In each case it is again shown that there
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are ordinary and twisted irreducible tensor operators. Various consequences
are deduced, including the corresponding generalizations of the Wigner-Eckart
theorem.
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I. INTRODUCTION
It is well known that most of the applications to physics of the theories of groups and
Lie algebras depend on the Wigner-Eckart theorem. It is therefore not surprising that the
question of the generalization of this theorem to Hopf algebras having the structure of a
deformation of a Lie algebra has also been the subject of a number of studies1−15. The
present paper is intended to complement and extend these investigations in various impor-
tant respects. Its detailed relationship to previous work will be indicated in the appropriate
places.
The perspective of the present communication is best introduced by considering mat-
ters first in the very well established and familiar context of a compact Lie group G (c.f.
Refs.16,17). Even in this context, one can distinguish three distinct forms of the Wigner-
Eckart theorem:
1. The original form18 involves the situation in which G is a group of tranformations that
act on an external manifold M, the classic example being the case in which M is
three-dimensional Euclidean space ℜ3, and G is the group of all rotations in this space
about some fixed point, which may be taken to be the origin O of ℜ3. Associated with
every such rotation T there exists a 3 × 3 real orthogonal matrix R(T ), so that the
effect of T is to transform each position vector r into another position vector r′, where
r′ = R(T )r. (1)
Also associated with every rotation T is a unitary operator P (T ) whose effect on any
function f(r) is defined by
P (T ) f(r) = f(R(T )−1r). (2)
Let Γp be a unitary irreducible representation of dimension dp of the group G. If there
exists a set of functions ψp1(r), ψ
p
2(r), . . . , ψ
p
dp
(r) such that
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P (T ) ψpn(r) =
dp∑
m=1
Γp(T )mnψ
p
m(r) (3)
for all T ∈ G and all n = 1, 2, . . . , dp, then these are said to form a set of basis
functions for Γp. Similarly, if there exists a set of dp operators Q
p
1, Q
p
2, . . . , Q
p
dp
that
act on functions f(r) in such a way that
P (T ) Qpn P (T )
−1 =
dp∑
m=1
Γp(T )mnQ
p
m (4)
for all T ∈ G and all n = 1, 2, . . . , dp, then these are said to form a set of irreducible
tensor operators for Γp. Finally, if the inner product for the Hilbert space of functions
f(r) is defined by
(f, g) =
∫ ∞
−∞
∫ ∞
−∞
∫ ∞
−∞
f(r)g(r) dx dy dz , (5)
where f(r) denotes the complex conjugate of f(r), then the Wigner-Eckart theorem
for this situation states that the j, k, and ℓ dependence of (ψrℓ , Q
q
k(φ
p
j)) depends only
on Clebsch-Gordan coefficients for the reduction of the tensor product Γp⊗Γq into its
irreducible constituents Γr.
2. In this form the role of the manifold M is played by G itself, so that one is concerned
with the space of complex-valued continuous functions defined on G. Let this be
denoted by C(G). The inner product of C(G) may be taken to be
(f, g) =
∫
G
f(T )g(T ) dT , (6)
where the integral is the left and right invariant normalised Haar integral of G, and
f(T ) is the complex conjugate of f(T ). In the right regular formalism, for each T ∈ G
there exists an operator R̂(T ) that is defined by R̂(T ) f(T ′) = f(T ′T ) for all f and for
all T, T ′ ∈ G. If f is a member of C(G) such that R̂(T )f spans a finite- dimensional
subspace of C(G), then f is said to be a representative function on G. The subspace of
C(G) consisting of representative functions will be denoted by R(G). If there exists a set
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of functions ψp1(T ), ψ
p
2(T ), . . . , ψ
p
dp
(T ) such that R̂(T )ψpn(T
′) =
∑dp
m=1 Γ
p(T )mnψ
p
m(T
′)
for all T, T ′ ∈ G and all n = 1, 2, . . . , dp, then these are said to form a set of basis
functions for Γp. Similarly, if there exists a set of dp operators Q
p
1, Q
p
2, . . . , Q
p
dp
that
act on functions f(T ) in such a way that R̂(T )Qpn R̂(T )
−1 =
∑dp
m=1 Γ
p(T )mnQ
p
m for all
T ∈ G and all n = 1, 2, . . . , dp, then this set is said to form a set of irreducible tensor
operators for Γp. The Wigner-Eckart theorem for this case states that the j, k, and
ℓ dependence of (ψrℓ , Q
q
k(φ
p
j)) again depends only on Clebsch- Gordan coefficients for
the reduction of the tensor product Γp⊗Γq into its irreducible constituents Γr. In the
left regular formalism the situation is the same, except only that the operators R̂(T )
are replaced by operators L̂(T ) that are defined by L̂(T ) f(T ′) = f(T−1T ′) for all f
and for all T, T ′ ∈ G.
3. The final form involves using the abstract carrier spaces of the unitary irreducible
representations of G. Let V p be such a carrier space for Γp, with ortho-normal basis
ψp1 , ψ
p
2, . . . , ψ
p
dp
, and define for each T ∈ G a linear operator Φp(T ) that acts on V p
by the requirement that Φp(T )ψpn =
∑dp
m=1 Γ
p(T )mnψ
p
m for all T ∈ G and all n =
1, 2, . . . , dp. Let Γ
p, Γq, and Γr be any three unitary irreducible resentations of G.
Then one can consider a set of irreducible tensor operators Qq1, Q
q
2, . . . , Q
q
dq
that each
map V p into V r and which are such that Φr(T )QqnΦ
p(T )−1 =
∑dq
m=1 Γ
q(T )mnQ
q
m for
all T ∈ G and all n = 1, 2, . . . , dq. In this case the Wigner-Eckart theorem deals
with inner products 〈 , 〉 defined on V r and states that the j, k, and ℓ dependence of
〈ψrℓ , Q
q
k(φ
p
j )〉 also depends only on Clebsch-Gordan coefficients for the reduction of the
tensor product Γp ⊗ Γq into its irreducible constituents Γr. In a minor extension of
this formalism, one could introduce an inner product space V that is a direct sum of
carrier spaces of certain unitary irreducible representations of G and which contains
at least V p ⊕ V r (and which, in the extreme case, may contain one carrier space for
every inequivalent irreducible representation of G). Then, for each T ∈ G an operator
Φ(T ) can be defined which maps elements of V into V , and which acts as Φp(T ) on
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V p, as Φr(T ) on V r, and so on. The irreducible tensor operators are then required
to each map V into V and to be such that Φ(T )Qqn Φ(T )
−1 =
∑dq
m=1 Γ
q(T )mnQ
q
m for
all T ∈ G and all n = 1, 2, . . . , dq. In this case the Wigner-Eckart theorem deals with
inner products 〈 , 〉 defined on V , but is otherwise the same as above.
The developments that will be described in the present paper up and including Sec-
tion VIII are essentially within the spirit of the second of these formulations, but deal with
a more general Hopf algebra structure. The generalization of the first formulation in terms
of quantum homogeneous spaces then follows in Section IX. (It is intended to extend this
analysis to the remaining formulation in a subsequent paper).
One most important lesson that can be drawn from these simple group theoretical con-
siderations concerns the consistency of the definitions of the basis functions (or basis vec-
tors) and of the irreducible tensor operators. The essential point will be illustrated in
the first of the above formulations, but similar considerations apply in the others. As
P (T )P (T ′) = P (TT ′) and Γp(T )Γp(T ′) = Γp(TT ′) for all T, T ′ ∈ G, it follows that if (3)
is valid for T and for T ′, then it is also valid for their product TT ′. Similarly, and very
significantly, by defining for each T ∈ G an operator Ψ(T ) by Ψ(T )Q = P (T )QP (T )−1 for
every operator Q that acts on functions f(r), the definition (4) can be recast as
Ψ(T )(Qpn) =
dp∑
m=1
Γp(T )mnQ
p
m (7)
for all T ∈ G and all n = 1, 2, . . . , dp. As Ψ(T )Ψ(T
′) = Ψ(TT ′) for all T, T ′ ∈ G, it follows
that if (7) is valid for T and for T ′, then it is also valid for their product TT ′. Put another
way, because of the similarity in form between (3) and (7), the consistency of the definition
(4) of the irreducible tensor operators Qpn is ensured by the fact that they too form a basis for
a carrier space of Γp. In the analysis that follows (cf. Section VI), essentially this argument
will be used to justify the definitions that will be given for the irreducible tensor operators
of the compact quantum group algebras in the regular corepresentation formalisms, the only
essential difference being that the argument has to be cast in terms of corepresentations
instead of representations.
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It is well known that the set of functions defined on a Lie group G form a Hopf algebra,
A, and that the dual A′ of A is the universal enveloping algebra of the Lie algebra L of G.
Moreover, the structure of G can be encoded into the structure of A, and, in particular, A
is commutative. A ‘deformation’ (or ‘quantization’) of A′ induces a corresponding deforma-
tion of A, and will make A non- commutative as well as being non-cocommutative. Most of
the previous work on irreducible tensor operators has been focused on the deformed Hopf
algebras A′, with suq(2) receiving the most attention. However, as has been demonstrated
by the pioneering work of Woronowicz19−21, which itself has been refined and developed by
Dijkhuizen and Koornwinder22−26, it is of very great interest to produce a self-contained
and direct study of generalizations of the Hopf algebras A, which can be done by assuming
that they have certain characteristic properties. The resulting structures have been called
compact matrix pseudogroups by Woronowicz19−21, and compact quantum group algebras
by Dijkhuizen and Koornwinder22−26. These provide the framework for the present paper,
which is devoted to the study of the irreducible tensor operators for compact quantum group
algebras. As explained above, this analysis will be given in the regular corepresentation for-
malisms. (The only previous investigation of irreducible tensor operators within the general
compact matrix pseudogroup theory has been by Bragiel5, who looked at the analogue of
the carrier space formalism (3) above, but with certain restrictive assumptions on multiplic-
ities, though some of the work of Klimyk9 involves a discussion of special cases, again in the
carrier space formalism).
The structure of the present paper is as follows. Section II contains a brief summary
of the essential preliminaries, starting in Subsection II.A with the properties of Hopf ∗-
algebras, and continuing in Subsection II.B with the main features of their right comodules.
The definition and relevant properties of a compact quantum group algebra A follow in
Subsection II.C. (Of course the developments of Woronowicz of and Dijkhuizen and Koorn-
winder extend far beyond what is mentioned here, particularly in their their invocation of
quantum Tannaka-Krein duality.) This section is concluded in Subsection II.D with some
new lemmas concerning the Haar functional of A. The right and left regular comodules
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of A are described in Section III, and these are employed in Section IV to introduce and
develop the concept of basis functions for right corepresentations of A. In Section V the
tensor products (both ‘ordinary’ and ‘twisted’) of corepresentations of A are discussed, along
with their associated Clebsch-Gordan coefficients. The heart of the paper is reached in Sec-
tion VI, where the irreducible tensor operators are defined and some of their immediate
properties are deduced. In particular, it will be shown there that in both the right and
left regular coaction formulations there are two types of irreducible tensor operators, which
will be described as being ordinary and twisted respectively. The motivations for the defini-
tions of Section VI are deliberately relegated to Appendix B in order to emphasize that the
treatment of given for the compact quantum group algebras in Sections II to IX is entirely
self-contained. In Section VII it is shown that there are two theorems of the Wigner- Eckart
type, one for ‘ordinary’ and one for the ‘twisted’ irreducible tensor operators. Likewise, in
Section VIII, it is demonstrated that these two types of irreducible tensor operator behave
differently under multiplication. Finally, in Section IX it is shown how all developments
generalize when one considers operators associated with the corresponding homogeneous
spaces. In particular, it emerges that there are again two formulations, one associated with
the right regular representation and the other with the left regular represntation. The vital
algebraic quantity that appears in each version is a ⋆-subalgebra B of A, which is a right
coideal of A in the right regular formulation, but is a left coideal of A in the left regular
formulation. In Subsection IX.B attention is focused on the right coactions πRB and π
L
B of A
that are obtained by restricting the right and left regular coactions of A to its subalgebra B.
As these are the transitive ⋆-coactions that correspond to the transitive action of a quantum
group on a quantum homogeneous space in the sense of Dijkhuizen and Koornwinder23,24,
they play the key role in the analysis. In particular the properties of basis functions, as
defined in terms of these restricted coactions, are presented in Subsection IX.C, and in Sec-
tion IX.D the irreducible tensor operators are also defined in terms of these coactions. It is
shown there that, associated with both πRB and π
L
B , there are two types of irreducible tensor
operator, which are again called ordinary and twisted, and the immediate properties of all
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these irreducible tensor operators are described. In Subsection IX.E it is shown that the
irreducible tensor operators satisfy theorems of the Wigner-Eckart type, and the analysis is
concluded in Section IX.F with a demonstration that the products of these irreducible tensor
operators are themselves expressible as linear combinations of irreducible tensor operators
that involve the relevant Clebsch-Gordan coefficients.
Because the space of functions defined on a compact Lie group G is a special example of a
compact quantum group algebra, all the well-known results for compact Lie groups naturally
reappear in this particular case. However, as the detailed analysis shows, the theory in the
general situation is rather more subtle, and exhibits various complications.
II. PROPERTIES OF COMPACT QUANTUM GROUP ALGEBRAS
A. Hopf ∗-algebras
The purpose of this subsection is mainly to establish notations, and summarize the
essential properties. For further details see, for example, Sweedler27, Majid28, and Chari
and Pressley29.
A Hopf algebra A over the field of complex numbers C is a complex vector space with
an identity element 1A that possesses a multiplication operator M (which maps A⊗A into
A), a unit operator u (which maps C into A), a comultiplication operator ∆ (which maps
A into A ⊗ A), a counit operator ǫ (which maps A into C ), and an antipode operator S
(which maps A into A). These are assumed to be linear in all their arguments and to have
the following properties:
M ◦ (M ⊗ id) =M ◦ (id⊗M), (8)
(∆⊗ id) ◦∆ = (id⊗∆) ◦∆, (9)
∆ ◦M = (M ⊗M) ◦ (id⊗ σ ⊗ id) ◦ (∆⊗∆), (10)
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ǫ ◦M = MC ◦ (ǫ⊗ ǫ), (11)
MC,A ◦ (ǫ⊗ id) ◦∆ =MA,C ◦ (id⊗ ǫ) ◦∆ = id, (12)
u(1C) = 1A, ǫ(1A) = 1C, S(1A) = 1A, (13)
M(a⊗ 1A) = M(1A ⊗ a) = a , for all a ∈ A, (14)
∆(1A) = 1A ⊗ 1A, (15)
S ◦M =M ◦ σ ◦ (S ⊗ S), (16)
∆ ◦ S = (S ⊗ S) ◦ σ ◦∆, (17)
M ◦ (S ⊗ id) ◦∆ = M ◦ (id⊗ S) ◦∆ = u ◦ ǫ, (18)
ǫ ◦ S = ǫ. (19)
Here σ is the transposition operator which interchanges the order of its arguments, so that,
for example, when acting on A ⊗ A, σ(a ⊗ b) = b ⊗ a for all a, b ∈ A. Also MC, MA,C,
and MC,A are the mutliplication operators defined by MC(w ⊗ z) = wz for all w, z ∈ C ,
and MA,C(a ⊗ z) = MC,A(z ⊗ a) = za for all z ∈ C and all a ∈ A. The product M(a ⊗ b)
will sometimes be written more concisely as ab, and the coproduct ∆ will sometimes be
expressed as
∆(a) =
∑
(a)
a(1) ⊗ a(2). (20)
If A is finite-dimensional, with basis elements a1, a2, . . ., the structure constants m
ℓ
jk,
µjkℓ , s
k
j , ǫj and ǫ
j may be defined by M(aj ⊗ ak) =
∑
ℓm
ℓ
jk aℓ, ∆(aℓ) =
∑
j,k µ
jk
ℓ aj ⊗ ak,
S(aj) =
∑
k s
k
j ak, ǫ(aj) = ǫj , and 1A =
∑
j ǫ
jaj . Then (8) to (19) imply that
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∑
s
msjkm
t
sℓ =
∑
s
mtjsm
s
kℓ, (21)
∑
j
µjkℓ µ
st
j =
∑
j
µsjℓ µ
tk
j , (22)
∑
p,q,s,t
µpqj µ
st
k m
r
psm
u
qt =
∑
p
mpjkµ
ru
p , (23)
∑
ℓ
mℓjkǫℓ = ǫjǫk, (24)
∑
j
µjkℓ ǫj =
∑
j
µkjℓ ǫj = δ
k
ℓ , (25)
∑
j
ǫjskj = ǫ
k,
∑
j
ǫjǫj = 1C, (26)
∑
k
ǫkmℓjk =
∑
k
ǫkmℓkj = δ
ℓ
j , (27)
∑
j
ǫjµkℓj = ǫ
kǫℓ, (28)
∑
q
mqjks
p
q =
∑
q,r
mprqs
q
js
r
k, (29)
∑
k
µpqk s
k
j =
∑
k,ℓ
µkℓj s
p
ℓs
q
k, (30)
∑
k,ℓ,r
µkℓj s
r
km
t
rℓ =
∑
k,ℓ,r
µkℓj s
r
ℓm
t
kr = ǫjǫ
t, (31)
and
∑
j
ǫjs
j
k = ǫk. (32)
A Hopf ∗-algebra A is defined to be a Hopf algebra that possesses an additional ∗-
operation that maps A into A. The effect of the ∗ operation on a ∈ A will sometimes be
denoted by a∗. In particular
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1∗A = 1A . (33)
The other properties are:
(∗ ◦MC,A)(z ⊗ a) =MC,A(z¯ ⊗ a
∗) = (∗ ◦MA,C)(a⊗ z) = MA,C(a
∗ ⊗ z¯) = z¯a∗, (34)
(for all z ∈ C and all a ∈ A, where z¯ denotes the complex conjugate of z),
∗ ◦ ∗ = id, (35)
∗ ◦M =M ◦ (∗ ⊗ ∗) ◦ σ, (36)
∆ ◦ ∗ = (∗ ⊗ ∗) ◦ ∆, (37)
(ǫ ◦ ∗)(a) = ǫ(a) for all a ∈ A, (38)
S ◦ ∗ ◦ S ◦ ∗ = id, (39)
which implies that S is invertible with inverse given by
S−1 = ∗ ◦ S ◦ ∗ . (40)
If A is finite-dimensional, its linear dual will be denoted by A′, the prime being used
instead of the usual star to avoid any confusion with the ∗-operation that has just been
defined. The effect of a′ ∈ A′ on a ∈ A will be denoted by 〈a′, a〉, and the evaluation map
ev (from A′ ⊗A to C ) will be defined by
ev(a′ ⊗ a) = 〈a′, a〉 (41)
for all a′ ∈ A′ and all a ∈ A. In the case in which A is of finite dimension n, the dual basis
of A′ will be denoted by a1, a2, . . . , an, and will be assumed to be such that
〈aj , ak〉 = δ
j
k, (42)
for all j, k = 1, 2, . . . , n.
13
B. Right comodules of Hopf ∗-algebras
A right A-comodule consists of a vector space V and a linear mapping πV from V to
V ⊗A such that
(πV ⊗ id) ◦ πV = (id⊗∆) ◦ πV (43)
and
MV,C ◦ (id⊗ ǫ) ◦ πV = id, (44)
where MV,C(v ⊗ z) = zv for all v ∈ V and all z ∈ C . The operation πV is then said
to be a right coaction and provides a corepresentation of A with carrier space V . The
present subsection will be devoted to a very brief account of the essential features of the
corepresentations of A. (For the intimate connection between the corepresentation theory
of A and the representation theory of A′, see Appendix A.)
If V is of finite dimension d, with basis v1, v2, . . . , vd, then there exists a uniquely deter-
mined set of elements πVjk of A (for j, k = 1, 2, . . . , d), called the matrix coefficients of πV ,
which are such that
πV (vj) =
d∑
k=1
vk ⊗ π
V
kj (45)
for all j = 1, 2, . . . , d. (In this situation the corepresentation is said to have dimension d).
The requirements (43) and (44) then imply that
∆(πVjk) =
d∑
ℓ=1
πVjℓ ⊗ π
V
ℓk (46)
and
ǫ(πVjk) = δjk (47)
(for j, k = 1, 2, . . . , d). It is sometimes convenient to write
πV (v) =
∑
[v]
v[1] ⊗ v[2], (48)
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where v[1] ∈ V and v[2] ∈ A.
Two right A-comodules, with carrier spaces V and W , coactions πV and πW , and matrix
coefficients πVjk and π
W
jk , are said to be equivalent if there exists a one-to-mapping Φ from V
to W such that
πW ◦ Φ = (Φ⊗ id) ◦ πV . (49)
If V and W have bases v1, v2, . . . , vd and w1, w2, . . . , wd respectively, then to the mapping Φ
there corresponds a d× d non-singular matrix Φ such that
d∑
ℓ=1
Φjℓπ
V
ℓk =
d∑
ℓ=1
πWjℓ Φℓk (50)
for all j, k = 1, 2, . . . , d.
A subspaceW ⊂ V is said to be invariant under πV if πV (w) ⊂W⊗A for all w ∈ W , and
a corepresentation is described as being irreducible if V and 0 are the only invariant subspaces
of V . If V is the direct sum of two invariant subspaces of V , then the corepresentation πV
is said to be completely reducible.
If V is endowed with an inner product 〈 , 〉V (such that 〈zw, z
′v〉V = z¯z
′〈w, v〉V for all
z, z′ ∈ C and all v, w ∈ V ), then πV is said to give a unitary corepresentation if
∑
[v]
〈w, v[1]〉V S(v[2]) =
∑
[w]
〈w[1], v〉V w
∗
[2] (51)
for all v, w ∈ V . It can be shown22−26 that if v1, v2, . . . , vd is an ortho-normal basis of V
then
S(πVjk) = π
V ∗
kj , (52)
d∑
ℓ=1
M(πV ∗ℓj ⊗ π
V
ℓk) = δjk1A, (53)
and
d∑
ℓ=1
M(πVjℓ ⊗ π
V ∗
kℓ ) = δjk1A (54)
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(for all j, k = 1, 2, . . . , d).
Corresponding to a right A-comodule with carrier space V and coaction πV from V to
V ⊗A there exist two other right A-comodules formed from the same carrier space. Firstly,
there is the coaction π‡V , which is said to be doubly contragredient to πV , and which is defined
(as a mapping from V to V ⊗A) by
π‡V = (id⊗ S
2) ◦ πV . (55)
With the matrix coefficients πV ‡jk of π
‡
V being defined by
π‡V (vj) =
d∑
k=1
vk ⊗ π
V ‡
kj (56)
for all j = 1, 2, . . . , d, it follows from (45) that
πV ‡jk = S
2(πVjk). (57)
for all j, k = 1, 2, . . . , d. Secondly, let V¯ be the conjugate space to V (so that as an Abelian
group V¯ is isomorphic to V , but the scalar multiplication operator MC,V¯ for V¯ is defined in
terms of the corresponding operator MC,V for V by MC,V¯ (z ⊗ v) =MC,V (z¯ ⊗ v)). Then the
coaction π¯V¯ , which is said to be conjugate to πV , is defined (as a mapping from V¯ to V¯ ⊗A)
by
π¯V¯ = (id⊗ ∗) ◦ πV , (58)
so its matrix coefficients π¯V¯jk are given by
π¯V¯jk = π
V ∗
jk (59)
for all j, k = 1, 2, . . . , d.
C. Compact quantum group algebras
A compact quantum group algebra (or CQG algebra for short) may be defined22−26 as
a Hopf ∗-algebra that is spanned by the matrix coefficients of its non- equivalent finite-
dimensional unitary irreducible corepresentations. Koornwinder and Dijkhuizen22−26 have
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shown that if A is a CQG algebra then every finite-dimensional corepresentation of A is
equivalent to a unitary corepresentation, and that every finite-dimensional reducible corep-
resentation of A is completely reducible. Moreover22−26 if A is a CQG algebra then A
possesses a Haar functional, h, which is a mapping of A into C such that
h(1A) = 1C, (60)
h(M(a∗ ⊗ a) > 0, (61)
h(a∗) = h(a), (62)
h(S(a)) = h(a), (63)
and
(MC,A ◦ (h⊗ id) ◦∆)(a) = (MA,C ◦ (id⊗ h) ◦∆)(a) = h(a) 1A (64)
for all a ∈ A.
Koornwinder and Dijkhuizen22−26 have also shown that if πp and πq are two non-
equivalent irreducible corepresentations of a CQG algebra A with dimensions dp and dq
and matrix coefficients πpjk and π
q
mn respectively, then
h(M(πpjk ⊗ S(π
q
mn)) = 0, h(M(S(π
p
jk)⊗ π
q
mn) = 0, (65)
(for all j, k = 1, 2, . . . , dp and for all m,n = 1, 2, . . . , dq). Moreover every π
p irreducible
corepresentation of A is equivalent to its doubly contragredient partner πp‡, so in each such
case there exists a non-singular dp × dp matrix F
p such that
dp∑
k=1
F pjkπ
p
kℓ =
dp∑
k=1
πp‡jkF
p
kℓ (66)
(for all j, ℓ = 1, 2, . . . , dp). Then, if π
p is a unitary irreducible corepresentation of A,
h(M(πpjk ⊗ S(π
p
mn))) = δjnF
p
mk/tr(F
p), (67)
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and
h(M(S(πpjk)⊗ π
p
mn)) = δjn((F
p)−1)mk/tr((F
p)−1) (68)
(for all j, k,m, n = 1, 2, . . . , dp).
Of course in the special case in which A is the space of functions defined on a compact
group G, A is commutative (i.e. M = M ◦ σ), S2 = id, h is the Haar integral
h(a) =
∫
G
a(x) dx, (69)
and (64) express the invariance properties
∫
G
a(yx) dx =
∫
G
a(x) dx =
∫
G
a(xy) dx, (70)
(for all y ∈ G). Moreover in this case each corepresentation of A is identical to its doubly
contragredient partner, and (65), (67), and (68) correspond to the orthogonality theorems
for the unitary irreducible representations of G.
D. Lemmas concerning the Haar functional
It will now be shown that
∑
(b)
h(M(a⊗ b(1)))S(b(2)) =
∑
(a)
h(M(a(1) ⊗ b)) a(2) (71)
for all a, b ∈ A.
To prove this consider the operation u ◦ h ◦M . As the left-hand equality of (64) can be
re-expressed as
MC,A ◦ (h⊗ id) ◦∆ = u ◦ h, (72)
it follows from (10) that
u ◦ h ◦M = MC,A ◦ (h⊗ id) ◦ (M ⊗M) ◦ (id⊗ σ ⊗ id) ◦ (∆⊗∆). (73)
However, by (12), (18), and (9), it also follows that
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u ◦ h ◦M =MC,A ◦ (h⊗M) ◦ (M ⊗ S ⊗ id) ◦ (id⊗∆⊗ id) ◦ (id⊗∆). (74)
Comparing (73) and (74) then gives
MC,A ◦ (h⊗M) ◦ (M ⊗ S ⊗ id) ◦ (id⊗∆⊗ id) ◦ (id⊗∆)
=MC,A ◦ (h⊗ id) ◦ (M ⊗M) ◦ (id⊗ σ ⊗ id) ◦ (∆⊗∆).
which can be re-expressed as
M ◦ (U ⊗ id) ◦ (id⊗∆) = M ◦ (V ⊗ id) ◦ (id⊗∆) , (75)
where
U =MC,A ◦ (h⊗ id) ◦ (M ⊗ id) ◦ (id⊗ σ) ◦ (∆⊗ id) (76)
and
V =MC,A ◦ (h⊗ S) ◦ (M ⊗ id) ◦ (id⊗∆) . (77)
However, (75) implies that
M ◦ (M ⊗ id) ◦ (U ⊗ id⊗ S) ◦ (id⊗∆⊗ id) ◦ (id⊗∆)
= M ◦ (M ⊗ id) ◦ (V ⊗ id⊗ S) ◦ (id⊗∆⊗ id) ◦ (id⊗∆) .
(78)
But
M ◦ (M ⊗ id) ◦ (U ⊗ id⊗ S) ◦ (id⊗∆⊗ id) ◦ (id⊗∆)
= M ◦ (U ⊗ {M ◦ (id⊗ S) ◦∆}) ◦ (id⊗∆)
= M ◦ (U ⊗ {u ◦ ǫ}) ◦ (id⊗∆) = U.
As a similar result is true with U replace by V , it follows from (78) that U = V , which is
an equivalent way of expressing (71).
It can shown by a similar argument that
∑
(b)
h(M(b(2) ⊗ a))S(b(1)) =
∑
(a)
h(M(b ⊗ a(2))) a(1) (79)
for all a, b ∈ A.
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III. THE RIGHT AND LEFT REGULAR COMODULES
The right regular comodule of A is defined to have A itself as its carrier space, with ∆
providing the coaction πRA. That is
V = A, πRA = ∆. (80)
In this case the conditions (43) and (44) for πRA to be a right coaction are immediately
satisfied by virtue of the assumptions (9) and (12).
The left regular comodule of A is also defined to have A itself as its carrier space, but
has σ ◦ (S ⊗ id) ◦∆ as its coaction πLA. That is
V = A, πLA = σ ◦ (S ⊗ id) ◦∆. (81)
For this case the condition (43) for πLA to be a right coaction is satisfied by the assumptions
(9) and (17), while the condition (44) is again satisfied as a result of the assumption (12).
It should be noted that πRA and π
L
A are both right coactions, for, as discussed in Appendix
A, the designation ‘left’ of πLA comes from its relation to the left regular action of a group in
the special case in which the dual A′ is a group algebra. It is also useful to note that (81)
implies that
∆ = (S−1 ⊗ id) ◦ σ ◦ πLA. (82)
The notation of (48) can be developed further by writing
πXA (a) =
∑
[a]
aX[1] ⊗ a
X
[2], (83)
for X = R and X = L, where aX[1] and a
X
[1] are elements of A. Then (20) and (80) imply that
aR[1] = a(1), a
R
[2] = a(2), (84)
but (20) and (81) give
aL[1] = a(2), a
L
[2] = S(a(1)). (85)
The right and left regular corepresentations are both unitary, provided that the inner
products on the carrier space A are chosen in the following way:
1. for the right regular corepresentation take
〈a, b〉A = (a, b)
R = h(M(a∗ ⊗ b)) for all a, b ∈ A; (86)
2. for the left regular corepresentation take
〈a, b〉A = (a, b)
L = h(M(b ⊗ (S2(a))∗)) for all a, b ∈ A. (87)
In outline the proofs of these statements are as follows. For the right regular corepre-
sentation, the unitary condition (51) with the choice (86) for inner product and with (84)
becomes
∑
(v)
h(M(w∗ ⊗ v(1)))S(v(2)) =
∑
(w)
h(M(w∗(1) ⊗ v))w
∗
(2),
which in turn reduces to (71) with the substitutions w = a∗ and v = b. Similarly, for the left
regular corepresentation, the unitary condition (51) with the choice (87) for inner product
and with (85) becomes
∑
(v)
h(M(v(2) ⊗ (S
2(w))∗))S2(v(1)) =
∑
(w)
h(M(v ⊗ (S2(w(2)))
∗)) (S(w(1)))
∗.
With the substitutions w = S−1(a∗) and v = S−1(b), and the application of (17), (37), and
(39), this reduces again to (71).
With the choices (86) and (87), both (a, a)R and (a, a)L are real and positive for all
non-zero a ∈ A. For (a, a)R this is an immediate consequence of (61), while for (a, a)L the
demonstration requires (63), (16), (62), and (39) as well.
The inner products (86) and (87) will be used throughout this paper. In the special case
in which A is the space of functions defined on a compact group G, both (a, b)R and (a, b)L
reduce to the usual inner product
∫
G
a(x)b(x) dx.
It is worth noting at this stage that the invariance properties (64) imply that
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(MC,A ◦ (h⊗ id) ◦ π
R
A)(a) = (MA,C ◦ (id⊗ h) ◦ π
R
A)(a) = h(a) 1A (88)
and
(MC,A ◦ (h⊗ id) ◦ π
L
A)(a) = (MA,C ◦ (id⊗ h) ◦ π
L
A)(a) = h(a) 1A (89)
for all a ∈ A. Acting with h again in (88) and (89), and using (60), gives
(MC ◦ (h⊗ h) ◦ π
X
A )(a) = h(a) (90)
for both X = R and L and for all a ∈ A. In terms of the notation of (83), this can be
re-expressed as
h(a) =
∑
[a]
h(aX[1]) h(a
X
[2]), (91)
for X = R and L and for all a ∈ A.
The effects of the right and left regular coactions on products are quite different. For
the right regular coaction, (80) and (10) imply immediately that
πRA ◦M = (M ⊗M) ◦ (id ⊗ σ ⊗ id) ◦ (π
R
A ⊗ π
R
A), (92)
whereas for the left regular coaction, (81), (10), and (16) show that
πLA ◦M = (M ⊗M) ◦ (id⊗ id⊗ σ) ◦ (id⊗ σ ⊗ id) ◦ (π
L
A ⊗ π
L
A), (93)
which contains an extra twist factor σ.
IV. BASIS FUNCTIONS
A. Definitions and properties
Suppose that πpjk are the matrix coefficients of a corepresentation π
p of A of finite di-
mension dp. Then the basis functions ψ
pR
j of π
p with respect to the right regular coaction
may be defined to be a set of dp elements of A that have the property that
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πRA(ψ
pR
j ) =
dp∑
k=1
ψpRk ⊗ π
p
kj (94)
for all j = 1, 2, . . . , dp. Similarly the basis functions ψ
pL
j of π
p with respect to the left regular
coaction may be defined as a set of dp elements of A that have the property that
πLA(ψ
pL
j ) =
dp∑
k=1
ψpLk ⊗ π
p
kj (95)
for all j = 1, 2, . . . , dp.
In the right regular coaction case, an example of a set of basis functions is provided (for
any fixed choice of ℓ = 1, 2, . . .) by
ψpRj = π
p
ℓj (96)
for all j = 1, 2, . . . , dp. Likewise, in the left regular coaction case, an example is provided
(for any fixed choice of ℓ = 1, 2, . . .) by
ψpLj = S
−2(πp∗jℓ ) (97)
for all j = 1, 2, . . . , dp (provided that the copresentation π
p is unitary).
One very useful result, which comes from applying (95), (82), (17), (37), and (39), is
that
πLA((S
2(ψqLk ))
∗) =
dp∑
t=1
(S2(ψqLt ))
∗ ⊗ πq∗tk (98)
for all k = 1, 2, . . . , dp.
In spite of the fact that the inner products (86) and (87) for the right and left regular
coactions are different, in both the cases the basis functions possess the same orthogonality
properties, which are as follows: If ψqXk and φ
pX
j are basis functions of the unitary irreducible
corepresentations πq and πp of A, then
(ψqXk , φ
pX
j )
X = 0 unless p = q and j = k, (99)
and
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(ψpXj , φ
pX
j )
X is independent of j, for j = 1, 2, . . . , dp. (100)
Here X denotes both R and L, and in (100) ψpXj and φ
pX
j need not be identical sets. Indeed,
with X = R, if the functions ψpRj and φ
pR
j are defined by
ψpRj = π
p
sj , φ
pR
j = π
p
tj , (101)
and with X = L, if the functions ψpLj and φ
pL
j are similarly defined by
ψpLj = S
−2(πp∗js ) , φ
pL
j = S
−2(πp∗jt ), (102)
then in both cases
(ψpXj , φ
pX
j )
X = ((Fp)−1)ts/tr((F
p)−1) (103)
for j = 1, 2, . . . , dp.
The proofs of (99), (100), and (103) will now be outlined. Applying (92) and (88) to
M(ψqR∗k ⊗ φ
pR
j ) gives
h(M(ψqR∗k ⊗ φ
pR
j )) 1A =
∑
s,t
h(M(ψqR∗t ⊗ φ
pR
s )) M(π
q∗
tk ⊗ π
p
sj).
A further application of h to both sides gives
(ψqXk , φ
pX
j )
X =
∑
s,t
(ψqXt , φ
pX
s )
X h(M(πq∗tk ⊗ π
p
sj)) (104)
with X = R, where (86) and (60) have been invoked. Similarly, applying (93) and (98) to
M(φpLj ⊗ (S
2(ψqLk ))
∗), and then applying (89) to the result gives
h(M(φpLj ⊗ (S
2(ψqLk ))
∗)) 1A =
∑
s,t
h(M(φpLs ⊗ (S
2(ψqLt ))
∗)) M(πq∗tk ⊗ π
p
sj).
A further application of h to both sides gives (104) with X = L, where this time (87) and
(60) have been used. Thus, in both cases, it follows from (104), (52), (65), and (68) that
(ψqXk , φ
pX
j )
X =
∑
s,t
(ψqXt , φ
pX
s )
Xδqpδkj((F
p)−1)st/tr((F
p)−1). (105)
This implies that (99) is true, and if j = k and p = q, then (105) and (99) together give
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(ψpXj , φ
pX
j )
X =
∑
s
(ψpXs , φ
pX
s )
X((Fp)−1)ss/tr((F
p)−1). (106)
As the right-hand side of (106) is independent of j, so too must be the left-hand side, which
thereby establishes (100). Finally the combination of (86) and (101) and the combination
of (87) and (102) both produce the result
(ψpXj , φ
pX
j )
X = h(M(S(πpjs)⊗ π
p
tj))
for X = R and for X = L, which gives (103) when (68) is used.
B. Projection operators
The argument in Appendix C suggests the following definition. Let πp be a unitary
irreducible corepresentation of A of dimension dp with matrix coefficients π
p
mn. Then the
projection operators PpRmn and P
pL
mn are defined by
PpXmn(a) = dp
∑
[a]
aX[1] h(M(π
p∗
mn ⊗ a
X
[2]) (107)
for X = R and X = L, for all m,n = 1, 2, . . . , dp, and all a ∈ A.
These projection operators have the following two useful properties: Let πp and πq be two
unitary irreducible corepresentations of A of dimensions dp and dq with matrix coefficients
πpmn and π
q
jk.
1. Then
PpXmn P
qX
jk = dp δ
pq {((Fp)−1)nj/tr((F
p)−1)} PpXmk (108)
for X = R and X = L, for all m,n = 1, 2, . . . , dp, and for all j, k = 1, 2, . . . , dq.
2. Also, if ψqXk are basis functions for π
q, then
PpXmn(ψ
qX
k ) = dp δ
pq δnk
dp∑
ℓ=1
ψqXℓ ((F
p)−1)ℓm/tr((F
p)−1) (109)
for X = R and X = L, for all m,n = 1, 2, . . . , dp, and for all k = 1, 2, . . . , dq.
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The proof of (108) is as follows. For any f ∈ A, (107) and (9) imply that
PpXmn(P
qX
jk (f)) = dpdq
∑
[f ]
fX[1] h(M(π
q∗
jk ⊗ (f
X
[2])(1))) h(M(π
p∗
mn ⊗ (f
X
[2])(2))).
On applying (79) with a = fX[2] and b = π
q∗
jk, this reduces
PpXmn(P
qX
jk (f)) = dpdq
∑
[f ]
dq∑
ℓ=1
fX[1] h(M(π
q∗
ℓk ⊗ f
X
[2])) h(M(π
p∗
mn ⊗ S(π
q∗
jℓ )),
so
PpXmn(P
qX
jk (f)) = dp
dq∑
ℓ=1
PqXℓk (f) h(M(π
p∗
mn ⊗ S(π
q∗
jℓ )),
which, by (52), (16), and (68), gives (108).
To prove (109) it suffices to note that (107), (94) and (87) imply that
PpXmn(ψ
qX
k ) = dp
dp∑
ℓ=1
ψqXℓ h(M(π
p∗
mn ⊗ π
q
ℓk)),
which, by (68), leads immediately to (108).
V. TENSOR PRODUCTS AND CLEBSCH-GORDAN COEFFICIENTS
A. Ordinary and twisted tensor products
The tensor product of two corepresentations πV and πW of A (with carrier spaces V and
W respectively) is the mapping πV✷×πW from V ⊗W to V ⊗W ⊗A that is defined by
(πV✷×πW )(v ⊗ w) = ((id⊗ id⊗M) ◦ (id⊗ σ ⊗ id) ◦ (πV ⊗ πW ))(v ⊗ w) (110)
for all v ∈ V and all w ∈ W . It is easily checked that the conditions (43) and (44) are
satisfied with πV replaced by πV✷×πW and V replaced by V ⊗W , so πV✷×πW is indeed a
coaction of A with carrier space V ⊗W . If V and W are of finite dimensions dV and dW ,
with bases v1, v2, . . . , vdV , and w1, w2, . . . , wdW , then (45) and (110) give
(πV✷×πW )(vj ⊗ wk) =
dV∑
s=1
dW∑
t=1
(vs ⊗ wt)⊗ (M(π
V
sj ⊗ π
W
tk )), (111)
26
which implies that the matrix coefficients of πV✷×πW are given by
(πV✷×πW )st,jk = M(π
V
sj ⊗ π
W
tk ). (112)
Henceforth it will always be assumed that in tensor product matrices such as πV✷×πW the
pair of indices that specify the columns have the ordering:
(j, k) = (1, 1), (1, 2), . . . , (1, dW ), (2, 1), (2, 2), . . . , (113)
and that the same ordering applies to the rows.
There exists a second tensor product of πV and πW that has the same carrier space V ⊗W .
This will be called the twisted tensor product, and is defined as the mapping πV ✷˜×πW from
V ⊗W to V ⊗W ⊗A that is given by
(πV ✷˜×πW )(v ⊗ w) = ((id⊗ id ⊗M) ◦ (id⊗ id⊗ σ) ◦ (id⊗ σ ⊗ id) ◦ (πV ⊗ πW ))(v ⊗ w)
(114)
for all v ∈ V and all w ∈ W . It is again easily checked that the conditions (43) and (44)
are satisfied with πV replaced by πV ✷˜×πW and V replaced by V ⊗W , so πV ✷˜×πW is also a
coaction of A with carrier space V ⊗W . Then (45) and (114) give
(πV ✷˜×πW )(vj ⊗ wk) =
dV∑
s=1
dW∑
t=1
(vs ⊗ wt)⊗ (M(π
W
tk ⊗ π
V
sj)), (115)
which implies that the matrix coefficients of πV ✷˜×πW are given by
(πV ✷˜×πW )st,jk = M(π
W
tk ⊗ π
V
sj). (116)
The tensor product πW✷×πV , whose carrier space is πW ⊗πV , has matrix coefficients that
are given (according to (112)) by
(πW✷×πV )ts,kj = M(π
W
tk ⊗ π
V
sj). (117)
As the matrix coefficients of (116) and (117) differ only in their ordering of the pairs of
indices that label their rows (and, in the corresponding manner, their columns), it follows
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that πV ✷˜×πW and πW✷×πV are equivalent corepresentations. If A is coquasitriangular (that
is, if A′ is quasitriangular (c.f Drinfel’d30, then πV✷×πW and πW✷×πV are equivalent, so in
this case πV✷×πW and πV ✷˜×πW are equivalent. (Of course, in the special case in which A is
commutative, the corepresentations πV✷×πW and πV ✷˜×πW are identical).
Applying these considerations to the special case in which πV = π
p and πW = π
q are two
irreducible unitary corepresentations of A, (112) and (116) become
(πp✷×πq)st,jk = M(π
p
sj ⊗ π
q
tk) (118)
and
(πp✷˜×π
q)st,jk = M(π
q
tk ⊗ π
p
sj) (119)
respectively.
B. Characters
The character of a corepresentation πV of A of dimension dV is defined in terms of its
matrix coefficients by
χV =
dV∑
j=1
πVjj, (120)
so χV is also an element of A. Clearly equivalent corepresentations have identical characters.
If πp and πq are two irreducible unitary corepresentations of A (assumed to be inequiva-
lent if p 6= q) and if χp and χq are their corresponding characters, then (67) and (68) imply
that
h(M(χp∗ ⊗ χq)) = h(M(χq ⊗ χp∗)) = δpq. (121)
If πV is a (completely) reducible corepresentation of A that is equivalent to the direct
sum
∑
⊕ npπp, then the number of times np that the irreducible corepresentation πp (or a
corepresentation equivalent to πp) appears in the reduction of πV is given by
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χV =
∑
p
npχp, (122)
so, by (121),
np = h(M(χV ⊗ χp∗)) = h(M(χp∗ ⊗ χV )). (123)
For the tensor product πp✷×πq of two irreducible unitary corepresentations πp and πq
the character is just χpχq (= M(χp ⊗ χq)), so the number of times nrpq that the irreducible
corepresentation πr (or a corepresentation equivalent to πr) appears in the reduction of
πp✷×πq is given by
nrpq = h(χ
pχqχr∗) = h(χr∗χpχq). (124)
If π¯p is the irreducible unitary corepresentation that is conjugate to πp, then (59) and
(62) show that
nrpq = n
q
p¯r , n
q
rp¯ = n
r
qp, (125)
where nqp¯r is the number of times that π
q (or its equivalent) appears in the reduction of
π¯p✷×πr, and nqrp¯ is the number of times that π
q (or its equivalent) appears in the reduction
of πr✷×π¯p.
C. Clebsch-Gordan coefficients
As above, suppose that the the tensor product πp✷×πq of two irreducible unitary corep-
resentations πp and πq is reducible, and that nrpq is the number of times that the irreducible
corepresentation πr (or a corepresentation equivalent to it) appears in the reduction of
πp✷×πq. If πp has carrier space V p with basis elements vp1 , v
p
1, . . . , v
p
dp
and πq has carrier
space V q with basis elements vq1, v
q
1, . . . , v
q
dq
, then the set of elements vpj ⊗ v
q
k form a basis
for V p ⊗ V q, the carrier space of πp✷×πq, and consequently appropriate linear combinations
form bases for all the irreducible corepresentations πr that appear in the reduction of the
tensor product. Let wr,αℓ be such a combination, so that
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wr,αℓ =
dp∑
j=1
dq∑
k=1

 p q
j k
∣∣∣∣∣∣∣∣
r , α
ℓ

 vpj ⊗ vqk, (126)
for ℓ = 1, 2, . . . , dr, and α = 1, 2, . . . , n
r
pq, and
(πp✷×πq)(wr,αℓ ) =
dr∑
u=1
wr,αu ⊗ π
r
ul, (127)
for u = 1, 2, . . . , dr, and α = 1, 2, . . . , n
r
pq. The inverse of (126) is
vpj ⊗ v
q
k =
∑
r
nrpq∑
α=1
dr∑
ℓ=1

 r , α
ℓ
∣∣∣∣∣∣∣∣
p q
j k

wr,αℓ , (128)
for j = 1, 2, . . . , dp and k = 1, 2, . . . , dq. The Clebsch-Gordan coefficients defined in (126)
form the elements of a dp× dq matrix C, while the inverse coefficients defined in (128) form
the elements of C−1, where
C−1(πp✷×πq)C =
∑
r
⊕nrpqπ
r. (129)
That is,
dp∑
j=1
dq∑
t=1
(πp✷×πq)is,jt

 p q
j t
∣∣∣∣∣∣∣∣
r , α
ℓ

 =
dr∑
u=1

 p q
i s
∣∣∣∣∣∣∣∣
r , α
u

πruℓ (130)
for i = 1, 2, . . . , dp, s = 1, 2, . . . , dq, ℓ = 1, 2, . . . , dr, and α = 1, 2, . . . , n
r
pq.
D. Products of basis functions and Clebsch-Gordan coefficients
Consider first the right regular corepresentation. If φpRj and ψ
qR
k are basis functions of
the unitary irreducible corepresentations πp and πq of A, then (92) and (118) imply that
πRA(M(φ
pR
j ⊗ ψ
qR
k )) =
dp∑
s=1
dq∑
t=1
M(φpRs ⊗ ψ
qR
t )⊗ (π
p
✷×πq)st,jk , (131)
so that if the set of products M(φpRj ⊗ ψ
qR
k ) (for j = 1, 2, . . . , dp, and k = 1, 2, . . . , dq) form
a linearly independent set, then they form a basis for the tensor product corepresentation
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πp✷×πq. Thus, by (126) and (127), there exists a set of elements θr,αRℓ , all members of A,
that are defined by
θr,αRℓ =
dp∑
j=1
dq∑
k=1

 p q
j k
∣∣∣∣∣∣∣∣
r , α
ℓ

M(φpRj ⊗ ψqRk ), (132)
for ℓ = 1, 2, . . . , dr, and α = 1, 2, . . . , n
r
pq, and which have the property that
πRA(θ
r,αR
ℓ ) =
dr∑
u=1
θr,αRu ⊗ π
r
ul, (133)
for u = 1, 2, . . . , dr, and α = 1, 2, . . . , n
r
pq. By (128), the inverse of (132) is then
M(φpRj ⊗ ψ
qR
k ) =
∑
r
nrpq∑
α=1
dr∑
ℓ=1

 r , α
ℓ
∣∣∣∣∣∣∣∣
p q
j k

 θr,αRℓ , (134)
for j = 1, 2, . . . , dp and k = 1, 2, . . . , dq. On applying the projection operator P
rR
ul of (107)
to M(φpRj ⊗ ψ
qR
k ), and using (109), (134) and (132), it follows that
PrRul (M(φ
pR
j ⊗ ψ
qR
k ))
=
∑nrpq
α=1
∑dr
v=1
∑dp
s=1
∑dq
t=1

 r , α
ℓ
∣∣∣∣∣∣∣∣
p q
j k



 p q
s t
∣∣∣∣∣∣∣∣
r , α
v


×dr{((F
r)−1)vu/tr((F
r)−1)}M(φpRs ⊗ ψ
qR
t )
(135)
for j = 1, 2, . . . , dp and k = 1, 2, . . . , dq. However, the definition (107) taken in conjunction
with (131) and (118) gives
PrRul (M(φ
pR
j ⊗ ψ
qR
k )) = dr
dp∑
s=1
dq∑
t=1
M(φpRs ⊗ ψ
qR
t ) h(π
r∗
ulπ
p
sjπ
q
tk), (136)
so equating coefficients of M(φpRs ⊗ ψ
qR
t ) in (135) and (136) yields
h(πr∗ulπ
p
sjπ
q
tk) =
∑nrpq
α=1
∑dr
v=1

 r , α
ℓ
∣∣∣∣∣∣∣∣
p q
j k



 p q
s t
∣∣∣∣∣∣∣∣
r , α
v


×{((Fr)−1)vu/tr((F
r)−1)}
(137)
for all j = 1, 2, . . . , dp, k = 1, 2, . . . , dq, and l = 1, 2, . . . , dr. Of course, this implies that
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h(πr∗ulπ
q
tkπ
p
sj) =
∑nrqp
α=1
∑dr
v=1

 r , α
ℓ
∣∣∣∣∣∣∣∣
q p
k j



 q p
t s
∣∣∣∣∣∣∣∣
r , α
v


×{((Fr)−1)vu/tr((F
r)−1)}
(138)
for all j = 1, 2, . . . , dp, k = 1, 2, . . . , dq, and l = 1, 2, . . . , dr.
Although the conclusions (137) and (138) also follow from consideration of the left regular
coaction, some of the intermediate results are significantly different in this case. Firstly (93)
implies that
πLA(M(φ
pL
j ⊗ ψ
qL
k )) =
dp∑
s=1
dq∑
t=1
M(φpLs ⊗ ψ
qL
t )⊗M(π
q
tk ⊗ π
p
sj), (139)
so, by (119),
πLA(M(φ
pL
j ⊗ ψ
qL
k )) =
dp∑
s=1
dq∑
t=1
M(φpLs ⊗ ψ
qL
t )⊗ (π
p
✷˜×π
q)st,jk , (140)
so that if the set of products M(φpLj ⊗ ψ
qL
k ) (for j = 1, 2, . . . , dp, and k = 1, 2, . . . , dq) form
a linearly independent set, then they form a basis for the twisted tensor product corep-
resentation πp✷˜×πq. However, on writing Φ
qp
kj = M(φ
pL
j ⊗ ψ
qL
k ), (140) can be re-expressed
as
πLA(Φ
qp
kj) =
dp∑
s=1
dq∑
t=1
Φqpts ⊗ (π
q
✷×πp)ts,kj . (141)
That is, the set Φqpkj (for k = 1, 2, . . . , dq and j = 1, 2, . . . , dp) form a basis for the ordinary
tensor product corepresentation πq✷×πp. Consequently, there exists a set of elements θr,αLℓ ,
all members of A, that are defined by
θr,αLℓ =
dp∑
j=1
dq∑
k=1

 q p
k j
∣∣∣∣∣∣∣∣
r , α
ℓ

Φqpkj, (142)
for ℓ = 1, 2, . . . , dr, and α = 1, 2, . . . , n
r
qp, and which have the property that
πRA(θ
r,αL
ℓ ) =
dr∑
u=1
θr,αLu ⊗ π
r
ul, (143)
for u = 1, 2, . . . , dr, and α = 1, 2, . . . , n
r
qp. Thus
32
θr,αLℓ =
dp∑
j=1
dq∑
k=1

 q p
k j
∣∣∣∣∣∣∣∣
r , α
ℓ

M(φpLj ⊗ ψqLk ), (144)
whose inverse is
M(φpLj ⊗ ψ
qL
k ) =
∑
r
nrqp∑
α=1
dr∑
ℓ=1

 r , α
ℓ
∣∣∣∣∣∣∣∣
q p
k j

 θr,αLℓ , (145)
for j = 1, 2, . . . , dp and k = 1, 2, . . . , dq. Applying the projection operator P
rL
ul of (107) to
M(φpLj ⊗ ψ
qL
k ), and using (109), (145) and (144), it follows that
PrLul (M(φ
pL
j ⊗ ψ
qL
k ))
=
∑nrqp
α=1
∑dr
v=1
∑dp
s=1
∑dq
t=1

 r , α
ℓ
∣∣∣∣∣∣∣∣
q p
k j



 q p
t s
∣∣∣∣∣∣∣∣
r , α
v


×dr{((F
r)−1)vu/tr((F
r)−1)}M(φpLs ⊗ ψ
qL
t )
(146)
for j = 1, 2, . . . , dp and k = 1, 2, . . . , dq. However, the definition (107) taken in conjunction
with (139) gives
PrLul (M(φ
pL
j ⊗ ψ
qL
k )) = dr
dp∑
s=1
dq∑
t=1
M(φpLs ⊗ ψ
qL
t ) h(π
r∗
ulπ
q
tkπ
p
sj), (147)
so equating coefficients of M(φpLs ⊗ ψ
qL
t ) in (146) and (147) yields (138) again.
It is also possible to obtain (137) (and hence (138)) without making any linear indepen-
dence assumptions about the set of products M(φpRj ⊗ ψ
qR
k ), for by (111), (126), (127), and
(128),
∑
r
∑nrpq
α=1
∑dp
s=1
∑dq
t=1
∑dr
v,w=1

 r , α
w
∣∣∣∣∣∣∣∣
p q
j k



 p q
s t
∣∣∣∣∣∣∣∣
r , α
v

 vps ⊗ vqt ⊗ πrvw
=
∑dp
s=1
∑dq
t=1 v
p
s ⊗ v
q
t ⊗M(π
p
sj ⊗ π
q
tk)
for all j = 1, 2, . . . , dp, and k = 1, 2, . . . , dq. As the set v
p
s ⊗ v
q
t (for s = 1, 2, . . . , dp, and
t = 1, 2, . . . , dq) is certainly linearly independent, it follows that
∑
r
∑nrpq
α=1
∑dr
v,w=1

 r , α
w
∣∣∣∣∣∣∣∣
p q
j k



 p q
s t
∣∣∣∣∣∣∣∣
r , α
v

 πrvw = M(πpsj ⊗ πqtk)
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(for j, s = 1, 2, . . . , dp, and k, t = 1, 2, . . . , dq). On replacing r by r
′ in the sums of on the
left-hand side, multiplying through by πr∗uℓ from the left, applying the Haar functional h, and
using (65) and (68), one regains (137).
VI. THE IRREDUCIBLE TENSOR OPERATORS
A. Introduction
Let πq be a unitary irreducible right coaction of A of dimension dq with matrix coeffi-
cients πqjk. It will be shown that within both the right and the left regular corepresentation
formalisms there exist two types of irreducible tensor operators that both belong to this
corepresentation πq. These will be denoted by QqXj and Q˜
qX
j (for j = 1, 2, . . . , dq and for
X = R or L), and will be called ordinary and twisted irreducible tensor operators respec-
tively. Naturally the two types of irreducible tensor operators coincide in the special case
in which A is commutative. Moreover, it should be noted that if Aop is the Hopf algebra
in which the multiplication operator M and antipode S of A are replaced by M ◦ σ and
S−1 respectively, then the ‘twisted’ irreducible tensor operators for A are the ‘ordinary’
irreducible tensor operators for Aop and the ‘ordinary’ irreducible tensor operators for A are
the ‘twisted’ irreducible tensor operators for Aop.
B. Definitions in the right regular corepresentation formalism
1. Definition of the ordinary irreducible tensor operators Q
qR
j
The ordinary irreducible tensor operators QqRj belonging to the unitary irreducible right
coaction πq of A are defined to be members of L(A) that satisfy the condition
((id⊗M) ◦ (∆⊗ id) ◦ (QqRj ⊗ S) ◦∆)(a) =
dq∑
k=1
QqRk (a)⊗ π
q
kj (148)
for all a ∈ A and all j = 1, 2, . . . , dq. Hereafter L(A) denotes the set of linear operators that
map A into A.
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Clearly this definition involves only quantities defined on A, for the right-hand side is a
member of A⊗A. By virtues of (80) this definition can be written equivalently in terms of
the right regular coaction πRA as
((id⊗M) ◦ (πRA ⊗ id) ◦ (Q
qR
j ⊗ S) ◦ π
R
A)(a) =
dq∑
k=1
QqRk (a)⊗ π
q
kj (149)
for all a ∈ A and all j = 1, 2, . . . , dq. (The motivation behind the definition (148) is explained
in Appendix B.2.a).
It will now be shown that (148) provides a consistent definition, in that it can be re-
expressed by saying that the operators QqRj (for j = 1, 2, . . . , dq) form the basis of a carrier
space for a certain right coaction ofA. The motivation for this definition is given in Appendix
B.2.b., where the special case in which A is finite-dimensional is considered in detail, but for
general case it is necessary to apply additional conditions to the domain of this coaction. The
analysis of Appendix B.2.b implies that if A is finite-dimensional then, for every operator
Q ∈ L(A), there exist operators Qi ∈ L(A) and elements qi, both indexed by the same finite
index set I, such that
∑
i∈I
Qi(a)⊗ qi = ((id⊗M) ◦ (∆⊗ id) ◦ (Q⊗ S) ◦∆)(a) (150)
for all a ∈ A, but this is not necessarily true for every Q ∈ L(A) if A is infinite-dimensional.
However, one can always define a subspace T (A) of L(A) by the requirement that Q ∈ T (A)
if (i)Q ∈ L(A), (ii)Q satisfies (150) with I finite, and (iii) eachQi appearing on the left-hand
side of (150) also satisfies a condition of the same form. This subspace T (A) is certainly not
empty, for the identity operator belongs to it (c.f. (170)), as does every irreducible tensor
operator QqRj (c.f.(148)), and, as just noted, if A is finite-dimensional then T (A) is identical
to L(A). The definition of the required right coaction, which will be denoted by πRT (A), is
then that it is the mapping of T (A) into T (A)⊗A that given by
πRT (A)(Q) =
∑
[Q]
Q[1] ⊗Q[2] , (151)
where Q[1] ∈ T (A) and Q[1] ∈ A are such that
35
∑
[Q]
Q[1](a)⊗Q[2] = ((id⊗M) ◦ (∆⊗ id) ◦ (Q⊗ S) ◦∆)(a) (152)
for all Q ∈ T (A) and all a ∈ A. It is then quite easily shown (using the identities (8) to (19))
that πRT (A) satisfies (43) and (44) (with πV and V replaced by π
R
T (A) and T (A) respectively,
and with all operators of T (A) acting on any member of A according to the prescription of
(152)). That is,
∑
[Q]
∑
[Q[1]]
(Q[1])[1](a)⊗ (Q[1])[2] ⊗Q[2] =
∑
[Q]
Q[1](a)⊗∆(Q[2]) (153)
and
∑
[Q]
(Q[1])(a) ǫ(Q[2]) = Q(a)
for all Q ∈ T (A) and all a ∈ A. Hence πRT (A) is indeed a right coaction with carrier space
T (A). Thus (151) and (152) imply that the definition (148) can be written equivalently as
πRT (A)(Q
qR
j ) =
dq∑
k=1
QqRk ⊗ π
q
kj (154)
(for all j = 1, 2, . . .). Because (154) is similar in form to (45), and as πRT (A) is a right coaction
with carrier space T (A), the consistency of the definition (148) is now ensured.
2. Definition of the twisted irreducible tensor operators Q˜
qR
j
The twisted irreducible tensor operators Q˜qRj belonging to the unitary irreducible right
coaction πq of A are defined to be members of L(A) that satisfy the condition
((id⊗M) ◦ (id⊗ σ) ◦ (∆⊗ id) ◦ (Q˜qRj ⊗ S
−1) ◦∆)(a) =
dq∑
k=1
Q˜qRk (a)⊗ π
q
kj (155)
for all a ∈ A and all j = 1, 2, . . . , dq. This can be written equivalently in terms of the right
regular coaction πRA as
((id⊗M) ◦ (id⊗ σ) ◦ (πRA ⊗ id) ◦ (Q˜
qR
j ⊗ S
−1) ◦ πRA)(a) =
dq∑
k=1
Q˜qRk (a)⊗ π
q
kj (156)
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for all a ∈ A and all j = 1, 2, . . . , dq. Both (155) and (156) differ from the corresponding
definitions (148) and (149) only in the replacement of M by M ◦σ and S by S−1 (neither of
which have any effect in the special case in which A is commutative). (See Appendix B.2.a
for further discussion of this pair of substitutions. It should be recorded that Rittenberg
and Scheunert8 noted previously, in the context of what was essentially the ‘abstract carrier
space formalism’ (form (3) of Section I) as generalized to irreducible representations of A′,
that these substitutions do produce another type of irreducible tensor operator, but they
did not pursue this observation at all.)
The demonstration that (155) provides a consistent definition again involves showing
that it can be re-expressed by saying that the operators Q˜qRj (for j = 1, 2, . . . , dq) form the
basis of a carrier space for a right coaction of A. This right coaction π˜RT (A) (and its associated
space T (A)) are essentially obtained from πRT (A) by replacing M by M ◦ σ and S by S
−1, so
π˜RT (A) is defined as the mapping of T (A) into T (A)⊗A that given by
π˜RT (A)(Q) =
∑
[Q]
Q[1] ⊗Q[2] , (157)
where Q[1] ∈ T (A) and Q[1] ∈ A are such that
∑
[Q]
Q[1](a)⊗Q[2] = ((id⊗ (M ◦ σ)) ◦ (∆⊗ id) ◦ (Q⊗ S
−1) ◦∆)(a) (158)
for all Q ∈ T (A) and all a ∈ A. Then (157) and (158) imply that the definition (155) can
be written equivalently as
π˜RT (A)(Q˜
qR
j ) =
dq∑
k=1
Q˜qRk ⊗ π
q
kj (159)
(for all j = 1, 2, . . .), which then ensures the consistency of the definition (155).
C. Definitions in the left regular corepresentation formalism
1. Definition of the ordinary irreducible tensor operators Q
qL
j
The ordinary irreducible tensor operators QqLj belonging to the unitary irreducible right
coaction πq of A are defined to be members of L(A) that satisfy the condition
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((id⊗M) ◦ (πLA ⊗ id) ◦ (Q
qL
j ⊗ S) ◦ π
L
A)(a) =
dq∑
k=1
QqLk (a)⊗ π
q
kj (160)
for all a ∈ A and all j = 1, 2, . . . , dq. (This is can be obtained from (149) by replacing
X = R by X = L, the justification being discussed in more detail in Appendix B.3.a). In
terms of the elementary operations of A, (160) can be re-expressed using (81) as
(σ ◦ (S ⊗ id) ◦ (M ⊗ id) ◦ (id⊗∆) ◦ (S ⊗QqLj ) ◦∆)(a) =
dq∑
k=1
QqLk (a)⊗ π
q
kj (161)
for all a ∈ A and all j = 1, 2, . . . , dq.
The demonstration that (160) provides a consistent definition proceeds in the same way
as above. In this case the appropriate right coaction will be denoted by πLT (A), and will be
defined as the mapping of T (A) into T (A)⊗A that given by
πLT (A)(Q) =
∑
[Q]
Q[1] ⊗Q[2] , (162)
where Q[1] ∈ T (A) and Q[1] ∈ A are such that
∑
[Q]
Q[1](a)⊗Q[2] = (σ ◦ (S ⊗ id) ◦ (M ⊗ id) ◦ (id⊗∆) ◦ (S ⊗Q) ◦∆)(a) (163)
for all Q ∈ T (A) and all a ∈ A. (Here the subspace T (A) of L(A) is defined as in
Section VI.B.1, but with the right-hand side of (163) replacing the right-hand side of (152)
in (150). The motivation for this definition is given in Appendix B.3.b). Then the definition
(160) can be written equivalently as
πLT (A)(Q
qL
j ) =
dq∑
k=1
QqLk ⊗ π
q
kj (164)
(for all j = 1, 2, . . .), which then guarantees its consistency.
2. Definition of the twisted irreducible tensor operators Q˜
qL
j
The twisted irreducible tensor operators Q˜qLj belonging π
q of A are defined to be members
of L(A) that satisfy the condition
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((id⊗M) ◦ (id⊗ σ) ◦ (πLA ⊗ id) ◦ (Q˜
qL
j ⊗ S
−1) ◦ πLA)(a) =
dq∑
k=1
Q˜qLk (a)⊗ π
q
kj (165)
for all a ∈ A and all j = 1, 2, . . . , dq. In terms of the elementary operations of A, (165) can
be re-expressed using (81) as
((id⊗M) ◦ (σ ⊗ S) ◦ (id⊗ σ) ◦ (id⊗∆) ◦ (id⊗ Q˜qLj ) ◦∆)(a) =
dq∑
k=1
Q˜qLk (a)⊗ π
q
kj (166)
for all a ∈ A and all j = 1, 2, . . . , dq. The definition (165) differs from the corresponding
definition (160) only in the replacement of M by M ◦ σ and S by S−1 (neither of which
have any effect in the special case in which A is commutative). However, because the two
S factors in (161) have different origins, these substitutions do not convert (161) into (166).
(See Appendix B.3.a for a further discussion of this point).
The consistency of the definition (165) is again shown in the same way as above. In
this case the appropriate right coaction will be denoted by π˜LT (A), and will be defined as the
mapping of T (A) into T (A)⊗A that given by
π˜LT (A)(Q) =
∑
[Q]
Q[1] ⊗Q[2] , (167)
where Q[1] ∈ T (A) and Q[1] ∈ A are such that
∑
[Q]
Q[1](a)⊗Q[2] = ((id⊗M) ◦ (σ ⊗ S) ◦ (id⊗ σ) ◦ (id⊗∆) ◦ (id⊗Q) ◦∆)(a) (168)
for all Q ∈ T (A) and all a ∈ A. (Here the subspace T (A) of L(A) is defined as in
Section VI.B.1, but with the right-hand side of (168) replacing the right-hand side of (152)
in (150). The motivation for this definition is given in Appendix B.3.b). Then the definition
(165) can be written equivalently as
π˜LT (A)(Q˜
qL
j ) =
dq∑
k=1
Q˜qLk ⊗ π
q
kj (169)
(for all j = 1, 2, . . .), which then implies the consistency of (165).
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D. The identity operator as an irreducible tensor operator
Suppose that Q is the identity operator id of L(A) (so that Q(a) = a for all a ∈ A).
Then, on using (9) and (18), it follows that
(id ⊗M) ◦ (∆⊗ id) ◦ (id⊗ S) ◦∆ = id⊗ 1A, (170)
which, by (148), leads to the agreeable conclusion that the identity operator id is an or-
dinary irreducible tensor operator in the right regular corepresentation formalism for the
one-dimensional identity corepresentation whose sole matrix coefficient is 1A.
It is easily checked (using (155), (161), and (166) in place of (148)), that id is also a
twisted irreducible tensor operator for the identity corepresentation in the right regular corep-
resentation formalism , as well as being a both an ordinary and a twisted irreducible tensor
operator for the identity corepresentation in the left regular corepresentation formalism.
In fact, if one were to adopt the view that these results concerning the identity operator
are an essential requirement of any sensible definition of irreducible tensor operators, the
fact that they are not true if M is replaced by M ◦ σ but S is left unchanged, nor if M
is left unchanged but S is replaced by S−1, then precludes further consideration of these
possibilities.
E. Products as irreducible tensor operators
Suppose now that ψqRj and ψ
qL
j are sets of basis functions for π
q (as defined in (94) and
(95) respectively) and that the operators QqXj and Q˜
qX
j are defined by
QqRj (a) = M(ψ
qR
j ⊗ a),
Q˜qRj (a) = M(a⊗ ψ
qR
j ),
QqLj (a) = M(a⊗ ψ
qL
j ),
Q˜qLj (a) = M(ψ
qL
j ⊗ a),


(171)
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for all a ∈ A. Then the identities (21) to (32) imply that the operators QqRj , Q˜
qR
j , Q
qL
j ,
and Q˜qLj do indeed satisfy (148), (155), (161), and (166) respectively, and so are irreducible
tensor operators belonging to πq.
F. Two useful identities for the ordinary irreducible tensor operators Q
qX
j and Q˜
qX
j
If QqXk is an ordinary irreducible tensor operator belonging to the unitary irreducible
right coaction πq of A and ψpXj is a set of basis functions for the unitary irreducible right
coaction πp of A, then
πXA (Q
qX
k (ψ
pX
j )) =
dp∑
s=1
dq∑
t=1
(QqXt (ψ
pX
s ))⊗ (M(π
q
tk ⊗ π
p
sj)), (172)
for X = R and L, for all j = 1, 2, . . . , dp, and k = 1, 2, . . . , dq. That is, by (118),
πXA (Q
qX
k (ψ
pX
j )) =
dp∑
s=1
dq∑
t=1
(QqXt (ψ
pX
s ))⊗ (π
q
✷×πp)ts,kj , (173)
for X = R and L, for all j = 1, 2, . . . , dp and k = 1, 2, . . . , dq.
By contrast, if Q˜qXk is a twisted irreducible tensor operator belonging π
q, then
πXA (Q˜
qX
k (ψ
pX
j )) =
dp∑
s=1
dq∑
t=1
(Q˜qXt (ψ
pX
s ))⊗ (M(π
p
sj ⊗ π
q
tk)), (174)
for X = R and L, for all j = 1, 2, . . . , dp and k = 1, 2, . . . , dq. It should be noted that the
factors in the second term of the right-hand side of (174) are interchanged relative to those
of (172), which implies, by (119), that
πXA (Q˜
qX
k (ψ
pX
j )) =
dp∑
s=1
dq∑
t=1
(Q˜qXt (ψ
pX
s ))⊗ (π
q
✷˜×π
p)ts,kj, (175)
for X = R and L, for all j = 1, 2, . . . , dp, and k = 1, 2, . . . , dq, which involves the twisted
tensor product.
The proof of (172) is as follows. Applying (94) or (95) to the case a = ψpXu and invoking
(149) or (160) (as appropriate) gives
dp∑
v=1
(id⊗M)(πXA (Q
qX
j (ψ
pX
v ))⊗ S(π
p
vu)) =
dq∑
k=1
(QqXk (ψ
pX
u ))⊗ π
q
kj . (176)
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However, for any a ∈ A
(id ⊗M)(πXA (a)⊗ S(π
p
vu)) =
∑
[a]
a[1] ⊗M(a[2] ⊗ S(π
p
vu)),
the right-hand side of which, on multiplication from the right with 1A ⊗ π
p
ui, and summing
over u, and using (52) and (53), reduces to δivπ
X
A (a). The desired result (172) is then
obtained by multiplying both sides of (176) from the right with 1A ⊗ π
p
ui and summing over
u. The line of proof for (174) is similar.
G. Products of operators
If Q and Q′ are any two members of T (A) and πXT (A) is the ordinary right coaction
defined in (151) and (152) (for X = R) and (162) and (163) (for X = L), then
πXT (A)(QQ
′) = πXT (A)(Q) π
X
T (A)(Q
′) (177)
for X = R and L. This can be re- expressed as
(πXT (A) ◦ M̂)(Q⊗Q
′) = ((M̂ ⊗M) ◦ (id⊗ σ ⊗ id) ◦ (πXT (A) ⊗ π
X
T (A)))(Q⊗Q
′) (178)
for X = R and L, where the operator multiplication operation M̂ is defined by
M̂(Q⊗Q′) = Q ◦Q′ (179)
for all Q,Q′ ∈ T (A).
By contrast, if π˜XT (A) is the twisted right coaction defined in (157) and (158) (for X = R)
and (167) and (168) (for X = L), then
(π˜XT (A) ◦ M̂)(Q⊗Q
′) =
((M̂ ⊗M) ◦ (id⊗ id⊗ σ) ◦ (id⊗ σ ⊗ id) ◦ (π˜XT (A) ⊗ π˜
X
T (A)))(Q⊗Q
′)
(180)
for X = R and L, whose right-hand side involves an extra twist factor (id⊗ id⊗ σ) relative
to the corresponding result (178).
The proofs of these statements just involve a straightforward application of the identities
(8) to (19).
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VII. THEOREMS OF THE WIGNER-ECKART TYPE
If πp, πq, and πr are unitary irreducible corepresentations of A of dimensions dp, dq, and
dr respectively, φ
pX
j and ψ
rX
ℓ are basis functions belonging to π
p and πr, and QqXk is an
ordinary irreducible tensor operator belonging to πq, then
(ψrXℓ , Q
qX
k (φ
pX
j ))
X =
nrqp∑
α=1

 r , α
ℓ
∣∣∣∣∣∣∣∣
q p
k j

 (r | QqX | p)α , (181)
for X = R and L, all j = 1, 2, . . . , dp, all k = 1, 2, . . . , dq, and all ℓ = 1, 2, . . . , dr. Here the
reduced matrix elements (r | QqX | p)α are given by
(r | QqX | p)α =
∑dp
s=1
∑dq
t=1
∑dr
u,v=1(ψ
rX
u , Q
qX
t (φ
pX
s ))
X

 q p
t s
∣∣∣∣∣∣∣∣
r , α
v


× {((Fr)−1)vu/tr((F
r)−1)}
(182)
for α = 1, 2, . . . , nrqp, and the inner products ( , )
R and ( , )L are defined in (86) and (87).
On the other hand, if Q˜qXk is a twisted irreducible tensor operator belonging to π
q, then
(ψrXℓ , Q˜
qX
k (φ
pX
j ))
X =
nrpq∑
α=1

 r , α
ℓ
∣∣∣∣∣∣∣∣
p q
j k

 (r | Q˜qX | p)α, (183)
for X = R and L, all j = 1, 2, . . . , dp, all k = 1, 2, . . . , dq, and all ℓ = 1, 2, . . . , dr, where the
reduced matrix elements (r | Q˜qX | p)α are given by
(r | Q˜qX | p)α =
∑dp
s=1
∑dq
t=1
∑dr
u,v=1(ψ
rX
u , Q˜
qX
t (φ
pX
s ))
X

 p q
s t
∣∣∣∣∣∣∣∣
r , α
v


× {((Fr)−1)vu/tr((F
r)−1)}
(184)
for α = 1, 2, . . . , nrpq.
The results (181) and (183) exhibit the classic Wigner-Eckart theorem behaviour, in
that they show that the j, k, and ℓ dependences of the inner products (ψrXℓ , Q
qX
k φ
pX
j )
X and
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(ψrXℓ , Q˜
qX
k φ
pX
j )
X are determined only by Clebsch-Gordan coefficients, but it should be noted
that in the general case in which A is non-commutative, the inner products for the ordinary
and twisted irreducible tensor operators involve different sets of Clebsch-Gordan coefficients.
The proof of (181) in the case X = R is as follows. By (92) and (172)
πRA(ψ
rR∗
ℓ Q
qR
k (φ
pR
j )) =
dp∑
s=1
dq∑
t=1
dr∑
u=1
(ψrR∗u Q
qR
t (φ
pR
s ))⊗ (π
r∗
uℓπ
q
tkπ
p
sj)
for all j = 1, 2, . . . , dp, k = 1, 2, . . . , dq, and ℓ = 1, 2, . . . , dr. Then, by (91)
h(ψrR∗ℓ Q
qR
k (φ
pR
j )) =
dp∑
s=1
dq∑
t=1
dr∑
u=1
h(ψrR∗u Q
qR
t (φ
pR
s )) h(π
r∗
uℓπ
q
tkπ
p
sj)
for all j = 1, 2, . . . , dp, k = 1, 2, . . . , dq, and ℓ = 1, 2, . . . , dr. Invoking (86) and (138) then
immediately gives (181) and (182).
The proof of (181) in the case X = L is similar. By (172), (93), and (98)
πLA(Q
qL
k (φ
pL
j )(S
2(ψrLℓ ))
∗) =
dp∑
s=1
dq∑
t=1
dr∑
u=1
(QqLt (φ
pL
s )(S
2(ψrLu ))
∗)⊗ (πr∗uℓπ
q
tkπ
p
sj)
for all j = 1, 2, . . . , dp, k = 1, 2, . . . , dq, and ℓ = 1, 2, . . . , dr. On applying (91), (87), and
(138), the results (181) and (182) are obtained for this case as well.
The proof of (183) follows the same lines, but employs (174) and (137) in place of (172)
and (138).
VIII. PRODUCTS OF IRREDUCIBLE TENSOR OPERATORS
If πp and πq are unitary irreducible corepresentations of A of dimensions dp and dq
respectively, and QpXj and Q
qX
k are ordinary irreducible tensor operators belonging to π
p
and πq, then
πXT (A)(Q
pX
j Q
qX
k ) =
dp∑
s=1
dq∑
t=1
(QpXs Q
qX
t )⊗ (π
p
✷×πq)st,jk (185)
for X = R and L and for all j = 1, 2, . . . , dp, and k = 1, 2, . . . , dq. Here the coactions π
R
T (A)
and πLT (A) are as defined in (151), (152), (162), and (163), and the matrix coefficients of the
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tensor product πp✷×πq are given in (118). (The proof of (185) just involves applying (178),
(154), (164), and (179).)
Because of the similarity in form between (185) and (131), it follows immediately that
QrX,αℓ =
dp∑
j=1
dq∑
k=1

 p q
j k
∣∣∣∣∣∣∣∣
r , α
ℓ

QpXj QqXk , (186)
for ℓ = 1, 2, . . . , dr, and α = 1, 2, . . . , n
r
pq. Here Q
rX,α
ℓ (for α = 1, 2, . . . , n
r
pq) are n
r
pq ordinary
irreducible tensor operators belonging to πr that are, in general, all different.
By contrast, if Q˜pXj and Q˜
qX
k are twisted irreducible tensor operators belonging to π
p and
πq, then
π˜XT (A)(Q˜
pX
j Q˜
qX
k ) =
dp∑
s=1
dq∑
t=1
(Q˜pXs Q˜
qX
t )⊗ (π
p
✷˜×π
q)st,jk (187)
for X = R and L and for all j = 1, 2, . . . , dp, and k = 1, 2, . . . , dq. Here the right coactions
π˜RT (A) and π˜
L
T (A) are as defined in (157), (158), (167), and (168), and the matrix coefficients
of the twisted tensor product πp✷˜×πq are given in (119). (This result (187) is proved using
(180), (159), (169), and (179).)
The analogue of (186) for the twisted case is
Q˜rX,αℓ =
dp∑
j=1
dq∑
k=1

 q p
k j
∣∣∣∣∣∣∣∣
r , α
ℓ

 Q˜pXj Q˜qXk , (188)
for ℓ = 1, 2, . . . , dr, and α = 1, 2, . . . , n
r
qp. Here Q˜
rX,α
ℓ (for α = 1, 2, . . . , n
r
qp) are n
r
qp twisted
irreducible tensor operators belonging to πr that are, in general, all different.
IX. GENERALIZATION TO QUANTUM HOMOGENEOUS SPACES
A. Quantum homogeneous spaces
The definition and role of quantum homogeneous spaces are best introduced by consid-
ering the situation first in the very well established and familiar context of a compact Lie
group G. The homogeneous space formalism for G has two essential features. Firstly, it is
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equivalent to the theory in which G acts as a transformation group on an external manifold
M, and, secondly, it is closely related to the regular representation formalisms. Both of
these aspects were reviewed briefly in Section I.
With G taken to be a group of tranformations that act on an external manifold M,
select some typical point of M. Let H be the isotropy subgroup of G, which consists of all
transformations of G that send this point into itself, and letM0 be the orbit of points ofM
that are obtained by acting on this typical point with every transformation of G. In the case
in which G is the rotation group about O and M is ℜ3, let r0 of ℜ
3 be this typical point.
Then H is the subgroup of all rotations about the axis from O to the point r0, and M0 is
the sphere centred on O that contains the point r0. With an appropriate choice of r0, M0
can be parametrised by the spherical polar coordinates θ and φ. Effectively it is only the
functional dependence on θ and φ that comes into symmetry arguments, the dependence on
the radial distance r being immaterial. That is, only the subspace M0 is actually relevant
in the group theoretical calculations. However, it is easily demonstrated that there is a
one-to-one correspondence between the points of M0 and the set of left cosets TH of G
with respect to H. Thus the quantities of interest are the subset B of R(G) that consists
of those members of R(G) which are constant on each left coset TH. Then the operators
acting on the members of B that correspond to the operators P (T ) of (2) may be identified
with the left regular operators L̂(T ) of (A18), as restricted to act only on B. Moreover the
only part of the integral (5) that is relevant to symmetry arguments is the part involving
θ and φ, which is an integral over M0, and hence is equivalent to the Haar integral of (6)
applied to the functions of B. Finally, in the homogeneous space version, the irreducible
tensor operators of (4) become mappings of B into B.
Henceforth the ⋆-Hopf algebra R(G) will be denoted by A. Then B becomes a ⋆-
subalgebra of A and a left coideal of A. (The convention adopted here is that B is said
to be a left coideal of A if ∆(f) ∈ A ⊗ B for all f ∈ B, and B is said to be a right coideal
of A if ∆(f) ∈ B ⊗A for all f ∈ B). It is also trivially true that B is S2-invariant.
There also exists a parallel version of this theory associated with the right regular rep-
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resentation of G, the operators R̂(T ) of which are defined by R̂(T ) f(T ′) = f(T ′T ) for all
f and for all T, T ′ ∈ G. Then, for example, if G is the group of all rotations in this space
about O and M is ℜ3, in place of the transformations of (1) one could define another set in
which
(r′)T = rTR(T ), (189)
where rT denotes the transpose of r. Then, for a typical point r0, there is a one-to-one
correspondence between the points of the orbit M0 of r0 and the set of right cosets HT of
G with respect to the corresponding isotropy subgroup H of r0. In this case the quantity of
interest is the set B of representative functions of G which are constant on each right coset
HT . Then B is a ⋆-subalgebra of A and a right coideal of A, and the analogues of operators
P (T ) of (2) are the R̂(T ) restricted to B. It is again trivially true that B is S2-invariant.
There are various ways in which these ideas can be generalized to produce quantum
homogeneous spaces23−26,31−36, but the present development follows the work of Dijkhuizen
and Koornwinder23−26. In this formulation one works with a ⋆- Hopf algebra A (which is in
general both non-commutative and non-cocommutative), and with a ⋆-subalgebra B of A
that is either a right coideal of A or is a left coideal of A. (The explicit discussion in Refs.
23-26 is actually given for the former situation, but clearly the formulation can also be re-
expressed for the latter situation). Dijkhuizen and Koornwinder23−26 have discussed various
other algebraic objects that are associated with B, and have shown that in the case of the
quantum SU(2) group there exists a one-parameter family of such spaces (called ‘quantum
2-spheres’) which are mutually non-isomorphic, and they have related these to the work of
Podles´31.
For the case in which B is a left coideal of A it will be assumed, for reasons that will
become clear in due course, that B is S2-invariant. However, when B is a right coideal of A
there is no need to make this assumption when investigating the irreducible tensor operators.
Whether this assumption is needed in this case for other purposes is a matter that has been
discussed by Dijkhuizen and Koornwinder23−24.
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B. The restricted right and left regular coactions
In the special case in which A is the dual of a group algebra, the operations of A
corresponding to the right and left regular actions of the group algebra are the right and left
regular coactions of A. Consequently the restrictions of right and left regular actions of the
group algebra to B correspond to the right and left regular coactions of A restricted to B.
These are not only the relevant operations of the classical homogeneous space formulation
but they are also the basic operations of the quantum homogeneous space formulation.
Explicitly, the right regular coaction πRA and the left regular coaction π
L
A for a general
compact quantum group algebra A are defined (in (43) and (81) by
πRA = ∆ , π
L
A = σ ◦ (S ⊗ id) ◦∆.
Both are right coactions ofA with carrier space A. The corresponding restricted right regular
coaction πRB and restricted left regular coaction π
L
B may then be defined by
πRB = π
R
A|B = ∆|B , π
L
B = π
L
A|B = σ ◦ (S ⊗ id) ◦∆|B. (190)
In the context of the restricted right regular coaction it is being assumed that B is a right
coideal of A, whereas in the restricted left regular coaction context B is assumed to be a
left coideal of A. Because of the extra twist factor σ in the definition of πLB , it follows that
both πRB and π
L
B are right coactions of A with carrier space B. (The role of π
R
B as a transitive
⋆-coaction corresponding to the transitive action of the quantum group associated with A
on the quantum homogeneous space associated with B has been described by Dijkhuizen
and Koornwinder23,24).
The restriction of the Haar functional h of A to B provides a positive definite integral
for B with the invariance properties
(MC,A ◦ (h⊗ id) ◦ π
X
B )(b) = (MA,C ◦ (id⊗ h) ◦ π
X
B )(b) = h(b) 1A (191)
for all b ∈ B and for both X = R and X = L (c.f. (88) and (89)).
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The restricted right and left regular corepresentations are both unitary, provided that
the inner products on the carrier space B are chosen in the following way:
1. for the restricted right regular corepresentation take
〈b, b′〉B = (b, b
′)R = h(M(b⋆ ⊗ b′)) for all b, b′ ∈ B; (192)
2. for the restricted left regular corepresentation take
〈b, b′〉B = (b, b
′)L = h(M(b ⊗ (S2(b′))⋆)) for all b, b′ ∈ B. (193)
It should be noted that (S2(b′))⋆ ∈ B if B is S2-invariant. (The proofs of these unitary
properties are essentially the same as for the corresponding results (86) and (87) for the
unrestricted regular coactions).
The effects of the restricted right and left regular coactions on products are also essen-
tially the same as for the unrestricted coactions (c.f.(92) and (93)).
C. Basis functions for the restricted right and left regular coactions
Suppose that πpjk are the matrix coefficients of a corepresentation π
p of A of finite di-
mension dp. Then the basis functions ψ
pR
j of π
p with respect to the restricted right regular
coaction may be defined to be a set of dp elements of B that have the property that
πRB (ψ
pR
j ) =
dp∑
k=1
ψpRk ⊗ π
p
kj (194)
for all j = 1, 2, . . . , dp. Similarly the basis functions ψ
pL
j of π
p with respect to the restricted
left regular coaction may be defined as a set of dp elements of B that have the property that
πLB(ψ
pL
j ) =
dp∑
k=1
ψpLk ⊗ π
p
kj (195)
for all j = 1, 2, . . . , dp. In both cases the matrix coefficients π
p
kj are elements of A, and need
not be members of B.
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By contrast with the unrestricted coaction situation, in neither case is there any guar-
antee that for a given corepresentation πp there actually exist basis functions for restricted
coactions. For example, in the restricted right regular coaction case, a set of basis functions
is provided (for any fixed choice of ℓ = 1, 2, . . .) by
ψpRj = π
p
ℓj (196)
for all j = 1, 2, . . . , dp only if π
p
ℓj is an element of B for some j = 1, 2, . . . , dp. (Then (I.43)
and the fact that B is assumed in this context to be a right coideal of A imply that πpℓj ∈ B
for all j = 1, 2, . . . , dp). Similarly, in the restricted left regular coaction case, an example is
provided (for any fixed choice of ℓ = 1, 2, . . .) by
ψpLj = S
−2(πp⋆jℓ ) (197)
for all j = 1, 2, . . . , dp only if π
p
jℓ is an element of B for some j = 1, 2, . . . , dp. (Then (I.43) and
the fact that B is assumed in this context to be a S2-invariant left coideal and ⋆-subalgebra
of A imply that S−2(πp⋆jℓ ) ∈ B for all j = 1, 2, . . . , dp).
One very useful result, proved in the same way as the corresponding unrestricted identity
(98), is that if ψqLk exists then
πLB((S
2(ψqLk ))
⋆) =
dp∑
t=1
(S2(ψqLt ))
⋆ ⊗ πq⋆tk (198)
for all k = 1, 2, . . . , dp.
The orthogonality properties of basis functions are the essentially the same as for those for
the unrestricted case that have been given in (99), (100), and (103). (The only qualification
is that now it has to be assumed that the relevant matrix corepresentation coefficients are
members of B).
If the basis functions ψqXk and φ
pX
j are members of B (so that they are basis functions
for the restricted coactions), then their products M(ψqXk ⊗ φ
pX
j ) are also members of B.
Consequently the analysis of Subsection V.D goes through without modification, except
that all basis functions involved (including the θr,αXℓ ) are in B and one can always replace
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the unrestricted coactions πXA by the restricted coactions π
X
B . The rest of discussion of
Section V on tensor products and Clebsch-Gordan coefficients still applies in its entirety.
D. The irreducible tensor operators in the restricted corepresentation formalisms
1. Introduction
Let πq be a unitary irreducible right coaction of A of dimension dq with matrix coef-
ficients πqjk. It will be shown that within both the restricted right and the restricted left
regular corepresentation formalisms there exist two types of irreducible tensor operators
that both belong to this corepresentation πq. These will be denoted by QqXjB and Q˜
qX
jB (for
j = 1, 2, . . . , dq and for X = R or L), and will be called ordinary and twisted irreducible ten-
sor operators associated with B respectively. These operators are members of L(B), which is
the set of linear operators that map B into B. Naturally the two types of irreducible tensor
operators coincide in the special case in which A is commutative. As much of the analysis
is the same as for the unrestricted case, all the proofs will be omitted.
2. Definition of the ordinary irreducible tensor operators Q
qX
jB and twisted irreducible tensor
operators Q˜
qX
jB
The ordinary irreducible tensor operators QqXjB belonging to the unitary irreducible right
coaction πq of A are defined (for X = L,R) to be members of L(B) that satisfy the condition
((id⊗M) ◦ (πXB ⊗ id) ◦ (Q
qX
jB ⊗ S) ◦ π
X
B )(b) =
dq∑
k=1
QqXkB (b)⊗ π
q
kj (199)
for all b ∈ B and all j = 1, 2, . . . , dq.
The twisted irreducible tensor operators Q˜qXjB belonging to the unitary irreducible right
coaction πq of A are defined (for X = L,R) to be members of L(B) that satisfy the condition
((id⊗M) ◦ (id⊗ σ) ◦ (πXB ⊗ id) ◦ (Q˜
qX
jB ⊗ S
−1) ◦ πXB )(b) =
dq∑
k=1
Q˜qXkB (b)⊗ π
q
kj (200)
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for all b ∈ B and all j = 1, 2, . . . , dq. (This definition (200) differs from the corresponding
definition (199) only in the replacement of M by M ◦σ and S by S−1 (neither of which have
any effect in the special case in which A is commutative)).
3. Properties of the irreducible tensor operators associated with quantum homogeneous spaces
1. Suppose thatQ is the identity operator id of L(B) (so thatQ(b) = b for all b ∈ B). Then
id is both an ordinary and a twisted irreducible tensor operator for the one-dimensional
identity corepresentation of A (whose sole matrix coefficient is 1A) in the restricted
right regular corepresentation formalism, as well as being a both an ordinary and a
twisted irreducible tensor operator for this identity corepresentation in the restricted
left regular corepresentation formalism.
2. Suppose now that ψqRj and ψ
qL
j are sets of basis functions for π
q, as defined in (194)
and (195) respectively (so that they are members of B), and suppose that the operators
QqXjB and Q˜
qX
jB are defined by
QqRjB (b) = M(ψ
qR
j ⊗ b),
Q˜qRjB (b) = M(b⊗ ψ
qR
j ),
QqLjB(b) = M(b⊗ ψ
qL
j ),
Q˜qLjB(b) = M(ψ
qL
j ⊗ b),


(201)
for all b ∈ B. Then QqRjB , Q˜
qR
jB , Q
qL
jB, and Q˜
qL
jB are irreducible tensor operators belonging
to πq.
E. Wigner-Eckart type theorems associated with quantum homogeneous spaces
If πp, πq, and πr are unitary irreducible corepresentations of A of dimensions dp, dq, and
dr respectively, φ
pX
j and ψ
rX
ℓ are basis functions belonging π
p and πr (with φpXj and ψ
rX
ℓ
being assumed here to be members of B), and QqXkB is an ordinary irreducible tensor operator
belonging to πq (with respect to the relevant restricted regular coaction), then
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(ψrXℓ , Q
qX
kB (φ
pX
j ))
X =
nrqp∑
α=1

 r , α
ℓ
∣∣∣∣∣∣∣∣
q p
k j

 (r | QqXB | p)α , (202)
for X = R and L, all j = 1, 2, . . . , dp, all k = 1, 2, . . . , dq, and all ℓ = 1, 2, . . . , dr. Here the
reduced matrix elements (r | QqXB | p)α are given by
(r | QqXB | p)α =
∑dp
s=1
∑dq
t=1
∑dr
u,v=1(ψ
rX
u , Q
qX
tB (φ
pX
s ))
X

 q p
t s
∣∣∣∣∣∣∣∣
r , α
v


× {((Fr)−1)vu/tr((F
r)−1)}
(203)
for α = 1, 2, . . . , nrqp, the inner products ( , )
R and ( , )L are defined in (192) and (193), and
Fr is defined in (66).
On the other hand, if Q˜qXkB is a twisted irreducible tensor operator belonging to π
q (with
respect to the relevant restricted regular coaction), then
(ψrXℓ , Q˜
qX
kB (φ
pX
j ))
X =
nrpq∑
α=1

 r , α
ℓ
∣∣∣∣∣∣∣∣
p q
j k

 (r | Q˜qXB | p)α, (204)
for X = R and L, all j = 1, 2, . . . , dp, all k = 1, 2, . . . , dq, and all ℓ = 1, 2, . . . , dr, where the
reduced matrix elements (r | Q˜qXB | p)α are given by
(r | Q˜qXB | p)α =
∑dp
s=1
∑dq
t=1
∑dr
u,v=1(ψ
rX
u , Q˜
qX
tB (φ
pX
s ))
X

 p q
s t
∣∣∣∣∣∣∣∣
r , α
v


× {((Fr)−1)vu/tr((F
r)−1)}
(205)
for α = 1, 2, . . . , nrpq.
These results (202) and (204) demonstrate that again the j, k, and ℓ dependences of
the inner products (ψrXℓ , Q
qX
kBφ
pX
j )
X and (ψrXℓ , Q˜
qX
kBφ
pX
j )
X are determined only by Clebsch-
Gordan coefficients, and so they have the same form as in the classic Wigner-Eckart theorem.
(However, it should be noted that in the general case in which A is non-commutative, the
inner products for the ordinary and twisted irreducible tensor operators involve different sets
of Clebsch-Gordan coefficients).
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As the proofs of (202) and (204) follow the same lines as in the unrestricted case consid-
ered in Section VII, they will be omitted here.
F. Products of irreducible tensor operators associated with quantum homogeneous
spaces
The arguments of Section VIII can be applied (with A replaced by B) to show that
QrX,αℓB =
dp∑
j=1
dq∑
k=1

 p q
j k
∣∣∣∣∣∣∣∣
r , α
ℓ

QpXjB QqXkB , (206)
for ℓ = 1, 2, . . . , dr, and α = 1, 2, . . . , n
r
pq. Here Q
rX,α
ℓB (for α = 1, 2, . . . , n
r
pq) are n
r
pq ordinary
irreducible tensor operators belonging to πr that are, in general, all different. Moreover,
Q˜rX,αℓB =
dp∑
j=1
dq∑
k=1

 q p
k j
∣∣∣∣∣∣∣∣
r , α
ℓ

 Q˜pXjB Q˜qXkB , (207)
for ℓ = 1, 2, . . . , dr, and α = 1, 2, . . . , n
r
qp, where Q˜
rX,α
ℓB (for α = 1, 2, . . . , n
r
qp) are n
r
qp twisted
irreducible tensor operators belonging to πr that are, in general, all different.
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APPENDIX A: INTRODUCTION
The purpose of this Appendix is to motivate the definitions that are given in the main
body of the paper for the irreducible tensor operators and the projection operators. This
will be done by considering the simple special case in which the Hopf algebra A is the set
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of functions defined on a finite group G of order g, so that the dual A′ of A is the group
algebra of G. In this situation both A and A′ are of finite dimension g. Of course, as A is
commutative in this special case, the resulting expressions are to some extent ambiguous, in
that in this special case M is indistinguishable from M ◦ σ and S is indistinguishable from
S−1. The demonstration of the correctness, consistency, and usefulness of the definitions
that are actually employed for the general case are the subject matter of the self-contained
arguments of the main body of this paper.
To proceed with this motivation, it is necessary to start with some well- known facts
concerning the relationship of A and A′. It is easily shown that A′ is also a Hopf algebra,
whose multiplication operation MA′ , comultiplication operation ∆A′ , and antipode SA′ are
related to those of A by
〈MA′(a
′ ⊗ b′), a〉 = 〈(a′ ⊗ b′),∆(a)〉 (A1)
for all a ∈ A and all a′, b′ ∈ A′,
〈∆A′(a
′), (a⊗ b)〉 = 〈a′,M(a⊗ b)〉 (A2)
for all a, b ∈ A and all a′ ∈ A′, and
〈SA′(a
′), a〉 = 〈a′, S(a)〉 (A3)
for all a ∈ A and all a′ ∈ A′.
Now suppose that πV is a right coaction of A with carrier space V . Then there exists a
corresponding left action π′V of A
′ with the same carrier space V . This is a linear mapping
from A′ ⊗ V to V such that
π′V ◦ (id⊗ π
′
V ) = π
′
V ◦ (MA′ ⊗ id) (A4)
and
π′V ◦ (uA′ ⊗ id) = MC,V , (A5)
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where uA′ is the unit operator of A
′, and MC,V (z ⊗ v) = zv for all v ∈ V and all z ∈ C .
The relationship between πV and π
′
V can be expressed as
π′V (a
′ ⊗ v) =
∑
[v]
v[1] 〈a
′, v[2]〉 (A6)
for all a′ ∈ A′ and all v ∈ V , where the notation of (48) has been employed, or equivalently
as
π′V (a
′ ⊗ v) = (MV,C ◦ (id⊗ ev) ◦ (σ ⊗ id) ◦ (id⊗ πV ))(a
′ ⊗ v) (A7)
for all a′ ∈ A′ and all v ∈ V , where the evaluation map ev of (41) has been used. The
inverse of these is
πV (v) =
∑
j
π′V (a
j ⊗ v)⊗ aj , (A8)
for all v ∈ V , where the basis of A and the dual basis of A′ appear, and are assumed to be
such that (42) holds. If V is of dimension d with basis elements v1, v2, . . . , vd, the matrix
elements π′(a′)jk of the representation are such that
π′V (a
′ ⊗ vj) =
d∑
k=1
π′(a′)kj vk, (A9)
for all a′ ∈ A′ and j = 1, 2, . . . , d. It then follows from (A8) that these representation matrix
elements π′(a′)jk are related to the corepresentation matrix coefficients of π
V
jk of (45) by
π′(a′)jk = 〈a
′, πVjk〉, (A10)
for all a′ ∈ A′ and j, k = 1, 2, . . . , d.
The right regular action R of G is defined by
(R(x⊗ f))(y) = f(yx), (A11)
for all elements x, y ∈ G and all functions f defined on G, where yx is evaluated using the
group multiplication operation of G. This definition (A11) can be immediately extended to
all x, y ∈ A′, with f being any element of A. It is then easy to verify that R is a left action
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of A′ with carrier space A, and, using (A6) (or its equivalents), that it is the left action that
corresponds to the right regular coaction πRA of A that was defined in (80). Then, by (A7),
R(x⊗ f) = (MA,C ◦ (id⊗ ev) ◦ (σ ⊗ id) ◦ (id⊗∆))(x⊗ f) (A12)
for all x ∈ A′ and all f ∈ A, and also, by (80) and (A6),
〈y, R(x⊗ f)〉 = 〈y ⊗ x,∆(f)〉 = 〈y ⊗ x, πRA(f)〉 (A13)
for all x, y ∈ A′ and all f ∈ A. The content of (A11) can usefully be re-expressed as
R̂(x)f(y) = f(yx), (A14)
by introducing an operator R̂(x) for each x ∈ A′.
Similarly, the left regular action L of G is defined by
(L(x⊗ f))(y) = f(x−1y), (A15)
for all elements x, y ∈ G and all functions f defined on G, which immediately extends to all
x, y ∈ A′ and all f ∈ A. Then L is the left action of A′ that corresponds to the left regular
coaction πLA of A that was defined in (81). Thus, by (A7),
L(x⊗ f) = (MA,C ◦ (id⊗ ev) ◦ (σ ⊗ id) ◦ (id⊗ π
L
A))(x⊗ f) (A16)
for all x ∈ A′ and all f ∈ A, and also, by (81) and (A6),
〈y, L(x⊗ f)〉 = 〈y ⊗ x, (σ ◦ (S ⊗ id) ◦∆)(f)〉 = 〈y ⊗ x, πLA(f)〉 (A17)
for all x, y ∈ A′ and all f ∈ A. Moreover, (A15) can be re-written as
L̂(x)f(y) = f(SA′(x)y), (A18)
by introducing an operator L̂(x) for each x ∈ A′.
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APPENDIX B: IRREDUCIBLE TENSOR OPERATORS
1. Outline of argument
The first stage is to recall the definition of irreducible tensor operators in the group
theoretical context. The next stage is to cast these considerations into the language of Hopf
algebras, and the final stage is to put them into a form in which they involve quantities be-
longing only to A. The argument will be given first for the right regular situation, and then
for the left regular situation. In each case the definitions of irreducible tensor operators will
be deduced first, and motivation for the right coactions that appear in the consistency ar-
guments will follow. (The diagrammatic method that is described, for example, by Majid37,
was employed to deduce the proofs that follow, but for typographical convenience these
proofs have been transcribed here into the usual purely symbolic form).
2. Irreducible tensor operators in the group theoretical right regular representation
formalism
a. Derivations of the conditions for the Q
qR
j and Q˜
qR
j
Let Γq be a dq dimensional representation of G. Then the irreducible tensor operators
QqRj may be defined to act on functions defined on G in such a way that
R̂(x)QqRj R̂(x
−1) =
dq∑
k=1
Γqkj(x)Q
qR
k , (B1)
for all x ∈ G and j = 1, 2, . . . , dq, or, more explicitly, such that
(R̂(x)QqRj R̂(x
−1))(f(y)) =
dq∑
k=1
Γqkj(x)(Q
qR
k (f))(y), (B2)
for all x, y ∈ G, for all functions f defined on G, and j = 1, 2, . . . , dq. Now define π̂
R ′
L(A)(x)
by
π̂R ′L(A)(x)(Q) = R̂(x)QR̂(x
−1) (B3)
58
for all x ∈ G and for all linear operators Q that act on functions defined on G, so that (B1)
becomes
π̂R ′L(A)(x)(Q
qR
j ) =
dq∑
k=1
Γqkj(x)Q
qR
k , (B4)
for all x ∈ G and j = 1, 2, . . . , dq. As discussed previously in Section I (in only a slightly
different context), the consistency of the definition (B4) is consequence of the assumption
that Γq is a representation of G and the fact that
π̂R ′L(A)(xy) = π̂
R ′
L(A)(x) π̂
R ′
L(A)(y) (B5)
for all x, y ∈ G.
As
∆A′(x) = x⊗ x , SA′(x) = x
−1 (B6)
for all x ∈ G, it follows from (A14) and (A11) that
(π̂R ′L(A)(x)(Q
qR
j ))f(y) =
(ev ◦ (id⊗ R) ◦ (id⊗ id⊗QqRj ) ◦ (id⊗ id⊗ R) ◦ (id⊗ id⊗ SA′ ⊗ id)
◦(id⊗∆A′ ⊗ id))(y ⊗ x⊗ f),
(B7)
which is now well- defined for all x, y ∈ A′, for all f ∈ A, and QqRj ∈ L(A). Thus, by (A12),
(π̂R ′L(A)(x)(Q
qR
j ))f(y) =
(ev ◦ (id⊗MA,C) ◦ (id⊗ id⊗ ev) ◦ (id⊗ σ ⊗ id) ◦ (id⊗ id⊗∆)
◦(id⊗ id⊗QqRj ) ◦ (id⊗ id⊗MA,C) ◦ (id⊗ id⊗ id⊗ ev)
◦(id⊗ id⊗ σ ⊗ id) ◦ (id⊗ id⊗ id⊗∆) ◦ (id⊗ id⊗ SA′ ⊗ id)
◦(id⊗∆A′ ⊗ id))(y ⊗ x⊗ f),
(B8)
which reduces, by (A3), to
(π̂R ′L(A)(x)(Q
qR
j ))f(y) =
(MC ◦ (ev ⊗MC) ◦ (id⊗ σ ⊗ id) ◦ (id⊗ ev ⊗ id ⊗ id)
◦{id⊗ id⊗ (σ ◦∆ ◦QqRj )⊗ id} ◦ (id⊗ id⊗ σ) ◦ (id⊗ id⊗ ev ⊗ id)
◦(id⊗ id⊗ id⊗ S ⊗ id) ◦ (id⊗∆A′ ⊗ σ) ◦ (id⊗ id⊗∆))(y ⊗ x⊗ f),
(B9)
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However, (A2) implies that
(ev ◦ (id⊗M) ◦ (id⊗ σ))(x⊗ a⊗ b) = (MC ◦ (ev ⊗ ev) ◦ (∆A′ ⊗ id⊗ id)(x⊗ a⊗ b) (B10)
for all a, b ∈ A and all x ∈ A′, so (B9) reduces to
(π̂R ′L(A)(x)(Q
qR
j ))f(y)
= (MC ◦ (ev ⊗ ev) ◦ (id⊗ σ ⊗M) ◦ (id⊗ id⊗∆⊗ id)
◦(id⊗ id⊗QqRj ⊗ S) ◦ (id⊗ id ⊗∆))(y ⊗ x⊗ f)
(B11)
and hence
(π̂R ′L(A)(x)(Q
qR
j ))f(y) =
(MC ◦ (ev ⊗ ev) ◦ (id⊗ σ ⊗ id) ◦ (id⊗ id⊗ id⊗M) ◦ (id⊗ id⊗∆⊗ id)
◦(id⊗ id⊗QqRj ⊗ S) ◦ (id⊗ id⊗∆) ◦ (id⊗ id⊗MA,C))(y ⊗ x⊗ f ⊗ z)
(B12)
for all x, y ∈ A′, all f ∈ A, QqRj ∈ L(A), and all z ∈ C .
Turning to the right-hand side of (B4), by (A10),
dq∑
k=1
Γqkj(x)(Q
qR
k (f))(y) =
dq∑
k=1
〈x, πqkj〉〈y,Q
qR
k 〉,
for all x, y ∈ A′, and j = 1, 2, . . . , dq, and hence
∑dq
k=1 Γ
q
kj(x)(Q
qR
k (f))(y) =∑dq
k=1(MC ◦ (ev ⊗ ev) ◦ (id⊗ σ ⊗ id) ◦ (id⊗ id⊗Q
qR
k ⊗ π
q
kj)
◦(id⊗ id⊗ id⊗ u))(y ⊗ x⊗ f ⊗ z)
(B13)
for all x, y ∈ A′, all f ∈ A, QqRk ∈ L(A), and all z ∈ C .
Now (B4) implies that the expressions on the right-hand sides of (B12) and (B13) may
be equated. As the first three factors of each, namely MC ◦ (ev⊗ ev) ◦ (id⊗ σ⊗ id), are the
same, the equality holds with these removed. However, on both sides of this new equality,
the factor y ⊗ x is only acted on by a succession of identity operators of the form id ⊗ id.
Consequently both y ⊗ x and these identity operators can be removed, leaving the result
that (B1) is equivalent to the condition
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((id⊗M) ◦ (∆⊗ id) ◦ (QqRj ⊗ S) ◦∆ ◦MA,C)(f ⊗ z) =∑dq
k=1((Q
qR
k ⊗ π
q
kj) ◦ (id⊗ u))(f ⊗ z)
(B14)
for all f ∈ A, all j = 1, 2, . . . , dq, and all z ∈ C . This can be rewritten as
((id⊗M) ◦ (∆⊗ id) ◦ (QqRj ⊗ S) ◦∆)(f) =
dq∑
k=1
QqRk (f)⊗ π
q
kj (B15)
for all f ∈ A and all j = 1, 2, . . . , dq, which is the condition (148).
Because M is indistinguishable from M ◦ σ and S is indistinguishable from S−1 in the
situation being considered here, the above arguments would equally well apply with each of
the following 3 substitutions:
1. replace M by M ◦ σ, but leave S unchanged;
2. leave M unchanged, but replace S by S−1;
3. replace M by M ◦ σ and replace S by S−1.
However, in the general case in which A is non- commutative, the possibilities (1) and (2)
are excluded because with them the identity operator would not be an irreducible tensor
operator belonging to the identity corepresentation. Of course, with the substitution (3),
(148) changes into (155), which is the defining condition for a twisted irreducible tensor
operator Q˜qRj .
b. Derivations of the right coactions piRL(A) and p˜i
R
L(A)
First recast (B3) as
πR ′L(A)(x⊗Q) = R̂(x)QR̂(x
−1) (B16)
for all x ∈ G and for all linear operators Q that act on functions defined on G, where πR ′L(A)
is a mapping from A′⊗L(A) into L(A). In Hopf algebra language, this can be re-expressed
as
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πR ′L(A)(x⊗Q) = (M̂ ◦ (id⊗ M̂) ◦ (R̂ ⊗ id⊗ R̂)◦
◦(id⊗ σ) ◦ (id⊗ SA′ ⊗ id) ◦ (∆A′ ⊗ id))(x⊗Q),
(B17)
where M̂ is the operator multiplication operator defined in (179). It is then easily shown
that πR ′L(A) is a left action of A
′ with carrier space L(A).
This expression for πR ′L(A) can be re- expressed in terms of the structure constants intro-
duced in Section II with respect to the basis a1, a2, . . . of A, and the basis a
1, a2, . . . of its
dual A′. First define the operators Pkj by
Pkj (a) = 〈a
k, a〉aj (B18)
(for all a ∈ A and all j, k = 1, 2, . . .), and then define the matrix elements qkj of Q by
qkj = 〈a
k, Q(aj)〉 (B19)
(for all j, k = 1, 2, . . .). Clearly the operators Pkj are members of L(A), and any operator Q
of L(A) can be expressed as Q =
∑
j,kQ
j
kP
k
j . Then, by (A13) and (B18),
R̂(am) =
g∑
j,k=1
µjmk P
k
j (B20)
for all m = 1, 2 . . . , g. On substituting (B20) into (B17), and using (A2) and (A3), it follows
that
πR ′L(A)(a
m ⊗Q) =
g∑
i,j,k,ℓ,u,v,w=1
(mmuvs
v
wµ
ju
i µ
ℓw
k q
i
ℓ) P
k
j , (B21)
for all Q ∈ L(A) and all m = 1, 2 . . . , g.
Using (A8), the corresponding right coaction πRL(A) of A with the same carrier space
L(A) is given by
πRL(A)(Q) =
g∑
m=1
πR ′L(A)(a
m ⊗Q)⊗ am, (B22)
for all Q ∈ L(A). Thus
πRL(A)(Q) =
g∑
i,j,k,ℓ,m,u,v,w=1
(mmuvs
v
wµ
ju
i µ
ℓw
k q
i
ℓ) (P
k
j ⊗ am) ,
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for all Q ∈ L(A). The final stage is to re-express this in a basis free form. This can be done
by writing
πRL(A)(Q) =
∑
[Q]
Q[1] ⊗ Q[2] ,
where Q[1] ∈ L(A) and Q[1] ∈ A are such that
∑
[Q]
Q[1](a)⊗ Q[2] = ((id ⊗M) ◦ (∆ ⊗ id) ◦ (Q⊗ S) ◦∆)(a)
for all Q ∈ L(A) and all a ∈ A.
The right coaction π˜RL(A) is obtained from π
R
L(A) by replacing M by M ◦σ and replacing S
by S−1. The right coactions πRT (A) and π˜
R
T (A) of Sections VI.B.1 and VI.B.2 have essentially
the same definitions as πRL(A) and π˜
R
L(A), except that their domains are restricted to the
appropriate subspaces T (A).
3. Irreducible tensor operators in the group theoretical left regular representation
formalism
a. Derivations of the conditions for the Q
qL
j and Q˜
qL
j
The argument for the left regular formalism follows exactly the same line as that for
the right regular case given above up to (B7), the only differences being that the operators
R̂(x) must be replaced by the operators L̂(x), the left action R must be replaced by the left
action L, and the label R must be replaced by L on the irreducible tensor operators QqRj ,
on the left action πR ′L(A), and on the corresponding right coaction π
R
L(A). Thus, by (A16), the
analogue of (B8) is
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(π̂L ′L(A)(x)(Q
qL
j ))f(y) ( = L̂(x)Q
qL
j L̂(x
−1) ) =
(ev ◦ (id⊗MA,C) ◦ (id⊗ id⊗ ev) ◦ (id⊗ σ ⊗ id) ◦ (id⊗ id⊗ σ)
◦(id⊗ id⊗ S ⊗ id) ◦ (id⊗ id⊗∆) ◦ (id⊗ id⊗QqLj ) ◦ (id⊗ id⊗MA,C)
◦(id⊗ id⊗ id⊗ ev) ◦ (id⊗ id⊗ σ ⊗ id) ◦ (id⊗ id⊗ id⊗ σ)
◦(id⊗ id⊗ id⊗ S ⊗ id) ◦ (id⊗ id⊗ id⊗∆)
◦(id⊗ id⊗ SA′ ⊗ id) ◦ (id⊗∆A′ ⊗ id))(y ⊗ x⊗ f),
(B23)
which reduces, by (A3), (B10), and (16) to
(π̂L ′L(A)(x)(Q
qL
j ))f(y) =
(MC ◦ (ev ⊗ ev) ◦ (id⊗ σ ⊗ id) ◦ (id⊗ id⊗ σ) ◦ (id⊗ id⊗ S ⊗ id)
◦(id⊗ id⊗M ⊗ id) ◦ (id⊗ id⊗ id⊗∆) ◦ (id⊗ id⊗ S ⊗QqLj )
◦(id⊗ id⊗∆) ◦ (id⊗ id⊗MA,C))(y ⊗ x⊗ f ⊗ z)
(B24)
for all x, y ∈ A′, all f ∈ A, QqLj ∈ L(A), and all z ∈ C .
The right-hand side of the irreducible tensor operator definition that corresponds to this
is
∑dq
k=1 Γ
q
kj(x)(Q
qL
k (f))(y) =∑dq
k=1(MC ◦ (ev ⊗ ev) ◦ (id⊗ σ ⊗ id) ◦ (id⊗ id⊗Q
qL
k ⊗ π
q
kj)
◦(id⊗ id⊗ id ⊗ u))(y ⊗ x⊗ f ⊗ z)
(B25)
for all x, y ∈ A′, all f ∈ A, QqLk ∈ L(A), and all z ∈ C .
Equating the right-hand sides (B24) and(B25), removing the common first three factors
(MC ◦ (ev⊗ ev) ◦ (id⊗ σ⊗ id)) of each, and removing the factor y⊗ x and the succession of
identity operators of the form id⊗ id that act on y⊗x, it follows that the defining condition
becomes
(σ ◦ (S ⊗ id) ◦ (M ⊗ id) ◦ (id⊗∆) ◦ (S ⊗QqLj ) ◦∆ ◦MA,C)(f ⊗ z)
=
∑dq
k=1((Q
qL
k ⊗ π
q
kj) ◦ (id⊗ u))(f ⊗ z)
(B26)
for all f ∈ A, all j = 1, 2, . . . , dq, and all z ∈ C . This can be rewritten as
(σ ◦ (S ⊗ id) ◦ (M ⊗ id) ◦ (id⊗∆) ◦ (S ⊗QqLj ) ◦∆)(f) =
dq∑
k=1
QqLk (f)⊗ π
q
kj (B27)
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for all f ∈ A and all j = 1, 2, . . . , dq, which is the condition (161).
Because ∆A′ is indistinguishable from σ ◦∆A′ and SA′ is indistinguishable from S
−1
A′ in
the situation being considered here, the above arguments would equally well apply to (B23)
with each of the following 3 substitutions:
1. replace ∆A′ by σ ◦∆A′ , but leave SA′ unchanged;
2. leave ∆A′ unchanged, but replace SA′ by S
−1
A′ ;
3. (c) replace ∆A′ by σ ◦∆A′ and replace SA′ by S
−1
A′ .
In each case the S factor in (B23) should be left unchanged because it comes from the
definition (81) of the left regular (right) coaction. (Replacing S by S−1 in (81) would give
another right coaction, but the original one is merely the double contragredient of this).
In the general case in which A is non-commutative, the possibilities (1) and (2) are again
excluded because with them the identity operator would not be an irreducible tensor operator
belonging to the identity corepresentation. However, with the substitution (3), the analogue
of (161) is (166), which is the defining condition for a twisted irreducible tensor operator
Q˜qLj .
b. Derivations of the right coactions piLL(A) and p˜i
L
L(A)
The left regular analogues of (B16) and (B17) are
πL ′L(A)(x ⊗ Q) = L̂(x)QL̂(x
−1)
and
πL ′L(A)(x⊗Q) = (M̂ ◦ (id⊗ M̂) ◦ (L̂⊗ id ⊗ L̂)◦
◦(id⊗ σ) ◦ (id⊗ SA′ ⊗ id) ◦ (∆A′ ⊗ id))(x⊗Q),
(B28)
where πL ′L(A) is a left action of A
′ with carrier space L(A). However, by (A17) and (B18),
and with the basis of A′ defined above,
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L̂(am) =
g∑
j,k,ℓ=1
µℓjk s
m
ℓ P
k
j (B29)
for all m = 1, 2 . . . , g. On substituting (B29) into (B28), and using (A2) and (A3), it follows
that
πL ′L(A)(a
m ⊗Q) =
g∑
i,j,k,ℓ,n,u,v,w=1
(mvwus
m
v s
w
nµ
uj
i µ
nℓ
k q
i
ℓ) P
k
j ,
for all Q ∈ L(A) and all m = 1, 2 . . . , g.
Then, using (A8), the corresponding right coaction πLL(A) of A with the same carrier
space L(A) is given by
πLL(A)(Q) =
g∑
m=1
πL ′L(A)(a
m ⊗ Q)⊗ am,
for all Q ∈ L(A). Thus
πLL(A)(Q) =
g∑
i,j,k,ℓ,m,n,u,v,w=1
(mvwus
m
v s
w
nµ
uj
i µ
nℓ
k q
i
ℓ) (P
k
j ⊗ am) ,
for all Q ∈ L(A). The final stage is to re-express this in a basis free form, which can be
done by writing
πLL(A)(Q) =
∑
[Q]
Q[1] ⊗ Q[2] ,
where Q[1] ∈ L(A) and Q[1] ∈ A are such that
∑
[Q]
Q[1](a)⊗Q[2] = (σ ◦ (S ⊗ id) ◦ (M ⊗ id) ◦ (id⊗∆) ◦ (S ⊗Q) ◦∆)(a)
for all Q ∈ L(A) and all a ∈ A.
For the corresponding twisted coaction π˜LL(A) the argument is similar. With the substi-
tutions ∆A′ → σ ◦∆A′ and SA′ → S
−1
A′ , (B28) gives
π˜L ′L(A)(x⊗Q) = (M̂ ◦ (id⊗ M̂) ◦ (L̂⊗ id⊗ L̂)◦
◦(id⊗ σ) ◦ (id⊗ S−1A′ ⊗ id) ◦ ((σ ⊗∆A′)⊗ id))(x⊗Q),
(B30)
where π˜L ′L(A) is another left action of A
′ with carrier space L(A). By (B29) and (29), this
gives
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π˜L ′L(A)(a
m ⊗ Q) =
g∑
i,j,k,ℓ,n,u,v=1
(mmnvs
v
uµ
uj
i µ
nℓ
k q
i
ℓ) P
k
j ,
for all Q ∈ L(A) and all m = 1, 2 . . . , g. Using (A8), the corresponding right coaction π˜LL(A)
of A with the same carrier space L(A) is given by
π˜LL(A)(Q) =
g∑
m=1
π˜L ′L(A)(a
m ⊗ Q)⊗ am,
for all Q ∈ L(A). Thus
π˜LL(A)(Q) =
g∑
i,j,k,ℓ,m,n,u,v=1
(mmnvs
v
uµ
uj
i µ
nℓ
k q
i
ℓ) (P
k
j ⊗ am) ,
for all Q ∈ L(A). This can be re-expressed in a basis free form by writing
π˜LL(A)(Q) =
∑
[Q]
Q[1] ⊗ Q[2] ,
where Q[1] ∈ L(A) and Q[1] ∈ A are such that
∑
[Q]
Q[1](a)⊗Q[2] = ((id⊗M) ◦ (σ ⊗ S) ◦ (id ⊗ σ) ◦ (id⊗∆) ◦ (id⊗Q) ◦∆)(a)
for all Q ∈ L(A) and all a ∈ A.
The right coactions πLT (A) and π˜
L
T (A) of Sections VI.C.1 and VI.C.2 have essentially the
same definitions as πLL(A) and π˜
L
L(A), except that their domains are restricted to the appro-
priate subspaces T (A).
APPENDIX C: PROJECTION OPERATORS
The right regular formalism will be considered first. If Γp is a unitary irreducible rep-
resentation of dimension dp of a finite group G of order g, the projection operators in the
right regular formalism are defined by
PpRmn = (dp/g)
∑
x∈G
Γp(x)∗mnR̂(x)
for all m,n = 1, 2 . . . , dp. This can be re-written as
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PpRmn = (dp/g)
∑
x∈G
Γp(x−1)∗nmR̂(x),
and hence, by (A10), (A14), (A11), and (B6),
〈y,PpRmnf〉 = (dp/g)
∑
x∈G
〈SA′(x), π
p
nm〉〈y, R(x⊗ f)〉
for all m,n = 1, 2 . . . , dp. Here the π
p
nm are the matrix coefficients of the corepresentation
πp of A that is dual to Γp. Then, by (A13), for allx, y ∈ A′ and all f ∈ A,
〈y,PpRmnf〉 = (dp/g)
∑
x∈G
〈((id⊗ id ⊗ SA′) ◦ (id ⊗∆A′))(y ⊗ x), (π
R
A(f)⊗ π
p
nm)〉,
and so, by (52) and (72),
〈y,PpRmnf〉 = (dp/g)
∑
x∈G
〈(y ⊗ x), ((id⊗M) ◦ (id⊗ id⊗ S))(πRA(f)⊗ π
p
nm)〉. (C1)
But the Haar functional is such that
h(a) = (1/g)
∑
x∈G
〈x, a〉
for all a ∈ A, so (C1), (83), and (52) imply that
PpRmnf = dp
∑
[f ]
fR[1]h(M(f
R
[2] ⊗ π
p∗
mn)), (C2)
As multiplication is commutative in this special case, this could equally well be written as
PpRmnf = dp
∑
[f ]
fR[1]h(M(π
p∗
mn ⊗ f
R
[2])) (C3)
for all m,n = 1, 2 . . . , dp. In the general case the two formulae (C2) and (C3) are different,
but the arguments given in Subsection IV.B show that (C3) (i.e. (107)) is actually the
correct choice.
The argument in the left regular formalism follows exactly the same line, and can be
obtained by merely replacing the label R by L at each stage.
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