Abstract: For the past 15 years, Institute of Food Technologists (IFT) has mandated assessment of undergraduate student learning outcomes as the basis for approving food science (FS) programs. No longer is a check-off course system sufficient to be an IFT-approved program. The 4 steps to gaining IFT approval include developing learning outcomes for all required FS courses, developing outcomes for the program as a whole, assessing student learning through a comprehensive series of assessment tools, and developing and reporting a plan to use the assessment data collected for continuous program improvement. This article reviews these steps in some detail, providing guidance on possible approaches that may be used. In the end, the aim of the IFT requirements is to improve student learning in FS to advance the field.
Introduction
Institute of Food Technologists (IFT) has been requiring assessment of undergraduate student learning outcomes since the 2001 Guidelines for program approval (Hartel 2002 ) were adopted, and IFT has since refined the guidelines in 2011 (Iwaoka 2011 ; http://www.ift.org/community/students/ approved-undergrad-programs/undergraduate-programresources.aspx). However, it appears that many food science (FS) programs are still having difficulty understanding what the ultimate goal is for conducting assessment of program and course outcomes and having a good plan to improve student learning (Maki 2002; Banta 2004) . Hartel and Gardner (2003) pointed out over 10 y ago that many academic disciplines are still based on the traditional mode of instruction and change in the university setting is slow. However, IFT is committed to having its approved programs utilize a process that examines its courses and curriculum in a systematic manner in an effort to continually improve course content, student skills development and ultimately, the quality of the graduating student-basically a Continuous Improvement Process for training food scientists.
The Higher Education Review Board (HERB) of IFT is not only responsible for oversight of program approvals but also takes the lead in providing support and assistance as needed to any program in need of help. To that end, in this report, we have listed the most frequent suggestions HERB has made to programs in MS 20151426 Submitted 20/8/2015 , Accepted 13/1/2016 . Author Hartel was Chair 2001 IFT Guidelines Task Force, HERB Chair 2013 -2015 , Univ. of Wisconsin, Madison, WI 53706, U.S.A. Author Iwaoka was Chair 2011 IFT Guidelines Task Force, HERB Chair 2012 -2013 their annual updates over the past few years (Table 1 ). In addition, we will discuss the requirements in some detail as specifically related to application in FS programs.
There are basically 4 educational requirements in these guidelines. To be an IFT-approved program, the following elements must be met: (1) learning outcomes written for the whole FS program (Program Outcomes); (2) learning outcomes written for each FS course (Course Learning Outcomes); (3) a broad assessment strategy developed and implemented that truly measures what students can do when completing each course and the entire program as a whole (Assessment); and (4) demonstrated commitment to using the assessment data to improve student learning through continuous curricular improvement (Action Plan). For the purpose of this paper, the term "program" refers to all the curriculum requirements that students must satisfy to graduate with a degree in FS.
Evaluation of Applications
HERB reviews 3 types of applications. New applications are considered on an annual basis from programs seeking IFT approval for the 1st time. For programs already approved, Annual Reports are due each year to describe the progress toward assessment of student learning outcomes and provide a detailed activity plan for the upcoming years. Every 5 y, approved programs must complete a 5-y renewal document that summarizes progress against their assessment plan and discusses any changes to the program that could influence IFT approval. Each of these reports goes through essentially the same process of evaluation.
Each new application for IFT approval submitted to HERB is assigned to a 3-member review panel. The lead reviewer (and the writer of the review report) is usually an experienced board member (usually with 2 y experience on HERB) while the 2nd r Focus on assessing a few course and program outcomes (1 to 3) in depth rather than trying to assess the entire program each year r If your assessment coordinator reports on changes made to a course, the curriculum or your program, be sure to provide detail so that the reviewer has sufficient information to make an assessment.
reviewer has at least 1 y experience. The 3rd reviewer (or reader) is usually a new member. Both 2nd reviewer and the reader submit comments and suggestions to the lead reviewer, who writes the report with a recommendation (approve or disapprove). At the HERB evaluation meeting, the lead reviewer discusses the program's application, and answers questions from the other members.
After sufficient discussion, a vote is taken to approve or disapprove the application. The lead reviewer then makes a call to the applying program to inform them of HERB's decision. Infrequently, if there are many questions about the application, a call is 1st made to the program to clarify the unresolved issues or questions, and then a vote is taken. All applicants receive an approval or disapproval letter from HERB along with a copy of the review report.
A similar 3-member review committee is responsible for evaluating Annual reports, which summarize progress of the program for the previous year. After discussion at the HERB meeting, the committee categorizes programs into 3 groups-developed, in development, and not yet developed. The results of the review are conveyed to the program by letter, along with the review comments. Evaluation of 5-y review reports follows essentially the same process, with a similar review committee. Each 5-y renewal application is discussed within the committee and final recommendations made. The results are again reported to the program by letter along with a copy of the review report.
Learning Outcomes
In our work on HERB, we find that faculty members often confuse the terms goals, objectives, and outcomes and often appear to use them interchangeably, and sometimes incorrectly. Goals and objectives use the language of outcomes; the difference between them is the level of specificity. Goals are stated in broad general terms while objectives are more specific to the subject matter. "Objectives," as in objectives for the course, are what the faculty members expect students to be able to know, do, or perform as a consequence of lectures, discussions, experiments, and/or activities in (and out) of the class or laboratory. "Outcomes," as in program or course learning outcomes, are the results of what students learned (and performed) and there is an assumption, or some evidence, that learning has occurred. Objectives are often written to give students an idea of the subject matter content and what the faculty intends to include in a particular course. On the other hand, learning outcomes are directly related to student performance and describe what the students should be able to know and do at the end of a course or curriculum (Hartel and Foegeding 2004) .
The structure of a well-written learning outcome statement should contain the following: an action verb that identifies the performance to be expected/demonstrated; a learning statement that spells out what learning will be shown; and a statement of what is an acceptable performance. The following are some suggestions for writing effective learning outcomes (Felder and Brent 2003; Oakland Univ. 2015) .
r The outcome should be written for the student. The sentences are almost always preceded by the statement "Students should be able to . . . ," followed by an active verb, the specific outcome, and sometimes the conditions of the outcome.
r The outcome should be measurable. The outcome should be specific so that the student knows what needs to be done to achieve success.
Program Outcomes
Program outcomes are statements that describe significant learning and skills that students have achieved, and can be demonstrated by the time they complete their degree from the FS program. Program outcomes describe what the student will know and be able to do by the time the student graduates-the essential knowledge, skills, and attitudes that comprise the integrated curriculum that the student has gone through (Univ. of Connecticut 2015) . In an outcome-based educational approach, the FS degree program needs to demonstrate that learning knowledge and skills have occurred for a student to obtain a specific FS degree.
Program outcomes should be written to explicitly state what the FS program expects its students to do when they graduate from the program. The following are examples of measurable program outcomes (Hartel 2014) . Some possible ways to measure these outcomes are included in the "Assessment section" below.
r Writing: Graduates will write clear and concise technical reports and research articles.
r Quantitative reasoning: Students should be able to apply the scientific method, problem solving techniques, and quantitative models to experimental design and data analysis.
r Critical thinking: Students will be able to examine technical literature, resolve ambiguity, and develop conclusions by the time they graduate from the FS program.
To write a complete set of program learning outcomes, each program should ask what knowledge, abilities, skills, and attitudes should a student completing all the courses in a FS curriculum possess/demonstrate/show. In general, the scope of program learning outcomes should contain all of the core competencies specified in the IFT Education Guidelines (http://www.ift.org/community/students/approved-undergradprograms/education-standards.aspx). This includes both technical knowledge and "success skills."
FS faculty developing and modifying program outcomes should always keep the following principles in mind:
r How well does our current curriculum prepare food scientists for their careers, graduate or professional studies, and/or lifelong learning? As an example of program learning outcomes, Table 2 contains the program outcomes submitted by the Brigham Young Univ. (BYU) FS program that align closely with IFT competencies. They also include the specific courses that contribute to the program outcome being assessed.
Course Learning Outcomes
Course learning outcomes are specific statements for a particular course that clearly describe what a student can accomplish at this point in his/her education. Each course should have a set of learning outcomes that the instructor uses as a template for what to cover and students use as a guideline for what they should be able to do as a result of classroom learning activities, exams, papers, and so on. to complete the course. The students must be able to meet these outcomes on the way to obtaining a FS degree.
IFT provides a set of core competencies that must be covered to be an approved FS program, but these are not learning outcomes. These competencies are intended to provide the basic FS information that each program should offer in its curriculum, but each department/unit is expected to develop its own specific learning outcomes based on these competencies. HERB, or its predecessor, did not feel it proper to prescribe exactly what a program should cover, but instead it wanted to provide the minimum areas of content (the competencies). It is left to each program to develop these into learning outcomes based on its own strengths and within its own resources.
Course learning outcome statements should address the following questions:
r What knowledge, abilities, skills, and attitudes should a student completing a FS course possess/demonstrate/show? r How will the students be able to demonstrate these capabilities?
r What kind of assessment tools can we use to show gains in student knowledge, abilities, skills, and attitudes as they progress through each course and the FS curriculum?
When HERB evaluates course learning outcomes, we look for how well the outcome can be assessed. Some examples of poorly written outcomes include:
r Students should understand the 2 types of browning reactions. r Students should appreciate the concepts of unit operations. r Students should know the differences between highperformance liquid chromatography (HPLC) and gas chromatography (GC).
Poorly written outcomes do not focus on the students, they lack focus and clarity, they do not use action verbs, and they are difficult to measure. The terms understand, appreciate, and know in the statements above are not specific enough to actually measure in some way. For example, what exactly does it mean to "understand" something? If the above statements were changed to include the requirements for good learning outcomes, they might look like the following:
r Write a detailed statement that summarizes enzymatic and nonenzymatic browning reactions and give 3 examples of each in foods.
r Write a detailed statement that summarizes heat and mass transfer principles of importance during dehydration of foods and give examples of foods that have been dried in this manner.
r Students will be able to explain the similarities and differences between types of columns and packing material, mechanism of separation, carrier gases and solvents, and types of detectors used for HPLC and GC.
The ability of a student to describe or explain these concepts is measurable (see assessment section below), turning these statements into proper learning outcomes. Other examples of measurable learning outcome follow for a food processing/engineering course:
r Explain the concept of molecular mobility for water molecules in dried foods.
r Calculate drying time and drying rate in the constant rate period given product characteristics and external drying conditions. r Estimate the diffusion coefficient in the falling rate period from drying data.
r Explain the different regions of drying on experimental drying curves for foods with a high water-holding capacity and one with a low water-holding capacity.
r Compare and contrast research results (from literature articles) that study the effects of formulation and operating parameters on drying and dried product quality for the same food.
It is common to use Bloom's taxonomy to provide the set of active verbs, and also because it provides an important sense of where an outcome fits on the continuum of learning. The revised Bloom's taxonomy (Anderson and Krathwohl 2001) differs slightly from the original (Bloom and Krathwohl 1956) and will be used here. Bloom's taxonomy is divided into 3 domains: cognitive, affective, and psychomotor. Each domain is subdivided into different levels, where the lowest level represents the easiest form of learning, and the last level describing the most complex. For each level, there are different actions verbs that can be used to describe the types of desired outcomes for each FS course (see for example Iowa State's model for learning 
objectives:
http://www.celt.iastate.edu/teaching-resources/ effective-practice/revised-blooms-taxonomy/). For this paper, only the 1st 2 domains will be discussed. The cognitive domain focuses on the traditional intellectual skills, such as knowledge, comprehension, application, analysis, synthesis, and evaluation. The levels within the cognitive domain have been revised since Bloom introduced the initial taxonomy. Table 3 shows the revised changes from the original. One of the main changes made was to use the term "understand" to define the 2nd tier of learning, but then the meaning of understand is defined in detail by the scope of action verbs provided.
The affective domain is also critical for learning but is not frequently addressed. This domain focuses on attitudes, motivation, willingness to participate, valuing what is learned, and incorporating values into a lifestyle (Krathwohl and others 1964; NAGT 2015) . While many FS instructors utilize verbs in the cognitive domain, we wish to introduce and promote the use of action verbs in the affective domain. For example, a student's motivation in a course has not been considered; however, it is certainly important to learning, since a student's attitude toward a given subject matter can be a major contributing factor to his or her success in it. Table 4 shows the levels, descriptors, and action verbs used in an affective domain.
As the years spent in the workplace increase for a FS graduate, the content knowledge mastered for a baccalaureate degree becomes less and less important. However, knowledge and skills developed in working on a team, leading groups, being cognizant on how others are being affected by his/her actions, resolving conflict, and having a strong set of values become much more important to the graduate's future success. We strongly recommend that programs begin to incorporate these affective domain standards into program and course outcomes. In fact, it might be useful to reiterate the initial quote in the 2011 Guidelines: "Knowing has shifted from being able to remember and repeat information to being able to find and use it . . . The role of content must be to drive the development of lifelong learning skills, thinking abilities, and communication skills crucial to students' success-content is not an end in itself."
From 
Assessment
In a sense, assessment is the cornerstone of academics. As mostly practiced, however, assessment is typically through standard exams and usually in the form of grades for each course. In general, students who get better grades on exams can be expected to have learned more. However, standard tests assess only certain levels of Bloom's taxonomy and are generally not good for long-term retention. Custers (2010) provides a good review of long-term retention in health sciences. It is also common to use course evaluations and student surveys to give some indication of student behavior. However, these typically get at what might be called student satisfaction rather than honing in on student capability toward a specific learning outcome.
Assessment protocols are typically listed as either direct or indirect. Direct assessments are those that quantitatively measure student learning toward a specific outcome, whereas indirect assessments provide only a qualitative sense of student performance (Maki 2002; Allen 2003; Banta 2004; Maki 2012; Walvoord 2004; Banta 2007; Jideani and Jideani 2012) . Some examples of both direct and indirect assessment tools are shown in Table 5 .
Direct assessment
In principle, any method that evaluates student performance on a specific task is a form of direct assessment. As such, traditional tests, assignments, and course grades are all examples of direct assessments; however, traditional multiple choice or true/false exams can only assess the lowest level(s) of Bloom's taxonomy. This Adapted from NAGT's student motivations and attitudes: the role of the affective domain in geoscience learning. Exit interviews Evaluation of a capstone course product (product development, presentation, term paper, and so on.) a External reviews
Competence interviews a Academic journals, student reflection pieces a Usually scored against a formalized rubric that defines level of competency for the outcome being measured (see the HERB Web site for examples of rubrics: http://www.ift.org/community/students/ approved-undergrad-programs/undergraduate-program-resources.aspx). may be appropriate for lower level classes, where remember and understand are the stated learning outcomes. To get at higher learning levels, more advanced assessments are needed. Numerous options are available for direct assessments at higher levels of Bloom's taxonomy. levels. These include, for example, evaluating a portfolio compilation, grading academic journals that were written in response to specific embedded questions, assessing a comprehensive senior thesis, or scoring specific assignments in a senior capstone course just prior to graduation (Stevens and Levi 2004; Rhodes 2010) . To be consistent across students, usually these types of assignments are scored based on a rubric that defines the different elements of the skill and provides examples of what constitute the different levels of competence.
For example, one way to directly assess critical thinking skills is to give an assignment where students need to demonstrate their abilities. This may be a critical review of a research article or taking a side in a debate. The assignment is then scored based on a rubric that defines the specific components of critical thinking. For example, a critical thinking rubric can be found at the IFT HERB Web site (http://www.ift.org/ß/media/Knowledge% 20Center/Learn%20Food%20Science/Become%20a%20Food% 20Scientist/Resources/CriticalThinking_value.pdf). This rubric provides detailed descriptions of what is expected at each level of capability. To make this assessment quantitative, the numerical scores for level of mastery of each component of critical thinking are assigned and the scores are summed. Scores for individual students are developed in this way, with a class average taken to provide a sense of the overall abilities of the class; furthermore, individual progress can be followed throughout the program.
Numerous examples to assess technical capabilities have been developed. An exit competency exam, for example, may be required of all students prior to graduation. If done well, such a competency exam could potentially assess higher order Bloom levels. Questions would need to be developed, perhaps along the lines of a graduate-level qualifying exam, that require analysis and synthesis of information to be able, for example, to interpret data or solve a problem. A multiple choice exam for an exit competency exam, while making for easy grading, would be difficult to get at higher order thinking skills.
Other ways of assessing technical knowledge utilize expert panels made up of faculty and/or industry members to review student work, whether in a portfolio, a thesis, or oral and/or poster presentation based on a capstone project. Scoring student levels against a rubric designed for the purpose allows the panel to quantify student learning against some norms.
Embedded questions within courses in a program can be used to evaluate almost any type of outcome, whether technical knowledge, success skills, or values clarification. By assessing at different points in a curriculum, the trajectory of student learning can often be recorded. For example, by embedding writing assignments in different class grades (sophomore, junior, senior), faculty members can evaluate technical writing skills at different levels through the curriculum. One would expect students to improve as they progress through the curriculum, with performance improving with each opportunity to practice and get feedback. In this way, multiple opportunities for intervention are available if the final assessment shows that students do not meet the desired competency level upon graduation.
Indirect assessment
Numerous indirect methods are often used for assessment. For example, at most schools, an end of semester course evaluation is required, often with common elements across different fields. However, these course evaluations do not provide a quantitative measure of student learning for any specific outcome, but provide more of a sense of student satisfaction about a course or program (for an exit survey). While this type of information is invaluable since they can point out shortcomings of the course or program, they are not direct assessments of student learning and should never be construed that way.
If classroom activities are used over the course of a semester to help students learn and practice critical thinking skills, then students should be required to write journal entries to provide feedback on the effectiveness of the activities. Journal entries would be an indirect method of assessing whether there were actual gains in skills (Iwaoka and others 2010) .
Alumni and employer surveys are also effective ways to gather alumni and employer perceptions of how well the program prepared them for success after graduation. However, again, these are not direct assessments since they do not get at specific learning outcomes' achievement of students. One way to improve the value of these assessments is to ask both alumni and employers to rate their confidence and/or ability for each of the IFT core competencies. Again, this is not a direct assessment, but it does provide a sense of whether the graduate has demonstrated abilities related to the desired competencies.
Another excellent method of evaluating quality of a program is through an external review. In fact, many programs are required to have periodic external reviews, including evaluation of the undergraduate program. These often involve experts inspecting curriculum requirements and course offerings to make sure the program provides a comprehensive FS education. Some external reviews include interviews of both instructors and students. However, as with surveys, external reviews do not generally provide direct assessments of student learning. Although valuable at highlighting strengths and weaknesses of a program, external reviews do not identify any specific assessment of student learning.
Continuous Curricular Improvement
The final element of the IFT approval program is essentially a feedback loop to continuous improvement. If learning outcomes were written well and proper assessment was done, the data collected should provide and guide changes in the curriculum that improve student learning. That is, if the assessment data suggest that students do not meet a learning outcome at the desired level, changes should be made to individual courses or the curriculum to enhance student progress toward that outcome. Some hallmark references are the following: Banta (2004) and Maki (2002 Maki ( , 2012 .
For example, suppose the assessment data show that students, even as seniors about to graduate, need improvement in technical writing. Given that the students have taken 2 communication courses by the time they reach this point, it may seem odd that they cannot write very well. These results suggest that perhaps the 2 isolated communications courses alone (usually at the beginning of the program) may be insufficient to develop adequate writers. As with any knowledge or skill, it takes practice to build and hone the student's capabilities. That means we need to incorporate more writing assignments into our FS classes and, further, we need to provide guidance and feedback about what constitutes good technical writing.
Who makes these changes? That depends, of course, and it is up to faculty members in each program to decide what works best within their program and resources. Ideally, the entire teaching faculty would be involved since changes made in 1 class often affect other courses as well. Common approaches are an all-faculty annual curriculum meeting, or a retreat dedicated to discussing the assessment data with the mission of making changes to help improve learning. Sometimes it may be a subset of the teaching faculty, such as a curriculum committee responsible for maintaining the curriculum. As long as there is a focus on using feedback from the assessment data to continuously improve student learning, HERB would be satisfied with this effort.
One point to note is that continuously increasing scores on assessment data are not guaranteed, despite a program's best efforts to improve student learning. Fluctuations in average class competency from year to year may cause assessment scores to go down, so a longer term view must be taken. Over many years, we would hope that assessment scores would gradually rise. If assessment scores go down, however, it is worth looking into the changes that were made to see if these changes actually contributed to improving student learning or whether other approaches may be needed.
Another question about assessment scores is whether continuously increasing scores potentially lead to grade inflation. If all students meet the standard level for the success skills, that would be a great outcome of the assessment plan and from there on, maintenance of those skills would be the key. For technical outcomes, however, maintaining the status quo may not be sufficient. If all students perform well on the technical outcomes, then perhaps that is a sign that the technical rigor of the course or program can be increased.
One of the key elements of the IFT guidelines for curricular improvement based on assessment of student learning outcomes is that there is always room for improvement. If all of your students meet the level of competency set by the program, perhaps that level should be reset to continually challenge students to be better. Also, look at the distribution of skills across students. Undoubtedly some are less capable than others even though the average may be above some threshold. Can you then find ways to accommodate or motivate those students who do not meet the competency level?
Summary
