Abstract. In this note we give several characterisations of weights for two-weight Hardy inequalities to hold on general metric measure spaces possessing polar decompositions. Since there may be no differentiable structure on such spaces, the inequalities are given in the integral form in the spirit of Hardy's original inequality. We give examples obtaining new weighted Hardy inequalities on R n , on homogeneous groups, on hyperbolic spaces, and on Cartan-Hadamard manifolds.
Introduction
In [Har20] , Hardy showed his famous inequality [BEL15] , and references therein. In this paper we show that the inequality (1.1) actually holds in a much more general setting, also with rather general pairs of weights. However, the weights have to satisfy certain compatibility conditions for such inequalities to hold true, and these conditions are necessary and sufficient.
We note that the only known cases of our results are essentially only the Euclidean ones. The examples we give on homogeneous groups and hyperbolic spaces are new, but the main result itself is of course more general, completely characterising the weights for the integral Hardy inequality on metric measure spaces. The importance of such results is, in particular, in that they lead to a variety of hypoelliptic HardySobolev and other inequalities, once we apply it with the weights associated to Riesz kernels (for hypoelliptic operators, see [RY18b] ).
More specifically, we consider metric spaces X with a Borel measure dx allowing for the following polar decomposition at a ∈ X: we assume that there is a locally integrable function λ ∈ L 1 loc such that for all f ∈ L 1 (X) we have for some set Σ ⊂ X with a measure on it denoted by dω, and (r, ω) → a as r → 0. The condition (1.2) is rather general since we allow the function λ to depend on the whole variable x = (r, ω). The reason to assume (1.2) is that since X does not have to have a differentiable structure, the function λ(r, ω) can not be in general obtained as the Jacobian of the polar change of coordinates. However, if such a differentiable structure exists on X, the condition (1.2) can be obtained as the standard polar decomposition formula. In particular, let us give several examples of X for which the condition (1.2) is satisfied with different expressions for λ(r, ω):
(I) Euclidean space R n : λ(r, ω) = r n−1 . (II) Homogeneous groups: λ(r, ω) = r Q−1 , where Q is the homogeneous dimension of the group. Such groups have been consistently developed by Folland and Stein [FS82] , see also an up-to-date exposition in [FR16] . (III) Hyperbolic spaces H n : λ(r, ω) = (sinh r) n−1 . (IV) Cartan-Hadamard manifolds: Let K M be the sectional curvature on (M, g).
A Riemannian manifold (M, g) is called a Cartan-Hadamard manifold if it is complete, simply connected and has non-positive sectional curvature, i.e., the sectional curvature K M ≤ 0 along each plane section at each point of M. Let us fix a point a ∈ M and denote by ρ(x) = d(x, a) the geodesic distance from x to a on M. The exponential map exp a : T a M → M is a diffeomorphism, see e.g. Helgason [Hel01] . Let J(ρ, ω) be the density function on M, see e.g. [GHL04] . Then we have the following polar decomposition:
so that we have (1.2) with λ(ρ, ω) = J(ρ, ω)ρ n−1 .
Throughout this paper, by A ≈ B we will always mean that the expressions A and B are equivalent.
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Main results
We denote by B(a, r) the ball in X with centre a and radius r, i.e B(a, r) := {x ∈ X : d(x, a) < r}, where d is the metric on X. Once and for all we will fix some point a ∈ X, and we will write |x| a := d(a, x). Our first main result is the following characterisation of weights u and v for the corresponding Hardy inequality to hold on X, with the characterisation for the conjugate Hardy inequality given in Theorem 2.2. The first condition is the Muckenhoupt condition while the other ones are equivalent to it.
Theorem 2.1. Let 1 < p ≤ q < ∞ and let s > 0. Let X be a metric measure space with a polar decomposition (1.2) at a. Let u, v > 0 be measurable functions positive a.e in X such that u ∈ L 1 (X\{a}) and
Then the inequality
holds for all measurable functions f : X → C if and only if any of the following equivalent conditions hold:
Moreover, the constant C for which (2.1) holds and quantities
2) and
In particular, Theorem 2.1 is an extension of (1.1) to the setting of metric measures spaces X with the polar decomposition (1.2): in particular, for p = q and real-valued nonnegative measurable f ≥ 0, inequality (2.1) becomes
as an extension of (1.1). Indeed, in this case we can take u(
For the results in the case of X = R we can refer to [KP03, PS01] , and also to [PSW07] for inequalities for q < p. For X = R n , the result has been proved in [Ver08] , with related inequalities obtained in one dimension in [GKPW04, OK90] . For related works on hyperbolic spaces we can refer to [LY17, RY18a] , and to [Ngu17, RY18a] for inequalities on Cartan-Hadamard manifolds, with the background analysis available in [GHL04, Hel01] . For the analysis of Hardy inequalities on homogeneous groups we can refer to [RS17, RSY18] .
Let us also briefly discuss the conjugate Hardy inequality to that in Theorem 2.1:
Theorem 2.2. Let 1 < p ≤ q < ∞ and s > 0. Let X be a metric measure space with a polar decomposition as in (1.2). Let u, v > 0 be measurable functions positive a.e. such that u ∈ L 1 loc (X) and
holds for all measurable functions f if and only if any of the following equivalent conditions holds:
Applications and examples
In this section we will give examples of the application of Theorem 2.1 in the settings of homogeneous groups, hyperbolic spaces, and Cartan-Hadamard manifolds.
3.1. Homogeneous groups. Let G be a homogeneous group of homogeneous dimension Q, equipped with a quasi-norm | · |. For the general description of the setup of homogeneous groups we refer to [FS82] or [FR16] . Particular example of homogeneous groups are the Euclidean space R n (in which case Q = n), the Heisenberg group, as well as general stratified groups (homogeneous Carnot groups) and graded groups.
In relation to the notation of this paper, let us take a = 0 to be the identity of the group G. We can also simplify the notation denoting |x| a by |x|, which is consistent with the notation for the quasi-norm | · |.
If we take power weights
then the inequality (2.1) holds for 1 < p ≤ q < ∞ if and only if
where σ is the area of the unit sphere in G with respect to the quasi-norm | · |. For this supremum to be well-defined we need to have α + Q < 0 and β(1 − p ′ ) + Q > 0. Consequently, we have
which is finite if and only if the power of r is zero. Summarising, we obtain Corollary 3.1. Let G be a homogeneous group of homogeneous dimension Q, equipped with a quasi-norm | · |. Let 1 < p ≤ q < ∞ and let α, β ∈ R. Then the inequality
holds for all measurable functions f : G → C if and only if α+Q < 0, β(1−p ′ )+Q > 0 and
Moreover, the constant C for (3.1) satisfies
where σ is the area of the unit sphere in G with respect to the quasi-norm | · |.
3.2. Hyperbolic spaces. Let H n be the hyperbolic space of dimension n and let a ∈ H n . Let us take the weights
Then, passing to polar coordinates, D 1 is equivalent to
For the integrability of the first and the second terms we need, respectively, α+n−1 < 0 and β(1 − p ′ ) + n > 0. Let us now analyse conditions for this supremum to be finite. For |x| a ≫ 1, it can be written as
which is finite if and only if
For some small R we have sinh ρ |x|a≤ρ<R ≈ ρ, so that the above supremum is
, which is finite if and only if
At the same time, for for α + n < 0 it is
≥ 0. Summarising, we obtain the following Corollary 3.2. Let H n be the hyperbolic space, a ∈ H n , and let |x| a denote the hyperbolic distance from x to a. Let 1 < p ≤ q < ∞ and let α, β ∈ R. Then the inequality
holds for all measurable functions f : H n → C if and only if the parameters satisfy either of the following conditions (A) for α + n ≥ 0, if and only if α + n < 1, β(1 − p ′ ) + n > 0 and 
After changing to the polar coordinates, this supremum is equivalent to
which has the same conditions for finiteness as the case of the hyperbolic space in Corollary 3.2 (which is also natural since it is the negative constant curvature case).
Equivalence of weight conditions
In this section we prove that the quantities D 1 -D 5 involving the weights in Theorem 2.1 are equivalent. However, it will be convenient to formulate it in the following slightly more general form:
loc (X), be such that f, g > 0 are positive a.e in X. Let us denote Then the following quantities are equivalent:
provided that G (β−s)/α (y) makes sense.
provided that F (α−s)/β (y) makes sense. 
provided that f, g ∈ L 1 (X) and that G −s (x) makes sense.
provided f, g ∈ L 1 (X) and that that F −s (x) makes sense.
Moreover, we have the following relations between the above quantities:
Proof of Theorem 4.1.
We will first consider the case s ≤ β. Then for |y| a ≥ |x| a we have
. Consequently, we can estimate
which implies A 2 ≥ A 1 . For s > β, let us first introduce some notation, using the polar decomposition (1.2). First, we denote
where
with G(s) := Σ g(s, σ)λ(s, σ)dσ, and
Moreover, we denote
Using the function W defined above, we can estimate
Therefore, we obtain
Hence, we have for every s > 0 the inequality
Conversely, we have for s < β,
Consequently, we can estimate
On the other hand, for s ≥ β, when |y| a > |x| a we have
. Therefore, we can estimate
i.e. A 2 ≤ A 1 . Therefore, we have for s > 0, the overall estimate
Hence we have also shown that A 1 ≈ A 2 .
Next we observe that the proof of A 1 ≈ A 3 follows along the same lines as that of A 1 ≈ A 2 , where we just need to interchange the roles of F and G.
Let us denote
so that we can write
We can estimate this by
where the expressions like G(∞) make sense since g ∈ L 1 (X). Therefore, we obtain
To prove the opposite inequality, we assume that
Then we have
where we have used that f ∈ L 1 (X). Hence we have proved that A 1 ≈ A 4 . The proof of A 1 ≈ A 5 follows the same lines as that of the case A 1 ≈ A 4 if we interchange the roles of F and G.
Equivalent conditions for the Hardy inequality
In this section we prove Theorem 2.1 and also give some comments concerning Theorem 2.2. Without loss of generality we can assume that f ≥ 0. Then we observe that if in Theorem 4.1 we take
it follows that we have the equivalence of the quantities
So, we first assume that any one of these equivalent conditions holds true. In particular, D 1 < ∞, and using polar coordinates (1.2), we have for every a > 0 that
We denote
and
Then using polar coordinates (1.2), Hölder's inequality, and Minkowski's inequality, the left side of (2.1) can be estimated as Consequently, we can show Theorem 2.2 by the argument similar to that in Section 5 where Theorem 2.1 was proved. We also note that in the case of homogeneous groups, we can actually also derive it from Theorem 2.1 by the involutive change of variables x → x −1 .
