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Ce mémoire traite du problème de la détection de l'angle d 'orientation d'un texte. 
Nous allons définir l'angle d 'orientation d 'un texte comme l'angle cP E [-90° , 90°], 
qu 'a avec l'horizontale , l'ensemble des droites passant par chacune des lignes du 
texte. Ce problème constitue une des étapes importantes dans le processus de trai-
tement automatique de documents. 
Dans ce mémoire, trois nouvelles approches sont proposées et sont comparées avec 
deux autres méthodes déjà existantes. Des simulations, effectuées sur des textes de 
différentes langues (français, anglais, japonais, allemand, russe et espagnol), nous 
permettent de déterminer la méthode la plus précise et de démontrer que cette 
dernière est indépendante du langage en autant que celui-ci vérifie la condition 
suivante: la distance entre deux caractères consécutifs est plus petite que la distance 
entre deux caractères sur deux lignes différentes. Des simulations supplémentaires 
ont été faites afin de démontrer que la rapidité des méthodes peut être améliorée 
en ne traitant qu 'un pourcentage d 'un texte plutôt que le texte entier. 
Les méthodes présentées sont basées sur la reconnaissance de formes et la géométrie 
algorithmique. Une statistique a été développée pour l'estimation de l'angle d 'orien-
tation d 'un texte. 
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Dans le cadre de ce mémoire, nous abordons le problème de la détection de l'angle 
d 'orientation d 'un texte (A 0 T) pour lequel nous proposons une approche basée sur 
la reconnaissance de formes et la géométrie algorithmique. Nous définirons dans un 
premier temps, l'AOTcomme étant l'angle 1> E [-90° , 90°], qu 'a avec l'horizontale, 
l'ensemble des droites passant par chacune des lignes du texte. Nous préciserons 
ultérieurement le sens attribué à ces droites par le biais d 'une statistique développée 
dans le but d 'estimer l'AOT. 
Le télécopieur est largement utilisé dans nos sociétés et il fait partie du quotidien de 
plusieurs entreprises ou organismes pour le transfert électronique d 'informations di-
verses. Malgré sa grande utilité, cette technologie présente certaines imperfections, 
en particulier la présence d'un angle de déviation dans un texte télécopié lequel peut 
être introduit mécaniquement lors du processus de transfert. Un problème similaire 
en reprographie est celui de la numérisation des textes. Dans chacun de ces cas, un 
mauvais alignement ou positionnement du support d 'un texte d'orientation connue, 
induira un biais dans l'orientation du texte après transfert. De plus, la détection 
et la correction de l'A OT constitue une étape importante lors du traitement au-
tomatique de documents et en particulier lors de la reconnaissance automatique 
des caractères. Ces traitements nécessitent plusieurs étapes de post-traitement ap-
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pliquées séquentiellement , soit la numérisation du texte, le seuillage de l'image pour 
éliminer le bruit , le rehaussement de l'image numérisée, la détec tion et la correction 
de l 'AOT, la segmentation facilite l'isolement ou le regroupement des caractères et 
finalement la classification et la reconnaissance des caractères. Conséquemment , la 
qualité de la reconnaissance des caractères et le traitement contextuel d 'un docu-
ment sont fortement corrélés à la qualité de l'estimation de l 'AOT. 
Il apparaît donc important de mettre au point des méthodes rapides et efficaces 
d'estimation de l'A 0 T, afin d 'apporter les corrections nécessaires à un document 
reprographié. Or, il est bien connu, que la difficulté majeure de cette problématique 
ne réside pas tant dans la correction de l' AOT mais bien dans son ' estimation. 
À ce jour, plusieurs méthodes ont été développées afin de détecter ou d 'estimer 
l'AOT. Une famille de méthodes ont été publiées [1, 3, 11 , 14, 15, 24, 25] lesquelles 
utilisent la transformée de Hough. Ce type de méthodes peut fournir des résultats 
très précis comme par exemple la méthode présentée dans [25] qui estime l 'AOT à 
0.1 0 • Ces méthodes appliquent la transformée de Hough soit sur les pixels ou soit 
sur les composantes connectées de l'image et associent l 'AOT au point dominant 
dans l'espace de Hough. Le principe est de transposer les points (ou les composantes 
connectées) de l'image d 'un plan xy vers un autre plan pO à l'aide de l'équation 
où Oi E [-900 , 900 ], Pi E [-PmaXlPmax], Pmax = Jh2 + [2 et où h et l sont respec-
tivement la hauteur et la largeur en pixels de l'image. Or, cette approche requiert 
des hypothèses sur l'intervalle contenant l'angle , plus l'intervalle contenant l 'AOT 
est grand, plus le traitement devient complexe et l'espace mémoire requis devient 
important. Les méthodes utilisant la transformée de Hough sont donc intéressantes 
dans la mesure où nous anticipons l'intervalle, a priori précis, auquel appartient 
l'AOT. 
Une autre approche, présentée dans [22], utilise une méthode d'extraction des lignes 
d 'un texte pour l'approximation de l'AOT. Cette approche s'est avérée, après 
comparaison, plus robuste que l'algorithme de Baird [3], un des premiers algo-
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rithmes développés qui demeure toujours très populaire de nos jours. Par contre , 
cette méthode nécessite des conditions quant à la connaissance à priori de l'inter-
valle contenant l'A OT. Malheureusement , cette approche devient inefficace lorsque 
l'AOTest plus grand que 115°1. 
Une approche basée sur la coopération entre deux réseaux de neurones [19] est aussi 
utilisée pour calculer l'A OT. Le premier réseau est un perceptron à trois couches 
qui reçoit en entrée la matrice de corrélation d 'un signal obtenu à partir de l'image 
contenant le texte. Ce réseau génère une première approximation qui sert d 'entrée 
au second perceptron multi-couches qui utilise le maximum de vraisemblance pour 
approximer l'AOT. Le désavantage, lorsque l'on utilise un réseau de neurones , est 
l'obligation d 'effectuer une étape d 'apprentissage, et donc ce dernier dépend des 
textes utilisés lors de l'apprentissage. 
Une autre méthode, basée sur les fractals et sur les moindres carrés [26], a également 
été proposée. La théorie des fractals est extrêmement complexe et il n 'apparaît pas 
naturel de l'utiliser pour résoudre le problème de l'A OT. 
Une autre famille de méthodes est celle utilisant le gradient [21, 23]. Pour ces 
méthodes, une extraction des lignes du texte est faite à l'aide d 'un blur et d 'un 
rétrécissement de l'image. Par la suite, différents masques sont appliqués pour cal-
culer l'intensité et la direction du gradient. Généralement , ce type d'approche ne 
fournit pas des résultats très précis car l'approximation de l'A OTest faite avec un 
pas de 1 degré. Si l'angle d 'orientation d 'un texte est de 1.5°, l'AOTobtenu par une 
de ces méthodes serait de 1° ou de 2°. Les méthodes que nous présenteront dans ce 
mémoire ont une précision au centième de degré près. 
Une méthode efficace, basée sur la géométrie algorithmique, est celle proposée par 
Ittner [13]. Cependant, Pateras et al. [17], ont trouvé des failles dans cette approche 
et ont proposé une amélioration de l'algorithme d 'Ittner, le Bamboo field. Nous 
présenterons en détail ces deux méthodes dans les chapitres qui suivront ainsi que 
deux nouvelles approches dans le but d'estimer l'AOT . La première approche 
développée est une amélioration du Bamboo field tandis que la seconde, entièrement 
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indépendante des méthodes précédentes, utilise tout comme la première, des notions 
de géométrie algorithmique. 
La plupart des méthodes existantes ne sont pas indépendantes du langage utilisé. 
En contre-partie, les deux nouvelles méthodes présentées dans ce mémoire sont 
indépendantes du langage (français , anglais , russe , allemand, .. . ) sous l'hypothèse 
suivante: la distance entre deux caractères consécutifs d'une même ligne est plus 
petite que la distance entre deux caractères appartenant à des lignes différentes. Des 
simulations ont été effectuées afin de confirmer l'indépendance des deux nouvelles 
approches de calcul de l 'AOr en regard du langage utilisé dans un texte . 
Ce mémoire de recherche est constitué de cinq autres chapitres. Au chapitre 2 nous 
présentons les étapes de pré-traitement communes aux méthodes d 'Ittner , du Bam-
boo field et des deux nouvelles approches développées. Au chapitre 3 nous présentons 
les méthodes d 'Ittner et du Bamboo field tandis que les trois nouvelles méthodes 
sont présentées au chapitre 4. Au chapitre 5 nous comparons les performances des 
quatre méthodes à partir d'une banque de documents , dans le but de déterminer les 
performances de chacune. Au chapitre 6, nous présentons les tests effectués à l'aide 
des méthodes développées sur des documents en différentes langues pour valider 
l'hypothèse d 'indépendance du langage. Finalement , nous présentons nos conclu-
sions sur l'ensemble des méthodes utilisées pour le calcul de l'A 0 r et les travaux à 
envisager pour améliorer ces approches. 
Une partie des résultats présentés dans ce mémoire ont fait l'objet d'une conférence 
arbitrée à la conférence Canadian Conference on Computational Geometry 98 (Mont-
réal (Qc) , Canada, août 1998) [4] et d 'une affiche à la conférence Vision Interface 
99 (Trois-Rivières (Qc) , Canada, mai 1999) [6]. 
Chapitre 2 
Pré-traitement 
Dans ce chapitre nous présentons de façon détaillée les différentes étapes de pré-
traitement utilisées par chacune des quatre approches de calcul de l'A DT faisant 
l'objet de notre étude, soit la méthode d 'Ittner [13], la méthode du Bamboo field 
[17] et les trois nouvelles méthodes développées dans ce mémoire (Chapitre 3 et 
Chapitre 4). Chacun de ces algorithmes de pré-traitement fera l'objet d 'une section 
de ce chapitre. Les étapes successives de pré-traitement appliquées à une même 
image originale pour chacune des méthodes étudiées sont les suivantes: 
- la détection du coutour du texte, 
- la construction des bounding boxes, 
- le repérage d 'un ensemble de points représentatifs du texte. 
Considérons une image binaire numérisée, notée I, composée des caractères d 'un 
texte imprimé. Chaque pixel noir de l'image sera indicé par la valeur 1 et chaque 
pixel blanc par la valeur O. Afin d'illustrer chacune des étapes de pré-traitement 
et aussi dans le but de comparer les méthodes de détection, nous considérerons 
dans une première étape l'image de départ (originale) présentée à la figure 2.1. 
Cette image représente un texte anglais numérisé dont l'angle d 'orientation est 
légèrement inférieur à 00. 
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ABSTRACT 
One of the most powerful and robust algorithms for text-line orientation in docu-
ment analysis is the recent algorithm of Ittner. The source of power of this algorithm 
~mes fro~ perfonning a histogram analysis of the slopes of the edges of the min-
Imal spanrung tru of the set of representative points of the connected components 
(characters) in a block of text. In this note we propose an improvemeDt of this meth-
od that replaces the minimal spanning tree by the bamboo field, a subgraph of the 
minimal spanni.ng tree that ~reases the robustness of Ittner's approach. Experi-
me~ts are descnbed that substantiate the improved performance of the proposed al-
gonthm. 
FIG. 2.1 - Image originale contenant un texte anglais 
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Le point de départ de chacune des cinq méthodes de détection qui feront l'objet 
de notre étude est la construction d 'une image transformée suite à l'application 
successive des trois étapes de pré-traitement. Il résultera de ces étapes de pré-
traitement une image unique, constituée d 'un ensemble de points représentatifs de 
la direction du texte, à partir desquels sera estimé l'angle d'orientation du texte. 
Pour arriver à cette représentation, on doit dans un premier temps détecter le 
contour de chacune des lettres ou groupe de caractères du texte. L'application d'un 
algorithme de bounding boxes sur l'ensemble des contours produira un ensemble de 
boîtes contenant chacune une lettre ou un groupe de caractères du texte. À partir 
d 'un seuillage sur les dimensions de ces boîtes, sont épurées ,les accents et les signes 
de ponctuation lesquels ne fournissent aucune information pertinente sur l 'A 0 T. 
L'utilisation des boîtes au lieu des pixels permet de diminuer le temps d 'exécution 
des algorithmes puisqu'un nombre réduit d 'objets sont ainsi traités. Finalement , 
l'ensemble des points représentatifs de l'image est construit à partir des centres des 
boîtes. Ces points pourront par la suite être reliés par un ensemble de segments, ce 
qui nous permettra d 'estimer statistiquement l 'AOT. 
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2.1 Détection des contours du texte 
L'objectif de la première étape de pré-traitement est idéalement la détection du 
contour de chacune des lettres de l'image originale, lequel contour sera par la suite 
inscrit dans un polygone. À défaut d'obtenir un contour de chacun des caractères du 
texte, certains de ceux-ci seront éventuellement regroupés , en l 'occurrence lorsque 
ces caractères seront connectés. Afin de simplifier l'écriture du texte nous utiliserons 
l'expression élément calligraphique pour signifier une lettre , un caractère calligra-
phique ou typographique, et un regroupement connexe de tels éléments ou unités 
d 'écriture. 
Dans un premier temps nous avons utilisé l'algorithme de contour following présenté 
dans Duda et al. [9]. Avant d'exposer l 'algorithme en détail , voyons ce que signifie 
l'expression pixel à gauche. Le pixel à gauche d 'un pixel Pj est le pixel Pk à gauche 
de la direction PiPj, où PiPj représente un déplacement , Pi est le pixel de départ 
du dernier déplacement et Pj est le pixel d 'arrivée de ce même déplacement. Nous 
appliquons la même logique pour trouver le pixel à droite d 'un autre pixel. À la 
figure 2.2, si le pixel courant est le pixel P2 et que le dernier déplacement s'est fait 








FIG. 2.2 - Détermination du pixel à gauche d'un autre pixel 
Voyons maintenant la description de l'algoritme du contour following présenté sous 
la forme d'un pseudo-code. 
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Contour Following (Entrée : 1) 
Pour chaque pixel Ii) de 1 
Si I ij = 1 
début = I i j 
suivant = pixel à gauche de I i j 
Tant que suivant i= début 
Si suivant = 1 
suivant = pixel à gauche de I ij 
Sinon 
suivant = pixel à droite de I ij 
Fin Si 
Fin Tant que 
Fin Si 
Fin Pour 
Fin Contour Following 
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Afin d 'illustrer le fonctionnement de cet algorithme, on présente à la figure 2.3 les 
étapes de la construction du contour d 'une image binaire simple. Il est à noter 
que cet algorithme construit une trajectoire de contour basé sur la connectivité à 
4 voisins, ce qui peut occasionner une détérioration de l'information dans le cadre 
de notre problématique lors de l'isolement des lettres ou groupe de caractères d 'un 
texte. A titre d'exemple, examinons la figure 2.3. Si l'on applique le contour lol-
lowing sur cette image, le pixel Pl serait le premier pixel de départ rencontré. Le 
contour qui serait généré à partir de celui-ci est représenté en pointillé sur la figure. 
Nous remarquons que celui-ci sépare notre objet en deux parties, soit en A et en 
B alors qu 'en réalité, l'objet qui nous intéresse est A u B. Si cet objet avait été 
une lettre, alors cette dernière aurait été traitée en deux parties distinctes ce qui 
aurait introduit un biais dans notre méthode. En regard de cette éventualité, nous 
avons opté pour une stratégie plus robuste, laquelle permettra d 'éviter une telle 
perte d'information. 
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FIG. 2.3 - Exemple d'application de l'algorithme du contour following 
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A cet effet , nous avons retenu l'algorithme de détection de contours proposé par 
Chalifour et al. [7]. Afin d 'appliquer cet algorithme, on suppose que chaque lettre 
ou caractère calligraphique est un ensemble de pixels noirs et connexe au sens de la 
connectivité à 4 voisins dont l'intérieur (s 'il existe) , constitué de pixels blancs, est 
ignoré ou mieux sont remplacés par des pixels noirs. Ce qui nous intéresse à cette 
étape, c'est plus l'enveloppe d 'un caractère que sa reconnaissance en soi. Chaque 
contour, d 'une lettre, d 'un caractère calligraphique ou d 'un groupe de caractères, 
qui sera généré par cet algorithme est un chemin simple, ou faiblement simple 
(voir plus loin) , fermé , orienté positivement (antihoraire) et d 'épaisseur égale à 
un pixel. Les pixels d 'un contour seront blancs et pour des fins de présentation 
nous inverserons les couleurs dans la présentation des résultats. Finalement , chaque 
contour correspondra à une chaîne de longueur minimale au sens. de la connectivité 
CHAPITRE 2. PRÉ-TRAITEMENT 10 
à 8 voisins. On trouve à la figure 2.4 les contours obtenus après le pré-traitement 
du texte original. 
FIG. 2.4 - Résultat du deuxième algorithme de détection de contour 
De façon générale, l'algorithme de contour proposé se décrit comme suit; soit une 
image binaire où chaque pixel noir est indicé par la valeur 1 et chaque pixel blanc par 
la valeur O. L'objectif visé est la construction pour chaque sous-domaine connexe de 
l'image, constitué de pixels noirs , d 'un contour formé de pixels blancs. Le contour 
d 'un sous-domaine connexe, est un chemin simple ou faiblement simple (voir plus 
loin) , fermé et orienté positivement (antihoraire) et d 'épaisseur égale à un pixel. 
De plus , le contour d 'un sous-domaine de l'image correspondra à une chaîne de 
longueur minimale au sens de la connectivité à 8 voisins. L'orientation privilégiée, 
la représentation matricielle de l'image, est celle généralement utilisée , soit un axe 
des x positif orienté de haut en bas et un axe des y orienté positivement de gauche 
à droite de l'image. 
FIG. 2.5 - Sous-domaines binaires d 'une image 
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(a) (b) 
• Pixel noir Pixel b lanç initial 
o Pixel blanc ffi Faux pixel initial 
FIG. 2.6 - a) Contour simple, b) Contour faiblement simple 
Pour chaque sous-domaine connexe DK de l'image binaire on définit son contour 
Cf( à l'aide d 'une chaîne de pixels blancs, 
[Pl' P2 ,· .. , Pi , PHI , . .. , PL(K) , PL(K)+1 = Pl] , 
où L(K) est la longueur de la chaîne et Pi est le i-ième pixel de coordonnées entières 
(Xi , Yi). Le pixel Pl est appelé le pixel de départ du contour Cf(. Un contour est 
dit simple si tous les pixels de la chaîne sont différents à l'exception des deux 
extrémités et un contour est dit fa iblement simple s'il possède une ou plusieurs 
adhérences simples ou composées. On définit une adhérence simple comme étant un 
sous-chemin du non simple du contour, de largeur de un pixel , et tel que ce sous-
chemin ou sous-chaîne n 'entoure aucun domaine connexe cO,nstitué de pixels blancs. 
De plus, chaque pixel d'une adhérence simple est parcouru deux fois dans la chaîne 
(aller-retour), sauf un pixel que l'on appellera l'extrémité terminale de l'adhérence. 
Par conséquent, la longueur d'une adhérence simple est nécessairement un entier 
impair. On a la représentation suivante d 'une adhérence simple; 
l:Si:Sm-t 
avec t - k = m - t et Pt est le pixel terminal de l'adhérence simple. On définiera une 
adhérence composée comme étant la juxtaposition d 'adhérences simples connectées 
entre elles à des pixels terminaux intérieurs à la chaîne décrivant l'adhérence com-
posée. 
On définiera comme étant l'ensemble des extrémités de départ potentielles des 
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contours des sous-domaines {D!\ , l :::; K :::; N} d 'une image binaire, les pixels 
blancs de coordonnées (i, j) tel que le pixel de coordonnées (i + 1, j - 1) est un pixel 
blanc et le pixel (i + 1, j) est noir. Le déplacement de (i , j) à (i + 1, j) est donc obli-
gatoirement d 'indice de Freeman égal à 5, ce qui est capital dans les développements 
qui suivront . Notons RI l'ensemble initial des extrémités de départ potentiels et R!\ 
l'ensemble des pixels potentiels de départ à l'étape de la construction du contour du 
K -ième domaine de l'image. Afin de rendre efficace l'algorithme de construction 
des contours, les coordonnées (iK , jK) du pixel de départ du contour du K-ième 
sous-domaine doivent vérifier l'assertion suivante; 
Lors de la construction d'une chaîne définissant le contour d 'une cellule d'un sous-
domaine D K, les extrémités potentiels de départ rencontrés lors de la construction 
du contour de D K seront éliminés de la liste. On repère facilement ces pixels en 
cours de construction puisque qu'un tel pixel et son successeur dans la chaîne de 
contour forme un couple dont le déplacement de Freeman est de valeur égale à 5. 
Enonçons maintenant les principes de base de la détection du contour d'un sous-
domaine d 'une image binaire. 
Soit DK un sous-domaine quelconque de l'image et notons g = (Xl, yd les coor-
données discrètes du premier pixel de départ potentiel du contour CK , alors par 
construction le second pixel du contour orienté est le pixel blanc de coordonnées 
P2 = (X2, Y2) = (Xl + 1, YI - 1). On peut associer au premier arc du contour, que 
l'on note al = [PI P2], l'indice de Freeman al = 5. 
À partir de ce premier déplacement, il est possible de construire successivement et 
de façon univoque les arcs du contour de longueur minimale puisque chaque arc 
ak = [Pb PHI], (k ~ 2) construit à partir de l'arc ak-l doit respecter les deux 
principes ou hypothèses suivants: 
• Hl - L'arc ak = [Pb PHIl d'indice de Freeman ak est tel, et le pixel PHI est 
sélectionné, que le chemin minimise la longueur du contour au sens de la connectivité 
à 8 voisins; 
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(a) (b) 
FIG. 2.7 - a) Adhérence simple, b) Adhérence composée 




(a) (b) (c) 
FIG. 2.9 - a) Paires admissibles , b) Paires non admissibles, c) Paires admissibles 
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• H 2 - La chaîne construite est antihoraire ou de façon équivalente, les pixels 
du contour sont des pixels blancs et les pixels à gauche de l 'arc, par rapport au 
déplacement orienté , sont noirs. 
Avec ces hypothèses on a , qu 'étant donné un arc ak-l , k 2:: 2, il existe un et un seul 
pixel Pk+! , ou un seul arc orienté, réalisant simultanément les hypothèses Hl et H 2 
et le choix du pixel Pk+! s 'effectue de façon univoque en fonction des indices des 
pixels voisins du pixel Pk . En effet , si on utilise les indices de Freeman pour identifier 
les déplacements (ou directions) définis par deux pixels successifs du contour alors 
les seules paires (i , j) de déplacements successifs admissibles sont celles présentées 
au tableau 2.l. Le premier indice i (ligne) indique la direction d 'un arc ak et l'indice 
j (colonne) indique la direction du déplacement admissible suivant, soit l 'arc ak+! 
qui minimise la longueur de la chaîne de contour. 
1 f Il 0 1 1 1 2 1 3 1 4 1 5 1 6 7 
0 X X X X X X 
1 X X X X X X X 
2 X X X X X X 
3 X X X X X X X 
4 X X X X X X 
5 X X X X X X X 
6 X X X X X X 
7 X X X X X X X 
TAB. 2.1 - Paires de déplacements successifs admissibles 
Pour une direction d'arc ak, on remarque qu'il existe au plus 7 directions adjacentes 
possibles de l'arc ak+! , ce qui rend l'algorithme efficace. On note que certaines confi-
gurations représentent deux directions successives opposées lesquelles apparaissent 
naturellement lorsque des adhérences simples ou composées sont présentes dans un 
contour. 
Comme conséquence de cette construction nous obtenons pour chaque sous-domaine 
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D(K) un contour Cf{ de longueur L(K) défini par une suite de pixels ; 
où l'arc [Pl , P2J est obligatoirement d 'indice égal à 5 et Pl est le premier pixel de 
départ potentiel rencontré dans la liste Rf(. Le pixel Pl et ceux qui correspondaient 
à des déplacements d 'indice 5 dans le contour, sont de toute évidence retirés de 
l'ensemble des pixels de départ à l'étape suivante de construction d 'un autre contour 
dans l'image. On peut associer au contour ainsi construit une suite de déplacements 
successifs, lesquels sont représentés dans la chaîne à l'aide de leur indice de Freeman, 
où O'.k est la direction de l'arc [Pk, Pk+lJ pour k = 1, .. . , L(K). Il a été démontré par 
Chalifour et al [7J qu 'à partir de cette suite de pixels et de déplacements successifs 
admissibles, il était possible de calculer l'aire exacte d 'un domaine discret. 
2.2 Bounding boxes 
L'application de la détection de contour sur une image originale l génère une se-
conde image ne contenant que le contour de chacun des éléments calligraphiques du 
texte. L'étape suivante consiste à traiter cette seconde image à l'aide du bounding 
boxes. Pour chacun des objets repérés, les éléments calligraphiques, une boîte rec-
tangulaire contenant tous les pixels du contour est construite. Les côtés des boîtes 
calculées sont orientés selon l'axe des x et selon l'axe des y. 
Puisque l'orientation d 'un texte est principalement dû aux caractères significatifs 
tels que les lettres du texte , nous voulons seulement conserver les boîtes contenant 
ces lettres. Il faut donc rejeter les boîtes qui contiennent les accents, les signes de 
ponctuation ainsi que les accentuations. Ces boîtes à rejeter ont de toute évidence 
une aire inférieure aux boîtes contenant les lettres. Un seuillage sur les aires des 
boîtes nous permettra de rejeter les boîtes non significatives et réduira à nouveau 
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la taille du problème. 
Posons B = {bl , b2 , .. . , bn } , l'ensemble de toutes les boîte obtenues à partir de 
l'algorithme du bounding boxes, A = {al , a2 , ... , an} les aires correspondantes et 'ljJ 
un seuil sur la fonction d 'aire. On pose comme seuil , la valeur 'ljJ donnée par 
1 n 
'ljJ = ---:ï. L ai , 
n'f' i == l 
où <p est une valeur d 'ajustement du seuil. 
À partir de simulations effectuées dans [17], il est suggéré de poser <p = 2. Si <p > 2, 
nous n 'éliminons pas suffisamment de boîtes et lorsque <p < 2, nous perdons un trop 
grand nombre de boîtes. Le résultat du bounding boxes appliqué à l'image originale 
est présenté à la figure ci-dessous. 
FIG . 2.10 - Application du bounding boxes sur l'image originale 
Au lieu d 'appliquer le bounding boxes, il est aussi possible d 'utiliser des cercles 
de rayon minimal , lesquels contiennent tous les pixels du contour de chacune des 
lettres du texte. L'algorithme permettant de générer cet ensemble de cercles de 
rayon minimal contenant tous les points d 'un certain ensemble P est l'algorithme 
du MiniDisc [8]. Nous avons appliqué l'algorithme du MiniDisc sur le texte de 
l'image originale et nous obtenons le résultat présenté à la figure 2.11. 
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FIG. 2.11 - Application de l'algorithme du MinDisc sur l'image originale 
Cependant , si une lettre possède un contour de n pixels , le bounding boxes s'exécute 
toujours en temps O(n) tandis que l'algorithme de MiniDisc est de l 'ordre de O(n) 
en moyenne seulement . On conclue que le bounding boxes exige, en moyenne, moins 
d 'opérations élémentaires que le MiniDisc, donc le traitement sera plus rapide. Pour 
cette raison et puisque les résultats des simulations comparant ces deux approches 
n 'ont pas montré de différences significatives concernant l'approximation de l 'angle 
d 'orientation du texte , le bounding boxes a été retenu dans notre méthodologie. 
Considérons maintenant l 'étape de construction des points représentatifs après le 
seuillage sur les valeurs des aires des boîtes. 
2.3 Ensemble de points représentatifs du texte 
Soit B = {b1 , b2 , ... , bn } l'ensemble des n boîtes obtenues à l 'étape précédente, où 
chacune des bk est représentée par ses quatre sommets (figure 2.12). Soit une boîte 
bi E B et i E {1 , . . . , n} , alors le centre géométrique de la boîte bi est le point Pi 
représentatif de la boîte bi , lequel est calculé de la façon suivante: 
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OÙ , Pi x est la coordonnée en x du point et Pi et Piy sa coordonnée en y. 
FIG. 2.12 - Représentation d 'un boîte 
L'ensemble P des centres géométriques constitue l'ensemble des points représentatifs 
du texte et sert de point de départ pour la méthode d 'Jttner, le Bamboo field et les 
deux nouvelles approches géométriques. La figure 2.13 montre l'ensemble de points 
obtenus à partir de l'image originale en ne retenant que les centres géométriques 
. .... . ' , . .... .. . 
. .. ' . . . ..... . . ...... . .... ' ............. . 
. .. . ' . ..... . 
'" . ' .. ' .. • • ••• o ' • 
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FIG. 2.13 - Ensemble de points représentatifs du texte 
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L'ensemble P des points représentatifs du texte suggèrent dans leur alignement 
et leur distribution dans une fenêtre de texte une orientation de l 'AOT. Il reste 
donc à développer une méthode efficace pour regrouper en segments les points 
représentatifs, lesquels segments nous permettront d 'estimer l 'A OT. Dans les pro-
chains chapi tres, nous analyserons deux méthodes connues pour ce problème et 
nous proposerons deux nouvelles approches. 
Chapitre 3 
Ittner et le Bamboo field 
Nous avons vu au chapitre précédent les trois étapes de pré-traitement de données 
textuelles numérisées en prévision de l'application de quatre méthodes géométriques 
pour l'estimation de l'orientation d 'un texte. Il s 'agit des méthodes d 'Ittner, du 
Bamboo field, d'une nouvelle approche que nous appelerons Bamboo field amélioré 
(BFA) et de deux méthodes basées sur le nearest neighbor graph (NNG et NNGA). 
Ce chapitre présente les deux premières approches et les trois autres méthodes 
seront exposées au chapitre 4. 
Ces deux approches sont similaires dans le sens qu 'elles sont toutes deux basées 
sur un même graphe de proximité, soit l'arbre sous-tendant minimal. Nous verrons 
aussi en quoi le Bamboo field constitue une amélioration de la méthode d 'Ittner. 
Décrivons ces deux méthodes. 
3.1 Méthode d'Ittner 
Tel que mentionné précédemment, la méthode d 'Ittner [13J utilise les trois étapes 
de pré-traitement présentées au chapitre précédent. À ce stade, nous avons à traiter 
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un ensemble de n points P = {Pl, P2 , ... ,Pn} représentatifs du texte original et dont 
l'alignement suggère une orientation générale du texte. 
Pour estimer l'angle d 'orientation du texte , Ittner propose de relier les points de P 
à l'aide d'un graphe de proximité. Il s'agit de l'arbre sous-tendant minimum (ASM) , 
c'est-à-dire l'arbre de longueur minimale reliant tous les points de P . 
L'algorithme que nous avons utilisé pour calculer l'ASM a été proposé par R. Prim 
[18] et porte d'ailleurs le nom de son inventeur. Pour calculer l'ASM, nous désirons 
connecter chacun des Pi E P entre eux de telle sorte que la somme des segments 
soit de longueur minimale. Dans un premier temps, nous sélectionnons le segment 
de longueur minimum et nous l'ajoutons dans l'ASM. Puis, successivement , nous 
ajoutons les segments de longueur minimum qui sont adjacents aux sommets déjà 
présents dans l'arbre , tout en évitant de créer des cycles avec les segments appar-
tenant à l'arbre. Définissons quelques notions avant de présenter l'algorithme de 
Prim plus en détail. 
Soit P = {Pl ,'" ,Pn} l'ensemble des points représentifs du texte original et S = 
{SI , ... ,Sm} l'ensemble des segments, triés par ordre croissant, obtenus par la cons-
truction du graphe complet de P. Nous définissons un graphe complet d'un ensemble 
P comme un graphe où pour chaque Pi E P , k E {l , ... , n} et i =1=- k , il existe un 
segment PiPk. Voici maintenant l'algorithme de Prim sous forme de pseudo-code: 
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Prim (Entrée: P , Sortie: ASM) 
S = graphe complet de P où les Si sont triés 
ASM = rp 
P in = rp 
i = 1 
Tant que P in =1= P 
Sc = Si = Sil Si2 
Si Sil ~ Pin OU Si2 ~ P in 
on ajoute Sc dans AS M 
P in = ~n U {Si l ' Si2} 
Fin Si 
i + + 
Fin Tant que 
Fin Prim 
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Cet algorithme permet de construire un arbre, de longueur minimal , reliant par 
un chemin simple, toutes paires de points de P . Cet arbre est l'arbre sous-tendant 
minimal , un graphe de proximité. Pour plus de détails sur cet algorithme, on peut 
consulter les références [5 , 20]. 
Dans la méthode d 'Ittner, tous les segments de l' ASM sont pris en compte pour ap-
proximer l'angle d 'orientation du texte. La figure 3.1 représente l 'ASM correspon-
dant à l'image originale. Comme on le constate, la méthode d 'Ittner fait apparaître 
des segments verticaux, qui plus est, ces segments ne fournissent pas une informa-
tion pertinente sur l'orientation du texte. Ces segments non-représentatifs de l 'A OT 
correspondent généralement à des segments qui relient deux lignes consécutives du 
texte. La présence de ces liens est normale car le calcul de l' ASM oblige le graphe 
à être connexe. De plus, ces segments indésirables peuvent également relier une 
lettre à un accent, à un signe de ponctuation ou à tout autre caractère n'ayant 
pas été supprimé lors de l'étape de seuillage appliquée aux boîtes (bounding boxes). 
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Pour approximer l'angle d'orientation du texte , la moyenne ou la médiane sur les 
segments est utilisée. Donc , puisque tous les segments de l'ASM sont utilisés pour 
estimer l'AOT, un biais sera introduit dans le calcul de l'AOT par la présence de 
certains segments non-représentatifs générés par l'A SM. Le nombre de segments 
non-représentatifs peut être plus ou moins élevé, tout dépendant de la langue dans 
laquelle est écrit le texte. Nous verrons dans la section 4.1 du chapitre suivant, la 
méthodologie utilisée pour estimer l'angle d 'orientation du texte. 
r ·_·- --_· 
FIG. 3.1 - Arbre sous-tendant minimal du texte original 
3.2 Bamboo field 
La méthode du Bamboo field [17J constitue une amélioration de la méthode d 'Ittner. 
Le Bamboo field permet de générer un graphe de proximité pour lequel certains 
segments non-représentatifs de l'A OT ont été éliminés. La figure 3.2 montre un 
segment PlP2 non-représentatif de l'AOT obtenu lors du calcul de l'ASM où LI et 
L 2 représentent deux lignes successives d'un texte. 
Il est connu [17J que la majorité de ces segments non-représentatifs de l'AOT cor-
respondent à des segments adjacents à des sommets (points représentatifs de l'ASM) 
ayant un degré supérieur ou égale à 3, le degré d 'un sommet Pi étant égal au nombre 
de segments pour lesquels Pi est l'une des deux extrémités. À la figure 3.3, le sommet 
Pl est de degré 5 tandis que les autres sommets sont de degré 1. Dans la méthode 
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du Bamboo fi eld, on tient compte de cette observation afin d'éliminer de l'ASM de 
tels segments. 
FIG. 3.2 - Exemple d 'un segment non-représentatif généré par l'ASM 
~ e-----------~-----------
FIG. 3.3 - Exemple d 'un sommet de degré 5 
Supposons l' ASM construit à partir de l'algorithme d 'Ittner, alors l'objectif visé est 
d'appliquer un nouveau critère permettant de rejeter les segments non-représentatifs 
de l 'AOT. Un premier critère serait d'éliminer tous les segments adjacents à un 
sommet de degré supérieur ou égale à trois. Le résultat obtenu est un ensemble 
de sous-arbres correspondant à des chaînes polygonales, quasi-parallèles. Cette ap-
proche produit de bons résultats, quoiqu 'elle ne permet pas l'élimination de tous les 
segments indésirables. Nous avons appliqué la méthode du Bamboo field au texte 
original et le résultat est présenté à la figure 3.4. 
Après épuration des segments par l'application de ce critère, l'estimation de l 'AOT 
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FIG. 3.4 - Graphe obtenu après l'exécution du bamboo field 
est faite à partir des segments restants de l'arbre. Nous préciserons le calcul d 'angle 
au chapitre suivant lors de la présentation des deux nouvelles approches algorith-
miques du calcul de l'AOT. Une première méthode, le Bamboo field amélioré, sera 
basée sur une modification du Bamboo field et les deux autres seront basées sur la 
construction d 'un autre graphe de proximité: le nearest neighbor graph. 
Chapitre 4 
Nouvelles approches 
Au chapitre précédent, nous avons présenté deux méthodes basées sur l'arbre sous-
tendant minimal (ASM) , soit la méthode d 'Ittner et la méthode du Bamboo field. 
Dans ce chapitre, nous proposons une nouvelle méthode, aussi basée sur l'ASM, 
laquelle constituera une amélioration de la méthode du Bamboo field, et par le fait 
même, de la méthode d 'Ittner. À la deuxième section, deux autres approches basées 
sur un autre graphe de proximité, le nearest neighbor graph, serront proposées pour 
l'approximation de l'angle d'orientation d'un texte. 
4.1 Bamboo field amélioré 
Soit l'ensemble des n segments S = {SI , S2 , ... , Sn} obtenus suite à l'application 
du Bamboo field, c'est-à-dire après l'extraction de l'arbre sous-tendant minimal 
et l'application du critère de rejet des segments adjacents aux sommets de degré 
supérieur ou égale à trois. 
Comme nous avons pu le constater, des segments non sigificatifs sont encore présents 
lors du calcul de l' ASM et de l'application de la méthode du Bamboo field. Idéalement , 
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nous désirons conserver un ensemble de chaîne de segments , où chacune des chaînes, 
composée de deux ou de plusieurs segments, forment une ligne la plus droite pos-
sible, c'est-à-dire tel que l'angle entre deux segments adjacents est le plus près pos-
sible de 180°. L'objectif est d 'introduire un second critère qui permettra l'élimination 
de toute paire de segments adjacents dont l'angle est plus grand qu 'un certain angle 
cri tique Q, lequel est à déterminer (seuillage). 
Le critère de rejet s'énonce comme suit: 
Pour chaque paire de segments adjacents Si et Sj de S 
() = angle formé entre Si et S j 
Si () < Q 
Si et Sj sont supprimés de S 
Fin Si 
Fin Pour 
Évidemment , l'angle calculé entre deux segments est l'angle, inférieur à 180°, calculé 
à partir du produit scalaire dans R2 (voir figure 4.1) . Plus l'angle critique Q est près 
de 180°, plus un grand nombre de segments seront éliminés. À partir de simulations 





FIG. 4.1 - Calcul de l'angle entre deux segments 
Une matrice d 'adjacence est utilisée comme structure de donnée pour conserver 
les segments d 'un graphe. La matrice d 'adjacence d 'un arbre de n points , est une 
matrice A = [aij] de dimension n x n, tel que aij = 1, s'il existe un segment reliant 
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les points Pi et Pj , sinon aij = O. À la figure 4.2, nous avons à gauche, un arbre 
et à droite sa représentation sous forme d 'une matrice d'adjacence. Si on applique 
le critère proposé sur l'angle entre deux segments consécutifs à cet exemple, les 
segments qui seront conservés sont P2P3 et P3P4 . Cependant, si nous considérons 
un ordre quelconque des 4 points et que nous appliquons directement ce critère sans 
utiliser de structure particulière, il se pourrait que seulement le segment P3P4 soit 
retenu , ce qui nous fait perdre de l'information sur l'orientation du texte. Le fait 
d 'utiliser ce type de structure permet d'éviter ce genre de situation. 
p p p P 
1 2 3 4 
P 0 1 0 0 1 
P2 1 0 1 0 
P
3 0 1 0 1 
P
4 0 0 1 0 
FIG. 4.2 - Matrice d 'adjacence 
À la figure 4.4 on retrouve le résultat de l'application de ce critère à l'image originale 
avec un angle critique ex de 1700 • Nous pouvons comparer ce résultat avec celui de 
la méthode du Bamboo field que l'on trouve à la figure 4.3. 
------~--
---_.--
FIG. 4.3 - Application du Bamboo field 
L'application de ce nouveau critère permet donc de créer un nouvel ensemble de 
segments à partir desquels nous estimerons l'angle d 'orientation du texte. La section 
qui suit traite de l'estimation de l'A DT. 
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FIG. 4.4 - Application du Bamboo field amélioré 
4.1.1 Estimation de l'AOT 
Soit S = {SI , S2, ... , Sn} l'ensemble des segments résultant des méthodes du Bamboo 
field amélioré, d 'Ittner, du Bamboo field ou du Nearest neighbor graph. Pour chacun 
des segments Sk de S, notons ak l'angle que Sk forme avec l'horizontal en orientant 
Sk de telle façon que son origine est le sommet à gauche du segment. 
Notons ëi = {al , a2 , . . . , an}. le vecteur ordonné des angles des segments, lequel 
correspond à un vecteur d 'échantillonnage de l'A DT et qui servira à son estimation. 
Deux méthodes différentes peuvent être utilisées pour l'approximation de l'A DT. 
U ne première consiste à estimer l'A DT par la moyenne des ak : 
et la seconde alternative est d 'utiliser la médiane de ëi comme estimateur. Dans le 
cas de la médiane, on doit trier les Sk et on pose la médiane li = a n / 2. Ces deux 
approches ont été utilisées pour l'estimation de l'angle d'orientation d 'un texte , 
pour les quatre méthodes présentées dans ce mémoire. Dans les chapitres suivants , 
nous analyserons à partir de simulations la précision de ces deux estimateurs afin 
de déterminer lequel est le plus efficace. 
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4.2 Nearest neighbor 
Les trois approches exposées jusqu 'à présent utilisent le même graphe de proximité, 
soit l'arbre sous-tendant minimal. Cependant , il existe un autre graphe de proximité 
qui pourrait être utilisé pour l'estimation de l'angle d 'orientation d 'un texte , il s'agit 
du nearest neighbor graph (NNG). Comme son nom l'idendique, le NNG [16] d 'un 
ensemble de points P est le graphe du plus proche voisin de chacun des points de 
P. 
Avant de définir plus en détail ce qu 'est le NNG d 'un ensemble de points, définissons 
tout d'abord ce qu 'est le plus proche voisin d'un point. Soit un ensemble de n points 
P = {Pl , P2 , .. . ,Pn}, on dira que le point Pb est le plus proche voisin de Pa, si et 
seulement si 
IPa - Pbl ~ min{lpa - pcl}, 
a#c 
où Pc E P et IPa - Pcl représente la distance euclédienne entre les points Pa et Pb· 
Notons que la relation être le plus proche voisin n'est pas symétrique, c'est-à-dire, 
que si Pb est le plus proche voisin de Pa , alors Pa n'est pas nécessairement le plus 
proche voisin de Pb. La figure 4.5 montre un exemple illustrant cette situation. Dans 
ce cas, P2 qui est le plus proche voisin de Pl tandis que le plus proche voisin de P2 
n'est pas Pl, mais plutôt P3. 
Le NNG d'un l'ensemble P est donc, un graphe non-orienté, tel que tous les points 
de P sont connectés et tel que pour tout arc PiPj du graphe, Pi est le plus proche 
voisin de Pj ou Pj est le plus proche voisin de Pi. De toute évidence, le NNG 
est non-connecté, étant donné qu'être le plus proche voisin est une relation non 
nécessairement symétrique pour un ensemble de points quelconque. On montre à 
la figure 4.6 le nearest neighbor graph obtenu à partir de l'ensemble des points 
représentatifs de l'image originale du chapitre 2. Tous les segments résultant de 
l'application du nearest neighbor graph sont utilisés pour l'approximation de l'A OT. 
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FIG . 4.5 - Exemple de la non-symétrie de la relation du plus proche voisin 
-- - - -._.-- - "- - "-
--- - --- - - - -
-- --- - - - - ~ - - - - - - - . 
- - "- - --
- - - ~ _ ... - - - --" - ------
- -- - - ------
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- -- -------
-- . ---
FIG. 4.6 - Application du NNG à l'image originale 
Nous pouvons améliorer les résultats obtenus avec le NNG en appliquant les deux 
critères de seuillage utilisés dans le cas de la méthode BFA. La figure 4.7 montre le 
résultat de ces critères sur le texte original. Nous appelerons cette méthode NNGA 
pour signifier la méthode du nearest neighbor améliorée. 
À partir des approches exposées jusqu'à maintenant , qui à première vue semblent 
équivalentes, nous procéderons à une série de simulations afin de comparer ces 
méthodes, ce qui fera l'objet des deux prochains chapitres de ce mémoire. 
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-- - --
FIG. 4.7 - Application du NNGA à l'image originale 
Chapitre 5 
Comparaison 
Nous avons vu dans les chapitres précédents cinq approches servant à la détection 
de l'angle d 'orientation d'un texte , mais aucune comparaison entre ces méthodes 
n 'a été faite en regard de la qualité de l'estimation de l 'A Or. Lorsque l'on observe 
les images obtenues après traitement , nous pouvons porter un jugement subjectif 
a priori sur l'efficacité des méthodes. De prime abord , la méthode du Bamboo field 
amélioré devrait conduire à de meilleurs résultats si l'on tient compte de l'orien-
tation qu 'ont les segments avant l'approximation de AOr. Évidemment , nous ne 
pouvons affirmer formellement que tel est le cas sans que des simulations sur plu-
sieurs textes différents n'aient été effectuées. Ce chapitre présente un ensemble de 
simulations qui ont été faites pour chacune des méthodes et l'analyse comparative 
des résultats. 
Lorsque que nous voulons comparer des méthodes entre elles afin de déterminer 
laquelle est la plus efficace, dans notre cas celle qui estime le mieux l 'A OT, il faut 
tenir compte des deux critères suivants: 
- la biais , 
- la précision. 
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La qualité de ces deux critères est garante de la qualité d 'un estimateur pouvant 
fournir une bonne approximation d 'un paramètre. 
Notons (J , la valeur théorique de l 'A DT et par ê, l'estimateur de (J . Un estimateur 
(J est sans biais si la moyenne de sa distribution d 'échantillonnage est égale à la 
valeur (J , c'est-à-dire si 
E(ê) = (J. 
Si l'estimateur (J est biaisé alors son biais est mesuré par l'écart suivant: 
biais = E(ê) - (J. 
En plus d 'avoir la propriété d 'être sans biais , un estimateur se doit d 'être précis, 
c'est-à-dire il faut que sa variance se rapproche le plus possible de O. Ainsi , si (JI et 
ê2 sont deux estimateurs sans biais de (J , l'estimateur êl est le plus efficace si 
ou encore, SI 
Ceci nous indique tout simplement que l'estimateur (JI est plus concentré autour de 
(J que (J2 ' 
Afin de comparer les méthodes proposées dans ce mémoire, nous avons utilisé des 
estimations par intervalles de confiance. Ces derniers nous permettent de vérifier 
à la fois le biais et la précision des estimateurs. Étant donné que pour approximer 
l 'A DT nous désirons utiliser la moyenne et la médiane, il a donc fallut employer 
deux types d'intervalles de confiance, un premier défini pour la moyenne et un autre 
pour la médiane. 
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A vant de définir les intervalles de confiance pour chacun de ces deux paramètres et 
afin de bien saisir les simulations qui ont été faites , posons les notations suivantes. 
Premièrement considérons un échantillon de n textes notés par 
dont nous connaissons les valeurs réelles d'A DT: 
Pour chacune des méthodes, lorsque nous désirons approximer l 'A DTd 'un texte 
donné Tk , nous utilisons un ensemble de m segments formant un angle aki avec 
l'horizontal. On représente les angles des segments d 'un texte Tk par le vecteur : 
Notons ak et a-k la moyenne et la médiane des aki d 'un texte n , respectivement 
donné par: 
et 
Pour chacun des textes Tk de T, nous calculons la moyenne, la médiane ainsi que 
les intervalles de confiance sur la moyenne et sur la médiane. 
La définition d 'un intervalle de confiance consiste à calculer un intervalle pour le-
quel il est vraisemblable que la valeur théorique ou réelle de l 'A DT s'y retrouve. 
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L'intervalle de confiance pour l 'A OT est défini par deux limites auxquelles est as-
sociée une certaine probabilité, fixée à l'avance et aussi élevée qu 'on le désire, de 





P(L i :S A :S Ls) = P(Â - k :S A :S Â + k) = 1 - a 
valeur réelle de l'A 0 T, 
estimateur de l'A 0 T, 
limite inférieure de l'intervalle, 
limite supérieure de l'intervalle, 
la probabilité associée à l'intervalle de contenir 
la valeur réelle de l'AOT, 
la marge d 'erreur qui tient compte des fluctuations 
de Â et de la probabilité 1 - a. 
Nous avons utilisé un seuil de 0.05. Nous pouvons utiliser ces intervalles de confiance 
en supposant que la distribution des angles d 'un texte Tk suit une une loi normale. 
La figure 5.1 montre l'histogramme de distribution des angles du texte contenu 





O~ ______ ~~~~~ ____ ~ __ ~ __ ~NW~~~ 
~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ 
... .,.... ... --...... "'" ... ' ... 
FIG. 5.1 - Histogramme de distribution des angles 
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Considérons le cas d 'un texte Tb alors l'intervalle de confiance sur la moyenne se 
calcule de la façon suivante: 
où Za / 2 = 1.96 est valeur prise dans la table de la loi normale pour un seuil ex = 
0.05 , Mk est à la marge d 'erreur, et 




v = l- - 1.96-J 2 2 
m fo 
w = f- + 1.96-1-2 . 2 
Dans ce cas, la marge d'erreur M k est égale à Ls;Li. Ces paramètres statistiques 
sont décrit plus en détails dans [2]. 
Pour les simulations, nous avons utilisé un échantillon de 100 textes, soit 50 textes 
français et 50 anglais. Les 50 textes, pour chacune des deux langues, correspondent 
à 10 textes différents auquels 5 rotations ont été appliquées, soit -60° , -30°, 0°, 30° 
et 60°. Ces rotations ont été choisies arbitrairement puisque la qualité des résultats 
doit être indépendante de l'angle de rotation. 
Cet échantillon a donc été soumis à chacune des cinq approches , et ce avec l'A 0 T 
estimé avec les deux estimateurs, la moyenne et la médiane. Le tableau ci-dessous 
CHAPITRE 5. COMPARAISON 38 
Moyenne Médiane 
biais marge d 'erreur biais marge d 'erreur 
Ittner 4.07° 1.75° 0.56° 0.62° 
Bamboo field 0.46° 0.87° 0.19° 0.56° 
BFA 0.24° 0.48° 0.20° 0.45° 
NNG 0.82° 1.05° 0.40° 0.52° 
NNGA 0.66° 0.85° 0.43° 0.64° 
TAB. 5.1 - Comparaison entre les 5 différentes approches 
illustre les résultats obtenus pour chacune des méthodes et pour l'ensemble des 100 
textes. 
Le biais E correspond au biais absolu moyen: 
1 100 A 
E = 100 LIAi - Ai 1 
1=1 
où Âi est l'estimateur de l 'AOT à partir de la moyenne ou de la médiane et Ai est 
la valeur réelle de l 'AOT. Les marges d 'erreur correspondent à la marge d 'erreur 
moyenne sur les 100 textes. 
Ces résultats montrent clairement que dans le cas de la moyenne, la méthode du 
Bamboo field amélioré est la plus précise. Le biais et la marge d 'erreur sont environ 
deux fois plus faibles que la méthode du Bamboo field, qui occupe la deuxième place. 
Les trois autres approches, soit Jttner, NNG et NNGA sont comparativement moins 
performantes. Ceci est prévisible car la moyenne utilise tous les segments pour le 
calcul l'intervalle de confiance et les méthodes d 'Jttner, du Bamboo field et du NNG 
produisent des valeurs d 'angle aberrantes pouvant détériorer la qualité des résultats. 
On remarque que dans le cas de la médiane, les résultats générés par les méthodes 
du Bamboo field et du Bamboo field amélioré sont similaires, soit une différence 
du biais de l'ordre de 0.01° De plus, la différence entre les marges d'erreur est 
négligeable. Contrairement à la moyenne, la médiane ne tient pas compte des valeurs 
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aberrantes , ce qui explique les résultats similaires entre le B amboo field et le B amboo 
fi eld amélioré, car les segments non significatifs du Bamboo field ne sont pas utilisés 
pour le calcul de l ' A 0 T. 
D'après les données de ce tableau, il semble donc préférable d 'utiliser la médiane 
plutôt que la moyenne pour approximer l ' AOT car les biais et les marges d 'erreur 
sont nettement plus faibles , et ce pour les quatre approches. 
Les figures 5.3, 5.4, 5.5, 5.6 et 5.7 montrent les résultats (intervalles de confiance 
sur la moyenne et sur la médiane) obtenus à l'aide des quatres méthodes appliquées 
au texte anglais présenté à la figure 5.2. 
Autre estimateur de l'AOT 
Les estimateurs de l 'AOT présentés à la section 4.1.1 donnent de bons résultats , 
mais ces derniers ne sont pas optimaux. En effet , dans le cas d'une distribution nor-
male, le meilleur estimateur est la moyenne des angles pondérée par la longueur de 
chaque segment. Le modèle statistique correspondant est le suivant; pour chaque 
segment Si, d 'extrémités (XiI , Yil) et (Xi2, Yi2), on suppose que la pente, correspon-
dant à l 'AOT, est égale à;3, d 'où 
où ai est l'intercept avec l'axe des ordonnées et f.ij est le terme d 'erreur. Les erreurs 
sont considérées indépendantes et de même variance (72. L'angle d 'estimation de 
l 'AOT n'est autre que la tangente inverse de ;3. Le meilleur estimateur b de ;3 , si 
l'on suppose que les erreurs sont distribués selon une loi normale, est donné par 
b = 2:7=1 (Yi2 - Yil)(Xi2 - xid 
2:7=1 (Xi2 - xid 2 
2:7=1 bi(Xi2 - Xil)2 
2:7=1 (Xi2 - Xil)2 , 
où bi = (Yi2 - Yil)/(Xi2 - xid est la pente du segment Si. Nous pouvons également 
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donner un intervalle de confiance pour f3 . La variance de l'estimateur est donnée 
par 
et cette variance peut être estimée par 
Finalement , l'intervalle de confiance de b pour un niveau 100(1 - a)% est donné 
par f3 = b ± s(b)ta / 2,n-l' On peut ainsi construire un intervalle de confiance pour 
l'angle d'orientation. 
Nous avons testé cet estimateur sur deux textes , à partir des segments résultants de 
la méthode BFA , afin de vérifier si les résultats sont similaires aux résultats obtenus 
avec les deux estimateurs définis antérieurement. 
Réel Moyenne Médiane Moy. pondérée 
Texte 1 0° -0.14° 0.00° -0.17° 
Texte 2 30° 29 .72° 30.07° 29.51 ° 
TAB. 5.2 - Tableau comparatif entre les estimateurs 
Selon le tableau ci-dessus, pour les deux textes utilisés , les trois estimateurs four-
nissent des résultats similaires d 'estimation de l 'AOT. Afin de valider les perfor-
mances du dernier estimateur proposé, des tests devront être fait sur un nombre 
comparables de textes. 
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Tests supplémentaires 
Les estimateurs ont été testés sur des textes ayant une grande déformation , soit 
-60°, -30°,30° et 60° . Dans la réalité, il est plus probable que les angles d 'orienta-
tion des textes soient plus faibles , c'est-à-dire plus près de 0°. Il est donc nécessaire 
de tester les estimateurs sur des textes de plus faibles angles pour vérifier si l'erreur 
d 'estimation est aussi précise que dans le cas de grands A 0 T. 
Nous avons utilisé un échantillon de 25 textes anglais et français ayant des A 0 T 
de 1° , 2° , 5° et 10°. Les simulations ont menées à des résultats similaires au cas 
de grands AOT, soit une erreur moyenne de 0.38° sur l'ensemble des textes com-
pativement à 0.24° pour les angles supérieurs ou égaux à 130°1. Les résultats des 
simulations pour l'ensemble des 25 textes sont présentés dans le tableau ci-dessous, 
où l'erreur est celle obtenue en utilisant la moyenne comme estimateur à partir des 
segments calculés avec la méthode BFA . 






1 Total Il 0.38° 
TAB. 5.3 - Estimation de faibles AOT 
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FIG. 5.2 - Texte original anglais (AOT = 60°) 
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Nombre de segments: 631 
Intervalle sur la moyenne : 54.14 ± 1.82 
Intervalle sur la médiane: 59.04 ± 0.68 
FIG. 5.3 - Résultat de la méthode d 'Ittner sur le texte anglais 
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Il 
Nombre de segments: 479 
Intervalle sur la moyenne : 59.06 ± 0.91 
Intervalle sur la médiane: 59.53 ± 0.76 
FIG. 5.4 - Graphe obtenu avec le Bamboo field 
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N ombre de segments : 276 
Intervalle sur la moyenne: 59.46 ± 0.51 
Intervalle sur la médiane: 59.62 ± 0.61 
FIG. 5.5 - Application du Bamboo field amélioré 
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Nombre de segments: 437 
Intervalle sur la moyenne: 58.76 ± 1.16 
Intervalle sur la médiane: 59.53 ± 0.93 
FIG. 5.6 - Ensemble de segments générés par le NNG 
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/ 
/ 
Nombre de segments: 270 
Intervalle sur la moyenne: 58.97 ± 0.95 
Intervalle sur la médiane: 59.57 ± 0.79 




Au chapitre 5, nous avons comparé cinq approches géométriques pour le calcul de 
l 'AOT en utilisant deux estimateurs, soit la moyenne et la médiane, et ce à partir 
d 'un échantillon constitué de 50 textes français et de 50 textes anglais. Les résultats 
de cette simulation nous ont permis de conclure que la méthode du Bamboo field 
amélioré est la plus efficace lorsque la moyenne est utilisé comme estimateur et que 
dans le cas de la médiane, le Bamboo fi eld amélioré et le Bamboo field génèrent des 
résultats similaires et précis. 
Dans ce chapitre, nous allons considérer seulement la méthode du Bamboo field 
amélioré car elle s 'avève la plus précise, afin de démontrer que l'approche est 
indépendante du langage utilisé si celui-ci respecte la condition Cl suivante: 
la distance entre deux caractères consécutifs sur une 
même ligne est plus petite que la distance entre deux (Cl) 
caractères sur deux lignes différentes . 
Dans la deuxième partie de ce chapitre, un raffinement de la méthode est présenté, 
lequel améliora la rapidité du traitement . Les résultats de ces simulations dé-
montreront que cette amélioration, en plus de diminuer le temps d'exécution, pro-
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duit des résultats aussi précis. 
6.1 Indépendance du langage 
Au chapitre 5, seulement des simulations sur des textes français et anglais ont été 
effectuées. Ces deux langages respectent la conditions Cl , mais ils ne sont pas les 
seuls langages à s'y conformer. Nous n 'avons qu 'à penser au chinois , au japonais, à 
l'allemand, à l'espagnol , au russe , à l 'italien , etc. 
Afin de démontrer l'indépendance de la nouvelle méthode par rapport aux langages 
respectant la condition Cl , nous avons utilisé la même méthodologie qu 'au chapitre 
4 , c'est-à-dire, nous nous sommes basés sur les mêmes paramètres statistiques, 
l'erreur calculé à partir du biais et de la marge d 'erreur. 
Nous avons constitué un échantillon de 150 textes écrits en français , en anglais , en 
japonais, en espagnol , en russe et en allemand. Chaque langue comportait le même 
nombre de textes , soit 25 (5 textes différents ayant subi des rotations de -60° , 
-30° , 0° , 30° et 60°). 
On retrouve au tableau 6.1 les résultats obtenus pour chacune des six langues 
testées. Nous retrouvons également dans ce tableau le biais absolu et la marge 
d 'erreur obtenus pour la moyenne et la médiane. 
Nous remarquons que les estimations des angles d 'orientation sont très précises, 
sauf dans le cas du japonais lorsque la médiane est utilisée comme estimateur. 
Ceci est dû au fait qu 'en japonais, il y a moins de caractères au pouce que dans 
les autres langues, ce qui produit une réduction du nombre de segments servant à 
l'estimation de l 'AOT, par conséquent la médiane devient moins efficace. De plus la 
marge d 'erreur est plus élevée pour les textes japonais étant donné le nombre réduit 
. de segments servant à l'approximation de l 'AOT. Les figures qui suivent montrent 
des exemples de l'application de la méthode du Bamboo field amélioré sur des textes 
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M oyenne Médiane 
biais marge d 'erreur biais marge d ' erreur n 
Français 0.16° 0.42° 0.18° 0.42° 25 
Anglais 0.26° 0.54° 0.24° 0.63° 25 
Japonais 0.48° 0.93° 1.03° 0.89° 25 
Espagnol 0.35° 0.42° 0.17° 0.43° 25 
Russe 0.19° 0.42° 0.16° 0.29° 25 
Allemand 0.65° 0 .60° 0.47° 0.68° 25 
1 Total Il 0.35° Il 0.38° 1 150 1 
TAB. 6.1 - Application du BFA sur des textes de différentes langues 
de différentes langues, soit les figures 6.1 et 6.2 en japonais, les figures 6.3 et 6.4 en 
allemand et les figures 6.5 et 6.6 en espagnol. 
6.2 Amélioration de la rapidité 
Sachant que la méthode du Bamboo fi eld amélioré fournit des résultats très sa-
tisfaisants , nous pouvons nous interroger sur l'amélioration du temps d 'exécution 
de la méthode. 
Intuitivement , le traitement d 'une partie ou d 'un pourcentage de l'image devrait 
fournir une approximation assez juste de l'AOT. Par pourcentage d 'une image, nous 
entendons un pourcentage de la surface de l'image et non un pourcentage de nombre 
de segments traités. D'autre part , si une portion seulement de l'image est utilisée, 
le nombre de segments servant à l'estimation devient plus petit , ce qui a pour effet 
d'augmenter la marge d'erreur . 
Afin d 'analyser l'erreur encourue en ne traitant qu 'une partie de l'information, nous 
avons utilisé les 100 textes originaux du chapitre 5, c'est-à-dire, les 50 textes anglais 
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FIG . 6.1 - Japonais (AOT Texte original en . 
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= 30°) 
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/ /' 
N ombre de segments : 46 
/ 
/ 
Intervalle sur la moyenne: 30.03 ± 1.12 
Intervalle sur la médiane: 30.26 ± 1.24 
FIG. 6.2 - Résultat de la méthode BFA sur le texte en japonais 
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SIMULATIONS CHAPITRE 6. 
AOT - -30°) . . nal en allemand ( 6 3 - Texte onglFIG .. 
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Nombre de segments: 161 
Intervalle sur la moyenne: -30.26 ± 0.71 
Intervalle sur la médiane: -29.74 ± 1.08 
FIG. 6.4 - Résultat de la méthode BFA sur le texte en allemand 
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FIG. 6.5 - Texte original en espagnol (AOr = 60°) 
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Nombre de segments: 309 
Intervalle sur la moyenne: 59.93 ± 0.38 
Intervalle sur la médiane: 60.26 ± 0.36 
FIG. 6.6 - Résultat de la méthode BFA sur le texte en espagnol 
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et les 50 textes français. Nous avons appliqué la méthode du Bamboo field amélioré 
sur cet échantillon de deux façons différentes. Dans un premier temps sur les textes 
en entier et dans un second temps sur 25% du texte extrait à partir du milieu de 
l'image. On trouve les résultats obtenus ci-dessous. 
Moyenne Médiane 
biais marge d'erreur biais marge d 'erreur 
25% 0.30° 0.70° 0.30° 0.61 ° 
100% 0.24° 0.48° 0.20° 0.45° 
TAB . 6.2 - Résultats de la méthode BFA appliquée à 25% et à 100% des textes 
Dans ce tableau, nous remarquons que les erreurs d 'approximation sont sensible-
ment les mêmes, légèrement plus élevées dans le cas de 25% des textes , mais 
négligeables , et comme prévu, la marge d 'erreur est plus élevée. Nous avons ob-
tenu avec la moyenne comme estimateur des marges d 'erreur de 0.70 et 0.48 pour 
le quart et la totalité du texte respectivement et 0.61 et 0.45 avec la médiane. On 
trouve aux figures 6.8 et 6.9 les résultats obtenus en traitant 100% et 25% du texte 
de la figure 6.7. 
4e jaurnée pédagagÏque. Taui lu prafelleurs de l'écale qui enleignent aux 2e et 3e cycle l 
bénéficient d'un perfectiannement en r;rammaire. Ce perfectiannement ut danné par le 
canleiller pédagagÏque de la cammiuian Icalaire . Au menu : la phrale de baie, lei graupes 
syntaxiquel , lei apératianl lur la phrase et la répartitian du abjets d'apprentiuage par 
cycle. Réunian de taut le persannel de l'écale . Et là je camprendl paurquai le directeur de 
l 'écale me palait tautu cel queltianl lur la lecture. C'est que le prajet particulier de l'écale 
cette année est la pramatian de la lecture et, particulièrement, de la lecture littéraire. 
Lei parentslant également impliqués. DI receYrant un dac ument qui leur permettra de 
réaliler certainu activitél à la mailan. Ce dacument a été élabaré par lei prafelleurl de 
l 'écale , le directeur, certainl parents, le canleiller pédagagÏque de la cammiuian Icalaire 
ainli qu'un prafelleur de l 'université du Québec. Par cycle , naui devanl naui entendre lur 
un chaix d 'activité 1 : cerclel de lecture, heure du cante, critique littéraire .. .le chaix est 
infini. Paur naui aider, naui pauvanl canlulter la bibliathèque pédagagique de l 'écale : an 
y retrauve Jacelyne Giauan, une série de brachurel prapasant plulieurs activitél . 
FIG . 6.7 - Texte original en français (AOT = 0°) 
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- - ---
---
Nombre de segments: 303 
Intervalle sur la moyenne: -0.28 ± 0.22 
FIG. 6.8 - Méthode du BFA appliquée sur 100% du texte en français 
N ombre de segments : 83 
Intervalle sur la moyenne: -0.28 ± 0.53 
FIG. 6.9 - Méthode du BFA appliquée sur 25% du texte en français 
Chapitre 7 
Conclusion 
Dans ce mémoire, nous avons résolu un problème important en traitement automa-
tique de documents: la détection de l'angle d'orientation d 'un texte. Nous avons 
exposé cinq différentes approches permettant d 'estimer l'angle d 'orientation d 'un 
texte , il s 'agit de la méthode d 'Ittner, du Bamboo Field et de trois nouvelles ap-
proches. Parmi celles-ci , trois d'entre elles utilisent le même graphe de proximité, 
l'arbre sous-tendant minimal tandis que les deux autres approches utilisent le nea-
rest neighbor graph. 
Des comparaisons ont été faites afin de déterminer laquelle de ces approches est 
la plus efficace. Le biais et la marge d 'erreur sont les paramètres statistiques qui 
ont été utilisés pour comparer les différents méthodes. À partir des simulations 
effectuées, la méthode du Bamboo field amélioré s'est avérée comme étant la plus 
précise avec une erreur moyenne de 0.240 et une marge d 'erreur de 0.480 dans le cas 
où la moyenne est employée comme estimateur et de 0.200 comme erreur moyenne 
et 0.450 pour la marge d'erreur dans le cas de la médiane. 
De plus, des simulations supplémentaires ont été faites afin de montrer que la nou-
velle approche est indépendante du langage en autant que celui-ci respecte la condi-
tion suivante : la distance entre deux caractères consécutifs est plus petite que la 
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distance entre deux lignes du texte. L'échantillon de textes était constitué de textes 
français , anglais , japonais, allemand, russe et espagnol. 
Nous avons également montré qu 'en traitant seulement un pourcentage du texte 
(25%), les résultats obtenus sont similaires à ceux obtenus en traitant l'image en 
entier , ce qui nous permet d'accélérer le calcul de l 'AOT. De plus, un nouvel esti-
mateur a fourni des résultats similaires à ceux qui ont été obtenus avec la moyenne 
et la médiane. Des tests supplémentaires confirmeraient le potentiel de ce meilleur 
estimateur. Finalement , la méthode BFA , qui s'est avérée la plus précise, produit 
un bon estimé de l 'AOr tant pour les fortes que pour les faibles déformations de 
l'orientation d 'un texte. 
Un autre problème relié au sujet de ce mémoire , lequel pourrait être abordé à l'aide 
d 'une approche géométrique, est celui de la direction de l'écriture d'un texte, par 
exemple, de gauche à droite, de haut en bas et réciproquement . Évidemment, le 
traitement de textes ne respectant pas le critère Cl demeure entier. Dans ce dernier 
cas, des transformations gardant invariant l 'A or pourraient être appliquées à un 
texte lors des étapes de pré-traitement afin d 'obliger le respect de la contrainte Cl. 
Le traitement des textes manuscrits et des textes contenant des équations constitue 
de toute évidence un défi à relever. 
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