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Tosiaikainen liiketoimintatiedon hallinta (real-time business intelligence, real-time
BI) on alue, joka ka¨sittelee tietojen raportointia ja analyysia tosiaikarajojen valli-
tessa. Tosiaikaisen liiketoimintatiedon hallinnan tukija¨rjestelma¨t ovat luonteeltaan
operatiivisia. Ne on suunniteltu tyo¨ntekijo¨iden pa¨ivitta¨ista¨ tyo¨ta¨ varten, jossa tar-
vitaan tuoreinta pa¨iva¨nsisa¨ista¨ tietoa. Operatiivinen rooli erottaa tosiaikaisen liike-
toimintatiedon hallinnan strategistesta pa¨a¨to¨ksenteon tuesta, jossa tuore pa¨iva¨nsi-
sa¨inen tieto ei ole olennaista [Eck07, MTK06].
Hyvin dokumentoitu esimerkki tosiaikaisesta liiketoimintatiedon hallinnasta on Wat-
sonin ja kumppaneiden [WWH06] tapaustutkimus, joka ka¨sittelee lentoyhtio¨n tosiai-
kaisia tietoja¨rjestelmia¨. Yksi osa lentoyhtio¨n liiketoimintaa on saapuvien matkusta-
jien asiakaspalvelu lentokenta¨lla¨. Lentoyhtio¨ saa tieta¨a¨ koneiden ta¨sma¨llisen saapu-
misajan lennonjohdolta vain noin kymmenen minuuttia ennen koneen laskeutumista.
Osa koneista myo¨ha¨styy, eika¨ koneen vaihto kenta¨lla¨ ta¨ma¨n vuoksi onnistu kaikil-
ta matkustajilta ennakkosuunnitelmien mukaisesti. Kun ta¨sma¨llinen saapumisaika
tiedeta¨a¨n riitta¨va¨lla¨ varmuudella, lentoyhtio¨n pita¨a¨ tunnistaa vaihtoa tarvitsevat
matkustajat ja lo¨yta¨a¨ heille paras jatkosuunnitelma. Ta¨ta¨ varten tarvitaan ajanta-
saista tietoa lennonjohdon ja¨rjestelma¨sta¨, lentoyhtio¨n asiakasrekisterista¨ seka¨ la¨hte-
vien lentojen varausja¨rjestelmista¨. Watsonin ja kumppaneiden [WWH06] esimerkis-
sa¨ asiakaspalvelutyo¨ta¨ tukevaksi sovellukseksi on rakennettu tosiaikainen kojelauta,
josta na¨kee vaadittavat siirtyma¨t lentokenta¨n porttien va¨lilla¨ ja na¨ihin siirtymiin
ka¨ytetta¨vissa¨ olevan ajan.
Raportointi- ja analyysisovellukset eli BI-sovellukset ovat liiketoimintatiedon hallin-
nan keskeisia¨ tyo¨kaluja. BI-sovellusten ka¨ytto¨kelpoisuus on kuitenkin riippuvainen
tietola¨hteista¨, ilman niita¨ BI-sovelluksista ei ole mita¨a¨n hyo¨tya¨. Va¨litto¨mimpia¨ tie-
tola¨hteita¨ ovat ja¨rjestelma¨t, joihin tiedot on alun alkaen syo¨tetty. Tyypillisesti na¨ma¨
alkupera¨isla¨hteet ovat operatiivisia liiketoimintasovelluksia, jotka ovat luonteeltaan
transaktionka¨sittelyja¨rjestelmia¨. Inmon [Inm05, luku 1] toteaa transaktionka¨sittely-
la¨hteiden kuitenkin osoittautuneen ongelmallisiksi pa¨a¨to¨ksenteon tukija¨rjestelmien
kehittyessa¨. Ensinna¨kin, transaktionka¨sittelyja¨rjestelma¨t on tavallisesti optimoitu
tietojen kirjoittamista varten, tai ainakaan niita¨ ei ole optimoitu BI-sovelluksille
tyypillisia¨ lukukyselyja¨ varten. Toiseksi, operatiiviset liiketoimintasovellukset on ta-
vallisesti hankittu eri aikoina, vastaamaan eri tarpeisiin, eika¨ niiden va¨lilla¨ ole usein
muuta yhteytta¨ kuin erikseen rakennetut sovellusintegraatiot. Liiketoimintatiedon
hallinnan na¨ko¨kulmasta alkupera¨isla¨hteet ovat saarekkeita, joiden tiedoista on vai-
2kea muodostaa yhtena¨ista¨ kuvaa ilman erityisponnisteluja. Tarvitaan siis ratkaisuja,
joilla alkupera¨isla¨hteiden tiedot saadaan paremmin BI-sovellusten ka¨ytto¨o¨n.
Tietovarastoinnilla (data warehousing) tarkoitetaan menetelmia¨ ja teknologioita,
joilla toteutetaan tietovarastoihin perustuvia liiketoimintatiedon hallintaja¨rjestel-
mia¨ [Inm92, Kim96, ChD97]. Tietovarasto (data warehouse) on lukuoptimoitu tie-
tokanta, johon toisinnetaan tietoja eri la¨hdeja¨rjestelmista¨. Tyypillisesti tietovaraston
tietoja pa¨iviteta¨a¨n kerran pa¨iva¨ssa¨ tai harvemmin ennalta ma¨a¨ra¨tyn ylla¨pitoikku-
nan (batch window) aikana, jolloin tietovarasto on suljettu ka¨ytta¨jilta¨. Ta¨ma¨nkal-
tainen perinteinen, staattinen tietovarasto soveltuu tietola¨hteeksi strategisille BI-
sovelluksille, joiden ei tarvitse olla jatkuvasti saatavilla ja joissa ei hyo¨dynneta¨ pa¨i-
va¨nsisa¨ista¨ tietoa. Tosiaikaisten, operatiivisten BI-sovellusten tietola¨hteiden on kui-
tenkin oltava ajantasaisia, eiva¨tka¨ sa¨a¨nno¨lliset ka¨ytto¨katkot ole hyva¨ksytta¨vissa¨.
Tosiaikaiseksi tietovarastoinniksi on 2000-luvun aikana ryhdytty kutsumaan tieto-
varastoinnin osa-aluetta, joka ka¨sittelee tietovaraston hyo¨dynta¨mista¨ tosiaikaisten
BI-sovellusten tietola¨hteena¨. Tosiaikaista tietovarastointia on sovellettu esimerkiksi
edella¨ esitetyn lentoyhtio¨n asiakaaspalveluongelman ratkaisussa [WWH06].
Tosiaikainen tietovarastointi eroaa perinteisesta¨ tietovarastoinnista eniten ylla¨pito-
prosessin osalta. Ta¨ma¨n tyo¨n painopisteena¨ onkin tosiaikaisen tietovaraston edellyt-
ta¨ma¨ jatkuva ylla¨pito, joka jaetaan kolmeen pera¨kka¨iseen vaiheeseen:
1. muutostiedon kaappaaminen la¨hdeja¨rjestelmissa¨ (change data capture, CDC)
[Ran08, Par09, HoW03, Mic10f],
2. uutos-, muunnos ja latausprosessi eli ETL-prosessi (extract, transform and
load, ETL) [MTK06, KVP05, VaS08, PSV07, NDW09, SB09] ja
3. materiaalistettujen na¨kymien ja tiedonjalostustietokantojen virkistys [ChD97,
HRU96, BCS99, MTK06, Lac05].
Ylla¨pitoprosessin kolme vaihetta ma¨a¨ra¨a¨va¨t viiveen, jolla muutokset la¨hdeja¨rjestel-
missa¨ ovat ka¨ytta¨jien na¨hta¨villa¨ operatiivisissa BI-sovelluksissa.
Tosiaikaisen liiketoimintatiedon hallinnan keskeinen tekninen kysymys on, tulisiko
tosiaikaisen tiedon la¨hteena¨ ka¨ytta¨a¨ tietovarastoa vai ei [Eck07]. Tosiaikaisessa tie-
tovarastoinnissa on enemma¨n riskeja¨ kuin perinteisessa¨ tietovarastoinnissa. ETL-
prosessin ajaminen kerran yo¨ssa¨ on erilainen tekninen haaste kuin saman prosessin
ajaminen kerran minuutissa, 1440 kertaa pa¨iva¨ssa¨. Vaikka tosiaikainen tietovaras-
tointi olisi teknisesti toteutettavissa, niin yksinkertaisemmat tekniikat voivat osoit-
3tautua ja¨rkeva¨mmiksi. Esimerkiksi transaktionka¨sittelytietokantoja voidaan mah-
dollisesti ka¨ytta¨a¨ suoraan operatiivisen BI-sovelluksen tietola¨hteena¨, tai sitten pa¨i-
va¨nsisa¨inen tieto toidaan toisintaa ilman raskasta ETL-prosessia pienempiin ope-
ratiivisiin tietovarastoihin [Eck07, Inm05, MTK06]. BI-projektien vaatimusma¨a¨rit-
telyssa¨ tulisikin selvitta¨a¨ tekijo¨ita¨, jotka vaikuttavat eri toteutusvaihtoehtojen kel-
poisuuteen ja kustannuksiin [MTK06, Eck07]. Ta¨ma¨n tutkielman tavoitteena on
selvitta¨a¨ na¨ita¨ tekijo¨ita¨ ja arvioida tosiaikaista tietovarastointia suhteessa muihin
tosiaikaisen liiketoimintatiedon hallinnan toteutusvaihtoehtoihin.
Tyo¨n rakenne on seuraavanlainen. Luvussa 2 esitella¨a¨n yleisella¨ tasolla tosiaikais-
ta liiketoimintatiedon hallintaa ja tietovarastointia. Tosiaikaisen tietovarastoinnin
suunnittelua ka¨sitella¨a¨n luvussa 3. Ylla¨pitoprosessin vaiheet ka¨yda¨a¨n la¨pi luvuis-
sa 4-6: muutostiedon kaappaamista ka¨sitella¨a¨n luvussa 4, ETL-prosessia luvussa 5
ja tietovaraston seka¨ OLAP-tietokantojen virkistysta¨ luvussa 6. Luvussa 7 verra-
taan tosiaikaista tietovarastointia suhteessa muihin teknologioihin. Lopuksi esite-
ta¨a¨n yhteenveto ja tyo¨n keskeiset johtopa¨a¨to¨kset. Tyo¨ssa¨ havainnollistetaan tosiai-
kaisen tietovarastoinnin ja liiketoimintatiedon hallinnan tekniikkoja Microsoft SQL
Server 2008 R2 Enterprise Edition -tietokantaja¨rjestelma¨ssa¨. Varsinaisia kokeita tai
suorituskykymittauksia ei tehda¨.
2 Tosiaikaiset DW/BI -ja¨rjestelma¨t
2.1 Ka¨sitteita¨
Tietovarastoinnin ja liiketoimintatiedon hallinnan ka¨sitteisto¨ ei ole ta¨ysin vakiintu-
nutta. Ta¨ta¨ havainnollistaa TDWI:n [Eck07] tekema¨n kyselyn tulos (kuva 1), jossa
vastaajien pyydettiin poimiaan termi, jota heida¨n organisaatiossaan ka¨yteta¨a¨n to-
siaikaisesta liiketoimintatiedon hallinnasta. Selkea¨sti suosituin termi on operatiivinen
raportointi, mutta yli kaksi kolmasosaa ka¨ytta¨a¨ jotain muuta termia¨. Ka¨sitteellisten
epa¨selvyyksien va¨ltta¨miseksi onkin aiheellista ensimma¨iseksi esitella¨ alueen keskeisia¨
tiedonhallintaprosesseja ja tietoja¨rjestelmia¨ seka¨ na¨ihin liittyvia¨ ka¨sitteita¨.
Raportoinnilla tarkoitetaan eri asioita puhuttaessa organisaation toiminnasta ja toi-
mintaa tukevista tietoja¨rjestelmista¨. Esimerkiksi kirjanpito on keskeinen raportoin-
tiprosessi ka¨yta¨nno¨ssa¨ kaikissa organisaatioissa. Kirjanpitoprosessia tukemaan on
hankittu yksi tai useampia liiketoimintasovelluksia, jotka muodostavat kirjanpidon
tietoja¨rjestelma¨n.
4Kuva 1: TDWI kysely: Tosiaikainen BI. Mita¨ termia¨ ryhma¨si ka¨ytta¨a¨? (N=423)
[Eck07]
Tietoja¨rjestelmissa¨ raportointisovelluksella tarkoitetaan sovellusta, joka pelka¨sta¨a¨n
lukee tietoa tietola¨hteista¨, mutta ei kirjoita niihin mita¨a¨n. Raportointisovellusten
tuottamia tuloksia kutsutaan raporteiksi. Raportointisovellusten lisa¨ksi tietoja¨rjes-
telmiin kuuluu transaktioiden suoraka¨sittelysovelluksia (On-Line Transaction Proces-
sing Application, OLTP-sovellus), joilla syo¨teta¨a¨n ja muokataan tietoja. Esimer-
kiksi kirjanpidon tietoja¨rjestelma¨a¨n kuuluisi ta¨llo¨in OLTP-sovelluksia, joilla tilikir-
jauksia muokataan, seka¨ raportointisovelluksia eri ka¨ytto¨tarkoituksia varten. Ana-
lyysisovelluksella tarkoitetaan usein samaa kuin raportointisovelluksella, eli tyo¨ka-
lua jolla tuotetaan raportteja. Jos kuitenkin puhutaan erikseen raportointi- ja ana-
lyysisovelluksista, niin halutaan korostaa analyysisovellusten suunnittelu- ja data-
analyysiominaisuuksia suoraviivaisempien raportointiominaisuuksien sijasta [MTK06,
355]. Puhtaista raportointisovelluksista poiketen analyysityo¨kalujen avulla voidaan
usein myo¨s kirjoittaa tuloksia, esimerkiksi ennusteita, takaisin tietola¨hteeseen. Ra-
portoiti- ja analyysisovelluksista yhdessa¨ on 1990-luvulta la¨htien ryhdytty ka¨ytta¨-
ma¨a¨n termia¨ BI-sovellus [KRT08, 10].
Yksitta¨isen raportointisovelluksen tietola¨hteena¨ voi olla kirjoittamista varten opti-
moitu OLTP-tietokanta, lukemista varten optimoitu tietovarasto, edellisista¨ muo-
dostettu OLAP-kuutio, perinneja¨rjestelma¨n datatiedosto tai vaikkapa yksitta¨inen
tekstitiedosto. Raportointisovelluksen la¨hteet sisa¨lta¨va¨t tavallisesti rakenteista da-
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ma¨ erottaa raportoinnin tiedonhausta (information retrieval, IR), jossa tekstihakuja
ka¨ytta¨en etsita¨a¨n rakenteetonta tietoa tietola¨hteista¨ muodostetuista hakemistoista.
Ka¨ytta¨ja¨kunnan mukaan eroteltuna raportointisovellukset ovat joko osa operatiivi-
sia ja¨rjestelmia¨ tai pa¨a¨to¨ksenteon tukija¨rjestelmia¨ (Decision Support System, DSS).
Operatiiviset ja¨rjestelma¨t on suunniteltu tyo¨ntekijo¨ita¨ varten ja pa¨a¨to¨ksenteon tuki-
ja¨rjestelma¨t pa¨a¨tta¨jia¨ varten. Pa¨a¨to¨ksenteon tukija¨rjestelmista¨ ka¨yteta¨a¨n myo¨s ter-
mia¨ analyysija¨rjestelma¨. Operatiivisiin ja¨rjestelmiin on tallennettuna primitiivida-
taa, jota voidaan muokata OLTP-sovelluksilla. Pa¨a¨to¨ksenteon tukija¨rjestelmiin on
tallennettuna johdettua dataa, jota ei voi sellaisenaan muokata [Inm05, 15], vaan
ainoastaan epa¨suorasti primitiividataa muuttamalla.
Jos organisaation ka¨yto¨ssa¨ on useita operatiivisia tietoja¨rjestelmia¨, niin ne ovat ta-
vallisesti yhteenliitettyja¨, eli niissa¨ on yhteista¨ tietosisa¨lto¨a¨. Operatiivisten ja¨rjestel-
mien yhteenliitta¨mista¨ kutsutaan sovellusintegraatioksi (Enterprise Application In-
tegration, EAI) [HoW03]. Liiketoiminnan tietoja¨rjestelma¨t voivat olla yhteenliitet-
tyja¨ esimerkiksi siten, etta¨ ensimma¨isessa¨ vaiheessa tallennetaan myynti- ja markki-
nointitietoja asiakassuhteiden hallintaja¨rjestelma¨a¨n (Customer Relationship Mana-
gement, CRM). CRM-ja¨rjestelma¨sta¨ ainakin kaikki tilauksia tehneet asiakkaat siirre-
ta¨a¨n toiminnanohjausja¨rjestelma¨a¨n (Enterprise Resource Planning, ERP), jossa yl-
la¨pideta¨a¨n tilausten toimituksessa tarvittava tieto. Lopulta laskutuksen yhteydessa¨
asiakastietoja siirreta¨a¨n laskutus- ja kirjanpitoja¨rjestelma¨a¨n. Kaikissa ja¨rjestelmissa¨
ka¨sitella¨a¨n samoja asiakkaita, mutta niihin tallennetaan eri tietoja. Tietojen hajaut-
tamisesta seuraa, etta¨ pa¨a¨to¨ksenteon tukija¨rjestelmia¨ ei tavallisesti voida rakentaa
yksitta¨isten tietola¨hteiden varaan. Esimerkiksi CRM-ja¨rjestelmien hyo¨ty pa¨a¨to¨ksen-
teon tuessa ja¨a¨ kovin rajalliseksi, jos asiakkuuksista tiedeta¨a¨n vain myynti- ja mark-
kinointitoimenpiteet, mutta ei toimitusten ja laskutuksen yksityiskohtia [KiR02,
142]. Na¨ista¨ syista¨ raportointi- ja analyysisovelluksia onkin ryhdytty kehitta¨ma¨a¨n
keskitetysti, erilla¨a¨n yksitta¨isista¨ operatiivisista ja¨rjestelmista¨.
Liiketoimintatiedon hallintaja¨rjestelma¨ eli BI-ja¨rjestelma¨ (business intelligence sys-
tem, BI system) [Luh58] on nimitys, jolla tarkoitetaan organisaation raportointi- ja
analyysisovelluksia kokonaisuutena. Esimerkiksi voidaan arvoida, etta¨ BI-ja¨rjestelma¨
on toiminnallisuudeltaan rajoittunut, jos raportointi ei onnistu eri ja¨rjestelmista¨
yhdistetysta¨ tiedosta. Usein BI-ja¨rjestelma¨sta¨ puhuttaessa tarkoitetaan kokonais-
ja¨rjestelma¨a¨, joka sisa¨lta¨a¨ BI-sovellusten lisa¨ksi myo¨s pelka¨sta¨a¨n na¨ita¨ varten ra-
kennetut tietola¨hteet, erityisesti tietovarastot. Toisaalta termia¨ tietovarastointi voi-
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nisaation tietovarastoja ja BI-sovelluksia yhdessa¨ on ryhdytty kutsumaan DW/BI-
ja¨rjestelma¨ksi [KRT08, 10].
2.2 Tosiaikaiset BI-sovellukset
Raporttien tietojen oikeellisuus riippuu paitsi kyselyjen oikeellisuudesta myo¨s ky-
selyjen aikavaatimuksesta ja tietola¨hteiden ajantasaisuudesta. Ta¨ssa¨ mielessa¨ BI-
sovellukset ovat aina tosiaikaisia tietoja¨rjestelmia¨. Gillies [Gil88] on esitta¨nyt ma¨a¨-
ritelma¨n, jonka mukaan tosiaikaisella tietoja¨rjestelma¨lla¨ tarkoitetaan ja¨rjestelma¨a¨,
jonka oikeellinen (correct) toiminta ei pelka¨sta¨a¨n ole riippuvainen laskennan loogi-
sesta oikeellisuudesta vaan myo¨s ajankohdasta, jolloin tulos on valmis. Jos ja¨rjestel-
ma¨lle asetettuja aikarajoja ei saavuteta, niin kyseessa¨ on epa¨onnistuminen (failure).
Ka¨yteta¨a¨n termia¨ viive D kuvaamaan aikava¨lia¨, joka alkaa tiedon syntymishetkesta¨
Xb operatiivisessa ja¨rjestelma¨ssa¨ ja pa¨a¨ttyy hetkella¨ Xv, jolloin sama tieto aikaisim-
millaan na¨kyy loppuka¨ytta¨ja¨lle [Par09]. Viive ilmaistaan erotuksena D = Xv −Xb.
Relaatiotietokannoissa Xb olisi tietoa viimeksi muuttaneen transaktion sitoutumis-
hetki ja Xv hetki, jolloin tieto na¨kyisi kyselytuloksissa. Aikaraja tiedon na¨kymiselle
loppuka¨ytta¨ja¨lle voidaan ma¨a¨ritella¨ kahdella tavalla. Absoluuttisella aikarajalla tar-
koitetaan hetkea¨ Xdl, jolloin tiedon vaaditaan olevan saatavilla. Jos Xdl < Xv, niin
absoluuttinen aikaraja rikkoutuu. Suhteellinen aikaraja ma¨a¨ritella¨a¨n suurimpana
sallittuna viiveena¨ Dmax, ja on yhta¨ suuri kuin syntymishetken Xb ja absoluuttisen
aikarajan Xdl aikava¨li, Dmax = Xdl −Xb [Lin03, 8].
Aikarajat voidaan luokitella kolmeen kategoriaan: koviin, pehmeisiin ja kiinteisiin
aikarajoihin [Lin03, 8]. Luokittelu perustuu aikarajan rikkoutumisesta aiheutuviin
seuraamuksiin, jotka voidaan mallintaa ma¨a¨rittelema¨lla¨ hyo¨tyfunktio tosiaikaiselle
tietoja¨rjestelma¨lle (kuva 2). Kovan (hard) aikarajan rikkoutuminen johtaa vakavaan
ja¨rjestelma¨virheeseen kriittisessa¨ tosiaikaja¨rjestelma¨ssa¨ ja ta¨sta¨ seuraaviin haittoi-
hin. Yleisesti, jos tietoja¨rjestelma¨n virhe voi johtaa vakavaan taloudelliseen tappioon,
mittaviin fyysisiin vahinkoihin tai uhkaa ihmishenkia¨, sanotaan kyseessa¨ olevan kriit-
tinen tietoja¨rjestelma¨ [Som07, 44]. Pehmea¨n (soft) aikarajan rikkoutuessa ja¨rjestel-
ma¨n hyo¨ty tavallisesti laskee nollaan jollakin aikava¨lilla¨ aikarajan ja¨lkeen. Kiintea¨n
(firm) aikarajan rikkoutuessa ja¨rjestelma¨n hyo¨ty laskee nollaan va¨litto¨ma¨sti, mutta
mittavia negatiivisia seurauksia ei ole [Lin03, 8].
BI-sovellus on tosiaikainen, jos sen tuottamilla raporteilla on aikaraja. Raporttien
7Kuva 2: Aikarajojen kategoriat [Lin03, 9]
viive ma¨a¨ra¨ytyy raporttikyselyjen prosessointiajasta seka¨ tietola¨hteen viiveesta¨ tie-
tojen syntymishetkeen na¨hden. Haluttu aikaraja on pera¨isin vaatimusma¨a¨rittelysta¨,
mutta viiveen ma¨a¨ra¨a¨ toteutustekniikka [Par09].
Raporttikyselyjen prosessointiajan yla¨raja voidaan tieta¨a¨ ennakolta, jos tietola¨h-
teena¨ on tosiaikainen tietokantaja¨rjestelma¨. Lindstro¨min [Lin03, 1] mukaan tosiai-
kainen tietokantaja¨rjestelma¨ ma¨a¨ritella¨a¨n tavallisesti tietokantaja¨rjestelma¨ksi, jossa
transaktioiden pa¨a¨ttymiselle on asetettu aikaraja, ja joillakin ja¨rjestelma¨a¨n tallen-
netuilla tiedoilla on voimassaoloaika. Tosiaikainen transaktio voi sitoutua vain, jos
sen tiedeta¨a¨n pa¨a¨ttyva¨n ennen aikarajaa ja kaikki transaktion ka¨sittelema¨t tiedot
ovat voimassa sitoutumishetkella¨. Tosiaikaisia tietokantaja¨rjestelmia¨ tarvitaan esi-
merkiksi tietoliikenteen tietoja¨rjestelmissa¨, joissa dataa on paljon ja ja¨rjestelma¨n
saatavuus- ja aikarajavaatimukset ovat tiukkoja [Lin03, 2]. Tavanomaisten relaatio-
tietokantaja¨rjestelmien tai OLAP-tietokantojen transaktioiden tarkkaa pa¨a¨ttymisai-
kaa ei tiedeta¨ ennakolta [Lin03, 18].
Tietola¨hde on ajantasainen, jos se on alkupera¨isla¨hde, kuten OLTP-tuotantotie-
tokanta. Jos BI-sovellus ka¨ytta¨a¨ OLTP-tuotantotietokantaa suoraan tietola¨hteena¨,
niin viive muodostuu vain raporttikyselyn prosessointiajasta. Alkupera¨isla¨hteista¨
toisinnetut tietola¨hteet ovat aina viiva¨stettyja¨, koska tiedoilla on levia¨misviive (pro-
pagation delay).
8Raporttien aikarajat voivat olla kovia, esimerkiksi teollisuusprosessien valvonnassa,
mutta tavallisesti liiketoiminnan operatiivisten raporttien aikarajat ovat pehmei-
ta¨ suhteellisia aikarajoja. Tyypillisesti operatiivisten raporttien halutaan na¨ytta¨-
va¨n pa¨iva¨nsisa¨ista¨ tietoa, jonka tosiaikavaatimus ma¨a¨ritella¨a¨n suurimpana sallittu-
na viiveena¨ tietojen syntymishetkeen na¨hden. Viiveen suuruusluokka on sekunneista
tunteihin. Ta¨llo¨in esimerkiksi kerran yo¨ssa¨ pa¨ivitetta¨va¨ tietola¨hde ei ole riitta¨va¨n
ajantasainen, silla¨ maksimiviive tietojen syntymishetkeen on aina 24 tuntia. Toisi-
naan raporteille halutaan maksimiviiveen sijasta minimiviive. Esimerkiksi arvopape-
rimarkkinoilla on tavallista, etta¨ ilmaiseksi raportoitava markkinatieto on tarkoituk-
sella viiva¨stettya¨, eli silla¨ on haluttu minimiviive kaupanka¨ynnin tietoja¨rjestelmiin
na¨hden.
2.3 Tosiaikainen tietovarastointi
Tyypillisen DW/BI-ja¨rjestelma¨n ytimena¨ on tietovarasto. Tietovarastoinnin hyo¨-
tyja¨ liiketoimintatiedon hallinnassa on ka¨sitelty kattavasti kirjallisuudessa [Inm05,
KiR02]. Pa¨a¨kohdat on silti syyta¨ tuoda esille, koska na¨ma¨ pa¨teva¨t myo¨s tosiaikaises-
sa liiketoimintatiedon hallinnassa, jossa tietovarastointi ei ole viela¨ itsesta¨a¨nselvyys.
Esimerkiksi TDWI:n [Eck07] kyselyn mukaan noin joka toisessa organisaatiossa ope-
ratiivisen liiketoimintatiedon hallintaa varten on erillinen ympa¨risto¨ (kuva 3).
Kuva 3: TDWI kysely: Onko ka¨ytta¨ma¨nne operatiivinen BI-ympa¨risto¨ sama kuin
tavallinen BI-ympa¨risto¨? (N=225) [Eck07]
9Inmon [Inm05] seka¨ Kimball ja Ross [KiR02] ovat korostaneet muun muassa seuraa-
via tietovarastoinnin ominaisuuksia:
• Tietojen laatu. Tietovarastoon tallennetaan eri la¨hdeja¨rjestelmista¨ yhdenmu-
kaistettua ja puhdistettua tietoa.
• Tietojen toisintaminen. Lukutransaktiot tietovarastosta eiva¨t kuormita kriit-
tisia¨ la¨hdeja¨rjestelmia¨. La¨hdeja¨rjestelmiin tarvitsee myo¨nta¨a¨ ka¨ytto¨oikeuksia
vain ETL-prosessia varten. Tietojen poistaminen la¨hdeja¨rjestelmista¨ ei kadota
tietoa tietovarastosta.
• Suorituskyky ja skaalautuvuus. Tietovarastoissa optimoidaan lukutransaktioi-
den suorituskykya¨. Tietovaraston relaatiotietokannan koko ja samanaikaisten
ka¨ytta¨jien lukuma¨a¨ra¨ voivat kasvaa suorituskyvyn ka¨rsima¨tta¨ liikaa.
• Yksi tietomalli. Raporttien kehitta¨minen yksinkertaistuu, kun vain tietovaras-
ton tietomalli tarvitsee tuntea.
Tosiaikainen tietovarastointi ja liiketoimintatiedon hallinta (real-time DW/BI) on
kirjallisuudessa 2000-luvulla toistuvasti esiintyva¨ termi. Varhaisimmat julkaisut, jois-
sa aihepiiria¨ ka¨sitella¨a¨n lo¨ytyva¨t 1990-luvun lopulta [Hai99, BrV99]. Alueeseen kes-
kittyva¨ BIRTE -workshop on ja¨rjestetty ensimma¨isen kerran vuonna 2006 [Bir06].
Kiinnostuksen taustalla on tietovarastoinnin yleistyminen seka¨ liiketoimintatiedon
hallinnan vaatimusten tiukentuminen. Tietovarastointi on vakiintunut osaksi yritys-
ten tiedonhallintaa, ja olemassaolevaa tietovarasto-arkkitehtuuria halutaan mukaut-
taa operatiiviseen ka¨ytto¨o¨n ennemmin kuin kehitta¨a¨ ja ylla¨pita¨a¨ erillisia¨ operatiivisia
raportointija¨rjestelmia¨ [Eck07].
Liiketoimintatiedon hallinnan na¨ko¨kulmasta tosiaikaisella tietovarastolla tarkoite-
taan yleiska¨ytto¨ista¨ tietovarastoa, joka soveltuu operatiivisten BI-sovellusten tieto-
la¨hteeksi. Ta¨ma¨ tarkoittaa, etta¨ tietovarasto on oikea-aikainen [LiO¨09, 2438], eli sita¨
la¨hteena¨ ka¨ytta¨en voidaan ta¨ytta¨a¨ tosiaikaisten BI-sovellusten aikarajavaatimukset.
Ma¨a¨ritelma¨ ei ota kantaa tietovaraston ja sen ylla¨pitoprosessin tekniseen toteutuk-
seen milla¨a¨n tavalla. Riitta¨a¨, etta¨ tiedot ovat tietovarastossa kun niita¨ tarvitaan.
Esimerkiksi jos ainoana aikarajana on saada raportti edellisen vuorokauden tiedois-
ta seuraavana aamuna klo 8, niin joka yo¨ ladattava perinteinen tietovarasto on riit-
ta¨va¨n oikea-aikainen, olettaen etta¨ kaikki ka¨ytta¨ja¨t ovat samalla aikavyo¨hykkeella¨.
Tietovarastoinnin na¨ko¨kulmasta tosiaikaisella tietovarastolla tarkoitetaan tietova-
rastoa, jota ylla¨pideta¨a¨n useammin kuin kerran pa¨iva¨ssa¨ [MTK06, 675]. Pa¨iva¨nsi-
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sa¨isesti virkisteta¨a¨n tavallisesti vain pieni osa tietovaraston tietosisa¨llo¨sta¨ [ItF06],
TDWI:n kyselyn [Eck07] mukaan keskima¨a¨ra¨isesti noin 15% (kuva 4).
Kuva 4: TDWI kysely: Tietojen virkistysaikava¨lit keskima¨a¨ra¨isessa¨ tietovarastossa.
Keskima¨a¨ra¨inen osuus tiedoista, jotka pa¨iviteta¨a¨n annetulla aikava¨lilla¨. Mukana vain
pa¨iva¨nsisa¨isesti ylla¨pidetta¨va¨t tietovarastot (N=223) [Eck07].
Tosiaikaisesta tietovarastosta ka¨yteta¨a¨n myo¨s nimitysta¨ aktiivinen tietovarasto
[BrV99], erotuksena perinteisesta¨ passiivisesta tietovarastosta. Ta¨ma¨ nimitys ku-
vastaa sita¨, etta¨ tietovaraston sisa¨lto¨ voi muuttua jatkuvasti ja¨rjestelma¨n ollessa
ka¨ytetta¨vissa¨ (on-line). Pa¨iva¨nsisa¨isesta¨ ylla¨pidosta seuraa lisa¨ksi myo¨s toinen vaa-
timus: tosiaikaisen tietovaraston on oltava jatkuvasti saatavilla, myo¨s tietojen yl-
la¨pidon aikana. Yhteenvetona edellisista¨ voidaan esitta¨a¨ ma¨a¨ritelma¨: tosiaikainen
tietovarasto on lukemista varten optimoitu tietokanta, joka
1. sisa¨lta¨a¨ tietola¨hteista¨ toisinnettua, yhdenmukaistettua ja puhdistettua tietoa,
2. on tietosisa¨llo¨lta¨a¨n oikea-aikainen operatiivisten BI-sovellusten tarpeisiin,
3. ylla¨pideta¨a¨n useammin kuin kerran pa¨iva¨ssa¨, ja
4. on jatkuvasti saatavilla.
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3 Tosiaikaisen tietovaraston suunnittelu
3.1 Tietovarastoinnin elinkaarimalli
Dimensiomallinnetun DI/BW -ja¨rjestelma¨n kehitysprosessi voidaan korkealla tasolla
esitta¨a¨ Kimballin elinkaarimallina (kuva 5).
Kuva 5: Kimballin elinkaarimalli (Kimball Lifecycle)[KRT08, 8]
.
Elinkaarimallin keskella¨ kulkee tietovaraston tietoarkkitehtuuri, jossa voidaan erot-
taa kolme suunnittelu- ja kehitysvaihetta:
1. looginen dimensiomallinnus,
2. fyysinen suunnittelu seka¨
3. ETL-prosessin suunnittelu ja kehitys.
Elinkaarimallin pa¨a¨ideana on, etta¨ tietovarastoinnin vaiheista osa voi edeta¨ rinnak-
kain, mutta osa on riippuvuuksien vuoksi ja¨rkevinta¨ suorittaa pera¨kka¨in [KRT08,
14]. Tosiaikaisessa liiketoimintatiedon hallinnassa vaatimusma¨a¨rittelysta¨ pera¨isin ole-
vat tosiaikavaatimukset asettavat reunaehtoja tietovaraston loogiselle ja fyysiselle
suunnittelulle. ETL-prosessia ei puolestaan voi suunnitella ennen kuin tosiaikavaa-
timukset, taulujen looginen rakenne ja fyysinen ositus ovat selvilla¨.
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3.2 Looginen dimensiomallinnus
Dimensiomallinnuksessa yksitta¨inen liiketoimintaprosessi mallinnetaan loogisen re-
laatiomallin relaatioina. Dimensiomallinnetun tietovaraston relaatiotietokannassa on
kahdenlaisia tauluja: fakta- ja dimensiotauluja (kuva 6).
Kuva 6: Faktataulu FactInternetSales ja dimensiotaulu DimProduct Adventu-
reWorksDW2008R2 -tietovarastossa [Mic10a].
Faktatauluihin tallennetaan mittauksia liiketoimintaprosesseista. Mittaukset voivat
olla luonteeltaan transaktioita kuten tilauksia, jaksollisia tilannevedoksia kuten ti-
lauskannan ma¨a¨ra¨ viikon lopussa, tai kumuloituvia tilannevedoksia kuten tilauksen
eri vaiheiden seuranta sen saapumisesta laskutukseen [KiR02, 129]. Faktatauluissa
on kahdentyyppisia¨ sarakkeita: mittoja seka¨ viiteavaimia dimensiotauluihin. Fakta-
taulun pa¨a¨avain on aina viiteavaimien osajoukko. Faktataulujen mitat ovat la¨hes
poikkeuksetta numeerisia ja hyo¨dyllisimmilla¨a¨n summautuvia, kuten rahasummia.
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Mittauksen yksityiskohtaisuutta kutsutaan rakeisuustasoksi. Alimmalla eli atomi-
sella rakeisuustasolla yksitta¨inen mittaus sisa¨lta¨a¨ niin paljon yksityiskohtia kuin
la¨hdeja¨rjestelmista¨ on saatavilla [KiR02, 31].
Dimensiotaulut ovat dimensiomallin perusta. Ne kuvaavat liiketoimintaprosessin olio-
ta kuten asiakkaita, tuotteita ja tyo¨ntekijo¨ita¨, seka¨ na¨iden va¨lisia¨ suhteita kuten hie-
rarkioita. Oliot eli dimension ja¨senet ovat dimensiotaulujen riveja¨. Dimensiotaulujen
sarakkeet ovat ja¨senia¨ kuvaavia attribuutteja, jotka tavallisesti ovat tekstimuotoisia
avainsanoja tai ei-summautuvia lukuarvoja. Attribuutit voidaan luokitella tyypin 1
ja tyypin 2 attribuuteiksi sen mukaan, miten niiden pa¨ivityksia¨ ka¨sitella¨a¨n. Tyypin
1 attribuutit pa¨iviteta¨a¨n pa¨a¨llekirjoittamalla, kun taas tyypin 2 attribuuttien pa¨ivi-
tyksissa¨ luodaan uusi rivi versiotunnisteella tai voimassaolojalla [MTK06, 51]. Ylei-
sin dimensio on aika. Aika on myo¨s esimerkki dimensiosta, jossa on monia luonnolli-
sia hierarkioita, yhtena¨ esimerkkina¨ vuosi-kuukausi-pa¨iva¨ -hierarkia. Dimensioattri-
buutteja ka¨yteta¨a¨n tyypillisesti haku- ja ryhmittelyehtoina seka¨ otsikkoina, kun taas
mitat ovat otsikoiden alla na¨ytetta¨via¨ tietoja [KiR02, 23]. Dimensioiden pa¨a¨avaimet
ovat tavallisesti niin kutsuttuja keinoavaimia. Keinoavaimet ovat ETL-prosessissa
generoituja avaimia, jotka korvaavat la¨hdeja¨rjestelmien omat, luonnolliset avaimet.
Luonnollisia avaimia tai na¨iden johdoksia ei kannata ka¨ytta¨a¨ tietovarastoissa, koska
ta¨sta¨ seuraa tiivis sidos la¨hteiden ja tietovaraston va¨lilla¨. Esimerkiksi la¨hdeja¨rjestel-
mien paikallaan pa¨ivitetta¨vien tyypin 1 dimensioattribuuttien muuntaminen tyypin
2 attribuuteiksi tietovarastossa olisi vaikeaa. Keinoavaimia ka¨ytta¨ma¨lla¨ va¨lteta¨a¨n
tehokkaasti myo¨s avainkonfliktit tietovarastoa ladattaessa, ilman etta¨ eri la¨hdeja¨r-
jestelmien luonnollisia avaimia pita¨isi koordinoida keskena¨a¨n.
Tosiaikaisen tietovaraston dimensiomallinnuksen yhteydessa¨ on hyva¨ estimoida, kuin-
ka usein mallin mukaisiin fakta- ja dimensiotauluihin kirjoitettaisiin. Taulujen kir-
joitustiheytta¨ voidaan selvitta¨a¨ analysoimalla la¨hdeja¨rjestelmien tai olemassaolevan
staattisen tietovaraston tietoja [ItF06]. Useimmiten vain osaan tietovaraston tauluis-
ta tulee pa¨iva¨nsisa¨isia¨ muutoksia (kuva 4), ja suurin osa na¨ista¨ muutoksista on uusia
mittauksia. Tyypillisesti faktataulut ovat kertaluokkaa suurempia kuin dimensiotau-
lut, sisa¨lta¨en tavallisesti va¨hinta¨a¨n 90% tietovaraston tilavaatimuksesta [KiR02, 18].
Osa dimensiotauluista voi olla ta¨ysin staattisia, esimerkiksi aikadimensioon ei va¨ltta¨-
ma¨tta¨ koskaan lisa¨ta¨ uusia riveja¨ eika¨ sen olemassaolevia riveja¨ pa¨iviteta¨. Toisaalta
on dimensioita, jotka muuttuvat tihea¨a¨n seka¨ lisa¨ysten etta¨ pa¨ivitysten johdosta,
kuten esimerkiksi useimmat henkilo¨ita¨ kuvaavat dimensiot (asiakkaat, henkilo¨sto¨
jne.).
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Pa¨iva¨nsisa¨inen tieto voidaan ladata suoraan dimensiomallinnetun tietovaraston tau-
luihin tai na¨ista¨ erilliseen relaatiotietokantaan, jota voidaan kutsua tosiaikaiseksi
osioksi (real-time partition, real-time layer). Integroidussa arkkitehtuurissa, jossa
pa¨iva¨nsisa¨inen tieto ladataan suoraan pa¨a¨tietovarastoon, looginen dimensiomalli on
sama kuin perinteisessa¨ tietovarastossa, eika¨ olemassaolevien BI-sovellusten kyse-
lyihin tarvita muutoksia [Lan04]. Pa¨iva¨nsisa¨isen tiedon eriytta¨minen staattisesta
tietovarastosta erilliseen tosiaikaiseen osioon voidaan perustella seka¨ tietosisa¨lto¨a¨
koskevilla vaatimuksilla etta¨ suorituskykyoptimointina. Eriytta¨misen seurauksena
olemassaoleviin kyselyihin tarvitaan muutoksia, jotta pa¨iva¨nsisa¨inen tieto saadaan
mukaan. Tosiaikaisen tiedon eriytta¨mista¨ ovat suositelleet muun muassa Kimball ja
Ross [KiR02, luku 5], Langseth [Lan04], Mundy ja kumppanit [MTK06, luku 17]
seka¨ Santos ja Bernardino [SB08, SB09].
Mundyn ja kumppaneiden [MTK06, 676] mukaan kaikki ka¨ytta¨ja¨t eiva¨t halua na¨hda¨
pa¨iva¨nsisa¨isia¨ muutoksia tiedoissa. Varsinkin pitka¨kestoisen ja syva¨llisen analyysi-
tyo¨n aikana tietojen pita¨a¨ olla staattisia. Ongelma koskee erityisesti dimensioattri-
buuttien kuten luokittelujen muutoksia, koska na¨ma¨ ovat raporttikyselyissa¨ taval-
lisesti ryhmittelyehtoina. Pa¨iva¨nsisa¨iset mittaukset olisi periaatteessa mahdollista
suodattaa raporteissa, mutta viite-eheys fakta- ja dimensiotaulujen va¨lilla¨ rikkou-
tuisi, jos pelka¨sta¨a¨n faktatauluja pa¨ivitetta¨isiin tietovarastoon tosiaikaisesti. Tieto-
sisa¨lto¨a¨ hallitaan tosiaikaisen osion avulla siten, etta¨ kyselyissa¨ ka¨yteta¨a¨n joko pel-
ka¨sta¨a¨n tosiaikaista osiota tai staattista osiota, tai sitten suoritetaan hajautettuja
kyselyja¨ molempiin, jolloin tulokset yhdisteta¨a¨n UNION-operaatiolla. Santos ja Ber-
nardino [SB08, SB09] ovat antaneet esimerkkeja¨ ta¨llaisista hajautetuista kyselyista¨
tilanteessa, jossa tosiaikaisen osion tietomalli on la¨hes identtinen staattisen tietova-
raston skeeman kanssa. Myo¨s tosiaikaisen osion pa¨a¨avainten ja viiteavainten arvot
tuotetaan samalla mekanismilla kuin staattisessa tietovarastossa. Kimball ja Ross
[KiR02, luku 5] seka¨ Mundy ja kumppanit [MTK06, luku 17] ovat kuitenkin pa¨a¨ty-
neet tietomalliin, jossa tosiaikaisten osioiden ja staattisen tietovaraston avainarvot
eiva¨t ole yhteensopivia. Tarkastellaan seuraavaksi heida¨n ehdottamiaan tietomalleja
eri faktataulutyyppien ja dimensiotaulujen tosiaikaisille vastineille.
Suurin osa tosiaikaisista faktatauluista sisa¨lta¨a¨ transaktionaalisia faktoja [MTK06,
688]. Transaktionaalisen faktataulun tosiaikaiseen osioon tallennetaan kaikki trans-
aktiot, jotka ovat sitoutuneet staattisen osion lataamisen ja¨lkeen. Tosiaikaisen osion
skeema on hyvin la¨hella¨ staattisen faktataulun skeemaa [KiR02, 136], mutta ident-
tisesta¨ skeemasta ja vaakasuorasta osituksesta ei ole kyse. Suurin poikkeus on, etta¨
tosiaikaisessa osiossa viiteavaimina ei voida ka¨ytta¨a¨ staattisen tietovaraston dimen-
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sioiden pa¨a¨avaimia. Syyna¨ ta¨ha¨n on, etta¨ staattisia dimensioita ei haluta pa¨ivitta¨a¨
tosiaikaisesti [MTK06, 687]. Tosiaikaisissa osioissa viiteavaimina voidaan staatti-
sen tietovaraston keinoavaimien sijasta ka¨ytta¨a¨ operatiivisista ja¨rjestelmista¨ pera¨i-
sin olevia luonnollisia avaimia. Koska luonnolliset avaimet ovat ka¨yta¨nno¨ssa¨ tallen-
nettuna myo¨s staattisen tietovaraston dimensiotauluihin, tosiaikaisen ja staattisen
faktataulun tiedot voidaan liitta¨a¨ toisiinsa hajautetuissa kyselyissa. Tosiaikaiseen
osioon on syyta¨ tallentaa myo¨s transaktioiden aikaleima ja kaikki transaktion tun-
nistamiseen tarvittava informaatio, esimerkiksi la¨hdeja¨rjestelma¨n transaktionumero,
vaikka na¨ita¨ ei staattisessa faktataulussa olisikaan mukana [MTK06, 687]. Tosiaikai-
sen transaktionaalisen faktataulun koko voi kasvaa suureksi, mutta tarkoitus on,
etta¨ kaikki osion sivut mahtuisivat tietokantapuskuriin [KiR02, 137]. Tosiaikainen
osio kannattaa organisoida harvaksi ryva¨stetyksi hakemistoksi [PaM07], mutta mui-
ta hakemistoja ei va¨ltta¨ma¨tta¨ tarvita [KiR02, 137].
Jaksollisen tilannevedostaulun tosiaikainen osio sisa¨lta¨a¨ kuluvan jakson mittaukset
[KiR02, 137]. Jos esimerkiksi tilien saldoa mittaavan tilannevedostaulun jaksona on
kalenterikuukausi, niin tosiaikaisessa osiossa on tallennettuna kuluvan kuukauden
juokseva saldo. Jos saldotieto halutaan myo¨s uusilta, pa¨iva¨n aikana perustetuilta ti-
leilta¨, dimensioiden viiteavaimina ei voida ka¨ytta¨a¨ staattisia keinoavaimia. Kuukau-
den lopussa tosiaikainen osio voidaan parhaassa tapauksessa ladata suoraan staat-
tiseen tietovarastoon. Tilannevedostaulun tosiaikaisen osion koko riippuu seuratta-
vien olioiden lukuma¨a¨ra¨sta¨ ja faktataulun rivin leveydesta¨. Seurattavat oliot ovat
dimensioja¨senia¨, kuten tileja¨, joita esimerkiksi suurella pankilla voi olla miljoonia.
Ta¨sta¨ huolimatta useimpien tilannevedostaulujen pita¨isi mahtua tietokantapusku-
riin [KiR02, 138].
Kumuloituva tilannevedos eroaa transaktionaalisista faktatauluista ja tilannevedos-
tauluista siten, etta¨ kirjoituksissa pa¨ivitysten osuus on paljon suurempi kuin lisa¨ys-
ten [KiR02, 138]. Esimerkiksi tilauksen seurannassa jokaista tilausta varten lisa¨ta¨a¨n
kumuloituvaan tilannevedokseen yksi rivi, ja samaa rivia¨ pa¨iviteta¨a¨n aina tilauk-
sen statuksen muuttuessa. Perinteisessa¨ tietovarastossa pa¨ivityksia¨ tehta¨isiin vain
harvemmin kuin tosiaikaisessa tietovarastossa. Tosiaikaisessa osiossa olisivat vain ne
rivit, jotka ovat muuttuneet kuluvan kauden aikana, ja kauden pa¨a¨ttyessa¨ tosiaikai-
sen osion tiedot pa¨ivitetta¨isiin staattiseen tietovarastoon. Useimmissa tapauksissa
kumuloituvan tilannevedoksen tosiaikaisen osion koko on huomattavasti pienempi
kuin kahdessa muussa faktataulutyypissa¨.
Kaikkien tosiaikaisten faktataulutyyppien luku- ja kirjoitustehokkuus perustuu sii-
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hen, etta¨ osiot sa¨ilyteta¨a¨n muistinvaraisessa tietokantapuskurissa, niihin luodaan
tarvittaessa vain pa¨a¨avainhakemisto pa¨ivitysten tehostamiseksi, eika¨ osioille ma¨a¨-
ritella¨ minka¨a¨nlaisia materiaalistettuja na¨kymia¨ [KiR02, 139]. Faktatauluihin suo-
sitellaan kirjoitettavan pelka¨sta¨a¨n lisa¨ysoperaatioita [Eck07, SB08]. Summautuvien
mittausten kohdalla ta¨ma¨ tarkoittaa, etta¨ pa¨ivitysoperaatioissa lisa¨ta¨a¨n kaksi mo-
nikkoa: yksi alkupera¨isen arvon peruuttava lisa¨ys ja toinen uuden arvon kirjoitta-
va lisa¨ys. Paitsi etta¨ ta¨ma¨ mahdollistaa faktojen historian seurannan, lisa¨ykset ovat
myo¨s kevyempia¨ operaatioita kuin poistot ja pa¨ivitykset, silla¨ vain lisa¨tta¨va¨ uusi rivi
pita¨a¨ lukita [SB08]. Suorituskykyetu korostuu tosiaikaisissa osioissa, joita luetaan ja
kirjoitetaan samanaikaisesti. Jos poistoja ei ole, niin tosiaikaisen osion pa¨a¨avaimelle
ei myo¨ska¨a¨n tarvita hakemistoa, mika¨ lisa¨a¨ kirjoitustehokkuutta edelleen [SB08].
Dimensiotaulujen tosiaikaiset osiot vastaavat staattisen tietovaraston dimensiotaulu-
ja, paitsi etta¨ keinoavaimien sijasta ka¨yteta¨a¨n luonnollisia pa¨a¨avaimia[MTK06, 688].
Koska dimensiotaulut ovat huomattavasti faktatauluja pienempia¨, ne voidaan usein
alustaa kopioimalla koko staattisen dimensiotaulun sisa¨lto¨ tosiaikaiseen osioon. Ta¨-
ma¨ yksinkertaistaa tosiaikaisia kyselyja¨, koska ta¨llo¨in ei tarvita monimutkaisempia
hajautettuja kyselyja¨ staattisesta ja tosiaikaisesta dimensiosta [MTK06, 688]. Di-
mensiolle ei tarvita tosiaikaista osiota ollenkaan, jos sita¨ ei ka¨yteta¨ missa¨a¨n tosiai-
kaisessa faktataulussa. Koska pa¨a¨avaimina ka¨yteta¨a¨n luonnollisia avaimia, dimen-
sioattribuutit tosiaikaisessa osiossa ovat aina tyypin 1 dimensioattribuutteja, vaikka
pa¨a¨tietovarastossa ka¨yto¨ssa¨ olisi tyypin 2 attribuutti. Staattisessa tietovaraston di-
mensiotaulussa olisi ta¨llo¨in uudella rivilla¨ eri keinoavain pa¨a¨avaimena, vaikka luon-
nollinen avain on molemmissa sama. Kuten faktatauluissa, dimensioiden tosiaikaisiin
osioihin on syyta¨ liitta¨a¨ riitta¨va¨sti tunnistetietoja seka¨ aikaleimatieto tai indikaatto-
ri pa¨ivityksista¨, jotta muutosten lataaminen pa¨a¨tietovarastoon olisi mahdollisimman
yksinkertaista ja tehokasta.
3.3 Fyysinen suunnittelu
Tietovaraston fyysisella¨ suunnittelulla [MTK06, luku 4] tarkoitetaan loogisen tieto-
mallin toteuttamista annettujen teknisten ja taloudellisten rajoitteiden puitteissa.
Fyysisessa¨ suunnittelussa pa¨a¨teta¨a¨n muun muassa palvelin- ja tallennusja¨rjestelma¨s-
ta¨, tietokantaja¨rjestelma¨n hajautuksesta, tietovaraston taulujen osittamisesta (sika¨li
kuin ta¨ma¨ ei vaikuta loogiseen tietomalliin), indeksoinnista ja na¨kymien materiaa-
listamisesta. Tosiaikaisen tietovaraston fyysisella¨ suunnittelulla pyrita¨a¨n takaamaan
riitta¨va¨ tehokkuus tietoja kirjoittavalle ylla¨pitotransaktiolle ja samanaikaisille lu-
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kutransaktioille.
BI-sovellusten ja ETL-prosessin kehitta¨jille yksinkertaisin arkkitehtuuri olisi, etta¨
tosiaikainen tieto ladattaisiin suoraan pa¨a¨tietovaraston fakta- ja dimensiotauluihin
[MTK06, 686] [Lan04]. Ta¨ma¨nkaltainen integroitu arkkitehtuuri on kuitenkin vaikea
toteuttaa dimensiomallinnetussa tietovarastossa ilman suorituskyvyn heikkenemis-
ta¨. Lisa¨ksi, kuten aikaisemmin mainittiin, kaikki ka¨ytta¨ja¨t eiva¨t halua na¨hda¨ pa¨i-
va¨nsisa¨isia¨ muutoksia tietovarastossa. Integroidun arkkitehtuurin suorituskykypul-
lonkaulat voidaan jakaa karkeasti kahtia. Langseth [Lan04] seka¨ Santos ja Bernar-
dino [SB08, SB09] painottavat fakta- ja dimensiotaulujen samanaikaisesta lukemi-
sesta ja kirjoittamisesta aiheutuvia kilpailutilanteita, seka¨ na¨iden haitallista vaiku-
tusta luku- ja kirjoitustransaktioiden nopeuteen ja lukukyselyjen skaalautuvuuteen.
Mundy ja kumppanit [MTK06, 676] korostavat materiaalistettujen koostena¨kymien
tosiaikaisen ylla¨pidon kustannuksia. Samanaikaisuudesta aiheutuvia ongelmia ka¨si-
tella¨a¨n seuraavaksi. Koosteiden jatkuvaa ylla¨pitoa ka¨sitella¨a¨n erikseen luvussa 6.2.
BI-sovelluksissa suoritettavat lukukyselyt ovat tyypillisesti pitka¨kestoisia ja mo-
nivaiheisia. Ta¨llaisia ovat esimerkiksi relaatiotietokantaan tehta¨va¨t OLAP-kyselyt
[Lan04, Eck07]. Useimmat BI-tyo¨kalut on suunniteltu staattisia tietola¨hteita¨ var-
ten, eika¨ niissa¨ varauduta tietojen muuttumiseen monivaiheisten kyselyjen aikana
mitenka¨a¨n [Lan04]. Tosiaikaisen tietovaraston tauluihin voidaan kuitenkin kirjoittaa
samanaikaisesti kyselyjen aikana, mista¨ aiheutuu sekaannuksia, jos raporteissa kaikki
tiedot eiva¨t ta¨sma¨a¨ keskena¨a¨n [Lan04]. Ongelmaan ei ole yksinkertaista ratkaisua,
silla¨ monivaiheisten kyselyjen ajaminen yhtena¨ transaktiona korkealla eristyvyys-
tasolla voi poissulkea ylla¨pitotransaktion ja aiheuttaa tietoihin viivetta¨. Ylipa¨a¨nsa¨
ka¨ytta¨jien kyselyjen ja ETL-prosessin osuessa samaan tauluun on mahdollista, et-
ta¨ jompi kumpi poissulkee toisen ja aiheuttaa joko kysely- tai lataustehokkuuden
heikentymista¨ [Eck07].
Kilpailutilanteista aiheutuvia ongelmia voidaan yritta¨a¨ lieventa¨a¨ eri keinoilla. Ka¨yt-
ta¨ja¨tasolla voidaan rajoittaa tosiaikaista tietoa lukevat kyselyt pelka¨sta¨a¨n lyhyisiin,
yksivaiheisiin kyselyihin [Lan04]. ETL-prosessin tasolla pa¨ivitykset voidaan tehda¨ la¨-
hes tosiaikaisina era¨ajoina jatkuvan tietovirran sijasta, jolloin samanaikaisilta luku-
ja kirjoitustransaktioilta va¨ltyta¨a¨n era¨ajojen va¨lisena¨ aikana [Lan04]. Mahdollises-
ti lukijat voidaan jopa pakottaa odottamaan era¨ajojen ajaksi [Lan04]. Loogisella
tasolla voidaan pa¨ivityksissa¨ ka¨ytta¨a¨ pelka¨sta¨a¨n INSERT-operaatioita UPDATE-
operaatioiden sijasta, jolloin va¨lteta¨a¨n taulutason kirjoituslukkoja ja monikkojen
hakuja [Eck07]. Fyysisella¨ tasolla voidaan va¨henta¨a¨ kilpailutilanteita priorisoimalla
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transaktioita ja osittamalla tietoja.
Tavallisesti ylla¨pitotransaktio ja operatiiviset kyselyt ovat ensisijaisia strategisiin
analyysikyselyihin verrattuna [Eck07]. Samanaikaisten kyselyiden priorisointia ja ai-
kautusta jaetuilla fyysisilla¨ resursseilla kutsutaan tyo¨kuorman hallinnaksi (workload
management). Tyo¨kuormaa voidaan yritta¨a¨ hallita tietokannanhallintaja¨rjestelma¨n
resurssienhallintaominaisuuksilla. Useat tietokantatoimittajat ovatkin viime aikoi-
na kehitta¨neet tietokannanhallintaja¨rjestelma¨n resurssienhallintaa ja suorituskyvyn
optimointia sekamuotoisia tyo¨kuormia varten, joissa esiintyy seka¨ yksinkertaisia et-
ta¨ monimutkaisia luku- ja kirjoitustransaktioita [Eck07]. Tyo¨kuorman hallintaomi-
naisuuksissa on kuitenkin suuria eroja tietokannanhallintaja¨rjestelmien va¨lilla¨, ja
ominaisuuksien hyo¨dynta¨minen voi edellytta¨a¨ kalliita laitteistopa¨ivityksia¨ [Eck07].
Vaihtoehtoisesti lukujen ja kirjoitusten tyo¨kuormaa voidaan osittain hallita luopu-
malla integroidusta arkkitehtuurista ja ottamalla ka¨ytto¨o¨n tosiaikainen osio pa¨iva¨n-
sisa¨ista¨ tietoa varten [Lan04, Eck07]. Tosiaikaisen osion avulla kaikki kirjoitukset
seka¨ pa¨iva¨nsisa¨ista¨ tietoa lukevat kyselyt eristeta¨a¨n staattisesta tietovarastosta ko-
konaan. Ositus on tietokannanhallintaja¨rjestelma¨sta¨ riippumatonta, mutta teetta¨a¨
lisa¨tyo¨ta¨ ETL-prosessin ja BI-sovellusten kehitta¨jille. Liiketoimintatiedon hallinta-
sovellusten loppuka¨ytta¨jien ei kuitenkaan tarvitse olla tietoisia osioinnista, lukuun
ottamatta ka¨ytta¨jia¨, joiden tarvitsee valita staattisen tiedon ja tosiaikaisen tiedon
va¨lilla¨. Fyysisesti tosiaikainen osio on staattisesta pa¨a¨tietovarastosta erillinen relaa-
tiotietokanta, joka yleensa¨ sijaitsee samalla tietokantapalvelimella pa¨a¨tietovaraston
kanssa. Vaikka hajautetut kyselyt eri tietokantapalvelimien va¨lilla¨ olisivat mahdolli-
sia, tietojen sa¨ilytta¨minen yhdella¨ palvelimella on usein yksinkertaisinta ja toimivin-
ta [MTK06, 686]. Tietovaraston relaatiotietokantapalvelimen kuormitusta voidaan
toisaalta va¨henta¨a¨ sijoittamalla tosiaikainen osio erilliselle palvelimelle [Lan04]. Kor-
keimman suorituskyvyn ja¨rjestelmissa¨ tosiaikainen osio sijoitetaan muistinvaraiseen
tietokantaan (in-memory database/cache) [Lan04]. Muistinvaraisia tietokannanhal-
lintaja¨rjestelmia¨ ovat muiden muassa IBM solidDB ja Oracle TimesTen.
3.4 Ylla¨pitoprosessin suunnittelu
Tietovaraston ylla¨pitoprosessin pa¨a¨vaiheet on esitetty kuvassa 7. Ylla¨pidon keskio¨s-
sa¨ on ETL-prosessi, jossa ETL-ja¨rjestelma¨ uuttaa tietoja tietola¨hteista¨, suorittaa
niille ma¨a¨ritellyt muunnokset ja lopuksi lataa muunnetun tiedon tietovarastoon tai
sen tosiaikaiseen osioon. CDC-ja¨rjestelma¨n tehta¨va¨na¨ on minimoida ETL-prosessissa
uutettavien tietojen ma¨a¨ra¨. Tietovaraston ja tiedonjalostustietokantojen vastuulla
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on optimoida ETL-prosessissa ladattavien tietojen saatavuus loppuka¨ytta¨jille. Na¨ita¨
vaiheita ka¨sitella¨a¨n erikseen luvuissa 4-6.
Kuva 7: Tietovaraston ylla¨pitoprosessi
Toiminnallisten pa¨a¨vaiheiden lisa¨ksi tosiaikaisen tietovaraston ylla¨pitoon liittyy jouk-
ko ja¨rjestelma¨n operatiivisesta luonteesta seuraavia ei-toiminnallisia vaatimuksia.
Perinteiseen tietovarastoon verrattuna ja¨rjestelma¨n vikatilanteiden todenna¨ko¨isyys
kasvaa samalla kun operatiivista toimintavarmuutta vaaditaan enemma¨n. Esimer-
kiksi Watson ja kumppanit [WWH06] kertovat tapaustutkimuksessaan, etta¨ lento-
yhtio¨n toisiaikaisen tietovaraston ylla¨pitoja¨rjestelma¨ssa¨ tarvittiin noin 50 ajastettua
tyo¨ta¨, joilla oli monimutkaisia keskina¨isia¨ riippuvuuksia seka¨ ulkoisia tietola¨hteista¨
aiheutuvia riippuvuuksia. Ylla¨pitoja¨rjestelma¨n vastuulla oli myo¨s prosessin valvon-
ta. Tietovarastoinnin valvonta ja auditointi perustuvat metatietojen kera¨a¨miseen ja
analysointiin, analyysin perusteella tehta¨viin korjaaviin toimenpiteisiin, seka¨ viime
ka¨dessa¨ ilmoituksiin, joilla ylla¨pitohenkilo¨sto¨ ha¨lyteta¨a¨n tilanteen tasalle [Kim04].
Watsonin ja kumppaneiden [WWH06] tarkastelemassa ja¨rjestelma¨ssa¨ automaattisen
ha¨lytyksen laukaisevia ehtoja olivat muun muassa kynnysarvon ylitta¨va¨ tyo¨jonon pi-
tuus, virheet tietovaraston latausvaiheessa, syo¨tteen puuttuminen ajallaan, era¨ajon
ennustetun tai toteutuneen suorituksen liian pitka¨ kesto, seka¨ lopulta tietovaraston
sallitun viiveen ylitys. Valvonta- ja auditointija¨rjestelma¨ muodostaa merkitta¨va¨n
osan tietovarastoinnin ja erityisesti ETL-ja¨rjestelma¨n kehitystyo¨sta¨, vaikka ta¨ma¨ ei
normaalioloissa na¨y loppuka¨ytta¨jille mitenka¨a¨n [MTK06, 278].
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4 Muutostiedon kaappaaminen
Muutostiedon kaappaaminen (change data capture, CDC) eli va¨hitta¨inen uuttami-
nen tarkoittaa tarkoittaa muuttuneen tiedon havaitsemista la¨hdeja¨rjestelmissa¨ (lu-
ku 4.1), seka¨ tarvittaessa havaittujen muutostietojen toimittamista ETL-ja¨rjestelma¨n
syo¨terajapintaan (luku 4.2). Tietojen muutokset la¨hdeja¨rjestelma¨ssa¨ ma¨a¨ra¨a¨va¨t uu-
toksen minimikoon. Riippumatta siita¨ prosessoidaanko faktoja vai dimensioita, ETL-
ja¨rjestelma¨lle pita¨a¨ joko kertoa mitka¨ rivit ovat uusia ja mitka¨ muuttuneita, tai sitten
ETL-ja¨rjestelma¨n pita¨a¨ selvitta¨a¨ ta¨ma¨ itse. Ellei mita¨a¨n muutostiedon kaappausme-
netelma¨a¨ ole ka¨yto¨ssa¨, ETL-ja¨rjestelma¨n on toistuvasti verrattava kaikkia la¨hdeja¨r-
jestelmien tietoja tietovaraston tietoihin. Ta¨ma¨nkaltainen toistuva ja tarpeeton pro-
sessointi ei ole suotavaa perinteisessa¨ tietovarastoinnissa, eika¨ useimmiten lainkaan
toteutettavissa tosiaikaisessa tietovarastoinnissa [MTK06, 686].
4.1 Muutostiedon kaappaamisen menetelma¨t
Muutostieto voidaan kaapata operatiiviseen la¨hdeja¨rjestelma¨a¨n kuuluvassa sovelluk-
sessa, tietokannassa tai molempia hyo¨dynta¨en. Kaappaustekniikka voi vaikuttaa tie-
tovaraston tietojen laatuun. Jo¨rg ja Dessloch [Jo¨D09] ovat esitta¨neet, etta¨ tosiaikai-
sessa tietovarastoinnissa muutostietojen kaappauksessa on mahdollista syntya¨ eristy-
vyysanomalioita, mika¨ voi johtaa eheysrikkomuksiin tietola¨hteiden ja tietovaraston
va¨lilla¨.
Muutostiedon kaappaaminen sovelluksessa on va¨ltta¨ma¨to¨nta¨, jos tiedot ovat pai-
kallisesti tallennettuja eika¨ niihin ole luotettavaa eta¨yhteytta¨. Tiedot voivat ta¨llo¨in
sijaita sovellusprosessin muistirakenteissa, sovelluksen hallitsemissa tiedostoraken-
teissa tai sovellukseen kytketyssa¨ sulautetussa tietokannassa. Sovellustason kaap-
pauksen tyyppiesimerkki on operatiiviselle tasolle, ’kenta¨lle’, hajautettu asiakasso-
vellus, joka la¨hetta¨a¨ pa¨ivitystietoja julkisessa internetissa¨ sijaitsevalle palvelimel-
le. Sovellustason kaappausta voidaan tarvita myo¨s perinneja¨rjestelmista¨ tehta¨vissa¨
uutoksissa, tai jos halutaan va¨ltta¨a¨ sivuvaikutuksia transaktionka¨sittelytietokantoi-
hin [KVP05, VaS08]. Esimerkiksi yritysverkoissa voi olla ka¨yto¨ssa¨ palveluva¨yla¨ (en-
terprise services bus, ESB), johon sovelluksessa kaapatut muutostiedot voidaan la¨-
hetta¨a¨ suoraan [Par09, Eck07]. OLTP-la¨hteissa¨ muutostietojen kaappaamiseen on
kuitenkin useimmiten ja¨rkevinta¨ ka¨ytta¨a¨ la¨hdetietokannan tietokannanhallintaja¨r-
jestelma¨a¨, jos na¨in voidaan va¨ltta¨a¨ ohjelmistomuutokset operatiivisiin sovelluksiin
[VaS08].
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Pareekin [Par09] mukaan muutostietojen kaappaaminen OLTP-la¨hteissa¨ toteutetaan
useimmiten yhdella¨ nelja¨sta¨ menetelma¨sta¨:
• muutostiedon kaappaaminen tahdistetusti tiedonmuokkauskyselyiden yhtey-
dessa¨,
• muutostiedon kaappaminen auditointikenttien avulla,
• kahden tilannevedoksen vertaaminen ja
• muutostiedon kaappaaminen tahdistamattomasti transaktiolokista.
Tiedonmuokkauskyselyn seurauksena muuttunut tieto voidaan kaapata va¨litto¨ma¨sti
tiedonmuokkauskyselyn suorituksen ja¨lkeen. Muutostieto lisa¨ta¨a¨n uutena rivina¨ eril-
liseen muutostauluun. Yksinkertaisimmillaan muutostauluun lisa¨ta¨a¨n vain muutetun
rivin pa¨a¨avain seka¨ aikaleima tai versionumero [Par09]. Ta¨ydellisempi muutostaulu
sisa¨lta¨a¨ lisa¨ksi rivin alku- ja loppukuvan seka¨ muutosta kuvaavaa metatietoa. Ta¨l-
laisen muutostaulun haittapuolena on, etta¨ seurattavan taulun skeemamuutoksien
yhteydessa¨ muutostaulua pita¨a¨ korjata. Lisa¨ksi muutostauluja on siistitta¨va¨ osana
ylla¨pitoa, jotta ne eiva¨t kasvaisi hallitsemattomasti [Ran08].
Tahdistetusta muutostiedon kaappaamisesta seuraa aina va¨lito¨n lisa¨kuormitus ope-
ratiiviselle la¨hdeja¨rjestelma¨lle [Par09]. Muutostiedon tallentaminen kyselyjen yh-
teydessa¨ voidaan toteuttaa tietokannan liipaisimilla (database trigger), sovelluksen
ohjelmakoodissa tai tietokantaja¨rjestelma¨n tarjoamalla palvelulla. Kahdessa ensim-
ma¨isessa¨ tapauksessa ohjelmoija, ei ja¨rjestelma¨, vastaa muutostietojen kaappausme-
netelma¨n toiminnasta.
Liipaisimien etuna sovellustason kaappaukseen on, etta¨ muutostieto ylla¨pideta¨a¨n
keskitetysti, tiettyyn tauluun kun voidaan tehda¨ muutoksia useammassa sovelluk-
sessa tai monessa paikassa samaa sovellusta. Lisa¨ksi myo¨s tietokannan ylla¨pita¨ja¨n
suoraan tietokantaan tekema¨t muutokset rekistero¨ityva¨t automaattisesti liipaisimil-
la. Liipaisimista seuraa va¨lito¨n kustannus, silla¨ ne ovat implisiittisesti osa samaa
transaktiota liipaisimen laukaisseen transaktion kanssa [Ran08, Par09]. Monimut-
kaisista, useampaa taulua lukevista ja kirjoittavista liipaisimista voi aiheutua myo¨s
vaikeasti selvitetta¨via¨ lukkiumia. Liipaisimet sopivat kuitenkin hyvin yksitta¨isten
taulujen muuttuneiden rivien kopioimiseen muutostauluun.
Esimerkkina¨ ja¨rjestelma¨tason tahdistetusta muutostietojen kaappaamisesta on kaik-
kiin Microsoft SQL Server -versioihin sisa¨ltyva¨ muutostietojen havaitsemisominai-
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suus, SQL Server Change Tracking [Mic10f]. Change Tracking toimii liipaisimien ta-
voin samassa transaktiossa kuin muutosoperaatio ja tallentaa muutostiedot sisa¨isiin
ja¨rjestelma¨tauluihin [Ran08]. Muutostietona kirjataan muuttuneen rivin tunniste,
operaation tyyppi ja muutoksen versionumero, seka¨ valinnaisesti muuttuneiden sa-
rakkeiden tunnisteet. Muuttuneiden rivien sisa¨lto¨a¨ ennen tai ja¨lkeen muutoksen ei
ole mahdollista tallentaa. Muutostaulua luetaan ja¨rjestelma¨funktioilla.
Auditointikenta¨t ovat taulujen ka¨ytta¨ja¨-, aikaleima- ja versionumerosarakkeita, joi-
den avulla riveille tallennetaan ka¨ytto¨lokitietoa. Auditointikenttia¨ hyo¨dynta¨va¨ muu-
tostietojen kaappaaminen on kaksivaiheista. Ensimma¨isessa¨ vaiheessa muutostie-
to merkita¨a¨n tahdistetusti tiedonmuokkauskyselyn yhteydessa¨, ja toisessa vaihees-
sa havaitut muutokset luetaan ka¨ytta¨ma¨lla¨ auditointikenttien arvoja hakukyselyn
valintaehtona. Merkitseminen voidaan tehda¨ sovellustasolla tai liipaisimen avulla.
Auditointikenttien merkitseminen sovellustasolla on kuitenkin usein puutteellista
[MTK06, 255]. Kaiken auditointitiedon kirjaamiseen liipaisimet eiva¨t kuitenkaan
sovellu. Esimerkiksi monen ka¨ytta¨ja¨n sovelluksissa on tavallista, etta¨ tietokantaan
otetaan yhteys aina samalla jaetulla ka¨ytta¨ja¨tunnuksella, jolloin muutoksen tehneen
ka¨ytta¨ja¨n varsinainen ka¨ytta¨ja¨tunnus on vain sovelluksen tiedossa. Auditointikent-
tien ongelmana on, etta¨ niiden lisa¨a¨minen yksitta¨iseen tauluun aiheuttaa muutoksia
skeemaan ja mahdollisesti sovelluslogiikkaan [Kra08]. Auditointikenta¨t eiva¨t myo¨s-
ka¨a¨n kerro paikallaan pa¨ivitetta¨vien tyypin 1 attribuuttien ta¨ydellista¨ muutoshisto-
riaa, vaan sa¨ilytta¨va¨t ainoastaan tiedon viimeisimma¨sta¨ muutoksesta.
Muutostietojen kaappaaminen tilannevedoksia vertaamalla on harvinaista, silla¨ me-
netelma¨ on raskas ja tilannevedosten koko kasvaa operatiivisen ja¨rjestelma¨n ka¨yto¨n
myo¨ta¨ [Par09]. Tilannevedosten vertaaminen soveltuu la¨hinna¨ silloin, kun muuta
CDC-menetelma¨a¨ ei ole ka¨yto¨ssa¨.
Muutosten kaappaaminen transaktiolokista perustuu transaktionaaliseen replikaa-
tioon ja ta¨ma¨n taustalla olevaan transaktiolokirajapintaan [Par09, Ran08, Mic10f].
Replikaatiolla tarkoitetaan automatisoituja tekniikkoja tietokantaobjektien synkro-
nointiin tietokannasta toiseen [Mic10b]. Transaktionaalisessa replikaatiossa tietokan-
taobjekteja synkronoidaan transaktiolokin perusteella. Muutostietojen kaappaami-
sessa transaktionaalista replikaatiota on perinteisesti hyo¨dynnetty konfiguroimalla
la¨hdeja¨rjestelma¨n tietokanta julkaisijaksi, josta muutokset la¨heteta¨a¨n muutostieto-
jan kaappaamista varten perustettuun tilaajatietokantaan. ETL-ja¨rjestelma¨ uuttaa
tiedot tilaajatietokannasta ja uutoksen ja¨lkeen alustaa tilaajatietokannan seuraa-
vaa ajoa varten. Mundyn ja kumppaneiden [MTK06, 249] mukaan replikaatio on
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ollut erityisen tehokas tekniikka va¨hitta¨iseen uuttamiseen, mutta sen ka¨ytta¨minen
on edellytta¨nyt riitta¨va¨a¨ asiantuntemusta replikaation hallinnasta. Nyttemmin tie-
tokantaja¨rjestelmiin on kehitetty ominaisuuksia, joiden avulla muutostietojen kaap-
paamista varten ei tarvitse rakentaa julkaisija-tilaaja -arkkitehtuuria, vaan lokista
kera¨tyt muutostiedot voidaan tallentaa la¨hdetietokantaan. Muutostietojen kera¨a¨-
minen transaktiolokista on tahdistamatonta, se ei kasvata muutoksen suorittaneen
transaktion kestoa toisin kuin liipaisimet ja muut tahdistetut tekniikat [Ran08].
Microsoft SQL Server -tietokannanhallintaja¨rjestelma¨ssa¨ lokipohjainen muutostieto-
jen kaappaus, Change Data Capture, sisa¨ltyy kirjoitushetkella¨ vain kalliimpiin yritys-
versioihin [Mic10f]. Seuraavassa ka¨sitella¨a¨n SQL Server CDC:n toimintaa Randalin
[Ran08] esitykseen pohjautuen. SQL Server CDC ka¨ytta¨a¨ ta¨sma¨lleen samaa lokinlu-
kijaprosessia kuin transaktionaalinen replikaatio. Lokia lukee ta¨llo¨in kerrallaan vain
yksi prosessi, eika¨ usean lukijan va¨lisia¨ kilpailutilanteita voi syntya¨. Kilpailutilan-
teita voi kuitenkin ilmaantua lukijan seka¨ muiden lokiin kirjoittavien transaktioiden
va¨lilla¨. SQL Server CDC sisa¨lta¨a¨ joukon tallennettuja proseduureja kaappausinstans-
sien hallintaa varten. Kaappaus kytketa¨a¨n pa¨a¨lle taulukohtaisesti, ja lokinlukijan ha-
vaitsemat muutokset tallennetaan erillisiin muutostauluihin samassa tietokannassa.
Muutostauluihin kirjoitetaan muuttuneen rivin tietojen lisa¨ksi muutoksen suorit-
tanutta transaktiota koskevaa metatietoa, erityisesti transaktion sitoutumisen ja¨r-
jestysnumero lokissa (commit-LSN). Muutostaulujen lisa¨ksi luodaan siivousprosessi,
joka tyhjenta¨a¨ muutostauluista luettuja riveja¨ ma¨a¨ra¨aikava¨lein seka¨ funktiot, joilla
voi palauttaa muutostauluista joko kaikki muutokset tai nettomuutokset. Muutos-
tietojen valintaehtona ka¨yteta¨a¨n lokin ja¨rjestysnumeroiden osava¨lia¨, mista¨ seuraa,
etta¨ tarvittaessa on tehta¨va¨ muunnoksia aikaleimojen ja ja¨rjestysnumeroiden va¨lilla¨.
Pa¨ivitysoperaatioista voidaan lukea seka¨ alku- etta¨ ja¨lkikuvat. Asetuksilla voidaan
konfiguroida mm. sarakkeet, joita tauluista seurataan seka¨ lukija- ja siivousproses-
sien suoritusaikava¨li. Skeemamuutoksissa uusia sarakkeita ei automaattisesti lisa¨ta¨
tai pudotettuja sarakkeita poisteta kaapattavista tiedoista. CDC asettaa rajoituksia
transaktiolokin toimintaan tarkistuspisteissa¨. Esimerkiksi lokia ei voida tyhjenta¨a¨
ennen kuin lukijaprosessi on sen prosessoinut.
Krause [Kra08] on mitannut SQL Server CDC:n vaikutuksia koetyo¨kuormien suori-
tusaikoihin, kaappauksesta aiheutuvan kuormituksen kohdistumista eri osaja¨rjestel-
miin (prosessori, IO jne.), seka¨ kaapattujen muutostietojen viiveita¨. Koetyo¨kuormien
suoritusajoissa havaittiin alle 10% viive CDC:n konfiguraatiosta riippumatta. Kaa-
pattujen muutostietojen viive kasvaa, jos muutosten tiheys ylitta¨a¨ kaappauksen no-
peuden. Kaappauksen maksiminopeutta voidaan kasvattaa asetuksilla, mutta ta¨sta¨
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seuraa lisa¨a¨ kuormitusta ja¨rjestelma¨a¨n. Myo¨s Pareek [Par09] on raportoinut tulok-
sia TPC-C -tyyppisesta¨ transaktionka¨sittelysuorituskyvyn mittauksesta, jossa SQL
Server CDC:n ka¨ytta¨minen (kylla¨/ei) on koemuuttujana. Koeasetelmaa ei kuiten-
kaan kuvata yksityiskohtaisesti. Mittausten perusteella SQL Server CDC heikenta¨a¨
suoritusaikaa huomattavasti enemma¨n kuin Krausen testeissa¨. Kummassakaan suo-
rituskykymittauksessa ei ka¨yteta¨ auditoituja testeja¨, jotka voitaisiin luotettavasti
toistaa, eiva¨tka¨ kirjoittajat vertaile tuloksia muihin CDC-tekniikoihin.
4.2 CDC-ETL -rajapinta
Kaikilla integraatioja¨rjestelmilla¨ on Hohpen ja Woolfen [HoW03, 12] mukaan muuta-
ma perusongelma ratkaistavanaan. Ensinna¨kin, tietoja on siirretta¨va¨ paikalliseen ja¨r-
jestelma¨a¨n verrattuna epa¨luotettavissa ja hitaissa tietoverkoissa. Toiseksi, integroi-
tavat ja¨rjestelma¨t ovat keskena¨a¨n erilaisia ja ne muuttuvat ajan kuluessa. Na¨iden
ongelmien ratkaisemiseksi Hohpe ja Woolfe esitta¨va¨t nelja¨ vaihtoehtoa:
• tiedostorajapinta,
• jaettu tietokanta,
• eta¨proseduurikutsu (remote procedure call, RPC) ja
• tahdistamaton viestinva¨litysarkkitehtuuri (messaging).
Na¨ita¨ perusratkaisuja hyo¨dynta¨en myo¨s ETL-ja¨rjestelma¨n on uutettava CDC-ja¨rjes-
telma¨n tuottamat muutostiedot.
Viestinta¨ ja¨rjestelmien va¨lilla¨ voi olla joko tahdistettua tai tahdistamatonta. Tahdis-
tetussa viestinna¨ssa¨, kuten eta¨proseduurikutsuissa, viestin la¨hetta¨ja¨ ja¨a¨ odottamaan
vastausta viestin vastaanottajalta. Viestinna¨n molempien osapuolten on oltava saa-
tavilla samanaikaisesti. Tahdistamattomassa viestinna¨ssa¨, kuten tiedostorajapinnas-
sa ja viestinva¨litysarkkitehtuureissa, la¨hetta¨ja¨ ja vastaanottaja ka¨sitteleva¨t viesteja¨
omaan tahtiinsa. La¨hetta¨ja¨n ei tarvitse ja¨a¨da¨ odottamaan vastausta, eika¨ va¨ltta¨-
ma¨tta¨ edes viestin toimittamista perille. Viestinva¨litysarkkitehtuureissa riitta¨a¨, etta¨
viesti la¨heteta¨a¨n eli tallennetaan viestinva¨litysja¨rjestelma¨a¨n onnistuneesti [HoW03,
16]. Tahdistettu viestinta¨ takaa va¨litto¨ma¨n vastauksen seka¨ viestien oikeellisen saa-
pumisja¨rjestyksen. La¨hetetta¨essa¨ useita pienia¨ viesteja¨ tehokkuus kuitenkin ka¨rsii
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odotusajoista. Lisa¨ksi la¨hetta¨ja¨ on viestinna¨n aikana tiiviisti sidoksissa vastaanotta-
jaan, esimerkiksi vastaanottajan puolen vikatilanteessa la¨hetta¨ja¨ voi joutua odotta-
maan vastausta aikakatkaisuun saakka. Tahdistamattomassa viestinna¨ssa¨ la¨hetta¨ja¨
ja vastaanottaja ovat lo¨yhemmin sidoksissa toisiinsa ja viestija¨rjestelma¨ voi optimoi-
da viestien la¨pivirtausta paremmin. Toisaalta tahdistamattomien viestinva¨litysark-
kitehtuurien verrattain raskas viestinta¨ka¨yta¨nto¨ aiheuttaa prosessointikustannuksia,
joiden vuoksi kertaluonteisissa massalatauksissa on paljon tehokkaampaa ka¨ytta¨a¨
suoraviivaista tiedonsiirtoa [HoW03, 18].
Tiedostorajapinnalla tarkoitetaan verkossa jaettua levyhakemistoa, josta ETL-ja¨r-
jestelma¨ uuttaa muutostietojen kaappauksessa havaitut, tiedostoiksi sarjallistetut
muutostiedot. Tiedostorajapinnoissa osapuolten pita¨a¨ sopia tiedosto- ja hakemisto-
nimista¨, tiedostomuodosta, lukujen ja kirjoitusten ajankohdista seka¨ luettujen tie-
dostojen poistamisesta [HoW03, 66]. Tavallisimpia tiedostomuotoja ovat erilaiset
XML-, CSV- ja bina¨a¨riformaatit. Esimerkiksi SQL Server Integration Services lu-
kee ja kirjoittaa yksinkertaisia XML-formaatteja, useimpia CSV-formaatteja seka¨
suljettua bina¨a¨riformaattia, ”raakatiedostoja”. Tiedostorajapintojen tekniset omi-
naisuudet, kuten luku- ja kirjoitustehokkuus, ma¨a¨ra¨ytyva¨t tietoverkon ja levyja¨r-
jestelmien tehokkuudesta seka¨ jaettua hakemistoa ylla¨pita¨va¨n ka¨ytto¨ja¨rjestelma¨n ja
tiedonsiirtoprotokollien toiminnasta. Tiedostorajapinnoissa luku- ja kirjoitusaikava¨-
lit ovat tavallisesti minuutteja ennemmin kuin sekunteja, koska tiedostojen tuotta-
minen, siirta¨minen ja lukeminen ovat verrattain hitaita operaatioita [HoW03, 66].
Lyhyilla¨ integraatioaikava¨leilla¨ suorituskyvyn lisa¨ksi ongelmana on samanaikaisuu-
den hallinta tiedostoja¨rjestelma¨ssa¨. Usein integraatiosovelluksen on toteutettava lu-
kituska¨yta¨nto¨ itse, jotta va¨lteta¨a¨n samanaikaisesta lukemisesta ja kirjoittamisesta
aiheutuvia ongelmia, kuten tyhjien tiedostojen lukuja [HoW03, 66]. Pitkilla¨ luku- ja
kirjoitusaikava¨leilla¨ ongelmat voidaan usein va¨ltta¨a¨ helpommin lukujen ja kirjoitus-
ten ajastuksen avulla. Tiedostorajapintojen la¨heisimpa¨na¨ vaihtoehtona ovat tahdis-
tamattomat viestinva¨litysarkkitehtuurit. Hohpen ja Woolfen [HoW03, 68] mukaan
tahdistamaton viestinva¨litysja¨rjestelma¨ voidaan ajatella tiedostorajapintana, jossa
jokaisesta muutoksesta luodaan uusi tiedosto, mutta jonka suorituskyky on tiedosto-
pohjaista toteutusta huomattavasti parempi. Vaikka tiedostorajapinnat ovat yksin-
kertaisuutensa vuoksi suosittuja harvoja pa¨ivityksia¨ edellytta¨vissa¨ integraatioissa,
niita¨ ei kannata ka¨ytta¨a¨ hienojakoisessa ja tihea¨ssa¨ viestinna¨ssa¨.
Jaetulla tietokannalla tarkoitetaan tietokantaan tallennettua valmistelualuetta (sta-
ging area), joka toimii integraatiorajapintana tiedostorajapinnan tavoin. Sovellusin-
tegraatioissa jaettu tietokanta voi myo¨s tarkoittaa kahdelle sovellukselle yhteista¨
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skeemaa ja fyysista¨ tietokantaa [HoW03, 68]. Jaetun tietokannan avulla voidaan
va¨ltta¨a¨ tiedostorajapintojen ongelmia lyhyilla¨ ylla¨pitoaikava¨leilla¨. Tietojen lukemi-
nen ja kirjoittaminen tietokannassa on kertaluokkaa nopeampaa kuin vastaavat ope-
raatiot tiedostoja¨rjestelma¨ssa¨. Tietokannahallintaja¨rjestelma¨ myo¨s takaa lukutrans-
aktioille niille ma¨a¨ritellyn eristyvyystason. Jaettu tietokanta voi sijaita la¨hdeja¨rjes-
telmissa¨ tai ETL-ja¨rjestelma¨n yhteydessa¨, esimerkiksi tietovaraston tietokantapalve-
limella. Muutostietojen kaappaamisessa ylla¨pidetta¨va¨t muutostaulut ovat esimerkki
la¨hdetietokantaan tallennetusta jaetusta tietokannasta. La¨hdetietokantojen ka¨ytta¨-
minen jaettuina tietokantoina on kuitenkin ongelmallinen arkkitehtuuri, silla¨ ETL-
ja¨rjestelma¨n sidokset la¨hdeja¨rjestelmiin kasvavat. Esimerkiksi vastuu jaetun tieto-
kannan siivoamisesta on ainakin osittain la¨hdeja¨rjestelma¨lla¨. Jos jaettu tietokanta
sijaitsee keskitetysti ETL-ja¨rjestelma¨n yhteydessa¨, tarvitaan kuitenkin va¨liohjelmis-
to muutostietojen toimittamista varten. Joissakin tapauksissa va¨liohjelmisto voisi
kirjoittaa muutostietoja jopa suoraan tietovarastoon [Par09].
Muutostietojen la¨hetta¨minen palvelukutsuina web service -rajapintaan on esimerkki
eta¨proseduurikutsuilla toteutetusta tahdistetusta rajapinnasta. Va¨litto¨ma¨sti tieto-
jen muutosten yhteydessa¨ ka¨ynnistetta¨va¨ eta¨proseduurikutsu minimoi viiveen tieto-
jen muutoksen ja ETL-prosessin va¨lilla¨, minka¨ vuoksi ne soveltuvat tietovarastoin-
tiin, jossa latenssin minimointi on ta¨rkeinta¨ [KVP05, VaS08]. Hohpen ja Woolfen
[HoW03, 71] mukaan eta¨proseduurikutsujen julkisen rajapinnan avulla saavutetta-
va tiedonpiilotus va¨henta¨a¨ sidoksia ja¨rjestelmien va¨lilla¨ jaettuun tietokantaan ver-
rattuna, mutta ja¨rjestelma¨t ovat silti melko tiiviisti sidoksissa toisiinsa. Esimerkiksi
eta¨proseduurikutsujen ongelmista voi aiheutua ka¨ytto¨katkoja tai ainakin pitkia¨ odo-
tusaikoja la¨hdeja¨rjestelmien toimintaan. Kehitystyo¨ssa¨ on lisa¨ksi huomioitava, etta¨
eta¨proseduurikutsuihin perustuva rajapinta edellytta¨a¨ hajautettua ohjelmistokehi-
tysta¨ la¨hdeja¨rjestelmien ja ETL-ja¨rjestelma¨n kehitta¨jien va¨lilla¨ [HoW03, 72].
Tahdistamattomat viestinva¨litysarkkitehtuurit kuten palveluva¨yla¨t on tavallisesti
kehitetty sovellusintegraatioita varten, mutta niita¨ on onnistuneesti hyo¨dynnetty
myo¨s ETL-ja¨rjestelmissa¨ [Eck07]. Hohpen ja Woolfen [HoW03, 16] mukaan viestin-
va¨litys on va¨litto¨ma¨mpa¨a¨ kuin tiedostojen siirto, paremmin kapseloitua kuin jaet-
tu tietokanta ja luotettavampaa kuin eta¨proseduurikutsut. Viestinva¨lityksessa¨ la¨h-
deja¨rjestelma¨t ja ETL-ja¨rjestelma¨ ovat yhta¨ lo¨yha¨sti sidoksissa toisiinsa kuin tie-
dostorajapinnoissa, mutta viestinna¨n suorituskyky on olennaisesti parempi. Moni
viestinva¨litysja¨rjestelma¨ onkin pera¨isin rahoitusalan korkeaa suorituskykya¨ edellyt-
ta¨vista¨ ja¨rjestelmista¨ [HoW03, 73]. Toisin kuin eta¨proseduurikutsuissa, viestinva¨li-
tysja¨rjestelmissa¨ la¨hetta¨ja¨n ei tarvitse odottaa kuittausta vastaanottajalta tai huo-
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lehtia vikatilanteissa mahdollisista uudelleenla¨hetyksista¨. Viestinva¨litysja¨rjestelma¨
takaa la¨hetettyjen viestien pysyvyyden, ja vaikka viestien va¨lito¨n perillemeno ei ole
varmaa, viestinva¨litysja¨rjestelma¨ yritta¨a¨ tarvittaessa uudelleen. Hohpen ja Woolfen
[HoW03, 18] mukaan viestinva¨litysarkkitehtuurien ongelmana on, etta¨ tahdistama-
ton viestinta¨ ei ole kovin tuttua kehitta¨jille ja ja¨rjestelma¨t perustuvat tavallisesti
suljettuihin tekniikkoihin. Teknologiat ovat kuitenkin verrattain yleisesti saatavil-
la, esimerkiksi Microsoft tarjoaa viestinva¨litysja¨rjestelmia¨ osana ka¨ytto¨ja¨rjestelma¨a¨
(Windows MSMQ), osana tietokantapalvelinta (SQL Server Service Broker), seka¨
erillisena¨ va¨liohjelmistona (Microsoft BizTalk). Viestinva¨litys ei sovellu tilanteisiin,
joissa tarvitaan va¨lito¨nta¨ tahdistettua viestinta¨a¨ [HoW03, 18], eiva¨tka¨ viestinva¨li-
tysja¨rjestelma¨t toimi hyvin julkisesessa internetissa¨ [HoW03, 58].
5 Uutos-, muunnos- ja latausprosessi
Tosiaikainen tietovarastointi edellytta¨a¨ va¨hitta¨ista¨ uutos-, muunnos- ja latauspro-
sessia, joka suoriutuu tehta¨vista¨a¨n tosiaikarajan puitteissa (luku 5.1). Suunnittelun
vaihtoehtoina on joko tihenta¨a¨ perinteisen ETL-prosessin ajoaikava¨lia¨ (luku 5.3) tai
pyrkia¨ toisintamisviivetta¨ minimoivaan jatkuvaan ETL-prosessiin (luku 5.4). Jat-
kuvassa ETL-prosessissa ei aina voida ka¨ytta¨a¨ perinteisessa¨ ETL-prosessissa tavan-
omaisia suorituskykyoptimointeja, vaan on etsitta¨va¨ uusia menetelmia¨. Esimerkkina¨
ta¨sta¨ on luvuissa 5.5 ja 5.6 ka¨sitelta¨va¨ MeshJoin-liitosalgoritmi.
5.1 ETL-prosessi ja ETL-ja¨rjestelma¨
ETL-prosessissa on lukuisia vaiheita, mika¨ na¨kyy myo¨s prosessin kestossa: perin-
teisen tietovaraston ylla¨pidossa ETL-prosessi on tavallisesti aikavaatimukseltaan pi-
sin vaihe, pidempikestoinen kuin esimerkiksi tiedonjalostustietokannan prosessointi.
ETL-ja¨rjestelma¨t ovat monimutkaisia ja niiden suunnittelu ja kehitys vie eniten ai-
kaa la¨hes kaikissa tietovarastoprojekteissa. Kimball [Kim04] onkin esitta¨nyt ytimek-
ka¨a¨n analyysin ETL-ja¨rjestelma¨a¨n kuuluvista osaja¨rjestelmista¨ artikkelissaan ”The
38 subsystems of ETL”.
ETL-ja¨rjestelma¨t ovat ka¨yta¨nno¨ssa¨ aina asiakaskohtaisia sovelluksia. Korkean ab-
straktitason ETL-tyo¨kalut, kuten Microsoft SQL Server Integration Services (SSIS)
tehostavat ETL-ja¨rjestelma¨n rakentamista yleiska¨ytto¨isiin ohjelmointikieliin na¨h-
den, mutta viime ka¨dessa¨ asiakkaiden ja la¨hdeja¨rjestelmien eroavaisuudet tekeva¨t
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ja¨rjestelma¨kehityksesta¨ mittatilaustyo¨ta¨ [MTK06, 223]. Kuvassa 8 on esitetty SSIS-
tietovuo henkilo¨asiakkaan prosessoinnista mallija¨rjestelma¨ssa¨. Ta¨ma¨ on osa yhta¨
ETL-pakettia, itsena¨isesti ajettavaa ETL-aliohjelmaa, joita mallija¨rjestelma¨ssa¨ on
lukuisia.
Kuva 8: Microsoft SQL Server Integration Services. Henkilo¨asiakkaan tietojen pro-
sessointi ETL-mallija¨rjestelma¨ssa¨ [MTK06, 228]
ETL-prosessin ensimma¨inen toiminnallinen vaihe, uutos, tarkoittaa tietojen luke-
mista CDC/ETL -rajapinnasta. Uutos ei va¨ltta¨ma¨tta¨ onnistu suoraan tiedosto-
tai viestinva¨litysrajapinnasta ilman va¨liohjelmistoja, jotka muuntavat tiedon ETL-
ja¨rjestelma¨n ymma¨rta¨ma¨a¨n muotoon. Esimerkiksi SSIS on helpompi ja joustavam-
pi kytkea¨ relationaalisiin la¨hteisiin kuin sovelluskohtaisiin XML-rakenteisiin tai eri
valmistajien viestinva¨litysja¨rjestelmiin.
ETL-prosessin la¨pa¨isseen tiedon korkea laatu on tietovarastoinnin ta¨rkeimpia¨ etu-
ja muihin liiketoimintatiedon hallinnan menetelmiin na¨hden [MTK06, 678] [Eck07].
Laatu perustuu uuttamisen ja¨lkeen tehta¨viin muunnoksiin, jotka eiva¨t ole aikavaati-
mukseltaan ilmaisia. Tietola¨hteista¨ uutetut tiedot on puhdistettava havaituista vir-
heista¨ ja duplikaateista, yhdenmukaistettava ja muunnettava dimensiomallin mukai-
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siksi. Kimballin menetelma¨n mukaisissa tietovarastoissa keinoavaimien haun liuku-
hihnaka¨sittely muodostaa suuren osan faktojen prosessoinnista [MTK06, 267]. ETL-
prosessissa ja erityisesti keinoavaimien haussa voidaan tavallisesti hyo¨dynta¨a¨ rinnak-
kaisuutta [MTK06, 267], mutta prosessia ei kuitenkaan voi loputtomasti nopeuttaa
tinkima¨tta¨ tietojen laadusta.
Uutettujen tietojen eheyden takaaminen ei va¨ltta¨ma¨tta¨ ole mahdollista jatkuvas-
sa ETL-prosessissa, vaikka ta¨sma¨lleen samojen tietojen eheys sa¨ilyisi perinteises-
sa¨ ETL-prosessissa [Par09] [MTK06, 686]. Faktojen ja dimensioiden va¨lisen viite-
eheyden rikkomusten todenna¨ko¨isyys kasvaa liian aikaisin saapuvien faktojen vuok-
si. Aikaisin saapuvalla faktalla (early arriving fact) tarkoitetaan Mundyn ja kump-
paneiden [MTK06, 269] mukaan tilannetta, jossa jollakin faktariviin kuuluvalla luon-
nollisella viiteavaimella ei lo¨ydy vastaavaa dimension ja¨senta¨ tai viiteavain on tyhja¨.
Operatiivisissa la¨hdeja¨rjestelmissa¨ ei ole ennenkuulematonta, etta¨ faktariviin kuu-
luva mitta-arvo tallennetaan ennen kuin kaikkia siihen liittyvia¨ dimensionja¨senia¨ on
olemassa. Esimerkiksi jos verkkokauppa ei edellyta¨ sisa¨a¨nkirjautumista, niin saapu-
nut tilaus voidaan tallentaa ennen kuin tilaajan identiteetti ja¨rjestelma¨ssa¨ on sel-
villa¨. Jos tilauksen liitta¨minen asiakkaaseen edellytta¨a¨ ka¨ytta¨ja¨toimenpiteita¨, on to-
denna¨ko¨ista¨, etta¨ verkkokaupan pa¨iva¨nsisa¨isissa¨ ETL-ajoissa on enemma¨n aikaisin
saapuvia tilausfaktoja kuin kerran yo¨ssa¨ suoritettavassa ajossa. Liian aikaisin saapu-
viin faktoihin verrattava, mutta vastakkainen tilanne on, etta¨ faktat uutetaan vasta
pitka¨n ajan kuluttua transaktiopa¨iva¨sta¨. Ta¨llaiset myo¨ha¨a¨n saapuvat faktat (late ar-
riving facts) aiheuttavat Mundyn ja kumppaneiden [MTK06, 271] mukaan lisa¨tyo¨ta¨
keinoavaimien hakumenetelmissa¨, mutta niista¨ ei aiheudu viite-eheysrikkomuksia.
Pareekin [Par09] mukaan perinteisen tietovaraston kytkeminen pois lukijoiden ka¨y-
to¨sta¨ ETL-prosessin ajaksi on ollut seuraus siita¨, ettei tietovaraston eheytta¨ voida
taata prosessin aikana. Tosiaikaiseen tietovarastointiin verrattuna perinteisen ETL-
prosessin suunnittelua helpottaa, etta¨ tietojen eheydesta¨ ei tarvitse va¨litta¨a¨ kuin
vasta latauksen pa¨a¨tteeksi.
ETL-prosessin viimeisessa¨ vaiheessa, latauksessa, kirjoitetaan monikkoja tietovaras-
ton relaatiotietokantaan. Lataamisen nopeus riippuu ka¨yto¨ssa¨ olevasta latausme-
kanismista, kohteen IO-osaja¨rjestelma¨n tehokkuudesta seka¨ tietokannanhallintaja¨r-
jestelma¨n konfiguraatiosta [SB09, SB08, Ran10a]. Yleispa¨tevia¨ ohjeita lataamisen
optimointiin on kuitenkin va¨ha¨n, silla¨ pullonkaula siirtyy optimoinnin seurauksena.
Ta¨ta¨ havainnollistavat Randalin [Ran10a] optimointikokeilut, joissa Microsoft SQL
Server -tietokannan yksitta¨iseen tauluun ladattiin 1TB riveja¨. Alkutilanteessa tieto-
varastoa ladattiin monikko kerrallaan yhdella¨ lataajayhteydella¨. Latausmekanismin
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tehokkuutta voitiin kasvattaa lisa¨a¨ma¨lla¨ samanaikaisia lataajayhteyksia¨ ja yksitta¨i-
sessa¨ transaktiossa kirjoitettavien monikkojen lukuma¨a¨ra¨a¨, mutta ta¨ma¨n seurauk-
sena pullonkaula siirtyi IO-osaja¨rjestelma¨a¨n. Sama havainto on toistunut myo¨s San-
tosin ja Bernardinon [SB08, SB09] testeissa¨. Randalin [Ran10a, Ran10c, Ran10b]
mittausten mukaan IO-osaja¨rjestelma¨n suorituskykya¨ latauksessa voidaan lisa¨ta¨ si-
joittamalla data- ja lokitiedostot eri levyille, osittamalla data useaan tiedostoon, kas-
vattamalla tietoverkon kapasiteettia tietokantapalvelimelle seka¨ ka¨ytta¨ma¨lla¨ oikein
alustettuja SSD-levyja¨ datalevyina¨. Suoraviivaisin menetelma¨ IO-ja¨rjestelma¨n kuor-
mituksen va¨henta¨miseksi on kuitenkin lisa¨ta¨ tietokantapalvelimen muistia, jolloin
puskurin ta¨yttymisesta¨ aiheutuvia levyllevienteja¨ ja automaattisia tarkistuspisteita¨
on harvemmin [Ran10c].
Lataustehokkuutta voidaan kasvattaa myo¨s keventa¨ma¨lla¨ loki- ja elvytyska¨yta¨nto¨a¨
massaoperaatioissa, joissa yhdessa¨ SQL-lauseessa kirjoitetaan useita monikkoja. Ta¨l-
laisia operaatioita ovat mm. INSERT...SELECT, SELECT INTO ja CREATE IN-
DEX lauseet. Myo¨s massalataustyo¨kalut kuten SQL Server bcp generoivat massa-
operaatioita. SQL Server -tietokannolle voi ma¨a¨ritella¨ kolmentasoisia loki- ja elvytys-
ka¨yta¨nto¨ja¨, jotka eroavat toisistaan massaoperaatioiden elvytyksessa¨ seka¨ tietojen
palautuksessa varmennuksista tietokannan levyversion vaurioituessa [Mic10d]. Ta¨y-
dellinen elvytyska¨yta¨nto¨ (full recovery model) kirjaa massaoperaatiot transaktiolo-
kiin ta¨ydellisesti monikkotasolla, jolloin tietokanta voidaan elvytta¨a¨ romahduskoh-
taan levyversion vaurioiduttua, kunhan varmennukset ovat eheita¨ eika¨ lokin ha¨nta¨
ole vaurioitunut. Massalokika¨yta¨nno¨ssa¨ (bulk-logged recovery model) massaoperaa-
tioita ei lisa¨ta¨ transaktiolokiin monikkokohtaisesti, ja operaatiossa kirjoitetut tieto-
sivut pakotetaan levylle heti massaoperaation sitouduttua. Ka¨yta¨nto¨ va¨henta¨a¨ lo-
kilevyn IO-kuormitusta. Elvytyksessa¨ massaoperaatio voidaan toistaa ja peruuttaa
vain kokonaisuudessaan. Lisa¨ksi tietolevyn vaurioituessa varmentamaton lokin ha¨n-
ta¨ voidaan menetta¨a¨, silla¨ massaoperaatioiden varmennuksessa tarvitaan seka¨ lokia
etta¨ tietosivuja. Yksikertaisessa elvytyska¨yta¨nno¨ssa¨ (simple recovery model) trans-
aktiolokin voi varmentaa vain tietokannan tieto-osion kanssa samanaikaisesti, mista¨
seuraa, etta¨ vaurioitunutta levyversiota ei koskaan voi palauttaa kuin viimeiseen
ehea¨a¨n levyvarmennukseen saakka. Massaoperaatiot kirjataan samalla tavalla kuin
massalokika¨yta¨nno¨ssa¨. Microsoftin [Mic10d] mukaan tietovarastoissa voidaan ka¨yt-
ta¨a¨ massalokika¨yta¨nto¨a¨ latausten aikana ja muuten ta¨ydellista¨ elvytyska¨yta¨nto¨a¨, tai
sitten pelka¨sta¨a¨n yksinkertaista elvytyska¨yta¨nto¨a¨.
Jos tiedot ladataan tosiaikaiseen osioon pa¨a¨tietovaraston sijasta, lataamista voidaan
tehostaa konfiguraatioilla, jotka eiva¨t olisi mahdollisia tai ainakaan yhta¨ toimivia
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integroidun tietovaraston fakta- ja dimensiotauluissa. Esimerkiksi jos tietokanta-
palvelimen ka¨yto¨ssa¨ on tarpeeksi muistia, kaikkien tosiaikaisen osion latauksessa
ja samanaikaisissa kyselyissa¨ tarvittavien sivujen pita¨isi mahtua tietokantapusku-
riin [KiR02, 136]. Ta¨llainen tilanne on kuitenkin harvinaisempi integroidussa ETL-
prosessissa, jossa luetaan ja kirjoitetaan pa¨a¨tietovaraston suurikokoisia fakta- ja di-
mensiotauluja. Lisa¨ksi tosiaikaiseen osioon kirjoitettavien tietojen ma¨a¨ra¨ voidaan
usein ennakoida, jolloin osion levyversiolle voidaan sen luomisen yhteydessa¨ varata
riitta¨va¨ ma¨a¨ra¨ tilaa ja va¨ltyta¨a¨n kalliilta ajonaikaisilta lisa¨tilanvarauksilta. Lataus-
tehokkuuden optimoimiseksi tosiaikaisen osion tauluille ma¨a¨ritella¨a¨n vain va¨ha¨n tai
ei ollenkaan hakemistoja [SB09] [KiR02, 136], tyypillisesti vain harva hakemisto, kun
taas integroidun tietovaraston fakta- ja dimensiotauluille on lukutehokkuuden vuok-
si la¨hes va¨ltta¨ma¨to¨nta¨ ma¨a¨ritella¨ kattavasti hakemistoja [MTK06, 162]. Tosiaikai-
sessa osiossa ei tavallisesti tarvita eheysrajoitteita, eika¨ aina edes pa¨a¨avainta, jolloin
rajoitteita ei myo¨ska¨a¨n tarvitse tarkistaa kirjoitusten yhteydessa¨ [SB09]. Toisaalta
myo¨s staattisissa tietovarastoissa on tavallista, ettei viite-eheysrajoitteita ma¨a¨ritella¨
ja pakoteta tietokantatasolla [MTK06, 164].
Santos ja Bernardino [SB09] ovat tutkineet tosiaikaisen osion suorituskykya¨ tieto-
varaston lukutehokkuutta mittaavan TPC-H -suorituskykytestin avulla (kuva 9).
TPC-H -testiin kuuluvien kyselyjen suoritusaika mitattiin ensin yksin staattisessa
tietovarastossa ja sitten kolmessa vertailutilanteessa, joissa kyselyt suoritettiin yh-
dista¨ma¨lla¨ tulokset UNION-operaatiolla tosiaikaisesta osiosta ja staattisesta tieto-
varastosta. Testissa¨ tosiaikaiseen osioon kuuluvat taulut sijaitsivat samassa Oracle-
tietokannassa kuin staattisen tietovaraston taulut. Kaikissa vertailutilanteissa yh-
distettyjen kyselyjen suoritus oli odotetusti hitaampaa kuin kyselyjen suoritus yksin
staattisessa tietovarastossa. Yhdistettyjen kyselyjen suoritusaika oli noin 5% suu-
rempi, jos tosiaikaista osiota ei ladattu samanaikaisesti. Ladattaessa tosiaikaista
osiota usealla samanaikaisella ODBC-yhteydella¨ lukukyselyjen suoritusaika oli jo yli
150% suurempi, mutta ka¨ytetta¨essa¨ yhta¨ Oracle SQL*Loader -massalatausta suori-
tusaika kasvoi vain noin 25% [SB09]. Tulokset kertovat ensinna¨kin, etta¨ yhdistetyt
kyselyt eiva¨t olleet olennaisesti hitaampia kuin yksinkertaiset kyselyt. Toiseksi, vaik-
ka samanaikaisten lataajayhteyksien lisa¨a¨minen kasvatti latausnopeutta, lukutehok-
kuus ka¨rsi ta¨sta¨ huomattavasti yhteen massalataajaan verrattuna. Testissa¨ hera¨tta¨a¨
kuitenkin kysymyksia¨ tosiaikaisten taulujen ja staattisten taulujen sijoittaminen sa-
maan tietokantaan, ja oletettavasti samaan fyysiseen datatiedostoon. Jos tosiaikaiset
taulut ja staattiset taulut ka¨ytta¨va¨t yhteisia¨ data- ja lokitiedostoja, lataamisen IO
vaikuttaa suoraan staattisen tietovaraston lukutehokkuuteen, ei pelka¨sta¨a¨n tosiai-
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kaiseen osioon. Jos staattisen tietovaraston lukunopeus on pullonkaulana, tosiaikai-
sen osion erista¨minen staattisesta tietovarastosta fyysisella¨ tasolla voisi nopeuttaa
yhdistettyjen kyselyjen suoritusaikaa latauksen aikana.
Kuva 9: Tosiaikaisen osion lataamisen vaikutus lukutehokkuuteen [SB09].
5.2 ETL-ja¨rjestelma¨arkkitehtuurit
Korkealla tasolla voidaan erottaa kaksi tosiaikaisen tietovarastoinnin ETL-proses-
simallia: tietojen tyo¨nta¨minen ETL-ja¨rjestelma¨a¨n va¨litto¨ma¨sti prosessoitavaksi se-
ka¨ tietojen uuttaminen ja prosessointi tihennetyin aikava¨lein ETL-ja¨rjestelma¨n toi-
mesta. Na¨ma¨ prosessimallit voidaan myo¨s yhdista¨a¨. Kuvassa 10 on esitetty ETL-
ja¨rjestelma¨n arkkitehtuuri, jossa on seka¨ tietoja vastaanottava etta¨ la¨hetta¨va¨ sa¨a¨te-
lija¨, jotka haluttaessa toimivat hera¨tteisesti tai era¨ajoina.
Tietojen tyo¨nta¨mista¨ jatkuvalla syo¨to¨lla¨ ETL-ja¨rjestelma¨a¨n voidaan kutsua
tietovirta-ETL -prosessiksi. Kirjallisuudessa esiintyvia¨ englanninkielisia¨ vastineita
ovat muiden muassa streaming updates [PSV07, PSV08, NDW09], trickle feeding
[Lan04] [MTK06, 686], real-time streaming [Eck07], real-time feeds [WWH06, Par09]
ja continuous data integration [Par09]. Tietovirta-ETL -prosessissa ja¨rjestelma¨a¨n
saapuvat monikot muodostavat ennakoimattoman tietovirran. Prosessi on mallinnet-
tavissa jonoverkkona, jonka la¨hteet ovat tietovirtoja, solmupisteet ETL-operaatiota
ja pa¨a¨tepisteet tietovaraston tietokannan tauluja [KVP05].
Tietojen uuttamista ja prosessointia tihennetyin aikava¨lein kutsutaan tihennetyk-
si ETL-prosessiksi tai mikroera¨ka¨sittelyksi (micro-batching) [Par09, Eck07, VaS08].
Toimintaperiaate on olennaisesti sama kuin perinteisessa¨ ETL-prosessissa, ainoas-
taan ETL-ajojen suoritusaikava¨li on paljon pienempi. Olennaisin ero mikroera¨ka¨sit-
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Kuva 10: La¨hes tosiaikaisen ETL-prosessin arkkitehtuuri [VaS08].
telyn ja tietovirta-ETL:n va¨lilla¨ on, etta¨ mikroera¨ka¨sittelyssa¨ ETL-ja¨rjestelma¨ on
aina tyhja¨ uuden ajon alkaessa, kun taas tietovirta-ETL -prosessissa ja¨rjestelma¨n
tila on tuntematon ja muuttuu jatkuvasti uusien muutostietojen saapuessa ja¨rjes-
telma¨a¨n. Tietovirta-ETL -ja¨rjestelmien tavoitteena on minimoida tietovarastoinnin
viivetta¨ ja maksimoida ETL-prosessin la¨pivirtausta.
ETL-prosessin vaihtoehtona on esitetty ELT-prosessia, jossa la¨hdeja¨rjestelmien tie-
dot ladataan ilman muunnoksia tietovaraston relaatiotietokantaan, ja muunnokset
tehda¨a¨n vasta tietovarastossa. Vassiliadis ja Simitsis [VaS08] esitta¨va¨t, etta¨ ELT so-
veltuu tilanteisiin, joissa tietovarastoinfrastruktuurissa on runsaasti vapaata ja suh-
teellisesti edullista prosessointitehoa, tietola¨hteita¨ on verrattain va¨ha¨n ja muunnok-
set voidaan toteuttaa tietokantatasolla SQL-kielella¨. Ta¨llainen tilanne on todenna¨-
ko¨isempi operatiivisten tietovarastojen kuin dimensiomallinnettujen tietovarastojen
ylla¨pidossa. Esimerkiksi paketoidun OLTP-ohjelmiston toimittaja voi tarjota opera-
tiivista tietovarastointia ELT-periaatteella. ETL- ja ELT -prosessien parhaita puo-
lia voidaan yritta¨a¨ yhdista¨a¨ ETLT-prosessiksi, jossa tietoja ladataan ensin kevyella¨
ETL-prosessilla tietovarastoon, ja loput muunnokset suoritetaan vasta myo¨hemmin
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tietovarastossa [VaS08]. Ensimma¨isen vaiheen kevyen ja nopean ETL-prosessin la¨-
pa¨isseita¨ tietoja voidaan ka¨ytta¨a¨ sellaisenaan tosiaikaisessa liiketoimintatiedon hal-
linnassa [VaS08].
5.3 Tihennetty ETL
Tihennetty ETL-prosessi luokitellaan yleensa¨ la¨hes tosiaikaiseksi, silla¨ tietovaras-
ton toisintamisviive on tyypillisesti minuuttiluokkaa ennemmin kuin sekuntiluokkaa
[Lan04, VaS08, Eck07]. Useimmissa liiketoimintasovelluksissa la¨hes tosiaikainen, ti-
hennetty ETL-prosessi voi kuitenkin olla ja¨rkevin vaihtoehto, varsinkin jos se perus-
tuu olemassaolevaan, hyvin tunnettuun ETL-ja¨rjestelma¨a¨n.
Yksinkertaisimmillaan tosiaikainen ETL-prosessi toteutetaan tihenta¨ma¨lla¨ perinteis-
ta¨ tietovarastointia varten rakennettujen ETL-ajojen suoritusaikava¨lia¨. Esimerkiksi
SQL Server Integration Services (SSIS) -pakettiin voidaan ma¨a¨ritella¨ silmukka, joka
ka¨ynnista¨a¨ prosessoinnin edellisen kierroksen pa¨a¨ttyessa¨, tai sitten paketti voidaan
ajastaa ka¨ynnistetta¨va¨ksi ma¨a¨ra¨aikava¨lein, esimerkiksi joka 15. minuutti [MTK06,
686]. Olemassaolevien ETL-ajojen tihenta¨minen on esimerkki integroidusta arkki-
tehtuurista, jossa pa¨iva¨nsisa¨iset muutostiedot ladataan suoraan tietovaraston relaa-
tiotietokantaan. Ka¨yta¨nno¨ssa¨ ETL-ja¨rjestelma¨a¨ voidaan joutua muuttamaan tihen-
nettyja¨ ajoja varten, silla¨ perinteisessa¨ ETL-prosessissa on voitu ka¨ytta¨a¨ suunnit-
teluratkaisuja, joita jatkuvasti saatavilla olevassa, lyhyen viiveen tietovarastossa ei
voida sallia. Erityisesti tietovaraston poissulkeminen lukijoilta ylla¨pidon ajaksi mah-
dollistaa ylla¨pidon aikaiset eheysrikkomukset tietovarastossa [Par09]. Jos perintei-
nen ETL-prosessi ylla¨pita¨a¨ tietovaraston kaikkia tauluja va¨hitta¨isesti, tihenta¨misen
ei Mundyn ja kumppaneiden [MTK06, 686] mukaan kuitenkaan pita¨isi johtaa suu-
riin muutoksiin. Esimerkiksi hyvin suunnitellussa perinteisessa¨ ETL-ja¨rjestelma¨ssa¨
aikaisin saapuvat faktat osataan ka¨sitella¨ sulavasti [MTK06, 270].
Jos pa¨iva¨nsisa¨inen muutostieto ladataan tosiaikaiseen osioon, ETL-prosessilla on
Mundyn ja kumppaneiden [MTK06, 689] mukaan toistuva, jaksollinen vuorokausi-
rytmi, jossa on nelja¨ vaihetta. Ensimma¨isessa¨ vaiheessa pa¨iva¨n alussa tosiaikaisen
osion faktataulut ovat tyhjia¨. Faktatauluihin liittyva¨t dimensiotaulut kannattaa kui-
tenkin alustaa kopioimalla ne staattisesta tietovarastosta, jos tosiaikaista osiota ka¨y-
teta¨a¨n itsena¨isena¨ kyselyja¨rjestelma¨na¨. Ta¨llo¨in va¨ltyta¨a¨n monimutkaisemmilta ky-
selyilta¨ kahteen tietokantaan. Toisessa vaiheessa tihennetyt ETL-ajot kirjoittavat
pa¨iva¨n kuluessa tosiaikaisen osion tauluihin. Staattisen tietovarastoinnin ETL-ajoja
on muutettava niin, etta¨ keinoavaimien sijasta ka¨yteta¨a¨n luonnollisia avaimia ja di-
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mensioattribuuttien pa¨ivitykset ka¨sitella¨a¨n aina tyypin 1 muutoksina. Kolmannessa
vaiheessa pa¨iva¨n pa¨a¨tteeksi osio konsolidoidaan pa¨a¨tietovarastoon, minka¨ pita¨isi olla
kevyt operaatio, silla¨ suuri osa muunnoksista on jo tehty aikaisemmin. Konsolidoin-
tiajossa faktataulun riveille ja uusille dimensioja¨senille tarvitsee hakea keinoavaimet
ennen kuin ne voidaan lisa¨ta¨ pa¨a¨tietovarastoon. Muuttuneet rivit on pystytta¨va¨
tunnistetietojen perusteella yhdista¨ma¨a¨n pa¨a¨tietovaraston vastineisiin, ja hitaasti
muuttuvat dimensiot on ka¨sitelta¨va¨ oikein. Lopuksi nelja¨nnessa¨ vaiheessa tosiaikai-
nen osio varmennetaan ja tyhjenneta¨a¨n. Yksinkertaisin tapa konsolidoinnin ja tyh-
jenta¨misen toteuttamiseksi ilman pidempa¨a¨ ka¨ytto¨katkosta tai eheysrikkomuksia on
pita¨a¨ tosiaikaisen osion tietokannasta kahta skeemaltaan identtista¨ kopioita, jotka
vaihdetaan keskena¨a¨n ennen konsolidointiajoa [MTK06, 689].
5.4 Tietovirta-ETL
Tietovirta-ETL -prosessissa jokainen saapuva monikko ka¨sitella¨a¨n erikseen, eika¨ ja¨r-
jestelma¨a¨n kuulu era¨ajoina suoritettavia ETL-paketteja. Ja¨rjestelma¨ voidaan ajatel-
la ETL-palveluna, johon la¨heteta¨a¨n palvelusopimuksen mukaisia viesteja¨, joita pal-
velu ka¨sittelee jatkuvasti. Tosiaikaisessa tietovarastoinnissa ETL-palvelulla on tosiai-
kavaatimus, tavallinen pehmea¨ tosiaikavaatimus olisi minimoida ka¨sittelyn viivetta¨.
Tietovirta-ETL -prosessissa voidaan kirjoittaa integroituun tietovarastoon tai tosiai-
kaiseen osioon. Tosiaikaiseen osioon kirjoitettaessa ETL-prosessin vaiheet olisivat sa-
mat kuin aikaisemmin kuvatun tihennetyn ETL-prosessin yhteydessa¨. Ka¨yta¨nno¨ssa¨
tietovirta-ETL -ja¨rjestelmista¨ ei ole olemassa tunnettuja referenssitoteutuksia, vaan
kyse on pikemminkin akateemisesta tutkimusalueesta.
Karakasidiksen ja kumppaneiden [KVP05] mukaan tietovirran prosessointi tietojen
saapumisesta niiden lataamiseen tietovaraston fakta- ja dimensiotauluihin voidaan
mallintaa ETL-operaatioiden jonoverkkona. Jonoverkkomallit (queueing network mo-
dels) [DeB78] ovat tietokoneja¨rjestelmien suorituskyvyn analysoinnin keskeisia¨ tyo¨-
va¨lineita¨. Jonoverkkomallissa verkon solmuja kutsutaan palvelupisteiksi. Kuhunkin
palvelupisteeseen saapuu asiakkaita jonossa. Jos palvelupiste on varattu, asiakas
odottaa jonossa, kunnes palvelupiste vapautuu. Asiakas poistuu jonosta, kun sen
palvelupyynto¨ on toteutettu.
ETL-jonoverkkomallissa palvelupisteita¨ ovat ETL-operaatiot, jotka voidaan luoki-
tella suodattimiin, muunnoksiin ja bina¨a¨rioperaatioihin [KVP05]. Suodatin karsii
pois osan jonoon tulevista monikoista (valintaehdot), muunnosoperaatio muuttaa
tietosisa¨lto¨a¨ tai suorittaa muunnoksen tietomallien va¨lilla¨ (tietojen puhdistaminen
36
ja yhdenmukaistaminen), ja bina¨a¨rioperaatio tuottaa kahdesta la¨hteesta¨ yhden tu-
losvirran (relaatioiden liitokset). ETL-palvelupisteiden kannalta asiakkaat ovat kui-
tenkin toisistaan erottamattomia tietovirtoja, jolloin kyseessa¨ on yhden luokan jo-
noverkkomalli [KVP05].
Kuva 11: Jonoverkon palvelupiste [KVP05].
Jonoverkon palvelupisteisiin (kuva 11) liittyy kaksi parametria:
1. saapumisnopeus λIN = palvelupisteeseen saapuvien asiakkaiden lukuma¨a¨ra¨
aikayksikko¨a¨ kohden, ja
2. palvelunopeus µ = λOUT + λREJ = palvelupisteelta¨ poistuvien asiakkaiden lu-
kuma¨a¨ra¨ aikayksikko¨a¨ kohden, jossa λOUT on palvelupisteen hyva¨ksymien ja
prosessoimien asiakkaiden lkm/aikayksikko¨ ja λREJ on palvelupisteen hylka¨a¨-
mien asiakkaiden lkm/aikayksikko¨.
Jotta jono ei kasvaisi rajattomasti, on oltava voimassa ρ = λIN/µ < 1, jossa ρ
on palvelupisteen ka¨ytto¨aste. Jonoverkon keskeiset suorituskykysuureet ovat kes-
kima¨a¨ra¨inen jonon pituus ja keskima¨a¨ra¨isen odotusaika (jonotus + palveluaika).
Jos jonossa on yksi palvelupiste, saapumisnopeus on Poisson-prosessi, ja palveluaika
noudattaa eksponenttijakaumaa, niin jonoa kutsutaan Kendallin merkinta¨tavassa
M/M/1 -jonoksi. M/M/1-jonoille seka¨ na¨ista¨ muodostetulle jonoverkolle voidaan
johtaa ennuste keskima¨a¨ra¨iselle jononpituudelle ja odotusajalle.
ETL-ja¨rjestelma¨n suorituskykyyn vaikuttaa myo¨s joukko jonoverkkomallista riippu-
mattomia valintoja. Kuvassa 12 on esitelty jonoverkkoon ja web service -rajapintoihin
pohjautuvan ETL-ja¨rjestelma¨n suunnitteluvaihtoehtoja.
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Kuva 12: ETL-ja¨rjestelma¨n suunnitteluvaihtoehtoja [KVP05].
Karakasidiksen ja kumppaneiden [KVP05] suorittamissa kokeissa testattiin jono-
verkkomallia seka¨ mitattiin eri vaihtoehtojen vaikutusta suorituskykyyn.
Koko ja¨rjestelma¨n suorituskyvysta¨ havaittiin, etta¨:
• ETL-ja¨rjestelma¨ kannattaa erista¨a¨ seka¨ la¨hteista¨ etta¨ tietovarastosta. Kahden
palvelimen mallissa ETL-ja¨rjestelma¨ kannattaa kuitenkin sijoittaa tietovaras-
ton palvelimelle.
• Tietovirran sa¨a¨tely (regulation) la¨hteesta¨ ETL-ja¨rjestelma¨a¨n vaikuttaa la¨pi-
virtaukseen ja odotusaikoihin merkitta¨va¨sti. La¨hteiden ja ETL-ja¨rjestelma¨n
va¨lisessa¨ tiedonsiirrossa lohkon koko ei saa olla liian pieni tai liian suuri (alle
25 tai yli 100 monikkoa). Liian pieni lohkon koko kuormittaa la¨hdeja¨rjestelma¨a¨
ja va¨henta¨a¨ la¨pivirtausta. Liian suuri lohkon koko johtaa viiveisiin tiedonsiir-
rossa.
• La¨hteiden ja ETL-ja¨rjestelma¨n va¨lisessa¨ tiedonsiirrossa UDP-protokollaa ka¨y-
tetta¨essa pakettien ha¨vikki on liian suuri, jotta protokollasta olisi suoritusky-
kyetua TCP-protokollaan na¨hden.
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• Tietovarastoon tallentavan rajapinnan arkkitehtuuri ei vaikuttanut suoritus-
kykyyn merkitta¨va¨sti (tietovirran sa¨a¨tely, tahdistetut vs. tahdistamattomat
kutsut, web service -instanssien lukuma¨a¨ra¨).
• Odotusaikojen minimoimiseksi jononpituudet ETL-jonoverkossa tulisivat ol-
la mahdollisimman lyhyita¨, eli saapumisnopeus la¨hteista¨ ei saa ylitta¨a¨ ETL-
ja¨rjestelma¨n palvelunopeutta
Jonoverkkomallin koeasetelmassa [KVP05] ETL-ja¨rjestelma¨n jonoverkot muodos-
tuivat 0-4 pera¨kka¨isesta¨ ETL-operaatiosta, joista jokainen mallinnettiin M/M/1-
jonona. Suuntaa-antava tulos oli, etta¨ kokeessa, jossa palvelunopeus on 2000 monik-
koa sekunnissa, havaitut keskima¨a¨ra¨iset jononpituudet eri operaatioissa olivat 5-8
monikkoa ja mallin ennusteet 2-3 monikkoa. Malli aliarvoi keskima¨a¨ra¨isen jonon pi-
tuuden kaikissa kokeissa ja ero havaittujen ja ennustettujen jononpituuksien va¨lilla¨
oli eri operaattoreilla noin 3-5 monikkoa. Na¨iden tulosten nojalla malli ei kuitenkaan
epa¨onnistu keskima¨a¨ra¨isen jononpituuden ennustamisessa. Koetulosten tilastollista
analyysia¨ kirjoittajat eiva¨t kuitenkaan esita¨, mika¨ va¨henta¨a¨ tulosten luotettavuutta.
Koetulosten yleista¨minen on vaikeaa, silla¨ Karakasidiksen ja kumppaneiden [KVP05]
koeasetelman ETL-ja¨rjestelma¨ on toteutettu pelka¨sta¨a¨n spesifia¨ tarkoitustaan var-
ten. Tarkoituksena on ollut osoittaa jonoverkkomallin kelpoisuus tosiaikaisen ETL-
prosessin suorituskykymallina ennemin kuin esitta¨a¨ tosiaikarajojen saavuttamiseen
suunniteltuja optimointeja.
5.5 MeshJoin-algoritmi
Polytzotisin ja kumppaneiden [PSV08] mukaan tietovirtoihin perustuva ETL-prosessi
on haasteellinen toteuttaa, koska muunnoksia on suoritettava jatkuvasti ilman odo-
tusaikoja. Integroidussa arkkitehtuurissa tosiaikaisen ETL-prosessin yleisimpia¨ muun-
noksia on keinovaimien generointi, jossa la¨hteen luonnollista avainta vastaava kei-
noavain haetaan master-taulusta. Jatkuvassa avainmuunnoksessa saapuva tietovir-
ta liiteta¨a¨n keinoavaimet sisa¨lta¨va¨a¨n master-tauluun (kuva 13). Liitoksia tarvitaan
myo¨s uusien monikkojen erottamisessa tietovarastoon jo tallennetuista monikoista
[PSV08].
Perinteisessa¨ ETL-prosessissa suorituskykytavoitteena on minimoida prosessin koko-
naiskestoa. Liitoksissa tarvittavat la¨hdemonikot ladattaisiin ta¨llo¨in muistipuskuriin
ja liitoksen laskemisessa ka¨ytetta¨isiin soveltuvaa lohkoalgoritmia, kuten sort-merge
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Kuva 13: Tuotteen keinoavaimen haku [NDW09].
tai hash join -algoritmeja [PSV08]. Tietovirtojen ja relaatioiden va¨lisiin liitoksiin to-
siaikaisessa tietovarastossa lohkoalgoritmit eiva¨t kuitenkaan sovellu. Tavoitteena ei
ole ena¨a¨ ETL-prosessin kokonaiskeston minimointi, vaan tosiaikarajan saavuttami-
nen. Puskuroinnista johtuvat odotusajat eiva¨t palvele ta¨ta¨ tavoitetta, vaan tarvitaan
jatkuva ennemmin kuin era¨ajoihin perustuva liitosalgoritmi [PSV08, NDW09]. Loh-
koalgoritmeja voitaisiin yritta¨a¨ optimoida hallitsemalla puskurikokoa dynaamisesti
tosiaikarajan tiedostavalla algoritmilla. Haasteena ta¨ssa¨ on, etta¨ tietovirran nopeus
suhteessa perusrelaation levyhakujen nopeuteen on tuntematon ja voi vaihdella suu-
resti [NDW09].
Polytzotisin ja kumppaneiden [PSV07, PSV08] esitta¨ma¨ MeshJoin on algoritmi lii-
toksen laskemiseksi nopean tietovirran ja hitaan perusrelaation va¨lilla¨, joka on suun-
niteltu viiveen ja la¨pivirtauksen optimoimiseksi rajallisella muistima¨a¨ra¨lla¨. Algo-
ritmin suorituskykyparannukset perustuvat levyhakujen kustannusten jakamiseen
useamman tietovirran monikon kesken (amortization), seka¨ levyn lukemiseen pera¨k-
ka¨ishakuina silmukassa, jolloin va¨lteta¨a¨n hitaat satunnaiset levyhaut.
MeshJoin-algoritmin la¨himpia¨ vertailukohteita ovat ei-puskuroivat sisa¨kka¨isten sil-
mukoiden liitosalgoritmit (nested-loop join), erityisesti hakemistoliitos (index-nested-
loop, INL). Hakemistoliitosalgoritmissa oletetaan, etta¨ kaikissa liitosattribuuteissa
on hakemisto. Jokaista saapuvaa monikkoa kohden on tehta¨va¨ hakemistohaku, joka
pahimmillaan on kallis satunnainen levyhaku [PSV08]. Jatkuvassa liitoksen laske-
misessa hyva¨ liitosalgoritmi olisi sellainen, jossa la¨pivirtaus olisi mahdollisimman
suuri, jonotusajat pienia¨, ja joka kuluttaisi mahdollisimman va¨ha¨n muistia. Muis-
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tinka¨ytto¨ on kriittista¨ ETL-prosessissa kahdesta syysta¨. Ensinna¨kin perusrelaatiot
voivat olla hyvinkin suuria eika¨ niita¨ voida tavallisesti ladata muistiin kokonaan. Toi-
seksi, tehokas ETL-prosessi hyo¨dynta¨a¨ rinnakkaisuutta mahdollisimman paljon, ja
samanaikaisesti voi olla ka¨ynnissa¨ useita muistia tarvitsevia operaatioita [NDW09].
MeshJoin (kuva 14) laskee liitoksen virtana saapuvan relaation S ja tietovarastossa
levylla¨ sa¨ilytetta¨va¨n, muuttumattoman relaation R va¨lilla¨. Algoritmi ei oleta hake-
mistoja relaatiossa, liitostyyppia¨ ei rajoiteta (ekvivalenssi, osava¨li, samanlaisuus) ja
liitoksen tulos on eksakti. MeshJoin-algoritmista on myo¨s epa¨eksakti approksimaa-
tioliitosversio, jota ka¨sitella¨a¨n lyhyesti luvun 5.6 lopussa. MeshJoin-algoritmia ei ole
tarkoitus kuvata ta¨ssa¨ toteutukseen vaadittavalla ta¨sma¨llisyydella¨, mutta suoritus-
kykyominaisuuksien ymma¨rta¨miseksi tarvitaan selvitys algoritmin toimintaperiaat-
teesta ja kustannusmallista.
Kuva 14: MeshJoin-algoritmin tietorakenteet ja arkkitehtuuri [PSV08].
Algoritmin yksitta¨isen iteraation syo¨tteena¨ on b sivua perusrelaation monikkoja ja
w syo¨tevirran monikkoa. Tulosvirtaan tuotetaan liitosehdon ta¨ytta¨va¨t monikot. Yk-
sitta¨isessa¨ iteraatiossa:
1. Syo¨tevirrasta tallennetaan w monikon lohko tietovirtapuskuriin ja perusrelaa-
tiosta ladataan b sivua kerrallaan levylta¨ levypuskuriin.
2. Tietovirtapuskurin w monikkoa tallennetaan liitosavaimen perusteella hajau-
tustauluun H, ja monikoista ylla¨pideta¨a¨n saapumisja¨rjestyksessa¨ liikkuvaa ik-
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kunaa, jonoa Q. Jonoon tallennetaan vain osoittimet hajautustaulun monikoi-
hin. Jos jono on ta¨ynna¨, poistetaan ensin vanhin w monikon lohko jonosta ja
hajautustaulusta.
3. Lasketaan levypuskurin liitos hajautustaulun monikoihin ja palautetaan tulos.
Oikeellisen toiminnan kannalta on ta¨rkeinta¨, etta¨ liikkuvan ikkunan Q koko (w moni-
kon lohkojen lukuma¨a¨ra¨) on yhta¨ suuri kuin koko relaation lataamiseen tarvittavien
iteraatioiden lukuma¨a¨ra¨:
jonon Q koko = (sivujen lukuma¨a¨ra¨ relaatiossa R)/b
Ta¨llo¨in perusrelaation b sivua ladataan levylta¨ vain kerran yhden ikkunan ka¨sittelya¨
varten, ja levy-IO:n kustannus jakautuu kaikkien liikkuvassa ikkunassa olevien mo-
nikkojen kesken. Kun levya¨ lukeva silmukka lukee seuraavan kerran samat b sivua,
liikkuvassa ikkunassa ei ena¨a¨ ole yhta¨a¨n samaa monikkoa kuin edellisella¨ kerralla.
Algoritmin oikeellinen toiminta rajallisessa muistissa edellytta¨a¨, ettei yksitta¨isen
iteraation aikana tietovirrasta saavu enempa¨a¨ monikkoja kuin kerralla luetaan (w
kpl). Jos liitosoperaatio mallinnetaan jonoverkkona (luku 5.4), niin sen palveluno-
peus µ = iteraation nopeus·w. MeshJoin-algoritmin vaatima muistitila on rajattu,
jos syo¨tevirran nopeus λ ei ylita¨ algoritmin palvelunopeutta µ. Algoritmin sisa¨isia¨
parametreja b ja w muuttamalla algoritmia voidaan optimoida niin, etta¨ saadaan
suurin palvelunopeus a¨a¨relliselle muistille Mmax tai pienin tilantarve M annetulle
palvelunopeudelle µ.
Algoritmin kustannusmallissa [PSV08] esiteta¨a¨n palvelunopeuden µ, tilavaatimuk-
sen M , puskurin koon b ja ikkunan kokoon w vaikutus toisiinsa. Kustannusmallissa
analysoidaan tilavaatimus M ja iteraation aikavaatimus cloop komponenteittain. Yk-
sinkertaistettuna:
M = levypuskuri + tietovirtapuskuri + jono Q+ hajautustaulu H
cloop = b sivun lataamisen IO-kustannus
+ jonon Q ylla¨pito
+ hajautustaulun H ylla¨pito
+ liitoksen laskeminen b sivun ja hajautustaulun va¨lilla¨
+ tulosvirran generointi
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Palvelunopeuden µ, puskurin koon b ja ikkunan koon w va¨lilla¨ on yhteys:
µ = w/cloop (1)
Kustannusmallin avulla voidaan kirjoittaa ikkunan koko funktiona w = f(M, b), ja
eliminoida se palvelunopeuden yhta¨lo¨sta¨ (1), jolloin saadaan µ = f(M, b)/cloop.
Palvelunopeuden suurin arvo muuttujan b suhteen voidaan ratkaista nyt numeerisilla
menetelmilla¨. Analyyttista¨ ratkaisua ei ole, koska b sivun lataamisen IO-kustannus
on riippuvainen muuttujasta b, mutta ta¨ta¨ riippuvuutta ei voida esitta¨a¨ kaavana,
vaan IO-kustannus voidaan ainoastaan mitata [NDW09].
MeshJoin-algoritmin kustannusmallia on testattu vertaamalla mallin mukaisia suo-
rituskykyennusteita algoritmin prototyyppitoteutuksella mitattuun suorituskykyyn
[PSV08, NDW09]. Naeemin ja kumppaneiden [NDW09] mukaan ennustettu ja mi-
tattu palvelunopeus vastaavat toisiaan la¨heisesti, mika¨ vahvistaa prototyyppitoteu-
tuksen olevan mallin suhteen korrekti.
5.6 MeshJoin-algoritmin optimointi ja laajennukset
Polytzotisin ja kumppaneiden [PSV08] kokeiden perusteella MeshJoin-algoritmin
palvelunopeus on hakemistoliitosalgoritmia suurempi seka¨ synteettisella¨ etta¨ reaali-
maailmasta poimitulla aineistolla. Enimmilla¨a¨n algoritmien maksimipalvelunopeu-
dessa on satakertainen ero MeshJoin-algoritmin hyva¨ksi. Muistin ma¨a¨ra¨n kasvaessa
ero pienenee synteettisella¨ aineistolla. Kumpikaan algoritmi ei ole erityisen herkka¨
liitokseen osallistuvan relaation R jakauman vinoudelle. Molempien palvelunopeus
laskee tasaisesti liitosavainten jakauman keskittyessa¨ yksitta¨isten arvojen ympa¨rille
[PSV08].
Suoraviivaisin ja ka¨yta¨nno¨llisin tapa optimoida MeshJoin-algoritmin palvelunopeut-
ta on lisa¨ta¨ muistin ma¨a¨ra¨a¨, silla¨ palvelunopeus kasvaa M :n suhteen. Palveluno-
peuden kasvu ei ole kuitenkaan lineaarista, vaan hidastuu muistibudjetin kasvaessa
[PSV08]. Muisti on kuitenkin rajallinen resurssi ETL-prosessissa, minka¨ vuoksi on
relevanttia maksimoida palvelunopeutta rajallisella muistibudjetilla Mmax. Ta¨llo¨in
kyseessa¨ on rajoitettu optimointi-ongelma, jossa jokaiselle muistibudjetille Mmax et-
sita¨a¨n optimaalinen levypuskurin koko b. Vastaavana optimointi-ongelmana voidaan
minimoida muistinka¨ytto¨a¨ annetulle palvelunopeudelle µmin. Oﬄine-optimoinnissa
ratkaistaan levypuskurin koko b ennakoidulle syo¨tevirralle ja online-optimoinnissa b
mukautetaan ajonaikaiseen syo¨tevirtaan. Naeemin ja kumppaneiden [NDW09] mu-
kaan optimoinnin haittapuolena on monimutkaisuuden kasvaminen ja mahdolliset
43
virhetulokset, ja jos ja¨rkevilla¨ vakioparametreilla pa¨a¨sta¨a¨n la¨helle optimiarvoja, niin
optimointi ei ka¨yta¨nno¨ssa¨ kannata. Kirjoittajat vertasivat optimaalista levypusku-
rin kokoa eri muistibudjeteilla levypuskurin optimikokoon vakioma¨a¨ra¨lla¨ muistia
ja havaitsivat, etta¨ enimmilla¨a¨n palvelunopeuksien ero ja¨i alle kahteen prosenttiin
[NDW09].
On mahdollista, etta¨ syo¨tevirran nopeus λ ylitta¨a¨ MeshJoin-algoritmin palveluno-
peuden µ. Ta¨llo¨in paras toimintatapa voi olla pudottaa pois osa syo¨tevirrasta, jol-
loin eksaktin liitoksen sijasta saadaan approksimaatioliitos. Pudotetut syo¨tteet voi-
daan prosessoida myo¨hemmin eika¨ niita¨ meneteta¨ pysyva¨sti. MeshJoin-algoritmilla
suoritettavissa liitoksissa pudotettavien monikkojen valintaan on olemassa erilaisia
menetelmia¨. Esimerkiksi Polytzotisin ja kumppaneiden [PSV08] esitta¨ma¨ssa¨ TopW
-heuristiikassa sa¨ilyteta¨a¨n ne w monikkoa, jotka ovat suoritushetkella¨ esiintyneet
useimmin liitoksissa.
6 Tietovaraston virkistys
Tietovaraston virkistyksella¨ tarkoitetaan tietovaraston perustaulujen muutoksista
aiheutuvaa hakemistojen (luku 6.1) ja materiaalistettujen na¨kymien (luku 6.2) pa¨i-
vitta¨mista¨. Na¨iden rakenteiden ansiosta DW/BI-ja¨rjestelma¨n kyselytehokkuus on
operatiivisia ja¨rjestelmia¨ parempi, mutta virkistys itsessa¨a¨n voi kasvattaa saatavilla
olevan tiedon viivetta¨. Analyysikyselyjen tehostamista varten suunniteltuja hakemis-
toja ja materiaalistettuja na¨kymia¨ voidaan luoda tietovaraston relaatiotietokantaan
tai erilliseen tiedonjalostustietokantaan (luku 6.3). Tosiaikaisessa tietovarastoinnissa
tuoreiden tietojen tulee olla saatavilla myo¨s virkistyksen aikana, vaikka ta¨ma¨ hei-
kenta¨isi kyselytehokkuutta. Tiedonjalostuspalvelimiin on kehitetty va¨limuistiratkai-
suja, joiden avulla saatavilla olevien tietojen tuoreuden ja kyselytehokkuuden va¨lilla¨
voidaan lo¨yta¨a¨ sopiva kompromissi.
6.1 Hakemistot
Relaatiotietokannoissa hakemistojen pa¨ivitys toimii liipaisimien tavoin. Taulua pa¨i-
vitta¨va¨a¨n transaktioon sisa¨ltyy automaattisesti kaikki pa¨ivityksesta¨ aiheutuvat ha-
kemistojen pa¨ivitykset. Ta¨sta¨ johtuen tietovaraston fakta- ja dimensiotauluihin luo-
dut hakemistot kasvattavat taulujen kirjoitustransaktioiden kestoa ja tietovaraston
kuormitusta latauksen aikana.
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Tietovaraston hakemistosuunnittelun keskeisia¨ ongelmia ovat fakta- ja dimensiotau-
lujen organisointitavan seka¨ tiheiden oheishakemistojen valinta. Taulut voidaan or-
ganisoida ryva¨stetyiksi harvoiksi hakemistoiksi tai kasarakenteiksi. Patelin ja Mish-
ran [PaM07] mukaan SQL Server -tietokannanhallintaja¨rjestelma¨ssa¨ taulut kannat-
taa organisoida harvoiksi ryva¨stetyiksi hakemistoiksi, silla¨ kyselyjen ja tiedonmuok-
kausoperaatioiden suorituskyky on na¨issa¨ la¨hes aina parempi ja tilavaatimus pie-
nempi kuin vastaavissa kasarakenteissa. Faktatauluissa ryva¨stettya¨ hakemistoa ei
kuitenkaan luoda pa¨a¨avaimelle, jos pa¨a¨avain on viiteavaimista koostuva yhdistelma¨-
avain [MTK06, 164]. Pa¨a¨avain muodostaa ta¨llo¨in verrattain suuren osuuden koko
rivin leveydesta¨, eika¨ harva hakemisto olisi tila- ja IO-vaatimukseltaan tehokas ta¨-
ma¨nkaltaisella avaimella. Lisa¨ksi koska harvan hakemiston avain olisi mukana kai-
kissa tiheissa¨ oheishakemistoissa monikkotunnisteena, oheishakemistot kasvaisivat
tarpeettoman suuriksi ja raskaiksi [Mic10c]. Jos harvaa ryva¨stettya¨ hakemistoa ei
voida luoda pa¨a¨avaimelle, se kannattaa kuitenkin luoda jollekin muulle sopivalle ko-
konaislukuattribuutille. Mundy ja kumppanit [MTK06, 162] suosittelevat ryva¨stetyn
hakemiston luomista ta¨llo¨in osava¨likyselyissa¨ ja ja¨rjesta¨misessa¨ usein tarvittavalle
aikadimension viiteavaimelle. Suurissa faktatauluissa jokaisella viiteavaimella on syy-
ta¨ olla hakemisto. Oheishakemistoina olevat tihea¨t arvo-lista-hakemistot organisoi-
daan indeksointiattribuutin perusteella tehokkaaksi hakurakenteeksi kuten hajau-
tustauluksi tai B-puuksi. Faktataulujen pienissa¨ tosiaikaisissa osioissa on kirjoitus-
tehokkuuden optimoimiseksi minimima¨a¨ra¨ hakemistoja [KiR02, 162] [SB08, SB09],
yleensa¨ siis pelkka¨ harva ryva¨stetty hakemisto. Staattisen tietovaraston dimensio-
tauluissa ryva¨stetyn hakemiston avainattribuuttina on dimension pa¨a¨avaimena oleva
keinoavain. Keinoavaimet on ka¨yta¨nno¨ssa¨ aina mahdollista generoida niin, etta¨ ne
ta¨ytta¨va¨t hyva¨n ryva¨stysavaimen ehdot, eli ovat uniikkeja, kapeita, muuttumatto-
mia ja kasvavia, esimerkiksi automaattisesti kasvavia kokonaislukuja [Mic10c]. Di-
mensiotaulujen tosiaikaisissa osiossa pa¨a¨avaimet ovat luonnollisia avaimia, jotka ovat
pera¨isin operatiivisista ja¨rjestelmista¨, ja yleensa¨ soveltuvat hyvin harvan hakemiston
ryva¨stysavaimiksi [MTK06, 687].
Ositetun tosiaikaisen tietovaraston staattisessa osiossa voidaan vapaasti optimoida
lukukyselyjen tehokkuutta, muun muassa luomalla tiheiden B-puuhakemistojen li-
sa¨ksi analyysikyselyjen tehostamista varten suunniteltuja hakemistoja, kuten bitti-
kartta-, projektio-, bittiviipale- ja liitoshakemistoja [OQ97]. Microsoft SQL Server
-tietokannanhallintaja¨rjestelma¨ssa¨ ei voida ka¨ytta¨a¨ mita¨a¨n na¨ista¨, mutta Enterprise-
versiossa kyselynoptimoija voi ka¨ytta¨a¨ liitosoperaatioissa dynaamisesti luotavia bit-
tikarttasuodattimia, joiden avulla voidaan laskea puoliliitos vastaavasti kuin bitti-
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karttahakemistona tallennetulla liitoshakemistolla [Mic10e]. Bittikarttasuodattimet
on tarkoitettu dimensiomallinnetun tietovaraston kaltaiselle ta¨htiskeemalle. Kyse-
lynoptimoija ka¨ytta¨a¨ niita¨ vain jos faktataulu on suurempi kuin sata tietokantasi-
vua, dimensiotaulun kardinaliteetti on faktataulua pienempi ja sisa¨liitoksen predi-
kaattina on yksitta¨inen sarake [Mic10e].
Ositetun tietovaraston haittapuolena on, etta¨ hakemistojen ylla¨pidon lasku tulee
maksettavaksi konsolidointiajossa, jossa tosiaikaisen osion tiedot ladataan staatti-
seen tietovarastoon. Jos tauluun ladataan suuri ma¨a¨ra¨ tietoa verrattuna taulun ko-
koon la¨hto¨tilanteessa, latausaikaa voidaan pienenta¨a¨ poistamalla tihea¨t oheishake-
mistot ka¨yto¨sta¨ ennen latausta ja uudelleenrakentamalla ne latauksen ja¨lkeen. Toi-
saalta jos ladattava tietoma¨a¨ra¨ on pieni verrattuna taulun kokoon, indeksien uu-
delleenrakentamiseen vaadittava aika on helposti suurempi kuin mita¨ latauksessa
sa¨a¨steta¨a¨n [Mic10d]. Tietovaraston latauksessa useimmin pa¨ivitetta¨va¨t faktataulut
ovat suuria, ja niiden hakemistojen uudelleenrakennus on raskasta. Hakemistojen
uudelleenrakennus ei kuitenkaan poissulje muita taulua ka¨ytta¨via¨ transaktioita, jos
tietokannanhallintaja¨rjestelma¨ssa¨ voidaan ka¨ytta¨a¨ jatkuvia hakemisto-operaatiota
(online index operations). Microsoft SQL Server -tietokannanhallintaja¨rjestelma¨ssa¨
jatkuvat hakemisto-operaatiot ovat Enterprise-versioihin kuuluva ominaisuus. Vaik-
ka jatkuvat hakemisto-operaatiot eiva¨t poissulje kaikkia muita transaktioita, ne eiva¨t
ole ilmaisia, vaan varaavat lyhytkestoisia taulutason lukkoja operaatioiden alussa ja
lopussa [BHF07]. Ka¨yta¨nno¨ssa¨ hakemistojen poistamisella ja jatkuvalla uudelleenra-
kentamisella voidaan tilapa¨isesti vaihtaa tietovaraston lukutehokkuutta parempaan
kirjoitustehokkuuteen. Jos taulu on organisoitu harvaksi ryva¨stetyksi hakemistoksi,
ta¨ta¨ harvaa hakemistoa ei ymma¨rretta¨va¨sti ole kuitenkaan mahdollista poistaa ja
uudelleenrakentaa jatkuvasti [BHF07].
6.2 Materiaalistetut na¨kyma¨t
Materiaalistettu na¨kyma¨ on tietokantaan tallennettu taulu, jonka rakenteen ja tie-
tosisa¨llo¨n ma¨a¨rittelee na¨kyma¨kysely. Na¨kyma¨n materiaalistamisella eli kyselyn val-
miiksi laskemisella ja tuloksen tallentamisella pyrita¨a¨n tehostamaan na¨kyma¨a¨ ka¨yt-
ta¨vien muiden kyselyiden laskentaa. Materiaalistetut na¨kyma¨t voivat tehostaa ky-
selyjen prosessointia paljon, mutta vain jos kaksi ongelmaa on ratkaistu: na¨kyma¨n
sovittaminen ja na¨kyma¨n va¨hitta¨inen virkistys [LaZ07]. Na¨kyma¨n sovittaminen tar-
koittaa sen ma¨a¨ra¨a¨mista¨, voidaanko annettu kysely laskea na¨kyma¨n avulla. Na¨-
kyma¨n virkistyksella¨ tarkoitetaan na¨kyma¨n pa¨ivitta¨mista¨ perustaulujen pa¨ivitys-
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ten ja¨lkeen. Virkistys on va¨hitta¨ista¨ (incremental), jos na¨kyma¨ voidaan virkista¨a¨
soveltamalla muutostietoja olemassaolevaan na¨kyma¨a¨n. Ta¨ydellisessa¨ eli tilanneve-
dosvirkistyksessa¨ na¨kyma¨kysely ajetaan kokonaan uudelleen ja tulos tallennetaan
na¨kyma¨n tuoreimmaksi versioksi. Materiaalistettujen na¨kymien ta¨ydellisesta¨ virkis-
tyksesta¨ voi sanoa samaa kuin tietojen ta¨ydellisesta¨ uuttamisesta ETL-prosessissa:
ta¨ma¨nkaltainen toistuva ja tarpeeton prosessointi ei ole suotavaa perinteisessa¨ tie-
tovarastoinnissa, eika¨ useimmiten lainkaan toteutettavissa tosiaikaisessa tietovaras-
toinnissa.
Liiketoimintatiedon hallintaja¨rjestelmissa¨ erityisesti tietokuutioiden laskenta-aikaa
on pyritty tehostamaan materiaalistamalla sopiva osa niiden koosteista [HRU96].
Tosiaikaisessa tietovarastoinnissa ongelmana on, etta¨ perustaulujen muutosten seu-
rauksena materiaalistetut na¨kyma¨t vanhenevat tihea¨a¨n. Vanhentunutta na¨kyma¨a¨ ei
useimmiten voida soveltaa operatiivisiin kyselyihin, mutta toisaalta na¨kymien va¨li-
to¨n ylla¨pito heikenta¨a¨ merkitta¨va¨sti tietovaraston lataustehokkuutta. Ongelmia lie-
venta¨a¨, etta¨ operatiivisessa raportoinnissa na¨kymien materiaalistamisen hyo¨ty on
tavallisesti pienempi kuin strategisissa pa¨a¨to¨ksenteon tukija¨rjestelmissa¨. Tosiaikais-
ta tietoa ka¨ytta¨va¨t raportit ovat usein vakiomuotoisia. Niissa¨ tarvitaan vain va¨-
ha¨n koosteita, silla¨ liikkuminen koosteiden eri rakeisuustasojen va¨lilla¨ on rajoi-
tettua. Lisa¨ksi operatiivisten raporttien hienoimmallakin rakeisuustasolla voi olla
niin va¨ha¨n riveja¨, etta¨ kyselynoptimoija ohittaa materiaalistetut na¨kyma¨t kokonaan
[GoL01, HaP08]. Strategisissa analyysisovelluksissa sen sijaan tarvitaan vapaata in-
teraktiivista kuutioselausta eri rakeisuustasoilla, jolloin optimaalinen materiaalista-
minen [HRU96] voi sisa¨lta¨a¨ paljon koosteita. Mutta toisin kuin operatiivisissa kyse-
lyissa¨, tosiaikainen tieto tuo analyysiin vain va¨ha¨n lisa¨arvoa tai on jopa haitallista
[MTK06, 676]. Jos tosiaikaista tietoa ei ladata suoraan pa¨a¨tietovarastoon, olemas-
saolevat materiaalistetut na¨kyma¨tka¨a¨n eiva¨t vanhene.
Va¨hitta¨iset virkistyska¨yta¨nno¨t voidaan luokitella kolmeen kategoriaan sen mukaan,
miten muutostietojen levitys ja soveltaminen ajastetaan [BCS99]. Va¨litto¨ma¨ssa¨ vir-
kistyksessa¨ perustaulusta riippuvaiset na¨kyma¨t pa¨iviteta¨a¨n automaattisesti samassa
transaktiossa kuin perustauluja pa¨iviteta¨a¨n. Na¨kyma¨t ovat aina tuoreita ja jatku-
vasti saatavilla, mutta na¨kymien virkistys hidastaa perustaulujen latausta samalla
tapaa kuin perustaulun hakemistojen virkistys. Va¨lito¨n levitys ja viiva¨stetty sovel-
lus -ka¨yta¨nno¨ssa¨ (Immediate Propagate Deferred Apply, IPDA) perustaulujen muu-
tokset pa¨iviteta¨a¨n va¨litto¨ma¨sti jokaisen muutoksesta riippuvan na¨kyma¨n muutos-
tauluun, josta ne sovelletaan na¨kyma¨a¨n toisessa transaktiossa [BCS99]. Viiva¨stet-
ty levitys ja viiva¨stetty sovellus -ka¨yta¨nno¨ssa¨ (Deferred Propagate Deferred Apply,
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DPDA) seka¨ na¨kymien muutostaulujen pa¨ivitys etta¨ muutosten soveltaminen ovat
viiva¨stettyja¨ perustaulun muutoksiin na¨hden. IPDA- ja DPDA -ka¨yta¨nno¨issa¨ tuore
materiaalistettu na¨kyma¨ ei ole jatkuvasti saatavilla. Vanhentunut na¨kyma¨ voidaan
joko ohittaa kyselyissa¨ tai sita¨ voidaan ka¨ytta¨a¨ va¨limuistina. Muutoksen sovelta-
misvaiheessa vanhentuneeseen na¨kyma¨a¨n kuitenkin varataan lukkoja, mika¨ heiken-
ta¨a¨ na¨kyma¨n saatavuutta [MQM97]. Quass ja Widom [QuW97] seka¨ Kim ja Moon
[KiM07] ovat esitta¨neet kahden version virkistysalgoritmeja, joiden tarkoituksena on
taata na¨kymien jatkuva saatavuus ilman lukitusta. Na¨kymista¨ on erilliset luku- ja
kirjoitusversiot, joista lukuversio on saatavilla silla¨ aikaa kun kirjoitusversiota vir-
kisteta¨a¨n. Virkistysalgoritmin lopuksi kirjoitusversio ja lukuversio vaihdetaan kes-
kena¨a¨n.
Tosiaikaisen tietovarastoinnin integroidussa arkkitehtuurissa tosiaikainen tieto la-
dataan suoraan materiaalistettujen na¨kymien perustauluihin, jolloin perustauluista
riippuvat na¨kyma¨t virkisteta¨a¨n niiden virkistyska¨yta¨nto¨jen mukaisesti. Na¨kymien
sovittamisessa suurin ero staattiseen tietovarastoon on, etta¨ muutosten johdosta na¨-
kyma¨ voi olla vanhentunut, mika¨li virkistyska¨yta¨nto¨ ta¨ma¨n sallii. Mundyn ja kump-
paneiden [MTK06, 687] mukaan integroidun arkkitehtuurin yhtena¨ perustavanlaa-
tuisena ongelmana on, etta¨ na¨kymien virkistys on potentiaalisesti eritta¨in raskas
operaatio. Esimerkiksi jos kokonainen tietokuutio on materiaalistettu, perustaulun
rivin pa¨ivitys muuttaa kaikkia rivista¨ riippuvaisia koosteita, seka¨ na¨iden koosteiden
koosteita aina tietokuution huippuun saakka.
Materiaalistettujen na¨kymien va¨litto¨ma¨n virkistyksen kustannuksen voi todeta tar-
kastelemalla SQL Serverin kyselynoptimoijan kyselysuunnitelmia perustaulujen pa¨i-
vitysten yhteydessa¨. Esimerkissa¨ AdventureWorksDW2008R2 -mallitietovarastoon
on luotu kuvan 6 tilausfaktatauluun ja tuotedimensiotauluun perustuva materiaa-
listettu koostena¨kyma¨ vOrdersByColor, jossa koosteen ryhmittelyehtona on tilattu-
jen tuotteiden va¨ri (kuva 15). Tarkastellaan kyselysuunnitelmaa, kun a) faktatau-
luun FactInternetSales lisa¨ta¨a¨n yksi uusi faktarivi ja b) dimensiotaulun DimProduct
tuotteen va¨ria¨ muutetaan (tyypin 1 muutos).
Tapauksessa a) faktarivin lisa¨yksessa¨ materiaalistetun na¨kyma¨n pa¨ivityksen kustan-
nus on samaa luokkaa faktataulun pa¨ivityksen kanssa - molemmissa tehda¨a¨n pa¨ivitys
ryva¨stettyyn indeksiin. Usean faktarivin lisa¨yksessa¨ SQL Server laskee na¨kyma¨n net-
tomuutoksen, mika¨ va¨henta¨a¨ na¨kyma¨a¨n tehta¨via¨ kirjoituksia. Viiva¨stetyissa¨ IPDA-
ja DPDA -ka¨yta¨nno¨issa¨ nettomuutos voitaisiin laskea useammasta kuin yhdesta¨ pe-
rustaulun pa¨ivitystransaktiosta [BCS99].
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Kuva 15: SQL Serverin materiaalistettu na¨kyma¨ vOrdersByColor, jossa Color on
tyypin 1 dimensioattribuutti
Tapauksessa b) dimensioiden muutosten vaikutus on monimutkaisempaa. Tyypin
1 attribuutin muutoksissa vanhentuvat kaikki ne koostena¨kyma¨t, joissa attribuut-
ti on ryhmittelyehtona. Koostena¨kymien virkistyksessa¨ muuttuneeseen dimension-
ja¨seneen liitetyt faktarivit on poistettava vanhasta ryhma¨sta¨ ja lisa¨tta¨va¨ uuteen.
Virkistyksen voi suorittaa va¨hitta¨isesti, mutta se on kallista. Testikyselyssa¨ muu-
tettiin tuotetta, johon oli liitetty noin 40 tilausta vaihtamalla sen Color-attribuutin
arvo UPDATE-lauseella. UPDATE-lauseen kyselysuunnitelmassa suurin osa vaiheis-
ta liittyy materiaalistetun na¨kyma¨n vOrdersByColor pa¨ivitykseen. Kokonaiskustan-
nuksesta materiaalistetun na¨kyma¨n pa¨ivityksen osuus arvioidaan olevan noin 90%
ja dimensiotaulun pa¨ivityksen osuus 10%. Na¨kyma¨sta¨ pa¨ivitettiin vain vanhaa ja
uutta Color-arvoa vastaavat rivit, ja va¨livaiheissa faktataulusta haettiin vain muut-
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tuneeseen tuotteeseen liitetyt tilaukset, mika¨ kertoo, etta¨ virkistyka¨yta¨nto¨ on ollut
va¨hitta¨inen.
Esimerkki vahvistaa Mundyn ja kumppaneiden [MTK06, 687] na¨kemysta¨, jonka mu-
kaan tyypin 1 attribuuttien pa¨ivityksista¨ johtuva materiaalistettujen na¨kymien vir-
kistys on todellinen ongelma integroidussa tosiaikaisessa tietovarastossa. Koska ma-
teriaalistettuja koostena¨kymia¨ voi olla paljon, va¨lito¨n virkistys voi johtaa pitkiin
odotusaikoihin tietovaraston latauksessa ja samanaikaisen lukutehokkuuden merkit-
ta¨va¨a¨n heikkenemiseen. Integroidussa arkkitehtuurissa suositellaankin, ettei tyypin
1 muutoksia sallita ETL-prosessissa ollenkaan [MTK06, 687].
Tyypin 2 dimensioattribuuttien arvojen muuttuminen ei sen sijaan tavallisesti joh-
da materiaalistettujen na¨kymien pa¨ivitykseen. Jos esimerkkitapauksessa ’Color’-
attribuutti olisi tyyppia¨ 2, attribuutin arvoa muutettaisiin lisa¨a¨ma¨lla¨ uusi tuote-
rivi DimProduct-tauluun. Ta¨ha¨n tuoteriviin ei olisi sen lisa¨a¨mishetkella¨ liitettyna¨
yhta¨a¨n tilausta, jolloin se ei myo¨ska¨a¨n vaikuttaisi na¨kyma¨kyselyn tulosjoukkoon.
Tosiaikaisen tietovarastoinnin ositetussa arkkitehtuurissa materiaalistetut na¨kyma¨t
eiva¨t hidasta latausta merkitta¨va¨sti, silla¨ na¨kymia¨ ei tavallisesti luoda tosiaikai-
seen osioon ollenkaan. Staattisessa osiossa lukutehokkuutta voidaan vapaasti opti-
moida koostena¨kymia¨ materiaalistamalla. Staattisen osion materiaalistettuja na¨ky-
mia¨ voidaan ka¨ytta¨a¨ myo¨s osioiden va¨lisissa¨ hajautetuissa kyselyissa¨, silla¨ UNION-
operaatiolla yhdistetta¨vien osakyselyiden kyselynoptimointi on toisistaan riippuma-
tonta. Staattisen tietovaraston materiaalistetut na¨kyma¨t, hakemistojen tavoin, hi-
dastavat kuitenkin konsolidointiajoa.
Na¨kymien materiaalistaminen relaatiotietokannoissa ei ole yhdenmukaista, ja eri toi-
mittajien ja¨rjestelmien va¨lilla¨ on suuria eroavaisuuksia. Lisa¨ksi koostena¨kymia¨ voi
materiaalistaa myo¨s tiedonjalostuspalvelimien hallinnoimana. Ka¨ytetta¨vissa¨ olevat
tekniset vaihtoehdot ma¨a¨ra¨a¨va¨t pitka¨lti miten na¨kymia¨ kannattaa materiaalistaa.
Hyva¨na¨ esimerkkina¨ ovat Microsoft SQL Server ja Oracle -relaatiotietokannat. SQL
Server ei ta¨lla¨ hetkella¨ tarjoa mita¨a¨n ominaisuuksia virkistyska¨yta¨nno¨n tai na¨ky-
ma¨n sovittamisen hallintaan [HaP08], kun taas Oraclessa on mahdollista vaikuttaa
molempiin [Ora05]. Lisa¨ksi SQL Serverin kyselynoptimoija ka¨ytta¨a¨ materiaalistet-
tuja na¨kymia¨ automaattisesti vain Enterprise-versiossa. Muissa versioissa kyselyissa¨
on viitattava na¨kyma¨a¨n eksplisiittisesti ja na¨kyma¨kyselyn uudelleen ajaminen on
erikseen estetta¨va¨ [HaP08]. SQL Server -na¨kyma¨t virkisteta¨a¨n aina va¨hitta¨isesti ja
va¨litto¨ma¨sti, mista¨ johtuen na¨kyma¨kyselyille on asetettu tiukkoja rajoituksia. Ra-
joitusten perusteluna on, etta¨ na¨kyma¨ pita¨a¨ olla loogisesti mahdollista virkista¨a¨ va¨-
50
hitta¨isesti, virkistys ei saa olla liian raskasta, ja toteutuksen monimutkaisuutta on
haluttu rajoittaa [HaP08]. Oraclessa na¨kyma¨kyselya¨ koskevia rajoituksia on huomat-
tavasti va¨hemma¨n. Oracle-tietokannan ylla¨pita¨ja¨ voi pa¨a¨tta¨a¨ virkisteta¨a¨nko¨ na¨kyma¨
automaattisesti samassa transaktiossa kuin perustaulujen pa¨ivitykset (on commit),
vai ka¨sin kutsumalla tallennettuja ja¨rjestelma¨proseduureja (on demand). Ja¨rjestel-
ma¨proseduurien optioina voidaan ma¨a¨ritella¨ virkisteta¨a¨nko¨ na¨kyma¨ ta¨ydellisesti vai
va¨hitta¨in, jos mahdollista. Ka¨sin pa¨ivitetta¨va¨ na¨kyma¨ voi vanhentua, ja ylla¨pita¨-
ja¨ voi pa¨a¨tta¨a¨ sallitaanko kyselynoptimoijan ka¨ytta¨a¨ myo¨s vanhentunutta na¨kyma¨a¨
[Ora05]. Vanhentuneen na¨kyma¨n kelpoisuusaikaa ei kuitenkaan voi ma¨a¨ritella¨.
SQL Server -toteutuksen hyva¨na¨ puolena on, etta¨ materiaalistetut na¨kyma¨t eiva¨t
koskaan voi olla vanhentuneita eika¨ ka¨ytta¨ja¨n tarvitse huolehtia niista¨ mitenka¨a¨n.
Huonona puolena on, etta¨ na¨kyma¨kyselyille asetettujen rajoitusten vuoksi koosteita
ei va¨ltta¨ma¨tta¨ voida materiaalistaa optimaalisesti. Microsoft-tekniikoilla toteutet-
tavissa DW/BI-ja¨rjestelmissa¨ kuutioiden materiaalistetut koosteet suositellaankin
tallennettavaksi SQL Server Analysis Services -tiedonjalostuspalvelimen MOLAP-
tallennusrakenteeseen [MTK06, 173]. Tosiaikaisessa tietovarastoinnissa SQL Server
-na¨kymia¨ voidaan luoda harkiten tosiaikaisiin osioihin, jos koosteille halutaan mah-
dollisimman pieni viive. Oraclessa na¨kyma¨t materiaalistetaan pa¨a¨asiassa relaatiotie-
tokantaan, myo¨s silloin kun ne ovat Oracle OLAP -tiedonjalostuspalvelimen ylla¨pi-
ta¨mia¨ [Ora05].
6.3 Tiedonjalostuspalvelimet
DW/BI-ja¨rjestelmissa¨ tietovaraston relaatiotietokantapalvelimen ei tarvitse olla en-
sisijainen kyselyja¨rjestelma¨, jos valtaosa analyysikyselyista¨ voidaan palvella erillises-
ta¨ tiedonjalostuspalvelimesta (On-Line Analytical Processing server, OLAP server).
Kyselyja¨rjestelma¨na¨ tiedonjalostuspalvelimilla on useita etuja tietovaraston relaatio-
tietokantapalvelimeen na¨hden, mika¨ ei ole ylla¨tta¨va¨a¨, silla¨ tiedonjalostuspalvelimet
on erityisesti suunniteltu dimensiomallinnetun tiedon ka¨sittelya¨ varten [ChD97]. Tie-
donjalostuspalvelimet helpottavat materiaalistettujen koosteiden valintaa, ylla¨pitoa
ja ka¨ytto¨a¨. Mittauksiin ja dimensioja¨seniin voidaan ma¨a¨ritella¨ ka¨ytta¨ja¨ysta¨va¨llis-
ta¨ metadataa kuten kuvauksia, lokalisointeja ja muotoilusa¨a¨nto¨ja¨, joita asiakasoh-
jelmat myo¨s osaavat automaattisesti ka¨ytta¨a¨ kyselytulosten yhteydessa¨. Kyselyis-
sa¨ ja johdetuissa mitoissa voidaan ka¨ytta¨a¨ moniulotteiseen tietomalliin tarkoitet-
tua kyselykielta¨ kuten MDX, jonka avulla voidaan yksinkertaistaa analyysikyselyja¨,
jotka SQL-kielella¨ olisivat eritta¨in monimutkaisia. Lisa¨ksi tiedonjalostuspalvelimiin
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kuuluvien tiedonjalostustietokantojen suorituskyky on yleisesti erinomainen moniu-
lotteisten tietokuutioiden ja na¨iden koosteiden laskennassa, mika¨ perustuu koostei-
den tehokkaaseen materiaalistamiseen ja tietokuutioita varten optimoituun fyysiseen
MOLAP-tallennusrakenteeseen [ChD97].
Yleishyo¨dyllisten ominaisuuksiensa vuoksi tiedonjalostuspalvelimia on haluttu hyo¨-
dynta¨a¨ myo¨s tosiaikaisessa liiketoimintatiedon hallinnassa. Tiedonjalostuspalvelin-
ta ka¨ytetta¨essa¨ tietovaraston relaatiotietokantaan ei va¨ltta¨ma¨tta¨ tarvitse ma¨a¨ritella¨
materiaalistettuja na¨kymia¨ ollenkaan ja hakemistoja voidaan va¨henta¨a¨, mika¨ te-
hostaa ETL-prosessin latausvaihetta. Lisa¨ksi kilpailutilanteet tietovaraston luku- ja
kirjoitustransaktioiden va¨lilla¨ va¨heneva¨t, jos suurin osa lukijoista voidaan ohjata
erilliseen MOLAP-tiedonjalostustietokantaan. MOLAP-tiedonjalostustietokantojen
hyo¨dynta¨minen tosiaikaisissa ka¨ytto¨tapauksissa on kuitenkin ongelmallista, silla¨ tie-
donjalostustietokanta on ladattava eli prosessoitava ennen kuin pa¨ivitykset na¨kyva¨t
ka¨ytta¨jille, mista¨ aiheutuu viivetta¨ [Lac05, 508]. Tavallisesti tiedonjalostustietokanta
prosessoidaan ETL-prosessin lopuksi, ka¨ytta¨en la¨hteena¨ juuri ladattua tietovaraston
relaatiotietokantaa. Ta¨llo¨in tietojen viive tiedonjalostustietokannassa on aina suu-
rempi kuin se on tietovarastossa.
Tosiaikaisia ka¨ytto¨tapauksia varten tiedonjalostustietokantoihin on viime aikoina
kehitetty ominaisuuksia, joilla voidaan hallita tietojen viivetta¨ seka¨ viiveen ja ky-
selytehokkuuden va¨lista¨ kompromissia. Esimerkiksi SQL Server Analysis Services
-tiedonjalostuspalvelimessa (SSAS) on mahdollista tyo¨nta¨a¨ osa la¨hdeja¨rjestelmien
tiedoista tihennetyin aikava¨lein tiedonjalostustietokantaan normaalin prosessoinnin
ohella (push-mode processing) [Lac05, 500]. Lisa¨ksi MOLAP-tietokantojen viivet-
ta¨ ja kyselyva¨limuistin voimassaoloa voidaan hienojakoisesti hallita ominaisuuksil-
la, joita ja¨rjestelma¨ssa¨ kutsutaan yhteisnimityksella¨ proaktiivinen va¨limuisti (proac-
tive caching) [Lac05, 507] [MTK06, 691] [San05]. Mika¨a¨n ei myo¨ska¨a¨n esta¨ SSAS-
tiedonjalostustietokannan prosessointia suoraan transaktionka¨sittelyja¨rjestelmista¨ tie-
tovaraston sijasta, mita¨ kutsutaan nimityksella¨ transaktionaalinen-OLAP, erotukse-
na tietovarastoon perustuvasta klassisesta tiedonjalostuksesta [Lac05, 501] [MTK06,
691]. Klassisen ja transaktionaalisen tiedonjalostustietokannan va¨limuotona on, etta¨
tiedonjalostustietokanta prosessoidaan rinnakkain tietovaraston lataamisen kanssa
samassa ETL-prosessissa [MTK06, 704]. SSAS-tiedonjalostustietokannat eiva¨t pa¨a¨-
sa¨a¨nto¨isesti ole poissa lukijoiden ka¨yto¨sta¨ va¨hitta¨isen prosessoinnin aikana [Lac05,
493] [MTK06, 691], mika¨ on ta¨rkea¨ vaatimus tosiaikaisissa ka¨ytto¨tapauksissa. Kyse-
lytehokkuus kuitenkin heikkenee, koska koosteet ja hakemistot rakennetaan uudel-
leen prosessoinnin aikana [Lac05, 495].
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Tietojen tyo¨nta¨minen tihennetyin aikava¨lein la¨hdeja¨rjestelmista¨ suoraan tiedonja-
lostustietokantaan on Lachevin [Lac05, 502] mukaan suositeltava tapa pienenta¨a¨
haluttujen tietojen viivetta¨ klassisessa OLAP-ja¨rjestelma¨ssa¨. Ta¨llo¨in va¨lteta¨a¨n pe-
rinteisesta¨ ETL-prosessista aiheutuva viive ilman, etta¨ tietovarastoa tarvitsisi ylla¨-
pita¨a¨ tosiaikaisesti. Ongelmana on, etta¨ tiedonjalostustietokantaan voi pa¨ivitysten
seurauksena syntya¨ eheysrikkomuksia, jotka korjaantuvat vasta kun tietovarasto ja
tiedonjalostustietokanta pa¨iviteta¨a¨n seuraavan kerran normaalissa ylla¨pitoprosessis-
sa [Lac05, 504].
Tosiaikaisesta tietovarastoa tai transaktionka¨sittelyja¨rjestelmia¨ la¨hteena¨ ka¨ytta¨va¨
SSAS-tietokanta voidaan prosessoida automaattisesti ka¨ytta¨ma¨lla¨ proaktiivista va¨-
limuistia. Proaktiivinen va¨limuisti sisa¨lta¨a¨ tietola¨hteena¨ olevan relaatiotietokannan
seurantamekanismin seka¨ MOLAP-va¨limuistin, joka mahdollistaa tiedonjalostustus-
tietokannan prosessoinnin automaattisesti taustaprosessina ilman, etta¨ kyselytehok-
kuudesta tarvitsisi tinkia¨ va¨limuistin voimassaoloaikana [MTK06, 691] [Lac05, 507].
Proaktiivisen va¨limuistin toimintaperiaate kyselyissa¨ on esitetty kuvassa 16. Kun
ka¨ytta¨ja¨ suorittaa kyselyn, SSAS tarkastaa ensin, onko proaktiivinen va¨limuisti ka¨y-
to¨ssa¨ ja onko MOLAP-va¨limuisti voimassa. Jos va¨limuisti on voimassa, tulos saa-
daan sielta¨. Muussa tapauksessa kysely ohjataan tietola¨hteen relaatiotietokantaan.
Proaktiivinen va¨limuisti otetaan ka¨ytto¨o¨n osiokohtaisesti tietokuution vaakasuoraan
ositetuille mittauksille ja erikseen kullekin dimensiolle [Lac05, 509]. Tietokuution
osiot ja dimensiot on pienimpia¨ yksikko¨ja¨, jolle voi ma¨a¨ritella¨ oman tallennusmuo-
don ja jotka voi prosessoida va¨hitta¨isesti [Lac05, 472]. Mundyn ja kumppaneiden
[MTK06, 691] mukaan proaktiivinen va¨limuisti kannattaa ottaa ka¨ytto¨o¨n vain hy-
vin pienelle osiolle, esimerkiksi pa¨iva¨nsisa¨isille mittauksille. Na¨in va¨lteta¨a¨n turhaa
prosessointia ja tietola¨hteen relaatiotietokannalle aiheutuvaa kuormitusta [MTK06,
691].
Proaktiivisen va¨limuistin toiminta riippuu osioiden ja dimensioiden tallennustavasta.
SSAS-tiedonjalostustietokannan tallennusmuodot voidaan kuvata Lachevin [Lac05,
453] esitykseen perustuen seuraavasti. MOLAP-tallennusmuodossa relationaalisten
tietola¨hteiden tiedot toisinnetaan tietola¨hteen relaatiotietokannasta kokonaan erilli-
seen fyysiseen tallennusrakenteeseen, moniulotteiseen kuutioon, johon tallennetaan
myo¨s kaikki tiedonjalostustietokannan ylla¨pita¨ma¨t koosteet. MOLAP-rakenne toimii
levyva¨limuistin tavoin suhteessa tietola¨hteeseen. ROLAP-tallennusmuodossa tietoja
ei toisinneta relationaalisista tietola¨hteista¨ ja myo¨s koosteet ylla¨pideta¨a¨n relaatiotie-
tokannassa. Ainoastaan OLAP-ja¨rjestelma¨n metadata sa¨ilyteta¨a¨n tiedonjalostuspal-
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Kuva 16: Proaktiivinen va¨limuisti [MTK06, 693].
velimella. Tiedonjalostustietokanta toimii ta¨llo¨in va¨lika¨tena¨ moniulotteisen mallin ja
relaatiomallin va¨lilla¨, esimerkiksi ka¨a¨nta¨en MDX-kyselyt SQL-kyselyiksi. HOLAP-
tallennusmuotoa voidaan ka¨ytta¨a¨ pelka¨sta¨a¨n tietokuution mittausosioille, ei dimen-
sioille. Tallennusmuodossa tietola¨hteiden tietoja ei suoraan toisinneta, mutta koos-
teet tallennetaan MOLAP-rakenteeseen. Jos SSAS-tietokannan osio on ma¨a¨ritel-
ty MOLAP-muotoiseksi ja proaktiivinen va¨limuisti on ka¨yto¨ssa¨, ja¨rjestelma¨ siirtyy
ROLAP-tilaan silloin kun MOLAP-tietokantaa prosessoidaan. Jos taas osio on alun
alkaen ma¨a¨ritelty ROLAP- tai HOLAP -muotoiseksi, la¨hdetietokannan muutoksista
seuraa vain kyselyva¨limuistin invalidointi ja koosteiden uudelleenprosessointi [Lac05,
518].
Proaktiivisen va¨limuistin tarkoituksena on tarjota tiedonjalostustietokannan ylla¨-
pita¨ja¨lle vaihtoehtoja viive-suorituskyky -akselilla. Lyhyimma¨n viiveen mahdollis-
taa ROLAP-osio ilman koosteita [MTK06, 691], jolloin SSAS-kyselytulokset ovat
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yhta¨ tuoreita kuin tietola¨hteensa¨. Ta¨ssa¨ tapauksessa tietola¨hteet myo¨s ma¨a¨ra¨va¨t
osion lukutehokkuuden, silla¨ tiedonjalostuspalvelin ei voi optimoida kyselyja¨ miten-
ka¨a¨n. Koosteiden sisa¨llytta¨minen ROLAP-osioon hidastaa prosessointia huomatta-
vasti, Mundyn ja kumppaneiden [MTK06, 339] mukaan aina vastaavaa MOLAP-
osiota hitaammaksi. Va¨hitta¨isesti pa¨ivitetta¨va¨lla¨ MOLAP-osiolla va¨limuistin voi-
massaoloaika, ja siten myo¨s osion maksimiviive, on suositusasetuksilla va¨hinta¨a¨n
puoli tuntia. Ta¨ma¨ tarkoittaa, etta¨ la¨hdetietokannan muutosten ja¨lkeen on korkein-
taan puoli tuntia aikaa prosessoida osio ennen kuin ja¨rjestelma¨ siirtyy ROLAP-
tilaan. Jatkuvasti pa¨ivittyva¨ssa¨ la¨hdetietokannassa todellinen ka¨ytetta¨vissa¨ oleva
prosessointiaika voi ja¨a¨da¨ kuitenkin pienemma¨ksi, silla¨ prosessointi keskeyteta¨a¨n
ja aloitetaan uudestaan, jos sen kuluessa havaitaan muutoksia. Lukuun ottamatta
ROLAP-tilassa vietettya¨ aikaa MOLAP-osion suorituskyky on yleisesti erinomainen
[Lac05, 512], ja parhaassa tapauksessa ROLAP-tilaan ei pa¨a¨dyta¨ koskaan. Epa¨suo-
tuisimmassa tapauksessa MOLAP-va¨limuistia prosessoidaan jatkuvasti ja osio on
koko ajan ROLAP-tilassa. Ta¨llo¨in on ja¨rkeva¨mpa¨a¨ korvata MOLAP-osio pienella¨
tosiaikaisella ROLAP-osiolla, johon ei luoda koosteita [MTK06, 691].
Dimensioiden prosessointi tosiaikaisesti toteutetaan teknisesti samalla tavalla kuin
tietokuutioiden mittausosioiden prosessointi. Dimensioiden tosiaikaisesta prosessoin-
nista aiheutuu kuitenkin erityisongelmia, joita seuraavassa ka¨sitella¨a¨n Mundyn ja
kumppaneiden [MTK06, 703] esityksen mukaan. Koska dimensioiden ma¨a¨rittely on
kaikille kuutioille yhteista¨, proaktiivisen va¨limuistin kytkeminen pa¨a¨lle dimensiol-
le vaikuttaa dimension toimintaan ja kyselytehokkuuteen kaikissa tilanteissa, niin
staattisten kuin tosiaikaisten kuutioiden osana. Ta¨sta¨ voi aiheutua ha¨mmennysta¨
staattisten kuutioiden ka¨ytta¨jille. Dimension uudelleenprosessoinnista seuraa myo¨s
kaikkien dimensiota ka¨ytta¨vien kuutioiden prosessointi, mika¨ staattisten kuutioi-
den osalta on tarpeetonta. Toisaalta dimensioiden prosessointi on tarpeen fakto-
jen ja dimensioiden viite-eheyden ylla¨pita¨miseksi tosiaikaisissa kuutioissa. Siltikin,
viite-eheysrikkomukset ovat odotettavia tosiaikaisessa prosessoinnissa aikaisin saa-
puvien faktojen vuoksi. SSAS osaa kuitenkin ka¨sitella¨ viite-eheysrikkomuksia il-
man etta¨ prosessointia tarvitsisi keskeytta¨a¨. Virheelliset viiteavaimet voidaan liit-
ta¨a¨ tuntematon-dimensioja¨seneen ja niista¨ voidaan halutessa raportoida virhe. Sa-
moin kuin relaatiotietokantaan ma¨a¨riteltyjen materiaalistettujen na¨kymien kohdal-
la, tyypin 1 attribuuttien muutokset voivat johtaa massiiviseen koosteiden uudel-
leenlaskentaan. SSAS pudottaa automaattisesti kaikki koosteet, jotka eiva¨t ole ena¨a¨
voimassa perustaulujen muutosten ja¨lkeen. Asetuksilla voidaan kuitenkin pa¨a¨tta¨a¨
uudelleenlasketaanko koosteet va¨litto¨ma¨sti taustaprosessina, vai vasta kun koko di-
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mensio uudelleenprosessoidaan eksplisiittisesti. Jatkuvassa virkistyksessa¨ on riskial-
tista kuormittaa ja¨rjestelma¨a¨ kaikkien koosteiden automaattisella uudelleenlasken-
nalla. SSAS mahdollistaa myo¨s hienovaraisemman konfiguraation, jossa pelka¨sta¨a¨n
esteta¨a¨n muuttuneiden dimensioattribuuttien osallistuminen uudelleenlaskettaviin
koosteisiin. Ta¨ma¨ asetus onkin syyta¨ laittaa pa¨a¨lle kaikille tyypin 1 attribuuteille
tosiaikaisesti prosessoitavissa dimensioissa.
7 Arviointi ja vertailu
Tosiaikainen tietovarastointi on profiililtaan suurten organisaatioiden ratkaisu. Tek-
nologian vahvuudet korostuvat, kun ja¨rjestelmia¨ ja ka¨ytta¨jia¨ on paljon. Myo¨s heik-
koudet, kuten monimutkaisuus ja korkeat kustannukset, ovat parhaiten suurten or-
ganisaatioiden hallittavissa. Vertailu muihin operatiivisen raportoinnin teknologioi-
hin osoittaa, etta¨ tosiaikainen tietovarastointi on paras ratkaisu vain pienessa¨ osassa
ka¨ytto¨tapauksia. Ta¨llo¨in ei yleensa¨ ole ena¨a¨ muita vaihtoehtoja ja¨ljella¨.
7.1 Tosiaikaisen DW/BI -ja¨rjestelma¨n toteutusvaihtoehtoja
Organisaatioiden ka¨yto¨ssa¨ on useita tekniikkoja liiketoimintiedon hallintaa varten.
Eckersonin [Eck07] mukaan tekniikkojen taustalla on kaksi pa¨a¨asiallista la¨hesty-
mistapaa: joko kyselyt ajetaan suoraan transaktionka¨sittelyja¨rjestelmissa¨ tai sitten
tiedot puretaan ensin muualle. Useimmat yritykset suosivat operatiivisessa rapor-
toinnissa suoria kyselyja¨ transaktionka¨sittelyja¨rjestelmista¨, jos mahdollista [Eck07].
Operatiivinen raportointi suorilla kyselyilla¨ toteutetaan joko transaktionka¨sittely-
sovellusten valmiilla, sulautetuilla raportointiominaisuuksilla tai erillisilla¨ yleiska¨yt-
to¨isilla¨ raportointityo¨kaluilla [Eck07].
Transaktionka¨sittelysovellusten valmiiden raporttien etuna on, etta¨ niiden ka¨ytto¨o¨n-
otto on yksinkertaista ja edullista. Ongelmana on, etta¨ valmiit raportit ovat tuote-
kohtaisia, eiva¨t asiakaskohtaisia. Jos raportoinnin laajennettavuus on heikkoa, ta¨r-
keimpienkin raporttien toteutus voi olla mahdotonta. Ja¨rkevin ratkaisu ei kuitenkaan
ole va¨litto¨ma¨sti toisintaa tietoja muualle. Transaktionka¨sittelyja¨rjestelma¨a¨ hankit-
taessa on syyta¨ vaatia toimittajilta riitta¨via¨ raportointiominaisuuksia, mutta myo¨s
selvitta¨a¨, etta¨ valmiin raportoinnin ohella voidaan ka¨ytta¨a¨ yleiska¨ytto¨isia¨ rapor-
tointityo¨kaluja [MTK06, 678]. Yleiska¨ytto¨iset raportointityo¨kalut ovat joustavia ja
mahdollistavat raportoinnin useasta tietola¨hteesta¨. Niiden ka¨ytto¨o¨notto on edullis-
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ta, esimerkiksi Microsoft SQL Server Reporting Services (SSRS) kuuluu kaikkiin
SQL Server -lisensseihin. Koska sulautetut raportit ja yleiska¨ytto¨iset raportointi-
tyo¨kalut ovat ka¨yta¨nno¨ssa¨ kaikkien organisaatioiden saatavilla, molempia voidaan
perustellusti pita¨a¨ operatiivisen raportoinnin ensisijaisena tekniikkana.
Raportointityo¨kalujen ongelmana kuitenkin on, etta¨ kyselyissa¨ ei ole ka¨yto¨ssa¨ yhte-
na¨ista¨ tietomallia, vaan kaikkia heterogeenisia tietola¨hteita¨ on aina kyselta¨va¨ erik-
seen. Federoitujen kyselyjen tulosten yhdista¨minen raporteilla on toistuva tyo¨, joka
helposti johtaa lopputuloksiin, jotka eiva¨t ta¨sma¨a¨ keskena¨a¨n. Ja¨rkeva¨mpa¨a¨ olisi, etta¨
kyselyt voitaisiin suorittaa aina samasta yhtena¨isesta¨ tietomallista. Va¨liohjelmistoja,
jotka tuottavat yhtena¨isen, tosiaikaisen na¨kyma¨n heterogeenisiin tietola¨htesiin kut-
sutaan yritystiedon integrointija¨rjestelmiksi (enterprise information integration, EII)
[HAB05]. EII-ja¨rjestelma¨a¨n kerran ma¨a¨riteltya¨ yhtena¨ista¨ tietomallia voidaan tois-
tuvasti kysella¨ samalla tavoin kuin tietovarastoa, minka¨ vuoksi puhutaan myo¨s virtu-
aalisesta tietovarastoinnista. EII-ja¨rjestelma¨ on monimutkaisuudeltaan verrattavissa
vastaavaan ETL-ja¨rjestelma¨a¨n, silla¨ tietojen haku la¨hdeja¨rjestelmien usein vaikea-
selkoisista tietomalleista ja muuntaminen yhtena¨iseen tietomalliin on yhta¨ vaativa
tehta¨va¨ molemmille [Eck07]. Microsoft-tekniikoilla la¨hin vastine EII-ja¨rjestelma¨lle
on ma¨a¨ritella¨ SSIS-paketti SSRS-raportin tietola¨hteeksi, jolloin SSIS-paketti aje-
taan vasta kyselyhetkella¨. Raportin ka¨ynnista¨ma¨ssa¨ SSIS-ajossa ei kuitenkaan voi-
da suorittaa kovin monimutkaista prosessointia tiedoille, silla¨ la¨pivirtaavien tietojen
ma¨a¨ra¨ riippuu ta¨ysin osakyselyjen tulosjoukkojen koosta. Tosiaikaisen tietovaras-
toinnin va¨hitta¨isissa¨ ETL-ajoissa on yleensa¨ varaa prosessoida tietoja enemma¨n.
Myo¨s parametrien va¨litta¨minen SSIS-tietola¨hteelle on hankalaa [MTK06, 683].
Raportointikyselyjen ajaminen suoraan transaktionka¨sittelyja¨rjestelmista¨ on kuor-
mittavaa ja pahimmassa tapauksessa vaarantaa operatiivisen ja¨rjestelma¨n kriittisia¨
toimintoja. Esimerkiksi pivot-tyyppinen interaktiivinen kuutioselaus ilman kysely-
tulosva¨limuistia aikaansaa helposti valtaosan tietokannanhallintaja¨rjestelma¨n tyo¨-
kuormasta. Lisa¨ksi kyselyt useasta tietola¨hteesta¨ edellytta¨va¨t tulosjoukkojen kulje-
tusta tietokantapalvelimien va¨lilla¨. Suorityskyky- ja skaalautuvuusrajoitteet ovatkin
tavallisimmat syyt, jotka esta¨va¨t suorien kyselyjen ka¨ytta¨misen liiketoimintatiedon
hallinnassa [HAB05]. Ta¨ma¨ selitta¨a¨ myo¨s suurelta osin perinteisen tietovarastoin-
nin suosion federoituihin kyselyihin verrattuna [Eck07]. Toisaalta suoriin kyselyi-
hin perustuvia raportointisovelluksia ka¨yteta¨a¨n suurissakin organisaatiossa, joissa
raportteja ajetaan tuhansia kertoja pa¨ivitta¨in [Eck07]. Operatiivisessa raportoin-
nissa suorat kyselyt ovat tosiaikavaatimuksen vuoksi paremmin hyva¨ksytta¨vissa¨, ja
va¨limuisteilla tai staattisten raporttien automaattisella pa¨ivitta¨misella¨ kyselyjen ai-
57
heuttamaa kuormitusta voidaan va¨henta¨a¨ ja vakioida. Esimerkiksi SSRS-raportti
voidaan tallentaa va¨limuistiin ja pa¨ivitta¨a¨ automaattisesti va¨limuistin vanhennut-
tua, jolloin kyselyiden aiheuttama kuorma tunnetaan jo ennakolta hyvin [MTK06,
682]. Va¨limuistin vanhenemisajan pita¨a¨ ta¨llo¨in olla pienempi kuin raportin suurin
sallittu viive. TDWI:n [Eck07] tekema¨n kyselytutkimuksen mukaan operatiivisten ra-
porttien virkista¨minen ma¨a¨ra¨aikava¨lein on suunnilleen yhta¨ tavallista kuin raport-
tien virkista¨minen va¨litto¨ma¨sti tietojen muuttuessa, tai aina ka¨ytta¨ja¨n pyyta¨essa¨
raporttia.
Vaihtoehto suorille kyselyille on toisintaa transaktionka¨sittelyja¨rjestelmien tietoja
erilliseen kyselyja¨rjestelma¨a¨n. Toisintaminen lisa¨a¨ va¨liohjelmistojen ma¨a¨ra¨a¨ ja ja¨r-
jestelma¨n monimutkaisuutta, mutta siita¨ seuraa myo¨s useita etuja. Toisintamisen
seurauksena tietola¨hteet ja kyselyja¨rjestelma¨t ovat lo¨yhemmin sidoksissa toisiinsa.
Tietola¨hteissa¨ toisintaminen aiheuttaa va¨hemma¨n ennakoimattomia sivuvaikutuksia
kuin suorat kyselyt. Tarvittaessa toisintaminen voi olla kokonaan la¨hdeja¨rjestelma¨n
hallinnoimaa, joilloin la¨hteena¨ olevaan transaktionka¨sittelytietokantaan ei tarvitse
sallia ulkopuolisia kyselyja¨ ollenkaan. Kyselyja¨rjestelmissa¨ toisintaminen lisa¨a¨ saa-
tavuutta, silla¨ jatkuvaa yhteytta¨ la¨hdetietokantoihin ei tarvita. Haittapuolena to-
siaikaisessa liiketoimintatiedon hallinnassa on, etta¨ tietojen toisintamisesta seuraa
aina viive, ja ongelmatilanteet ilmeneva¨t ta¨ma¨n viiveen kasvamisena.
Transaktionka¨sittelyja¨rjestelmien tietoja voidaan toisintaa operatiivista raportoin-
tia varten myo¨s ilman monimutkaista ETL-prosessia ja dimensiomallinnettua tie-
tovarastoa. Tietojen toisintamista toiselle relaatiotietokantapalvelimelle ilman suu-
ria skeemamuutoksia kutsutaan operatiiviseksi tietovarastoinniksi (operational data
store, ODS). Kyseessa¨ on hyvin yleinen tekniikka. Pyydetta¨essa¨ arvioimaan opera-
tiivisen liiketoimintatiedon eri tekniikkojen merkitysta¨, operatiivisen tietovaraston
toteuttaminen arvioitiin ta¨rkea¨ksi kaikkein useimmin (kuva 17).
Operatiivinen tietovarasto voidaan toteuttaa yksinkertaisimmin tietokannanhallin-
taja¨rjestelma¨a¨n rakennetun toisintamisen (replikaation) avulla. SQL Server -tieto-
kannoissa useimpia tietokantaobjekteja kuten tauluja, na¨kymia¨ ja tallennettuja ky-
selyja¨ voidaan toisintaa itsena¨isesti [Mic10b]. Toisintamismenetelmista¨ transaktio-
naalinen replikaatio soveltuu parhaiten operatiiviseen tietovarastointiin, silla¨ mene-
telma¨ssa¨ viive voidaan asettaa lyhyeksi ja toisintaminen on yksisuuntaista. Toisinne
(replikaatti) on pelka¨sta¨a¨n luettavissa, jolloin kilpailutilanteista aiheutuvat odotusa-
jat on minimoitu. Replikaatio ei kuitenkaan mahdollista minka¨a¨nlaisia muunnoksia
toisinnettavaan tietoon, mika¨ toisaalta ei ole ongelma, jos tarkoituksena on ka¨ytta¨a¨
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Kuva 17: TDWI kysely: Arvioi eri tekniikkojen merkitys operatiivisessa liiketoimin-
tatiedon hallinnassa. Kaaviossa osuus vastauksista, joissa tekniikka arvioitiin ta¨r-
kea¨ksi. Mukana vain vastaajat, jotka ka¨ytta¨va¨t tosiaikaista liiketoimintatiedon hal-
lintaa (N=225) [Eck07].
toisinnetta alun perin transaktionka¨sittelytietokantoihin kirjoitettujen raportointi-
sovellusten tietola¨hteena¨. Raporttien siirta¨minen lukureplikaattiin onkin usein ja¨r-
kevin korjaava toimenpide, jos operatiivinen raportointi suoraan transaktionka¨sit-
telytietokannoista osoittautuu mahdottomaksi [Eck07]. Levypohjaisen relaatiotieto-
kannan sijasta tietoja voidaan toisintaa tosiaikaisesti myo¨s muistinvaraiseen tieto-
kantaan tai suoraan MOLAP-tiedonjalostustietokantaan. Kaikki toisintamismene-
telma¨t eiva¨t kuitenkaan sovellu hyvin operatiiviseen raportointiin. Erityisesti tyo¨-
asemien muistinvaraiset tiedonjalostuspalvelimet, kuten Microsoft PowerPivot, eiva¨t
hajautettuina ja manuaalisesti virkistetta¨vina¨ ole ja¨rkevia¨ operatiivisessa ka¨yto¨ssa¨.
Useamman kuin yhden liiketoimintasovelluksen tietojen yhtena¨iseen raportointiin
on ta¨ha¨n mennessa¨ esitetty kaksi vaihtoehtoista tekniikkaa: EII-ja¨rjestelma¨t ja tie-
tovarastointi. On olemassa kolmaskin vaihtoehto, nimitta¨in suora raportointi usean
sovelluksen jakamasta transaktionka¨sittelytietokannasta. Ta¨llo¨in tiedot on integroi-
tu tiiviisti jo yhtena¨isessa¨ tietokantarakenteessa [HoW03, 68]. Jaettuun tietokantaan
perustuvat liiketoimintasovellukset ovat tavallisesti pera¨isin samalta toimittajalta,
tyyppiesimerkkina¨ SAP-sovellusmoduulit. Ta¨ma¨nkaltaisessa homogeenisessa ympa¨-
risto¨ssa¨ on mahdollista suunnitella ja¨rjestelma¨konfiguraatio siten, etta¨ transaktion-
ka¨sittely- ja analyysija¨rjestelma¨t ovat osa samaa tuotetta tai palvelua. Tosiaikai-
sessa liiketoimintatiedon hallinnassa yhtena¨isja¨rjestelma¨ voisi tarjota seka¨ suoran
raportoinnin etta¨ toisintamisen etuja. Esimerkiksi raportointikyselyja¨ voitaisiin ole-
tuksena ajaa suoraan OLTP-tietokannasta, mutta kuormituksen kasvaessa liikaa ne
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voitaisiin automaattisesti ohjata erilliseen lukureplikaattiin tai tietovarastoon. Jaet-
tuun tietokantaan perustuvan raportoinnin ongelmana kuitenkin on, etta¨ yleisesti
liiketoiminnan tietoja¨rjestelmien lukuma¨a¨ra¨ lisa¨a¨ntyy ja heterogeenisyys kasvaa, vii-
meista¨a¨n yritysfuusioiden seurauksena, eika¨ yhtena¨isja¨rjestelmista¨ va¨ltta¨ma¨tta¨ lo¨y-
dy kaikkea liiketoimintatiedon hallinnassa tarvittavaa ja riitta¨va¨n tuoretta tietosi-
sa¨lto¨a¨. Toisaalta sovellusintegraatiota tehda¨a¨n eniten juuri laajoihin yhtena¨isja¨rjes-
telmiin [HoW03, 31], milla¨ on ka¨a¨nteinen vaikutus.
7.2 Tosiaikaisen tietovarastoinnin vahvuuksia ja ongelma-
kohtia
Tosiaikaisen liiketoimintatiedon hallinnan vaikein ja perusvanlaatuisin kysymys on,
pita¨isiko¨ tietovarastoa ka¨ytta¨a¨ ollenkaan tosiaikaisen tiedon la¨hteena¨ [Eck07]. Jos
staattisen tietovaraston kehitta¨miseen on jo sijoitettu resursseja, useimmat organi-
saatiot haluaisivat ka¨ytta¨a¨ tietovarastoa myo¨s operatiivisessa liiketoimintiedon hal-
linnassa, ennemmin kuin ylla¨pita¨a¨ kahta ta¨ysin erillista¨ ja¨rjestelma¨a¨ [Eck07]. Toi-
saalta tosiaikaiset DW/BI -ja¨rjestelma¨t ovat vaikeampia, kalliimpia ja tyo¨la¨a¨mpia¨
rakentaa kuin perinteiset vastineensa [MTK06, 678]. Tosiaikavaatimusten lisa¨a¨minen
tietovarastoprojektiin lisa¨a¨ merkitta¨va¨sti projektin epa¨onnistumisen riskia¨, minka¨
vuoksi tosiaikaista tietovarastointia ei voi suositella ensimma¨isen vaiheen tietova-
rastoprojekteihin [MTK06, 678]. Ka¨yta¨nno¨ssa¨ liiketoimintatiedon hallintaja¨rjestel-
mia¨ kehiteta¨a¨n ja¨rjestyksessa¨ niin, etta¨ ensimma¨isessa¨ vaiheessa raportointisovellus-
ten tietola¨hteena¨ ovat transaktionka¨sittelyja¨rjestelma¨t, toisessa vaiheessa otetaan
ka¨ytto¨o¨n staattinen tietovarastointi, ja vasta kolmannessa vaiheessa harkitaan EII-
ja¨rjestelmia¨ tai tosiaikaista tietovarastointia. Tosiaikaista tietovarastointia on ta¨ma¨n
vuoksi ja¨rkevinta¨ verrata tilanteeseen, jossa staattinen tietovarastointi on jo ka¨yto¨s-
sa¨, mutta operatiivisissa raporteissa tarvitaan suoria kyselyja¨.
Kahden erillisen raportointija¨rjestelma¨n ongelmana on, etta¨ ja¨rjestelmien tiedot ei-
va¨t ole tasalaatuisia ja yhdenmukaisia [Eck07], [MTK06, 678]. Puuttuu yksi versio
totuudesta. Siirta¨ma¨lla¨ operatiivinen raportointi tosiaikaiseen tietovarastoon ongel-
mia voidaan lieventa¨a¨, mutta ei useimmiten poistaa kokonaan. Ellei ETL-ja¨rjestel-
ma¨n toiminnallisuutta ole kevennetty tosiaikarajan vuoksi, tosiaikaisen tietovaraston
tiedot eroavat staattiseen tietovaraston tiedoista la¨hinna¨ siten, etta¨ aikaisin saapu-
vien faktojen aiheuttamia viite-eheysrikkomuksia on enemma¨n [MTK06, 686].
Yksi yrityksenlaajuinen versio totuudesta on kuitenkin kiistanalainen tavoite. Mun-
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dyn ja kumppaneiden [MTK06, 676] mukaan perusongelmana kaikissa tosiaikaisissa
liiketoimintatiedon hallintaja¨rjestelmissa¨ on, etta¨ operatiivisten raporttien ka¨ytta¨ja¨t
ja strategisten analyysisovellusten ka¨ytta¨ja¨t ovat vaatimuksiltaan eri ryhmia¨. Ope-
ratiivisten raporttien ka¨ytta¨jia¨ kiinnostaa tietojen ajantasaisuus, kun taas minka¨
tahansa syva¨llisen analyysityo¨n aikana tietojen tulisi olla muuttumattomia. Vaikka
tosiaikaiseen tietovarastoon olisi tallennettuna yksi yrityksenlaajuinen versio totuu-
desta, ta¨sta¨ ei ole apua strategisessa analyysissa¨ tietojen muuttuessa jatkuvasti. In-
tegroidussa tietovarastoarkkitehtuurissa loppuka¨ytta¨jia¨ on opastettava siita¨, etta¨ tie-
dot voivat muuttua pa¨iva¨n kuluessa, ja tehoka¨ytta¨jille voidaan tarjota mahdollisuus
ladata tyo¨asemille tilannevedoksia strategista analyysia¨ varten, esimerkiksi muistin-
varaisiin tiedonjalostustietokantoihin tai edes taulukkolaskentaohjelmiin. Erityisesti
dimensioattribuuttien pa¨iva¨nsisa¨iset muutokset voivat aiheuttaa ylima¨a¨ra¨ista¨ pa¨a¨n-
vaivaa, myo¨s operatiivisten raporttien ka¨ytta¨jille. Esimerkiksi Mundyn ja kumppa-
neiden [MTK06, 676] mukaan yleinen raportointika¨yta¨nto¨ on, etta¨ kaikki pa¨iva¨n-
sisa¨iset faktat yhdisteta¨a¨n dimensioja¨seneen, joka on voimassa pa¨iva¨n pa¨a¨tteeksi.
Perinteisessa¨ tietovarastoinnissa ta¨ma¨ ka¨yta¨nto¨ toteutuu automaattisesti, silla¨ tie-
tovarastoa ylla¨pideta¨a¨n vain kerran vuorokaudessa. Todellisuudessa dimensionja¨sen
on kuitenkin voinut muuttua pa¨iva¨n aikana, ja tosiaikaisessa tietovarastoinnissa fak-
tat liiteta¨a¨n aina kulloinkin voimassa olevaan dimensioja¨seneen. Totuudenmukainen
kirjaaminen ei ta¨ssa¨ tapauksessa ole kuitenkaan sita¨, mita¨ ja¨rjestelma¨lta¨ odotetaan.
Tietojen toisintamiseen perustuvissa kyselyja¨rjestelmissa¨ jatkuvien pa¨ivitysten ai-
heuttamia ongelmia voidaan lieventa¨a¨ sa¨ilytta¨ma¨lla¨ staattinen tieto erilla¨a¨n tosiai-
kaisesta tiedosta. Tosiaikaisessa tietovarastoinnissa ta¨ma¨ tarkoittaa, etta¨ luovutaan
integroidusta tietovarasto-arkkitehtuurista ja eriyteta¨a¨n tosiaikainen tieto omaan to-
siaikaiseen osioon. Ta¨llo¨in staattista pa¨a¨tietovarastoa on mahdollista ka¨ytta¨a¨ strate-
gisissa analyysisovelluksissa ilman tosiaikaista osiota. Eriytta¨misen seurauksena ra-
portointisovellusten ka¨ytta¨ja¨n tulee kuitenkin olla tietoinen siita¨, mita¨ osioita ja vii-
teavaimia (luonnollisia vai keinoavaimia) raportoinnissa on ka¨ytetty [MTK06, 678].
Vasta tosiaikaisen osion yhdista¨minen pa¨a¨tietovarastoon konsolidointiajossa kiinnit-
ta¨a¨ tiedot pysyva¨sti.
Tietojen laadun lisa¨ksi tosiaikaisen tietovaraston etuina ovat transaktionka¨sittely-
tietokantoja suurempi kyselytehokkuus seka¨ parempi skaalautuvuus samanaikais-
ten ka¨ytta¨jien suhteen. Parempi suorituskyky on seurausta tietovaraston loogises-
ta ja fyysisesta¨ rakenteesta seka¨ siita¨, etta¨ samanaikaisia kirjoitustransaktiota on
mahdollisimman va¨ha¨n. Ta¨htiskeemaan tehta¨vissa¨ kyselyissa¨ tarvitaan va¨hemma¨n
liitoksia kuin vastaavissa kyselyissa¨ normalisoidussa skeemassa. Fyysisesti tietova-
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rasto voidaan lukuoptimoida osituksella, hakemistoilla ja materiaalistetuilla na¨ky-
milla¨. Erityisesti tosiaikaisen tiedon fyysisella¨ osituksella va¨lteta¨a¨n samanaikaises-
ta lukemisesta ja kirjoittamisesta aiheutuvia suorituskykyongelmia. Tosiaikaisessa
ETL-prosessissa on yleensa¨ mahdollista ka¨ytta¨a¨ myo¨s enemma¨n tietola¨hteita¨ kuin
EII-ja¨rjestelmissa¨ [Eck07]. MOLAP-tiedonjalostustietokannan ka¨ytta¨minen kysely-
ja¨rjestelma¨na¨ parantaa suorituskykyominaisuuksia viela¨ merkitta¨va¨sti tietovaraston
relaatiotietokantaan verrattuna [MTK06, 691].
Ehka¨ suurimpana esteena¨ tosiaikaisen tietovarastoinnin ka¨ytto¨o¨notolle on, etta¨ tek-
niikka on monimutkainen ja kallis operatiivisten raporttien tietola¨hteeksi. Jos tar-
vitaan yhtena¨isesta¨ tietomallia useasta tietola¨hteesta¨, vaihtoehtoisista tekniikoista
EII-tyo¨kalut ovat usein taloudellisempia [Eck07]. Lyhyimma¨n viiveen tietovirta-ETL
-ja¨rjestelmien rakentaminen on lisa¨ksi kertaluokkaa tyo¨la¨a¨mpa¨a¨ ja riskialttiimpaa
kuin pidempiin viiveisiin ta¨hta¨a¨vien tihennettyjen ETL-ja¨rjestelmien [Eck07]. Nol-
laviivetta¨ ei ta¨llo¨inka¨a¨n voida saavuttaa, kuten ei milla¨a¨n toisintamiseen perustuval-
la arkkitehtuurilla. Monash [Mon10] on havaintoihinsa perustuen kiteytta¨nyt viiveen
ja vaikeusasteen va¨lisen yhteyden na¨in:
• Alle sekunnin viive on mahdotonta.
• Viisi sekuntia on mahdollista, mutta vaatii huomattavia investointeja ja kon-
figurointia.
• Muutama minuutti on melko helppoa.
• 10-15 minuuttia tai enemma¨n on jo rutiinia.
7.3 Tekniikkojen vertailu
Mundy ja kumppanit [MTK06, 678] ovat vertailleet tosiaikaisen liiketoimintatie-
don hallinnan teknisia¨ toteutusvaihtoehtoja (kuva 18). Vaihtoehtoja tarkastellaan
eri ulottuvuuksissa: toteutuksen helppous ja kustannukset, tietojen viive, ja¨rjestel-
ma¨n suorityskyky, mahdollisuudet ad hoc -kyselyihin, tietojen yhdista¨minen eri la¨h-
teista¨ seka¨ tietojen yrityksenlaajuinen yhdenmukaisuus (yksi versio totuudesta). Li-
sa¨ksi on mainittu la¨hin vaihtoehtoa vastaava toteutustapa Microsoft SQL Server
-ja¨rjestelma¨ssa¨. Vertailu kertoo, ettei yksika¨a¨n tekninen vaihtoehto ole paras jokai-
sessa ulottuvuudessa. Tosiaikaisen liiketoimintatiedon hallinnan suunnittelussa on
priorisoitava toisilleen vastakkaisia tavoitteita ja lo¨ydetta¨va¨ paras kompromissi na¨i-
den va¨lilla¨. Ka¨yda¨a¨n lyhyesti la¨pi taulukkoa sarake kerrallaan.
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Kuva 18: Tosiaikainen raportointi Microsoftin tekniikoilla [MTK06, 680].
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Helppous ja kustannukset
Raportoinnin kehitta¨minen operatiivisissa ja¨rjestelmissa¨ ilman tietojen toisintamista
on toteutukseltaan helpointa ja edullisinta, koska voidaan hyo¨dynta¨a¨ olemassaole-
via laitteistoja, ohjelmistoja ja osaamista. Tietojen toisintaminen lisa¨a¨ ja¨rjestelma¨n
monimutkaisuutta ja kustannuksia. Replikaatio operatiiviseen tietovarastoon on yk-
sinkertaisin tapa toisintaa tietoa. Tosiaikaisen tietovaraston tai tiedonjalostuspal-
velimen rakentamisen riskit ovat suurempia. Tietojen yhdista¨minen EII-tyo¨kaluilla
ilman toisintamista on pa¨a¨sa¨a¨nto¨isesti edullisempaa kuin tietovarastointi.
Tietojen viive
Tiedot ovat aina ajantasaisia operatiivisissa ja¨rjestelmissa¨, jos analyysikyselyt suo-
ritetaan ilman va¨limuisteja. Tietojen toisintaminen lisa¨a¨ viivetta¨. Toisintamisen vii-
veeseen vaikuttavat ylla¨pitoaikava¨li seka¨ la¨hteen ja toisinteen suorituskyky. Kak-
sinkertainen levypohjainen toisintaminen ensin tietovarastoon ja sitten MOLAP-
tiedonjalostustietokantaan johtaa suurimpaan viiveeseen. Kaikkien tekniikkojen vii-
ve on kuitenkin pieni, yleensa¨ minuuttiluokkaa, verrattuna kerran vuorokaudessa
ylla¨pidetta¨va¨a¨n perinteiseen tietovarastoon.
Kyselytehokkuus ja skaalautuvuus
Paras kyselytehokkuus ja skaalautuvuus saavutetaan suorittamalla analyysikyselyt
MOLAP-tiedonjalostustietokannasta. Tietovaraston relaatiotietokannan suoritusky-
ky on transaktionka¨sittelytietokantoja parempi. Transaktionka¨sittelytietokantojen
pullonkauloja voidaan kierta¨a¨ va¨limuisteilla, seka¨ siirta¨ma¨lla¨ analyysikyselyt ope-
ratiiviseen tietovarastoon tai tiedonjalostuspalvelimelle. Yleisesti lukutehokkuutta
optimoidaan va¨ltta¨ma¨lla¨ lukukyselyiden kanssa samanaikaisia kirjoitustransaktioita
seka¨ luomalla kattavasti hakemistoja ja materiaalistettuja na¨kymia¨.
Ad Hoc -kyselyt
Liiketoimintatiedon hallinnan ta¨rkea¨ osa-alue on tutkiva data-analyysi, jossa suori-
tetaan vaativia kyselyja¨ useimmiten interaktiivisesti, ja jossa loppuka¨ytta¨jilta¨ ei aina
voida odottaa kyselykielten syva¨llista¨ osaamista. Tiedonjalostuspalvelimet seka¨ na¨i-
hin perustuvat BI-asiakasohjelmat tarjoavat ta¨ha¨n parhaat tyo¨kalut, va¨hinta¨a¨nkin
kuutioselaimen, jolla voidaan tarkastella tietoja interaktiivisesti eri rakeisuustasoilla.
Ilman tiedonjalostuspalvelinta ad-hoc -kyselyja¨ tehda¨a¨n SQL-kyselyina¨, jotka kirjoi-
tetaan joko ka¨sin tai SQL-kyselygeneraattoreilla. Tietovaraston ja tiedojalostuspal-
velimien dimensionaalinen tietomalli on yleensa¨ luontevampi ad hoc -kyselyihin kuin
operatiivisten tietokantojen normalisoitu tietomalli. Ad hoc -kyselyja¨ on ja¨rkevin-
ta¨ ajaa toisinnetuissa lukuoptimoiduissa tietola¨hteissa¨, silla¨ vaativat kyselyt voivat
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ha¨irita¨ operatiivisten transaktionka¨sittelytietokantojen toimintaa ja toisaalta inte-
raktiivisessa ka¨yto¨ssa¨ halutaan minimoida kyselytulosten odotusaikoja.
Tietojen yhdista¨minen
ETL-ajo tietovarastoon on monipuolisin ja tehokkain tapa integroida tietoja. Toi-
saalta tietojen puhdistaminen ja yhdista¨minen kyselynaikaisesti EII-ja¨rjestelma¨n
toimesta voi toimia riitta¨va¨n tehokkaasti. Tietovarasto voidaan myo¨s ohittaa lataa-
malla tietoja ETL-prosessissa suoraan MOLAP-tiedonjalostustietokantaan. ETL- ja
EII -ja¨rjestelmien suurin etu tietojen yhdista¨misessa¨ on, etta¨ tietojen prosessointi
ja ongelmatilanteiden ka¨sittely on keskitettya¨. Selkea¨sti huonoin tapa usean tieto-
la¨hteen integrointiin on yritta¨a¨ yhdista¨a¨ hajautettujen kyselyjen tuloksia toisiin-
sa raportointisovelluksissa. Yhdista¨missa¨a¨nno¨t ja ongelmatilanteiden ka¨sittelyme-
kanismit ovat ta¨llo¨in sovelluskohtaisia. Va¨hemma¨n huono menettelytapa on kes-
kitta¨a¨ tietojen yhdista¨minen tiedonjalostuspalvelimelle. Tiedonjalostuspalvelimien
ETL-ominaisuudet ovat yleensa¨ kuitenkin niukkoja.
Yksi totuus
Yhdenmukaisia, muuttumattomia ja yrityksenlaajuisia kyselytuloksia saadaan par-
haiten staattisesta tietovarastosta, johon on toisinnettu eri ja¨rjestelmista¨ yhdistetty-
ja¨ tietoja. Tosiaikaisista ja¨rjestelmista¨ ei koskaan saada yksika¨sitteisia¨ kyselytuloksia
yhta¨ helposti. Tosiaikaisessa tietovarastoinnissa staattinen tieto voidaan kuitenkin
eriytta¨a¨ tosiaikaisesta tiedosta, jolloin kyselyt voidaan kohdistaa pelka¨sta¨a¨n staat-
tiseen osioon. Toisinnetuista tietola¨hteista¨ voidaan myo¨s ottaa tarpeiden mukaan
staattisia tilannevedoksia, ilman etta¨ ta¨sta¨ aiheutuisi mittavia sivuvaikutuksia trans-
aktionka¨sittelyja¨rjestelmille. Operatiivissa transaktionka¨sittelytietokannoissa kyse-
lytuloksia voidaan ja¨a¨dytta¨a¨ va¨limuistien avulla.
8 Yhteenveto
Analyysija¨rjestelmissa¨ tietojen viive ja lukutehokkuus ovat toisilleen vastakkaisia
tavoitteita. Jos halutaan minimoida tietojen viivetta¨, niin parhaiten ta¨ma¨ onnistuu
optimoimalla tietojen kirjoittamista. Lukutehokkuus puolestaan edellytta¨a¨ tietojen
ja¨rkeva¨a¨ toisintamista ja johdetun tiedon, erityisesti koosteiden ennaltalaskentaa.
Toisintaminen ja ennaltalaskenta kuitenkin va¨ista¨ma¨tta¨ kasvattavat tietojen viivet-
ta¨. Tietojen tuoreuden ja lukutehokkuuden va¨lista¨ vastakkaisuutta ei valitettavasti
voida kaikkialla ha¨ivytta¨a¨ laitteiston raa’alla suorituskyvylla¨, niin toivottavaa kuin
se olisikin. Ka¨yta¨nno¨n sovelluksissa onkin tehta¨va¨ priorisointia viiveen, kyselytehok-
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kuuden ja muiden vaatimusten, erityisesti tietojen laadun ja ja¨rjestelma¨n kustannus-
ten va¨lilla¨. Tosiaikainen tietovarastointi on yksi vaihtoehto ta¨ssa¨ pa¨a¨to¨ksenteossa.
Tosiaikaisella tietovarastolla tarkoitetaan tietokantaa, joka sisa¨lta¨a¨ alkupera¨isista¨
tietola¨hteista¨ toisinnettua tietoa ja jonka tiedoilla on tosiaikavaatimus. Tosiaikai-
sen tietovaraston tietoja pa¨iviteta¨a¨n useammin kuin kerran pa¨iva¨ssa¨, operatiivisten
sovellusten vaatimusten mukaan. Teknisia¨ haasteita tietovaraston jatkuvassa ylla¨pi-
dossa on kolmenlaisia. Ensinna¨kin, tietovaraston ylla¨pito pita¨a¨ toteuttaa niin, etta¨
viive ei ylita¨ tosiaikavaatimusta. Toiseksi, tietojen on oltava lukijoiden saatavilla yl-
la¨pidon aikana. Kolmanneksi, tietovaraston kyselytehokkuuden ja skaalautuvuuden
tulee olla riitta¨va¨a¨, vaikka tietovarastoa luetaan ja kirjoitetaan samanaikaisesti.
Tosiaikainen tietovarasto suositellaan ositetettavaksi siten, etta¨ tosiaikainen tieto
kirjoitetaan staattisesta pa¨a¨tietovarastosta loogisesti ja fyysisesti erilliseen relaatio-
tietokantaan, jota kutsutaan tosiaikaiseksi osioksi. Ositetun arkkitehtuurin etuna
yhtena¨iseen tietovarastoon verrattuna on, etta¨ tosiaikaisen tiedon jatkuva lataami-
nen ei ha¨iritse staattisen osion toimintaa mitenka¨a¨n. Pienikokoisen tosiaikaisen osion
suorituskykyoptimointi riitta¨va¨n luku- ja kirjoitustehokkuuden saavuttamiseksi on
huomattavasti helpompaa kuin moninkertaisesti suuremman yhtena¨isen tietovaras-
ton optimointi.
Tosiaikaisen tietovaraston va¨hitta¨isessa¨ ylla¨pidossa tietovarastoon ladataan vain la¨h-
deja¨rjestelmissa¨ muuttunut tieto, ei tietovarastossa jo olevaa tietoa. Muutostietojen
kaappaamisessa ja tietojen uuttamisessa on useita vaihtoehtoisia menetelmia¨, ja va-
linta na¨iden va¨lilla¨ on pitka¨lti tapauskohtaista. Osa tekniikoista on kuitenkin ke-
hitetty erityisesti tietovarastointia ja sovellusintegraatioita varten, minka¨ vuoksi ne
ovat ominaisuuksiltaan houkuttelevia suuressa osassa ka¨ytto¨tapauksia. Muutostie-
tojen kaappaaminen tietokannan transaktiolokista on useimmiten ja¨rkeva¨mpa¨a¨ kuin
saman tiedon kaappaaminen suorilla SQL-kyselyilla¨. Tahdistamattomat viestinva¨li-
tysarkkitehtuurit puolestaan soveltuvat tiedostorajapintoja paremmin tietojen uut-
tamiseen silloin, kun ETL-prosessilta vaaditaan lyhytta¨ viivetta¨ ja suurta la¨pivir-
tausta.
Tosiaikaisen tietovaraston keskeisimma¨t edut vaihtoehtoisiin tekniikkoihin verrattu-
na perustuvat ETL-prosessiin. ETL-ja¨rjestelma¨ vastaa tietojen laadunvalvonnasta
seka¨ eri tietola¨hteiden tietojen muuntamisesta niin, etta¨ kaikki tiedot voidaan tallen-
taa tietovaraston yhtena¨iseen tietomalliin. Tavoitteena on, ettei perinteisen tietova-
raston ETL-ja¨rjestelma¨n toiminnallisuutta tarvitsisi karsia tosiaikarajan vuoksi. To-
siaikainen ETL-prosessi voi perustua tihennettyihin ajoihin tai jatkuvaan prosessoin-
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tiin. Saapuvien tietovirtojen jatkuva prosessointi minimoi viivetta¨, silla¨ tietojen ei
tarvitse odottaa ETL-era¨ajojen ka¨ynnistymista¨. Tietovirtojen tosikaikaista proses-
sointia varten on kehitetty myo¨s uusia menetelmia¨ kuten MeshJoin-liitosalgoritmi.
Useat tavanomaiset liiketoimintasovellukset eiva¨t kuitenkaan edellyta¨ jatkuvaa ETL-
prosessia.
Tietovaraston hakemistoilla ja materiaalistetuilla na¨kymilla¨ optimoidaan tyypillisten
lukukyselyjen tehokkuutta, mutta na¨illa¨ rakenteilla itsella¨a¨n on tila- ja aikakustan-
nus. Hakemistot pa¨iviteta¨a¨n va¨litto¨ma¨sti tietovarastoon kirjoitettaessa, mika¨ hidas-
taa tietovaraston latausta. Materiaalistettujen na¨kymien virkistys voi olla eritta¨in
raskas operaatio, etenkin jos na¨kyma¨kyselyt perustuvat tyypin 1 dimensioattribuut-
teihin. Ositetussa arkkitehtuurissa ratkaisuna on va¨ltta¨a¨ hakemistoja ja materiaa-
listettuja na¨kymia¨ tosiaikaisessa osiossa. Ta¨llo¨in hakemistoja ja na¨kymia¨ tarvitsee
virkista¨a¨ vain kun tosiaikainen osion tiedot ladataan staattiseen pa¨a¨tietovarastoon.
Koosteet ja hakemistot voidaan tallentaa myo¨s tietovarastosta erilliseen tiedonjalos-
tuspalvelimeen, jossa voidaan ka¨ytta¨a¨ tehokasta MOLAP-tallennusrakennetta. Mic-
rosoftin SSAS-tiedonjalostuspalvelimessa on myo¨s ominaisuuksia, joilla va¨limuistin
tavoin toimivia MOLAP-rakenteita voidaan virkista¨a¨ jatkuvana taustaprosessina.
Tosiaikaista tietovarastoa tarvitaan silloin, kun halutaan tehokkaasti lukea ajanta-
saista, korkeimmat laatukriteerit ta¨ytta¨va¨a¨ tietoa useammasta kuin yhdesta¨ la¨h-
deja¨rjestelma¨sta¨. Muissa tapauksissa tosiaikainen raportointi suoraan transaktion-
ka¨sittelyja¨rjestelmista¨, operatiivisista tietovarastoista tai EII-ja¨rjestelma¨sta¨ voi ol-
la ja¨rkevinta¨. Tosiaikaisen tietovarastoinnin suunnittelussa kriittisin parametri on
tietovaraston tiedoilta vaadittava enimma¨isviive operatiivisiin ja¨rjestelmiin na¨hden.
Tosiaikaisen tietovarastoinnin nykytila vaikuttaisi olevan, etta¨ lyhyilla¨ sekuntiluokan
viiveilla¨ riskit ovat suuria, mutta pidemmilla¨ minuuttiluokan viiveilla¨ on jo varaa op-
timismiin.
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