Intelligent, autonomous, shape-controllable structures based on Shape Memory Alloy materials have the potential to provide advanced aircraft and spacecraft systems with the ability to morph, or change their shape for the purpose of optimizing performance. An important aspect of this capability is control of the shape modifications themselves, which benefits from accurate models of the voltage/current-force/deformation relationships of the Shape Memory Alloy materials. These models are typically developed from a constitutive relation for the Shape Memory Alloy behavior which is then integrated into a structural model. The approach presented in the paper does not need a constitutive model, but uses Reinforcement Learning to directly learn an input-output mapping characterization in realtime. The control voltage outputs required to produce a certain shape change are determined using a simulated Shape Memory Alloy test rig, which is integrated with a Qlearning Reinforcement Learning software module. The goal of this research is to use this characterization to determine an optimal control policy when changing the shape of a Shape Memory Alloy to a specified length 
I. Introduction
To enhance the utility and performance of the next generation of air and space vehicles, it will be necessary to create advanced control systems which enable operation at more diverse and efficient flight conditions than are possible today. The main focus of the Texas Institute for Intelligent Bio-Nano Materials and Structures for Aerospace Vehicles 1 is to use a combination of biological and nano-technology to produce flight vehicles with this broader range of potential. The nano-technological aspect is employed to extract the valuable structural properties of nano-tubes. The biological aspect of this research studies the use of these materials in a structure that resembles or mimics the way in which a bird flies through the use of biochemical sensors and multifunctional proteins. By further mimicking the knowledge-based muscle control processes that living creatures use to fly, it becomes possible to increase the intelligence, agility, and adaptability of aerospace vehicles. Thus, in theory morphing control can be utilized to produce a reconfigurable aircraft capable of changing shape during flight.
The class of materials utilized as actuators in the dynamic aspect of this research are Shape Memory Alloys (SMA). These are metallic alloys that can fully recover from a plastically deformed shape change by the addition of a specified amount of heat. This Shape Memory Effect (SME) occurs as a result of a reverse phase transformation in the crystalline structure of the SMA between the phases martensite and austenite. 2, 3 Electricity can be used to induce a cycle of heating, cooling, and deformation in an SMA in order to execute a dynamic task. However, since most SMA actuators can only apply a tensile force onto a mechanism, and since most mechanisms necessitate cyclic motions in order to achieve an optimum state, an opposed force is required to complete the shape cycle. This opposed force can be in the form of stored potential energy (e.g. the effect of gravity created from an attached, hanging weight). 3 Using SMA actuators offers a number of advantages when compared to conventional actuators. The size and weight of the SMA is decreased, the force to weight ratio is drastically increased, the actuation system is more simple and noiseless, and the cooling method is not extremely difficult. The disadvantages to the SMA actuation system include the following: absolute percent strain of approximately five percent, low bandwidth, and difficult control models due to non-linear hysteresis and non-linear heat transfer. 3 Most past research has represented hysteresis through constitutive models based on parameters of the material or through models based on system identification. 4 These models all include assumptions that do not yield the exact model of SMA behavior. Madill and Wang, among others, analyzed the closed-loop stability of a position control experiment. [5] [6] [7] [8] [9] Also, Lagoudas et al. showed how to simplify the computationally intensive process of calculating a model under dynamic loading conditions. 4 To further simplify the computational process while maintaining the full SMA model, the technology of Reinforcement Learning (RL) can be used to solely learn the input-output behavior of SMA material. In this analysis, a black box modelling approach will be used to gain knowledge of the voltage/current and force/deformation parameters for the purpose of controlling SMA actuators.
In this research, control of the SMA shape change is governed by the methodology of Adaptive-Reinforcement Learning Control. A learning method is utilized because of the desire to skip the time, labor, and cost that is included in the usual mathematical modeling and computer simulation steps of structure research. While many methods of learning are based on supervision, in which knowledge is based on input-output data supplied by an external supervisor, this methodology attempts to learn the most favorable shape of the SMA actuator on its own, at each flight condition, in real-time. The basis for this result is learning from interaction.
To understand the way in which the Adaptive-Reinforcement Learning Control 10 learns from interaction, it is first necessary to comprehend the basics behind how Reinforcement Learning (RL) operates. The way in which the RL unit acts in response to a certain state of environment is called the policy (e.g. a stimulus-response association). The desirability of a certain type of behavior exhibited by a policy is quantified by a reward function, which defines the goal in the immediate problem by imparting a numerical reward for each possible choice of state. However, choices of action are not made based on reward functions, which are time independent, but on value functions. These specify long-term desirability by taking into account the states that prior experience demonstrated will probably follow. The goal of a value function is to maximize the total amount of reward that the agent will accumulate, over time, by finding an optimal state-value function. A Cost Function, which is a function of the shape and current environment, determines the proximity to this optimal value by calculating the difference between the current dimension and the optimal dimension. Thus, the goal of RL is to minimize the total amount of cost over the entire flight trajectory.
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II. Research Issues and Objectives
Reinforcement Learning is used here to address uncertainty in the plant model and the control policy. The model cannot be exactly defined because the process in which SMAs undergo a reverse phase transformation is not a thermodynamically reversible process. 3 This results in a highly nonlinear SME based on temperature hysteresis. The other unknown is the control policy, since the RL unit will be used in real-time when the operating condition may not be initially known. The use of Reinforcement Learning allows for controlling of the SMA based on the actual model as opposed to an approximated model. The behavior of the SMA that will be learned is the position control law as a function of voltage input. The objectives of the present research are to i) learn the hysteresis behavior; and ii) learn the optimal control policy for SMA actuation. This will be done by extending the testing of the RL unit beyond simulation by means of experimentation.
III. Numerical Simulation of SMA Behavior
Before testing the Reinforcement Learning Controller on the actual hardware, the performance is first tested on a mathematical model of SMA dynamic behavior. This analysis will provide a basis of comparison for the Reinforcement Learning Controller when used on the actual model. In order to replicate SMA behavior accurately the mathematical model should incorporate the following relationships:
A. Voltage-Temperature Relationship
In order to perform a dynamic task, the SMA must experience a cycle of heating, cooling, and deformation. The most common method of SMA actuation is resistive heating. The rate at which the temperature of the wire changes is a function of the heat produced in the wire by the electrical current, and the heat lost from the wire to the surrounding air. 12 Thus the differential equation governing the voltage-temperature relationship is
where ρ is the density of the wire material, c is the specific heat of the wire, V is the volume of the wire, T is the temperature of the wire, t is the time, V is the voltage input, R is the electrical resistance of the wire, h is the convective heat transfer coefficient, A is the surface area of the wire and T ∞ is the ambient temperature.
B. Temperature-Strain Relationship
The SME occurs due to a temperature and stress dependent shift in the crystalline structure of the material between the phases martensite and austenite. The change that occurs within a SMAs crystalline structure results in temperature hysteresis due to energy dissipation from internal friction and the creation of structural defects. 3 This temperature hysteresis translates directly into hysteresis in the temperature-strain relationship. The hysteresis behavior makes it challenging to develop modeling and control schemes for a SMA actuator.
In this paper a hysteresis model based on the hyperbolic tangent function has been developed. Note that this model is not used to design control laws, but just to simulate the hysteresis behavior to test the Reinforcement Learning algorithm. Unlike the voltage-temperature relationship, the temperature-strain relationship is static and not governed by a differential equation. The temperature-strain relationship shows the presence of a major hysteresis loop. Minor hysteresis loops are seen if the direction of the change in temperature is reversed in between the minimum and mamimum temperatures (T l and T r respectively), spanned by the major hysteresis loop. This behavior will be explained in detail during the modeling of the respective hysteresis loops.
Modelling the Major Hysteresis Loop
The major hysteresis loop is modeled as a combination of two hyperbolic functions M r and M l . The system follows M r when the temperature increases and follows M l when the temperature is lowered. 
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Modelling the Minor Hysteresis Loops
It is assumed that the minor hysteresis loops follow similar shapes as the major hysteresis loop. Also all the minor loops converge with the major loop lines beyond the temperatures T l and T r . The minor loops are modeled with similar equations as the major loops, but with a different height constant h. 
where h is calculated by considering that the current state is the intersection of the previous curve and the current minor loop
and h prev is the height parameter for the previous curve. Similarly for a lowering minor loop the equation is
and h is calculated as
An SMA mathematical model is generated by assigning representative values to the constants. Fig.1(a) shows the response of the mathematical SMA model to a sinusoidal voltage input and Fig.1(b) shows the resulting major and minor hysteresis loops. Thus the SMA behavior is imitated by the numerical simulation with sufficient accuracy. The numerical simulation serves as a good test bed to test the performance of the Reinforcement Learning Control Algorithm before implementing it on the actual hardware. American Institute of Aeronautics and Astronautics
IV. Reinforcement Learning
The thermodynamic relations were used to determine that the states needed in the Reinforcement Learning module were to be the temperature and the strain of the SMA wire. All other parameters can be related to these two variables. The action chosen is the desired temperature that will attain the goal state, which is the desired position (or strain) . The action will then be used to compute an incremental change in voltage, which will be in the range of 0.00 -5.00 Volts. The objective is to use the actions to extend or contract the SMA wire to certain lengths, prescribed by a function of time. Rewards used to update the control policy are the following: 1 for moving to the goal state (at time t), 0 for moving to any other permissible states, and -1 for moving to any impermissible states.
By using a Q-learning algorithm, the program learns to use the most precise voltage needed to attain temperature and strain states with the least error possible. The control policy is defined as:
Where s and a are the state and action, respectively, of the previous time step k, and s' and a' are the state and action that occur at step k+1. The control policy Q that will be updated is a function of the previous state (s) and the previous action (a), α is a parameter based on the number of times of confronting this particular state s, r k+1 (s',a') is the reward for the state and action that are confronted after state s, and γ is a step-size parameter. Using this analysis, it is possible to learn the position control law with voltage as the input.
V. Numerical Results
A. Hysteresis Model
A hyperbolic tangent model is used in this paper to model the temperature-strain behavior of a one-dimensional Ni-Ti SMA wire. Fig.2 shows a comparison of the true Ni-Ti SMA hysteresis behavior and the result when employing the hyberbolic tangent model. The data for the experimental SMA specimen evaluated through the direct application of current to a Ni-Ti wire. The current was increased until the upper limit hysteresis temperature was achieved, and then the current was decreased until the initial length was attained. The hyperbolic tangent model employs the constants ρ , c, R, h, and A that correspond with the experimental SMA specimen to ensure a similar voltage-temperature relationship between the two cases. The constants used for the temperature-strain relation, notably H, ct l , ct r , a, s and cs, are manually tuned to represent any range of hysteresis loops that can exist in SMA behavior. Notice that Fig.2 only shows the major hysteresis loop of the SMA wire for both cases, but based on the known dependence of minor loops on the major loop and the percent composition of each crystalline phase (which can be determined from the strain and the upper limit hysteresis temperature), the minor loops are also approximately known. This analysis indicates that the hyperbolic tangent SMA model can be used to accurately approximate the temperature-strain relation of an experimental SMA wire. 
B. Learning Stage
When applying the RL controller to the hyperbolic tangent SMA model, the system initially experiences most of the possible actions at each state, regardless of the outcome. As time progresses, the controller reduces the amount of actions that are commanded based on learning and exploits the knowledge it has obtained. The time that this learning through interaction encompasses is a function of the size of the control policy, ( , ) k Q s a . Thus, as the temperature-strain mesh is made more discrete, the number of states and actions increases, and the required learning time increases. Fig. 3 displays the resulting hysteresis loops for a control policy composed of strain ranges of 0.3% and temperature ranges of 10 o Celsius when the desired strain rate is 1% (with acceptable range of ±0.5%). After 1000 actions are commanded by the RL controller, the system learned much of the SMA voltage-position behavior. The numerical simulation is then expanded for a more discretized temperature-strain mesh composed of strain ranges of 0.1% and a new desired strain rate of 3% (with acceptable range ±0.1%). 
C. Post-Learning Stage
As the RL controller continues to learn from experience, the goal state is encountered more often and the controller is able to characterize the voltage-position SMA relationship. Fig. 5 displays time histories for the same system as above with the desired strain of 3% for actions 3350-3500. The maximum strain error associated with this learned set is 0.001 for all actions that are not experiencing unexplored states (which correlate with the spikes in the graph). The RL controller learns to use the optimal action (which corresponds to reaching the goal state) 86% of the time (Fig. 6 ) Notice that the RL controller can never attain 100% optimality due to the fact that continuous learning will always result in experiencing with some percentage of unknown state-action sets. 
VI. Hardware-In-The-Loop Bench Test
To test the RL module when applied to the actual SMA model behavior, this research will next be extended to incorporate a position control experiment. Voltages are applied to an SMA to alter its length to certain required position states (with the aid of a spring with k = 25.06 lb/in used as the required opposing force to the SMA).
As seen in Fig. 7 , the RL controller provides a voltage input command to a power supply through LabView, a graphical development software used to test, measure, and control systems. The voltage input command is an increase or decrease in the current voltage in the range of 0.00 -1.00 Volts. A Linear Voltage Differential Transformer acts as a sensor that is used to calculate the position and strain of the SMA wire, and a thermocouple measures the wire's temperature, thus providing the current state of the system. This data is then received by the RL unit. Then, the RL unit uses this data to update a control policy and provide the next command, or action, to attempt to attain the next desired state. The voltage is applied, the sensor determines the actual position attained, and then the RL unit updates once again. Thus, after many experiments, it is possible to observe the way in which the system learns to control the voltage input to produce a certain position output. The required state is then altered to include multiple states with time dependency; thus, a time history can then be determined that displays the output of the RL unit as it confronts states in real time.
The main task is then to observe the amount of data needed for the RL unit to converge to the optimal state-value function to minimize the Cost Function. Though the required states are altered throughout the experiment, the exact model, which consists of a Nickel-Titanium SMA wire, is kept constant so that the RL unit learns based on a single unknown mode. Nickel-Titanium SMA wire proves to be one of the most beneficial SMA alloys for this research due to high ductility, increased recovery motion, high corrosion resistance, stable transformation temperatures, and successful shape recovery with the use of electricity. The test bed, as seen in Fig. 8 , is a plexiglass water bed with grips holding the SMA wire, Kevlar cable attaching the grips to an eye-bolt on one side and a spring on the other side, and a platform keeping the Linear Voltage Differential Transformer at a prescribed height. A water motor routes water through a chiller before it enters the water bed. Since the typical SMA expansion time at room temperature can span minutes, and since a real time application of SMA technology in morphing wings requires limited time, it is necessary to have chilled water flow over the SMA wire to decrease the time it takes to attain the martensite phase. Thus a chiller was built by placing an IBC-4 R-type probe inside a heating circulator bath that pumps the water at a constant rate into the water bed. This process leads to a decrease of water temperature to approximately seven degrees Celsius.
VII. Conclusions and Future Work
Characterization and control of shape memory alloy materials are two crucial aspects towards the realization of a practical morphing capability for air and space vehicles. The research presented in this paper developed a numerical method to characterize a Shape Memory Alloy material, and constructed an optimal control policy for changing the current length to a specified length. The approach does not need a constitutive model, but used Reinforcement Learning to directly learn an input-output mapping characterization in real-time. The control voltage outputs required to produce a certain shape change were determined using a simulated Shape Memory Alloy test rig, which was integrated with a Q-learning software module. The hysteresis effect common to Shape Memory Alloy materials was modeled using a hyperbolic tangent function.
Results presented in the paper show that the Reinforcement Learning method used here can directly learn an input-output mapping characterization of a shape memory alloy material, attaining a 86% optimization in controlling the expansion and contraction of a Shape Memory Alloy to a particular position within a 0.1% strain range and a maximum strain error of 0.001 within the explored states. Based on these results, it is concluded that both the voltage-temperature relationship and the temperature-strain relationship, when employing the hyperbolic tangent model, does adequately approximate the characteristics of an experimental Shape Memory Alloy.
Further work will add a third dimension in the Q-learning algorithm to provide multiple goal states (positions) as a function of time. Additionally, the scope of this research is being extended from a Shape Memory Alloy wire (one spatial dimension displacements) to Shape Memory Alloy surfaces (two and three-dimensional displacements). Finally, an experimental setup is being refined to extend the testing of the Reinforcement Learning from the hyperbolic tangent model to an experimental Ni-Ti Shape Memory Alloy specimen.
