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ABSTRACT
We develop and apply the curvelet transform to remove background noise and to classify
waveform features for dense spatial seismic array data. The thresholds for noise reduction are
determined by analyzing the characteristic statistics of noise coefficient magnitudes through the
empirical cumulative distribution function (ECDF) method within a pre-event time window.
Results using a dataset from an experimental array deployed in southeastern Ohio show that
background noise can be significantly removed by soft thresholding in the spatial domain. This
works well for high frequency signals and complements time domain wavelet methods.
The application of the curvelet transform to the Long Beach array dataset yields a
successful wave partitioning of teleseismic and local scattered wavefields in the curvelet domain
with improved SNR. Results show large scale occurrence of P-to-Rayleigh wave conversions in
the basin. We observe a radially propagating Rayleigh wave arising from the Signal Hill popup
structure at a velocity of 1km/s. Another set of P-to-Rayleigh wave conversions is generated
along the Newport-Inglewood fault zone (NIFZ), manifest by a group of planar Rayleigh waves
propagating away from the NIFZ at a phase velocity of 0.7-0.9km/s.
The mechanism of P-to-Rayleigh wave conversions is investigated using 3D finite
difference solutions for the wave equation to infer the effect of topography of Signal Hill on the
wave conversions and derive high-resolution information on fault zone (FZ) structures along the
NIFZ. We find low velocity material above sea-level, with 60% reduction in Vp and 60%
reduction in Vs in the popup structure. The NIFZ is best modeled by low velocity zone (LVZ)
above a depth of 500m, with a width of ~100-120m, with a ~15% reduction in Vp and ~15%
reduction in Vs compared to the surrounding sedimentary rocks. The investigation of body-to-
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surface wave conversions in Long Beach provides new insights into the structural complexity in
the LA basin and helps reveal geological structure of the NIFZ.
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Chapter 1

Introduction

Datasets from dense arrays contain detailed information on seismic wave propagation
characteristics and composition (Capon, 1973; Rost and Thomas, 2002; Langston, 1994, 2003a,
2003b, 2007a, 2007b). Even a short duration time window from a seismogram can include
several overlapping waves. In addition, seismic records are often contaminated by unwanted
noise. How to discriminate different interfering phases from the noise remains a significant
problem in array seismology towards using the different seismic waves in structure or source
parameter studies. Most conventional waveform techniques applied to array datasets often have
limitations in identifying and classifying wave attributes (e.g., horizontal slowness) for phases of
interest. For instance, the beam-forming method loses information due to waveform averaging
(Rost and Thomas, 2002). Frequency–wave number (f-k) analysis shows some success in
separating several phases but does not suppress the aliasing energy of surface wave or low
frequency noise well (Wang et al., 2016) and the Wave Gradiometry (WG) method fails in
extracting wave slowness and geometrical spreading information when an interference of
multiple waves is involved within the analysis time window (Langston, 2007a, 2007b).
This dissertation presents a new method of using curvelets to improve SNR and to
classify waveform features for data recorded by dense spatial arrays. Curvelet analysis, a spacebased transformation method, relies on spatial properties of the wave pattern that can only be
deduced by recording the wavefield over a dense grid (Candès and Donoho, 2000; Candès and
Demanet, 2003, 2005; Candès et al. 2006). Implementation of the curvelet transform can give a
multi-scale and multi-directional view of wave propagation (Figure 1.1) and it provides a
comprehensive way to remove the background noise and clarify seismogram composition when
interpreting dense array datasets. After identifying and classifying different seismic phases
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through application of the curvelet method, synthetic seismograms generated via wave number
integration or other methods can be used to model waveforms and develop velocity structure
models. The development and application of curvelet techniques as proposed in this dissertation
aims to improve signal detection, seismogram composition studies, and velocity structure
modelling analysis.
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Figure 1.1: Synthetic seismic data in the t-x domain (a), in the f-k domain (b) and in the curvelet
domain (c). Taken from Naghizadeh and Sacchi, (2010).

The curvelet analysis, firstly introduced in mathematics and information science, is
developed from wavelets and under the concept of providing a multiscale/multiresolution view to
navigate through large datasets, to remove noise from signals and images, and to identify crucial
transient features in such datasets in a more convenient way (Candès et al, 2006). Conceptually,
the curvelet transform is a multiscale pyramid with many directions and positions at each length
scale, and needle-shaped elements at fine scales (Candès et al, 2006).
The definition of the continuous curvelet transform is as follows: In the two-dimensional
space 𝑅/ , define the spatial variable 𝑥 = (𝑥2 , 𝑥/ ) and its counterpart 𝑤 = (𝑤2 , 𝑤/ ) in the
2

frequency domain or alternatively in polar coordinates 𝑟 = 5𝑤2/ + 𝑤// and 𝜃 = arctan (𝑤/ /𝑤2 ).
A pair of smooth, non-negative and real-valued window functions 𝑊(𝑟) and 𝑉(𝑡), named the
"radial window" and "angular window" are introduced to construct curvelets. Both obey:

MN

3 2
B 𝑊 / C2D ∙ 𝑟F = 1, 𝑟 ∈ I , L ,
4 3

(1.1)

DOPN

MN

1 1
B 𝑉 / (𝑡 − 𝑙) = 1, 𝑡 ∈ I− , L ,
2 2

(1.2)

SOPN

For 𝑗 ≥ 𝑗U , the polar wedge 𝑈D in the frequency domain is defined by:

𝑈D (𝑟, 𝜃) = 2PWD⁄X 𝑊C−2D 𝑟F𝑉C2P[D⁄/] 𝜃 ⁄2𝜋F,

(1.3)

The waveform 𝜑D (𝑥) is defined by its Fourier transform 𝜑
_(𝑤)
= 𝑈D (𝑤), where 𝑈D (𝑤) is
^
defined in the polar coordinate system by equation (1.3). All the curvelets at scale 2PD are
obtained by rotations and translations of 𝜑D . Given the equispaced sequence of rotation angles
𝜃S = 2𝜋 ∙ 2P[D⁄/] ∙ 𝑙, with 𝑙 = 0,1, … 2[D ⁄/] , so 0 ≤ 𝜃S ≤ 2𝜋 and the sequence of translation
parameters 𝑘 = (𝑘2 , 𝑘/ ) ∈ 𝑍 / . Note the spacing between angles is scale-dependent. Let 𝑏 denote
C𝑘2 ∙ 2PD , 𝑘/ ∙ 2PD⁄/ F. Then the curvelets at scale 2PD , orientation 𝜃S , and position 𝑏 can be
defined by:

(D,S)

𝜑D,S,e (𝑥) = 𝜑D f𝑅gh i𝑥 − 𝑥e
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jk = 𝜑D C𝑅gh 𝑥 − 𝑏F,

(1.4)

𝑐𝑜𝑠𝜃S
where 𝑅gh is the rotation by 𝜃S radians, 𝑅gh = l
−𝑠𝑖𝑛𝜃S

𝑠𝑖𝑛𝜃S
q.
𝑐𝑜𝑠𝜃S

The curvelet family forms a tight frame. Expanding a function 𝑓 ∈ 𝐿/ (𝑅/ ) as a series of
curvelets:

𝑓 = B〈𝑓, 𝜑D,S,e 〉𝜑D,S,e

(1.5)

D,S,e

where 𝐶D,S,e denotes the curvelet coefficient or scalar product:

𝐶D,S,e = 〈𝑓, 𝜑D,S,e 〉 = x 𝑓(𝑥) ∙ yyyyyyyyyy
𝜑^,S,e (𝑥)𝑑𝑥

(1.6)

Benefitted from its mathematical construction, curvelet possesses very high directional
sensitivity and spatial anisotropy of seismic wavefields compared to conventional wavelet
methods, and they have already been widely used in seismic data processing (e.g., Lin and
Herrmann, 2007; Herrmann et al., 2008).
Most of current seismic denoising methods in array seismology mainly focus on utilizing
Fourier-based or wavelet transforms to facilitate the noise reduction by taking advantage of the
sparse representation of array data (e.g., Herrmann et al., 2008; Tang and Ma, 2010; Langston
and Mostafa, 2019). Curvelets outperform traditional techniques with their property of capturing
data “curvature” (Candès and Demanet, 2005) in the space domain with a sparser representation
of wavefronts (Candès and Demanet, 2003). In Chapter 2, we characterize the localization
feature of noise and signal by curvelets and present significant advances in noise reduction using
4

an industry experimental array dataset. Taking advantage of the dense spatial sampling of the
seismic array, a high resolution denoised wavefield can be achieved after thresholding the noise
in the curvelet domain. The main purpose of Chapter 2 is to present a relatively convenient way
to manipulate seismic data from a dense 2D array using nonlinear thresholding for noise
reduction. The quality of seismic denoising by curvelets is assigned through a comparison with
the denoised results from a wavelet analysis (Langston and Mousavi, 2019).
Seismograms recorded by the Long Beach array in southern California display the coda
of teleseismic P waves from a large earthquake that occurred in the Fiji islands (Lin et al., 2013).
Coda from the conversion of P waves to Rayleigh waves is seen to occur with local scatterers
from the Signal Hill popup structure between strands of the Newport-Inglewood Fault Zone
(NIFZ) (Figure 1.2). Benefited by dense 2D coverage of stations, the curvelet transform holds
great promise in allowing the separation of the local scattered Rayleigh wavefield from the
incident teleseismic P wave wavefield. Chapter 3 highlights our efforts in improving event
detection and extracting locally scattered Rayleigh waves from teleseismic P waves using
curvelets on the Long Beach array dataset. Two kinds of scattered Rayleigh wavefields are
observed from the decomposition. One is a local Raleigh wave arising from the Signal Hill
structural pop-up at a velocity of 1 km/s with circular wavefronts; the other is a group of Raleigh
waves having linear wavefronts and propagating from strands of the NIFZ with a velocity of 0.70.9 km/s. Both scattered wavefields are seen to be P-to-Raleigh wave conversions from structural
heterogeneity. The processed signals are used in Chapter 4 to develop velocity models which
help knowledge of seismic wave propagation in Long Beach.
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Figure 1.2: (a) The wavefield at the Long Beach array for M6.5 Fiji earthquake. The Signal Hill
scattered wave is outlined by a red dashed circle. The waveform amplitude on each station is
denoted by a dot with different color. (b) A comparison of seismograms from the stations close
to Signal Hill (black lines) and a typical seismogram only including teleseismic P wave (magenta
line). A blue arrow indicates the minor differences in coda wave amplitudes and P waveform
shape caused by the local scattering.

Analysis of the Long Beach array datasets using curvelets in Chapter 3 reveals largescale local P-to-Rayleigh wave conversions occurring in the Los Angeles (LA) Basin. Our
observations indicate that seismic waves can be significantly scattered by the heterogeneity
within the basin. Previous receiver function studies show some of the difficulties in describing
the LA basin in terms of simple plane-layered structures (Langston and Hammer, 2001) (Figure
1.3a). A recent passive ambient noise tomography study conducted in Long Beach argues for a
fast velocity anomaly found beneath the NIFZ related to the damage zone (Lin et al., 2013)
(Figure 1.3b). Separating the scattered surface waves from the teleseismic wavefield using
curvelets provides an unprecedented opportunity to investigate the mechanism of P-to-Rg wave
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conversions in a basin setting. Chapter 4 presents a detailed discussion of the effect of
topography of the free surface on the wave conversions and probes high-resolution imaging on
fault zone (FZ) structure along the NIFZ by seismic waveform forward modelling. The clear
signatures of the damage zones of the NIFZ help us to better understand the wave propagation
complexities in the LA Basin and fault structure.
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Figure 1.3: (a) The location of TERRAScope stations in southern California (top) and computed
three-component receiver functions using plane-layered Earth model at the station USC within
the LA Basin (bottom). Note that the vertical component has coda as large as the horizontal
components (Taken from Langston and Hammer, 2001). (b) Inverted S-wave velocity model at
650m depth from ambient noise tomography analysis. Black lines represent the NewportInglewood faults in Long Beach (Taken from Lin et al., 2003).
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Chapter 2

2.1

Denoising of Dense Spatial Array Data Using the Curvelet Transform

Introduction
Seismic arrays are attaining denser spatial sampling as new array configurations are

proposed and seismometers improved (Mykkeltveit et al., 1983). High spatial density datasets
with a tens to hundreds of meters interstation distance offer unprecedented opportunities for
advancing Earth structure imaging and source physics studies. For example, Huang (2001)
monitored the rupture propagation of the Mw 7.7 Chi-Chi, Taiwan earthquake by analyzing
stacked seismic waveforms from dense array observations. The newly-defined array consists of
52 stations and covers 30 by 10 square kilometers. Ben-Zion et al. (2015) imaged subsurface
structure within the San Jacinto fault zone in southern California from a spatially dense Nodal
array, which is composed of 1100 sensors in ~ 600m by 600m configuration. Inbal et al. (2016)
placed seismicity identified by two dense arrays deployed over Long Beach, California,
including the 5200-seismometer 7km-by-10km Long Beach Array and the 2600-sensor 5km-by5km Rosecrans Array to a localized zone embedded in the upper mantle. As with any data,
however, seismic datasets acquired from dense array deployments are subject to contamination
by unwanted noise, usually incoherent and random caused by ocean surf, wind, local traffic, or
imbalance of geophone responses among other natural and cultural sources (Yilmaz 2001;
Stutzmann et al., 2012; Behm et al., 2014). Distinguishing a desired signal from the raw noisy
dataset remains a key problem in array seismology.
Many techniques have been developed to reduce noise levels that employ Fourier-based
transforms by taking advantage of sparse representations of the data through the linear
transformations of cross-correlation and convolution. The power of these denoising techniques is
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obtained by reducing the information of the time series data through a transform, followed by
application of an amplitude threshold in the transform domain based on the differing distribution
of noise and signal coefficients in transform space. Then the denoised signal can be recovered
after performing the inverse transform (Tang and Ma, 2010; Langston and Mostafa, 2019). For
example, the 𝜏 − 𝑝 method based on the Radon transform suppresses noise and can allow the
identification of reflected phases (Benoliel et al., 1987). The wavelet transform utilizes different
wavelet functions to represent the time series data in compact form and can separate the noise
and signal power through the distribution of the wavelet coefficients (Grossmann et al., 1990;
Koornwinder, 1993). Ridgelet, contourlet and curvelet transforms are outgrowths of the wavelet
transform to form a multiscale/multiresolution representation of large datasets. They also offer
optimal representations of wavefields described by simple wave equations (Candès and Donoho,
1999; Candes and Demanet, 2003; Do and Vetterli, 2005). The Curvelet transform outperforms
wavelet transforms with its property of capturing data “curvature”, in space, due to its curve-like
construction. It also has the characteristic of faster-decay of coefficients near discontinuities
compared to wavelet, ridgelet and contourlet transforms (Candes and Demanet, 2005).
Benefitting from the optimal representation of wavefronts by curvelets, the curvelet transform
has been widely employed in seismic data analyses, such as data denoising (Herrmann et al.,
2008), wavefield reconstruction (Herrmann, and Hennenfent, 2008), and wave propagation
simulation (Sun et al, 2009).
The curvelet transform results in a two dimensional space-frequency mapping such that
dense spatial sampling improves resolution. We use the straightforward idea that noise and signal
from a dense 2D array can be separated in space using the curvelet transform. Unlike traditional
curvelet denoising procedures, which mostly focus on differing “continuity” of travel-time
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curves of seismic phases and background noise (Herrmann et al., 2008; Tang and Ma, 2010), we
treat the array data at discrete-time points by taking individual snapshots and manipulating the
curvelet transform. We assume that the background noise field is stationary but varies by sensor
location. Analysis of the curvelet coefficients over lag time is used to estimate the noise level
over the entire 2D space. Nonlinear thresholding is then employed to remove the noise power,
retrieving the desired signals.
In the following, we first investigate a statistical analysis of synthetic Gaussian noise
fields and real noise data via the curvelet transform to examine the plausibility of the Gaussian
noise assumption in seismic data. Based on the statistics of noise coefficient magnitude, the noise
threshold is estimated by fitting the data with empirical cumulative distribution functions
(ECDFs). The synthetic test validates the effectiveness of nonlinear thresholding by the ECDF
method for noise removal. Curvelet-based thresholding using the ECDF technique is eventually
applied to a practical dataset of two local quarry events recorded by an experimental industry
array deployed near Utica, Ohio. The denoising results illustrate that background noise can be
significantly suppressed by hard or soft thresholding in the curvelet domain.

2.2

Methodology
The seismic record 𝐷, including the seismic signal 𝑆 contaminated by background noise

𝑁, can be generally modeled by a function of time and space in two dimensions as

𝐷(𝑥⃗, 𝑡) = 𝑆(𝑥⃗, 𝑡) + 𝑁(𝑥⃗, 𝑡)
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(2.1)

where 𝑥⃗ denotes the position vector in 2-D space and 𝑡 represents time. A sparse representation
of the data in a chosen transform domain is desired for the purpose of signal denoising. We
employ the discrete curvelet transform here. In general, an arbitrary function 𝑓(𝑥⃗) can be
expanded as a tight-framed curvelet series by

𝑓(𝑥⃗) = B〈𝑓, 𝜑D,S,e 〉𝜑D,S,e = B 𝐶D,S,e ∙ 𝜑D,S,e
D,S,e

(2.2)

D,S,e

where 𝜑D,S,e denotes a curvelet function at a specific scale 𝑗, orientation 𝑙 and translation 𝑘 =
(𝑘2 , 𝑘/ ) ∈ 𝑍 / (Figure 2.1) and the corresponding curvelet coefficient 𝐶D,S,e is calculated through a
scalar product of function 𝑓(𝑥⃗) and the curvelet 𝜑D,S,e . The theory of the discrete curvelet
transform is given by Candes et al. (2006).

y

ωy

x

ωx

Figure 2.1: Three curvelets at different scale, direction and location are displayed both in the
spatial (left panel) and frequency domains (right panel). In the frequency domain, the curvelets
are localized in different wedge windows, which obey a parabolic scaling of length≈width2.
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We apply the curvelet transform in space so the seismic wavefield will be treated for each
snapshot in time. Since the curvelet transform is linear and Fourier-based, it obeys the
distributive law when converting the recorded wavefield to the curvelet domain. Therefore, a
curvelet transformation for the seismic signal at a specific time 𝑡 = 𝑡U has the following
relationship:

𝐶D,S,e ‚

where 𝐶D,S,e ‚

ƒ„

ƒ„

ƒ„

= 𝐶D,S,e … + 𝐶D,S,e †

ƒ„

(2.3)

= 〈𝐷(𝑥⃗, 𝑡U ), 𝜑D,S,e 〉 represents the curvelet coefficient of the whole wavefield

recorded at time 𝑡U , and that 𝐶D,S,e …

ƒ„

= 〈𝑆(𝑥⃗, 𝑡U ), 𝜑D,S,e 〉 and 𝐶D,S,e †

ƒ„

= 〈𝑁(𝑥⃗, 𝑡U ), 𝜑D,S,e 〉 are the

curvelet coefficients of the seismic wave and background noise, respectively. Note that the
curvelet coefficient varies over (𝑗, 𝑙, 𝑘). Taking all the curvelet coefficients of seismic record 𝐷,
ƒˆ

ƒˆ

signal 𝑆 and noise 𝑁 in their chronological order gives the time sequence {𝐶D,S,e ‚ }, {𝐶D,S,e … }
ƒˆ

and {𝐶D,S,e † } for each (𝑗, 𝑙, 𝑘) group, in which 𝑡& denotes the time sample for index 𝑛.
ƒˆ

Eliminating the {𝐶D,S,e † } groups is the key problem for retrieving the signal 𝑆(𝑥⃗, 𝑡) from
the observation record 𝐷(𝑥⃗, 𝑡). We adopt a widely used approach termed as “thresholding” to
suppress the noise level. The effectiveness of seismic denoising by curvelet thresholding has
been demonstrated by previous studies (e.g., Candes et al., 2006; Ma and Plonka, 2010;
Naghizadeh and Sacchi, 2010). The basic idea is to extract the signal-related curvelet coefficients
ƒˆ

by removing an estimate of the noise-affiliated coefficients from the entire sequence {𝐶D,S,e ‚ }.
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A threshold function T(∙) is determined in the curvelet domain by measuring the absolute value
ƒˆ

of the noise-related coefficients {𝐶D,S,e † } (for all 𝑡& < 𝑡 ∗ , where 𝑡 ∗ represents the signal arrival
time) at each scale, direction and location within a pre-event window. Then, the noise-free
ƒˆ

coefficients {𝐶D,S,e … } can be obtained after applying the threshold. Among various thresholding
denoising procedures, hard thresholding and soft thresholding have been suggested to handle
nonlinear and sparse systems (Donoho and Johnstone, 1995; Li et al., 2012) in an explicit and
ƒˆ

effective way. Hard thresholding is performed by keeping all elements in the sequence {𝐶D,S,e ‚ }
if they are greater than a given threshold 𝛽D,S,e or otherwise setting them to zero. Explicitly, hard
thresholding is given by

‚
𝐶ŒD,S,e

ƒˆ

= T i𝐶D,S,e

‚ ƒˆ

Ž••‘

j

=’

𝐶D,S,e ‚

ƒˆ

ƒˆ

𝑖𝑓 “𝐶D,S,e ‚ “ ≥ 𝛽D,S,e ,

0

𝑂𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

(2.4)

The threshold 𝛽D,S,e is determined individually at each scale, orientation and location in the
curvelet domain. Alternatively, a smoother operation, “soft thresholding”, can be done by
shrinking all coefficients by the inferred noise level 𝛽D,S,e if they are greater than the given
threshold and others erased to zero (Weaver et al., 1991). This is given by

𝐶ŒD,S,e

‚ ƒˆ

= T i𝐶D,S,e

‚ ƒˆ

j

—˜™š

ƒˆ

ƒˆ

ƒˆ

𝑠𝑖𝑔𝑛 i𝐶D,S,e ‚ j i“𝐶D,S,e ‚ “ − 𝛽D,S,e j 𝑖𝑓 “𝐶D,S,e ‚ “ ≥ 𝛽D,S,e , (2.5)
=’
0

𝑂𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

in which
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𝑠𝑖𝑔𝑛 i𝐶D,S,e

‚ ƒˆ

j=

𝐶D,S,e ‚

ƒˆ
ƒˆ

“𝐶D,S,e ‚ “

(2.6)

Compared to hard thresholding, soft thresholding yields signal estimates with fewer noise
artefacts since remaining noise after thresholding is significantly reduced by the coefficient
shrinkage (Chang et al. 2000). However, a different choice of threshold function 𝛽D,S,e will
directly affect the denoising resolution. An analysis of the statistical properties of the time
sequence of noise coefficients is necessary for obtaining a denoised signal with high fidelity. In
general, the 2-D noise field 𝑁(𝑥⃗, 𝑡U ) recorded on a seismic array at a specific time 𝑡U is described
as a superposition of uncorrelated plane waves propagating from all azimuths and distances
(Harmon et al., 2010). The noise sources are assumed to be randomly distributed in space and
superimposed over most frequency bands, which means there is no specific propagation direction
or dominant wavelength of noise fields in the curvelet domain. In other words, no significant
curvelet coefficients can be observed within the whole pre-event time window. However, the
noise recorded by the array may vary between each station. The time series of background noise
𝑁(𝑥⃗, 𝑡) at each station is generally interpreted as stationary and Gaussian, the assumption of
which is widely accepted by geophysicists in data analysis (e.g., White 1988; Bendat and Piersol,
2011; Zhong et al., 2015). Nevertheless, the thresholds 𝛽D,S,e are determined by taking the
absolute value of the curvelet coefficients, which could alter the statistical distribution pattern of
the noise (Langston and Mousavi, 2019). Although the denoising procedure is performed for a
3D curvelet matrix by thresholding each (𝑗, 𝑙, 𝑘) group per snapshot, a concatenation operation
can help understand how it works. To have a clear and straightforward view of the distribution of
curvelet coefficients over time, we flatten the 3D curvelet matrix into a 1D array by picking up

14

all the curvelet coefficients at each scale and each direction assigned to a certain position in
space (or a station) at each time point, and re-arranging them by different time and (𝑗, 𝑙) group,
to eventually obtain a scalogram (Figure 2.2).There is no need to scan over the translation
parameter 𝑘 for the scalogram plot since for a fixed scale and a fixed direction, the wavefield
information at a certain station is mostly enclosed by the curvelet closest to the position.

Wavefield Amplitude

l=1
k (1,1)=(k1(1,1), k2(1,1) )
j=1
k2
k1

y

l=2

j=2
x

Curvelet Parameter Index

(j=1, l=1; k (1,1))
(j=2, l=1; k (2,1))
(j=2, l=2; k (2,2))

j=finest

Lag time

Figure 2.2: The scheme for developing a scalogram from a 3D curvelet matrix. The station
chosen for finding the closest curvelets in each scale 𝑗 and direction 𝑙 is denoted by a red star in
the snapshot plot, and the corresponding curvelet coefficient assigned to the station in each group
is represented by a red square (right panel).

We compute the Kurtosis of the noise-related coefficients to clarify whether the absolute
value of curvelet coefficients with Gaussian noise follow a normal distribution. The Kurtosis,
defined as the fourth standardized moment, was introduced in statistics to determine if a
15

probability density function is Gaussian or not (Bickel and Doksum, 2015). For a N-sample data
series: 𝑧& = {𝑧2 , 𝑧/ , … , 𝑧† } having a mean of 𝜇ž and standard deviation of 𝜎ž , the excess Kurtosis
(𝑘𝑢𝑟𝑡) is defined as

X
∑†
&O2(𝑧& − 𝜇ž )
𝑘𝑢𝑟𝑡 =
−3
𝑁 ∙ 𝜎ž X

(2.7)

since the Kurtosis of a normal distribution has the value of 3. A Kurtosis estimator 𝐸e¤•š based
on many samples can be applied to a practical dataset to obtain the value of “non-Gaussianity”
(Ravier and Amblard, 2001) given by:

𝐸e¤•š =

𝑘𝑢𝑟𝑡√1 − 𝑎
524⁄𝑁

(2.8)

where, 𝑎 stands for the level of confidence, a value of 90% is recommended by Ravier and
Amblard, (2001) and 𝑁 is the number of data samples. If the absolute value of the Kurtosis
estimator is no greater than 1 (i.e., |𝐸e¤•š | ≤ 1), the dataset is classified as Gaussian, otherwise
it’s non-Gaussian in the case of |𝐸e¤•š | > 1.
A 256 x 256 synthetic noise field was generated by constructing uncorrelated time series
of white noise at each point (Figure 2.3a). The white noise, having a 50sps sampling rate and 5s
duration is constructed using a normal distribution with zero mean and a unity standard deviation
(Figure 2.3b). The developed scalogram over time lag displays a random distribution of noise
coefficients in each curvelet parameter group (Figure 2.3c).
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Figure 2.3: (a) Snapshot in time t=1.0s for a 256x256 synthetic spatial noise field. (b) A
synthetic time series of white noise at the station (denoted by a black circle in a) having a 50sps
sampling rate and 5s duration is constructed using a normal distribution with zero mean and
unity standard deviation. (c) displays the scalogram of curvelet coefficient magnitude of the
noise at the station for each parameter group over the time lag. (d) The statistics of the absolute
value of curvelet coefficients for each parameter group of (c). Excess kurtosis having a values of
-1 and 1 are represented by black solid lines.

To investigate whether the absolute value of noise coefficients are Gaussian-distributed,
an estimate of the noise level in the curvelet domain is made by computing the Kurtosis of the
magnitude of noise coefficients. Figure 2.3d displays the non-Gaussianity of the absolute value
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of curvelet coefficients for the synthetic Gaussian noise at a specified location for all (𝑗, 𝑙, 𝑘)
groups through the Kurtosis test. The result shows that most noise coefficient magnitudes are
distinctly non-Gaussian distributed. In addition, a majority of the non-Gaussian coefficients are
positive. Generally, a positive kurtosis represents a heavy tail in the distribution (DeCarlo, 1997),
which implies that the data series shows poor concentration and cannot be easily bounded by a
threshold without significant outliers.
A simple way to calculate the threshold by assuming Gaussian statistics is given by

ƒˆ

ƒˆ

𝛽D,S,e = 𝑚𝑒𝑎𝑛(“𝐶D,S,e ‚ “) + 𝑐U ∙ 𝑠𝑡𝑑(“𝐶D,S,e ‚ “)

(2.9)

where, 𝑚𝑒𝑎𝑛(∙) represents the mean value and 𝑠𝑡𝑑(∙) denotes the standard deviation of the
ƒˆ

magnitude of curvelet coefficients {“𝐶D,S,e ‚ “} for a specific (𝑗, 𝑙, 𝑘) group. A positive constant
𝑐U is used to control the confidence level of the threshold. For example, the signal with a 99.7%
confidence level is retrieved by taking a choice of 𝑐U = 3 in the Gaussian case (Starck et al.,
2010). Donoho and Johnstone (1994) suggest a more flexible and data-dependent criterion called
the “universal” threshold which is given as:

𝑐U = 52𝑙𝑜𝑔2U 𝑁

(2.10)

where 𝑁 is the number of data samples. Normally, 𝑐U obtained from the universal threshold
relationship exceeds a value of 3 when 𝑁 is big enough.
However, the kurtosis test for synthetic Gaussian noise reveals a distinct non-Gaussian
behavior of the coefficient magnitudes (Figure 2.3d), which implies a more careful criteria
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should be adopted to estimate the threshold. A proper approach to analyze the noise power is
utilizing the empirical cumulative distribution function (ECDF) of the observed data. The ECDF
is calculated by sorting the N-sample magnitude of coefficients in ascending order and the
corresponding CDF counts from 0 to 1 with an increment of 1/N. Based on the empirical
estimation of the noise coefficients in the time domain at each (𝑗, 𝑙, 𝑘) group, the threshold
function 𝛽D,S,e is decided by taking the value of where the ECDF is at a certain confidence level.
Langston and Mousavi (2019) suggest that there is no need to assume a particular noise
distribution, such as a normal distribution, but let the data choose the correct path. We adopt a
similar formula to obtain the threshold 𝛽D,S,e , as

𝛽D,S,e = ECDF P2 C𝑃D,S,e = 0.99F

(2.11)

in which, ECDF P2 is the inverse CDF, or quantile function, of curvelet coefficients and 𝑃D,S,e
denotes the probability for the (𝑗, 𝑙, 𝑘) group. Once the time-independent threshold is estimated
from a noise window, they are applied to the curvelet matrix at each time point.
A real seismic dataset from a dense nodal array deployed in Ohio during August 2013 is
used to demonstrate the plausibility of the ECDF method. A detailed description of the nodal
array is given in the following section. Figure 2.4a displays a seismogram and corresponding
curvelet scalogram of the magnitude of curvelet coefficients over the entire time at one station.
The values in groups having a same scale 𝑗 but different 𝑙 and 𝑘 are normalized by the maximum
in this scale. Obviously curvelet coefficients are greater during the signal window compared to
the noise window. The signal-related coefficients in some curvelet parameter groups are greater
than others within a same scale 𝑗 because the direction given in these scales overlap with the
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propagation direction of seismic waves as determined by the entire array. The absolute value of
the noise-related coefficients within the first 30s noise window show non-gaussian statistics from
the Kurtosis test (Figure 2.4b). A comparison of thresholds determined by the ECDF method and
Gaussian assumption is displayed in Figure 2.4c. Note that the magnitude of noise coefficients in
coarser scales overwhelm those in finer scales since a coefficient at coarser scale reflects the
space occupation of a curvelet with larger wavelength. There are major differences between the
thresholds given from an inverse ECDF and Gaussian statistics. The thresholds obtained from the
ECDF method are generally greater than those from the Gaussian assumption, and are more
evident at coarser (lower) scales (Figure 2.4c), suggesting that a better estimation of thresholds
can be achieved via the ECDF approach. Figure 2.4d shows the computed ECDF and resulting
time-independent threshold at one curvelet parameter group from the first 30s noise time
window.
Once the threshold 𝛽D,S,e is estimated individually at each scale, orientation and location
in the curvelet domain via the ECDF method, a hard or soft thresholding procedure can be
performed to denoise the raw data through equation (2.4) and equation (2.5). The remaining
‚
curvelet coefficients, 𝐶ŒD,S,e

ƒˆ

, are assigned to the seismic signal and then the desired signal

𝑆± can be retrieved by applying an inverse curvelet transform:

‚
𝑆Œ(𝑥⃗, 𝑡& ) = B 𝐶ŒD,S,e

ƒˆ

∙ 𝜑D,S,e

(2.12)

D,S,e

‚
Moreover, by extracting the signal coefficients 𝐶ŒD,S,e

ƒˆ

but keeping only the noise coefficients,

the proposed denoising technique can be reversed for data de-signaling. The partitioning noise
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from a continuous seismic record can be used for ambient-noise analysis (e.g., Bensen et al.,
2007).
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Figure 2.4: (a) displays the seismogram and corresponding scalogram of the curvelet coefficient
magnitude in each parameter group over the entire time at one station. (b) displays the statistics
of the absolute value of the curvelet coefficients for the noise within a time window for the first
30s. Excess kurtosis for values of -1 and 1 are represented by black solid lines. A black arrow
points out a strongly non-Gaussian noise group. (c) Comparison of the mean magnitude of the
noise group in (b) with two different thresholding functions calculated from the ECDF method
and Gaussian assumption. (d) displays the ECDF of the noise coefficients computed from the 30s
time window for one group with a non-Gaussianty of 12.57. The threshold 𝛽 is determined with
an ECDF value of 0.99.

21

2.3

Synthetic Test
We compute synthetic seismograms recorded by a dense square array, composed of 32 by

32 stations with an interstation distance of 200 m. A frequency-wavenumber integration method
(Zhu and Rivera, 2002) is used to calculate seismograms having a 50sps sampling rate at each
station. A 1D background velocity model for Southern California, extracted from the SCEC
CVM-H model (Lin et al., 2007; Plesch et al., 2007) is used as the crustal model and the
attenuation models (Qp and Qs) are modified from the work of Hauksson and Shearer, (2006)
(See Table 2.1). Two events at a depth of 10km are generated during the simulation, one is an
explosion event and the other utilizes a double couple point source. Source distances are 80 km
away from center of the virtual array at an azimuth of 90 degrees from the source. The real
seismic noise is taken from a dense array deployed in Long Beach, California, that included over
2000 stations at an average spacing of 120 m (Lin et al., 2013) and added to the synthetic
seismograms with a SNR of 2.

Table 2.1: Synthetic Seismogram Velocity model
Thickness(km)
0.5
1
4
4
6
17.5
0

Vs(km/s)
0.80
2.88
3.17
3.63
3.70
3.93
4.50

Vp(km/s)
2.0
5.0
5.5
6.3
6.4
6.8
7.8

Density(g/cm3)
1.55
2.65
2.73
2.85
2.88
2.94
3.10

Qs
70
150
300
600
400
500
500

Qp
150
300
500
1200
800
1000
1000

We process the synthetic explosion and earthquake data with the same procedure. The
noise fields within a pre-signal window are chosen to measure the noise level in each curvelet
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parameter group after the curvelet transform. Thresholds are determined by the ECDF method.
Hard and soft thresholding methods are used to obtain the denoised signals at each station via the
inverse curvelet transform.
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Figure 2.5: Seismograms for synthetic (top), synthetic plus Long Beach array noise (2nd down) ,
denoised trace from hard thresholding (3rd down), and denoised trace from soft thresholding
(bottom) using the ECDF method from an explosion (a) and a double-couple point source (b)
recorded at the center array station.

The results of the two synthetic tests are shown in Figure 2.5. It’s clear that most of the
background noise is removed successfully by the nonlinear thresholding methods for both
synthetic events. The denoised signals are mainly compatible to the synthetics not only in arrival
time but also in waveform shape, which validates the effectiveness of the ECDF method. Soft
thresholding outperforms hard thresholding in noise reduction with an enhancement of SNR.
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There remains noise before the signal’s arrival both in the explosion and the earthquake event
from hard thresholding, but noise is erased thoroughly by soft thresholding. However, the
amplitude of some seismic phases are unexpectedly reduced by soft thresholding, especially for
P- and S-coda waves.
Different length noise windows were used to investigate the effect of time window length
in the thresholding step (Table 2.2). Noise can be compressed much more by using a longer
length noise window to estimate the threshold since the ECDFs are more precise with larger
amounts of noise samples. For example, using a 6s noise window for soft thresholding by the
ECDF method improves SNR from 2 to ~140. The synthetic test validates the efficiency of our
ECDF method in denoising the array data.

Table 2.2: Improved SNR by soft thresholding in earthquake event using different noise window
lengths of 2s, 3s, 4s, 5s and 6s-duration. The uncertainty is for the 99.7% confidence level for
each case.
Length of
noise window(s)
Improved SNR
with uncertainty

2.4

2

3

4

5

6

46.8±7.0

59.1±10.1

74.8±12.7

125.7±11.5

140.6±13.4

Real Seismic Data
A dense array, composed of 400 AutoSeis high frequency seismometers (4-84Hz

bandwidth) with an average spacing of 30m was deployed in Belmont County, Ohio, from
August 23, 2013 for about a month, as part of the Utica 3D field experiment by Global
Geophysical Services (Figure 2.6). The passively-recorded time series data included local high
frequency quarry blast signals and seismograms from global earthquakes.
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Figure 2.6: Image from Google Earth showing the location and configuration (inset) of Utica
Array deployed in Belmont County, Ohio. The Ohio-West Virginia boundary is defined by a
white dashed line.

We inspected all seismograms recorded by the array per trace and removed seismograms
which did not show clear seismic phases but high noise. Time windows of 60s duration were
taken, decimated to a sample rate of 50 Hz, and the means and trends removed. We choose two
example recordings to demonstrate curvelet noise reduction. Second-order polynomial
interpolation is used to create a smoothly varying spatial mesh before transferring the spatial
wavefield to the curvelet domain to avoid the irregular spacing of the original dataset. To
minimize the misfit between the interpolated wavefield and the raw data, the mesh size was
determined to be 256 by 256 grid points with an average grid spacing of 2 m for model
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discretization through several trials (Figure 2.7a and 2.7b). A simple way to calculate the misfit
is summarizing the distance between the station and the nearest point after remeshing since a 𝐶 2 continuity neighbor interpolation is adopted. We find that 256(2( ) grids at a side is dense enough
to obtain an equal-spaced wavefield with a small misfit of 0.32(Figure 2.7c and 2.7d).
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Figure 2.7: (a) Raw wavefield recorded by the Utica array at a time of 51.08s. The waveform
amplitude on each station is denoted by a dot with different color. (b) Interpolated wavefield
with 256 by 256 grid points. (c) displays the location of 16 by 16 interpolated grid points (red
dots) and original stations (black triangles). (d) shows the variation of total distance misfit
between the station and the nearest point after remeshing with 2& (𝑛=4, 5, 6, 7, 8, 9) grid points at
a side (black dots). The misfit is divided by the average interstation distance of 30m. The
interpolated matrix of 256(2( ) by 256 grid points gives an overall relative misfit of 0.32.
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Figure 2.8: Display of raw seismograms (a) and denoised seismograms by hard (b) and soft
thresholding (c) using the ECDF method at one station. The red windows outline the body waves
of a 2 lb shot during 13-17s (labeled as Event 1). A blue dashed line in the magnified plot
indicates the arrival time of P waves around 14.1s. A 12s noise window before the event is used
for the noise estimate.

The real seismic data were processed in a same way as in the synthetic test. The first
array record contains a high-frequency 2 lb dynamite shot event within high noise (Figure 2.8).
A pre-signal window 12s in length was taken to calculate the noise thresholds. No filter is
applied to the data before performing the curvelet method. Note some curvelet coefficients with
small amplitudes still remain within the pre-event time window due to an incomplete removal of
noise. Signals arising at around 14.1s are identified as high-frequency body waves with a group
velocity of ~ 4.5km/s from a 2 lb shot located to the south-southeast. Most of the background
noise is removed successfully by hard and soft thresholding. SNR increases from 2.5 to 131.6 by
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soft thresholding, which is computed by averaging the amplitude ratio of the signal over the
noise on all stations. Two individual time snapshots of the denoised wavefields are displayed in
Figure 2.9. It’s clear that the noise fields are effectively removed by the curvelet method, which
is especially evident for the pre-event snapshot. Moreover, the propagation pattern of the highamplitude body waves, is preserved without major distortion.
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Figure 2.9: Display of original wavefield (left column) and denoised wavefield (right column) at
two different time snapshots for Event 1. The upper two maps (a) and (b) are for time t=5.44s
before the signal arrives and 15.34s after P arrives for the bottom maps (c) and (d). Note that the
color-bars have different ranges for upper and lower rows.
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Another example is a teleseismic P wave from a Mw7.0 event that occurred in the
Aleutian Islands (Figure 2.10). A 20s noise window is chosen for estimating the noise power and
the denoised waveform is obtained through hard and soft thresholding. Results from hard and
soft thresholding show that background noise is significantly reduced (Figure 2.10). Soft
thresholding out-performs hard thresholding with a higher SNR after denoising, increasing from
5.1 to 126.3. Figure 2.11 shows that curvelet-based thresholding can partition the time series into
estimates of the signal and the nosie. We suggest that application of soft thresholding for dense
array data is as effective in de-signalling as wavelet methods for retrieving ambient noise fields
(Yang et al., 2020) that can subsequently be used for ambient noise tomographic studies (e.g.,
Bensen et al., 2007).
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Figure 2.10: The raw seismogram, hard threshold denoised seismogram, and soft threshold
seismogram for the teleseismic P wave of Event 2 are shown in (a), (b) and (c), respectively. A
20s noise window before the arrival is used for the noise estimate.
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Figure 2.11: Time series plot of raw seismogram (a), denoised earthquake signal (b) and
retrieved background noise (c) by soft thresholding. Note that a smaller amplitude range is used
for the plot of noise.

2.5

Discussion
The effectiveness of nonlinear thresholding by the ECDF method in the curvelet domain

has been validated through a synthetic test and application to real data from the Utica Array.
Background noise can be removed successfully by choosing a long enough pre-event window
over all array channels to estimate the noise level. Compared to the traditional Fourier-based or
wavelet denoising procedures, the curvelet technique provides an effective way to handle a large
dataset and process all the array data at each time point simultaneously. Noise-related curvelet
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coefficients at finer scales, or larger spatial frequency, reflect contributions of local noise
sources. Averaging over all array channels tends to remove these coefficients since they only
occur at a few stations. This characteristic is an improvement over wavelet techniques since
noise on individual seismograms go into thresholding without considering noise at adjacent
stations. Figure 2.12 demonstrates this with a comparison of the soft-thresholded denoised
seismograms of Event 2 using curvelets and wavelets (Langston and Mostafa, 2019). Both
techniques result in significant improvement in the SNR. However, the signal recovered by
curvelets has a broader scale range with sharper waveform changes compared to that from
wavelet analysis.
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Figure 2.12: Time series plot and corresponding CWT scalograms. Event 2 raw seismogram (a)
and soft-threshold denoised seismogram using curvelets (b) and using wavelets (c).
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One drawback of our curvelet method is that it does not have temporal continuity; each
time point is treated separately from the others. There is no constraint to ensure smoothness of
the waveform in the time domain. A combination of the wavelets in time and curvelets in space
could be promising to address this.
The resolution of the denoised result is also limited by the spatial spacing of the array and
the interpolation approach. For a dense array, the computation error caused by an irregular
spacing could be small considering the density of the curvelet matrix. We used a second-order
polynomial since the interpolation of seismic wave fronts in 2D space is generally treated as an
ℓ/ minimization problem. Hennenfent and Herrmann, (2010) suggest the Non-equispaced Fast
Discrete Curvelet Transform (NFDCT) method that could address irregularly sampled spatial
arrays to solve the regularization and interpolation problem. Zhan et al., (2018) presented a
wavefield compressive sensing method with curvelet frames to reconstruct a 2-D surface
wavefield from irregularly sampled data.
Although the curvelet transform - ECDF method succeeded in improving the SNR and
preserving signal waveforms for synthetic seismic data using Long Beach array noise and
teleseismic data from the Utica array, there are indications that the performance of this noise
reduction does depend on the level of the noise. Noise can be separated from signal for those
regions of the curvelet transform plane that have high SNR. However, coda portions of
waveforms can have similar properties as the background noise and are preferentially reduced.
Signal close to the noise threshold can also be severely reduced. As with wavelet methods, the
success of thresholding involves having data that has high SNR in some portion of the transform
space. The strength of using the spatial dependence of the wavefield with curvelets is that
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continuous wave-like features will be preserved at the expense of more random spatial
fluctuations in ground motions.

2.6

Conclusion
We propose a nonlinear thresholding method in the curvelet domain to remove

background noise recorded on a dense 2D array. The noise fields within a pre-event window are
used to estimate the noise level. A synthetic test and use of real seismic data from the Utica
Array illustrate the effectiveness of hard and soft thresholding by the ECDF method to obtain
denoised signals with high-SNR. For the example of large SNR and nearly Gaussian noise, an
ideal denoising result is achieved. This technique provides another option besides the traditional
seismic denoising methods to recover the signals for a dense array. The denoised seismograms
can be used for earth structure imaging or source physics characterization. The partitioned noise
can also be used for seismic interferometry studies.
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2.8

Data Resources
The Long Beach array data used in this study is the property of NodalSeisimic and Signal

Hill Petroleum Inc., and permission from them is required to access it. The Utica array data is
embargoed by Global Geophysical Services. The short time section of processed data for the two
case studies that we analyzed in this research can be accessed from the supporting information.
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Chapter 3

Separating the Scattered Wavefield from Teleseismic P using Curvelets
on the Long Beach Array Dataset

3.1

Introduction
Deployments of seismic arrays since the 1960s have attested to their efficiency in

providing high-quality data sets and lowering detection thresholds for local earthquakes and
teleseisms (Rost and Tomas, 2002). Benefitting from well-defined array configurations and
dense spatial sampling (Mykkeltveit et al., 1983), high resolution tomographic images of Earth’s
interior (e.g., Scherbaum et al.,1997; Shapiro et al., 2005) or small event monitoring (e.g.,
Blankenship et al., 1987) become possible. Because of the complexity of the Earth, datasets from
dense arrays may contain complex information on seismic wave propagation characteristics and
composition (Capon, 1973; Rost and Garnero, 2004; Langston, 2003a, 2003b). Identifying and
classifying certain properties for phases of interest, such as horizontal slowness, is a key problem
in array seismology (Langston, 1982, 1994). Dealing with the interference of several overlapping
waves is significant for tomography or source parameter studies.
From January to June 2011, a dense seismic array with 7-10 km aperture, composed of
over 5200 high frequency velocity seismometers (10-Hz corner frequency) with an average
spacing close to 120 m was deployed over Long Beach, CA, by NodalSeismic and Signal Hill
Petroleum as part of a survey associated with the Long Beach oilfield (Figure 3.1). The NewportInglewood fault zone (NIFZ) extends across the sedimentary basin and lies within the array area
(Figure 3.1). A detailed geometry of the Newport-Inglewood fault (NIF) has been determined
from drilling associated with oil production. The fault zone consists of a series of segments
trending to the northwest and a surficial uplifted wedge, known as Signal Hill, formed by the
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intersection of the southeast end of the Cherry Hill Fault (CHF) with branches of the northwest
trending North East Flank Fault (NEFF) in Long Beach (Wright, 1991; Inbal et al., 2015).
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Figure 3.1: Regional faults in Southern California and the Long Beach array configuration.
Stations used in this study are denoted by red circles and segments of the Newport-Inglewood
fault system (NIF) are represented by black lines. The Signal Hill popup structure is located
between the Cherry Hill Fault and the North East Flank Fault. The fault locations are referenced
from U.S. Geological Survey(USGS) Fault and Fold Database.

During the six-month deployment period, seismic signals from earthquakes around the
globe and local high-frequency vibrator signals (8–80 Hz) were recorded continuously across the
array. Several research groups have studied these data. 3D shallow crustal structure was
determined using passive ambient noise tomography (Lin et al., 2013). Micro-events were
located (Inbal et al., 2015). Body wave Green’s functions were extracted from the ambient noise
and tomography performed (Nakata et al., 2015). Local traffic monitoring was investigated by
measuring the spatiotemporal structure of the seismic noise (Riahi and Gerstoft, 2015) and Moho
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depth determined by analyzing teleseismic P waves (Schmandt et al., 2013). Among many
interesting wave propagation effects that have been reported by others, the Signal Hill popup
structure is associated with observations of high P wave amplitude correlating with positive
travel time delays from teleseisms with other Ps conversions suggesting scattering from a
dipping Moho (Schmandt et al., 2013). We also observe that the coda of teleseismic P waves
from the 21 February 2011 M6.5 Fiji earthquake display waves caused by obvious local
scattering from the Signal Hill popup structure between strands of the NIF (Figure 3.2). The
dense 2D station coverage and availability of continuous earthquake recordings provide the
means to investigate the local scattered wavefield and separate it from the teleseismic wavefield
using novel array methods based on curvelets.
Common seismic processing methods in array seismology, such as the beam-forming
method (Birtill and Whiteway, 1965) or the two-station phase velocity measurement method
(Knopoff et al., 1966) ignore wave amplitude information due to waveform averaging or
normalized cross-correlation. Measurements often reflect structure along the whole seismic ray
path and amplitude information for locally reflected or scattered waves is removed. Also, many
techniques treat the seismogram as an isolated seismic phase, such as in frequency–wavenumber
(F-K) analysis (Capon, 1973) that can only be applied to relatively short time windows
encompassing a solitary seismic wave to measure the corresponding slowness and back azimuth
at a certain frequency. A more recent array data processing technique, Wave Gradiometry (WG),
can extract wave slowness and geometrical spreading for a 1D linear array (Langston, 2007a) or
obtain a radiation pattern and wave directionality for a 2D array (Langston, 2007b) by relating
the spatial gradients of wave amplitude to physical properties of Earth's continuum, such as
strain and rotation. Nevertheless, a basic assumption of the method is that there is no interference
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of multiple waves during the analysis time window, an assumption that breaks down even for
synthetic seismograms. With the improvement of seismometer technology and array design,
other wavefield-based methods have been developed for earthquake source and earth structure
imaging. For example, another approach for wavefield gradiometry is to solve the 2D velocity
wave equation using the finite-difference (FD) approximation for the second-order spatial
derivatives of wavefield displacement (de Ridder & Biondi 2015). However, this approach
requires that array samples be regularly spaced and dense enough so that the derivative estimate
is accurate. The solution is also affected by background noise at neighboring stations. Another
technique has been developed for dense array analysis, “Natural Migration”, and is used to image
near-surface heterogeneities through migrating backscattered surface waves estimated from
ambient noise records at the surface (AlTheyab et al., 2016). A prerequisite for this processing is
that body waves must be removed from the data prior to migration, which means it cannot be
applied to teleseismic seismograms directly. In addition, most conventional waveform methods,
like those listed above, miss directional selectivity information by smoothing over directional
details in the signal processing and cannot detect some “singular” wave features, like the cusp of
a wave front at a point due to interference. Directional or anisotropic information are intrinsic
geometric features of seismic data (Hao et al., 2009) that should be taken into careful
consideration in array studies.
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Figure 3.2: The wavefield at the Long Beach array at time t=151.7s for M6.5 Fiji earthquake
(top). The Signal Hill scattered wave is outlined by a red dashed circle. Seismograms from two
stations (denoted by black stars) are shown in the bottom panels. Station 2 (right panels) is
situated at the edge of the negative amplitude anomaly clearly seen in the amplitude map.
However, one would be hard pressed to notice anything significantly different in the waveforms
at stations 1 (left panels) and 2. There are minor differences in coda wave amplitudes and P
waveform shape.

In this paper we investigate a novel method, namely curvelet analysis, that may give new
energy to array seismology since it helps to separate multiply interfering waves while improving
the signal-to-noise ratio (Andersson et al., 2008). This technique is an outgrowth from the
development of wavelets and multiscale/multiresolution ideas in mathematics and information
science, which have made it possible to remove noise from signals and images, and to identify
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crucial transient features in large datasets more conveniently (Candès et al., 2006). A number of
recent applications in seismic processing (Lin and Herrmann, 2007; Herrmann et al., 2008) have
illustrated that the curvelet can possess very high directional sensitivity and spatial anisotropy of
seismic wavefields compared to conventional wavelet methods due to its mathematically multidirection construction. A recent application of curvelets in array analysis is reconstruction of the
continuous surface wavefield on a dense regular grid by utilizing a sparsity-promoting ℓ2
optimization of the wavefield for a plane-wave basis, that is an application of Compressive
Sensing (CS) (Zhan et al., 2018). They have validated the effectiveness of the curvelet transform
in reconstruction of the seismic wavefield with dense arrays. CS improves the resolution and
robustness of tomography and wavefield gradiometry compared to traditional approaches.
In this study, we investigate the use of curvelets for separating the incident teleseismic P
wave field from the scattered field by first simulating synthetic wavefields composed of a
teleseismic plane wave, a local spherical wave and additional background noise. Results of the
synthetic test show that these seismic waves can be unambiguously separated by the curvelet
method significantly improving the signal-to-noise ratio. We then apply this technique to the
Long Beach array dataset for the Fiji Earthquake, in which background noise is removed by the
soft thresholding method and a curvelet-based declustering technique is used to separate the
teleseismic P coda and local scattered wavefield. The waveforms of the decomposed teleseismic
P illustrates that the signal-to-noise ratio of the incident teleseismic wavefield can be
significantly improved after curvelet processing. The decomposed local scattered wavefield
indicates a local source within the Signal Hill popup structure between the segments of the NIF.
Besides the Signal Hill scattered wave, other P-to-surface wave conversions are also seen that
appear to be scattered from NIF itself.
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3.2

Methodology

3.2.1

Curvelet Transform

Curvelets were first introduced in the field of applied harmonic analysis (Candès and
Donoho, 2000, 2003, 2005) and provide a multi-directional analysis for the harmonic equation
that allows a sparse representation of objects containing “smooth discontinuities” (i.e., the
discontinuity is twice continuously differentiable) (Sun et al., 2009). Benefitting from their
elongated support in the spatial Fourier domain, which has a parabolic scaling relationship of
length≈width2, curvelets become directional and at the same time, they also preserve the same
time-frequency localization property as for wavelets (Figure 3.3). In other words, a curvelet
behaves like a “directional” wavelet both in the spatial and frequency domain.

a curvelet: frequency viewpoint

a curvelet: spatial viewpoint
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Figure 3.3: A single curvelet is displayed both in the spatial and frequency domains. The grid
size is 256x256 with a spatial sampling rate of 1.
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We closely follow the curvelet theory introduced by Candès et al. (2006) to describe the
curvelet transform of a wavefield function. In the fast digital curvelet transformation, a pair of
smooth, real-valued arbitrary functions 𝑊(𝜔2 , 𝜔/ ) and 𝑉(𝜔2 , 𝜔/ ), named the "radial window"
and "angular window" are introduced to construct curvelets. A wedge base is defined by
𝑈D (𝜔) = 𝑊D (𝜔) ∙ 𝑉D (𝜔), which is used to approach the singular features of curvelets in the
frequency domain at different scale 𝑗 (Figure 3.4). Hence, the curvelet 𝜑D (x) in the spatial
domain is determined by its Fourier transform 𝜑
_(𝜔)
= 𝑈D (𝜔). All the curvelets at scale 2PD are
^
obtained by rotations and translations of 𝜑D . So the curvelets at scale 2PD , orientation 𝜃S , and
position 𝑏 can be expressed as:

WD

WD

𝜑D,S,e (𝑥 ) = 2 X 𝜑D µ𝑆g¶h C𝑥 − 𝑆gP¶
𝑏F· = 2 X 𝜑D i𝑆g¶h (𝑥 − 𝑏e )j
h

(3.1)

where, 𝜃S represents the rotation angles in an equispaced sequence 𝜃S = 2𝜋 ∙ 2P[D ⁄/] ∙ 𝑙, with 𝑙 =
0,1, … 2[D⁄/] , the position parameter b is denoted by 𝑏 = C𝑘2 ∙ 2PD , 𝑘/ ∙ 2PD⁄/ F, which has a scaledependent scaling of translation parameters k = (𝑘2 , 𝑘/ ) ∈ 𝑍 / , and 𝑆gh is the shear matrix by
1
𝜃S radians, 𝑆gh = l
−𝑡𝑎𝑛𝜃S

0
q.
1
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Figure 3.4: Display of one wedge window on the coarsest scale (grey) and one wedge window
on a fine scale (black), which localizes the frequency domain near the sheared wedges obeying
parabolic scaling of length≈width2.

The curvelet family forms a tight frame like wavelets do. Expanding an arbitrary function
f ∈ 𝐿/ (𝑅/ ) as a series of curvelets: f = ∑D,S,e 〈𝑓, 𝜑D,S,e 〉𝜑D,S,e = ∑D,S,e 𝐶D,S,e ∙ 𝜑D,S,e , where 𝐶D,S,e
denotes the curvelet coefficient or scalar product:

¼^,S,e (𝜔)𝑑𝜔
𝐶D,S,e = 〈𝑓, 𝜑D,S,e 〉 = x 𝑓(𝑥) ∙ yyyyyyyyyy
𝜑^,S,e (𝑥)𝑑𝑥 = x 𝑓º(𝜔) ∙ yyyyyyyyyyy
Φ

(3.2)

where, the conjugate of 𝜑D,S,e is symbolized by yyyyyy
𝜑^,S,e and its Fourier transform is represented by
¼D,S,e .
Φ
Taking advantage of the fact that the curvelet representation of the wave equation
operator is both optimally sparse and well organized, wave fronts can be sparsely represented in
the curvelet domain (Ma et al., 2010). Compared to a wavelet, large curvelet coefficients are
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obtained not only at the wavefront for a certain frequency localization but they also become large
along the orientation of the wave feature.
When applying the curvelet transform to real data, a sufficient awareness of wavefield
composition is necessary. In reality, the seismic records of the Long Beach array are always
contaminated by various noise sources, such as pumping activities in the oil field, landing at the
airport and local traffic. A model for a seismic record 𝐷, which is a function of time and space in
2D can be described as:

𝐷 =𝑃+𝑆+𝑁

(3.3)

where 𝑃 denotes the teleseismic P wavefield, 𝑆 represents the local scattered wave and 𝑁 is the
background noise. Since the curvelet transform is Fourier-based and a linear transform, the
distributive law promises that curvelet transformation for seismic signal 𝐷 obeys the following
relationship:

𝐶D,S,e ‚ = 𝐶D,S,e ½ + 𝐶D,S,e … + 𝐶D,S,e †

(3.4)

where 𝐶D,S,e ‚ = 〈𝐷, 𝜑D,S,e 〉 represents the curvelet coefficient for the whole wavefield recorded by
the seismic array, and 𝐶D,S,e ½ , 𝐶D,S,e … , 𝐶D,S,e † are the curvelet coefficients for teleseismic P wave,
local scattered wave and background noise, respectively. Obviously, the curvelet coefficient is a
function of time and spatial frequency in 2D. The key problem for this study is how to eliminate
𝐶D,S,e † groups and separate 𝐶D,S,e ½ and 𝐶D,S,e … groups effectively in the curvelet domain. The
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teleseismic P wavefield and local scattered wavefield then can be reconstructed from the
decomposed curvelet coefficients by applying the inverse curvelet transform.

3.2.2

Thresholding Method

The first step for recovering the incident and scattered wavefields is noise removal. In
thresholding denoising procedures, the basic idea is to extract signals from the observations by
removing an estimate of the noise from the entire time or space series. Mathematically, we find a
threshold function T(∙) in curvelet domain to compress the noise-related coefficients 𝐶D,S,e † and
retrieve noise-free signals after applying the threshold. The curvelet thresholding based
denoising schemes can be described as:

𝑃¾ + 𝑆Œ = B TC𝐶D,S,e ½ + 𝐶D,S,e … + 𝐶D,S,e † F ∙ 𝜑D,S,e = B TC𝐶D,S,e ‚ F ∙ 𝜑D,S,e
D,S,e

(3.5)

D,S,e

The ideal reconstruction of signals should be:

𝑃 + 𝑆 = BC𝐶D,S,e ½ + 𝐶D,S,e … F ∙ 𝜑D,S,e

(3.6)

D,S,e

Therefore, the thresholding denoising operation aims to minimize the 𝐿/ norm of errors between
estimated signals with the ideal signals:

/

Min ÁÂ(𝑃 + 𝑆) − C𝑃¾ + 𝑆ŒFÂ Ã = Min ÄB iC𝐶D,S,e ½ + 𝐶D,S,e … F − TC𝐶D,S,e ‚ Fj ∙ 𝜑D,S,e Å
D,S,e
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(3.7)

The choice of different thresholds directly affects shrinkage results in eliminating the
coefficients of background noise. Among thresholding methods that have been suggested
(Donoho, 1995; Li et al., 2012), hard thresholding and soft thresholding are explicit and handy
for considering curvelet coefficients for wavefields that have discrete values and are sparsely
distributed in the curvelet domain. The hard thresholding operation is performed by choosing all
curvelet coefficients that are greater than a given threshold 𝛽D,S,e and setting the others to zero.
Note the threshold 𝛽D,S,e varies for each scale, orientation and location variables in the curvelet
transform. Hard thresholding is given by:

Ž••‘
‚
𝐶
𝐶ŒD,S,e = TC𝐶D,S,e ‚ F
= Æ D,S,e
0

‚

𝑖𝑓Ç𝐶D,S,e ‚ Ç ≥ 𝛽D,S,e ,
𝑂𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

(3.8)

For soft thresholding, all curvelet coefficients which are greater than a given threshold 𝛽D,S,e are
shrunk by 𝛽D,S,e towards zero and the others are erased to zero by

—˜™š
‚
𝑠𝑖𝑔𝑛C𝐶D,S,e ‚ FCÇ𝐶D,S,e ‚ Ç − 𝛽D,S,e F
𝐶ŒD,S,e = TC𝐶D,S,e ‚ F
=Æ
0

𝑖𝑓Ç𝐶D,S,e ‚ Ç ≥ 𝛽D,S,e ,
𝑂𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

(3.9)

Compared to hard thresholding, soft thresholding operation smooths the denoised signal and
avoids abrupt artifacts introduced into the desired signals (Chang et al. 2000). Hence, we adopt
the soft thresholding method in our study to denoise the spatial seismic data. The choice of the
threshold 𝛽D,S,e is obviously quite important and is chosen by considering the distribution of the
noise energy. For a Gaussian noise of length 𝑛 and variance σD,S,e , a universal threshold 𝛽D,S,e is
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suggested as: 𝛽D,S,e = σD,S,e 52𝑙𝑜𝑔É 𝑛 (Donoho et al., 1994), where, σD,S,e is estimated by
evaluating the distribution of background noise at each scale, direction and location bins in the
curvelet domain. During the threshold denoising procedure, curvelet coefficients larger than 𝛽D,S,e
are attributed to the desired signals and are kept for further analysis. Otherwise, we discard the
coefficients that represent the effects of noise. By removing the coefficients of the noise term,
the remaining part of wavefield becomes as the equation (3.5) shows. It implies that the two
coefficients attributed to the incident and scattered field may overlap in the curvelet domain.
This problem requires another solution to separate the denoised signals.

3.2.3

Separating the Incident and Scattered Wavefields – Declustering

For noise-free signals, local scattered waves and teleseismic P are superimposed over
most frequency or scale bands. Therefore, traditional wavelet methods cannot be easily applied
to separate them in the time-scale domain. However, the added dimensionality of curvelets in
scale, direction, and spatial location may be able to separate complex spatial signals (Zheng et
al., 2010). Considering an incident P wave, after traveling a long distance, the wave fronts are
almost parallel planes, but for a scattered wave emitted by a local source, the energy is spread
out in all directions, implying a nearly spherical radiation pattern. The different features of wave
fronts at certain spatial scales and directions suggest an effective delustering analysis can be
found to separate coefficients in the curvelet domain so that an effective reconstruction of the
different waves can be generated.
Assume a plane wave is of the form 𝑃(𝑥) = 𝐴𝑒 /ËÌ〈Í,Î〉 , with an amplitude of 𝐴 and a
wave-number of 𝜂. In which, 〈𝜂, 𝑥〉 represents the inner product of slowness and position
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vectors. The curvelet transform for the plane wave is found by applying the equation (3.1) and
(3.2) giving:

WD

/ËÌ〈Í,Î〉
yyyyyyyyyy
𝐶D,S,e ½ = 〈𝑃, 𝜑D,S,e 〉 = x 𝑃(𝑥) ∙ 𝜑
∙ 2 X ∙ 𝜑D i𝑆g¶h (𝑥 − 𝑏e )j 𝑑𝑥
^,S,e (𝑥)𝑑𝑥 = x 𝐴𝑒
WD

= 2X ∙ 𝐴x𝑒
WD

/ËÌ〈Í,…ÐÑÒ ÓMÔÕ 〉
h

= 2 X ∙ 𝐴 ∙ 𝑒 /ËÌ〈Í,ÔÕ〉 x 𝑒

∙ 𝜑D (𝑦)Â𝑆gP¶
Â𝑑𝑦
h

/ËÌ〈Í,…ÐÑÒ Ó〉
h

∙ 𝜑D (𝑦)𝑑𝑦

WD
yyyyyyyyyyyyyyyyyyyyyyyyyyyyyyy
P/Ë×〈…ÐÑØ Í,Ó〉
h
= 2 X ∙ 𝐴 ∙ 𝑒 /ËÌ〈Í,ÔÕ 〉 x 𝑒
∙ 𝜑^ (𝑦)𝑑𝑦
WD

Ù
¼ C𝑆gP2 𝜂F
= 𝐴 ∙ 2 X ∙ 𝑒 /ËÌ〈Í,ÔÕ〉 Φ
h

(3.10)

Ù
¼ C𝑆gP2 𝜂F is constant for a wave with a specific wave-number (Yang et al.,
The non-zero term Φ
h
2014). For wave fronts of a plane wave under the condition of 〈𝜂, 𝑥〉 = 𝑐𝑜𝑛𝑠𝑡, the corresponding
curvelet coefficients should also satisfy the relationship of 〈𝜂, 𝑏e 〉 = 𝑐𝑜𝑛𝑠𝑡 for all the scale
ranges. In other words, the amplitude distribution of curvelet coefficients for a plane wave in the
curvelet domain share the linear shape with its displacement distribution in the spatial domain.
This specific pattern of a plane wave’s curvelet coefficients suggests a distribution based
½

…

delustering method can be applied to estimate 𝐶ŒD,S,e and 𝐶ŒD,S,e separately. By tracing along the
direction of wave vector of 𝜂, which is measured from the seismic space series, the average
energy of curvelet coefficients is dominated by the teleseismic plane wave and the excluded parts
are assumed to be associated with the local scattered wave. Mathematically, the declustering
processing can be described as:
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⎧𝐶Œ

D,S,e

&

½

1
‚
= B 𝐶ŒD,S,e |Í ,
𝑛

ÝO2
⎨
…
‚
½
⎩ 𝐶ŒD,S,e = 𝐶ŒD,S,e − 𝐶ŒD,S,e

(3.11)

After decomposing the curvelet coefficients in the curvelet domain, an inverse curvelet
transformation is applied to recover the corresponding seismic waves:

½
⎧𝑃¾ = B 𝐶ŒD,S,e ∙ 𝜑D,S,e ,
⎪
D,S,e

⎨ 𝑆Œ = B 𝐶ŒD,S,e … ∙ 𝜑D,S,e
⎪
⎩
D,S,e

(3.12)

Since the plane-wave assumption for the incident P is important in this study, we should address
its applicability and limitations. In practice, the incident P phase can be distorted by multipathing over velocity heterogeneities. If the heterogeneities are shallow and near to the receivers,
the wave front of incident P wave at the surface may have a complicated nonlinear shape and the
plane wave assumption could break down. Also, this simplification of incident P may remove
some useful information, such as any slight wavefront curvature and propagation direction
change. However, Schmandt et al., (2013) observed with the same dataset that the incident P
wave showed a very clear linear wave front and that the main phases of scattered waves were
detected 3s after the P arrival due to scattering from a dipping Moho. Moreover, the Long Beach
array has a small aperture of only 5 to 6km which is only 1/3 of the average wavelength of
teleseismic P (~15km). Changes in the curvature and propagation direction of the incident P
wavefield are ignored here and we suggest that the plane-wave assumption is applicable to this
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problem. In general, the plane-wave assumption for the incident P needs testing before
application and the distortion by multi-pathing should be taken into careful consideration.
To summarize, the proposed method includes five steps:
1). A fast digital curvelet transform is applied to time snapshots of the original wavefield in
space.
2). The threshold parameter 𝛽D,S,e for each scale, direction and location is found by calculating
the standard deviation of the coefficients over several snapshots before the arrival of the
teleseismic P wave. To get a more accurate assessment of threshold parameter, hundreds of presignal snapshots are used to determine the noise.
3). Noise is removed from all subsequent snapshots by applying the soft thresholding method
(equation 3.9).
4). Tens of snapshots at the very beginning of the P arrival are picked and a wave vector 𝜂 is
estimated by linear regression based on the amplitude distribution of the teleseismic P wave.
5). The curvelet coefficients for the teleseismic P wave are determined through an average of the
noise-free coefficients along the wave vector’s direction and the remaining coefficients are
assigned to the local scattered wavefield.

3.2.4

Synthetic Tests

To illustrate the plausibility and effectiveness of the proposed curvelet method, we
computed a synthetic wavefield composed of white noise, a plane wave and a spherical wave
within a region that is 2560 by 2560 m square in size and 15s in time length. The spatial
increment is 10 m. The finite difference method (FDM) is used for wave simulation. To
guarantee the stability of the simulation, the Courant-Friedrichs-Lewy (CFL) condition
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parameter is chosen to be 0.5 that specifies a time sampling interval of 0.05s (Warming et al.,
1974). Spherical and plane waves were specified within different time windows to simulate
realistic seismic wave propagation. An attenuating plane wave with a velocity of 300m/s and a
frequency of 0.66 Hz begins to travel eastwards at time t=1.5s. To simplify, the assumed P wave
used in the synthetic tests is in the form of 𝑃(𝑥, 𝑦, 𝑡) = 𝑒 Pš⁄eØ ∙ sin (𝑥 − 𝑘/ 𝑡) ,where 𝑘2 , 𝑘/ are
predefined parameters. After 6s, a 0.5 Hz spherical wave with a speed of 100m/s is emitted in the
center of the region. The assumed source function of the scattered wave is chosen as 𝑆(𝑡) =
𝑒 Pš⁄eà ∙ sin(𝑘X 𝑡), where, 𝑘W and 𝑘X are another two predefined parameters. 15s of white
Gaussian noise is added to the result assuming a signal-to-noise ratio per sample of 15 dB
compared to the amplitude of the scattered wave. Two observation points at different distances
from the scattering center were specified in the target region to obtain seismograms.
The synthetic wavefields were decomposed according to the recipe above for each time
snapshot. Based on the 256 by 256 size of the wavefield matrix, the original wavefield at each
time point is transformed up to fifth-scale in the curvelet domain. The different scales represent
different spatial frequency bands. A pre-event 1.5s-time window containing just noise was
chosen to find the corresponding noise threshold. Background noise was removed by applying
the soft thresholding method. Figure 3.5a and 3.5b shows a comparison of the original wavefield
and denoised wavefield for one snapshot. Another time window before emission of the scattered
wave was chosen to determine the characteristics of the incident plane wave. To estimate the
linear shape of the plane wave slowness vector, we deal with the wavefield per consecutive
snapshot. As a plane wave front moves in time, the amplitude values at spatial boundary points
also changes. The maximum absolute value of amplitude along the two opposite boundary lines
are used for finding the locations of the wave front, which leads to a determination of the linear
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slope of plane wave slowness. The final slope is obtained by a linear regression of the slope
matrix from several snapshots. We found that using approximately 100 snapshots is sufficient for
obtaining a stable slope value with a maximum misfit of less than 5%. Here we chose a time
window from 1.95s to 5.95s, namely 80 snapshots in total. The slowness direction was used in
the declustering analysis to separate the plane and spherical wavefields in the curvelet domain.
The comparisons of the recovered plane and spherical waves with the synthetical wavefields at
the same time point are quite good (Figure 3.5).
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Figure 3.5: Display of synthetic wavefield at one time snapshot (a), denoised wavefield after
applying soft thresholding (b) and a comparison of decomposed plane wavefield (d) and
spherical wavefield (f) by curvelet analysis with synthetic plane wavefield (c) and spherical
wavefield (e). Two observation points used in Figure 3.6 are denoted by black triangles in (a).
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Figure 3.6 demonstrates that the background noise has been erased thoroughly with an
enhancement of signal-noise ratio from 8 to 25, calculated by averaging the absolute value of
amplitude within a running 1s-time window before and during the plane wave. Both the plane
wave and spherical wave were retrieved with excellent fidelity considering that the relative error
between retrieved and synthetic amplitudes were as low as 5%. The relative error is defined by
âãäå Pâåæˆ

á

âåæˆ

á, where 𝐴˜Ô— denotes the amplitude of scattered wave after decomposition, and 𝐴—Ó&

is the amplitude of synthetic scattered wave. Here we chose all the non-zero values of 𝐴—Ó& to
avoid large number of calculation artifacts induced from division. Note that the spherical wave
seismogram was recovered at both stations, even where it is relatively small.
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Figure 3.6: The seismogram at station 1 (left) and station 2 (right) is compared to the synthetic
waveform and denoised waveform (top row), decomposed plane wave with the synthetic plane
wave (middle row) and decomposed spherical wave with the synthetic spherical wave (bottom
row). The corresponding waveform residuals of the decomposed plane wave and spherical wave
(denoted by black triangles) are displaced below the waveform comparisons.
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3.3

Application to Long Beach Array Data
We apply the proposed curvelet method to a real dataset from the Long Beach array and

present results of the decomposed wavefields and corresponding seismograms. The earthquake
event used in this study is listed in Table 3.1 with the coverage of 2321 stations shown in Figure
3.1.

Table 3.1: Event used in this study
Event time
(UTC)
2011/02/21 10:57:51

3.3.1

Latitude
(° S)
26.0435

Longitude
(° E)
178.4765

Depth
(km)
551.8

Mag
(Mw)
6.5

Location

Station

Fiji Islands

2321

Data Pre-processing

We obtain 300s of seismic data including 149s of pre-P arrival noise at the 2321 stations
of the array. First, we inspect the data to remove high-noise seismograms that do not show the
teleseismic P wave. 2211 waveforms were kept after deleting 110 bad traces. Then we remove
time series trends, means and apply a 1% symmetric taper to each seismogram to reduce time
window truncation effects. All the data are decimated to a sample rate of 50 Hz and filtered to
0.4 -1.5 Hz, the frequency band that is dominated by teleseismic body waves.
The data show nicely coherent signals for the teleseismic P wave with good consistency
for both waveform and amplitude (Figure 3.7). Vertical component P waves only have 5%
variation in waveform amplitude between stations at the same distance to the earthquake
epicenter. Note that the P coda has a higher amplitude variation probably due to the interference
with local scattered waves. The excellent amplitude stability for the Long Beach data provides a
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great opportunity for investigating the effectiveness of our proposed curvelet method for real

X 10-4

data analysis.

Amplitude(nm)

5

0

-5

148

149

150

151

152

153

154

Time(s)

Figure 3.7: Vertical components of motion recorded by a subset of Long Beach array for 84
stations with a distance of 9506 km from the epicenter of the Fiji earthquake. Waveforms have
been bandpass filtered between 0.4 to1.5Hz. Red line denotes the time of P arrival. Grey window
shows the time window of P coda.

The data are interpolated onto a regular spatial grid before transforming into the curvelet
domain. A second-order polynomial interpolation method is used to generate a 256 by 256
wavefield matrix per snapshot, for model discretization (Figure 3.8). As implemented, the
curvelet transform expands an 𝑀 × 𝑁 matrix of spatial amplitudes to coefficients in the curvelet
domain using the scale range of curvelet coefficients determined by (𝑙𝑜𝑔/ (min(𝑀, 𝑁)) − 3)
(Candès et al., 2006). Since our matrix is 256x256, log2(256) = 8 so we compute five scales in
the curvelet domain. The different scale represents different spatial frequency or wavelength
bands. In this case, the wavelength of scale 1 is larger than 0.67 km. Scales 2, 3, 4 have a
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wavelength of 0.30-0.67 km, 0.17-0.30 km and 0.08-0.17 km, respectively. Scale 5 has a
wavelength smaller than 0.08 km. Note that northeast part of the wavefield has a lower
resolution owing to the sparse coverage of stations in this region.
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Figure 3.8: Display of wavefield before (left column) and after interpolation (right column) for a
time snapshot of t=151.7s.

3.3.2

Results

A close look of the data shows that the incident P starts at 149.5s at the edge of the array
and lasts until 154s with other scattered waves following later (Figure 3.7). Therefore, we focus
on the data between 148 to154s, giving a total of 300 time snapshots to process.
The scale, orientation, and location-dependent noise thresholds 𝛽D,S,e are determined
using the pre-signal time window from 148s to 149.5s. Our synthetic tests showed that assuming
a Gaussian distribution for the noise was a good assumption. We empirically checked this
assumption by examining the noise distribution in the data (Figure 3.9). One small change was
made for the threshold parameter considering the data noise compared to the synthetics noise.
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Since the data have a small mean offset the noise threshold was modified from 𝛽D,S,e =
σD,S,e 52𝑙𝑜𝑔É 𝑛, to 𝛽D,S,e = µD,S,e + σD,S,e 52𝑙𝑜𝑔É 𝑛 where µD,S,e is the mean. A typical example
showing the Gaussian distribution of noise curvelet coefficients for one spin (𝑗, 𝑙, 𝑘) shows that
the Gaussian assumption is reasonable (Figure 3.9).
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Mean
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1
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Figure 3.9: Histogram for the background-noise-related curvelet coefficient from Long Beach
datasets at one spin (𝑗, 𝑙, 𝑘). The histogram is generated from data of 75 time snapshots. The red
line demonstrates a gaussian distribution fit. The mean value and determined noise threshold are
shown by the black dashed line.

These 75 snapshots provide a good assessment of the noise level; there is only a 5%
difference in noise means between using 75 snapshots and 250 snapshots that uses a 5s presignal window at a same scale (Figure 3.10). Curvelet transforms for all snapshots are denoised
by applying the soft thresholding method (equation 3.9). The denoised wavefields for each
timepoint are then used for the declustering step.
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Figure 3.10: Comparison of Gaussian estimation of curvelet coefficients for background noise
calculated from 1.5s noise window(black dots) and 5s noise window(red dots) at scale=1.

The key parameter for the declustering step is determining the slowness vector of the
teleseismic P wave. We pick a short time window from 149.9s to 150.3s that consists mostly of
the P wave. We follow the same workflow in the synthetic tests to find the shape characteristics
of the plane wave from the amplitude distribution at the boundaries. The boundary points for the
same wave front are found by finding the maximum absolute value of amplitude along the two
opposite boundary lines in one snapshot, leading to a determination of one linear slope value. By
a linear regression for the slope matrix over the time window, the direction of teleseismic P is
estimated.
The decomposed wavefields at four different time points are displayed in Figure 3.11.
Compared to the original wavefield, removing the background noise has the effect of smoothing
the wavefield over space while enhancing the linearity of the teleseismic P plane waves. Besides
a clean and strong phase for teleseismic P, the propagation of local scattered waves is also
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clearly observed after decomposition. One unforeseen observation in the scattered wavefield is
that there are other waves that have planar shape that seem to be generated besides a spherical
scattered wave. Perhaps these waves are created by scattering from the Newport-Inglewood fault
zone itself. An F-K analysis was applied to estimate the teleseismic P slowness giving 0.064
s/km or, inversely, 15.6km/s phase velocity. The slowness estimate for the other planar scattered
waves is 0.7 s/km, much slower than teleseismic P. Mechanisms for these planar scattered waves
are discussed below.
（a）T=152.2s

（b）T=152.7s

original wavefield

noise-free wavefield

original wavefield

noise-free wavefield

decomposed teleseimic wavefield
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Figure 3.11: Display of original wavefield, noise-free wavefield, decomposed teleseismic P
wave and local scattered wave at four different time snapshots, which are t=152.2s (a), 152.7s
(b), 153.5s (c) and 153.9s (d). Note that scattered wavefield is composed of a spherical wave and
other planar waves at higher spatial frequency than the incident teleseismic P wave.
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Figure 3.12: Two group of stations denoted by yellow and red triangles are chosen to retrieve
the on-site seismograms. The base map shows the amplitude of the raw, unprocessed wavefield
at t=151.68s. Yellow triangles indicate stations deployed near the local scattering source at
Signal Hill and red triangles represent stations away from the scattering source. The NewportInglewood fault (NIF) is denoted by black lines.

Seismograms were computed for the decomposed wavefield at the locations of stations
shown in Figure 3.12. Compared with the raw seismograms (Figure 3.13), the amplitude of the
background noise after thresholding is almost zero with an improved SNR from 10 to 3000
(Figure 3.13a, 3.13b and 3.13e, 3.13f) for the two station groups. Here, SNR is calculated by
determining the peak absolute amplitude within a 1s-time window before and after the P arrival.
The onsets of the incident P phase are distinct after denoising. However, the denoised signals for
both groups show several sharp fluctuations with small amplitudes that appear to be due to
incomplete removal of noise curvelet coefficients (Figure 3.13b, 3.13f). The decomposed
teleseismic P waves are virtually identical for each station group (Figure 3.13c, 3.13g). The
enhancement of the signal quality of P is more obvious at stations near the local scattering
source. Due to a stronger interference with the scattered wave, the seismic data after denoising
still shows some oscillations and even an abrupt reversal of waveform polarity (Figure 3.13f).
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However, these effects of interference can be eliminated thoroughly in the curvelet domain so
that a coherent teleseismic P phase can be retrieved by the curvelet-based declustering method
(Figure 3.13g). The interference of the scattered wave also affects the amplitude of the early P
wave. For stations close to the scattering source, the amplitude of the scattered wave is as much
as 25% of the P wave (Figure 3.13g, 3.13h), but is only 5% for distant stations (Figure 3.13c,
3.13d).
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Figure 3.13: Observed and reconstructed seismograms for the station groups denoted by red
triangles on Figure 3.12 (left) and station group denoted by yellow triangles on Figure 3.12
(right) showing the original waveforms (first row), noise-free waveforms (second row),
decomposed teleseismic P waveforms (third row) and local scattered waveforms (fourth row).
The orange arrows indicate the clear onset of teleseismic P after noise removal. Blue arrows
denote sharp fluctuations in the decomposed waveforms due to incomplete removal of noise. The
red arrow notes waveform changes owing to the interference of the local scattered wave.
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3.4

Discussion
The scattered wavefield is quite interesting showing at least two geometries of scattered

waves. These include an expanding spherical wavefield centered at the Signal Hill pop-up
structure and a planar wavefield that is sub-parallel to the strike of the NIF (Figure 3.11). The
obvious shortening of spatial wavelength, compared to the incident teleseismic P wave, means
that these waves are much more slowly propagating since they contain similar temporal
frequency content to the incident wave.
Most waves in the decomposed scattered wavefield are very likely to be Rayleigh waves
and not artifacts from the teleseismic plane wave removal. Two linear station groups are selected
to examine the linear scattering sources (Figure 3.14a). The AA’ record section illustrates that
waves move out in opposite directions from the NIF; the largest amplitude seismograms on the
section appear on the station closest to the NIF (Figure 3.14b). The BB’ record section is parallel
to the linear wavefronts and shows that these local planar waves are in phase. The time moveout
of peaks and troughs for these waves gives phase velocities of 0.7-0.9km/s, which are much
slower than the teleseismic P wave which has a phase velocity of 15.6 km/s. Previous
tomography work shows that 1 Hz Rayleigh waves have phase velocities of 0.6-0.85km/s in
Long Beach (Lin et al., 2013), agreeing with our velocity estimates for the planar scattered
wavefield. This observation shows that P-to-Rayleigh wave conversions are quite large in the
Los Angeles basin and explains some of the difficulty in using basin receivers for receiver
function analysis (e.g., Langston and Hammer, 2001). Similar processes have been observed for
S-to-Love and S-to-Rayleigh scattering across the SCSN, showing a similar scattered wavefield
subparallel to the NIF or western U.S. coastline (Yu et al., 2017; Buehler et al., 2018). They
found that teleseismic S waves from events originating in the Tonga-Samoa region usually
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convert to surface waves near the western coastline due to a crustal thickness variation across the
margin. However, the scattered waves from their observations travel with a velocity of ~3.0
km/s, which is larger than the 0.6-0.85 km/s planar scattered wave in our case. Besides that, the
surface waves converted from the Southern California Continental Borderland often appeared
50s after the S arrival. We see that the local planar scattered waves are almost emitted
simultaneously within 1 second after the P arrival, indicating scattering from local heterogeneous
structures in Long Beach. The exact mechanism for this local P-to-Rayleigh scattering needs
more investigation.
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Figure 3.14: (a) Two group of stations used for determining the velocity of planar scattered
waves is shown in map view below a 3D amplitude plot for the time slice at 152.18 s. AA’
extends to the northeast and crosses the Newport-Inglewood fault. BB’ is parallel to the
wavefronts of the planar waves. A record section for AA’ is shown in (b); distance increases
away from point A. A record section for BB’ is shown in (c) with distance increasing from B.
All waveforms were filtered using a zero phase, low-pass Butterworth filter with 5Hz corner
frequency. The Newport-Inglewood fault is represented by black lines on (a).
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By tracking the spherical shape of the wave fronts in the Signal Hill anomaly, we can
again calculate the velocity of the scattered wave. Figure 3.15 shows several circular groups of
stations around Signal Hill that are used for the velocity measurement. One station deployed near
the scattering center is chosen as a reference station to obtain the relative distance away from the
origin of scattering. We stack the seismograms from stations in 14 distance rings out to 1.4 km
from Signal Hill to average over the planar scattered field and to enhance the circular scattered
field (Figure 3.15b). The first 6 stacked waveforms are nearly identical, implying a 1.2km
aperture of the scattering center for this frequency near the surface (Figure 3.15c). By fitting a
line to the occurrence time of wave peaks and troughs versus distance for the other stacks, we
obtain a phase velocity of approximately 1.0 km/s for the scattered spherical wave. This velocity
assessment also agrees with the shallow Rayleigh wave phase velocity determined from ambient
noise tomography in Long Beach (Lin et al., 2013) and indicates that the spherical scattered
wave is another P-to-Rayleigh conversion. However, the difference in the wave propagation
direction of two scattered waves suggest different scattering geometries. Previous tomographic
imaging (Lin et al., 2013) and near-surface tectonic studies (Inbal et al., 2015) do not reveal any
obvious irregular structure in the Signal Hill region, so the scattering mechanism remains
unknown. Additional work is needed to investigate the efficiency of P-to-Rg conversions from
linear fault structures and 3D structures between fault segments of the NIF. These data will
serve as an excellent constraint to velocity models.
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Figure 3.15: (a) Four circular groups of stations around Signal Hill relative to a reference station
(denoted by black star) are part of 14 rings of stations used for the velocity measurements of the
spherical scattered wave. The stations represented by red, white, cyan and purple triangles have a
distance of 0.2km, 0.7km, 0.9km and 1.4km relative to the reference station. The NewportInglewood fault system is denoted by black lines. (b) 7 seismograms from the inner ring are
shown in black along with the stack in red. (c) The distance vs time plot of the 14 stacked rings.
The blue dashed line shows a line fit for estimating the velocity of the scattered wave. All
waveforms were smoothed by a low-pass filter with 5Hz corner frequency.

Our results show that ambient noise and interference of possible scattered waves in the
teleseismic waveform can be profoundly suppressed by curvelet analysis. The denoised P
waveform can then be used in further analyses. For example, the same curvelet processing
should be possible for refining horizontal component records of the P wave as well. Removal of
the scattered wavefield from both vertical and radial P components will greatly improve the
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deconvolution process to obtain receiver functions (Langston and Hammer, 2001). A clean stack
of vertical waveforms will help stabilize the deconvolution by forming a more accurate effective
source function and denoised horizontal waveforms will help avoid misinterpretation of local
scattering from deeper, ballistic Ps conversions.
As in any processing scheme, there are always limitations that must be recognized. One
key requirement prior to applying the curvelet transform to a dataset is interpolating the raw
wavefield to a regular grid. The choice of interpolation method has influence on the final
decomposition resolution. A second-order polynomial ( 𝑝& , n = 2 ) equation is applied in this
study since the amplitude of wavefield for incident P is almost linear over the space domain
(order n = 1) and the local scattered wavefield is assumed as spherically spreading (order n =
2). The interpolation method provides a least squares fit for the polynomial coefficients aligned
to each degree, which is affiliated with a ℓ/ minimization problem. Our processing is effective in
interpolating the wavefield to a regular grid with a small error (Figure 3.8) considering the
station spacing (~100 m) is much smaller than the average teleseismic wavelength (~ 15 km).
However, one drawback of the second-order polynomial interpolation is that it may be timeconsuming for a larger dataset and may underfit for complicate wavefields, especially for a
sparser seismic array. An approximation with ℓ2 optimization then should be sought since it has
been demonstrated to work well under many circumstances (Donoho, 2006).
The power of curvelets is in modeling a 2D pattern to find the directionality and spatial
frequency of image elements. Signals that overlap in spatial frequency but differ in directionality
or vice versa can potentially be separated. In our case, the plane teleseismic P wave was
successfully separated from the higher frequency scattered field in the curvelet domain.
However, the declustering method denoted by equation (3.10) cannot separate two or more plane
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waves with similar slowness and frequency. Another limitation of the declustering processing is
that if both the plane wave and the spherical scattered wave have similar small wavelength, or
large spatial frequency, the curvelet coefficients for those waves will severely overlap at coarser
scales so that the decomposition in the curvelet domain is insufficient. In addition, the current
curvelet transform method is only applied to each individual snapshot. Although the high density
of the Long Beach array ensures the smoothness of coefficient changes in the curvelet domain
over each timestep, additional information, for instance, the time derivative of curvelet
coefficients, could be taken into consideration for better decomposition results. Others suggest
that the wave equation can be solved in the curvelet domain (Sun et al., 2009). A time-dependent
declustering method using time-dependent curvelet coefficients could be found that is consistent
with a wave equation solution and could be self-updating at each time step. Moreover, since the
wavelet transformation provides a view of the seismic wavefield in scale and time domains, a
combination of continuous wavelet transform with our curvelet technique could be another
potential way to smooth the decomposed wavefields over time for improved resolution. In effect,
wave velocity would be inferred at the same time as wave geometry to resolve different waves.
We leave this to future work.

3.5

Conclusion
Curvelet transforms of the spatial wavefield are very effective in removing background

noise and separating different waves through synthetic tests and application to the Long Beach
array dataset. Soft thresholding in the curvelet domain using the pre-wave ambient noise field is
very effective in removing background noise. Declustering the curvelet coefficients associated
with the incident P plane wave from the remainder of the denoised field effectively separates the
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incident P wave from the local scattered field. Results for Long Beach shows that structures
associated with the NIF causes P-to-Rg scattering. High spatial frequency, low velocity Raleigh
waves having linear wavefronts propagate away from the NIF with phase velocities of 0.7 to 0.9
km/s. The Signal Hill structural pop-up creates a distinctive set of expanding circular wavefronts
at a slightly higher velocity of 1 km/s. Our results show that incorporating the spatial wavefield
observed from dense array deployments gives an additional set of useful tools for understanding
the seismic wavefield and removing unwanted noise and signal.
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Chapter 4

Teleseismic P-to-Rayleigh Conversions from Near-Surface Geological

Structure along the Newport-Inglewood Fault Zone in Long Beach, California

4.1

Introduction
Southern California has great seismic hazard in part due to strong seismic wave

amplification effects that occur in its sedimentary basins (Gao et al., 1996; Graves et al.1998). A
detailed model of geological and geophysical structure in the region is needed to predict regional
ground motion from future large earthquakes and to monitor fault ruptures (Olsen et al. 1995;
Olsen et al., 2003; Ben-Zion and Huang, 2002; Ben-Zion and Sammis, 2003). With the
development of new array designs and data-processing techniques, incorporated with large field
surveys conducted in the area, models of the crust have been developed to improve mapping of
the subsurface faults and sedimentary basins based on earthquake tomography, gravity data
inversion and borehole logs (e.g., Wang et al., 1986; Lutter et al.,1999; Magistrale et al., 2000;
Hauksson, 2000; Zoback et al. 2005; Li et al. 2007; Chen et al., 2007). Although these models
have shown some success in interpreting wave propagation features from certain earthquake
events (e.g., Furumura et al., 2003; Komatitsch et al., 2004), improvements still needed to obtain
high-resolution images of local basin structures at shallow depths. In particular, it is relatively
unknown how crustal faults within in the sedimentary basins in Southern California affect
seismic wave propagation.
In our previous study (Zhang and Langston, 2020), data from a large Fiji earthquake
recorded by the Long Beach array (Lin et al., 2013) indicated that structures associated with the
northwest-southeast trending Newport-Inglewood Fault Zone (NIFZ) caused large P-to-Rg
converted waves. We used curvelet transforms to separate local scattered waves from an incident
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teleseismic P wave into two distinct geometries. A local Rayleigh wave with circular wavefronts
traveling at a velocity of 1 km/s arose from a spot centered on the Signal Hill structural pop-up.
In addition, high spatial frequency, low velocity Rayleigh waves having linear wavefronts were
seen to propagate away from the NIFZ with phase velocities of 0.7 to 0.9 km/s (Zhang and
Langston, 2020) (Figure 4.1). The observations from the Long Beach array provide an excellent
opportunity to investigate the mechanism of P-to-Rayleigh wave conversions from local
geological basin structure associated with the NIFZ. Our working hypothesis is that velocity
heterogeneity from both the pop-up structure and fault zones of segments of the NIFZ are the
source of wave scattering. We are particularly interested in determining robust aspects of the
velocity structure that are consistent with the geology of the NIFZ and Signal Hill that may
illuminate structures more clearly.
There have been a number of studies of P-to-Rayleigh conversions in heterogeneous
media. Estimates of P-to-Rg conversion coefficients at wedge corners using physical models
were obtained by Gangi (1967) and Gangi and Wesson (1978). A frequency-wavenumber
analysis of coda by numerical modelling was applied to demonstrate that body-to-surface wave
conversions are largely responsible for scattered energy observed in heterogeneous isotropic
models (Wagner and Langston, 1992; Clouser and Langston, 1995). A hybrid method was
developed and benchmarked to investigate the effect of topography of the free surface and the
Moho on the P-to-Rg conversions (Monteiller et al., 2013). Scattered-wave imaging and
localizing the origin of P-to-Rayleigh conversions at the Loma Pelada fault in New Mexico was
done by analyzing teleseismic virtual reflection profiles (Finlay et al., 2020).
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Figure 4.1: (a) Local scattered wavefields recovered by curvelet analysis. (Modified from Zhang
and Langston, 2020). (b) shows a plot of scattered Rayleigh waves parallel to the NIFZ recorded
on Long Beach array stations denoted by yellow triangles in (a). (c) shows a plot of the
spherically scattered Rayleigh waves from Signal Hill recorded by stations denoted by blue
triangles in (a). Black lines represent the NIFZ and the red dashed square is the target region for
this study as indicated in Figure 4.2.

Normally, one would not expect that teleseismic P waves could give rise to such
complexities since teleseismic P wavelengths are much longer than the dimension of a local
scatterer and other small-scale structures. However, basin materials can be very low velocity and
low density. Coupled with very low horizontal phase velocities for surface waves, the quantity
ka, in which k is the horizontal wavenumber and a the scatterer dimension, can be the same for
both wavefields indicating that they can interact quite strongly. The effect has been observed in
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many previous numerical studies of seismic scattering (Aki and Richards, 2002; Dougherty and
Stephen, 1988; Wagner and Langston, 1992). Our observations may explain some of the
difficulties in receiver function analysis of the basin (Langston and Hammer, 2001).
In this work, we investigate the mechanism of P-to-Rayleigh wave conversions observed
at Long Beach and perform high-resolution imaging of the fault zone along the NIFZ. A welldeveloped wave equation solver based on the finite-difference method is applied to perform
forward seismic waveform modelling and constrains the geometry of heterogeneities and
scattering parameters. We do this by analyzing the waveforms and arrival times of synthetic and
observed converted surface waves that originate from the boundaries of the heterogeneity. The
results show internal structures within the NIFZ including an uplifted wedge under Signal Hill
and low velocity fault zones that augments recent tomographic imaging studies in Long Beach
(Lin et al., 2013; Schmandt et al., 2013; Castellanos et al., 2020).

4.2

Geological and Geophysical Background
Long Beach is situated in the southern part of the Los Angeles (LA) Basin, a sedimentary

basin lying between the Peninsular and Transverse Ranges (Jahns, 1973). The LA Basin is
approximately 860 square miles in extent and outlined by the Santa Monica Mountains and
Repetto hills on the north and east, bounded by the Santa Ana mountains to the southeast and
grades into the Continental Borderland to the west (Yerkes, 1965). The major blocks in the basin
(e.g., Central and West Coast basin) are bounded by different fault zones (Wald et al., 1995;
Plesch et al., 2007) (Figure 4.2). Within the LA basin, most seismicity is distributed along the
NIFZ and Whittier fault zone (WFZ) and is low magnitude (Ml<2.5). The geological structure of
faults in Southwest California is heavily influenced by the complexity of the North America-
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Pacific plate collision since several different mechanisms interacted during slab pull, uplift and
plate subduction stages (Baldridge and Scott, 2004).
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Figure 4.2: Tectonic setting of the Los Angeles Basin. Major fault systems in this region are
represented by red solid lines. The dashed black line indicates the boundary of the Transverse
Ranges. Black squares denotes major cities in South California. Fault locations are referenced
from Community Fault Model (CFM) Database produced by SCEC (Plesch et al., 2007). The
black dashed square represents the target region for this study.

The LA basin began to form in the early Miocene, as part of the crustal extension in the
wake of the rotating Transverse Ranges (Nicholson et al.,1994; Crouch and Suppe 1993). At that
time, the encompassed region of the LA basin was a coastal highland area (Wright, 1991).
Following the middle Miocene, the LA basin was dominantly driven by the transtension due to
the releasing bend of the transform boundary in southern California (Ingersoll and Rumelhart,
1999). From the late Miocene, the depressed region of the LA basin experienced deposition and
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the West Coast basin began to uplift relative to the central block owing to the movement along
the NIFZ (Simmons, 1994). The LA basin underwent sediment deposition continuously to the
Holocene, which established most of the present strata as a result of Holocene-, Pleistocene-, and
Pliocene-age marine and alluvial sedimentation. The basin eventually subsided to near sea level
at present (Yerkes, 1965).
Long Beach is located within the West Coast basin, at the edge of the LA Basin, which is
composed mostly of marine strata; the anticlines buried in this region lead to prolific oil
production in California (Hauksson, 1990). The NIFZ dominates structure in Long Beach and
consists of a series of fault segments trending northwest/southeast. The intersection of the
southeast end of the Cherry Hill Fault (CHF) with branches of the northwest trending North East
Flank Fault (NEFF) forms a surficial uplifted wedge, known as Signal Hill. (Wright, 1991; Inbal
et al., 2015) (Figure 4.3). The NIFZ is a right-lateral strike-slip fault, as supported by
paleoseismicity studies (Hauksson, 1990). The 1933 M6.3 Long Beach earthquake occurred on
the southern segment of the NIFZ, from Signal Hill to Newport Beach at a depth of about 10km
and showed right-lateral strike-slip movement (Wood, 1933; Richter, 1958). A majority of
earthquakes that occur near or along the NIFZ are at depths of 10-17 km (Sutkowski et al.,
2016). Although most earthquakes in the region occur in the deeper crust, there are still several
shallow events above 5km along the NIFZ. Our observation of low velocity Rayleigh waves
propagating away from the NIFZ also indicates that scattering must occur at shallow depths
along the faults (Zhang and Langston, 2020). Hence, we believe that significant structure within
the NIFZ extends to the near surface. This hypothesis is used to justify our finite difference
modeling. Signal Hill, as the major topographic feature in Long Beach, is an uplifted slice of
sediments resulting from the left-stepping restraining bend of the right lateral Cherry Hill and
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North East Flank faults of the Newport-Inglewood fault (Yerkes, 1965). It is about 1.2 km long
and 0.8 km wide. The geometry and topography of Signal Hill will be used as constraints in the
following simulations.
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Figure 4.3: Seismicity and Topography of Long Beach. Earthquakes varying with depth and
magnitude are denoted by circles with different color and size. The Signal Hill popup structure is
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NIFZ and are represented by black lines. The inset shows the location of Long Beach along the
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4.3

Data and Model Setup
4.3.1

Data Preparation

Seismic data were obtained from our previous study (Zhang and Langston, 2020). The
raw seismograms were recorded by the Long Beach array which was deployed by NodalSeismic
and Signal Hill Petroleum as part of an oilfield survey from January to June 2011. The array
consists of about 5200 stations with an average spacing of 120 m (Schmandt et al., 2013; Lin et
al., 2013). Processing followed several steps. We inspected the data to remove high-noise traces
that did not show clear teleseismic P phases. We then removed trends, means and tapered the
time series by a 1% symmetric taper window to reduce truncation effects. All the data were
filtered to 0.4 -1.5 Hz and decimated to a sample rate of 50 Hz. Then, the curvelet method was
applied to denoise and separate the local scattered wavefield from the teleseismic P wave. Five
seconds of seismic data including 1.4s of pre-P wave arrival noise at the 2211 stations of the
dense array were ultimately retrieved. The teleseismic earthquake event used in this study is
listed in Table 4.1 and the areal coverage of the 2211 stations is shown in Figure 4.4.

Table 4.1: Event used in this study
Event time
(UTC)

Latitude
(° N)

2011/02/21 -26.0435

Longitude Depth
(° E)
(km)

Mag
(Mw)

Location

Azimuth
(Deg)

Back Azimuth
(Deg)

178.4765

6.5

Fiji Islands

48.3

233.8

551.8

10:57:51
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Figure 4.4: (a) shows the location of the Fiji earthquake (denoted by a red star) and Long Beach
array (represented by a black dot) used in this study. Stations are denoted by red circles and
segments of the NIFZ are represented by black lines in the magnified plot of (c). (b) displays the
Source-Time-Function (STF) having 5s- duration used for forward modelling. The red dashed
line denotes the arrival time of the teleseismic P wave beam. The dominant frequency of this
wavelet is 1Hz.

4.3.2

Model Setup

For the scope of a relatively small region, a straightforward and powerful tool called
SOFI3D (Seismic mOdeling with FInite differences in 3D), was developed to solve the viscoelastic wave equation to predict wave propagation within subsurface structure (Robertsson et al.,
1994; Blanch et al., 1995; Bohlen, 2002). We adopt SOFI3D as our main method to perform the
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forward modelling and simulate local P-to-Rg conversions in Long Beach by computing
synthetic waveforms.
To estimate the dimension of the model, we captured the pattern of propagating local
scattered waves in space. Our previous observations (Zhang and Langston, 2020) show that the
spherical scattered field is high amplitude out to 1~1.5km from Signal Hill and that the outer
region is dominated by planar scattered wavefields parallel to the NIFZ. Therefore, we choose
the dimension of study region to be 4km×4km×2km(Depth) in the simulation. For the purpose
of eliminating boundary reflections, an additional volume is added to the existing model by
doubling the range along all three axes. To sufficiently sample the wavefield without the
occurrence of grid dispersion, the spatial grid spacing 𝑑ℎ is determined to be 40m both
horizontally and vertically. The detailed calculation for grid spacing 𝑑ℎ is given in Appendix A.
The temporal sampling, 𝑑𝑡, of 5ms is determined to ensure the stability of the forward
computation (Appendix A). Seismograms have a time span of 5.0s, so 1000 time steps are
needed in the computation.
We used the processed teleseismic P waveform from the curvelet decomposition as our
input source function for the input P plane wave (Figure 4.4b). The denoised teleseismic P
waveforms over all stations across the array were stacked after beamforming. The data were also
up-sampled to 200Hz using a piecewise polynomial interpolation method, which is the frequency
required by SOFI3D to avoid time instability.
A plane wave source is assumed in the wave simulation to model seismic wave
propagation from teleseismic earthquakes and is implemented by exciting isotropic sources
(explosions) over all grid points on a dipping plane starting at the depth of 2km. The dip angle of
the source plane 𝜃 is 11.5 degrees and is specified by the ray parameter of the incident
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teleseismic wave (Zhang and Langston, 2020) and the P wave velocity at the lowermost layer in
the model (Figure 4.5a). We use a backazimuth for the Fiji earthquake of 228o as the input. This
is slightly different than the theoretical backazimuth of 234o because it appears that the observed
plane wavefronts have an azimuth anomaly as seen in the actual data. The data show average
plane wavefronts propagate across Long Beach with an apparent back azimuth of approximately
222o. Perhaps the anomaly is caused by deeper structure of the LA basin. We split the difference
in the observed to theoretical backazimuth and use 228o. Changes in the backazimuth of this
magnitude have very little effect on the models since the waves are nearly vertically propagating.
Detailed velocity and density structures within the domain should be properly defined
once the dimension and spacing of the model are determined. The shallow structure at a depth up
to 2km in Long Beach has been described by ambient noise analysis (Lin et al., 2013) and body
wave tomography (Schmandt and Clayton, 2013; Castellano et al, 2020). Based on the Lin’s and
Castellano’s model, we derived a smooth background velocity structure up to 2km in depth
(Figure 4.5a). The average 1D model is used as a reference and the local scattered field will be
retrieved by subtracting the reference model waveforms from the scattering model waveforms
after simulations.
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Figure 4.5: (a) Assumed background P-, S-wave velocity model (left panel) for Long Beach
structure. The Vp model is extracted from the P wave tomographic result of Castellano et al.,
(2020) and the Vs model was determined from the ambient noise analysis of Lin et al., (2013).
(b) Depth sensitivity kernels for Rayleigh waves at 0.5-, 1-, and 2-Hz based on the 1D
background velocity model.

4.4

Data Analysis and Results
A priori knowledge of structural heterogeneities (e.g. depth and thickness) is helpful for

choosing scatter models to consider. We compute depth sensitivity kernels for 0.5-, 1-, and 2-Hz
Rayleigh waves based on the 1D model obtained above (Figure 4.5b). The kernels illustrate that
the 1 Hz Rayleigh wave is most sensitive to a shallow layer having a depth up to 500m, which
indicates that most of the P-to-Rg conversions will be most sensitive to structure above 500m
depth. Moreover, recent high-resolution gravity measurements conducted in Long Beach reveal
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there is no significant gravity anomaly, or even a slight gravity high of 0.2-0.3 mGal along
Signal Hill and the NIFZ (Ponti et al., 2007), which implies that the density of structural
heterogeneities is close to background materials. We assume the density of heterogeneities is the
same as host rocks during the simulation.
To get an overview of the structural heterogeneities at shallow depths in Long Beach, we
derived a 3D Vp model by extrapolating the body wave tomographic results of Castellano et al.,
(2020). Figure 4.6 shows different cross-sections of the velocity model across the main fault
trend. There are several prominent velocity signatures associated with the NIFZ, which may
contribute to excitation of the local P-to-Rg conversions. The NIFZ is clearly outlined by a
velocity contrast arising at a depth of about 500m for both northwestern and southeastern
strands. A fast velocity anomaly buried in the NIFZ is also revealed by the surface wave results
of Lin et al., (2013). The lateral variation of the high velocity anomaly is ~3% in Vp from
Castellano’s model. Moreover, the fault segments appear to be mostly vertical (Figure 4.6d and
4.6h), which is consistent with previous geological imaging of fault structures in the LA basin
(Wright, 1991). However, the fault trace could locally dip to the southwest at shallow depths of
around 400-700 m for the northwest and southeast fault segments (Figure 4.6e and 4.6g). The
structural popup is defined by two strands of the NIFZ with a significant velocity contrast at a
depth of 1km beneath Signal Hill and shallow structure characterized by a relative low velocity
zone (Figure 4.6c and 4.6f).

82

(a)

(b)
8

2

A’

7

B’

B
E’

C

Northing(km)

6

Vp perturbation

Northing(km)

1

C’

4

0

F’

3

-1

2

D

1

E
2

3

4

5
4
3
2

F

1

A
1

Depth
= 1.00 km

7

D’

6
5

8

Depth
= 0.20 km

5

6

7

-2 (%)

8

1

2

3

Easting(km)

(c)

A

1
1.5

0

B’

0.5
1
1.5

1

2

3

4

5

6

7

0

8

1

2

C

C’

(f )
Depth(km)

Depth(km)

0.5
1
1.5

D

D’

0.5
1
1.5
2

2
0

1

2

3

4

0

2

4

Distance(km)

6

8

10

Distance(km)

E

(h)

E’

0

0

0.5

0.5

Depth(km)

Depth(km)

4

SH

0.2
0

0

3

Distance(km)

Northing(km)

1
1.5
2

8

2

2

(g)

7

B

0.5

(e)

6

0

Depth(km)

Depth(km)

5

(d)

A’

SH

0.2
0

4

Easting(km)

F

F’

1
1.5
2

0

1

2

3

4

5

6

0

Distance(km)

1

2

3

4

5

Distance(km)

Figure 4.6: Horizontal and vertical slices of the 3D P-wave velocity model extrapolated from the
results of Castellano et al., (2020). The velocity perturbations (in percent) are obtained by
subtracting from the average 1D model (Figure 4.5a) in each depth. (a) and (b) display the
horizontal slices at a depth of 0.2km and 1.0km. Six cross-sections across the region are
represented by blue lines in (a). The study area is outlined by a yellow dashed window. The
black lines denote the strands of the Newport-Inglewood fault. Fault-perpendicular crosssections of A-A’, B-B’, C-C’, D-D’, E-E’, and F-F’ are displayed in (c), (d), (e), (f), (g) and (h),
respectively. The black solid lines above the surface in (c) and (d) represent the topography
along the two profiles (A-A’ and D-D’). The black arrows on the surface in each profile indicate
the location of the fault’s surficial trace. The black dashed lines in each profile mark the possible
layout of the fault planes. SH denoted the location of Signal Hill.
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The existing geophysical models have demonstrated structural complexity within the
NIFZ. To clarify the role of geology in creating P-to-Rg wave conversions, the geophysical
models inferred from Castellano et al., (2020) are implemented to investigate their ability to
produce scattered waves. A comparison of synthetic Rayleigh waves and observations recorded
at the surface using the Castellano’s 3D model is shown in Figure 4.7. The simulation result from
Castellano’s model not only shows a scattered wave propagation pattern due to the 3D structural
complexity (Figure 4.7a) but also an extremely weak Rayleigh wave (Figure 4.7b). These
mismatches with the observations suggest that other, previously unmodeled structures, give rise
to the local P-to-Rg wave conversions.
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Figure 4.7: (a) A plot of scattered wavefield at the surface computed from Castellano’s 3D
model. Black lines represent the strands of Newport-Inglewood fault. (b) shows a comparison of
scattered Rayleigh wave from the Castellano’s model (grey line) with the real data (black line)
recorded by the station at the crest of Signal Hill. The station is denoted by a grey triangle in (a).
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4.4.1

Topography of Signal Hill

The observations from the Long Beach array for the case of the Fiji event demonstrates
that two kinds of converted Rayleigh waves are generated simultaneously and that most of the
scattered wavefield is dominated by the conversion around Signal Hill (Figure 4.1). Hence, we
first focus on the mechanism for the P-to-Rg conversions occurring around Signal Hill.
The elevation in Long Beach is between 0 and 20m except for Signal Hill, which is 80120m high (Figure 4.8a). This feature could scatter P waves into surface waves. To test the
influence of the Signal Hill topography on P-to-Rg wave conversion, we run a simulation only
considering the topography without any subsurface heterogeneities involved in the model. A 2D
spatial function is used to define the topography at the top, which is applied with a free surface
condition. The exposures along the Signal Hill uplift are mostly identified as a uniform sand of
fine to medium texture, topped with silt (Yerkes, 1965). A typical P wave velocity for the dry
sand is 0.4-1.2km/s (Zimmer, 2003). Herein, we assume a low velocity material above sea-level
and the Vp is at an average value of 800m/s in our initial model. Figure 4.8b displays the local
scattered wavefield resulting from the topographic change. We observe a set of surface waves
emerging and propagating away from Signal Hill with circular wavefronts. The waveform and
onset of the scattered wave at the scattering center show good agreements with the observation
but with a relatively smaller amplitude (Figure 4.8c). The good agreement implies that
topography is the principal cause for wave conversions occurring at Signal Hill. The synthetic
seismogram displays the same phasing compared to the data, which is strong evidence that low
velocity materials occur within the structural popup.
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Figure 4.8: (a) shows the modeled topography in the study region. The height is discretized with
a same increment of 40m as the spatial spacing of the subsurface domain. (b) shows the local
scattered wavefield on the surface owing to the topographic changes in Signal Hill. (c) a
comparison of scattered Rayleigh waves from topography simulation (red line) and real data
(black line) for the station at the crest of Signal Hill. The station is denoted by a grey triangle in
(b). Black lines in (a) and (b) represent the strands of the Newport-Inglewood fault.

We vary the velocity within the popup to determine the best fit to the observations. We
ﬁnd that a low velocity material with a 60% velocity reduction in Vp and Vs compared to the
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sedimentary rocks (i.e., Vp ~700m/s and Vs ~150m/s) fit the data best. Two linear profiles across
Signal Hill are chosen to display a comparison of synthetic waveforms from the best-fitting
model with the actual scattered waveforms (Figure 4.9). The amplitude of synthetics are highly
compatible to the real data and the computed wave trains indicate a group velocity of ~0.9km/s,
which also agrees with the observation. To test the robustness of our velocity model, we ran
simulations by perturbing the velocity within the pop-up structure with a 10% increase and 10%
decrease to examine amplitude sensitivity. Figures 4.9d and 4.9e display a comparison of the
maximum amplitude of the best-fitting model, ±10% velocity perturbation models and the real
data recorded by the two profiles. A 10% perturbation in velocity can introduce a 30%-60%
amplitude misfit. The greater misfit observed at stations away from Signal Hill is accounted for
by the interference of fault-parallel scattered waves from the NIFZ in the real data. The results
from forward modelling indicates that Signal Hill is composed of relatively low velocity but with
comparable density to deeper sedimentary rocks, and are probably highly fractured and relatively
dry (e.g., Chen and Yang, 2020). We interpret the Signal Hill popup as a relay ramp formed by
the overlapping of the CHF and NEFF branches. A relay zone is generally characterized by
intense fractures and exhibits a potential pathway for fluid flow (Nicol et al., 2002; Bastesen and
Rotevatn, 2012; Fossen and Rotevatn 2016), thus is prone to be a seismological low velocity
region.
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Figure 4.9: (a) Local scattered wavefields at the surface from the best-fitting velocity model of
topography. Two linear profiles across the Signal Hill are denoted by triangles with different
color and labeled as S1053 and S1055, respectively. A comparison of synthetics (red lines) and
actual waveforms (black lines) for the S1053 and S1055 profiles is shown in (b) and (c),
respectively. Distance in each plot increases from southwest to northeast. A comparison of the
maximum amplitude from best-fitting model, ±10% velocity perturbation model and real data
for the S1053 and S1055 profiles is shown in (d) and (e), respectively.
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4.4.2

Characterizing Fault Zone Properties for the NIFZ

We also investigate fault zone (FZ) velocity structure causing planar scattered Rayleigh
waves propagating away from the NIFZ. In general, faults are characterized by a narrow fault
core with surrounding regions of enhanced fracturing and small faults, termed damage zones.
Damage zones are usually assumed to have lower seismic velocity relative to the host rocks
(Chester and Logan 1986; Yang et al., 2014). A number of investigations have been conducted to
image fault damage zones in Southern California over past years, including analyzing borehole
logs and drill cuttings (e.g., Zoback et al., 2005), inversion of gravity data (e.g., Wang et al.,
1986), performing ambient noise tomography (e.g., Thurber et al., 2006) and modeling faultrelated seismic phases (e.g., Li et al., 2007). Among these techniques used to probe FZ
properties, the highest imaging resolution is obtained from modeling fault-reflected waveforms
recorded over small-aperture arrays (e.g., Ben-Zion and Sammis, 2003), and suggest a general
manifestation of an approximately 200‐300m thick fault damage zone (Li et al., 2007; Bradbury
et al., 2007; Zoback et al., 2010).
Analogous to local earthquake FZ trapped waves, teleseismic P phases can be critically
reflected inside the FZ with the seismic energy associated with constructive interference being
carried by a large-amplitude, well-developed dispersive Rayleigh wave (Ben-Zion et al., 2003;
Peng et al., 2003). Previous studies for modeling the width of FZs using methods like
Generalized Ray Theory (GRT) (Helmberger, 1983) or with trapped-wave methods (Peng et al.,
2003), show that there are considerable trade-offs between the velocity and width due to a lack
of coherent scattered phases observed over the entire array (Yang et al., 2014). For the Long
Beach array, a coherent scattered Rayleigh wave can be seen among several stations close to
strands of the NIFZ, which can be used to constrain the width of the FZ.
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Figure 4.10 shows fault-parallel scattered waveforms along three cross-sections
perpendicular to the NIFZ from the real data. We observe that two neighboring stations over a
distance ~100m in each group display a coherent Rayleigh wave with the largest amplitude,
which indicates the width of the FZ is approximately 100m. However, a strong trade-off between
the width and wave velocity may still exist considering that the FZ is only covered by a few
stations. This will be discussed later. The geological evidence for internal structure of the NIFZ
suggests that the dip direction of the fault is generally high-angle to near vertical, and locally
dips SW (Wright, 1991). We also note a ~ 500m southwestward offset between the location of
the inferred surface FZ and the “in-phase” stations on the northwest segment (Figure 4.10). This
may imply that the NIFZ is neither well located nor vertical but dipping southwest, which is
consistent with the geological interpretation for Newport-Inglewood fault by Castellano et al.,
(2020). This finding will be applied into a dip analysis of the FZ in the discussion section.
However, no significant offset on the southeast segment is observed and the strand is highly
vertical. The offset on the branch close to Signal Hill is also unclear owing to the lack of data.
Herein, we define the geometry of fault planes based on these findings in the following
simulation, composed of a FZ, which has a 500m SW offset on the northwest segment, along
with a FZ following its surficial trace on the middle and southeast segments. The fault planes are
assumed vertical in our models.
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Figure 4.10: (a) fault-parallel scattered wavefield at the surface. Three groups of stations along
different profiles perpendicular to the NIFZ are denoted by triangles with different color and
labeled as S1037, S1041 and S1072, respectively. A ~ 500m southwestward offset on the
northwest segment is represented by a white double arrow. (b), (c) and (d) shows the scattered
Rayleigh waves retrieved for the three profiles. Distance in each plot increases from southwest to
northeast. Stations located in the fault zone and showing a coherent scattered Rayleigh wave are
highlighted by red lines in each plot. Blue dashed arrow in (b) represented the propagation
direction of converted Rayleigh waves with a velocity of 0.7 to 0.9 km/s.

An obvious velocity contrast within the Newport-Inglewood fault at shallow depths
above 500m is revealed by the P wave tomographic work of Castellano et al., (2020), showing
that the lateral variation of Vp across the fault can be up to 6%. To test the influence of a vertical
velocity offset on the P-to-Rg wave conversions, we ran a simulation by only implementing a 6%
velocity contrast across the fault planes above a depth of 500m in the model based on the
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tomographic results (Castellano et al., 2020). Figure 4.11 displays the model setup and synthetic
wavefields at the surface. The scattered waves generated from the velocity contrast are much
weaker than the real data, indicating that this structure has negligible importance for the
observed scattered waves.
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Figure 4.11: (a) The Vp model for a velocity contrast besides the fault planes above a depth of
500m. Red lines represent the surficial trace of the Newport-Inglewood fault. (b) displays the
synthetic scattered wavefields at the surface. A linear profile across the NIFZ is denoted by grey
triangles and labeled as S1039. (c) A comparison of synthetics (red lines) and actual waveforms
(black lines) for the S1039 profile. Distance increases from southwest to northeast.
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We probe various velocity structures of the FZ by varying the width and FZ velocity
reduction to determine the best fit to the observations. The FZ is assumed to extend to a depth of
500m based on the tomographic model (Castellano et al., 2020) and sensitivity kernel analysis
discussed above (Figure 4.5b). We also investigate the trade-off between FZ width and
velocities. Both the arrival time and amplitude of scattered Rayleigh waves at near-fault stations
can be affected by different FZ width and velocity structure. Hence, to measure the potential
velocity and width structure of FZ and distinguish the trade-off between these two, an error
estimator of 𝜖(∑Ì ∆𝑡Ì , ∑Ì ∆𝐴𝑚𝑝Ì ) is calculated by summing up all the arrival residuals ∆𝑡 and
amplitude differences ∆𝐴𝑚𝑝 between the synthetics and data on these near-fault station (~1km
long profiles) in a grid search. The arrival residual is obtained by manually picking the first
arrival of the synthetic Rayleigh wave phases and estimating the time difference compared to the
data. A ratio of the maximum amplitude of the synthetic scattered wave to the observation is
used to measure the amplitude difference. P and S wave velocity reductions in the FZ relative to
the host rock are searched in 5% increments from 10% to 30% and FZ width is searched from
30m to 230m with an increment of 40m.
The best determined model of the FZ is 100–120 m wide with a 15% velocity reduction
relative to bedrock. Figure 4.12a displays the synthetic Rayleigh waves generated by the FZ, in
addition to other scattered waves excited by topography of Signal Hill. A comparison of
synthetics from the best-fitting model with the actual waveforms for three profiles across the
fault is shown in Figure 4.12b-4.12d. The fault-parallel scattered Rayleigh waves for the linear
profiles are obtained after subtracting out the teleseismic P wave and the spherically scattered
wave in Signal Hill. The timing and moveout of all scattered Rayleigh waves are consistent with
placing the FZ 500m SW of the surface trace of the Cherry Hill fault. The synthetic wave trains
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indicate a group velocity of ~0.8km/s, which is compatible to the real data. Figure 4.13 shows
the interpolated error surface for the grid search. We also tested different Vp and Vs reductions
in isolation but the synthetics didn't show much difference so that the same Vp and Vs reduction
in the FZ is used for the misfit estimation. The properties of the FZ estimated from the forward
modelling agree with an overall characterization of fault damage zones in Southern California
(e.g., Zoback et al., 2005; Ben-Zion and Sammis, 2003). The low velocity fault structure of the
NIFZ demonstrates enhanced fracturing caused by the faulting (e.g., Yang et al., 2014).
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Figure 4.12: (a) Local scattered wavefields at the surface from the best-fitting velocity model.
Two linear profiles across the northwestern fault strand and one linear profile across the
southeastern strand are denoted by triangles with different color and labeled as S1039, S1041
and S1072, respectively. A comparison of synthetics (red lines) and actual waveforms (black
lines) for the S1072, S1039 and S1041 profiles is shown in (b), (c) and (d), respectively.
Distance in each plot increases from southwest to northeast. The inferred 100-120m width of the
FZ is represented by a grey bar in each plot.
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4.5

Discussion
Our topographic/velocity model of Signal Hill consisting of a single low velocity material

is obviously a first order, simple model of the structure. Elevation of deformed unconsolidated
sediments in the compressional accommodation zone between strands of the NIFZ is likely to
result in lower wave velocities because of cracking and a lower water table (e.g., Kim et al.,
2015), especially in a partially gas-saturated environment (Lee, 2004). We have very little
constraint from the data on how deep such low velocities can go. Indeed, in preparation for this
model study, we examined various low velocity prisms in a half-space model that could give rise
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to the same pattern of P-to-Rg conversions. Geologically, it is reasonable that Signal Hill has
lower velocity than sediments in the surrounding lower parts of the basin.
Although we assume that the FZ is vertically oriented in the models thus far, the observed
~500m southwestward offset on the northwest segment (Figure 4.10) implies that the fault could
locally dip SW as suggested by Castellano et al., (2020). We investigate dip dependence by
computing models with a 45o northwest dipping segment. The top occurs at the location of the
mapped surficial trace. Figure 4.14 displays the model setup and synthetic waveforms. For the
purpose of enhancing the scattering difference caused by a SW-dipping versus a vertical FZ, the
scattering generated by the topography of Signal Hill is not included in Figure 4.14b. The
computed local scattered wavefields around the SW-dipping fault segment for the Fiji source had
smaller amplitudes compared to the observed wavefield for the vertical FZ on the southeast
segment. The scattered wave amplitudes from a SW-dipping FZ model also show highly
different asymmetrical wave patterns at the surface (Figure 4.14b). Larger amplitude scattering
occurs on the side of the dip direction. A comparison of synthetic seismograms from a linear
profile across the northwest segment with the real data shows a significant mismatch in timing
and phasing of the waveforms for the SW-dipping FZ model. The synthetic Rayleigh waves with
the largest amplitude arose at the FZ close to the side of surficial trace, which contradicts with
the observation. This may imply that the FZ properties vary with depth and the velocity
discontinuity at a deeper part of the CHF has an overwhelming effect on P-to-Rg wave
conversions. However, without other constraints, this study is limited in resolving fault dip.
We also tested these models with P waves from three other teleseismic events at two
different back-azimuths. The observations from the three events do not show the local scattered
wavefield as well as the Fiji source because of higher background noise levels and complex
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effective source functions (Figure 4.15). Emergent P arrivals mask the scattered wavefield and
we could not differentiate the scattered wavefield sufficiently in our models to constrain any
differences due to structural dip. It might be possible to use a combination of regional or local
earthquake data to further resolve structure but this is beyond the work of this paper.
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Figure 4.14: (a) The Vp model for a SW-dipping FZ on the northwest segment and a vertical FZ
on the southeast segment. Red lines represent the surficial trace of the Newport-Inglewood fault.
(b) displays the synthetic scattered wavefields around the NIFZ at the surface. A linear profile
across the northwest segment is denoted by grey triangles and labeled as S1039. (c) A
comparison of synthetics (red lines) and actual waveforms (black lines) for the S1039 profile.
Distance increases from southwest to northeast. The FZ outlined by the scattered Rayleigh waves
with the largest amplitude from the simulation and observation is represented by a grey bar and a
black bar, respectively.
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Figure 4.15: Plots of the seismogram and teleseismic wavefield on the surface recorded by the
Long Beach array from a Fiji source (a), Loyalty Islands source (b), Japan source (c) and Bonin
source (d). All the seismic data are filtered to 0.4-1.5Hz. The red dashed lines in the waveform
plots denote the time of snapshots. Red dashed circles indicate the possible scattered wave
arising in Signal Hill. The red arrow indicates the propagation direction of the teleseismic P
wave in each plot. Black lines represent the Newport-Inglewood fault.
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4.6

Conclusion
We investigated the mechanism for local P-to-Rg wave conversions occurring in

teleseismic data from the Long Beach array and estimated velocity structure required along the
NIFZ by modelling scattered waveforms recorded by the densely-deployed Long Beach seismic
array. We find that topography of Signal Hill can be responsible the for large P-to-Rayleigh
wave conversions propagating radially away from the structural popup. The materials in the
popup strata above sea-level are estimated to have velocity reductions relative to deeper
sedimentary rock of ~60% in Vp and ~60% in Vs. Scattering from the Newport-Inglewood fault
zone may explain another set of linear P-to-Rayleigh wave conversions. We resolve structure in
the fault zone situated above 500m depth having a width of ~100-120m, and the velocity being
lower relative to surrounding host rocks by ~15% in Vp and ~15% in Vs. These findings are
consistent with previous tomographic results in Long Beach (Castellano et al., 2020). We cannot
discern the dip direction of the fault zone from a single teleseismic earthquake source. However,
based on the spatial distribution of the scattered Rayleigh waves, we suggest that the fault zone
at depth may be displaced from the surface trace of the Cherry Hill fault. Overall, the data show
that conversion of teleseismic P waves into slowly propagating Rayleigh waves is surprisingly
efficient and gives rise to secondary phases in the P wave train that could be mistaken for Ps
conversions from crustal interfaces, if only isolated single station data are used. Using data from
a dense seismic array allows the wavefield to be investigated in detail to detect this complex
scattering with a high-spatial-resolution.
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4.A

Appendix: Space And Time Scheme
When using a spatial sampling of 𝑛 grid points per minimum wavelength, the wavefronts

are usually sharply defined in numerical calculation. An improper choice of 𝑛 can lead to
artificial dispersive wavefields, termed as grid dispersion. To sufficiently sample the wavefield
without the occurrence of grid dispersion, a criterion for the spatial grid spacing 𝑑ℎ is developed
and has to be satisfied:

𝑑ℎ ≤

𝜆ÝÌ& 𝑉—,ÝÌ&
=
𝑛
𝑛𝑓

Where, 𝜆ÝÌ& denotes the minimum wavelength, 𝑉—,ÝÌ& represents the minimum S wave velocity
in the model and 𝑓 is the dominate frequency of the source signal. Depending on the accuracy of
the used FD operator, the parameter 𝑛 is different. Table 4.A.1 shows a list of 𝑛 chosen for
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different FD operator types and lengths. A 4th order Holberg FD operator is adopted by SOFI3D
and used in our forward modelling. Considering the velocity in the uppermost layer 𝑉—,ÝÌ& =
400m/s (Figure 4.5a), the maximum frequency of the real data 𝑓 = 1Hz, and 𝑛 = 8.32, we get:
𝑑ℎ ≤ 48m. We choose a spacing 𝑑ℎ = 40m both in horizontal and vertical direction in the
forward modelling.

Table 4.A.1: The number of grid points n per minimum wavelength for different orders (2nd12th) and types (Taylor and Holberg) of FD operators.
FDORDER
2
4
6
8
10
12

n (Taylor)
12
8
7
6
5
4

n (Holberg)
12
8.32
4.77
3.69
3.19
2.91

In analogy to the spatial spacing, a sampling criterion during the temporal discretization
also should be satisfied to ensure the time stability of the FD code. Basically, when a wave is
crossing a grid network, the timestep 𝑑𝑡 must be less than the time for the wave to travel
between two adjacent grid points to avoid an infinite growth of wave amplitude during the time
evolution. In addition, a parameter less than 1 is implemented in the calculation to satisfy the
different stability requirement of FD operator at different order and types, called as CourantFriedrichs-Lewy (CFL) number. In mathematics, the criterion equation can be written as:
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𝑑𝑡 ≤

𝑟 ∙ 𝑑ℎ
𝑉î,Ý•Î

Where, 𝑑ℎ denotes the spatial spacing, 𝑟 represents the CFL number and 𝑉î,Ý•Î is the maximum
P wave velocity in the model. Table 4.A.2 lists a group of CFL number for different FD operator
lengths and types (Taylor and Holberg).
For a 2nd temporal and 4th order Holberg FD operator used in the forward modelling,
the time spacing is obtained by taking the velocity in the lowermost layer, 𝑉î,Ý•Î = 3.40km/s
(Figure 4.5a), and vertical spacing 𝑑ℎ = 40m into calculation, which gives 𝑑𝑡 ≤ 5.7ms. A choice
of 𝑑𝑡 = 5ms is adopted in the forward modelling.

Table 4.A.2: The choice of r (Courant-Friedrichs-Lewy number) for different orders 2nd-12th
and types (Taylor and Holberg) of FD operators. T represents the temporal order of FD code.
FDORDER
2
4
6
8
10
12

Taylor
T=2
0.577
0.494
0.464
0.448
0.438
0.431

Holberg
T=4
0.384
0.329
0.309
0.299
0.292
0.287
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T=2
0.577
0.487
0.45
0.429
0.416
0.407

T=4
0.384
0.325
0.3
0.286
0.277
0.272

Chapter 5

Conclusions

A space-based denoising procedure using the discrete curvelet transform is developed to
remove background noise from seismic data recorded by a spatially dense array. By estimating
the characteristic statistics of the noise coefficient magnitudes through the empirical cumulative
distribution function (ECDF) method within a pre-event time window, noise can be removed
from the entire wave field after applying hard or soft thresholding comparable to thresholding
seismic data in the wavelet domain using the continuous wavelet transform. The method is tested
using synthetic seismograms obtained from a frequency-wavenumber integration solution and
observed noise recorded by the Long Beach, CA, array and applied to data from an array
deployed near Utica, Ohio, during an industry 3D seismic experiment. The denoised signals
show good waveform consistency with the unprocessed data and results in an increase in the
signal-to-noise ratio of up to 150. The curvelet approach provides a fast and convenient way to
recover the signals from noise on a dense 2D array dataset. The partitioned seismic signals and
noise can be used for earth structure imaging or passive ambient noise tomography studies.
A dense seismic array, composed of over 5000 stations with an average spacing close to
120 m was deployed in Long Beach, CA, by NodalSeismic and Signal Hill Petroleum as part of a
survey associated with the Long Beach oilfield. Among many interesting wave propagation
effects that have been reported by others, we observe that the coda of teleseismic P waves
display waves caused by obvious local scattering from the Signal Hill popup structure between
strands of the Newport-Inglewood fault. We process the array data using the curvelet transform
to separate the teleseismic and local scattered wavefields. We decompose a synthetic wavefield
composed of a teleseismic plane wave and a local scattered spherical wave in the curvelet
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domain to test the plausibility of our curvelet analysis and then apply the technique to the Long
Beach array dataset. Background noise is removed by a soft thresholding method and a
declustering technique is applied to separate the teleseismic and local scattered wavefields in the
curvelet domain. Decomposed results illustrate that the signal-to-noise ratio of the teleseismic P
wave can be significantly improved by curvelet analysis. The scattered wavefield is composed of
locally propagating Rayleigh waves from the pop-up structure and from the Newport Inglewood
fault itself. Observing the wavefield both in space and time clearly improves understanding of
wave propagation complexities due to structural heterogeneity.
We investigate the mechanism of local P-to-Rayleigh wave conversions recorded by the
dense array deployed in Long Beach, Southern California, and derive high-resolution
information on fault zone (FZ) structures along the Newport-Inglewood Fault Zone (NIFZ) by
seismic waveform forward modelling. The previous study showed that a local Rayleigh wave
having circular wavefronts at a velocity of 1 km/s arises from the Signal Hill structural pop-up in
teleseismic P wave data from a large Fiji Islands earthquake. A group of high spatial frequency,
low velocity 0.7 to 0.9 km/s Rayleigh waves having linear wavefronts also propagate from the
NIFZ, indicating that P-to-Rayleigh wave conversions from fault damage zones are significant in
the Los Angeles Basin. We compute synthetic waveforms to constrain the fault zone parameters.
The topographic change in Signal Hill accounts for the body-to-surface wave conversion in the
popup structure. A low velocity material above sea-level, with 60% reduction in Vp and 60%
reduction in Vs is hosted within the Signal Hill popup. The NIFZ is best modeled by low
velocity above a depth of 500m, a width of ~100-120m, with a ~15% reduction in Vp and ~15%
reduction in Vs compared to the background model. The dip direction of the FZ is poorly
resolved due to a lack of azimuthally varying teleseismic sources. The clear signatures of
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damage zones in Long Beach improve our understanding of wave propagation complexities in
the Los Angeles Basin and help reveal geological structure of the NIFZ. It is remarkable that the
combination of low near-surface velocity with relatively small scale heterogeneity can
significantly affect the signature of long horizontal wavelength teleseismic P waves suggesting
additional complexities in interpreting receiver functions for stations on deep sedimentary basins.

106

References
Aki, K. and Richards, P.G., 2002. Quantitative seismology.
AlTheyab, A., Lin, F.C. and Schuster, G.T., 2016. Imaging near-surface heterogeneities by
natural migration of backscattered surface waves. Geophysical Journal International, 204(2),
pp.1332-1341.
Andersson, F., De Hoop, M.V., Smith, H.F. and Uhlmann, G., 2008. A multi-scale approach to
hyperbolic evolution equations with limited smoothness. Communications in Partial
Differential Equations, 33(6), pp.988-1017.
Baldridge, W.S. and Scott, B.W., 2004. Geology of the American Southwest: a journey through
two billion years of plate-tectonic history. Cambridge University Press.
Bastesen, E. and Rotevatn, A., 2012. Evolution and structural style of relay zones in layered
limestone–shale sequences: insights from the Hammam Faraun Fault Block, Suez rift, Egypt.
Journal of the Geological Society, 169(4), pp.477-488.
Behm, M., Leahy, G.M. and Snieder, R., 2014. Retrieval of local surface wave velocities from
traffic noise–an example from the La Barge basin (Wyoming). Geophysical Prospecting,
62(2), pp.223-243.
Bendat, J.S. and Piersol, A.G., 2011. Random data: analysis and measurement procedures (Vol.
729). John Wiley & Sons.
Benoliel, S.D., Schneider, W.A. and Shurtleff, R.N., 1987. FREQUENCY WAVENUMBER
APPROACH OF THE τ‐p TRANSFORM: SOME APPLICATIONS IN SEISMIC DATA
PROCESSING. Geophysical prospecting, 35(5), pp.517-538.
Bensen, G.D., Ritzwoller, M.H., Barmin, M.P., Levshin, A.L., Lin, F., Moschetti, M.P., Shapiro,
N.M. and Yang, Y., 2007. Processing seismic ambient noise data to obtain reliable broadband surface wave dispersion measurements. Geophysical Journal International, 169(3),
pp.1239-1260.
Ben‐Zion, Y. and Huang, Y., 2002. Dynamic rupture on an interface between a compliant fault
zone layer and a stiffer surrounding solid. Journal of Geophysical Research: Solid
Earth, 107(B2), pp.ESE-6.
Ben-Zion, Y., Peng, Z., Okaya, D., Seeber, L., Armbruster, J.G., Ozer, N., Michael, A.J., Baris,
S. and Aktar, M., 2003. A shallow fault-zone structure illuminated by trapped waves in the
Karadere–Duzce branch of the North Anatolian Fault, western Turkey. Geophysical Journal
International, 152(3), pp.699-717.

107

Ben-Zion, Y. and Sammis, C.G., 2003. Characterization of fault zones. Pure and Applied
Geophysics, 160(3-4), pp.677-715.
Ben-Zion, Y., Vernon, F.L., Ozakin, Y., Zigone, D., Ross, Z.E., Meng, H., White, M., Reyes, J.,
Hollis, D. and Barklage, M., 2015. Basic data features and results from a spatially dense
seismic array on the San Jacinto fault zone. Geophysical Journal International, 202(1),
pp.370-380.
Bickel, P.J. and Doksum, K.A., 2015. Mathematical statistics: basic ideas and selected topics,
volumes I-II package. CRC Press.
Birtill, J.W. and Whiteway, F.E., 1965. The application of phased arrays to the analysis of
seismic body waves. Philosophical Transactions of the Royal Society of London. Series A,
Mathematical and Physical Sciences, 258(1091), pp.421-493.
Blanch, J.O., Robertsson, J.O.A., and Symes, W.W., 1995. Modeling of a constant Q:
Methodology and algorithm for an eﬃcient and optimally inexpensive viscoelastic technique.
Geophysics, 60(1), 176–184.
Blankenship, D.D., Anandakrishnan, S., Kempf, J.L. and Bentley, C.R., 1987. Microearthquakes
under and alongside ice stream B, Antarctica. Detected by a new passive seismic
array. Annals of glaciology, 9, pp.30-34.
Bohlen, T., 2002. Parallel 3-D Viscoelastic Finite-Diﬀerence Seismic Modelling. Computers &
Geosciences, 28(8), 887–899.
Bohlen, T., De Nil, D., Köhn, D. and Jetschny, S., 2012. SOFI3D—Seismic modeling with finite
differences 3D—Acoustic and viscoelastic version. Karlsruhe Institute of Technology.
Bradbury, K.K., Barton, D.C., Solum, J.G., Draper, S.D. and Evans, J.P., 2007. Mineralogic and
textural analyses of drill cuttings from the San Andreas Fault Observatory at Depth (SAFOD)
boreholes: Initial interpretations of fault zone composition and constraints on geologic
models. Geosphere, 3(5), pp.299-318.
Buehler, J.S., Mancinelli, N.J. and Shearer, P.M., 2018. S‐to‐Rayleigh Wave Scattering From the
Continental Margin Observed at USArray. Geophysical Research Letters, 45(10), pp.47194724.
Candès, E.J. and Donoho, D.L., 1999. Ridgelets: A key to higher-dimensional
intermittency?. Philosophical Transactions of the Royal Society of London. Series A:
Mathematical, Physical and Engineering Sciences, 357(1760), pp.2495-2509.
Candès, E.J. and Donoho, D.L., 2000. Curvelets: A surprisingly effective nonadaptive
representation for objects with edges. Stanford Univ Ca Dept of Statistics.

108

Candès, E. and Demanet, L., 2003. Curvelets and Fourier integral operators. Comptes Rendus
Mathematique, 336(5), pp.395-398.
Candès, E.J. and Demanet, L., 2005. The curvelet representation of wave propagators is
optimally sparse. Communications on Pure and Applied Mathematics, 58(11), pp.1472-1528.
Candès, E., Demanet, L., Donoho, D. and Ying, L., 2006. Fast discrete curvelet transforms.
Multiscale Modeling & Simulation, 5(3), pp.861-899.
Capon, J., Bolt, B.A., Alder, B., I'ernbach, S. and Rotenberg, M., 1973. Signal processing and
frequency-wavenumber spectrum analysis for a large aperture seismic array. Methods in
Computational Physics (Elsevier, 1973), 13, pp.1-59.
Castellanos, J.C., Clayton, R.W. and Juarez, A., 2020. Using a time‐based subarray method to
extract and invert noise‐derived body waves at Long Beach, California. Journal of
Geophysical Research: Solid Earth, 125(5), p.e2019JB018855.
Chang, S.G., Yu, B. and Vetterli, M., 2000. Adaptive wavelet thresholding for image denoising
and compression. IEEE transactions on image processing, 9(9), pp.1532-1546.
Chen, P., Zhao, L. and Jordan, T.H., 2007. Full 3D tomography for the crustal structure of the
Los Angeles region. Bulletin of the Seismological Society of America, 97(4), pp.1094-1120.
Chen, X. and Yang, H., 2020. Effects of seismogenic width and low-velocity zones on estimating
slip-weakening distance from near-fault ground deformation. Geophysical Journal
International, 223(3), pp.1497-1510.
Chester, F.M. and Logan, J.M., 1986. Implications for mechanical properties of brittle faults
from observations of the Punchbowl fault zone, California. Pure and applied geophysics,
124(1-2), pp.79-106.
Clouser, R.H. and Langston, C.A., 1995. Effect of sinusoidal interfaces on teleseismic P-wave
receiver functions. Geophysical Journal International, 123(2), pp.541-558.
Crouch, J.K. and Suppe, J., 1993. Late Cenozoic tectonic evolution of the Los Angeles basin and
inner California borderland: A model for core complex-like crustal extension. Geological
Society of America Bulletin, 105(11), pp.1415-1434.
DeCarlo, L.T., 1997. On the meaning and use of kurtosis. Psychological methods, 2(3), p.292.
de Ridder, S.A.L. and Biondi, B.L., 2015. Near‐surface Scholte wave velocities at Ekofisk from
short noise recordings by seismic noise gradiometry. Geophysical Research Letters, 42(17),
pp.7031-7038.

109

Do, M.N. and Vetterli, M., 2005. The contourlet transform: an efficient directional
multiresolution image representation. IEEE Transactions on image processing, 14(12),
pp.2091-2106.
Donoho, D.L. and Johnstone, J.M., 1994. Ideal spatial adaptation by wavelet shrinkage.
biometrika, 81(3), pp.425-455.
Donoho, D.L. and Johnstone, I.M., 1995. Adapting to unknown smoothness via wavelet
shrinkage. Journal of the american statistical association, 90(432), pp.1200-1224.
Donoho, D.L., 2006. For most large underdetermined systems of linear equations the minimal
ℓ1‐norm solution is also the sparsest solution. Communications on Pure and Applied
Mathematics: A Journal Issued by the Courant Institute of Mathematical Sciences, 59(6),
pp.797-829.
Dougherty, M.E. and Stephen, R.A., 1988. Seismic energy partitioning and scattering in laterally
heterogeneous ocean crust. In Scattering and Attenuations of Seismic Waves, Part I (pp. 195229). Birkhäuser, Basel.
Finlay, T.S., Worthington, L.L., Schmandt, B., Ranasinghe, N.R., Bilek, S.L. and Aster, R.C.,
2020. Teleseismic Scattered‐Wave Imaging Using a Large‐N Array in the Albuquerque
Basin, New Mexico. Seismological Research Letters, 91(1), pp.287-303.
Fossen, H. and Rotevatn, A., 2016. Fault linkage and relay structures in extensional settings—A
review. Earth-Science Reviews, 154, pp.14-28.
Furumura, T., Kennett, B.L.N. and Koketsu, K., 2003. Visualization of 3D wave propagation
from the 2000 Tottori-ken Seibu, Japan, earthquake: observation and numerical simulation.
Bulletin of the Seismological Society of America, 93(2), pp.870-881.
Gangi, A.F., 1967. Experimental determination of P wave/Rayleigh wave conversion coefficients
at a stress‐free wedge. Journal of Geophysical Research, 72(22), pp.5685-5692.
Gangi, A.F. and Wesson, R.L., 1978. P-wave to Rayleigh-wave conversion coefficients for
wedge corners; model experiments. Journal of Computational Physics, 29(3), pp.370-388.
Gao, S., Liu, H., Davis, P.M. and Knopoff, L., 1996. Localized amplification of seismic waves
and correlation with damage due to the Northridge earthquake: evidence for focusing in
Santa Monica. Bulletin of the Seismological Society of America, 86(1B), pp.S209-S230.
Goldstein, P., Dodge, D., Firpo, M., Minner, L., Lee, W.H.K., Kanamori, H., Jennings, P.C. and
Kisslinger, C., 2003. SAC2000: Signal processing and analysis tools for seismologists and
engineers. The IASPEI international handbook of earthquake and engineering
seismology, 81, pp.1613-1620.

110

Graves, R.W., Pitarka, A. and Somerville, P.G., 1998. Ground-motion amplification in the Santa
Monica area: Effects of shallow basin-edge structure. Bulletin of the Seismological Society of
America, 88(5), pp.1224-1242.
Grossmann, A., Kronland-Martinet, R. and Morlet, J., 1990. Reading and understanding
continuous wavelet transforms. In Wavelets (pp. 2-20). Springer, Berlin, Heidelberg.
Harmon, N., Rychert, C. and Gerstoft, P., 2010. Distribution of noise sources for seismic
interferometry. Geophysical Journal International, 183(3), pp.1470-1484.
Hauksson, E., 1990. Earthquakes, faulting, and stress in the Los Angeles basin. Journal of
Geophysical Research: Solid Earth, 95(B10), pp.15365-15394.
Hauksson, E., 2000. Crustal structure and seismicity distribution adjacent to the Pacific and
North America plate boundary in southern California. Journal of Geophysical Research:
Solid Earth, 105(B6), pp.13875-13903.
Hauksson, E. and Shearer, P.M., 2006. Attenuation models (QP and QS) in three dimensions of
the southern California crust: Inferred fluid saturation at seismogenic depths. Journal of
Geophysical Research: Solid Earth, 111(B5).
Helmberger, D.V., 1983. Theory and application of synthetic seismograms, in. Earthquakes:
Observation Theory and Interpretation, pp.174-222.
Hennenfent, G., Fenelon, L. and Herrmann, F.J., 2010. Nonequispaced curvelet transform for
seismic data reconstruction: A sparsity-promoting approach. Geophysics, 75(6), pp.WB203WB210.
Herrmann, F.J. and Hennenfent, G., 2008. Non-parametric seismic data recovery with curvelet
frames. Geophysical Journal International, 173(1), pp.233-248.
Herrmann, F.J., Wang, D., Hennenfent, G. and Moghaddam, P.P., 2008. Curvelet-based seismic
data processing: A multiscale and nonlinear approach. Geophysics, 73(1), pp.A1-A5.
Huang, B.S., 2001. Evidence for azimuthal and temporal variations of the rupture propagation of
the 1999 Chi‐Chi, Taiwan Earthquake from dense seismic array observations. Geophysical
research letters, 28(17), pp.3377-3380.
Inbal, A., Clayton, R.W. and Ampuero, J.P., 2015. Imaging widespread seismicity at midlower
crustal depths beneath Long Beach, CA, with a dense seismic array: Evidence for a depth‐
dependent earthquake size distribution. Geophysical Research Letters, 42(15), pp.6314-6323.
Inbal, A., Ampuero, J.P. and Clayton, R.W., 2016. Localized seismic deformation in the upper
mantle revealed by dense seismic arrays. Science, 354(6308), pp.88-92.

111

Ingersoll, R.V. and Rumelhart, P.E., 1999. Three-stage evolution of the Los Angeles basin,
southern California. Geology, 27(7), pp.593-596.
Jahns, R.H., 1973. A Profile of Southern California Geology and Seismicity of Los Angeles
Basin.
Kim, H.S., Oh, T.M. and Cho, G.C., 2015. P-wave velocity estimation of unconsolidated
sediments containing CO2. International Journal of Greenhouse Gas Control, 33, pp.18-26.
Knopoff, L., Mueller, S. and Pilant, W.L., 1966. Structure of the crust and upper mantle in the
Alps from the phase velocity of Rayleigh waves. Bulletin of the Seismological Society of
America, 56(5), pp.1009-1044.
Komatitsch, D., Liu, Q., Tromp, J., Suss, P., Stidham, C. and Shaw, J.H., 2004. Simulations of
ground motion in the Los Angeles basin based upon the spectral-element method. Bulletin of
the Seismological Society of America, 94(1), pp.187-206.
Koornwinder, T.H. ed., 1993. Wavelets: an elementary treatment of theory and
applications (Vol. 1). World Scientific.
Langston, C.A., 1982. Aspects of Pn and Pg propagation at regional distances. Bulletin of the
Seismological Society of America, 72(2), pp.457-471.
Langston, C.A., 1994. An integrated study of crustal structure and regional wave propagation for
southeastern Missouri. Bulletin of the Seismological Society of America, 84(1), pp.105-118.
Langston, C.A. and Hammer, J.K., 2001. The vertical component P-wave receiver function.
Bulletin of the Seismological Society of America, 91(6), pp.1805-1819.
Langston, C.A., 2003a. Local earthquake wave propagation through Mississippi embayment
sediments, part I: Body-wave phases and local site responses. Bulletin of the Seismological
Society of America, 93(6), pp.2664-2684.
Langston, C.A., 2003b. Local Earthquake Wave Propagation through Mississippi Embayment
Sediments, Part II: Influence of Local Site Velocity Structure on Q p-Q s Determinations.
Bulletin of the Seismological Society of America, 93(6), pp.2685-2702.
Langston, C.A., 2007a. Spatial gradient analysis for linear seismic arrays. Bulletin of the
Seismological Society of America, 97(1B), pp.265-280.
Langston, C.A., 2007b. Wave gradiometry in the time domain. Bulletin of the Seismological
Society of America, 97(3), pp.926-933.
Langston, C.A. and Mousavi, S.M., 2019. Separating Signal from Noise and from Other Signal
Using Nonlinear Thresholding and Scale‐Time Windowing of Continuous Wavelet
Transforms. Bulletin of the Seismological Society of America, 109(5), pp.1691-1700.

112

Lee, M.W., 2004. Elastic velocities of partially gas-saturated unconsolidated sediments. Marine
and Petroleum Geology, 21(6), pp.641-650.
Li, C. and Liang, M., 2012. A generalized synchrosqueezing transform for enhancing signal
time–frequency representation. Signal Processing, 92(9), pp.2264-2274.
Li, H., Zhu, L. and Yang, H., 2007. High-resolution structures of the Landers fault zone inferred
from aftershock waveform data. Geophysical Journal International, 171(3), pp.1295-1307.
Lin, F.C., Li, D., Clayton, R.W. and Hollis, D., 2013. High-resolution 3D shallow crustal
structure in Long Beach, California: Application of ambient noise tomography on a dense
seismic array. Geophysics, 78(4), pp.Q45-Q56.
Lin, G., Shearer, P.M., Hauksson, E. and Thurber, C.H., 2007. A three‐dimensional crustal
seismic velocity model for southern California from a composite event method. Journal of
Geophysical Research: Solid Earth, 112(B11).
Lin, T.T. and Herrmann, F.J., 2007. Compressed wavefield extrapolation. Geophysics, 72(5),
pp.SM77-SM93.
Lutter, W.J., Fuis, G.S., Thurber, C.H. and Murphy, J., 1999. Tomographic images of the upper
crust from the Los Angeles basin to the Mojave Desert, California: Results from the Los
Angeles Region Seismic Experiment. Journal of Geophysical Research: Solid Earth,
104(B11), pp.25543-25565.
Ma, J. and Plonka, G., 2010. The curvelet transform. IEEE signal processing magazine, 27(2),
pp.118-133.
Magistrale, H., Day, S., Clayton, R.W. and Graves, R., 2000. The SCEC southern California
reference three-dimensional seismic velocity model version 2. Bulletin of the Seismological
Society of America, 90(6B), pp.S65-S76.
Monteiller, V., Chevrot, S., Komatitsch, D. and Fuji, N., 2013. A hybrid method to compute
short-period synthetic seismograms of teleseismic body waves in a 3-D regional model.
Geophysical Journal International, 192(1), pp.230-247.
Mykkeltveit, S., Åstebøl, K., Doornbos, D.J. and Husebye, E.S., 1983. Seismic array
configuration optimization. Bulletin of the Seismological Society of America, 73(1), pp.173186.
Naghizadeh, M. and Sacchi, M.D., 2010. Beyond alias hierarchical scale curvelet interpolation of
regularly and irregularly sampled seismic data. Geophysics, 75(6), pp.WB189-WB202.

113

Nakata, N., Chang, J.P., Lawrence, J.F. and Boué, P., 2015. Body wave extraction and
tomography at Long Beach, California, with ambient‐noise interferometry. Journal of
Geophysical Research: Solid Earth, 120(2), pp.1159-1173.
Nicholson, C., Sorlien, C.C., Atwater, T., Crowell, J.C. and Luyendyk, B.P., 1994. Microplate
capture, rotation of the western Transverse Ranges, and initiation of the San Andreas
transform as a low-angle fault system. Geology, 22(6), pp.491-495.
Nicol, A., Gillespie, P.A., Childs, C. and Walsh, J.J., 2002. Relay zones between mesoscopic
thrust faults in layered sedimentary sequences. Journal of Structural Geology, 24(4), pp.709727.
Olsen, K.B., Archuleta, R.J. and Matarese, J.R., 1995. Three-dimensional simulation of a
magnitude 7.75 earthquake on the San Andreas fault. Science, 270(5242), pp.1628-1632.
Olsen, K.B., Day, S.M. and Bradley, C.R., 2003. Estimation of Q for long-period (> 2 sec)
waves in the Los Angeles basin. Bulletin of the Seismological Society of America, 93(2),
pp.627-638.
Peng, Z., Ben-Zion, Y., Michael, A.J. and Zhu, L., 2003. Quantitative analysis of seismic fault
zone waves in the rupture zone of the 1992 Landers, California, earthquake: evidence for a
shallow trapping structure. Geophysical Journal International, 155(3), pp.1021-1041.
Plesch, A., Shaw, J.H., Benson, C., Bryant, W.A., Carena, S., Cooke, M., Dolan, J., Fuis, G.,
Gath, E., Grant, L. and Hauksson, E., 2007. Community fault model (CFM) for southern
California. Bulletin of the Seismological Society of America, 97(6), pp.1793-1802.
Plesch, A., Suess, P., Munster, J., Shaw, J.H., Hauksson, E., Tanimoto, T. and USR Working
Group, 2007. A new velocity model for southern California: CVM-H 5.0. In 2007 Southern
California Earthquake Center Annual Meeting, Proceedings and Abstracts (Vol. 17, p. 159).
Ponti, D.J., Ehman, K.D., Edwards, B.D., Tinsley, J.C., Hildenbrand, T., Hillhouse, J.W.,
Hanson, R.T., McDougall, K., Powell, C.L., Wan, E. and Land, M., 2007. A 3-dimensional
model of water-bearing sequences in the Dominguez Gap region, Long Beach, California. US
Geol Surv Open-File Rep, 1013.
Ravier, P. and Amblard, P.O., 2001. Wavelet packets and de-noising based on higher-orderstatistics for transient detection. Signal processing, 81(9), pp.1909-1926.
Riahi, N. and Gerstoft, P., 2015. The seismic traffic footprint: Tracking trains, aircraft, and cars
seismically. Geophysical Research Letters, 42(8), pp.2674-2681.
Richter, C.F., 1958. Elementary Seismology, WH. FIeeman and Company, San.
Robertsson, J.O., Blanch, J.O. and Symes, W.W., 1994. Viscoelastic finite-difference modeling.
Geophysics, 59(9), pp.1444-1456.

114

Rost, S. and Thomas, C., 2002. Array seismology: Methods and applications. Reviews of
geophysics, 40(3), pp.2-1.
Rost, S. and Garnero, E.J., 2004. Array seismology advances research into Earth's interior. Eos,
Transactions American Geophysical Union, 85(32), pp.301-306.
Schmandt, B. and Clayton, R.W., 2013. Analysis of teleseismic P waves with a 5200‐station
array in Long Beach, California: Evidence for an abrupt boundary to Inner Borderland
rifting. Journal of Geophysical Research: Solid Earth, 118(10), pp.5320-5338.
Scherbaum, F., Krüger, F. and Weber, M., 1997. Double beam imaging: mapping lower mantle
heterogeneities using combinations of source and receiver arrays. Journal of Geophysical
Research: Solid Earth, 102(B1), pp.507-522.
Shan, H., Ma, J. and Yang, H., 2009. Comparisons of wavelets, contourlets and curvelets in
seismic denoising. Journal of Applied Geophysics, 69(2), pp.103-115.
Shapiro, N.M., Campillo, M., Stehly, L. and Ritzwoller, M.H., 2005. High-resolution surfacewave tomography from ambient seismic noise. Science, 307(5715), pp.1615-1618.
Simmons, R.G., 1994. Diagenetic evolution of clastic sediments in the Los Angeles Basin: Time
and temperature effects.
Starck, J.L., Murtagh, F. and Fadili, J.M., 2010. Sparse image and signal processing: wavelets,
curvelets, morphological diversity. Cambridge university press.
Stutzmann, E., Ardhuin, F., Schimmel, M., Mangeney, A. and Patau, G., 2012. Modelling longterm seismic noise in various environments. Geophysical Journal International, 191(2),
pp.707-722.
Sun, B.I.N.G., Ma, J., Chauris, H. and Yang, H., 2009. Solving wave equations in the curvelet
domain: A multi-scale and multi-directional approach. Journal of Seismic Exploration, 18(4),
pp.385-399.
Sutkowski, C. S., and Polet, J., 2016. Using Waveform Modeling to Determine the Depth of the
Deepest Earthquakes on and Near the Newport-Inglewood Fault Zone in the Los Angeles
Basin. Poster Presentation at 2016 SCEC Annual Meeting.
Tang, G. and Ma, J., 2010. Application of total-variation-based curvelet shrinkage for threedimensional seismic data denoising. IEEE Geoscience and Remote Sensing Letters, 8(1),
pp.103-107.
Thurber, C., Zhang, H., Waldhauser, F., Hardebeck, J., Michael, A. and Eberhart-Phillips, D.,
2006. Three-dimensional compressional wavespeed model, earthquake relocations, and focal

115

mechanisms for the Parkfield, California, region. Bulletin of the Seismological Society of
America, 96(4B), pp.S38-S49.
Wagner, G.S. and Langston, C.A., 1992. A numerical investigation of scattering effects for
teleseismic plane wave propagation in a heterogeneous layer over a homogeneous half-space.
Geophysical Journal International, 110(3), pp.486-500.
Wald, L.A., Hutton, L.K. and Given, D.D., 1995. The southern California network bulletin:
1990-1993 summary. Seismological Research Letters, 66(1), pp.9-19.
Wang, C.Y., Rui, F., Zhengsheng, Y.A.O. and Xingjue, S., 1986. Gravity anomaly and density
structure of the San Andreas fault zone. Pure and Applied Geophysics, 124(1-2), pp.127-140.
Wang, D.Y. and Ling, Y., 2016. Phase-shift-and phase-filtering-based surface-wave suppression
method. Applied Geophysics, 13(4), pp.614-620.
Warming, R.F. and Hyett, B.J., 1974. The modified equation approach to the stability and
accuracy analysis of finite-difference methods. Journal of computational physics, 14(2),
pp.159-179.
Weaver, J.B., Xu, Y., Healy Jr, D.M. and Cromwell, L.D., 1991. Filtering noise from images
with wavelet transforms. Magnetic Resonance in Medicine, 21(2), pp.288-295.
Wessel, P. and Smith, W.H., 1991. Free software helps map and display data. Eos, Transactions
American Geophysical Union, 72(41), pp.441-446.
White, R.E., 1988. Maximum kurtosis phase correction. Geophysical Journal International,
95(2), pp.371-389.
Wood, H.O., 1933. Preliminary report on the Long Beach earthquake. Bulletin of the
Seismological Society of America, 23(2), pp.43-56.
Wright, T.L., 1987. Structural geology and tectonic evolution of Los Angeles basin. AAPG (Am.
Assoc. Pet. Geol.) Bull.;(United States), 71(CONF-870606-).
Wright, T.L., 1991. Structural Geology and Tectonic Evolution of the Los Angeles Basin,
California: Chapter 3: PART 1.
Yang, H., Li, Z., Peng, Z., Ben‐Zion, Y. and Vernon, F., 2014. Low‐velocity zones along the San
Jacinto Fault, Southern California, from body waves recorded in dense linear arrays. Journal
of Geophysical Research: Solid Earth, 119(12), pp.8976-8990.
Yang, H. and Ying, L., 2014. Synchrosqueezed curvelet transform for two-dimensional mode
decomposition. SIAM Journal on Mathematical Analysis, 46(3), pp.2052-2083.

116

Yang, Y., Liu, C. and Langston, C.A., 2020. Processing seismic ambient noise data with the
continuous wavelet transform to obtain reliable empirical Green's functions. Geophysical
Journal International, 222(2), pp.1224-1235.
Yerkes, R.F., 1965. Geology of the Los Angeles Basin, California:-an Introduction. US
Government Printing Office.
Yilmaz, Ö., 2001. Seismic data analysis: Processing, inversion, and interpretation of seismic
data. Society of exploration geophysicists.
Yu, C., Zhan, Z., Hauksson, E. and Cochran, E.S., 2017. Strong SH‐to‐Love Wave Scattering off
the Southern California Continental Borderland. Geophysical Research Letters, 44(20),
pp.10-208.
Zhan, Z., Li, Q. and Huang, J., 2018. Application of wavefield compressive sensing in surface
wave tomography. Geophysical Journal International, 213(3), pp.1731-1743.
Zhang, J. and Langston, C.A., 2020. Separating the scattered wavefield from teleseismic P using
curvelets on the long beach array data set. Geophysical Journal International, 220(2),
pp.1112-1127.
Zheng, J.J., Yin, X.Y., Zhang, G.Z., Wu, G.H. and Zhang, Z.S., 2010. The surface wave
suppression using the second generation curvelet transform. Applied Geophysics, 7(4),
pp.325-335.
Zhong, T., Li, Y., Wu, N., Nie, P. and Yang, B., 2015. Statistical analysis of background noise in
seismic prospecting. Geophysical Prospecting, 63(5), pp.1161-1174.
Zhu, L. and Rivera, L.A., 2002. A note on the dynamic and static displacements from a point
source in multilayered media. Geophysical Journal International, 148(3), pp.619-627.
Zimmer, M.A., 2003. Seismic velocities in unconsolidated sands: Measurements of pressure,
sorting, and compaction effects.
Zoback, M.D., Hickman, S. and Ellsworth, W., 2005, December. Overview of SAFOD Phases 1
and 2: Drilling, sampling and measurements in the San Andreas Fault zone at seismogenic
depth. In AGU Fall Meeting Abstracts (Vol. 2005, pp. T23E-01).
Zoback, M., Hickman, S. and Ellsworth, W., 2010. Scientific drilling into the San Andreas fault
zone. Eos, Transactions American Geophysical Union, 91(22), pp.197-199.

117

