T he Bayesian approach to combining expert opinions is well developed, providing a decision maker's posterior beliefs after receiving advice from people with deep knowledge in a given subject. A necessary part of these models is the inclusion of dependencies between the experts' judgments, often justified by an overlap in the information on which the experts base their judgments. In this paper, we propose a hierarchical structure different than those previously proposed, where the mixing distribution is treated nonparametrically with a Dirichlet process. This makes our overall model a Dirichlet process mixture and allows for experts' model parameters to be equal in the mixture. We apply this approach to published expert judgment data, demonstrating that the decision maker's posterior distributions on the quantities of interest are not restricted to specific parametric forms, even allowing for multiple modes, and are thus more intuitively appealing.
Introduction
The judgments of experts are often a critical input to any decision problem. The decision maker may have her own opinion about the value or distribution of various parameters of the problem, but she will often incorporate the opinions of experts into her beliefs. Suppose a decision maker needs to include the value of an unknown quantity, denoted , into her decision problem. She has her own prior distribution on , but she also asks for the judgments of p experts who provide a mean and a precision (the reciprocal of the variance) for their estimate, denoted z 1 z p and r 1 r p . What should the decision maker's posterior distribution on be after including the judgments of the experts? Clemen and Winkler (1999) review several models for combining experts' judgments of such quantities with the decision maker's prior information under the Bayesian aggregation framework developed in Morris (1974 Morris ( , 1977 Morris ( , 1983 . It is well accepted that the judgments of multiple experts can be correlated and that the treatment of these correlations is necessary for proper analysis of such data (Winkler 1981; French 1980 French , 1981 Lindley 1983 Lindley , 1985 Mosleh et al. 1988; Clemen 1987; Clemen and Reilly 1999; Jouini and Clemen 1996) . Such correlation is often introduced, in the language of Clemen (1987) , by overlapping information available to the experts, and thus is used in determining their responses to elicitation questions.
In the next section, we will review three such models for aggregating expert opinions and discuss the posterior distributions they provide for the decision maker. We will then propose an alternative based on the model of Lindley (1983) , but assuming that one of the model's distributions is unknown. The distribution then becomes an infinite-dimensional parameter of the model, for which we use a Dirichlet process prior, making the model a Dirichlet process mixture. After discussing the inference procedure for the model, we will see that the properties of Dirichlet process models allow for more intuitive posterior distributions in several examples.
Models for Aggregating Expert Judgments
The models of Winkler (1981) , Lindley (1983) , and Lipscomb et al. (1998) are all based on the assumptions that the experts' judgments follow a normal distribution. Winkler (1981) assumes that the experts'
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assessments are drawn from a multivariate normal distribution, each with mean and with a specified covariance matrix to represent the correlations between their assessments. Lipscomb et al. (1998) assume that each experts' assessments are drawn from a normal distribution whose means are drawn from a mixing distribution with mean ; hence, the dependence is introduced from the hierarchical form of the model. Lindley (1983) assumes that each experts' assessments are a linear function of with the parameters of this function drawn from mixing distributions, again introducing dependence through the hierarchical form of the model. Winkler (1981) develops an aggregation technique for experts' assessments of using the multivariate normal distribution. Winkler's likelihood is formed by assuming that
which denotes a multivariate normal distribution with mean vector 1, which is a vector of p ones multiplied by the constant , and covariance matrix . Thus, each expert's assessment varies around according to dependent normal distributions. One may notice that the experts' precisions, r 1 r p , are not used in this model. Winkler suggests that the decision maker may use r 1 r p to estimate the variances along the diagonal of in (1). This is somewhat counterintuitive in a Bayesian sense because is a hyperparameter of the model assessed before observing the data, i.e., before the experts provide their judgments. Lipscomb et al. (1998) proposed a hierarchical model for expert judgments. The mean estimates are assumed to be drawn from independent normal distributions with mean i and known precision set equal to r i . The hierarchy is then built by assuming that the unknown means 1 p are independent and drawn from a normal mixing distribution with mean and precision . Thus,
for i = 1 p. Lipscomb et al. (1998) fall short of a fully Bayesian aggregation because is assumed to be related to the unknown quantity and can be used in its estimation, but the model does not condition directly on , the quantity of interest. However, if we replace with in (3), then the likelihood is conditioned on , and we may take the posterior distribution of as the decision maker's posterior after learning the experts' judgments. The Lipscomb et al. model is called a hierarchical Bayes model (Lindley and Smith 1972) . Note again that the r i terms in (2) are hyperparameters of the model and should be assessed by the decision maker before asking for the experts' judgments, but Lipscomb uses the experts' assessed precision values. Lindley (1983) proposes another hierarchical model that includes specific terms for expert biases in their specification of the mean and the precision, with one case of the model written as
for i = 1 p. Here i is an additive bias term on the mean of each expert and i is a multiplicative bias term on the precision of each expert. a r and b r are hyperparameters. Lindley (1983) points out that his model can actually be reduced to that of Winkler (1981) when the r i are not assumed to depend on directly as in (5); this is called the "no scale information" assumption. The model can then be completed by assuming hierarchical mixing distributions on i and
Now let us examine the decision maker's posterior distribution for several examples drawn from Winkler (1981) (and therefore, implicitly, Lindley 1983) and Lipscomb et al. (1998) shown in Figure 1 . Lipscomb et al. discuss four doctors' estimates of the times they spend on various tasks during their work week. The doctors' distributions for the time they spend on care on the medical wards (in hours) is shown on the top left of Figure 1 . The decision maker's posterior distribution under Lipscomb et al. model (with uninformative priors) is shown at the top right of Figure 1 . INFORMS holds copyright to this article and distributed this copy as a courtesy to the author(s).
Additional information, including rights and permission policies, is available at http://journals.informs.org/. hours, but the posterior distribution has significant mass there. Furthermore, the experts did not specify distributions with mass above 30, whereas again the posterior distribution does have mass in that range. The problem is that to represent the differences of opinion amongst the experts (with uninformative priors), the posterior distribution would have to be bimodal; this is not possible with existing models.
A Dirichlet Process Mixture Aggregation
Our model is based on Lindley's bias model because the parameters of the model are the most interpretable. We assume that
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Decision Analysis 5(1), pp. 43-52, © 2008 INFORMS judgment about the additive, mean bias of the ith expert and i reflecting the decision maker's judgment about the multiplicative, precision bias of the ith expert. We also assume that the z i and r i are independent given 1 p and 1 p . Dependency can then be introduced through a hierarchy by assuming that
for i = 1 p, where G is a mixing distribution. If we assume that G is a normal-gamma distribution as in (6) and (7), then we would obtain Lindley's model, a hierarchical Bayes model. However, there is nothing in this hierarchical setup that allows the decision maker to assert that two or more experts have the same bias parameters; the probability of equal values from the continuous mixing distribution is zero. The posterior distribution of is a t-distribution and, therefore, unimodal.
To overcome this limitation, the decision maker can assume that G itself is an unknown quantity and assign a Dirichlet process prior on G. Thus, the model can be termed a Dirichlet process mixture (DPM) (Mukhopadhyay and Gelfand 1997) . Due to the discreteness of G implied by the Dirichlet process prior, there is a positive probability that some of the i s and i s will take the same values. This formation of groups allows for experts to share the same bias parameters. Such grouping can be analyzed to reveal the similarity in the experts' biases concerning and, as we will see, allows for more than unimodal posterior distributions. It should be noted here, though, that although hierarchical models do introduce dependence between the observed values, that dependence is strictly positive, unlike Winkler's model, which allows for negative correlations.
The baseline distribution for the Dirichlet process prior is often assumed to be the same convenient parametric choice that would be used in the hierarchical Bayes model, which we denote G 0 . In this case, the simplest form for G 0 would be the normal-gamma distribution shown in (6) and (7), each of which can be assigned a prior distribution and updated to learn from the experts' assessments. Thus,
However, one is not limited to the parametric choice in (12) (Gelfand 1999) , because additional uncertainty is reflected by the smoothing parameter of the Dirichlet process, denoted by M. The value of M affects the degree to which grouping occurs in 1 1 p p . We use a further extension of the DPM setup, making M a parameter rather than a hyperparameter, meaning that we assign a prior to M and learn about the value of M from the data. This assumption allows updating of the uncertainty concerning this critical smoothing parameter from the expert judgments and reveals the number of groups of experts that have similar biases. Examination of the number of groups allows us to discover whether a simple, parametric model is appropriate (if all experts are in one group), whether the hierarchical Bayes form is more appropriate (if each expert is in a group of one), or whether the truth is somewhere in between.
Inference for the Dirichlet Process Mixture
Inference for our aggregation model requires the use of numerical approximations. The methods developed for inferences involving Dirichlet process mixed models is based on the Gibbs sampler (Gelfand and Smith 1990 , Gilks et al. 1995 , Gamerman and Lopes 2006 . We will first give an introduction to the Gibbs sampler and then give the specifics for its application to our aggregation model. Gibbs sampling is a technique for generating random variates from a multivariate distribution without having to calculate the multivariate density. Suppose that a sample is required from the multivariate distribution of the random variables (X 1 X 2 X 3 ), with joint density f X 1 X 2 X 3 x 1 x 2 x 3 . The Gibbs sampler relies upon taking samples from the full conditional distributions. The full conditional distributions of the joint distribution of (X 1 X 2 X 3 ) are f X 1 X 2 X 3 x 1 x 2 x 3 , f X 2 X 1 X 3 x 2 x 1 x 3 , and f X 3 X 1 X 2 x 3 x 1 x 2 . Assume that samples can be obtained from each of these univariate distributions. The first step is to choose arbitrary starting values for (X 1 X 2 X 3 ), denoted is referred to as a chain because it is a sample from the Markov chain defined by
, whose stationary distribution is (X 1 X 2 X 3 ) (Roberts and Smith 1994) . To obtain n approximately independent samples, we must run n such chains and take the kth sample of each chain. It is also possible to run one long chain. The kth sample of this chain will be a sample from the multivariate distribution (X 1 X 2 X 3 ). Thus, the chain has converged in distribution and is independent of the arbitrary starting values (x ). Thus, we may take the kth, k + m th k + 2m th to be an independent sample from (X 1 X 2 X 3 ). This kind of chain is known as a long-chain Gibbs sampler.
The ability to sample from the full conditional distributions depends upon their forms. If the full conditional distribution is a standard distribution, then a sample may be found using methods such as those outlined in Law and Kelton (2001) . If such methods are not applicable, then more general sampling techniques can be used, such as adaptive rejection sampling (Gilks and Wild 1992) or Metropolis sampling (Gelfand and Smith 1990) .
In the specific application, z i and r i are assessed for each expert i = 1 p, so we may define the data as D = z 1 z p r 1 r p . To perform the Kuo and Mallick 1997) . In implementing the Gibbs sampler, it is difficult to sample from the distribution (G D) (see, for example, Kuo 1986 ). The approach introduced by Escobar and West (1995) can be adapted to our DPM setup. The attractive feature of the Escobar and West approach is that the computation of the joint distribution ( 1 1 p p D) can be achieved without sampling from the posterior distribution of (G D). We also wish to learn about M and the groupings amongst the experts. Thus, we sample from the three conditional distributions ( Escobar and West (1995) and MacEachern (1994) exploits the grouping of values of the 1 1 p p to increase the efficiency of the algorithm and updates the ( i i )s in clusters. We will not discuss this more complex algorithm, but excellent reviews can be found in MacEachern (1998) and MacEachern and Muller (2000) . MacEachern and Muller also note that the MDP setup is implicitly robust due to the wide range of possible prior distributions that can result from realizations of the Dirichlet process prior.
To find M Escobar and West (1995) offer a simple two-step process for sampling from this distribution if the prior on M is assumed to be a gamma distribution with shape a and scale b. K is also recorded in the Gibbs sample because the distribution of the number of cliques is of interest in the analysis.
Results
The early literature on expert aggregation concentrates on the estimate of the value of and the level of confidence in that estimate. Later work evaluated aggregation methods using proper scoring measures. However, with the move to Bayesian aggregation methods starting with Morris (1977) , it is appropriate to examine the full posterior distribution. Recall that in Figure 1 we saw that both Winkler's (1981) and Lipscomb et al.'s (1998) methods yielded unimodal, symmetric posterior distributions resulting in posterior mass at values that were not felt to be probable by any expert. Let us examine the posterior distributions under the Dirichlet process mixture model.
On the left, Figure 2 shows the expert assessments of stock values from Winkler (1981) . On the right, the posterior distribution on obtained using our Dirichlet process method (solid line) is compared to that obtained using Winkler's method (dotted line). Notice that the modal value is similar using the two methods, but the shapes of the distributions are different. In Winkler's method, the lower precision specified by expert 3 decreases the overall precision of the posterior distribution. Because the posterior distribution is necessarily symmetric, this spreads the mass in either direction of the mode. However, in the Dirichlet process mixture method, the posterior distribution skews towards the values that expert 3 gives some probability mass, but the distribution is not symmetric. Figure 3 shows the second comparison from Figure 1 , namely, the doctor's assessments of time spent on care on medical wards from Lipscomb et al. (1998) . Again, the expert assessments are on the left and the posterior distribution for our method (solid line) and INFORMS holds copyright to this article and distributed this copy as a courtesy to the author(s).
Additional information, including rights and permission policies, is available at http://journals.informs.org/. Notice here that three experts make fairly close assessments, but expert 2 gives a much lower assessment. This gives a widely spread posterior in Lipscomb's method, but not in our method. Using our method, the posterior method does skew to the left, but basically expert 2's assessment is interpreted as a mean bias. This is reflected in the posterior distributions of the bias parameters, but we will not show them here to save space. Figure 4 shows the expert assessments and the posterior results in the same format as Figure 3 , but for the remaining quantities, specifically the time each physician spends on other various tasks in a week. In (a) three experts are close in their mean assessments, whereas one estimates higher. The posterior modes agree for the two methods, but our method skews to the right with a lower overall range. In (b) the experts assess fairly disparate mean values, so our posterior distribution becomes multimodal to reflect the various ranges in which different experts specify probability mass, while not having too much posterior mass where no expert believes the value could be. In (c) the values are again spread, but with expert 4 specifying much lower values. Our posterior distribution concentrates around the values specified by the other experts, but has a long tail skewing towards expert 4's assessment. In (d) the two methods are quite close INFORMS holds copyright to this article and distributed this copy as a courtesy to the author(s). Additional information, including rights and permission policies, is available at http://journals.informs.org/. INFORMS holds copyright to this article and distributed this copy as a courtesy to the author(s). Additional information, including rights and permission policies, is available at http://journals.informs.org/.
in their posterior distributions, but our method has higher kurtosis (fatter tails) than can be expressed by Lipscomb's t-distribution. In (e) our posterior distribution is bimodal because experts 2 and 4 specify lower values, and has a long tail to the left because expert 4 is so much lower. Overall, examination of Figures 2 through 4 shows the considerable flexibility of the Dirichlet process mixture method, allowing posterior mass at values where experts assess mass and smaller mass where they specify less. Our method does not necessarily provide a higher precision value than Winkler's or Lipscomb et al.'s (even if it usually is), but the posterior distributions are more intuitively appealing.
Conclusions
We have suggested a Bayesian aggregation method based on the hierarchical bias model of Lindley (1983) , but with a Dirichlet process mixture approach from nonparametric Bayesian statistics. The discreteness of the Dirichlet process allows us to assess the probability that the experts share bias parameters. We provided an updating procedure to find the decision maker's posterior distribution given the experts' assessments.
The methods of Winkler (1981) , Lindley (1983) , and Lipscomb et al. (1998) are restricted to unimodal, symmetric posterior distributions that may have posterior mass at values where no expert thinks the value of could be. Our Dirichlet process mixture allows for multimodal posteriors, and thus provides more intuitively appealing posterior distributions, often with smaller ranges and higher precisions, but only when warranted.
Several research extensions are possible with this approach. The first and most obvious extension would examine whether Dirichlet process mixture approaches for other existing aggregation models would be advantageous. A second extension would be to examine a model when each expert provides multiple related assessments. Lindley's full model allows for a mean bias term in (4) of i + i instead of the special case of + i , which we used. This form is more appropriate when multiple related assessments give additional degrees of freedom in the data. A third extension could examine a different hierarchical dependence structure when experts provide their assessments publicly in a group setting. This often occurs in practice, and dependence structures are possible with our model where one expert's assessment is biased by the assessments that have been announced before.
