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In the present paper, the new iterative method proposed by Daftardar-Gejji and Jafari (NIM or DJM)
(2006) is used to solve the linear and nonlinear Fokker–Planck equations and some similar equations.
In this iterative method the solution is obtained in the series form that converge to the exact solution
with easily computed components. The results demonstrate that the method has many merits such as
being derivative-free, overcome the difficulty arising in calculating Adomian polynomials to handle the
nonlinear terms in Adomian decomposition method (ADM). It does not require to calculate Lagrange mul-
tiplier as in variational iteration method (VIM) and for solving a nonlinear case, the terms of the sequence
become complex after several iterations. Thus, analytical evaluation of terms becomes very difficult or
impossible in VIM. No needs to construct a homotopy and solve the corresponding algebraic equations
as in homotopy perturbation method (HPM). In this work, the applications of the DJM for 1D, 2D, 3D lin-
ear and nonlinear Fokker–Planck equations are given and the results demonstrate that the presented
method is very effective and reliable and does not require any restrictive assumptions for nonlinear terms
and provide the analytic solutions. A symbolic manipulator Mathematica 10.0 was used to evaluate
terms in the iterative process.
 2016 The Author. Published by Elsevier B.V. This is an open access article under the CC BY-NC-ND license
(http://creativecommons.org/licenses/by-nc-nd/4.0/).Introduction
The linear and nonlinear ordinary or partial differential equa-
tions are frequently used to model natural and engineering
phenomena in the fields of physics, chemistry and biology. The
phenomena are usually modeled by equations with appropriate
boundary and initial conditions.Therefore, there is always a
demand to develop reliable and efficient methods to obtain an
analytic solution [1–4].
The Fokker–Planck equations (FPEs) arises in various fields in
natural science, including solid-state physics, quantum optics,
chemical physics, theoretical biology and circuit theory [5,6].
Many attempts have been made to develop analytic and
approximate methods to solve the linear and nonlinear Fokker–
Planck equations, see [7,8,10]. Although such methods have been
successfully applied but some difficulties have appeared, for exam-
ples, in calculating Adomian polynomials to handle the nonlinear
terms in ADM [7], construct a homotopy and solve the correspond-
ing algebraic equations in HPM [8,9], and in VIM [10] for solving a
nonlinear case, the terms of the sequence become complex after
several iterations. Thus, analytical evaluation of terms becomes
very difficult or impossible. In order to keep away from that, in[11], the authors resort to use a new technique called the interpo-
lated VIM (IVIM) to overcome the main difficulty. Moreover, the
Laplace transform and HPM is applied to solve the nonlinear FPEs
in [12] which is required to apply the Laplace transform, construct
a homotopy and solve the corresponding algebraic equations.
Furthermore, [13] Hesam et al. have implemented the differential
transform method (DTM) to solve the nonlinear FPEs which is
required to transfer the original function to the corresponding
transform function. For numerical algorithms and solutions details
can be found in [14–16].
Recently Daftardar-Gejji and Jafari [17] have proposed a new
technique for solving linear/nonlinear functional equations namely
new iterative method (NIM) or (DJM). The DJM has been exten-
sively used by many researchers for the treatment of linear and
nonlinear ordinary and partial differential equations of integer
and fractional order, see [18–20,26]. The method converges to
the exact solution if it exists through successive approximations.
However, for concrete problems, a few number of approximations
can be used for numerical purposes with high degree of accuracy.
The DJM is simple to understand and easy to implement using
computer packages and yields better results and does not require
any restrictive assumptions for nonlinear terms as required by
some existing techniques [20].It has been shown by many authors
to be a powerful and reliable method to solve different kinds of
nonlinear differential and integral equations.
986 M.A. AL-Jawary / Results in Physics 6 (2016) 985–991AL-Jawary et al. [21–25] have successfully implemented the
DJM for solving different linear and nonlinear ordinary and partial
differential equations.
In this paper, the applications of the DJM for both the linear and
nonlinear Fokker–Planck equations in 1D, 2D and 3D will be pre-
sented to find the analytic solutions.
The results obtained in this paper are compared with those
obtained by other iterative methods such as ADM [7], HPM [8]
and the VIM [10]. Comparisons show that the DJM is more effective
and convenient to use and overcomes the difficulties arising in
existing techniques.
The present paper has been organized as follows. In Section
‘‘Fokker–Planck equation” is devoted to the description of the Fok-
ker–Planck equation. In Section ‘‘The new iterative method (NIM or
DJM” the basic idea of DJM and its convergence are illustrated. In
Section ‘‘Solutions of Fokker–Planck equation by using DJM” the
FPE is solved by DJM. In Section ‘‘Test examples” some test exam-
ples are solved by DJM for both the linear and nonlinear Fokker–
Planck equations in 1D, 2D and 3D problems. Finally in Section
‘‘Conclusion” the conclusion is presented.
Fokker–Planck equation
The Fokker and Planck (for example, see [5,7,8,10]) have first
introduced the Fokker–Planck equation to represent the Brownian
motion of particles. The equation of motion for the distribution
function uðx; tÞ is given by:
@u
@t
¼ c @u
@v þ c
KT
m
@2u
@2v
ð1Þ
where v is the velocity for the Brownian motion of a small particle, m
is a small particle of mass which immersed in a fluid, t is the time, c is
the fraction constant, K is Boltzmann’s constant and T is the tempera-
ture of fluid [5,7,8]. Eq. (1) is a simple case of Fokker–Planck equations.
The general form of Fokker–Planck equation with the variable x
is given [5,7,8,10]:
@uðx; tÞ
@t
¼  @
@x
AðxÞ þ @
2
@x2
BðxÞ
" #
uðx; tÞ ð2Þ
with the initial condition given by:
uðx;0Þ ¼ f ðxÞ; x 2 R ð3Þ
where uðx; tÞ is the unknown function, BðxÞ > 0 is the diffusion coef-
ficient and AðxÞ is the drift coefficient. The coefficients BðxÞ and AðxÞ
can also depend on time, i.e.
@uðx; tÞ
@t
¼  @
@x
Aðx; tÞ þ @
2
@x2
Bðx; tÞ
" #
uðx; tÞ ð4Þ
Eq. (2) is an equation of motion for the distribution function
uðx; tÞ which is a linear second order partial differential equation
of parabolic type. In fact, it is a diffusion equation with an addi-
tional first order derivative with respect to x and it is also called
forward Kolmogorov equation. On the other hand, the backward
Kolmogorov equation is given in the following form [7]:
@uðx; tÞ
@t
¼  Aðx; tÞ @
@x
þ Bðx; tÞ @
2
@x2
" #
uðx; tÞ ð5Þ
A general form of Eq. (2) to N variables x1; . . . ; xN has been pre-
sented in the form:
@uðx; tÞ
@t
¼ 
XN
i¼1
@
@xi
AiðxÞ þ
XN
i;j¼1
@2
@xi@xj
Bi;jðxÞ
" #
uðx; tÞ ð6Þ
with the initial condition given by:uðx;0Þ ¼ f ðxÞ; x 2 RN ð7Þ
where x ¼ ðx1; . . . ; xNÞ. The drift vector Ai and diffusion tensor Bi;j
generally depend on the N variables x1; . . . ; xN .
The nonlinear FPE has important many applications in various
sciences such as plasma physics, surface physics, population
dynamic, biophysics, engineering, neuro sciences, nonlinear hydro-
dynamics, polymer physics, laser physics, pattern formation, psy-
chology and marketing [27], which is for one variable in the form:
@uðx; tÞ
@t
¼  @
@x
Aðx; t;uÞ þ @
2
@x2
Bðx; t;uÞ
" #
uðx; tÞ ð8Þ
Eq. (8) for N variables x1; . . . :; xN is given in the form:
@uðx; tÞ
@t
¼ 
XN
i¼1
@
@xi
Aiðx; t;uÞ þ
XN
i;j¼1
@2
@xi@xj
Bi;jðx; t;uÞ
" #
uðx; tÞ;
x ¼ ðx1; x2; . . . ; xNÞ 2 RN ð9Þ
It can also be clearly seen that Eq. (9) reduces to linear
FPE with one variable Eq. (2) when N ¼ 1;Aiðx; t;uÞ ¼ AðxÞ and
Bi;jðx; t;uÞ ¼ BðxÞ and reduces to Eq. (4) when
N ¼ 1;Aiðx; t;uÞ ¼ Aðx; tÞ and Bi;jðx; t;uÞ ¼ Bðx; tÞ and to linear FPE
with N variables given in Eq. (6) when Aiðx; t;uÞ ¼ AiðxÞ and
Bi;jðx; t;uÞ ¼ Bi;jðxÞ.The new iterative method (NIM or DJM)
To illustrate the basic concept, let us consider the following
general functional equation:
u ¼ NðuÞ þ f ; ð10Þ
where N is a nonlinear operator from a Banach space B! B and f is a
known function [17–20,26]. We are looking for a solution u of Eq.
(10) having the series form:
u ¼
X1
i¼0
ui: ð11Þ
The nonlinear operator Ncan be decomposed as
N
X1
i¼0
ui
 !
¼ Nðu0Þ þ
X1
i¼1
N
Xi
j¼0
uj
 !
 N
Xi1
j¼0
uj
 !( )
: ð12Þ
From Eqs. (11) and (12), Eq. (10) is equivalent to
X1
i¼0
ui ¼ f þ Nðu0Þ þ
X1
i¼1
N
Xi
j¼0
uj
 !
 N
Xi1
j¼0
uj
 !( )
: ð13Þ
We define the recurrence relation:
G0 ¼ u0 ¼ f ;
G1 ¼ u1 ¼ Nðu0Þ;
Gm ¼ umþ1 ¼ Nðu0 þ    þ umÞ  Nðu0 þ    þ um1Þ; m ¼ 1;2; . . .
ð14Þ
Then
ðu1 þ . . .þ umþ1Þ ¼ Nðu1 þ    þ umÞ; m ¼ 1;2; . . . ; ð15Þ
and
uðxÞ ¼ f þ
X1
i¼1
ui: ð16Þ
The m-term approximate solution of Eq. (11) is given by
u ¼ u0 þ u1 þ . . .þ um1.
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The condition for convergence of the series
P
ui is presented
below. One can find more details in [28].
Theorem 3.1.1 [28]. If N is Cð1Þ in a neighbourhood of u0 and
kNðnÞðu0Þk 6 L, for any n and for some real L > 0 and
kuik 6 M < 1e ; i ¼ 1;2; . . ., then the series
P1
n¼0Gn is absolutely con-
vergent and moreover, kGnk 6 LMnen1ðe 1Þ;n ¼ 1;2; . . .Theorem 3.1.2 [28]. If N is Cð1Þ and kNðnÞðu0Þk 6 M 6 e1;8n, then
the series
P1
n¼0Gn is absolutely convergent.Solutions of Fokker–Planck equation by using DJM
Perhaps a good starting point to apply the DJM for the Fokker-
Plank equation is to solve the general form of nonlinear FPE given
in Eq. (9) in an operator form:
Ltðuðx; tÞÞ ¼ NFPðuðx; tÞÞ; ð17Þ
where Lt ¼ @@t and
NFP ¼ 
PN
i¼1
@
@xi
Aiðx; t;uÞ þ
PN
i;j¼1
@2
@xi@xj
Bi;jðx; t;uÞ
h i
uðx; tÞ, is the non-
linear Fokker–Planck operator for N variables x1; . . . :; xN .
Let us assume the inverse operator L1t exists and it can be take
with respect t from 0 to t, i.e.
L1t ð:Þ ¼
Z t
0
ð:Þdt ð18Þ
Then, by taking the inverse operator L1t to both sides of the
Eq. (17) leads to
L1t Ltðuðx; tÞÞ ¼ L1t NFPðuðx; tÞÞ: ð19Þ
By applying the initial condition, we obtain:
uðx; tÞ  uðx;0Þ ¼ L1t NFPðuðx; tÞÞ ¼ f ðxÞ þ L1t NFPðuðx; tÞÞ ð20Þ
By applying the DJM for Eq. (20) the following recurrence rela-
tion for the determination of the components unþ1ðx; tÞ are
obtained:
u0ðx; tÞ ¼ f ðxÞ; ð21Þ
u1ðx; tÞ ¼ Nðu0Þ ¼ L1t NFPðu0ðx; tÞÞ; ð22Þ
u2ðx; tÞ ¼ Nðu1 þ u0Þ  Nðu0Þ
¼ L1t NFPðu0ðx; tÞ þ u1ðx; tÞÞ  u1ðx; tÞ; ð23Þ
u3ðx; tÞ ¼ Nðu2 þ u1 þ u0Þ  Nðu1 þ u0Þ
¼ L1t NFPðu2ðx; tÞ þ u1ðx; tÞ þ u0ðx; tÞÞ
 L1t NFPðu1ðx; tÞ þ u0ðx; tÞÞ; ð24Þ
and so on.
Continuing in this manner, the ðnþ 1Þth approximation of the
exact solutions for the unknown functions uðx; tÞ can be achieved as:
unþ1 ¼ Nðu0 þ    þ unÞ  Nðu0 þ    þ un1Þ
¼ L1t NFPðNðu0 þ    þ unÞÞ  L1t NFPðNðu0 þ    þ un1ÞÞ;
n ¼ 1;2; . . . ð25Þ
Based on the DJM, we constructed the solution uðx; tÞ as:
uðx; tÞ ¼
Xn
k¼0
ukðx; tÞ nP 0: ð26ÞTest examples
In this section, some test examples will be examined to assess
the performance of the DJM for 1D, 2D, 3D linear and nonlinear
FPEs. To verify the convergence of the methods, we applied the
method to some test problems for which an analytical solutions
are available.
Example 1. [7,8,10]. Consider the 1D linear FPE in Eq. (2) with
initial condition:
uðx;0Þ ¼ f ðxÞ ¼ x; x 2 R: ð27Þ
with
AðxÞ ¼ 1 and BðxÞ ¼ 1.
By using the discussion in Section ‘‘Solutions of Fokker–Planck
equation by using DJM”, we get the recurrence relation:
u0ðx; tÞ ¼ x; ð28Þ
unþ1ðx; tÞ ¼ Nðu0 þ    þ unÞ  Nðu0 þ    þ un1Þ
¼ L1t LFPðNðu0 þ    þ unÞÞ  L1t LFPðNðu0 þ    þ un1ÞÞ;
n ¼ 1;2; . . . ð29Þ
where LFP ¼  @@x AðxÞ þ @
2
@x2 BðxÞ
h i
uðx; tÞ, in this case.
According to the DJM, we achieve the following components:
u1ðx; tÞ ¼ Nðu0Þ ¼ L1t LFPðu0ðx; tÞÞ ¼ t; ð30Þ
u2ðx; tÞ ¼ Nðu1 þ u0Þ  Nðu0Þ
¼ L1t LFPðu0ðx; tÞ þ u1ðx; tÞÞ  u1 ¼ 0; ð31Þ
u3ðx; tÞ ¼ Nðu2 þ u1 þ u0Þ  Nðu1 þ u0Þ
¼ L1t LFPðu2ðx; tÞ þ u1ðx; tÞ þ u0ðx; tÞÞ
 L1t LFPðu1ðx; tÞ þ u0ðx; tÞÞ ¼ 0: ð32Þ
In fact, we get:
unðx; tÞ ¼ 0; nP 2: ð33Þ
Therefore, according to Eq. (26), we get:
uðx; tÞ ¼ xþ t; ð34Þ
which is the exact solution of the problem and it is the same results
obtained by ADM [7], HPM [8], VIM [10] and DTM [13].Example 2. [7,8,10]. Consider the 1D linear FPE in Eq. (4) with ini-
tial condition:
uðx;0Þ ¼ sinhðxÞ; x 2 R: ð35Þ
Let drift and diffusion coefficients in Eq. (4) be in the following
form:
Aðx; tÞ ¼ expðtÞ cothðxÞ coshðxÞ þ expðtÞ sinhðxÞ  cothðxÞ; ð36Þ
Bðx; tÞ ¼ expðtÞ coshðxÞ: ð37Þ
By using the discussion in Section ‘‘Solutions of Fokker–Planck
equation by using DJM”, we get the recurrence relation:
u0ðx; tÞ ¼ sinhðxÞ; ð38Þ
unþ1ðx; tÞ ¼ Nðu0 þ    þ unÞ  Nðu0 þ    þ un1Þ
¼ L1t LFPðNðu0 þ    þ unÞÞ  L1t LFPðNðu0 þ    þ un1ÞÞ;
n ¼ 1;2; . . . ð39Þ
where LFP ¼  @@x Aðx; tÞ þ @
2
@x2 Bðx; tÞ
h i
uðx; tÞ, in this case.
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obtain
u1ðx; tÞ ¼ Nðu0Þ ¼ L1t LFPðu0ðx; tÞÞ ¼ t sinhðxÞ; ð40Þ
u2ðx; tÞ ¼ Nðu1 þ u0Þ  Nðu0Þ
¼ L1t LFPðu0ðx; tÞ þ u1ðx; tÞÞ  u1 ¼
t2
2!
sinhðxÞ; ð41Þ
u3ðx; tÞ ¼ Nðu2 þ u1 þ u0Þ  Nðu1 þ u0Þ
¼ L1t LFPðu2ðx; tÞ þ u1ðx; tÞ þ u0ðx; tÞÞ
 L1t LFPðu1ðx; tÞ þ u0ðx; tÞÞ ¼
t3
3!
sinhðxÞ; ð42Þ
u4ðx; tÞ ¼ Nðu3 þ u2 þ u1 þ u0Þ  Nðu2 þ u1 þ u0Þ
¼ L1t LFPðu3ðx; tÞ þ u2ðx; tÞ þ u1ðx; tÞ þ u0ðx; tÞÞ
 L1t LFPðu2ðx; tÞ þ u1ðx; tÞ þ u0ðx; tÞÞ ¼
t4
4!
sinhðxÞ: ð43Þ
and so on.
Therefore, according to Eq. (26) we have:
uðx; tÞ ¼ 1þ t þ t
2
2!
þ t
3
3!
þ   
 
sinhðxÞ: ð44Þ
This has the closed form
uðx; tÞ ¼ expðtÞ sinhðxÞ: ð45Þ
which is the exact solution of the problem and it is the same results
obtained by ADM [7], HPM [8], VIM [10] and DTM [13].Example 3. [7,8,10]. Consider the 1D linear backward Kol-
mogorov equation in Eq. (5 with initial condition:
uðx;0Þ ¼ xþ 1; x 2 R: ð46Þ
Let drift and diffusion coefficients in Eq. (5) be in the following
form:
Aðx; tÞ ¼ ðxþ 1Þ; ð47Þ
Bðx; tÞ ¼ x2 expðtÞ: ð48Þ
By using the DJM, we get the recurrence relation:
u0ðx; tÞ ¼ xþ 1; ð49Þ
unþ1ðx; tÞ ¼ Nðu0 þ    þ unÞ  Nðu0 þ    þ un1Þ
¼ L1t LFPðNðu0 þ    þ unÞÞ  L1t LFPðNðu0 þ    þ un1ÞÞ;
n ¼ 1;2; . . . ð50Þ
where LFP ¼  Aðx; tÞ @@xþ Bðx; tÞ @
2
@x2
h i
uðx; tÞ, in this case. and so on.
According to the DJM, the following terms can be achieved:
u1ðx; tÞ ¼ Nðu0Þ ¼ L1t LFPðu0ðx; tÞÞ ¼ ðxþ 1Þt; ð51Þ
u2ðx; tÞ ¼ Nðu1 þ u0Þ  Nðu0Þ
¼ L1t LFPðu0ðx; tÞ þ u1ðx; tÞÞ  u1 ¼
t2
2!
ðxþ 1Þ; ð52Þ
u3ðx; tÞ ¼ Nðu2 þ u1 þ u0Þ  Nðu1 þ u0Þ
¼ L1t LFPðu2ðx; tÞ þ u1ðx; tÞ þ u0ðx; tÞÞ
 L1t LFPðu1ðx; tÞ þ u0ðx; tÞÞ ¼
t3
3!
ðxþ 1Þ; ð53Þu4ðx; tÞ ¼ Nðu3 þ u2 þ u1 þ u0Þ  Nðu2 þ u1 þ u0Þ
¼ L1t LFPðu3ðx; tÞ þ u2ðx; tÞ þ u1ðx; tÞ þ u0ðx; tÞÞ
 L1t LFPðu2ðx; tÞ þ u1ðx; tÞ þ u0ðx; tÞÞ ¼
t4
4!
ðxþ 1Þ: ð54Þ
Therefore, according to Eq. (26), we have:
uðx; tÞ ¼ 1þ t þ t
2
2!
þ t
3
3!
þ   
 
ðxþ 1Þ: ð55Þ
This has the closed form
uðx; tÞ ¼ expðtÞðxþ 1Þ: ð56Þ
which is the exact solution of the problem and it is the same results
obtained by ADM [7], HPM [8], VIM [10] and DTM [13].Example 4. [7,8,10]. Consider the 2D linear FPE in Eq. (6) with ini-
tial condition:
uðx;0Þ ¼ x1; x ¼ ðx1; x2Þt 2 R2: ð57Þ
and
A1ðx1; x2Þ ¼ x1;
A2ðx1; x2Þ ¼ 5x2;
B1;1ðx1; x2Þ ¼ x21;
B1;2ðx1; x2Þ ¼ 1;
B2;1ðx1; x2Þ ¼ 1;
B2;2ðx1; x2Þ ¼ x22:
ð58Þ
By using the DJM, we get the recurrence relation:
u0ðx1; x2; tÞ ¼ x1; ð59Þ
unþ1ðx1; x2; tÞ ¼ Nðu0 þ    þ unÞ  Nðu0 þ    þ un1Þ
¼ L1t LFPðNðu0 þ    þ unÞÞ
 L1t LFPðNðu0 þ    þ un1ÞÞ; n ¼ 1;2; . . . ð60Þ
where LFP ¼ 
P2
i¼1
@
@xi
AiðxÞþ
P2
i;j¼1
@2
@xi@xj
Bi;jðxÞ
h i
uðx;tÞ; x¼ðx1;x2Þ 2R2,
in this case.
Using the recurrence relation defined in equation Eq. (14), we
obtain
u1ðx1; x2; tÞ ¼ Nðu0Þ ¼ L1t LFPðu0ðx1; x2; tÞÞ ¼ tx1; ð61Þ
u2ðx1; x2; tÞ ¼ Nðu1 þ u0Þ  Nðu0Þ
¼ L1t LFPðu0ðx1; x2; tÞ þ u1ðx1; x2; tÞÞ  u1 ¼
t2
2!
x1; ð62Þ
u3ðx1; x2; tÞ ¼ Nðu2 þ u1 þ u0Þ  Nðu1 þ u0Þ
¼ L1t LFPðu2ðx1; x2; tÞ þ u1ðx1; x2; tÞ þ u0ðx; tÞÞ
 L1t LFPðu1ðx1; x2; tÞ þ u0ðx1; x2; tÞÞ ¼
t3
3!
x1; ð63Þ
u4ðx1; x2; tÞ ¼ Nðu3 þ u2 þ u1 þ u0Þ  Nðu2 þ u1 þ u0Þ
¼ L1t LFPðu3ðx1; x2; tÞ þ u2ðx1; x2; tÞ
þ u1ðx1; x2; tÞ þ u0ðx1; x2; tÞÞ  L1t LFPðu2ðx1; x2; tÞ
þ u1ðx1; x2; tÞ þ u0ðx1; x2; tÞÞ ¼ t
4
4!
x1: ð64Þ
and so on.
Therefore, according to Eq. (26), we have:
uðx1; x2; tÞ ¼ 1þ t þ t
2
2!
þ t
3
3!
þ   
 
x1: ð65Þ
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uðx; tÞ ¼ expðtÞx1: ð66Þ
which is the exact solution of the problem and it is the same results
obtained by ADM [7], HPM [8], VIM [10] and DTM [13].Example 5. Consider the 3D linear FPE in Eq. (6) with initial
condition:
uðx;0Þ ¼ x3; x ¼ ðx1; x2; x3Þt 2 R3: ð67Þ
and
A1ðx1; x2; x3Þ ¼ 2x1;
A2ðx1; x2; x3Þ ¼ 2x2;
A3ðx1; x2; x3Þ ¼ 2x3;
B1;1ðx1; x2; x3Þ ¼ x1;
B1;2ðx1; x2; x3Þ ¼ 1;
B1;3ðx1; x2; x3Þ ¼ 1;
B2;1ðx1; x2; x3Þ ¼ 1;
B2;2ðx1; x2; x3Þ ¼ x2;
B2;3ðx1; x2; x3Þ ¼ 1;
B3;1ðx1; x2; x3Þ ¼ 1;
B3;2ðx1; x2; x3Þ ¼ 1;
B3;3ðx1; x2; x3Þ ¼ 32 x23:
ð68Þ
By using the DJM, we get the recurrence relation:
u0ðx1; x2; x3; tÞ ¼ x3; ð69Þ
unþ1ðx1; x2; x3; tÞ ¼ Nðu0 þ    þ unÞ  Nðu0 þ    þ un1Þ
¼ L1t LFPðNðu0 þ    þ unÞÞ
 L1t LFPðNðu0 þ    þ un1ÞÞ; n ¼ 1;2; . . . ð70Þ
where LFP¼ 
P3
i¼1
@
@xi
AiðxÞþ
P3
i;j¼1
@2
@xi@xj
Bi;jðxÞ
h i
uðx;tÞ;x¼ðx1;x2;x3Þ2R3,
in this case.
According to the DJM, the following terms can be computed:
u1ðx1; x2; x3; tÞ ¼ Nðu0Þ ¼ L1t LFPðu0ðx1; x2; x3; tÞÞ ¼ tx3; ð71Þ
u2ðx1;x2;x3;tÞ¼Nðu1þu0ÞNðu0Þ
¼L1t LFPðu0ðx1;x2;x3;tÞþu1ðx1;x2;x3;tÞÞu1¼
t2
2!
x3;
ð72Þ
u3ðx1;x2;x3;tÞ¼Nðu2þu1þu0ÞNðu1þu0Þ
¼L1t LFPðu2ðx1;x2;x3;tÞþu1ðx1;x2;x3;tÞ
þu0ðx;tÞÞL1t LFPðu1ðx1;x2;x3;tÞþu0ðx1;x2;x3;tÞÞ¼
t3
3!
x3;
ð73Þ
u4ðx1; x2; x3; tÞ ¼ Nðu3 þ u2 þ u1 þ u0Þ  Nðu2 þ u1 þ u0Þ
¼ L1t LFPðu3ðx1; x2; x3; tÞ þ u2ðx1; x2; x3; tÞ
þ u1ðx1; x2; x3; tÞ þ u0ðx1; x2; x3; tÞÞ
 L1t LFPðu2ðx1; x2; x3; tÞ þ u1ðx1; x2; x3; tÞ
þ u0ðx1; x2; x3; tÞÞ ¼ t
4
4!
x3: ð74Þ
and so on.
Therefore, according to Eq. (26), we have:
uðx1; x2; x3; tÞ ¼ 1þ t þ t
2
2!
þ t
3
3!
þ   
 
x3: ð75ÞThis series has the closed form
uðx; tÞ ¼ expðtÞx3: ð76Þ
which is the exact solution of the problem.Example 6. [7,8,10]. Consider the 1D nonlinear FPE in Eq. (8) with
initial condition:
uðx;0Þ ¼ x2; x 2 R: ð77Þ
Let drift and diffusion coefficients in Eq. (8) be in the following
forms:
Aðx; tÞ ¼ 4uðx; tÞ
x
 x
3
; ð78Þ
Bðx; tÞ ¼ uðx; tÞ: ð79Þ
By using the DJM, we get the recurrence relation:
u0ðx; tÞ ¼ x2; ð80Þ
unþ1ðx; tÞ ¼ Nðu0 þ    þ unÞ  Nðu0 þ    þ un1Þ
¼ L1t NFPðNðu0 þ    þ unÞÞ  L1t NFPðNðu0 þ    þ un1ÞÞ;
n ¼ 1;2; . . . ð81Þ
where NFP ¼  @@x Aðx; t; uÞ þ @
2
@x2 Bðx; t;uÞ
h i
uðx; tÞ, in this case.
According to the DJM, we obtain the following components:
u1ðx; tÞ ¼ Nðu0Þ ¼ L1t LFPðu0ðx; tÞÞ ¼ x2t; ð82Þ
u2ðx; tÞ ¼ Nðu1 þ u0Þ  Nðu0Þ
¼ L1t LFPðu0ðx; tÞ þ u1ðx; tÞÞ  u1 ¼ x2
t2
2!
; ð83Þ
u3ðx; tÞ ¼ Nðu2 þ u1 þ u0Þ  Nðu1 þ u0Þ
¼ L1t LFPðu2ðx; tÞ þ u1ðx; tÞ þ u0ðx; tÞÞ
 L1t LFPðu1ðx; tÞ þ u0ðx; tÞÞ ¼ x2
t3
3!
; ð84Þ
u4ðx; tÞ ¼ Nðu3 þ u2 þ u1 þ u0Þ  Nðu2 þ u1 þ u0Þ
¼ L1t LFPðu3ðx; tÞ þ u2ðx; tÞ þ u1ðx; tÞ þ u0ðx; tÞÞ
 L1t LFPðu2ðx; tÞ þ u1ðx; tÞ þ u0ðx; tÞÞ ¼ x2
t4
4!
: ð85Þ
Thus we obtain
uðx; tÞ ¼ x2 1þ t þ t
2
2!
þ t
3
3!
þ   
 
: ð86Þ
with the following closed form
uðx; tÞ ¼ x2 expðtÞ: ð87Þ
which is the exact solution of the problem and it is the same results
obtained by ADM [7], HPM [8], VIM [10] and DTM [13].Example 7. [7,8,10]. Consider the 2D nonlinear FPE in Eq. (9) with
initial condition:
uðx;0Þ ¼ x21; x ¼ ðx1; x2Þt 2 R2: ð88Þ
and
A1ðx1; x2; tÞ ¼ 4x1 uðx1; x2; tÞ;
A2ðx1; x2; tÞ ¼ x2;
B1;1ðx1; x2; tÞ ¼ uðx1; x2; tÞ;
B1;2ðx1; x2; tÞ ¼ 1;
B2;1ðx1; x2; tÞ ¼ 1;
B2;2ðx1; x2; tÞ ¼ uðx1; x2; tÞ:
ð89Þ
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u0ðx1; x2; tÞ ¼ x21; ð90Þ
unþ1ðx1;x2;tÞ¼Nðu0þ þunÞNðu0þ þun1Þ
¼L1t NFPðNðu0þ þunÞÞL1t NFPðNðu0þ þun1ÞÞ;
n¼1;2; . . . ð91Þ
where NFP ¼ 
P2
i¼1
@
@xi
Aiðx; t;uÞ þ
P2
i;j¼1
@2
@xi@xj
Bi;jðx; t;uÞ
h i
uðx; tÞ;
x ¼ ðx1; x2Þ 2 R2, in this case.
Using DJM, we obtain the following components:
u1ðx1; x2; tÞ ¼ Nðu0Þ ¼ L1t LFPðu0ðx1; x2; tÞÞ ¼ x21t; ð92Þ
u2ðx1; x2; tÞ ¼ Nðu1 þ u0Þ  Nðu0Þ
¼ L1t LFPðu0ðx1; x2; tÞ þ u1ðx1; x2; tÞÞ  u1 ¼ x21
t2
2!
; ð93Þ
u3ðx1; x2; tÞ ¼ Nðu2 þ u1 þ u0Þ  Nðu1 þ u0Þ
¼ L1t LFPðu2ðx1; x2; tÞ þ u1ðx1; x2; tÞ þ u0ðx; tÞÞ
 L1t LFPðu1ðx1; x2; tÞ þ u0ðx1; x2; tÞÞ ¼ x21
t3
3!
; ð94Þ
and so on.
Therefore, according to Eq. (26), we have:
uðx1; x2; tÞ ¼ x21 1 t þ
t2
2!
 t
3
3!
þ   
 
: ð95Þ
which implies the following closed form of the solution
uðx; tÞ ¼ x21 expðtÞ: ð96Þ
It can be readily seen that analytic solution obtained by the DJM
is identical with that given by the other analytical methods such
as: ADM [7], HPM [8] and VIM [10].Example 8. Consider the 3D nonlinear FPE in Eq. (9) with initial
condition:
uðx;0Þ ¼ ðx3  1Þ2; x ¼ ðx1; x2; x3Þt 2 R3: ð97Þ
and
A1ðx1; x2; x3Þ ¼ x1;
A2ðx1; x2; x3Þ ¼ uðx1; x2; x3Þ;
A3ðx1; x2; x3Þ ¼ 2ðx31Þ ;
B1;1ðx1; x2; x3Þ ¼ uðx1; x2; x3Þ;
B1;2ðx1; x2; x3Þ ¼ 1;
B1;3ðx1; x2; x3Þ ¼ 1;
B2;1ðx1; x2; x3Þ ¼ 1;
B2;2ðx1; x2; x3Þ ¼ uðx1; x2; x3Þ;
B2;3ðx1; x2; x3Þ ¼ 1;
B3;1ðx1; x2; x3Þ ¼ 1;
B3;2ðx1; x2; x3Þ ¼ 1;
B3;3ðx1; x2; x3Þ ¼ 1:
ð98Þ
By using the DJM, the following recurrence relation is obtain:
u0ðx1; x2; x3; tÞ ¼ ðx3  1Þ2; ð99Þ
unþ1ðx1;x2;x3; tÞ ¼ Nðu0 þ    þ unÞ Nðu0 þ    þ un1Þ
¼ L1t NFPðNðu0 þ    þ unÞÞ
 L1t NFPðNðu0 þ    þ un1ÞÞ; n¼ 1;2; . . . ð100Þwhere NFP ¼ 
P3
i¼1
@
@xi
Aiðx; t;uÞ þ
P3
i;j¼1
@2
@xi@xj
Bi;jðx; t; uÞ
h i
uðx; tÞ; x ¼
ðx1; x2; x3Þ 2 R3, in this case.
Hence the DJM provides the following components:
u1ðx1; x2; x3; tÞ ¼ Nðu0Þ ¼ L1t NFPðu0ðx1; x2; x3; tÞÞ ¼ tðx3  1Þ2;
ð101Þ
u2ðx1; x2; x3; tÞ ¼ Nðu1 þ u0Þ  Nðu0Þ ¼ L1t NFPðu0ðx1; x2; x3; tÞ
þ u1ðx1; x2; x3; tÞÞ  u1 ¼ t
2
2!
ðx3  1Þ2; ð102Þ
u3ðx1; x2; x3; tÞ ¼ Nðu2 þ u1 þ u0Þ  Nðu1 þ u0Þ
¼ L1t NFPðu2ðx1; x2; x3; tÞ þ u1ðx1; x2; x3; tÞ þ u0ðx; tÞÞ
 L1t NFPðu1ðx1; x2; x3; tÞ þ u0ðx1; x2; x3; tÞÞ
¼ t
3
3!
ðx3  1Þ2; ð103Þ
and so on.
Therefore, according to Eq. (26), we have:
uðx1; x2; x3; tÞ ¼ 1þ t þ t
2
2!
þ t
3
3!
þ   
 
ðx3  1Þ2: ð104Þ
So the solution in a closed form is:
uðx; tÞ ¼ expðtÞðx3  1Þ2: ð105Þ
which is the exact solution of the problem.Conclusion
In this paper, the efficient iterative method namely (NIM or
DJM) is implemented to obtain an analytical solutions for solving
1D, 2D, 3D linear and nonlinear Fokker–Planck equations using
the initial condition only. The DJM is simple to understand and
easy to implement and does not require any restrictive assump-
tions for nonlinear terms as required by some existing techniques.
It is economical in terms of computer power/memory and does not
involve tedious calculations. Moreover, by solving some examples,
it is seems that the DJM appears to be very accurate to employ with
reliable results. The results obtained in this paper confirm that the
DJM is a powerful and efficient technique for obtaining the exact
solutions for 1D, 2D, 3D linear and nonlinear Fokker–Planck equa-
tions which have great significance in many different fields of
science and engineering. Furthermore, there is less computation
needed in comparison with the Adomian decomposition method,
the homotopy perturbation method and variational iteration
method.
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