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POINTWISE MULTIPLE AVERAGES FOR SUBLINEAR FUNCTIONS
SEBASTIÁN DONOSO, ANDREAS KOUTSOGIANNIS AND WENBO SUN
Abstract. For any measure preserving system (X,B, µ, T1, . . . , Td), where we assume
no commutativity on the transformations Ti, 1 ≤ i ≤ d, we study the pointwise conver-
gence of multiple ergodic averages with iterates of different growth coming from a large
class of sublinear functions. This class properly contains important subclasses of Hardy
field functions of order 0 and of Fejér functions, i.e., tempered functions of order 0. We
show that the convergence of the single average, via an invariant property, implies the
convergence of the multiple one. We also provide examples of sublinear functions which
are in general bad for convergence on arbitrary systems, but they are good for uniquely
ergodic systems. The case where the fastest function is linear is addressed as well, and
we provide, in all the cases, an explicit formula of the limit function.
1. Introduction and main results
The study of the limiting behavior, in L2(µ) or pointwise, as N →∞, of multiple ergodic
averages of the form
(1)
1
N
N−1∑
n=0
T
a1(n)
1 f1 · . . . · T
ad(n)
d fd,
where T1, . . . , Td : X → X are invertible (usually commuting) measure preserving transfor-
mations acting on a probability space (X,B, µ); f1, . . . , fd ∈ L
∞(µ) and ai(·) are suitable
functions taking integer values on integers for all 1 ≤ i ≤ d,1 is a central problem in ergodic
theory. With partial knowledge of the limiting behavior of (1), for the case Ti = T and
ai(n) = in, Furstenberg provided a purely ergodic theoretical proof of Szemerédi’s theorem
([13]), i.e., every subset of N with positive upper density contains arbitrary long arithmetic
progressions.
In recent years, motivated by the work of Furstenberg, fruitful progress has been made
towards the study of the existence and also of the exact value of the L2(µ) limit of (1)
for various classes of functions ai. For the existence of the limit, we refer the readers
to [1, 15, 16, 19, 20]. As for the explicit expression of the limit, the first result is von
Neumann’s mean ergodic theorem which says that for d = 1 and a1(n) = n the limit of
(1) is E(f1|I(T1)), where I(T ) denotes the σ-algebra of T -invariant sets and E(f |I(T )) is
the conditional expectation of f with respect to I(T ). The classes of integer polynomial,
integer parts of real polynomial, Hardy field (see definition in § 2) and more generally
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tempered classes of functions are also studied in [2, 3, 11] for a single T and in [8, 12, 17]
for commuting Ti’s.
We stress out a result due to Frantzikinakis which is closely related to our study. In [11,
Theorem 2.7], under no commutativity assumption on Ti’s, for integer part of functions ai
in LE ,2 with xε ≺ ad ≺ . . . ≺ a1 ≺ x,
3 for some ε > 0, he showed that the limit of (1) in
L2(µ) is equal to E(f1|I(T1)) · . . . · E(fd|I(Td)).
On the other hand, the general problem of pointwise convergence of multiple ergodic
averages remains widely open. For the existence and explicit expression of the pointwise
limit of (1) very few things are known. Even the d = 1 case is not completely understood
(for some results see [5, 7]). For d ≥ 2, Bourgain showed (in [6]) that the pointwise limit
of (1) exists when T1 = T2 and a1(n) = an, a2(n) = bn for a, b ∈ Z. Recently, Huang,
Shao and Ye ([18]) showed the existence of the pointwise limit of (1) for Ti = T, ai(n) = in
under the assumption that T is a distal transformation (see also [14] for some particular
weakly mixing systems). This result was extended in [9] to two commuting transformations
generating a distal action, and for an arbitrary number of commuting transformations in
[10] (also for a distal system and linear iterates). Note that when we deal with multiple
Ti’s we have to impose additional distinctness conditions on the ai’s, since in general we
don’t expect (1) to have a nice behavior (for the case of d = 2 and a1(n) = a2(n) = n see
a counterexample in [4, Section 4] when T1, T2 generate a solvable group).
In this paper, we study the pointwise convergence of (1) for integer part (denoted with
[·]) of sequences of functions of different growth rate which are at most linear. More
specifically, for a wide class of sublinear functions, S∗, we show (see next subsection for
notation):
Theorem 1.1. Let d ∈ N and (Xi, µi, Ti), 1 ≤ i ≤ d be measure preserving systems. Let
ai ∈ S
∗, 1 ≤ i ≤ d with ad ≺ . . . ≺ a1 and a
′
d ≺ . . . ≺ a
′
1, and ν be any coupling of the
spaces (Xi, µi). Then the averages
1
N
N−1∑
n=0
T
[a1(n)]
1 f1(x1) · . . . · T
[ad(n)]
d fd(xd)
converge as N →∞ for ν-a.e. (x1, . . . , xd) ∈ X1 × · · · ×Xd to
E(f1|I(T1))(x1) · . . . · E(fd|I(Td))(xd).
In particular, if (Xi, µi) = (X,µ), 1 ≤ i ≤ d, we have that
1
N
N−1∑
n=0
T
[a1(n)]
1 f1(x) · . . . · T
[ad(n)]
d fd(x)
converge as N →∞ for µ-a.e. x ∈ X to
E(f1|I(T1))(x) · . . . · E(fd|I(Td))(x).
2a is a logarithmico-exponential Hardy field function if it belongs to a Hardy field of real valued functions
and it’s defined on some (c,+∞), c ≥ 0, by a finite combination of symbols +,−,×,÷, n√·, exp, log acting
on the real variable x and on real constants (for more on Hardy field functions and in particular for
logarithmico-exponential ones check for example [11, 12]).
3For two functions a, b we write a(x) ≺ b(x), or just a ≺ b if a(x)/b(x)→ 0 as x→∞.
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Remark. Let LEε denote the set of logarithmico-exponential Hardy field functions a
satisfying the growth condition xε ≺ a(x) ≺ x for some ε > 0. By a variation of the
argument in [11, Proposition 6.4], one can obtain a different proof of Theorem 1.1 for the
special case where ai ∈ LEε, 1 ≤ i ≤ d. The idea of [11, Proposition 6.4] is to convert the
multiple averages for sublinear functions of different growth in LEε, via a change of variable,
to an average of the same form but with linear fastest function. Our method, which is
applicable into a larger class of functions, has a different philosophy focusing instead on
the invariance property of the averages under the transformations T1 × id × · · · × id,
id×T2×· · ·× id, . . . , id×· · ·× id×Td, via which we deduce the limit of the expressions of
interest. Another advantage of this method is that it can also be used to show that there
are certain sublinear functions for which even though the pointwise convergence might in
general fail, it holds on all the uniquely ergodic systems (see § 1.2 for details).
When a1 is linear, i.e., a polynomial of degree 1, we have:
Theorem 1.2. Let d ∈ N, (Xi, µi, Ti), 1 ≤ i ≤ d be measure preserving systems, a1 be a
linear function, ai ∈ S
∗, 2 ≤ i ≤ d with ad ≺ . . . ≺ a1 and a
′
d ≺ . . . ≺ a
′
1, and ν be any
coupling of the spaces (Xi, µi). Then for all fi ∈ L
∞(µi), 1 ≤ i ≤ d the averages
1
N
N−1∑
n=0
T
[a1(n)]
1 f1(x1)T
[a2(n)]
2 f2(x2) · . . . · T
[ad(n)]
d fd(xd)
converge as N →∞ for ν-a.e. ~x = (x1, . . . , xd) ∈ X1 × · · · ×Xd.
In particular, if a1(n) = kn+ ℓ, k = p/q, p, q ∈ Z \ {0}, then the limit is equal to
1
q
q−1∑
j=0
E
(
T
[ pj
q
+ℓ]
1 f1|I(T
p
1 )
)
(x1)E(f2|I(T2))(x2) · . . . · E(fd|I(Td))(xd),
while if a1(n) = γn+ ℓ, γ ∈ R\Q, then the limit is equal to
F (x1)E(f2|I(T2))(x2) · . . . · E(fd|I(Td))(xd),
where
F (x) =
∑
m∈Z
exp
(
2πi
mℓ
γ
)
·
exp(−2πimγ )− 1
−2πimγ
E(f1|Iγ,m(T ))(x)
and Iγ,m(T ) is the sub-σ-algebra generated by the eigenspace of T with eigenvalue −
m
γ
.
Via Theorems 1.1 and 1.2, we immediately get the following result on sequences of different
growth of the form (nc)n, 0 < c ≤ 1 (which also follows by methods of Frantzikinakis, using
a variation of [11, Proposition 6.4]):
Corollary 1.3. Let d ∈ N and (X,µ, T1, . . . , Td) be a measure preserving system. For all
0 < cd < . . . < c1 ≤ 1 and f1, . . . , fd ∈ L
∞(µ), the averages
1
N
N−1∑
n=0
T
[nc1 ]
1 f1(x) · . . . · T
[ncd ]
d fd(x)
converge as N →∞ for µ-a.e. x ∈ X to
E(f1|I(T1))(x) · . . . · E(fd|I(Td))(x).
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1.1. Single convergence implies multiple convergence. The philosophy of this arti-
cle is that for a specific nice and wide class of sublinear functions, we have that “single
convergence implies the multiple one”. More specifically, assuming no commutativity on
the transformations Ti, we show in Theorem 1.1, that averages as in (1) with integer parts
of functions of different growth rate from the aforementioned class, converge pointwisely
and the limit is the expected one, i.e., the product of conditional expectations, using the
fact that the single average converges. The same method also extends to the case when
the fastest growing function is linear and we get Theorem 1.2. Our arguments throughout
the article are elementary and have a soft touch of ergodic theory.
At this point we introduce some notation. For 1 ≤ i ≤ d, let (Xi, µi, Ti) be measure
preserving (m.p.) systems (we also assume that each (Xi, Ti) is a topological dynamical
system) and µi =
∫
µ[Ti],xdµi(x) be the disintegration of µi over its factor I(Ti) (i.e., the
ergodic decomposition). For ~x = (x1, . . . , xd), let µ[T1,...,Td],~x be the measure onX1×· · ·×Xd
defined by ∫
X1×···×Xd
f1 ⊗ · · · ⊗ fd dµ[T1,...,Td],~x = E(f1|I(T1))(x1) · . . . · E(fd|I(Td))(xd)
for all f1, . . . , fd ∈ L
∞(µ). It is easy to see that µ[T1,...,Td],~x =
d⊗
i=1
µ[Ti],xi . Let also
(2) λN,~x :=
1
N
N−1∑
n=0
(
T
[a1(n)]
1 × · · · × T
[ad(n)]
d
)
δ~x,
where ~x ∈ X1 × · · · ×Xd and δ~x denotes the Dirac measure at ~x.
Denoting with R+ a set of the form (c,+∞) for some c ≥ 0, we define the class
S :=
{
a ∈ C3(R+)
∣∣∣ a, 1
a′
∈ SL and a−1 ∈M1 ∩D0 ∩D1 ∩ (D2 ∪M2)
}
,
where for k ∈ N ∪ {0}
Dk :=
{
a : lim sup
x→sgn(a−1)·∞
sup
h∈[−1,1]
∣∣∣∣∣a(k+1)(x+ h)a(k)(x)
∣∣∣∣∣ <∞
}
,
Mk :=
{
a : a(k) is eventually monotone
}
,
sgn is the sign function and
SL = {a : a(x) ≺ x}
is the set of sublinear functions (recall that a ≺ b means a(x)/b(x) → 0 as x→∞).
Note that the lim sup that appears in the definition of Dk can in general be any α ∈
[0,∞]. Indeed, for k = 0, the function a(x) = log x gives α = 0; to get a specific α > 0,
pick β with β exp(β) = α and let a(x) = exp(βx), while to get α =∞ pick a(x) = exp(x2).
Note also that every function a ∈ S satisfies log x ≺ a(x). Indeed, since a−1 ∈ M1,
we have that a′ has eventually constant sign, hence integrating the relation x|a′(x)| ≥ M
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(that holds eventually for M > 0 since 1/a′ ∈ SL) we get log x≪ |a(x)|. Using again that
1/a′ ∈ SL and since log x isn’t fast enough to have this property, we get log x ≺ a(x).
Let S∗ ⊆ S denote the subclass of functions where lim
N→∞
1
N
N−1∑
n=0
f(T [a(n)]x) exists point-
wisely (a.e.) for every measure preserving system (X,µ, T ) and every bounded measurable
function f . We stress out the fact that S∗ is a strict subset of S (see § 1.2).
The following result via a density argument will lead us to the proof of Theorem 1.1.
Theorem 1.4. Let d ∈ N and (Xi, µi, Ti), 1 ≤ i ≤ d be m.p. systems, ai ∈ S
∗, 1 ≤ i ≤ d
with ad ≺ . . . ≺ a1 and a
′
d ≺ . . . ≺ a
′
1, and ν be any coupling of the spaces (Xi, µi). Then,
for ν-a.e. ~x ∈ X1 × · · · ×Xd, we have that λN,~x converges to µ[T1,...,Td],~x as N →∞.
Remark. In § 2, we show that S contains functions a which belong to some Hardy field and
satisfy xε ≺ a(x) ≺ x for some ε > 0. So, by [5, Theorem 3.4] we actually have that each
such function a is in S∗ (with convergence to the expected limit, i.e., the conditional expec-
tation E(f |I(T ))) while slow Hardy field functions (i.e., 1 ≺ a(x) ≺ log x exp((log(log x))m)
for some 0 ≤ m < 1) don’t belong to S∗ (see [5, Theorem 3.6]). However, even though
Theorem 1.4 in general might fail (take for example ai ∈ S\S
∗ for some 1 ≤ i ≤ d),
we have its validity for uniquely ergodic systems and continuous functions on them, since
then single convergence holds not only for functions in S∗ but for all functions in S (see
Theorem 1.5).
1.2. Pointwise averages on uniquely ergodic systems. A topological system (X,T )
is uniquely ergodic if there is a unique Borel probability measure which is T -invariant.
Via the following result for single convergence, which we show in § 5, under the unique
ergodicity assumption of the system, we extend Theorem 1.4 (to Theorem 1.6 below).
Theorem 1.5. Let (X,T ) be a uniquely ergodic system with unique T -invariant measure
µ and a ∈ S. Then for any continuous function f on X, for every x ∈ X we have that
lim
N→∞
1
N
N−1∑
n=0
T [a(n)]f(x) =
∫
X
f dµ.
As we mentioned before, this result has been studied for general systems in [5, 7] along
functions which belong to a smaller class of functions than S (see Theorem 4.1), and in
general it might fail for a ∈ S. One can show (after some elementary calculations) that
a(x) = log x log(log x) ∈ S \ S∗
(a /∈ S∗ by [5, Theorem 3.6], since a satisfies the hypothesis of the slow growth rate).
A similar argument as in Theorem 1.1 extends Theorem 1.5 to multiple averages:
Theorem 1.6. Let d ∈ N, (Xi, Ti) be uniquely ergodic systems with unique Ti-invariant
measures µi, ai ∈ S, 1 ≤ i ≤ d with ad ≺ . . . ≺ a1 and a
′
d ≺ . . . ≺ a
′
1, and fi be continuous
functions on Xi, 1 ≤ i ≤ d. Then for any coupling ν of these systems, the averages
1
N
N−1∑
n=0
T
[a1(n)]
1 f1(x1) · . . . · T
[ad(n)]
d fd(xd)
6 SEBASTIÁN DONOSO, ANDREAS KOUTSOGIANNIS AND WENBO SUN
converge as N →∞ for ν-a.e. (x1, . . . , xd) ∈ X1 × · · · ×Xd to∫
f1 dµ1 · . . . ·
∫
fd dµd.
Remark. For pointwise averages with a1 being a linear function, a similar statement to
Theorem 1.2 can be derived assuming unique ergodicity of (Xi, µi, Ti) for i ≥ 2 taking
averages over functions in S on continuous functions (the unique ergodicity of (X1, µ1, T1)
is not necessary since for the linear a1 we always have single convergence).
In § 2, we introduce a specific large family T of sublinear functions which contains
properly the Hardy field functions a with xε ≺ a(x) ≺ x for some ε > 0 and is contained
properly in the class of Fejér functions (see § 2 for definitions of these two important classes
of functions). We also show (in § 2 and § 4) that T is properly contained in S∗ and that
for functions of different growth rate in T we get different growth rate for their derivatives;
as a result, our results hold for ai ∈ T of different growth (see Corollary 4.2 for details).
Definitions and notations. A measure preserving system (X,X , µ, T1, . . . , Td) is a prob-
ability space (X,X , µ) endowed with measure preserving transformations Ti : X → X,
meaning that µ(T−1i A) = µ(A) for all A ∈ X and 1 ≤ i ≤ d.We omit writing the σ-algebra
X when this causes no confusion. Throughout the paper we always assume that X is a
compact metric space, X is its Borel σ-algebra and µ is a Borel measure. We let M(X) de-
note the convex set of probability measures on X which is compact for the weak∗-topology.
A coupling λ of two probability spaces (X1, µ1) and (X2, µ2) is a measure in M(X × Y ),
whose marginals are equal to µ1 and µ2 respectively. A joining of two measure preserving
systems (X1, µ1, T1, . . . , Td) and (X2, µ2, S1, . . . , Sd) is a coupling of (X1, µ1) and (X2, µ2)
that is invariant under the diagonal transformations T1×S1, . . . , Td×Sd (these definitions
extend naturally to k systems, k ≥ 2). A factor map between two measure preserving
systems (X,µ, T1, . . . , Td) and (Y, ν, S1, . . . , Sd) is a measurable function π : X → Y such
that the push-forward measure π∗µ is equal to ν and π ◦ Ti = Si ◦ π, 1 ≤ i ≤ d. Finally,
for two quantities a and b, we write a≪ b if there exists c > 0 such that |a| ≤ c · |b|, and
a≪δ1,...,δr b if there exists c ≡ c(δ1, . . . , δr) > 0 with |a| ≤ c · |b|.
Acknowledgements. We thank Nikos Frantzikinakis for bringing us to the alternative
proof of Theorem 1.1 for functions of different growth from the class LEε.
2. A nice class of sublinear functions
In this section we define a nice class of sublinear functions, T , first appeared in [3],
which we’ll show that is a subclass of S∗ defined in the previous section. More specifically,
we show in this section that T is a proper subset of S and then, in § 4, we prove that T
is a proper subset of S∗.
Let
R :=
{
a ∈ C3(R+) : the limits lim
x→∞
xa′(x)
a(x)
, lim
x→∞
xa′′(x)
a′(x)
, and lim
x→∞
xa′′′(x)
a′′(x)
exist in R
}
and
T :=
{
a ∈ R : lim
x→∞
xa′(x)
a(x)
∈ (0, 1) or lim
x→∞
xa′(x)
a(x)
= 1 and lim
x→∞
a′(x) = 0 monotonicaly
}
.
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We start with the connection between T and some important classes of sublinear func-
tions.
2.0.1. Fejér functions. A function a ∈ C1((c,∞)), c ≥ 0, is a Fejér function if: (i) a′(x)
tends monotonically to 0 as x → ∞; and (ii) lim
x→∞
x|a′(x)| = ∞. We denote with F the
set of all Fejér functions. Note that every a ∈ F is eventually monotone and satisfies the
growth rate conditions log x ≺ a(x) ≺ x (See [3] for more details on Fejér functions).
2.0.2. Hardy field functions. Let B be the collection of equivalence classes of real valued
functions defined on some halfline (c,∞), c ≥ 0, where two functions that agree eventually
are identified. These equivalence classes are called germs of functions. A Hardy field is a
subfield of the ring (B,+, ·) that is closed under differentiation.4 (See [12] for more details
on Hardy field functions.)
If H is the union of all Hardy fields, every element of H has eventually constant sign,
from which it follows that if a ∈ H, then a is eventually monotone and the limit lim
x→∞
a(x)
exists (possibly infinite–as in the LEε class of functions). For functions a, b ∈ H with
b 6= 0, it follows that the asymptotic growth ratio lim
x→∞
a(x)/b(x) exists (possibly infinite),
fact that will often justify the use of L’Hospital’s rule. For some ε > 0 we denote with Hsε
the set of functions a which belongs to some Hardy field H and satisfy xε ≺ a(x) ≺ x.5
Remark. Hsε is a proper subset of T and T is a proper subset of F .
Indeed, if a ∈ Hsε, then a
′(x)→ 0 monotonically and
lim
x→∞
xa′(x)
a(x)
= lim
x→∞
log |a(x)|
log x
∈ [ε, 1],
so a ∈ T (the other limits exist by the properties of a Hardy field). If a ∈ T and
lim
x→∞
xa′(x)
a(x)
∈ (0, 1), then a ∈ F from [3, Lemma 2.1], while if lim
x→∞
xa′(x)
a(x)
= 1 and
a′(x)→ 0 monotonically, then a ∈ F by [3, Lemma 2.2].
Since logα x ∈ F \T for all α > 1, and a(x) = x1/2(2+cos
√
log x) ∈ T \Hsε for all ε > 0
(the derivative of a2 is not (eventually) monotone by [3, Section 1]), the claim follows.
The following lemma provides a sufficient condition for a function to belong to D0 (recall
the definition from § 1).
Lemma 2.1. Let a ∈ C1(R) and α, β ∈ R with α ≤
xa′(x)
a(x)
≤ β eventually. Then for any
H > 0 and large enough x, we have that
(3) sup
h∈[−H,H]
∣∣∣∣a′(x+ h)a(x)
∣∣∣∣≪α,β |x|β−α−1.
4We use the word function when we refer to elements of B (understanding that all the operations
defined and statements made for elements of B are considered only for sufficiently large values of x ∈ R+).
5We say that the Hardy field functions a which satisfy log x ≺ a(x) ≺ x are of polynomial degree 0.
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Proof. Since α ≤
xa′(x)
a(x)
≤ β eventually, following the proof of [3, Lemma 2.2] we have
that there exist positive constants Cα and Cβ such that Cα|x|
α ≤ |a(x)| ≤ Cβ|x|
β . Using
the fact that eventually we have
∣∣∣∣a′(x)a(x)
∣∣∣∣ ≤ max{|α|, |β|}|x| , we get
sup
h∈[−H,H]
∣∣∣∣a′(x+ h)a(x)
∣∣∣∣ ≤ max{|α|, |β|}C−1α Cβ · |x|β−α−1 max{|1−H/x|β−1, |1 +H/x|β−1}
and the result follows. 
Remark. If the constants α, β of Lemma 2.1 satisfy β − α− 1 < 0 (a special case of this
is when lim
x→±∞
xa′(x)
a(x)
∈ R) then the limit of (3) exists (as x→∞ or −∞) and it is 0.
Since T ⊆ F , every a ∈ T is sublinear, (eventually) monotone, and has the property
that
1
a′(x)
≺ x. Moreover, we have:
Proposition 2.2. T is a proper subset of S.
Proof. Assuming that a ∈ T is eventually positive (the other case follows analogously), us-
ing the fact that lim
x→∞
xa′(x)
a(x)
= α ∈ (0, 1], we get lim
x→∞
xa′′(x)
a′(x)
= α−1, and lim
x→∞
xa′′′(x)
a′′(x)
=
α− 2 (the properties of T allows us to use L’Hopital’s rule), so we have that
lim
x→∞
x(a−1)′(x)
a−1(x)
= lim
y→∞
a(y)
ya′(y)
=
1
α
, lim
x→∞
x(a−1)′′(x)
(a−1)′(x)
= − lim
y→∞
a′′(y)a(y)
(a′(y))2
=
1
α
− 1, and
lim
x→∞
x(a−1)′′′(x)
(a−1)′′(x)
= lim
y→∞
(a(y)a′′′(y)
a′(y)a′′(y)
−3
a(y)a′′(y)
(a′(y))2
)
=
1
α
−2. The previous remark implies
that a ∈ S. Since a(x) = log x log(log x) ∈ S\T (a satisfies all the properties of S – we skip
all the elementary calculations – and xa′(x)/a(x) → 0 as x→∞), we have the claim. 
Remark. The class T misses not only slow functions as a1(x) = log x log(log x) from S
(i.e., functions a with 1 ≺ a ≺ xε for all ε > 0) but also functions as
a2(x) = x
α(4/α + sin log x)3
for 0 < α < 1/20 for which we have a2 /∈ T since the ratio xa
′
2(x)/a2(x) doesn’t have a limit
as x → ∞ (it is bounded though between positive numbers since α −
3α
4− α
≤
xa′2(x)
a2(x)
≤
α +
3α
4− α
) and a2 is not slow since x
α/2 ≺ a2(x). Since a2(x) ≺ x, a2 ∈ M1 ⊆ M0
with a′2(x) → 0 and 1/a
′
2(x) ≺ x, we actually have that a2 ∈ F \ T . We also have that
a−12 ∈ D0 ∩D1 ∩D2 (the lim sup that appear in these sets are limits and equal to 0 – we
skip all the elementary calculations), hence a2(x) ∈ S \ T .
We will show in § 4 that a2 is a special function as a2 ∈ S
∗.
The following lemma informs us that for a function in D0 we have that the ratios of
horizontal translations are bounded.
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Lemma 2.3. Let a ∈ C1(R) and H > 0 with lim sup
x→∞
sup
h∈[−H,H]
∣∣∣∣a′(x+ h)a(x)
∣∣∣∣ < ∞ (resp.
x→ −∞). Then, the quantities
∣∣∣∣a(x+ ρ)a(x)
∣∣∣∣ are eventually bounded for all −H ≤ ρ ≤ H.
Proof. Let ρ ∈ [−H,H]. The mean value theorem furnishes a point hρ ∈ [−H,H] with∣∣∣∣a(x+ ρ)a(x) − 1
∣∣∣∣ = ∣∣∣∣a′(x+ hρ)a(x)
∣∣∣∣
from which we have the result by our hypothesis. 
We close this section with a fact about the sets Dk. We show that for a function of S if
the lim sup that appears in D0 is a limit, then it has to be equal to 0.
Proposition 2.4. If a ∈ S with lim
x→∞
sup
h∈[−1,1]
∣∣∣∣(a−1)′(x+ h)a−1(x)
∣∣∣∣ = α ∈ R, then α = 0.
Proof. We assume without loss of generality that a > 0 (the case a < 0 is analogous) and
to the contrary that α > 0 and let 0 < ε < α. Using the hypothesis, there exists M > 0
such that
(a−1)′(x+ 1)
a−1(x)
> α− ε for all x > M, or equivalently
1
a−1(x+ 1)a′(a−1(x+ 1))
> (α− ε)
a−1(x)
a−1(x+ 1)
,
from which (using the fact that 1/a′(x) ≺ x and by taking the lim sup) we have that
lim
x→∞
a−1(x− 1)
a−1(x)
= 0. By the mean value theorem, there exists ξx ∈ [x− 1, x] with∣∣∣∣a−1(x− 1)a−1(x) − 1
∣∣∣∣ = (a−1)′(ξx)a−1(x) ≤ (a−1)′(x+ 1)a−1(x) .
Letting x→∞, we get α ≥ 1. By Lemma 2.3, there exists c > 0 such that
(a−1)′(x)
a−1(x)
≥ c
(a−1)′(x+ 1)
a−1(x)
> c(α− ε).
by integrating and solving for a(x) this relation we get a(x) ≤ c1 log x+ c2 for some c1, c2
constants with c1 > 0. Then we have
0 <
1
c1
≤ lim
x→∞
log x
a(x)
= lim
x→∞
1
xa′(x)
= 0,
a contradiction. The claim now follows. 
3. The key invariant properties
3.1. The sublinear case. In this subsection we develop the main tool, Lemma 3.1, in
order to prove Theorem 1.4, which we’ll use in the proof of Theorem 1.1.
Recall from § 1 that λ~x is any weak limit in M(X1 × · · · ×Xd) of
λN,~x =
1
N
N−1∑
n=0
(
T
[a1(n)]
1 × · · · × T
[ad(n)]
d
)
δ~x.
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Lemma 3.1. Let d ∈ N and ai ∈ S, 1 ≤ i ≤ d, with ad ≺ . . . ≺ a1 and a
′
d ≺ . . . ≺ a
′
1.
Then λ~x is invariant under T1 × id× · · · × id.
Proof. We can assume without loss of generality that a1 is eventually positive (the other
case is analogous). For ~b = (b1, b2, . . . , bd) ∈ Z
d, write ~b∗ = (b2, . . . , bd) and let
U
b1,~b∗
:=
∣∣∣{n ∈ {1, . . . , N} : bi ≤ ai(n) < bi + 1 ∀ 1 ≤ i ≤ d}∣∣∣ , δb1,~b∗ := δT b11 x1×· · ·×δT bdd xd .
With this notation, we have that λN,~x =
1
N
∑
(b1,~b∗): Ub1,~b∗
6=0
U
b1,~b∗
δ
b1,~b∗
, and if
λ˜N,~x := (T1 × id× · · · × id)(λN,~x) =
1
N
∑
(b1,~b∗): Ub1−1,~b∗
6=0
Ub1−1,~b∗δb1,~b∗ ,
then,
(4) λN,~x − λ˜N,~x =
1
N
∑
(b1,~b∗): Ub1,~b∗
6=0, U
b1−1,
~b∗
6=0
(
U
b1,~b∗
− U
b1−1,~b∗
)
δ
b1,~b∗
(5) +
1
N
∑
(b1,~b∗): Ub1,~b∗
6=0, U
b1−1,
~b∗
=0
U
b1,~b∗
δ
b1,~b∗
(6) −
1
N
∑
(b1,~b∗): Ub1,~b∗
=0, U
b1−1,
~b∗
6=0
U
b1−1,~b∗
δ
b1,~b∗
.
We will study each term separately. Terms (5) and (6) are treated similarly, so we only
study the Terms (4) and (5).
Term (4): For 1 ≤ i ≤ d, let
Cai,bi := min{a
−1
i (bi), a
−1
i (bi + 1)} and C
′
ai,bi := max{a
−1
i (bi), a
−1
i (bi + 1)}.
The conditions U
b1,~b∗
6= 0 and U
b1−1,~b∗
6= 0 imply that
(7) max
1≤i≤d
{Cai,bi} < min
1≤i≤d
{C ′ai,bi}; and
(8) max
2≤i≤d
{Ca1,b1−1, Cai,bi} < min
2≤i≤d
{C ′a1,b1−1, C
′
ai,bi}.
Using the Relations (7) and (8) we get
Cai,bi < a
−1
1 (b1) < C
′
ai,bi for all 2 ≤ i ≤ d,
from which we have
bi < ai ◦ a
−1
1 (b1) < bi + 1,
hence bi = [ai ◦ a
−1
1 (b1)] for all 2 ≤ i ≤ d.
By the mean value theorem, for some ξb ∈ (b1 − 1, b1 + 1) we have∣∣∣Ub1,~b∗ − Ub1−1,~b∗∣∣∣ ≤ ∣∣a−11 (b1 + 1)− 2a−11 (b1) + a−11 (b1 − 1)∣∣+ 2 = ∣∣(a−11 )′′(ξb)∣∣+ 2.
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Since a−11 ∈ D2 ∪M2 for large enough b1, we have that
∣∣(a−11 )′′(ξb)∣∣ ≪ ∣∣(a−11 )′′(b1)∣∣ (or∣∣(a−11 )′′(b1 ± 1)∣∣ which is studied similarly). So,
1
N
[a1(N)]−1∑
b1=1
∣∣∣Ub1,~b∗ − Ub1−1,~b∗∣∣∣≪ 1N
[a1(N)]−1∑
b1=1
∣∣(a−11 )′′(b1)∣∣
(the term 2[a1(N)]/N is null by sublinearity of a1). By the same property, for large enough
b1 and all t ∈ [b1, b1 + 1], we have that
∣∣(a−11 )′′(b1)∣∣≪ ∣∣(a−11 )′′(t)∣∣ , so∣∣(a−11 )′′(b1)∣∣≪ ∫ b1+1
b1
∣∣(a−11 )′′(t)∣∣ dt.
Hence,
(9)
1
N
[a1(N)]−1∑
b1=1
∣∣(a−11 )′′(b1)∣∣≪ 1N
∫ [a1(N)]
∗
∣∣(a−11 )′′(t)∣∣ dt≪
∣∣(a−11 )′([a1(N)])∣∣
N
(where we used the fact that a−11 ∈ D2 so (a
−1
1 )
′′ has constant sign – in our case here is
positive). Using the fact that a−11 ∈ D1, we have that (a
−1
1 )
′([a1(N)])/(a
−1
1 )
′(a1(N)) is
bounded for large N so the right hand side of (9) is bounded by a constant multiple of
(Na′1(N))
−1 which goes to 0 as N →∞ and consequently Term (4) goes to 0 as N →∞.
Term (5): The conditions U
b1,~b∗
6= 0 and U
b1−1,~b∗
= 0 imply that
(10) max
1≤i≤d
{Cai,bi} < min
1≤i≤d
{C ′ai,bi}, and
(11) as in (8) but with Cai,bi > a
−1
1 (b1)− 1 for at least one 2 ≤ i ≤ d.
If {i0 = 1, i1, . . . , ir} is the set of indices for which Cai,bi > a
−1
1 (b1)− 1, let
B{i0,i1,...,ir} := {
~b∗ : a
−1
1 (b1) ≤ Cai1 ,bi1 ≤ . . . ≤ Cair ,bir }.
Then we have that
a−11 (b1)− 1 < Caij ,bij ≤ Cair ,bir < C
′
aij ,bij
for all 0 < j ≤ r,
from which we get
bij ≤ aij ◦ a
−1
ir
(bir + eir) < bij + 1,
for some eir ∈ {0, 1}. Hence, bij =
[
aij ◦ a
−1
ir
(bir + eir)
]
for all 0 < j ≤ r.
For j = 0, we have
a−11 (b1)− 1 < Cair ,bir < a
−1
1 (b1 + 1),
or
a1(Cair ,bir )− 1 < b1 < a1(Cair ,bir + 1).
So, for each bir fixed, b1 = [a1(Cair ,bir )] or b1 = [a1(Cair ,bir + 1)].
For i /∈ {i1, . . . , ir}, we have
Cai,bi ≤ a
−1
1 (b1) < Cair ,bir < C
′
ai,bi ,
or
bi ≤ ai ◦ a
−1
ir
(bir + eir) < bi + 1,
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for some eir ∈ {0, 1}, hence bi =
[
ai ◦ a
−1
ir
(bir + eir)
]
.
The average of
∣∣∣Ub1,~b∗∣∣∣ can be split into finitely many sums over (b1,~b∗) for ~b∗ ∈ B{i0,i1,...,ir}
for some {i0, i1, . . . , ir}. For ~b∗ ∈ B{i0,i1,...,ir},
∣∣∣Ub1,~b∗∣∣∣ is bounded by∣∣a−11 (b1 + 1)− a−11 (b1)∣∣+ 1≪ ∣∣(a−11 )′(b1)∣∣+ 1 = ∣∣(a−11 )′([a1 ◦ a−1ir (bir + eir)])∣∣ + 1.
This approximation follows by the mean value theorem and the fact that a−11 ∈ D1. Hence,
every average is estimated by a constant multiple of
(12)
1
N
∣∣∣∣∣
∫ [air (N)]
∗
∣∣(a−11 )′([a1 ◦ a−1ir (t)])∣∣ dt
∣∣∣∣∣≪ 1N
∣∣∣∣∣
∫ [air (N)]
∗
∣∣(a−11 )′(a1 ◦ a−1ir (t))∣∣ dt
∣∣∣∣∣ ,
where we used the fact that air ≺ a1 and the sublinearity of air . So, the right hand side of
(12) is bounded by
1
N
∣∣∣∣∣
∫ [air (N)]
∗
1∣∣a′1(a−1ir (t))∣∣ dt
∣∣∣∣∣ = 1N
∣∣∣∣∣
∫ a−1ir ([air (N)])
∗
∣∣∣∣a′ir(t)a′1(t)
∣∣∣∣ dt
∣∣∣∣∣ .
Since a−1ir ∈ D0 we have a
−1
ir
([air (N)])/N → 1 as N → ∞, hence the last integral goes to
0, since the integrand is arbitrarily small for large N because of a′ir ≺ a
′
1.
This proves that the Terms (5) and (6) go to 0 as N →∞ and we get the conclusion. 
3.2. Linearity of the fastest term. In this subsection we deal with the case where the
fastest function is linear. If the leading coefficient is rational, we can work as in Lemma 3.1
while if the leading coefficient is irrational, with an explicit example (see the remark after
Lemma 3.2) we show that the invariant property of Lemma 3.1 can fail, but one can still
deal with this case via the suspension flow and Birkhoff’s ergodic theorem (see § 4.1).
3.2.1. Rational leading coefficient. If a1(n) = kn + ℓ, with k ∈ Q \ {0}, ℓ ∈ R, it
suffices to cover the case where a1(n) = pn with p ∈ Z \ {0} (see details in the proof of
Theorem 1.2). As before, let λ~x be a weak limit of λN,~x.
Lemma 3.2. For d ∈ N, let a1(n) = pn, p ∈ Z \ {0} and ai, 2 ≤ i ≤ d be functions with
ad ≺ . . . ≺ a1. Then λ~x is invariant under T
p
1 × id× · · · × id.
Proof. We can assume that p > 0 (the case where p < 0 is analogous), hence a1 is eventually
positive. For ~b = (b1, b2, . . . , bd) ∈ Z
d we write ~b∗ = (b2, . . . , bd) and we set
U
b1,~b∗
=
{
1 , if [ai(b1)] = bi ∀ 2 ≤ i ≤ d
0 , otherwise
, and δ
b1,~b∗
= δ
T
[a1(b1)]
1 x1
× δ
T
b2
2 x2
× · · · × δ
T
bd
d
xd
(note that the position of b1 here is not the same as in the proof of Lemma 3.1). With this
notation, we have that λN,~x =
1
N
∑
(b1,~b∗): Ub1,~b∗
6=0
Ub1,~b∗δb1,~b∗ , and
λ˜N,~x := (T
p
1 × id× · · · × id)(λN,x) =
1
N
∑
(b1,~b∗): Ub1−1,~b∗
6=0
U
b1−1,~b∗
δ
b1,~b∗
,
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where we used the fact that [a1(b1 − 1)] + p = [a1(b1)]. Then,
(13) λN,~x − λ˜N,~x =
1
N
∑
(b1,~b∗): Ub1,~b∗
6=0, U
b1−1,
~b∗
6=0
(
U
b1,~b∗
− U
b1−1,~b∗
)
δ
b1,~b∗
(14) +
1
N
∑
(b1,~b∗): Ub1,~b∗
6=0, U
b1−1,
~b∗
=0
U
b1,~b∗
δ
b1,~b∗
(15) −
1
N
∑
(b1,~b∗): Ub1,~b∗
=0, U
b1−1,
~b∗
6=0
U
b1−1,~b∗
δ
b1,~b∗
.
We study the Terms (13) and (14) as in the sublinear case.
Term (13): Since each Ub1,b∗ is at most 1, Ub1,b∗ = Ub1−1,b∗ = 1, so Term (13) equals to 0.
Term (14): Let
Cai,bi := min{a
−1
i (bi), a
−1
i (bi + 1)} and C
′
ai,bi := max{a
−1
i (bi), a
−1
i (bi + 1)}.
The conditions U
b1,~b∗
6= 0 and U
b1−1,~b∗
= 0 imply that
(16) max
1≤i≤d
{Cai,bi} ≤ b1 < min
1≤i≤d
{C ′ai,bi}, and
(17) Cai,bi ≥ b1 − 1 for at least one 2 ≤ i ≤ d.
If {i1, . . . , ir} is the set of indices for which Cai,bi ≥ b1 − 1, let
B{i1,...,ir} := {
~b∗ : b1 − 1 ≤ Cai1 ,bi1 ≤ . . . ≤ Cair ,bir }.
As in Lemma 3.1 we get b1 = [Cair ,bir ] or b1 = [Cair ,bir ] + 1 and bi =
[
ai ◦ a
−1
ir
(bir + eir)
]
,
2 ≤ i ≤ d for some eir ∈ {0, 1}.
For fixed bir there are at most 2
r terms
∣∣∣Ub1,~b∗∣∣∣ in (14) whose last index equals to bir .
Since |bir | ≤ air(N), (14) is bounded by a constant multiple of air(N)/N , which goes to 0
as N →∞ and hence the conclusion of the lemma follows. 
Remark. In the previous proof we essentially used the relation [a1(b1− 1)] + p = [a1(b1)],
which is not in general true for expressions of the form a(t) = γn + ℓ, γ /∈ Q. Actually,
Lemma 3.2 cannot even be extended to the d = 1 case if a1(n) = γn+ ℓ, γ /∈ Q.
Indeed, let d = 1 and (T, µ) be the 1 dimensional torus endowed with the Lebesgue
measure. Let T : T→ T with Tx = γ−1 + x. Then ({·} denotes the fractional part)
T [γn+ℓ]x = γ−1[γn+ ℓ] + x = γ−1ℓ+ x− γ−1{γn}.
Since ({γn})n is equidistributed on T, for all f ∈ L
∞(µ), we have
lim
N→∞
1
N
N−1∑
n=0
T [γn+ℓ]f(x) = lim
N→∞
1
N
N−1∑
n=0
f(γ−1ℓ+ x− γ−1{γn}) =
∫ γ−1ℓ+x
γ−1(ℓ−1)+x
f(y) dµ(y)
and
lim
N→∞
1
N
N−1∑
n=0
T [γn+ℓ]+1f(x) =
∫ γ−1(ℓ+1)+x
γ−1+x
f(y) dµ(y).
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So λx is obviously not T -invariant. Nevertheless, we will show in the next section that
there is an explicit expression for the limit lim
N→∞
1
N
N−1∑
n=0
T [γn+ℓ]f(x), γ /∈ Q.
4. Single pointwise averages
In this section, we establish all the pointwise limits of (1) for d = 1 for the class T ∪L∗,
where L∗ denotes the set of linear functions with non-zero leading coefficient.
Theorem 4.1. Let (X,µ, T ) be a measure preserving system and f ∈ L∞(µ). If a ∈ T ,
then for µ-a.e. x ∈ X
lim
N→∞
1
N
N−1∑
n=0
T [a(n)]f(x) = E(f |I(T ))(x).
Theorem 4.1 is proved in [5, Theorem 3.4] for a ∈ Hsε but the same result holds for
a ∈ T . For completeness we sketch the idea of the proof.
By [3, Theorem 3.5], if a satisfies some properties, then the average of a sequence (xn)n
along ([a(n)])n, i.e.,
1
N
∑
x[a(n)], converges to 0 as long as the usual average
1
N
∑
xn
converges to 0. The proof that the assumptions of [3, Theorem 3.5] are satisfied for functions
from T can be found in [3, Lemma 2.5]. More specifically, [3, Lemma 2.5] covers the case
where a > 0 while the case where a < 0 follows by the fact that [a(n)] = −[−a(n)] − 1 in
a set of density 1 since [a(n)] = −[−a(n)] only happens when a(n) is an integer, which up
to time N , happens at most a(N) times. The claim now follows by the sublinearity of a.
Remark. Combining this result with Proposition 2.2, we get that T is a subset of S∗. In
fact, S∗ properly contains T . Indeed, recall by § 2 that for a small positive α we have that
a2(x) = x
α(4/α + sin log x)3 ∈ S \ T .
The function a2 belongs to S
∗ as it satisfies all the conditions of [3, Theorem 3.5].
To be more precise, let φ(n) = |{m ∈ N : n = [a2(m)]}| and Φ(n) =
n∑
k=0
φ(k). Then all
the following conditions of [3, Theorem 3.5] hold
(i) lim
n→∞
φ(n) =∞ (obvious);
(ii) φ(n) is almost increasing, i.e., φ(n) = qn + pn, where (qn)n is increasing and (pn)n is
bounded (this follows by [3, Lemma 2.4] since a−12 is increasing and a
′
2 is decreasing);
(iii) nφ(n)/Φ(n) ≤ c for some c > 0 (this follows by the proof of [3, Lemma 2.5] since
nφ(n)
Φ(n)
is arbitrarily close to
n(a−12 )
′(n)
a−12 (n)
, hence it’s bounded above by a positive number
since, as we already mentioned in § 2,
na′2(n)
a2(n)
is bounded below by α−
3α
4− α
> 0).
Also, it is worth recalling at this point that Theorem 1.5 establishes the same result as
Theorem 4.1 for a larger class of functions in the case of uniquely ergodic systems.
We can now show that Theorem 1.4 holds for the class T .
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Corollary 4.2. Let d ∈ N, (Xi, µi, Ti), be measure preserving systems, ai ∈ T , 1 ≤ i ≤ d
with ad ≺ . . . ≺ a1 and ν be any coupling of the spaces (Xi, µi). Then, for ν-a.e. ~x ∈
X1 × · · · ×Xd, we have that λN,~x converges to µ[T1,...,Td],~x as N →∞.
This corollary follows (together with the analogous results of Theorems 1.1, 1.2, 1.5
and 1.6 with the condition ai ∈ S
∗, or S, ad ≺ . . . ≺ a1 and a
′
d ≺ . . . ≺ a
′
1 replaced by
ai ∈ T , or T ∪ L∗ in Theorem 1.2, and ad ≺ . . . ≺ a1) by the fact that T ⊆ S
∗ and that if
a1, a2 ∈ T ∪ L∗ with a2 ≺ a1 (so a2 ∈ T ) then we have that a
′
2 ≺ a
′
1 by the identity
a′2(x)
a′1(x)
=
xa′2(x)
a2(x)
·
a1(x)
xa′1(x)
·
a2(x)
a1(x)
.
Of course, for functions of different growth a1 ≺ a2 in S
∗ in general, if some of the limits
xa′i(x)/ai(x) doesn’t exist as x → ∞ (as in the case of the function that we saw in the
remark of this section) we don’t expect to get the different growth rate of the derivatives,
so we have to assume it.
If for every α ∈ (0, 1] we set T (α) :=
{
a ∈ T : lim
x→∞
xa′(x)
a(x)
= α
}
then the following
remark gives us a relation between the growth rate of ai ∈ T (αi), i = 1, 2, and α1, α2.
Remark. If ai ∈ T (αi), i = 1, 2, with a2 ≺ a1, then α2 ≤ α1.
Indeed, this follows by [3, Lemmas 2.1 and 2.6]. Let a = a2/a1 and note that lim
x→∞
xa′(x)
a(x)
=
α2 −α1. If α2 > α1, then by the argument in [3, Lemma 2.1], we have that |a(x)| → ∞ as
x→∞, a contradiction (note that we only used here the fact that a is bounded).
Conversely, if α2 < α1 then a2 ≺ a1.
The same argument, for 1/a, gives us that a(x)→ 0 as x→∞, hence a2 ≺ a1.
Note at this point that it can happen a2 ≺ a1 while both functions belong to the same
T (α), as a2(x) = x
1/3 and a1(x) = x
1/3 log x, where a2 ≺ a1 with a1, a2 ∈ T (1/3).
We now deal with the irrational leading coefficient case in the class L∗.
4.1. Irrational leading coefficient. In this subsection, we study the limit along linear
iterates of the form lim
N→∞
1
N
N−1∑
n=0
T [γn+ℓ]f(x) when γ is irrational. To do this we have to
introduce some additional notions and tools.
4.1.1. A generalized ergodic theorem. Let (X,µ, T ) be a measure preserving system, Iγ,m(T )
be the sub-σ-algebra generated by the eigenspace of T with eigenvalue −
m
γ
, Uγ,m ⊆ L
2(µ)
be the closed subalgebra generated by all functions of the form Tg − exp
(
2πi
m
γ
)
g,
Iγ(T ) =
∨
m∈Z
Iγ,m(T ) and Uγ(T ) =
⋂
m∈Z
Uγ,m(T ). We have the following structure the-
orem (its proof is routine and we omit it):
Theorem 4.3. Let (X,µ, T ) be a measure preserving system and γ ∈ R \Q. Then
L2(µ) = Iγ,m(T )⊕ Uγ,m(T )
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for all m ∈ Z. In particular,
L2(µ) = Iγ(T )⊕ Uγ(T ).
We also have the following von Neumann-type mean ergodic theorem:
Proposition 4.4. Let (X,µ, T ) be a measure preserving system, γ ∈ R\Q, ℓ ∈ R and
f ∈ L2(µ). We have the following (each convergence takes place in L2(µ)):
• If E(f |Iγ(T )) = 0, then
lim
N→∞
1
N
N−1∑
n=0
T [γn+ℓ]f = 0;
• If f is measurable in Iγ,m(T ), then
lim
N→∞
1
N
N−1∑
n=0
T [γn+ℓ]f = exp
(
2πi
mℓ
γ
)
·
exp(−2πimγ )− 1
−2πimγ
f.
Consequently, for all f ∈ L2(µ), we have
lim
N→∞
1
N
N−1∑
n=0
T [γn+ℓ]f =
∑
m∈Z
exp
(
2πi
mℓ
γ
)
·
exp(−2πimγ )− 1
−2πimγ
E(f |Iγ,m(T )).
Proof. Assume that E(f |Iγ(T )) = 0. By Theorem 4.3, f ∈ Uγ(T ). Let ε > 0. By
definition, for all j ∈ Z, there exist gj , εj ∈ L
2(µ) such that f = Tgj − exp
(
2πi
j
γ
)
gj + εj
and ‖εj‖2 ≤ ε. We may assume that γ > 0 since the proof of the other case is identical.
We first assume that γ > 1. Note that m = [nγ + ℓ] for some n ∈ Z if and only if{m− ℓ
γ
}
∈
(
1−
1
γ
, 1
)
. Additionally for each m ∈ Z, there is at most one n ∈ Z such that
m = [nγ + ℓ]. So we have
lim
N→∞
1
N
N−1∑
n=0
T [γn+ℓ]f = lim
N→∞
γ
N
N−1∑
n=0
1(1− 1
γ
,1)
({n− ℓ
γ
})
T nf.
Let
1(1− 1
γ
,1)
({
x−
ℓ
γ
})
=
∑
j∈Z
aj exp(−2πijx), aj ∈ R
be the Fourier expansion of the function 1(1− 1
γ
,1)
({
· −
ℓ
γ
})
. Then
lim
N→∞
1
N
N−1∑
n=0
T [γn+ℓ]f = lim
N→∞
γ
N
N−1∑
n=0
(∑
j∈Z
aj exp
(
− 2πi
jn
γ
)
T nf
)
=
∑
j∈Z
aj
(
lim
N→∞
γ
N
( N∑
n=1
exp
(
− 2πi
j(n − 1)
γ
)
T ngj −
N−1∑
n=0
exp
(
− 2πi
j(n − 1)
γ
)
T ngj
))
+
∑
j∈Z
aj
(
lim
N→∞
γ
N
( N∑
n=1
exp
(
− 2πi
j(n − 1)
γ
)
T nεj
))
.
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The first series is equal to 0, while the second one has L2-norm smaller than ε. Since ε is
arbitrary we conclude that lim
N→∞
1
N
N−1∑
n=0
T [γn+ℓ]f = 0.
If 0 < γ < 1, pick W ∈ N such that γW > 1. Then by the previous computation,
lim
N→∞
1
N
N−1∑
n=0
T [γn+ℓ]f =
1
W
W−1∑
k=0
lim
N→∞
1
N
N−1∑
n=0
T [(γW )n+(γk+ℓ)]f = 0.
This finishes the proof of the first part. Suppose now that f is measurable in Iγ,m(T ).
Then Tf(x) = exp
(
2πi
m
γ
)
f(x) for µ-a.e. x ∈ X. For such x ∈ X, we have
1
N
N−1∑
n=0
T [γn+ℓ]f(x) =
1
N
N−1∑
n=0
exp
(
2πi
m[nγ + ℓ]
γ
)
f(x)
= exp
(
2πi
mℓ
γ
)
f(x) ·
1
N
N−1∑
n=0
exp
(
− 2πi
m{nγ + ℓ}
γ
)
.
Since the sequence ({nγ + ℓ})n is equidistributed in T, we have that
lim
N→∞
1
N
N−1∑
n=0
exp
(
− 2πi
m{nγ + ℓ}
γ
)
=
∫
T
exp
(
− 2πi
mx
γ
)
dx =
exp(−2πimγ )− 1
−2πimγ
.
This completes the proof. 
4.1.2. A special extension. Let (x, µ, T ) be a measure preserving system. We build an
extension system of X which will be used to prove Theorem 1.2. Let ([0, 1],D,m) be the
[0, 1] interval with the Lebesgue measure m. Let R be the equivalence relation on [0, 1]×X
generated by ((1, x), (0, Tx)), x ∈ X, Y = ([0, 1] ×X)/R, Y = (D × B)/R, ν = m× µ/R,
and T˜ = id× T. Then we have a factor map π : (Y,Y, ν, T˜ )→ (X,B, µ, T ), where π is the
projection to the second coordinate. Let S : Y → Y with S(t, x) = S(t+γ, x). Then (using
the relations [γ + {γ′}] + [γ′] = [γ + γ′] and {γ + {γ′}} = {γ + γ′}) we have
Sn
(
{ℓ}, T [ℓ]x
)
= (nγ + ℓ, x) =
(
{nγ + ℓ}, T [nγ+ℓ]x
)
for all n ∈ Z and x ∈ X. For a function f on X we define its extension, f˜ on Y, by
f˜(t, x) = f(x) for all t ∈ [0, 1), x ∈ X. Then
T [γn+ℓ]f(x) = f˜
(
{nγ + ℓ}, T [nγ+ℓ]x
)
= Snf˜
(
{ℓ}, T [ℓ]x
)
.
Corollary 4.5. Let the quantifiers be as above. Then for µ-a.e. x ∈ X we have
E
(
f˜ |I(S)
)(
{ℓ}, T [ℓ]x
)
=
∑
m∈Z
exp
(
2πi
mℓ
γ
)
·
exp(−2πimγ )− 1
−2πimγ
E(f |Iγ,m(T ))(x).
Proof. By Birkhoff’s ergodic theorem, the limit lim
N→∞
1
N
N−1∑
n=0
Snf˜(y, z) exists and equals to
E
(
f˜ |I(S)
)
(y, z) for ν-a.e. (y, z) ∈ Y . Since f˜(y, z) = f˜(y′, z) for all y, y′ ∈ [0, 1], z ∈ X,
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and µ is T -invariant, it is easy to conclude that lim
N→∞
1
N
N−1∑
n=0
Snf˜
(
{ℓ}, T [ℓ]x
)
exists and
equals to E
(
f˜ |I(S)
)(
{ℓ}, T [ℓ]x
)
for µ-a.e. x ∈ X. This implies that the limit
lim
N→∞
1
N
N−1∑
n=0
T [γn+ℓ]f(x)
exists for µ-a.e. x ∈ X, hence its pointwise limit equals to its L2(µ) limit. So
E
(
f˜ |I(S)
)(
{ℓ}, T [ℓ]x
)
= lim
N→∞
1
N
N−1∑
n=0
Snf˜
(
{ℓ}, T [ℓ]x
)
= lim
N→∞
1
N
N−1∑
n=0
T [γn+ℓ]f(x)
for µ-a.e. x ∈ X. The result now follows by Proposition 4.4. 
5. Proof of main results
In this last section we give the proof of the statements in § 1. To lighten the notation,
we omit writing the spaces along which we integrate, since they are easily deduced by the
measures that we use.
Proof of Theorem 1.4. The case d = 1 is true by the definition of S∗. Now suppose the
conclusion holds for d−1. Let ν be a coupling of the systems (Xi, µi) and let π1 : X1×· · ·×
Xd → X1 be the projection to the first coordinate and π2 : X1× · · · ×Xd → X2× · · · ×Xd
be the projection to the rest coordinates. Write ~x = (x1, x∗), where x∗ = (x2, . . . , xd). By
induction hypothesis, (π1)∗λ~x = µ[T1],x1 ν-a.e. and (π2)∗λ~x = µ[T2,...,Td],x∗ ν-a.e.
For every 1 ≤ i ≤ d, fix a countable dense set of continuous functions Ci = {gi,k : k ∈
N} ⊆ C(Xi). Let X
′
1 ⊆ X1 be a full µ1-measure set such that
(
1
N
N−1∑
n=0
T n1 g1,k(x1)
)
N
converges to E(g1,k|I(T1))(x1) =
∫
g1,k dµ[T1],x1 as N →∞ for every k ∈ N and x1 ∈ X
′
1.
Since µ1 =
∫
µ[T1],x1 dµ1(x1), the same is true for µ[T1],x1-a.e. y ∈ X1 for µ1-a.e. x1 ∈ X1.
Let fi ∈ Ci, 1 ≤ i ≤ d and ~x ∈ π
−1
1 (X
′
1). By Lemma 3.1 and since (π1)∗λ~x = µ[T1],x1 we
have ∫
f1 ⊗ f2 ⊗ · · · ⊗ fd dλ~x = lim
N→∞
1
N
N−1∑
n=0
∫
T n1 f1 ⊗ f2 ⊗ · · · ⊗ fd dλ~x
=
∫ (
lim
N→∞
1
N
N−1∑
n=0
T n1 f1
)
⊗ f2 ⊗ · · · ⊗ fd dλ~x
=
∫
E(f1|I(T1))(x1)⊗ f2 ⊗ · · · ⊗ fd dλ~x
=
∫ (∫
f1dµ[T1],x1
)
⊗ f2 ⊗ · · · ⊗ fd dλ~x.
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Remark that the function
(∫
f1 dµ[T1],x1
)
is constant µ[T1],x1-a.e. and thus continuous
µ[T1],x1-a.e. Using again the definition of λ~x and the induction hypothesis we get that∫
f1 ⊗ f2 ⊗ · · · ⊗ fd dλ~x =
(∫
f1 dµ[T1],x
)(∫
f2 ⊗ · · · ⊗ fd dµ[T2,...,Td],x∗
)
= E(f1|I(T1))(x1)E(f2|I(T2))(x2) · . . . · E(fd|I(Td))(xd).
By the density of linear combinations of functions f1⊗· · ·⊗fd, fi ∈ Ci in C(X1×· · ·×Xd),
we get that λ~x = µ[T1,...,Td],~x. 
We are now ready to prove Theorem 1.1 via Theorem 1.4.
Proof of Theorem 1.1. We keep the notation as above, and let Ci be a countable family of
continuous functions which is dense in L2(µi) for 1 ≤ i ≤ d. For N ∈ N denote
AN (x1, . . . , xd) :=
1
N
N−1∑
n=0
f1
(
T
[a1(n)]
1 x1
)
· . . . · fd
(
T
[ad(n)]
d xd
)
.
For k ∈ N, pick f̂i,k ∈ Ci such that ‖fi − f̂i,k‖2 ≤
1
k
for 1 ≤ i ≤ d and denote
ÂN,k(x1, . . . , xd) :=
1
N
N−1∑
n=0
f̂1,k
(
T
[a1(n)]
1 x1
)
· . . . · f̂d,k
(
T
[ad(n)]
d xd
)
.
By the definition of S∗ and the telescoping inequality, we have that
lim sup
N→∞
|AN (x1, . . . , xd)− ÂN,k(x1, . . . , xd)| ≤
d∑
i=1
E(|fi − f̂i,k||I(Ti))(xi)
for ν-a.e. ~x = (x1, . . . , xd) ∈ X1 × · · · ×Xd and for all k ∈ N. So for every k ∈ N,
lim sup
N→∞
∣∣∣∣AN (x1, . . . , xd)− ∫ f1 ⊗ · · · ⊗ fd dµ[T1,...,Td],~x∣∣∣∣
is bounded by the sum of the terms
(18) lim sup
N→∞
∣∣∣AN (x1, . . . , xd)− ÂN,k(x1, . . . , xd)∣∣∣ ,
(19) lim sup
N→∞
∣∣∣∣ÂN,k(x1, . . . , xd)− ∫ f̂1,k ⊗ · · · ⊗ f̂d,k dµ[T1,...,Td],~x∣∣∣∣ ; and
(20)
∣∣∣∣∫ f̂1,k ⊗ · · · ⊗ f̂d,k dµ[T1,...,Td],~x − ∫ f1 ⊗ · · · ⊗ fd dµ[T1,...,Td],~x∣∣∣∣ .
By Theorem 1.4, the Term (19) is equal to 0. Again by telescoping, the sum of the
Terms (18) and (20) is bounded by 2
d∑
i=1
E(|fi − f̂i,k||I(Ti))(xi), for ν-a.e. (x1, . . . , xd) ∈
X1 × · · · ×Xd. If Am denotes the set of points ~x = (x1, . . . , xd) such that
lim sup
N→∞
∣∣∣∣AN (x1, . . . , xd)− ∫ f1 ⊗ · · · ⊗ fd dµ[T1,...,Td],~x∣∣∣∣ ≥ 1m,
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then Markov’s inequality implies that for every m ∈ N the measure of Am is smaller than
2dm
k
. Since k is arbitrary, we have that ν(Am) = 0 and ν(∩m∈NA
c
m) = 1. It is immediate
to check that AN (x1, . . . , xd) converges for every (x1, . . . , xd) ∈ ∩m∈NA
c
m. 
Proof of Theorem 1.5. Let x ∈ X and λN,x =
1
N
N−1∑
n=0
T [a(n)]δx. By Lemma 3.1, we have
that any weak limit of λN,x is T -invariant and hence equal to µ by unique ergodicity.
Therefore, λN,x converges to µ as N →∞ and the conclusion follows. 
Proof of Theorem 1.6. It is the same proof as of Theorem 1.4, combined with the fact that
the single average converges by Theorem 1.5. 
Proof of Theorem 1.2. (i) Case where a1(n) = pn, p ∈ Z\{0}. The proof is very similar
to the one of Theorem 1.4; we sketch it for completeness. We will give an expression for
any weak limit of the average of the Dirac measure δ~x, ~x = (x1, . . . , xd) in a dense family of
functions, and then is routine to arrive at the conclusion (as in the proof of Theorem 1.1).
Let π1 and π2 be the projections as in the proof of Theorem 1.4. By Birkhoff’s ergodic
theorem we have that (π1)∗λ~x = µ[T p1 ],x1 for ν-a.e. ~x ∈ X1 × · · · ×Xd. By Theorem 1.4,
(π2)∗λ~x = µ[T2,...,Td],x∗ for ν-a.e. ~x ∈ X1 × · · · ×Xd.
Fix a countable dense set of continuous functions Ci = {gi,k : k ∈ N} ⊆ C(Xi). We
have that there exists a set of full measure X ′1 ⊆ X1 such that
(
1
N
N−1∑
n=0
T pn1 g1,k(x1)
)
N
converges to E(g1,k|I(T
p
1 ))(x1) =
∫
g1,k dµ[T p1 ],x1 as N →∞ for every k ∈ N and x1 ∈ X
′
1.
Since µ1 =
∫
µ[T p1 ],x1 dµ1(x1), the same is true for µ[T
p
1 ],x1
-a.e. y ∈ X1 for µ1-a.e. x1 ∈ X1.
Let fi ∈ Ci, 1 ≤ i ≤ d and ~x ∈ π
−1
1 (X
′
1). Applying Lemma 3.2 we have (as in Theorem 1.4)∫
f1 ⊗ f2 ⊗ · · · ⊗ fd dλ~x = lim
N→∞
1
N
N−1∑
n=0
∫
T pn1 f1 ⊗ f2 ⊗ · · · ⊗ fd dλ~x
=
∫ (∫
f1 dµ[T p1 ],x1
)
⊗ f2 ⊗ · · · ⊗ fd dλ~x.
Remark that the function
(∫
f1 dµ[T p1 ],x1
)
is constant µ[T p1 ],x1-a.e. and thus continuous
µ[T p1 ],x1-a.e. Using again the definition of λ~x and Theorem 1.4, we get that∫
f1 ⊗ f2 ⊗ · · · ⊗ fd dλ~x =
(∫
f1 dµ[T p1 ],x1
)(∫
f2 ⊗ · · · ⊗ fd dµ[T2,...,Td],x∗
)
= E(f1|I(T
p
1 ))(x1)E(f2|I(T2))(x2) · . . . · E(fd|I(Td))(xd).
By the density of linear combinations of functions f1⊗· · ·⊗fd, fi ∈ Ci in C(X1×· · ·×Xd),
we get that λ~x = µ[T p1 ,T2,...,Td],~x.
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(ii) Case where a1(n) = pn+ ℓ, p ∈ Z \ {0}. Using Case (i), we have∫
f1 ⊗ f2 ⊗ · · · ⊗ fd dλx
= lim
N→∞
1
N
N−1∑
n=0
T
[pn+ℓ]
1 f1(x1)T
[a2(n)]
2 f2(x2) · . . . · T
[ad(n)]
d fd(xd)
= lim
N→∞
1
N
N−1∑
n=0
T pn1
(
T
[ℓ]
1 f1
)
(x1)T
[a2(n)]
2 f2(x2) · . . . · T
[ad(n)]
d fd(xd)
= E
(
T
[ℓ]
1 f1|I(T
p
1 )
)
(x1)E(f2|I(T2))(x2) · . . . · E(fd|I(Td))(xd).
(iii) Case where a1(n) = kn+ ℓ, k = p/q ∈ Q \ {0}. Using Case (ii), we have∫
f1 ⊗ f2 ⊗ · · · ⊗ fd dλ~x
= lim
N→∞
1
N
N−1∑
n=0
T
[kn+ℓ]
1 f1(x1)T
[a2(n)]
2 f2(x2) · . . . · T
[ad(n)]
d fd(xd)
=
1
q
q−1∑
j=0
lim
N→∞
1
N
N−1∑
n=0
T
[k(qn+j)+ℓ]
1 f1(x1)T
[a2(qn+j)]
2 f2(x2) · . . . · T
[ad(qn+j)]
d fd(xd)
=
1
q
q−1∑
j=0
E
(
T
[ pj
q
+ℓ]
1 f1|I(T
p
1 )
)
(x1)E(f2|I(T2))(x2) · . . . · E(fd|I(Td))(xd).
(iv) Case where a1(n) = γn+ ℓ, γ ∈ R \Q (recall the notations of Corollary 4.5). By
Case (i), and by passing to the mapping torus extension, we have∫
f1 ⊗ f2 ⊗ · · · ⊗ fd dλx
= lim
N→∞
1
N
N−1∑
n=0
T
[γn+ℓ]
1 f1(x1)T
[a2(n)]
2 f2(x2) · . . . · T
[ad(n)]
d fd(xd)
= lim
N→∞
1
N
N−1∑
n=0
Snf˜1
(
{ℓ}, T [ℓ]x1
)
T
[a2(n)]
2 f2(x2) · . . . · T
[ad(n)]
d fd(xd)
= E
(
f˜1|I(S)
)(
{ℓ}, T [ℓ]x1
)
E(f2|I(T2))(x2) · . . . · E(fd|I(Td))(xd).
By Corollary 4.5, the result follows. 
Proof of Corollary 1.3. It follows by Theorems 1.1 and 1.2. 
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