Abstract. In GK-algorithm, fuzzy clustering algorithm with preserved volume was used. However, the added fuzzy covariance matrices in their distance measure were not directly derived from the objective function. A Fuzzy C-Means algorithm based on Mahalanobis distance (FCM-HM) was proposed to improve those limitations of GG and GK algorithms, but it is not stable enough when some of its covariance matrices are not equal. The singular problem and the selecting initial values problem are improved. We pointed out that the initial memberships of fuzzy c-mean algorithm which was based on Mahalanobis distance algorithm and the traditional Fuzzy c-means algorithm (FCM) Algorithm can't be all equal. The other important issue is how to approach the global minimum value that can improve the cluster accuracy. The methods to detect the local extreme value were developed by this paper. Focusing attention to these two faults, an improved new algorithm, "Fuzzy C-Means based on Particle Swarm Optimization with Mahalanobis distance (PSO-FCM-HM)", is proposed. We have two aims and goals of our research summary. One is to compare the classification accuracies of fuzzy clustering algorithms based on Mahalanobis distances and Euclidean distances. The other is to choose the initial membership to promote the classification accuracies.
Introduction
To overcome the drawback due to Euclidean distance, we could try to extend the distance measure to Mahalanobis distance (MD). However, Krishnapuram and Kim (1999) pointed out that the Mahalanobis distance can not be used directly in clustering algorithm. Gustafson-Kessel (GK) clustering algorithm and Gath-Geva (GG) clustering algorithm were developed to detect non-spherical structural clusters. In GK-algorithm, a modified Mahalanobis distance with preserved volume was used. However, the added fuzzy covariance matrices in their distance measure were not directly derived from the objective function. In GG algorithm, the Gaussian distance can only be used for the data with multivariate normal distribution.
Fuzzy partition clustering is a branch in clustering analyses. It is widely used in pattern recognition field. The well known ones, such as, C. Bezdek's "Fuzzy C-Mean (FCM)" [1] , N. R. Pal, K. Pal and J. C. Bezdek's "Possibility C-Mean (PCM)" [4] , and N. R. Pal, K. Pal and J. C. Bezdek's "Fuzzy Possibility C-Mean (FPCM) " [5] , etc, are all based on Euclidean distance function, above three Fuzzy partition clustering algorithms can only be used to detect the data classes with same super spherical shapes. Instead of using Euclidean distance measure, Gustafson and Kessel (1979) proposed the G-K algorithm [2] which employs the Mahalanobis distance. It is a fuzzy partition clustering algorithm which can be used for the classes with different geometrical shapes in the data set. However, without the prior information of the shape volume for each class, the G-K algorithm can only be utilized for the classes with the same volume.
Extending Euclidean distance to Mahalanobis distance, the well known fuzzy partition clustering algorithms, Gustafson-Kessel (GK) clustering algorithm and Gath-Geva (GG) clustering algorithm [3] were developed to detect non-spherical structural clusters, but these two algorithms fail to consider the relationships between cluster centers in the objective function, GK algorithm must have prior information of shape volume in each data class. Mahalanobis, an Indian statistician, introduced this distance in the 1930's. The Mahalanobis distance is a distance using the inverse of the covariance matrix as the metric. It is a distance in the geometrical sense because the covariance matrices as well as its inverse are positive definite matrices [6] . The methods to compute the better initial value were developed by this paper. Focusing attention to these two faults, an improved new algorithm, "Fuzzy C-Mean based on Mahalanobis distance (FCM-M)", is proposed [7] . The popular fuzzy c-means algorithm (FCM) is developed by using Picard Iteration through the first-order conditions for stationary points of the objective function. It converges to a local minimum of the objective function. Hence, different initializations may lead to different results. The important issue is how to avoid getting a bad local minimum value to improve the cluster accuracy. The particle swarm optimization (PSO) is a popular and robust strategy for optimization problems. A new improved Fuzzy Clustering Algorithm with particle swarm optimization is proposed(PSO-FCM-HM) [8] .
Literature Review
The clustering plays an important role in data analysis and interpretation. It groups the data into classes or clusters so that the data objects within a cluster have high similarity in comparison to one another, but are very dissimilar to those data objects in other clusters.
FCM-HM Algorithm
For improving the stability of the clustering results, we replace all of the covariance matrices with the same common covariance matrix in the objective function in the FCM-M algorithm, An improve fuzzy clustering method, called FCM-HM is proposed. We can obtain the objective function of FCM-HM as following: 
Minimizing the objective function respect to all parameters in Equation (1) with the constraint (2), we can obtain the following FCM-HM algorithm [9] .
New Clustering Algorithm
FCM-NM Algorithm Not only z-score normalizing for each feature in the objective function in the FCM-CM algorithm, but also replacing the threshold D, where 
Experiment of Real Data
The features of the Iris data contain Length of Sepal, Width of Sepal, Length of Petal, and Width of Petal. The samples were assigned the original 3 clusters based on the clustering analysis. The results were shown in Table 1 . The performances of three clustering methods, FCM, GG, GK, FCM-M, FCM-HM and PSO-FCM-HM, are compared in the experiments. The Iris Data [10] with sample size 150 is used as first example. The classification accuracies testing samples were shown in Table 2 .
A real data set with sample size 493 from elementary schools was selected. The main factors of the data were calculated by using Factor Analysis. According to the main factors, the samples were assigned to 4 clusters based on the clustering analysis. The results were shown in Table 3 -4.
Conclusions and Suggestions
An improved new fuzzy clustering algorithm is developed to obtain better quality of fuzzy clustering results. The objective function includes the regulating terms about the covariance matrices. The update equations for the memberships and the cluster centers and the covariance matrices are directly derived from the Lagrange's method. The fuzzy c-mean algorithm is different from the GK and GG algorithms. The singular problem and the selecting initial values problem are improved by the Eigenvalue method and the Ratio method. We also proposed a proposition which pointed out that the initial memberships of FCM-HM Algorithm and FCM algorithm can't be all equal [11] . Finally, a numerical example shows that the new fuzzy clustering algorithm gives more accurate clustering results than the FCM algorithm for a real data set the ratio method which is proposed by us is the best of the six methods for selecting the initial values. The objective function includes the regulating terms about the covariance matrices. The update equations for the memberships and the cluster centers and the covariance matrices are directly derived from the Lagrange's method. The fuzzy c-means algorithm is different from the GK and GG algorithms. The singular problem and detecting the local extreme value problem are improved by the Eigenvalue method and the algorithm of Particle Swarm Optimization. Finally, by using clustering accuracy and the Rand index, respectively, two numerical examples showed that the new fuzzy clustering algorithm (PSO-FCM-HM) gave more accurate clustering results than that of our proposed FCM-HM algorithm and the traditional FCM algorithm.
