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典を受けることが出来る.この時,クーポンの額面価格が  R 社の費用として計上される.
顧客がクーポンを利用して商品を購入した時,商品販売店から後日  R社に謝礼が支払われ
る.この謝礼が  R 社の利得になる.以上がウエブサイトの仕組みである.また  R 社は顧
客に対してウエブサイトのトップページなどで顧客に商品を推薦できる.推薦した商品の
クーポン利用数はウエブサイト全体のクーポン利用数に占める割合が高いため,顧客にど





1.  R 社の支払う費用の合計に上限を設ける (予算制約).

















 J : 商品の添字集合
[決定変数]
 X_{i}j : 顧客  i\in I に商品  j\in J を推薦するならば1, しないならば  0 をとる0‐1変数
[決定変数]
 C_{i}j : 顧客  i\in I に商品  j\in J を推薦するためにかかる費用
 g_{ij} : 顧客  i\in I に商品  j\in J を推薦したときに得られる利得
 C_{7\gamma\iota ax} : 顧客に商品を推薦するための総費用の上限
 pj : 商品  j\in J の利得の下限値
 n : 顧客1人に推薦する商品数
目的関数  f(x) は次のように表現できる:
maximize  f(x)= \sum\sum g_{ij}x_{ij} (1)
 i\in Ij\in J
  \sum_{i\in I}\sum_{j\in J}g_{ij^{X}ij} は総利得を表し,その最大化が今回の目的である.上記の制約を踏まえ
たうえで,推薦商品最適化問題(Goods Reccomendation Problem; GRP) は次のように
定式化される.
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GRP : maximize   \sum_{i\in I}\sum_{j\in J}g_{ij}x_{ij}
subject to   \sum_{i\in I}\sum_{j\in J}c_{ij}x_{ij}\leq C_{\max} , (2)
  \sum_{i\in I}g_{ij^{X}ij}\geq p_{j}, \forall j\in J, (3)
  \sum_{j\in J}x_{ij}=n, \forall i\in I , (4)
 x_{ij}\in\{0,1\}, \forall i\in I, \forall j\in J. (5)
1. [(2):予算制約]
左辺が総費用を表し,それを定数  C_{\max} で上から抑える.これにより  R 社の支払う
費用の合計に上限を設ける制約を表現できる.
2. [(3):利得制約]
左辺が商品  j\in J の利得の和を表し,それを定数  p_{\dot{j}} で下から抑える.これにより各
商品の利得の合計に下限を設ける制約を表現できる.
3. [(4):各顧客に推薦する商品数の固定]
左辺が顧客  i\in I に推薦される商品数を表し,それが顧客に依存しない定数  n と等
しくなる.これにより各顧客に推薦する商品の数を一定にする制約を表現できる.
また,今回使用するデータは以下のような性質を持つ.各商品に固有の  \alpha_{j}(j\in J) とい
う値を持ち,以降はこの値を商品定数と呼ぶ.




 z(x)=f(x)- \sum_{j\in J}w_{j}\max\{\frac{p_{j}-\sum_{i\in I}g_{ij^{X_{\dot{i}}}
j}}{p_{j}'}, 0\} (7)









る.一顧客商品入替え近傍  N_{i}(x) は次のように定義される.
 N_{i}(x)= {  x'| 現在解  x から一人の顧客  i に推薦されている商品を入替えた集合} (8)
この近傍の大きさ  |N_{i}(x)| は,各顧客に対し,  n(|J|-n) 通りの商品交換があり得るので,
 |N_{i}(x)|=n|I|(|J|-n)=O(n|I||J|) (9)
となる.最後にこのア)レゴリズム (Shift Neighborhood Local Search, SHNLS) を
Algorithm 1にまとめる.
Algorithm 1 SHNLS  (x,\overline{w})
Input: 初期解  x , ペナルティ重み萄.
Output: 解  x , 暫定解  x^{*}.
1: START:
2: for  i\in I do
3: 近傍  N_{i}(x) を生成する.
4: for  X'\in N_{i}(x) do
5: if   \sum_{i\in I}\sum_{j\in J}c_{ij}x_{ij}'\leq C_{rnax} then
6: if  x' が実行可能解である then
7: if  f(x')>f(x^{*}) then  x^{*}arrow x'
 s : end if
9: if  z(x')>z(x) then










顧客間商品交換近傍  N_{i_{1}i_{2}}(x) は次のように定義される.
 N_{i_{1}i_{2}}(x)= {  x'| 現在解  x から二人の顧客  i_{1} , i2の間で推薦されている商品を交換した集合}
(10)





となる.最後にこのア)レゴリズム (Swap Neighborhood Local Search, SWNLS) を
Algorithm 2にまとめる.
Algorithm 2 SWNLS  (x,\overline{w})
Input: 初期解  x , ペナルティ重み萄.
Output: 解  x , 暫定解  x^{*}.
1: START:
2: for  i_{1},  i_{2}\in I(i_{1}\neq i_{2}) do
3: 近傍  N_{i_{1}i_{2}}(x) を生成する.
4: for  X'\in N_{i_{1}i_{2}}(x) do
5: if   \sum_{i\in I}\sum_{j\in J}c_{ij}x_{ij}'\leq C_{\max} then
6: if  x' が実行可能解である then
7: if  f(x')>f(x^{*}) then  x^{*}arrow x'
 8 : end if
9: if  z(x')>z(x) then










(Weighting Local Search, WLS) を適用する [11]. 重み付き局所探索法とは,ペナルティ
重みを適応的に更新しながら局所探索法を繰り返す手法であり,解が局所最適解に陥るこ
とを防ぐ.
重み付き局所探索法では,局所探索法で解  x を得た後,ペナルティ重み萄を更新し,再
び局所探索法を行う.梅谷 [8] によって提案されたペナルティ重み更新手続きに従い,ペ
ナルティ重みの初期値吻  (j\in J) は十分大きな値に設定し,  \overline{w}arrow w として以下のように
ペナルティ重みを更新する.  x^{*} を現在までに得られた最良の実行可能解 (暫定解) とする.
 z(x)\leq f(x^{*}) となった場合,パラメータ î  (0<\gamma<1) を用いて以下の式で均一にペナ
ルティ重みを減少させる.
 w_{j}arrow\gamma w_{j}, \forall j\in J (12)
そうでなければ,次の更新式でペナルティ重みを増加させる.
 w_{j} arrow w_{j}+\frac{(z(x)-f(x^{*}))v_{j}(x)}{\sum_{j\in J}v_{j}(x)^{2}}, 
\forall j\in J (13)
ただし,  vj(x)= \max\{\frac{p_{j}-\Sigma_{\dot{i}\in I}g_{ij}x_{\dot{i}j}}{p_{j}}, 0\}(j
\in J) である.最後にこのアノ1/ ゴリズム
(Weighting Local Search, WLS) を Algorithm 3にまとめる.
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Algorithm 3  WLS(x)
Input: 初期解  x.
Output: 最良暫定解  x^{*}.
1:  \tilde{x}arrow x,  z^{*}arrow-\infty,\overline{w}arrow w
2: repeat
3: SHNLS  (\tilde{x},\overline{w}) または SWNLS(亀動を適用し,改善解  \tilde{x}' , 暫定解  x' を得る.
4:  \tilde{x}arrow\tilde{x}'
5: if  f(x')>f(x^{*}) then  x^{*}arrow X'
 6 : if  z(\tilde{x})\leq f(x^{*}) then
7: 萄を (12) に従って減少させる.
8: else








品交換近傍を交互に探索する.一顧客商品入替え近傍では,顧客全体の集合  I からランダ
ムに顧客  i_{1} を決め,その近傍  N_{i}(x) から候補解を1つランダムサンプリングする.二顧
客間商品交換近傍では,顧客全体の集合  I からランダムに顧客  i_{1},  i_{2}(i_{1}\neq i_{2}) を決め,そ
の近傍  N_{i_{1}i_{2}}(x) から候補解を1つランダムサンプリングする.解の評価回数がサンプル
数  s\ovalbox{\tt\small REJECT}こ達した場合,もしくは暫定解を更新した場合にアルゴリズムを終了する.最後にこ
のア)レゴリズム (Shift and Swap Neighborhood Randomized Local Search, SSNRLS)
を Algorithm 4にまとめる.
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Algorithm 4 SSNRLS  (x,\overline{w}, s)
Input: 初期解  x , ペナルティ重み萄,サンプル数  s.
Output: 解  x , 暫定解  x^{*}.
1: 評価回数  cntarrow 0
2: while true do
3: 顧客全体の集合  I からランダムに顧客  i_{1} を決める.
4: 近傍  N_{i}(x) を生成し,ランダムに  x'\in N_{i}(x) を得る.
5: if   \sum_{i\in I}\sum_{j\in J}c_{ij}x_{ij}'\leq C_{rnax} then
6: if  x' が実行可能解である then
7: if  f(x')>f(x^{*}) then




12: if  z(x')>z(x) then  xarrow x'
13: end if
14:  cntarrow cnt+1
15: if  cnt=s then break
16: 顧客全体の集合  I からランダムに顧客  i_{1},  i_{2}(i_{1}\neq i_{2}) を決める.
17: 近傍  N_{i_{1}i_{2}}(x) を生成し,ランダムに  x'\in N_{i_{1}i_{2}}(x) を得る.
 1S : if   \sum_{i\in I}\sum_{j\in J}c_{ij}x_{ij}'\leq C_{7nax} then
19: if  x' が実行可能解である then
20: if  f(x')>f(x^{*}) then




25: if  z(x')>z(x) then  xarrow x'
 26 : end if
27:  cntarrow cnt+1
28: if  cnt=s then break
29: end while
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次に,局所探索法で用いる初期実行可能解の生成方法について説明する.ある顧客  i\in I
と商品  j\in J に対応する利得  g_{ij} を費用  c_{ij} で割った値は
  \frac{g_{ij}}{c_{ij}}=\frac{1}{\alpha_{j}}, \forall i\in I, \forall j\in J (14)
となり,商品定数  \alpha j の逆数となる.この値が大きい商品を順に各顧客へ推薦することで初
期解を構築する.
得られた初期解が実行不能であれば,土谷 [9] によって提案されたペナルティ関数を利
用して実行可能解へ変換する.この変換では初期解  x が与えられたとき,次のペナルティ
関数  P(x) を目的関数とし,一顧客商品入替え近傍と二顧客間商品交換近傍から交互に候
補解  x' をランダムにサンプリングする.ペナルティ関数  P(x')=0 となるまで最小化を
行い,初期実行可能解  x' を得る.











 e OS : macOS Sierra 10.12.6
 \bullet プロセッサ : 2.  7GHz12cores intel Xeon E5
 \bullet メモリ :  64GB1866MHz DDR3




薦した場合の費用  c_{ij} , および利得  g_{ij} は  R社から提供されたデータを使用する.推
薦する商品数  N は5とし,  C_{\max},  pj(j\in J) はそれぞれ
 C_{\max}=r_{c} \frac{N}{|J|}\sum_{i\in I}\sum_{j\in J}c_{ij} , (16)
 p_{j}=r_{g} \frac{N}{|J|}\sum_{i\in I}g_{ij} j\in J. (17)
を用いる.  r_{c},  \tau_{g} (  0\leq r。  \leq 1,0\leq T_{g}\leq 1 ) はそれぞれ予算制約,利得制約に
関するパラメータである.本研究のデータでは (6) の関係があるため,  r。  \geq r_{g}
となり,  r。  -r_{g} が小さいほど問題の実行可能領域は狭くなる.数値実験では,
 T。  =1.0 で固定するため,  r_{g} が1.0に近づくほど問題の難易度は上がる.5.2節では
SHNLS, SWNLS, そして提案手法である SSNRLS(サンプル数  S=0.1\cross|I|,   1\cross
 |I|,  10\cross|I|,  100\cross|I|) の全3種類の近傍探索を用いた重み付き局所探索法で,顧客
数  |I|=300 万人,商品数  |J|=500 個,  (r_{c}, \tau_{g})=(1.0,0.5),  (1.0,0.7),  (1.0,0.9) の
3通りの問題を解くことで,提案手法の性能を評価する.
3. 解の評価方法





4節で紹介した SHNLS, SWNLS, SSNRLS(サンプ)  \ovalbox{\tt\small REJECT}数  S=0.1\cross|I|,  1\cross|I|,   10\cross
 |I|,  100\cross|I|) の全3種類の近傍探索を用いた重み付き局所探索法で,顧客数  |I|=300 万
人,商品数  |J|=500,  (r_{c}, r_{g})=(1.0,0.5),  (1.0,0.7),  (1.0,0.9) の3通りの問題を解いた結
果を表1∼表3にまとめた.
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表1 3手法の比較,  (r_{c}, r_{g})=(1.0,0.5)
近傍探索手法 サンプル数  S 重み更新回数 暫定解更新回数 相対ギャップ
SHNLS  0 23523590 2.39%
SWNLS ‐  0 9201640 16.09%
SSNRLS  0.1\cross|I|  \underline{4945} 4276 12.50%
SSNRLS  1\cross|I| 2058 1377 2.04%
SSNRLS  10\cross|I| 322 215 0.00%
SSNRLS  100\cross|I| 69 57 18.68%
表2 3手法の比較,  (r_{c}, r_{g})=(1.0,0.7)
近傍探索手法 サンプル数  S 重み更新回数 暫定解更新回数 相対ギャップ
SHNLS ‐  0 18110216 2.85%
SWNLS ‐  0 7155793 17.16%
SSNRLS  0.1\cross|I|  \underline{4439} 2822 5.76%
SSNRLS  1\cross|I| 1796 1056 1.02%
SSNRLS  10\cross|I| 289 182 0.00%
SSNRLS  100\cross|I| 54 42 10.94%
表3 3手法の比較,  (r_{c}, r_{g})=(1.0,0.9)
近傍探索手法 サンプル数  S 重み更新回数 暫定解更新回数 相対ギャップ
SHNLS ‐  0 6993931 2.71%
SWNLS  0 3442047 5.39%
SSNRLS  0.1\cross|I|  \underline{2129} 4260 2.11%
SSNRLS  1\cross|I| 1587 804 0.27%
SSNRLS  10\cross|I| 257 151 0.00%
SSNRLS  100\cross|I| 43 31 0.17%
SHNLS については,全問題に対して最も暫定解更新回数は多く,また問題の難易度
差に対して相対ギャップは全て2% 台で大きな差は見られなかった.一方,SWNLS に
ついては,難易度が一番高い  (\tau_{c}, \tau_{g})=(1.0,0.9) の問題の相対ギャップは  (\tau_{c}, \tau_{g})=




ほど重み更新回数は減少した.本実験ではサンプル数  S=10\cross|I| の時,  (r_{c}, r_{g})=
 (1.0,0.5),  (1.0,0.7),  (1.0,0.9) の3通りの全問題に対して最良の下界値を出力した.また,
重み更新回数が増加すると暫定解更新回数も増加するが,これは重み更新により解が実行
可能領域の境界へ移動しやすくなっているためである.





 0  0  \ovalbox{\tt\small REJECT} 0\infty  \ovalbox{\tt\small REJECT} s\infty  mn  a\infty  mo  \infty\infty
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