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ABSTRACT
Intergalactic medium temperature is a powerful probe of the epoch of reionisation, as
information is retained long after reionisation itself. However, mean temperatures are
highly degenerate with the timing of reionisation, with the amount heat injected during
the epoch, and with the subsequent cooling rates. We post-process a suite of semi-
analytic galaxy formation models to characterise how different thermal statistics of
the intergalactic medium can be used to constrain reionisation. Temperature is highly
correlated with redshift of reionisation for a period of time after the gas is heated.
However as the gas cools, thermal memory of reionisation is lost, and a power-law
temperature-density relation is formed, T = T0(1+δ)1−γ with γ ≈ 1.5. Constraining our
model against observations of electron optical depth and temperature at mean density,
we find that reionisation likely finished at zreion = 6.8+0.5−0.8 with a soft spectral slope of
α = 2.8+1.2−1.0. By restricting spectral slope to the range [0.5, 2.5]motivated by population
II synthesis models, reionisation timing is further constrained to zreion = 6.9+0.4−0.5. We
find that, in the future, the degeneracies between reionisation timing and background
spectrum can be broken using the scatter in temperatures and integrated thermal
history.
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1 INTRODUCTION
Over 13 billion years ago, when the universe was approx-
imately 400,000 years old, it consisted mostly of a neutral
atomic gas of hydrogen and helium. Over time the gas began
to cool and collapse into the first stars and galaxies. Some
of the radiation from these sources was energetic enough to
strip electrons from the surrounding atomic gas, ionising it.
This period of time, from the birth of the first stars un-
til almost all of the atomic gas in the universe had been
reionised, is referred to as the Epoch of Reionisation (EoR).
The EoR is the last large-scale cosmic event to be studied
in detail, and is of great interest to cosmology as it contains
information about the formation processes behind the first
galaxies in our universe via their effect on the intergalactic
medium (IGM). There are many unanswered questions con-
cerning the EoR, including details of its structure, duration,
and effect on subsequent galaxies.
? E-mail: daviesje@student.unimelb.edu.au
However, observations of the EoR at optical to near in-
frared wavelengths are made difficult by the absorption of
Lyman alpha photons by neutral hydrogen, which is opti-
cally thick to this wavelength even at low concentrations.
Since all wavelengths below the Lyα line will eventually
redshift to that wavelength, measuring the presence of neu-
tral hydrogen using Lyα optical depth probes the tail end
of reionisation (Greig & Mesinger 2017), since the absorp-
tion saturates around neutral fractions of xHI . 10−4 (Fan
et al. 2006). While saturation varies between sightlines, the
strength of this absorption line prohibits direct observations
deeper into the EoR. In addition, we can infer the number
of free electrons, and hence ionised gas, along a sightline by
measuring the Thomson scattering of CMB photons. How-
ever this is an integrated measure that cannot distinguish
between reionisation histories of different durations.
The reionisation of the IGM is accompanied by a large
increase in temperature, to ∼ 2 × 104 K, followed by cool-
ing on a cosmological timescale (Miralda-Escude´ & Rees
1994; Hui & Gnedin 1997; Schaye et al. 2000; Hui & Haiman
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2003; Furlanetto & Oh 2009; Upton Sanderbeck et al. 2016;
On˜orbe et al. 2017a; Keating et al. 2018; Puchwein et al.
2018; On˜orbe et al. 2018; Gaikwad et al. 2018; Wu et al.
2019). As a result, the thermal imprint of reionisation will
last much longer than reionisation itself. IGM temperature
measurements are therefore a potentially powerful way to
probe the EoR, as they contain information about the reion-
isation history of a region that lasts long after it reionises.
Modeling the temperature evolution during the EoR allows
us to relate various parameters of ionisation history to IGM
temperature. Comparing observations of temperature at var-
ious redshifts to the model will place constraints on the na-
ture of the EoR and the sources driving it (Theuns et al.
2002; Raskutti et al. 2012; Lidz & Malloy 2014; On˜orbe et al.
2017b; Boera et al. 2019).
Simulating the thermal history of the IGM is not a new
idea, with many authors having studied IGM temperature
under various assumptions of the background density and
ionisation history. Instantaneous reionisation models (The-
uns et al. 2002; Hui & Haiman 2003; Upton Sanderbeck
et al. 2016), radiative transfer (Puchwein et al. 2018; Keat-
ing et al. 2018), and inhomogeneous reionisation simulations
(Furlanetto & Oh 2009; D’Aloisio et al. 2019; Raskutti et al.
2012) have all been utilised as a basis for IGM temperature
models. Once the density field and ionising background are
known, most temperature modelling follows a similar pro-
cess, where photo-heating, adiabatic cooling due to struc-
ture growth and the Hubble flow, along with various cooling
processes in the IGM are followed over time. The process
used in our model is outlined in 2.2.
This work uses the DRAGONS simulation suite, using
the density grids from the N-body simulation Tiamat (Poole
et al. 2016) and the ionising flux grids from the semi-analytic
galaxy formation model Meraxes (Mutch et al. 2016) to de-
termine temperature evolution over time. The ionising flux
model in Meraxes captures the inhomogeneous nature of
reionisation, allowing us to study the entire thermal struc-
ture in our simulation. Importantly, Meraxes directly cou-
ples high-redshift galaxy formation to hydrogen reionisation,
allowing us to constrain the properties of ionising sources
using their effect on the IGM. Using the temperature to
probe the EoR involves comparing our simulated tempera-
ture distribution to observations of thermal history, placing
constraints on the timing of reionisation, and the sources
driving it.
Previous works studying IGM temperature have shown
the relationships between the thermal state of the IGM and
reionisation. Many of these works connected IGM temper-
ature to statistics of the Lyman alpha forest and offered
some measurements and constraints on the nautre of the
EoR (Becker et al. 2011; Becker & Bolton 2013; Walther
et al. 2018; Boera et al. 2019; On˜orbe et al. 2018; Wu et al.
2019). The hydrodynamic and radiative transfer simulations
used in this manner have made it possible to make mea-
surements of the IGM temperature, and draw connections
between thermal variables and the EoR. However these sim-
ulations are extremely computationally expensive. In order
to compare these variables with a wide range of reionisation
histories, a faster model is required. Using the DRAGONS
simulation suite, we compare these observations to a wide
range of reionisation scenarios in order to statistically con-
strain the global nature of the EoR.
The paper is structured as follows. The DRAGONS sim-
ulations will be briefly described and the post-processing
temperature model will be laid out in section 2. Overview
of the model outputs is given in section 3. Our results, in-
cluding an investigation of the constraints the IGM ther-
mal history can offer and constraints from current ob-
servations, are in sections 4 and 5 respectively, before
concluding in section 6. The cosmology utilised through-
out this paper is the flat standard ΛCDM from Planck
Collaboration et al. (2016) with {Ωm,Ωb,ΩΛ, h, σ8, ns} =
{0.308, 0.0484, 0.692, 0.678, 0.815, 0.968}.
2 METHODOLOGY
2.1 Model Inputs
Meraxes couples early galaxy formation and reionisation in
a spatially and temporally dependent way, tracking gas cool-
ing, star formation, and feedback between galaxies and the
IGM amongst other processes (see Mutch et al. (2016) for
more details). This paper utilises the 100 cMpc Tiamat sim-
ulation box (Poole et al. 2016) containing 21603 particles of
mass 2.64×106M. We use GBPTREES merger trees (Poole
et al. 2017) from redshifts z = 35 to z = 2. We use the fidu-
cial parameter balues presented in Qin et al. (2017), apart
from the variations listed in section 2.3. Meraxes includes a
modified version of the excursion-set algorithm 21cmFAST
(Mesinger & Furlanetto 2007) to track the progress of inho-
mogeneous reionisation in the simulated volume. Emissivity
within an ionised bubble of radius r in Meraxes is calcu-
lated from the star formation rate within the bubble, Ûm∗(r)
ε¯ =
fescNγ
4
3pir
3(1 − 0.75YHe)mp
Ûm∗(r), (1)
where fesc is the fraction of ionising photons that escape the
host galaxy, Nγ is the number of ionising photons produced
per stellar baryon, and mp is the proton mass. The specific
intensity at the hydrogen ionisation threshold, J21, within
the region is then computed from the emissivity,
J¯21 =
(1 + z)2
4pi
λmfphpαε¯, (2)
where hp is the Planck constant. The comoving mean-free
path, λmfp, is equal to the ionised bubble radius during reion-
isation, and limited to 30cMpc throughout the simulation,
due to the maximum scale of the excursion-set algorithm1.
α is the assumed spectral power-law slope, a free parameter
in our model where a small value corresponds to a harder
UV background, such that
J(ν) = J¯21
(
ν
νHI
)−α
, (3)
where νHI is the ionisation threshold of hydrogen.
Meraxes includes the quasar model detailed in Qin
et al. (2017), where radiation from quasars is included when
calculating reionisation structure and feedback, using equa-
tions analogous to 1 and 2, with a spectral slope of αq =
1 The value of 30cMpc was chosen to roughly correspond to the
mean-free path of ionising photons through an ionisied IGM at
z ∼ 6 (Sobacchi & Mesinger 2013).
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1.57. Grids of the specific intensity from both galaxies and
quasars, as well as density grids, are output from Meraxes.
As stated in Qin et al. (2017) quasars have a sub-dominant
effect on hydrogen reionisation in our model, due to the low
number density of these luminous objects.
DRAGONS combines a mass resolution small enough to
capture low-mass galaxy formation, a volume large enough
to study the structure of reionisation, and an inhomogeneous
reionisation model based on galaxy physics. Meraxes can
simultaneously reproduce the observed stellar mass func-
tion, as well as Thomson scattering optical depth and ionis-
ing emissivity measurements with certain parameter choices
(Mutch et al. 2016).
2.2 Temperature Model
In this paper we introduce an IGM temperature model in
order to better constrain the EoR within DRAGONS. The
model is largely based on the semi-numerical approaches
of Raskutti (2011) and Hui & Gnedin (1997). Using the
ionising background and density grids from the DRAG-
ONS semi-analytic framework, we calculate the tempera-
ture and ionisiation of the IGM within the simulated vol-
ume. Non-equilibrium photo-ionisation rates, Γi and photo-
heating rates, gi , are calculated post-ionisation from the spe-
cific ionising intensity in Meraxes, J21, assuming an opti-
cally thin IGM:
Γi =
∫ ∞
νi
4piJν
hpν
σi(ν)dν, (4)
gi =
∫ ∞
νi
4piJν
ν
(ν − νi)σi(ν)dν, (5)
where σi(ν) is the frequency dependent cross-section taken
from Verner et al. (1996)2. The ionisation state of the IGM
is then governed by the following differential equation
dX˜i
dt
= −Γi X˜i +
∑
j,k
X˜j X˜kRjk
ρ¯b(1 + δ)
mp
(6)
for each species i, j, k ∈ {HI,HII,HeI,HeII} where Rjk is the
recombination rate of species j and k resulting in i, includ-
ing recombination and collisional ionisation. X˜i is defined as
X˜i =
nimp
(1+δ)ρ¯b , for the local overdensity, δ, and cosmic mean
density, ρb.
The thermal state of the IGM is governed by the balance
between photo-heating, adiabatic cooling under the Hubble
flow, recombination cooling, and inverse Compton cooling,
as well as changes in local overdensity according to Hui &
Gnedin (1997)
dT
dt
=
2
3kB
∑
i X˜i
[G(t) − Λ(t, X˜i)] − 2HT
+
2T
3(1 + δ)
dδ
dt
− T∑
i X˜i
d
∑
i X˜i
dt
,
(7)
2 We integrate over the assumed power-law spectrum with
100,000 frequency bins between 1 and 4 Ryd. The results are
not sensitive to the number of frequency bins, nor is it a limiting
factor computationally, as the spectral slope is homogeneous, so
this integral only needs to be performed once per model
where G is the total photo-heating rate of all species, G =∑
i gi X˜i , kb is the Boltzmann constant, and H is the Hubble
parameter. The cooling rate, Λ, takes into account recom-
binations, collisions, bremsstrahlung, and inverse Compton
cooling. We take the rates for these processes from Lukic´
et al. (2015). Photo-ionisation and heating rates are calcu-
lated separately for stellar and quasar sources using the op-
tically thin equations 4 and 5, then added together when
solving equations 6 and 7.
Following Raskutti (2011), the coupled equations 6 and
7 are solved recursively, without assuming ionisation equilib-
rium, using a first order implicit integration scheme (Anni-
nos et al. 1997; Bolton & Haehnelt 2007) until they converge
to a solution with | X˜e,k − X˜e,k+1 | < 10−6 at a given attempt
k, where we use the electron abundance as our convergence
statistic. To improve the efficiency of our code, we adopt a
variable timestep, where the timestep length is doubled for
the next timestep each time a solution is found, or halved if
a convergent solution cannot be found within 100 attempts.
In the same manner, we follow the integrated thermal
history via u, the total energy injected into the IGM per unit
mass via photo-heating. This can be observed in Lyman al-
pha power spectra, distinct from temperature (Nasir et al.
2016; Boera et al. 2019) and can be used to simultaneously
measure reionisation timing and amount of photo-heating
that exists when only considering mean temperature. The
injected energy u is followed by simply integrating the pho-
toheating rate over time. The value of u has been related
to the small scale Jeans smoothing of the IGM, as it is de-
pendent on the integrated thermal history throughout the
EoR. We cannot calculate the Jeans scale directly in post-
processing, but u provides a similar probe into the integrated
thermal history throughout the EoR.
In order to achieve the computational speeds required to
run the model many times, we track the temperature within
a 1283 grid with cell side length ≈ 800ckpc of the Tiamat
100 cMpc box; from the redshift of reionisation of each voxel,
until z = 4. The results for this paper use the same 10,000
(approximately 0.5%) randomly selected voxels in each box,
unless otherwise stated, as a sample of the entire volume.
As this is a post-processing model, the thermal state of each
voxel is treated independently, although their ionising flux
intensities and densities are already coupled within Mer-
axes and Tiamat.
We set the specific intensity above the helium ionisa-
tion threshold νHeI I = 54.4 eV to zero, so that there is no
reionisation of HeII to HeIII. This is because Meraxes only
traces the size of HII bubbles, meaning it does not predict
the mean-free path of photons above νHeI I . This will restrict
our temperature model to times earlier than HeII reionisa-
tion, thought to complete around z ∼ 3 (Furlanetto & Oh
2008). We include HeI reionisation, since we expect helium
to be singly ionised at the same time as hydrogen (Wyithe
& Loeb 2003). When constraining the EoR, we also ignore
the outputs of our model below z = 4, to minimise confusion
with the effects of HeII reionisation.
2.3 Parametrising Reionisation
In order to produce and test a large number of thermal and
ionisation histories, we vary three parameters within Mer-
axes and the post-processing temperature model. Escape
MNRAS 000, 1–17 (2019)
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fraction normalisation and redshift-scaling, as well as back-
ground ionising spectral slope.
The temperature of the IGM is sensitive to the timing
of reionisation, and the timing of reionisation is heavily de-
pendent on the escape fraction of photons from galaxies. We
utilise a redshift-dependent, uniform escape fraction for ion-
ising photons, which was shown by Mutch et al. (2016) to
allow the model to match electron optical depth and ionising
emissivity observations simultaneously.
fesc = min
[
f5
(
1 + z
6
)β
, 1.0
]
(8)
We vary f5 between 0.03 and 0.12 and β between 0 and
2.5 to vary the timing and duration of reionisation in the
model. These values were chosen to bracket constraints from
electron optical depth measurements, producing reionisation
histories that finish between redshifts 5 and 10.
The spectral shape of the ionising background sets the
energy injected per photoionisation, which affects the reion-
isation temperature and the subsequent cooling rate. We
model the stellar spectrum between 13.6 and 54.4 eV as a
power law (equation 2), with a slope, α, between 0.2 and
5. The quasar spectral slope in the same frequency range is
fixed at 1.57 and the quasar escape fraction is fixed at 1, as
in Qin et al. (2017).
The range of spectral slopes considered is both broader
and softer than those often used in temperature modelling
(Upton Sanderbeck et al. 2016; D’Aloisio et al. 2019), which
are based on Population II stellar synthesis models. This
range was chosen to produce at least one thermal history
that is consistent with observations for each reionisation his-
tory. We investigate these scenarios when studying the corre-
lations between heat injection, reionisation timing and tem-
perature. When placing constraints on the EoR, however,
we restrict α to be more consistent with these population
synthesis models.
2.4 Initial Conditions
For our fiducial model, we start with a 99 per cent ionised
(HII and HeII) IGM, with the initial temperature calculated
from the UV spectral slope at ionisation and the speed of the
ionisation front in Meraxes using fits to radiative transfer
simulations, performed by D’Aloisio et al. (2019). If the ioni-
sation front passes through the gas very quickly, the reionisa-
tion temperature is decided entirely by the average energy
of the ionising photons 〈Eγ〉. (Keating et al. 2018; Hui &
Gnedin 1997), yielding
Treion ≈ 13kb
〈Eγ〉. (9)
However, D’Aloisio et al. (2019) found using one dimensional
radiative transfer simulations that the ionisation front can
pass through slowly enough for collisional cooling within the
hot, partially neutral gas to have a large effect on the reioni-
sation temperaure. It was found that the speed of the ionisa-
tion front provided the best estimation for reionisation tem-
perature, as the faster the ionisation front passes through
the gas, the less time it spends in the hot, semi-neutral state
where collisional cooling is efficient.
Ionisation front speeds are calculated in each voxel by
finding the distance between ionisation boundaries (where
adjacent voxels have different ionisation snapshots) at suc-
cessive snapshots, and assuming that fronts travel at a con-
stant speed within each 11Myr snapshot. We take the dis-
tance between random points in each voxel, representing our
uncertainty at the grid resolution. The reionisation temper-
ature is calculated from the front speeds and the spectral
slope of the background, using fits provided by D’Aloisio
et al. (2019). The distribution of reionisation temperatures
in our box is presented in section 3.2, this approach in-
troduces a correlation between ionising flux amplitude, gas
density, and reionisation temperature, which further compli-
cates the picture of patchy reionisation.
Since we explore softer spectra than D’Aloisio et al.
(2019), initial temperatures for models with 3 < α ≤ 5 are
given by the lowest of our two upper limits; from 1) the
temperature at the speed of the ionisation front with α =
3 and 2) the maximum temperature given by the spectral
slope in equation 9. This will slightly overestimate initial
temperatures for the slower moving fronts, however softer
spectra approach their maximum reionisation temperature
at slower speeds, so this effect will be small.
The total photo-heating energy, u, is initialised to the
mean excess energy of ionising photons, Eexcess (Puchwein
et al. 2018). Assuming total local absorption of ionising pho-
tons,
Eexcess =
∫ ∞
νi
4piJν
hpν
fidν∫ ∞
νi
4piJν
hpν
hp(ν − νi) fidν
(10)
where
fi =
niσi∑
njσj
(11)
is a factor that accounts for the preferential absorption of
different frequencies by different species, and j sums over HI,
HeI and HeII. Regardless of how long it takes the front to
move through the gas, the total amount of energy imparted
to the gas will depend only on the background spectrum,
assuming the number of recombinations and collisional ion-
isations that occur as the front passes is small, and that all
photons with energies between 1 and 4 Ryd are absorbed
within the front.
We note that, in contrast to other works, the reion-
isation temperature is partly decoupled from the average
photon energy. This occurs via collisional excitation cool-
ing described above, from the models in D’Aloisio et al.
(2019), whereas most previous works assume reionisation
occurs very quickly in each region with no cooling in the
ionisation front. Using these models lowers Treion without
changing the initial u0, as u0 only takes into account energy
changes via photo-heating, as defined by Nasir et al. (2016)
and Boera et al. (2019). As a result, we set the initial u0
to the mean excess energy of the ionising background, de-
scribed above.
2.5 Sub-grid Clumping
Gas on scales below our grid resolution is not homogeneous,
and clumping on unresolved scales will increase recombina-
tion rates. Increasing the recombination rate will increase
MNRAS 000, 1–17 (2019)
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temperatures after reionisation by shifting ionisation equi-
librium to a more neutral state, allowing more photoionisa-
tions to occur, which overcomes the increased cooling rates.
Large scale clumping is taken into account via our spatial
grid, of voxel length ∼ 800ckpc. We also expect reionisa-
tion to erase much of the small scale clumping due to Jeans
smoothing. This still leaves some room for subgrid clumping
to affect our results, on scales between our grid resolution
and the Jeans length.
The increased temperatures due to clumping, while re-
flective of the total heat inside a voxel, will not represent the
wide distribution of temperatures that can exist within the
voxel, as it will be dominated by the higher density clumps.
In order to compare with higher resolution simulations (see
appendix A), and produce a temperature independent of
grid resolution, we set the clumping factor to 1. This im-
plies that we are following the gas at the mean density of
each voxel throughout the simulation, rather than each voxel
as a whole.
We note that there is an effect due to the subgrid struc-
ture on the background spectrum due to spectral filtering.
This is where intermediary absorbers harden the ionising
background by preferentially absorbing lower frequency pho-
tons, as the HI ionisation cross-section scales approximately
as ν−3 near the ionisation edge. The amount of hardening
is dependent on the structure and clumping of the IGM, as
well as the structure or the ionising background. Theoreti-
cally this could harden the spectral slope by 3 (see Faucher-
Gigue`re et al. (2009) appendix D) but measurements of the
column density distribution of absorbers suggest a harden-
ing of the spectral slope by approximately 1 (Songaila &
Cowie 2010). However modeling this filtering, as well as the
spatially dependent spectrum of the ionising background, is
beyond the scope of this work.
2.6 Model Caveats
Two approximations are made when evaluating temperature
evolution that should be noted. First, equations 6 and 7 are
applied to the Meraxes grids, rather than individual parcels
of gas. Second, we calculate temperatures in post-processing,
this assumes independence of each voxel with regards to the
temperatures of other voxels, and that any gas influx is at
the same temperature as the gas within the voxel. These
assumptions can cause some spurious heating or cooling as
gas moves through the box, since this will be treated in the
same way as structure growth (via the third term of equation
7). Since neighboring voxels tend to have similar ionisation
histories and densities, combined with dark matter velocities
that are fairly low compared to the voxel sizes, we do not
expect this to have a large effect on temperatures.
We tested the effect of gas diffusion on the model by
running a model where an extra term was added to equa-
tion 7 to account for the gas of differing temperature enter-
ing the voxel. We keep track of the bulk flow of matter via
the Tiamat velocity grids, and conservatively assumed that
the temperatures of adjacent regions scaled with the max-
imum temperature density slope found in our other mod-
els, T ∝ (1 + δ)0.6. Under these assumptions, heating rate
differences of order ∼ 10% were observed in high density
regions, and changes of order ∼ 1% were observed at mean
density. Considering that this model overestimates the heat-
ing changes due to gas diffusion (nearby voxels are likely to
be at similar temperatures shortly after reionisation), we be-
lieve that the independence of voxels is a safe approximation
for the purposes of this work.
The independence of voxels within our model also ex-
cludes a treatment of recombination emission, since inho-
mogeneous recombinations are not yet included in Mer-
axes. The effects of recombination emission are detailed in
Faucher-Gigue`re et al. (2009) where they find it can con-
tribute up to 10% of the ionising background for hydrogen.
The effect of a 10% increase in the photo-ionisation rate will
not greatly affect our results (see Appendix B). However, re-
combination emission could soften the background spectrum
by ≈ 1, since the photons from hydrogen recombination will
tend to have lower energies than those in the rest of the
ionising background. While this would cause a decrease in
temperatures, the effect is degenerate with our free parame-
ter for the background spectral slope, so modelling this effect
is outside the scope of this work.
We assume that there is negligible heating by HeII reion-
isation before z = 4 (Upton Sanderbeck et al. 2016). If He-
lium reionisation is a highly extended process, then we would
be underestimating the temperature, and overestimating the
IGM cooling rate for any given reionisation history. With our
parameterisation, this would bias our models to earlier reion-
isation scenarios (due to the flatter temperature gradient),
with harder spectral slopes (due to the higher temperatures).
The reionisation model in Meraxes assumes local ab-
sorption of ionising photons. Photons that would redshift
below the ionisation threshold in a full radiative transfer
model can still ionise in Meraxes. Since Meraxes is tuned
to match the ionising emissivity measurements of Becker
& Bolton (2013), which were calculated based on radia-
tive transfer models, J21 could be overestimated by a small
amount. This will not have a large effect during Hydrogen
reionisation, as the size of HII regions are small enough to
make local absorption a good approximation. Furthermore,
we find that temperature at all redshifts is insensitive to the
value of J21 after the region is reionised, as long as it is large
enough to maintain a highly ionised IGM (Appendix B).
We only vary the escape fraction (equation 8) to pro-
duce different reionisation scenarios, while keeping the same
source model. This means that we ignore any degeneracy be-
tween our escape fraction parameters and source modelling
with regards to the IGM thermal state. In particular the
constraints we find due to the scatter in temperatures are
likely optimistic, as the patchiness of reionisation will have
a significant effect on the range of temperatures observed
afterwards.
Shock heating of high density regions as they collapse is
also not modeled in this work, as we are primarily interested
in the diffuse IGM. We only track the increase in temper-
atures from structure growth on the scale of our grid. This
will exclude the ∼ 105K gas that exists in hydrodynamic
simulations. However, studies of IGM temperature have so
far focused primarily on gas at or below the critical density,
excluding shock heated gas in their analyses (On˜orbe et al.
2018).
MNRAS 000, 1–17 (2019)
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Figure 1. Thermal history of 3 ∼ 800kpc3 voxels in Meraxes,
showing the effect of density history and ionisation timing on the
thermal state. Top panel: Density contrast vs redshift. Middle
panel: Temperature vs redshift. Bottom panel: Integrated thermal
history, showing the total amount of energy injected by photo-
ionisations per unit mass.
3 IGM THERMAL HISTORY
Using the temperature evolution model described in section
2, we calculated the thermal and ionisation states of the
same 10,000 randomly chosen voxels for 2750 Meraxes re-
alisations, in order to obtain a wide range of density and
ionising flux histories per model, as well as a wide range
of global reionisation and thermal histories. We have also
computed the evolution of one full box, to examine the
topology of the temperature field. The model parameters
used in the illustrative examples within this section are
{ f5, β, α} = {0.08, 1, 2} on the full 1283 Meraxes box. This
run was chosen as all the correlations between reionisation
timing, density and temperature of reionisation are clearly
shown in its results. However, this is not our highest likeli-
hood model, based on observational data. A few examples
of thermal histories output by our model are given in Figure
1. Each voxel will experience a sudden rise in temperature
when it is ionised, dominated by photo-ionisation heating.
Afterwards, the voxel cools on a cosmological timescale at
a rate determined mainly by the ratio of photo-heating and
recombination cooling at ionisation equilibrium, as well as
adiabatic cooling and inverse compton cooling off the CMB.
Density evolution will modulate the temperature, but the
previous density history of a voxel will have little effect on its
thermal asymptote (McQuinn & Upton Sanderbeck 2016).
However, the previous density history will have a substan-
tial effect on the integrated photo-heating, u. Each voxel
approches its thermal asymptote within ∆z ≈ 1 − 3 of its
reionisation, creating a distribution in temperatures in the
whole box dependent on the inhomogeneous reionisation his-
tory.
3.1 Topology
Figure 2 shows a 1282 voxel slice of the temperature model
at selected redshifts between 6 and 4. It can be seen that
shortly after reionisation, at z = 6, the high density regions
reach temperatures of T ≈ 2×104K, as they have recombina-
tion rates high enough to allow continuous photo-heating of
the gas. The larger voids also reach similar temperatures, as
they reionise last due to the “inside-out” nature of the EoR
in our models, and hence have the least time to cool. The
coolest regions are the low density regions in close proximity
to high density regions, which are reionised early by stars in
the nearby dense filament, and cool over time as their recom-
bination rates are not high enough to maintain high levels of
photo-heating. Long after reionisation, at z = 4, the hotter
low density regions cool so that temperature is closely corre-
lated with density. The ionisation topology matches that of
previous works modeling inhomogeneous reionisation (Trac
et al. 2008; Raskutti et al. 2012; Keating et al. 2018; Lidz &
Malloy 2014; On˜orbe et al. 2018). Comparing Figure 2 with
the left panel of Figure 3, which show the redshifts of reioni-
sation and temperatures within the same region, we see that
shortly after reionisation there is a notable anti-correlation
between temperature and redshift of reionisation. Over time
this correlation diminishes, and the correlation between tem-
perature and density becomes dominant.
3.2 Reionisation Temperature
In this section we present the reionisation temperatures in
our fiducial model, using fits for the reionisation tempera-
ture provided by D’Aloisio et al. (2019), to convert ionisation
front velocities to reionisation temperatures. Using these fits
allows us to include the correlations between temperature,
ionisation history and the photon background in more de-
tail; this reduces the number of free parameters we need to
include.
The temperature to which a region of the IGM is
reionised to is inversely correlated with its redshift of reion-
isation, as shown in Figure 3. This anti-correlation results
from the fact that the ionisation fronts speed up as they
enter the low-density regions towards the end of the EoR,
resulting in higher temperatures because there is less time
for collisional cooling to take effect. Differences in simulated
reionisation history, and to a lesser extent grid resolution,
snapshot cadence, and algorithm to find ionisation front
speed result in changes to the distribution. Figure 4 shows
the distribution of reionisation temperatures, compared to
redshift of reionisation. As shown in the top panel, reionisa-
tion in this model occurs in the redshift range 6 . z . 12.
The middle panel shows the full distribution of tempera-
tures to which regions ionise. We find a similar range of
reionisation temperatures as D’Aloisio et al. (2019), between
(15−25)×104 K. The bottom panel splits up this distribution
into regions that ionised at different times, showing that the
temperature of the ionisation fronts increases as reionisation
progresses. Lower spatial resolution, as well as our discrete
timestep, likely smooths out the extreme ends of the distri-
bution compared to D’Aloisio et al. (2019), and results in a
broader distribution of temperatures at any given redshift.
However it is difficult to directly compare the distributions
due to differences in reionisation history.
The excursion set formalism used to predict reionisa-
tion history in Meraxes is likely too crude to predict accu-
rate ionisation front speeds on scales of individual voxels, as
the spherical symmetry assumed by 21cmFAST effectively
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Figure 2. Temperature and overdensity of a full 100×100×0.8Mpc slice of the example model run with parameters { f5, β, α} = {0.08, 1, 2}
at redshifts 4(bottom), 5(middle) and 6(top). An anti-correlation between temperature and density can be observed towards the end of
reionisation (z = 6), with very hot voids. This state then decays, forming a tighter positive correlation between T and δ.
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Figure 3. 100×100×0.8Mpc redshift of reionisation slice (left) compared to the temperature just after the region ionises (right), showing
an inverse correlation between them, with early reionisation corresponding to low reionsiation temperature. As the ionisation fronts speed
up in the cosmic voids, the gas is ionised to a hotter temperature.
averages over many cells during the later stages of reioni-
sation. However, since we recover a similar range of speeds
and reionisation temperatures as D’Aloisio et al. (2019), and
the reionisation temperature increases as reionisation pro-
gresses, we consider this approach to be a valid approxima-
tion for testing the statistics of IGM temperature and more
accurate than assuming a constant reionisation temperature
for all voxels.
3.3 Temperature-Density Relation
Figure 5 shows the temperature-density relation at various
redshifts in our fiducial model. The temperature-density re-
lation (TDR) is a powerful probe of the conditions in the
IGM. The shape and scatter in the relation at various den-
sities can reveal information about ionisation history and
structure of the IGM during the EoR. A power law fit
T = T0(1 + δ)γ−1 is commonly used when characterising the
thermal state of the IGM. However, this is only accurate for
regions that ionised homogeneously or long before the mea-
surement is taken. Restricting the study of temperature to
a power law misses much of the information in the tempera-
ture density relation that can be used to constrain a patchy
EoR (On˜orbe et al. 2018; Wu et al. 2019).
There is a wide distribution of temperatures in low den-
sity regions shortly after reionisation, as the temperature at
low density is highly dependent on the redshift of ionisation
at this time. The large scatter lasts long after reionisation it-
self, halving approximately within ∆z ≈ 1 after reionisation
in most of our models. Long after reionisation, regions of
all densities cool to their asymptotic temperature, and the
temperature density relation is well described by a power
law T = T0(δ + 1)γ−1, with a slope approaching γ − 1 ≈ 0.6
by redshift z = 4. This is consistent with other inhomoge-
neous reionisation models and analytic calculations of the
thermal asymptote (Hui & Gnedin 1997; McQuinn & Upton
Sanderbeck 2016). High density regions do not show much
variance in their temperatures, as their reionisation tem-
peratures tend to be much closer to their early-reionisation
asymptote. As a result high density regions settle much more
quickly into the late time power-law. Furthermore, dense re-
gions tend to ionise earlier, so any scatter at the high end of
the temperature density relation will likely have disappeared
by the time of measurement.
In agreement with other inhomogeneous reionisation
models (Trac et al. 2008; Raskutti et al. 2012; Keating et al.
2018), we find that the large scatter in low density regions
shortly after reionisation is highly correlated with the red-
shift of ionisation of the region (shown in the colours in
Figure 5). The size of this scatter, and its correlation with
zr , is what causes the changes in the T − δ slope. The scatter
in temperatures can be a powerful probe of the patchiness of
reionisation, as it shows differences in reionisation redshift
between different regions of the low-density IGM, allowing us
to quantify the patchiness of reionisation, as well as estimate
how long ago reionisation occurred as the scatter diminishes
(see section 4.1). Once every region has reached its thermal
asymptote, and the TDR settles into a power law, the ther-
mal memory of reionisation has been lost, as regions that
ionised at different times approach the same temperature,
based on their density.
Trac et al. (2008); Furlanetto & Oh (2009) and Raskutti
et al. (2012) note an inversion of the temperature-density
relation, with γ − 1 ∼ −0.2, at low densities shortly after
reionisation, meaning the lowest density regions are hotter
on average than mean density regions at the end of the EoR.
This inversion is due to the lowest density regions ionising
last, hence having less time to cool, as well as ionising to
higher temperatures due to faster ionisation front speeds. In
the above model, we find this inversion towards the end of
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Figure 4. Reionisation temperature distributions in our grid Top
panel: redshift of reionisation distribution. Middle: distribution of
reionisation temperatures at the time of their reionisation. Bot-
tom: reionisation temperature distributions for voxels reionising
at specific redshifts, showing the increasing reionsation tempera-
ture as reionisation progesses. Note that these are the tempera-
tures that voxels reionise to for the subset of voxels that reionise
near a specific redshift, not the temperatures of all voxels at the
same redshift.
reionisation, lasting until z ≈ 5 as there are many hot low-
density regions that have recently ionised, and have yet to
cool towards the asymptotic power-law relation. The average
slope of the TDR is highly dependent on reionisation history
and spectral slope, as they alter the strength of the corre-
lations between density, redshift of reionisation, and tem-
perature. As a result, inversion in the TDR is not observed
in all of our models, although the slope will always be at a
minimum towards the end of the EoR.
4 CONSTRAINING THE EOR USING
TEMPERATURE
In this section we investigate how the distribution of tem-
peratures in the IGM can be used to probe reionisation. We
have run a suite of realisations of our model, with different
escape fractions and background spectral slopes (see section
2.3), controlling the timing and duration of reionisation, as
well as the temperature of reionisation and subsequent cool-
ing rates.
In order to simulate earlier and later reionisation sce-
narios, we vary the escape fraction normalisation and red-
shift scaling (equation 8) in Meraxes. A higher (lower) es-
cape fraction results in more (less) ionising photons escaping
galaxies, and therefore an earlier (later) reionisation, and a
colder (hotter) IGM at a fixed redshift, while thermal mem-
ory of reionisation still exists. Models with different escape
fractions will tend towards the same temperature at late
times, as all regions approach their thermal asymptote. The
effects of the escape fraction parameters on global redshift
of reionisation (defined as when the global neutral fraction
is 10 percent) can be seen in Figure 6. Reionisation history
also has an effect on reionisation temperatures, by changing
the speed of ionisation fronts in the IGM.
Figure 7 shows the temperature at mean density, it’s
standard deviation, and the energy injected from photoioni-
sations at z = 4.5 versus the model’s global redshift of reioni-
sation (where the mass-weighted neutral fraction falls below
0.1) for varying spectral slopes. As noted in section 3.3, both
the mean and spread of temperature are maximised shortly
after the bulk of reionisation occurs. The mean tempera-
ture will decrease towards an asymptote dependent on the
background spectrum, and the scatter will decrease towards
zero. A harder spectral slope will impart more energy to the
IGM on average per ionising photon, increasing the ratio
of the photoheating rate to the ionisation rate. As a result,
the thermal asymptote of each voxel becomes hotter. The
reionisation temperature also increases, however this can be
limited by collisional cooling if the ionisation front passes
through the IGM slowly (see section 3.2 and D’Aloisio et al.
(2019)).
Changes in temperature due to reionisation timing and
those due to background spectrum are difficult to differenti-
ate using temperature measurements alone. However, mean
temperature and scatter in temperature have different corre-
lations with the timing of reionisation and background spec-
trum, and will evolve at different rates over time. As a re-
sult, observations of mean and scatter in IGM temperature
at multiple redshifts can be used to break the degeneracy
between the timing of reionisation and the background spec-
trum, offering tighter constraints on the redshift of reionisa-
tion.
The integrated photo-ionisation energy at mean density,
u0, can be used to further tighten constraints. Unlike temper-
ature, an earlier reionisation increases the photo-ionisation
energy at mean density, u0, since residual photo-heating that
occurs after reionisation will have been occurring for longer.
Because injected energy and temperature have opposite cor-
relations with redshift of reionisation, their observations can
be used together to simultaneously constrain the background
spectral slope and the timing of reionisation (Nasir et al.
2016; Boera et al. 2019).
4.1 Mock Observations
In order to explore how temperature observations constrain
the EoR, we perform mock observations on our simulation.
We create mock observations on the model discussed in sec-
tion 3 of temperature at mean density T0, scatter of temper-
ature at mean density σ(T0), and injected photo-ionisation
energy at mean density u0 at redshifts 4.5, 5.0 and 5.5, sim-
ilar to the redshifts of the temperature measurements from
Boera et al. (2019), which are 4.2,4.6, and 5.0. T0 and u0
are derived from T and u by binning their respective dis-
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how f5 and β affect reionisation timing. α has a negligible effect
on zreion.
tributions around mean density ∆ = 0 ± 0.1 and averaging.
We use 0.125 dex as a 1σ measurement error, of similar size
to the largest uncertainties given in Boera et al. (2019). By
comparing the mock observations to our series of models,
we then estimate the timing of reionisation and background
spectral slope, to see how well the input parameters can
be recovered. We estimate the likelihood of each model as-
suming Gaussian errors, based on the true values from one
model. The likelihoods of each of our models, compared to
these mock observations from our model (with parameters
{ f5, β, α} = {0.08, 1.00, 2.00}, and zreion ≈ 6.84), are shown
in Figure 8. It is important to note that we do not create
mock Lyman alpha spectra, due to the low resolution of our
simulations. Here, “mock observations” refers to the sum-
mary statistics of the IGM thermal state, that we generate
from one of our models with some assumed error margin.
These statistics correspond to the temperature and energy
measurements attained from the analysis of Lyman alpha
spectra, for example those published in Becker et al. (2011);
Walther et al. (2018) and Boera et al. (2019).
We recover a strong peak in α, and as seen in the con-
tours of the β versus f5 panel, the highest likelihood models
are those with the same zreion as the true model. However,
we cannot recover our two escape fraction parameters in-
dependently with this sample, as our observables are more
sensitive to the timing of reionisation than the duration of
it. We will require more precise observations, across a wider
range of redshifts to begin to distinguish these scenarios us-
ing the scatter in temperature. A more extended reionisation
will have a wider distribution of temperatures, from a wider
distribution of reionisation times.
We next present the constraints from each observable
separately. The different correlations of temperature at mean
density, its scatter, and injected energy with redshift of
reionisation and background spectral slope allow us to con-
strain these reionisation parameters simultaneously. A simi-
lar result was demonstrated by Boera et al. (2019), using the
integrated thermal history to break the degeneracy between
reionisation timing and initial temperatures. Figure 9 illus-
trates this for the { f5, β, α} = {0.08, 1.00, 2.00} model, show-
ing the constraints from mock observations of mean temper-
ature, scatter and photo-heating separately on the redshift of
reionisation and background spectrum. While each observ-
able alone is degenerate between the timing of reionisation
and the background spectrum, their degeneracies differ in
magnitude and direction, allowing us to perform this analy-
sis.
We have applied this analysis to each of our models and
present the precision achievable for recovery of reionisation
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Figure 8. Likelihood plots of our suite of models, against mock
observations taken from one model, with parameters { f5, β, α} =
{0.08, 1.00, 2.00}, red lines and points show the true model pa-
rameters. contours of redshift of reionsiation are plotted in the
escape fraction normalisation vs scaling ( f5 vs β) panel, showing
our mock constraints on the timing of reionisation.
redshift and spectral slope in Figure 10. We can recover the
redshift of reionisation in our model within ∆z ≈ 1 and spec-
tral slopes within ∆α ≈ 2 to 95% confidence, using an error
margin of 0.125 dex for temperature and injected energy
observations.
4.2 Future Observations
As discussed in section 4.1, our mock observations with er-
rors corresponding to existing datasets were unable to inde-
pendently recover escape fraction normalisation and scaling.
We now examine a much more optimistic dataset from pos-
sible future observations, where temperatures at mean den-
sity, scatters, and injected energies are known within a 1σ
error of 0.05 dex at 9 evenly spaced redshifts between 4 and
6. We show the results for this case in Figure 11 for the pa-
rameter set { f5, β, α} = {0.08, 1.00, 2.00} and Figure 12 for all
models. The recovery of parameters is much more precise in
this scenario. With such an extensive dataset we can recover
the redshift of reionisation within ∆z ≈ 0.5 and background
spectral slope within ∆α ≈ 0.5also to 95% confidence3. This
example is also closer to recovering the escape fraction nor-
malisation and scaling independently. These mock measure-
ments of the scatter in temperatures disfavour reionisation
scenarios that are too extended or too sudden, however there
is still a significant degeneracy between these two recov-
ered parameters. Considering that this is a very optimistic
dataset, recovering the duration of reionisation from its ther-
mal state will likely require a more detailed analysis.
3 We note that our model grid is not sufficiently fine to resolve
details of the 2d parameter space, however the likelihood values
illustrate the improved constraints
MNRAS 000, 1–17 (2019)
12 J. Davies et al.
1 2 3 4 5
α
5
6
7
8
9
z r
ei
on
T0 Constraints
1 2 3 4 5
α
5
6
7
8
9
z r
ei
on
σ(T0) Constraints
1 2 3 4 5
α
5
6
7
8
9
z r
ei
on
u0 Constraints
Figure 9. Contours of equal likelihood of our models when compared to each observable separately at redshifts 4.5, 5 and 5.5 with 0.125
dex errors, showing the degeneracies of each thermal statistic in zreion and α. Left panel: mean temperature at mean density. Middle panel:
standard deviation of temperature at mean density. Right panel: photo-ionisation energy at mean density. Contour levels, from innermost
contour outward, are where the summed square deviation from the mock observation, weighted by variance χ2 =
∑ (model−mock)2
σ2
, is higher
than that for the maximum likelihood model by 1, 2.3 and 4. True model values are marked with red dots.
5 6 7 8 9
zin
5
6
7
8
9
10
z o
u
t
zreion Recovery
0 1 2 3 4 5
αin
0
1
2
3
4
5
α
ou
t
α Recovery
Figure 10. Parameter recovery in all of our models. The x axes show the input model parameters and the y axes show the parameter
likelihood distribution when the entire set of model runs are compared to the true thermal variables, assuming gaussian errors of 0.125 dex,
of models with those parameters. Left: redshift of reionisation, right: background spectral slope. Black errorbars show 68% probability
limits, red errorbars show 95% probability limits. The blue line zin = zout , and the maximum likelihood models (black points), are
naturally the same in parameter recovery.
5 CONSTRAINTS USING EXISTING
OBSERVATIONS
In the last section, we demonstrated how IGM thermal state
observables constrain the nature of the EoR using mock ob-
servations of our suite of models. In this section, we apply
this process to recent observations of the thermal and ionisa-
tion history of the universe, in order to constrain our model
parameters. We constrain against measurements of temper-
ature at mean density from Boera et al. (2019), and elec-
tron optical depth measurements from Planck Collaboration
et al. (2018). Temperature measurements from Becker et al.
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Figure 11. Same parameter recovery as Figure 8, based on an
optimistic 0.05 dex errors in 9 redshift bins between redshifts 4
and 6. Showing much tighter constraints on model parameters,
we are closer to recovering both escape fraction normalisation
and redshift scaling.
(2011) and Walther et al. (2018) were also consdidered, but
model likelihoods on these datasets will not be presented in
this paper. The former dataset produces similar but looser
constraints on reionisation, whereas we are unable to match
temperatures from the latter dataset due to the sudden in-
crease in temperatures at z = 5. Figure 13 shows the ob-
servations utilised, and maximum likelihood models based
on each temperature dataset. Electron Optical depth mea-
surements place constraints on the redshift of reionisation4,
while temperature measurements constrain both the timing
of reionisation and the background slope.
We restrict our attention to temperature at mean den-
sity, T0, and electron optical depth, τe. No measurements
currently exist for scatter in temperatures, so we are un-
able to use this observable for our EoR constraints, as in
our mock examples. Regarding u0, we are unable to reli-
ably relate the integrated thermal history in the optically
thin models that produce this measurement in Boera et al.
(2019), with the thermal histories in our patchy reionisa-
tion models. A patchy reionisation effectively has a much
harder spectrum within ionisation fronts, reducing the ef-
4 Electron optical depth can also be used to constrain both the
timing and duration of reionisation, though not independently
(Greig & Mesinger 2017). However, we only constrain zreion in
this work
fective spectral slope by approximately 3 due to all ionising
photons being absorbed within the front5. This creates a hot-
ter reionisation, but most importantly, permanently offsets
the injected energy by a certain amount compared to an op-
tically thin model, because u0 is a time-integrated statistic.
Since we cannot model how u0 affects the small scale Lyman
alpha power spectrum in our patchy reionisation models, we
do not include u0 in our fiducial constraints.
We have ignored temperature measurements at red-
shifts z < 4 to minimise confusion resulting from the be-
ginning of HeII reionisation. If a substantial amount of HeII
ionisation has occurred at the redshift of measurement, this
could be confused with a hotter post HI reionisation IGM
with a flatter or positive evolution. This would result in a
bias towards models where the overall cooling rate is sup-
pressed, either due to a harder ionising spectrum or earlier
reionisation, where the gas is closer to its thermal asymptote
and would show a flatter evolution.
Given the strong degeneracy between escape fraction
parameters, we instead show constraints on α and the red-
shift of reionisation, zreion. Figure 14 shows our constraints
on these parameters based on the measurements from Boera
et al. (2019) and Planck Collaboration et al. (2018). We find
a strong degeneracy between zreion and α where T0 alone is
considered. Using τe to break the degeneracy results in a late
reionisation zreion = 6.8+0.5−0.8 and a soft ionising background
α = 2.8+1.2−1.0.
In order to match temperature observations at z > 4 as
well as observations of electron optical depth, our simula-
tions favour a softer UV spectrum than assumed in other
works. This may result from tension between the observa-
tions, with temperature observations favouring an earlier
reionisation than electron optical depth measurements. This
is certainly the case when we restrict the background spec-
tral slope to ranges supported by stellar population synthesis
models, with 0.5 < α < 2.5, given by the red shaded region in
figure 14 (see Upton Sanderbeck et al. (2016) and D’Aloisio
et al. (2019) for discussions of possible background spectral
slopes) which tightens our reionisation timing constraints to
zreion = 6.9+0.4−0.5. However many models without this restric-
tion, with α < 2.5 and a slightly earlier reionisation zreion ≈ 7
are within 1σ uncertainty of our results. Since the duration
of reionisation also has an effect on temperatures via the ion-
isation front speed (see section 3.2, D’Aloisio et al. (2019)),
models with harder spectra require slower reionisation his-
tories in order to agree with both temperature and CMB
measurements (Boera et al. 2019). As a result constrain-
ing reionisation duration will result in tighter constraints on
spectral slope. We also note that spectral slopes α < 0.5 are
ruled out at 2σ, as these spectra produce temperatures that
are too high compared to observations, even when reionisa-
tion occurs relatively early.
5 Assuming the number of recombinations in the ionisation front
is small, the photoheating energy at ionisation is set by Eexcess
(equation 10, see section 3.2) regardless of front speed. In a op-
tically thin reionisation, both integrands would have a factor of
the ionisation cross-section σHI, which scales approximately as
ν−3, softening the effective UV spectrum
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Figure 12. Similar to Figure 10, based on the same optimistic mock dataset as Figure 11. Parameter recovery with these uncertainties
shows a much tighter constraint on redshift of reionisation and background spectra.
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6 CONCLUSIONS
Using an inhomogeneous reionisation model, we have probed
the full distribution of IGM temperatures, and its correla-
tions with structure growth, the ionising background and
patchy reionisation. We have begun to show how these cor-
relations can be used to characterise the EoR, placing si-
multaneous constraints on the timing of reionisation and the
background spectrum. We recover thermal behaviours from
other inhomogeneous reionisation models (Raskutti et al.
2012; Trac et al. 2008; On˜orbe et al. 2017b; Keating et al.
2018; Furlanetto & Oh 2009; On˜orbe et al. 2018), where
shortly after reionisation, there is a large scatter in the low-
density end of the temperature-density relation, and a strong
correlation between temperature and redshift of ionisation.
By redshift z = 4, the temperature correlation shifts towards
density, creating a power law temperature density relation,
leaving no memory of the redshift of reionisation in the low-
density IGM. Our main findings are as follows:
• The large initial scatter in the temperature density re-
lation is highly correlated with the redshift of reionisation
of the region, differentiating between regions near the cos-
mic filaments, which reionise early, and those in large voids,
ionising later. Temperature measurements taken while the
low-density scatter still exists contain information concern-
ing when a region reionised, and the mean and scatter of
multiple measurements can be used to constrain the reion-
isation history. However interpretations of these measure-
ments will be highly dependent on the nature of the ionising
sources, and the structure of the gas in the region.
• Performing mock observations of the mean and scat-
ter of the temperature density relation at different redshifts
illustrates the potential for constraints on the EoR. Using
uncertainties similar to those for recent temperature mea-
surements (Boera et al. 2019; Walther et al. 2018), we can
recover the redshift of reionisation from our mock observa-
tions to 1σ within ∆zreion ≈ 0.5 and background spectral
slopes within ∆α ≈ 1.
• Comparing our suite of models to electron optical depth
and temperature measurements, our modeling favours a
reionisation history that finishes around zreion = 6.8+0.5−0.8
and a UV background with a power-law spectral index of
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Figure 14. Contours of equal likelihood provided by each observable in redshift of reionisation and background spectral slope. Left
panel: mean temperature at mean density. Middle panel: Electron optical depth. Right panel: Combined constraints. Contour levels,
from innermost contour outward, are where the summed square deviation from the true value, weighted by variance χ2 =
∑ (model−obs)2
σ2
obs
, is
higher than that for the maximum likelihood model by 1, 2.3 and 4. For the right panel, these contours, from innermost outward, relate
to the projected 1-dimensional 68% and 95% confidence intervals for each parameter. In the right panel, the red-shaded region shows the
approximate range of background spectral slopes α found by D’Aloisio et al. (2019) using various stellar population synthesis models.
Horizontal dotted lines show the 1σ range of zreion within this range of α, and the red dot shows the maximum likelihood model.
α = 2.8+1.2−1.0 (1σ uncertainties) between 912 A˚ and 228 A˚.
If we restrict our models to those with spectral slopes con-
sistent with population II stellar sysnthesis models (0.5 <
α < 2.5), the redshift of reionisation is restricted further to
zreion = 6.9+0.4−0.5.
Knowledge of the distribution and history of tempera-
tures within the IGM in addition to temperature at mean
density will greatly improve our understanding of the EoR.
while the timing of reionisation is probed by mean temper-
ature, as discussed in section 4.1, an estimate of the scatter
in temperatures between different lines of sight from mul-
tiple quasar spectra, or by the large scale features of the
Lyman alpha forest (On˜orbe et al. 2018; Wu et al. 2019),
would begin to offer information about the duration and
patchiness of reionisation. This is because the distribution
of temperatures shortly after reionisation is closely related
to the distribution of reionisation redshifts within a volume
(see Figure 5). This is especially true for low density gas,
where the distribution of temperatures is widest.
One way to further probe the temperature density rela-
tion could involve the cross-correlation of temperature mea-
surements with the galaxy field. In this manner, informa-
tion could be gained on the correlation of temperatures with
density at various scales throughout reionisation. From the
temperature-density plots in this work, we would expect to
see the correlation on small scales flattening, or even invert-
ing, shortly after reionisation.
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APPENDIX A: NUMERICAL CONVERGENCE
This section explores the effects of numerical factors in our
model. The grid resolution of Meraxes will be investigated,
as well as the parameters used in our DE solver, namely the
convergence threshold that we use to determine the timestep
throughout the model.
For computational reasons, all of model runs were per-
formed using 1283 grids in Meraxes. However to ensure
inhomogeneities below this scale do not greatly affect our
results, we examine results from one run on a 2563 grid.
As shown in Figure A1, while the overall clumping factor
has increased, the temperatures and photo-heating energy
at mean density are largely unaffected. This is due to the
fact that we follow the gas at the mean density of each voxel,
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Figure A1. Comparison of runs on 1283 and 2563 grids. Top left:
Temperature at mean density. Top right: photo-ionisation energy
at mean density. Bottom left: density distributions. Bottom right:
clumping factors above the grid scale 〈δ
2〉
〈δ〉2 , distributions of den-
sity and clumping will change, but the thermal state of gas at a
particular density will be unchanged
rather than the voxel as a whole. This will produce a very
similar temperature-density relation regardless of grid res-
olution; The distribution of densities will change, but the
temperature at any particular density will remain the same.
We have altered the convergence conditions in our dif-
ferential equation solver to test for convergence. We change
the conversion threshold between | X˜e,k+1 − X˜e,k | < 10−8 and
10−4. The results of these changes for an individual voxel
that ionised at z = 10 are presented in Figure A2. The weak-
est threshold gives a maximum difference in temperatures of
≈ 2%, and our fiducial threshold of 10−6 is negligibly differ-
ent from the strictest thresholds. We are therefore confident
that our choice of differential equation solver parameters
does not affect our results.
APPENDIX B: VARIATION WITH IONISING
FLUX AMPLITUDE
Previous simulations have found little dependence of the
long term thermal state on the amplitude of the ionising
background, as long as it is strong enough to maintain an
ionised IGM (Hui & Gnedin 1997; Furlanetto & Oh 2009).
This result is verified in our model, as we can see no change
in the long term thermal state when we artificially increase
or decrease the amplitude of the ionising background post-
reionisation, keeping our other parameters constant. The
ionisation rate in a voxel is directly proportional to the am-
plitude, however the number of ionisations that actually oc-
cur is limited by the recombination rate, which is negligibly
changed for all highly ionised states. As a result the long
term cooling is largely unaffected at most densities. Figure
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Figure A2. Temperatures for single voxel runs with changes in
DE solver threshold, where the fiducial threshold for accepting
the next timestep is is |X˜e,k+1 − X˜e,k | < 10−8 to 10−4. Tightening
this threshold will only affect results by a fraction of a percent.
B1 shows the mean temperature at mean density, a third of
mean density, and three times mean density, for the three
amplitudes tested.
It is important to note that the ionising flux amplitude
has little effect on temperature only when there is enough
ionising flux to maintain the ionised state in a region. If the
amount of ionising flux is low enough such that it is com-
parable to or lower than the recombination rate, there will
be a significant drop in temperature as the gas recombines.
Furthermore, the long term temperatures will decrease, due
to the ionisation rate falling below the recombination rate
for a fully ionised state; this causes the ionisation equilib-
rium state to shift to a more neutral state, lowering the rate
of ionisations and recombinations, and therefore the photo-
heating rate near equilibrium, as the cooling rate is now
limited by ionisations, rather than recombinations.
In our simulation, there is enough ionising flux with the
fiducial values from Meraxes to maintain a highly ionised
state in the vast majority of the simulated volume, so a
significant drop in temperature is observed only for highly
dense regions. Voxels at mean density will only show a 5%
decrease in temperatures when the ionising flux is decreased
by a factor of 10. Differences in temperature will also dimin-
ish over time, as the gas cools to its thermal asymptote.
Regions near early galaxies that have their star forma-
tion suppressed or move between voxels can also show this
behaviour, however in this case the temperature drop is also
usually very short-lived, as nearby HII bubbles expand to
re-heat the voxel, washing out any memory of previous ion-
isation events.
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Figure B1. Temperature at mean density versus redshift for each
ionising flux amplitude tested. Blue lines show results for voxels
at mean density, red lines show overdense voxels δ + 1 = 3, green
lines show underdense voxels δ + 1 = 0.3. Dotted lines from top to
bottom show models where the ionising flux amplitude has been
altered by a factor of 10,2,0.5 and 0.1 respectively. Top panel:
Temperature at mean density. Bottom panel: percentage differ-
ence from the base model.
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