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ABSTRACT 
This document presents a first report from the Atmospheric Effects of Stratosphefic 
Aircraft (AESA) component of NASA's High-Speed Research Program (HSFW). Stu&es have 
indicated that, with sufficient technology development, future high-speed civil transport abcrafi 
could be economically competitive with long-haul subsonic aircraft. However, uncerbainty 
about atmospheric pollution, along with community noise and sonic boom, continues to be a 
major concern; and this is addressed in the planned 6-year HSRP begun in 1990. Building on 
NASA's research in atmospheric science and emissions reduction, the AESA studies are guided 
by a panel of international scientists, with particular emphasis on stratospheric ozone effects. 
Because it will not be possible to directly measure the impact of an HSCT aircraft :fleet on the 
atmosphere, the only means of assessment will be prediction. The process of establishing 
credibility for the predicted effects will likely be complex and involve continued m'odel devel- 
opment and testing against climatological patterns. In particular, laboratory simulation s f  het- 
erogeneous chemistry and other effects, and direct measurements of well-understood tracers in 
the troposphere and stratosphere, will continue to be used to improve the current models. 
INTRODUCTION 
The desire for faster civil aircraft has long been recognized. A supersonic fleet and the 
impact of its exhaust products in the upper atmosphere were the subject of intense study during 
the early 1970s (e.g., Climatic Impact Assessment Program in the U.S.) (1-6). Emissions from 
aircraft perturb the chemical and physical environment in which they are emitted: exhaust prod- 
ucts such as odd-nitrogen compounds (e.g., NOx = NO + NO2) and water vapor acc:umulate in 
the atmosphere and can lead to photochemical depletion of the stratospheric ozone layer. 
Scientific assessment of the environmental effects of the proposed fleet ended rapidly with the 
recognition that a large fleet of supersonic transports (SSTs) was not economically pracdcal. 
The Anglo-French Concorde was placed in commercial service about 15 years ago, bsut it serves 
only first-class passengers with a very small fleet of 13 SSTs, and is not considered econorni- 
cally competitive with existing subsonic aircraft. 
Recent NASA-sponsored studies (7-9) show that, with sufficient technology develop- 
ment, future high-speed civil transport (HSCT) aircraft could be economically competiGve with 
long-haul subsonic aircraft. Table 1 compares Concorde and projected HSCT characterastics. 
Given the expected range of HSCTs, they could serve an important role in the rapidly gowing 
international travel market for flights of 9000 km or more. 
Table 1. Current Outlook: Concorde versus HSCT 
Coneorde (SST) Projected HSCT 
6,600 Range (km) 9,300- 12,000 
100 Payload (passengers) 250-300 
1 80,000 Takeoff weight (kg) 340,000 
Exempt Community noise standard Far 36, Stage 3 
Premium Fare levels Standard 
Global atmospheric pollution, community noise, and sonic boom still persist as major 
environrnental roadblwks to HSCTs; and these three concerns are the focus of NASA's HSRP 
(10). The WSRP began funding research in 1990 and plans to continue funding through 1995. 
The general course of the 6-year program is first to understand basic phenomena (e.g., strato- 
spheriG ozone, combustor emissions, sonic boom propagation, etc.), to prepare computer mod- 
els CIH other engineering design tools, and finally to verify these tools with experiments. The 
atmosphere presents a special case, since the possible global effects cannot be empirically tested 
without building and flying a large WSCT fleet. Furthermore, the atmosphere is inherently 
neither conprollable nor deterministic on a long-term meteorological scale, and thus our predic- 
tive malels, the keystone of an assessment, cannot be easily validated as in "laboratory con- 
rsofid" experiments. 
AESA is the component of HSRP responsible for assessing the effects of WSCTs on 
stratospheric ozone, atmospheric chemistry, and climate. It builds on the strong research com- 
munity developed and currently supported by NASA's Upper Atmosphere Programs. AESA 
stu&es a= directed at improving our basic understanding of the circulation and chemistry of the 
srsatosphene and upper troposphere. The structure and history of HSRPIAESA are outlined in 
this chal~ter. The Program has asked several scientists to put together papers that either sum- 
marize our current knowledge of key elements in atmospheric science or lay the foundation for 
succeediing assessments. These monographs have been reviewed by the atmospheric science 
and engineering community and form the basis of this first HSRPIAESA Program Report. 
AESA OVERVIEW 
The HSRPIAESA Program was founded in 1988 by an agreement between the NASA 
Office o:F Aeronautics and Space Technology and the Office of Space Science and Applications. 
The primary goal of the AESA studies is to prepare the scientific basis for a critically reviewed 
assessment of the impact of a fleet of HSCTs on the atmosphere, particularly on perturbations to 
stratospheric ozone. It was recognized that such an assessment must be built on open scientific 
 search,, including communications with the international science community. 
The WSRPIAESA studies were initiated with the guidance of an advisory panel consist- 
ing of prominent members from the international atmospheric sciences community; it also 
includes members from a public interest group, regulatory agencies, and the aircraft industry. 
The cument membership is given in Table 2. The AESA Advisory Panel helps review research 
prcpposalls, analyzes the current status of atmospheric science (with respect to AESA Program 
needs), and develops the overall strategy for AESA studies. It does not advocate specific 
recommlendations for research; this task is the responsibility of the NASA Program managers. 
The f i s t  panel meeting was convened in December 1988 and defined the scientific issues critical 
to the assessment of an HSCT fleet. This workshop led to the draft of a call for research in 
suppor~ of WSFWIAESA studies. The advisory panel continues to review the Program and 
overall strategy for the HSCT assessment. 
CONNECTION WITH OZONE ASSESSMENTS 
In 1975 Congress directed NASA to "develop and carry out a comprehensive program of 
research, technology, and monitoring of the phenomena of the upper atmosphere so as to provide 
for an uinderstanding of and to maintain the chemical and physical integrity of the Earth's upper 
atmosphere." Since then, the Upper Atmosphere Research Program (UAFW) has directed this 
research, focusing on the effects of increasing stratospheric chlorine caused by the manufacture of 
chlorofliuorocarbons (CFCs). The UARP has reported biennially to Congress (11) and has led 
Table 2. Atmospheric Effects of Stratospheric Aircraft: Advisory Panel 
(a) Scientific Panel Members 
Dr. R. A. Cox 
Prof. Frederick L. Dryer 
Prof. Dieter H. Ehhalt 
Prof. James R. Holton 
Prof. Harold S. Johnston 
Dr. Nicole Louisnard 
Dr. Jerry D. Mahlrnan 
Prof. Taroh Matsuno 
Prof. Mario J. Molina 
Dr. Michael Oppenheimer 
Prof. R. Alan Plumb 
Dr. A. R. Ravishankara 
Dr. Arthur L. Schmeltekopf 
Dr. Adrian F. Tuck 
Dr. Steven C. Wofsy 
Dr. Donald J. Wuebbles 
Natural Environment Research Council, United Kingdom 
Princeton University 
Institute for Atmospheric Chemistry, Gemany 
University of Washington 
University of California, Berkeley 
ONERA, France 
NOAA / Geophysical Fluid Dynamics Lab 
University of Tokyo / Geophysical Institute, Japan 
Massachusetts Institute of Technology 
Environmental Defense Fund 
Massachusetts Institute of Technology 
NOAA / Environmental Research Lab 
NOAA / Aeronomy Lab, Retired 
NOAA / Aeronomy Lab 
Harvard University 
Lawrence Livermore National Lab 
Dr. Michael J. Prather NASA Goddard Institute for Space Studies, co-chair 
Dr. Robert T. Watson NASA Headquarters, co-chair 
Mr. Howard L. Wesoky NASA Headquarters, executive secretary 
(b) Ex Officio Members 
Mr. Robert E. Anderson 
Ms. Estelle P. Condon 
Dr. William L. Grose 
Mr. John S. Hoffman 
Mr. Nicholas P. Krull 
Dr. Michael J. Kurylo 
Dr. Jarvis Moyers 
Mr. Richard Niedzwiecki 
NASA Headquarters 
NASA Ames Research Center 
NASA Langley Research Center 
Environmental Protection Agency 
Federal Aviation Administration 
NASA Headquarters 
National Science Foundation 
NASA Lewis Research Center 
(c) Official Observers 
Mr. Willard J. Dodds General Electric 
Mr. Edwin J. Graber NASA Lewis Research Center 
Mr. Michael Henderson Boeing 
Mr. Richard Hines Pratt and Whitney 
Mr. Richard L. Kurkowski NASA Ames Research Center 
Mr. Alan K. Mortlock McDonnell Douglas 
Mr, Allen H. Whitehead NASA Langley Research Center 
sevesd international scientific assessments of the potential effects of human activities on the 
atmosphere, particularly on stratospheric ozone, documenting the appearance of the Antarctic 
ozonie hole and its subsequent attribution to the use of synthetic chemicals, particularly CFCs. 
Many governments around the world, including that of the United States, have recog- 
wizetl that the ozone layer must be protected to safeguard human health, as well as aquatic and 
temslrial ecosystems, from damage caused by enhanced levels of ultraviolet radiation. In par- 
ticular, it was recognized that the use of chemicals containing chlorine (in the form of CFCs) 
and lbromine (in the form of halons) constitutes a potential threat to the stability of the ozone 
layer. More thm 20 nations, including the United States, signed the Vienna Convention for the 
htection of the Ozone Layer in Vienna, Austria, in March 1985 and the Montreal Protocol on 
Substances that Deplete the Ozone Layer, in Montreal, Canada, in September 1987. The United 
States and more than 45 other nations have subsequently ratified both the Vienna Convention 
md the Montreal Protocol. 
The Vienna Convention and the Montreal Protocol recommend that all regulatory deci- 
sions be based on a scientific understanding of the issues. The international scientific assess- 
ment. in 1989 (12) provided a basis for decisions at the 1990 London review of the protocol. A 
new United Nations Environmental Program/VVorld Meteorological Organization 
(UNIE 0)-directed scientific assessment is in preparation for the 1992 meeting of the 
Mon,mal Protocol parties; in addition to a discussion of CFCs, it includes a brief review of the 
impact of rockets and stratospheric aircraft on the ozone layer. 
PRELIMINARY REVIEW OF WSCTs 
Nlore than 15 years have elapsed since the last formal assessments of the environmental 
impact of stratospheric, supersonic aircraft. The UARP asked Prof. Harold Johnston 
(Jni-c~ersity of California, Berkeley) to review the current understanding of aircraft emissions 
and their impact on the stratosphere. Prof. Johnston was one of the first scientists to point out 
the environmental danger that SSTs pose to the ozone layer (13), was a key figure in the 
Cliim,atic Impact Assessment Program (CIAP), and continues to play an active role in assessing 
the effects of kcraft on the stratosphere (14). The UARP also requested a group of experts 
(including Prof. Johnston) under the chair of Dr. Anne Douglass (Goddard Space Flight 
Center) to expand the Johnston review into the group's consensus. The Johnston review (15) 
and the Douglass report: (16) were published in January 1991. 
AES.A RESEARCH 
NASA Research Announcement NRA-89-OSSA-16 "The Atmospheric Effects of 
Saatospheric Aircraft: Modeling and Measurement in Support of the High-Speed Research 
h o q m "  was released in July 1989, and solicited proposals directed toward understanding and 
pre&cting the atmospheric effects of a projected fleet of stratospheric aircraft. Specific topics 
Iraclucied: 
R.  Global stratosphere/ozone models (two-dimensional) 
2. Ahcraft emission scenarios 
3. aaree-dimensional chemical transport models 
4. Plume chemistry and dispersion 
5. Chemistry: fundamentals of gas-phase and aerosol reactions 
4. Tropospheric chemistry models 
7. Clhate irnpact 
8. A tmospheric observations and field campaigns 
The second NASA Research Announcement (NRA-90-OSSA-20, August 1990) was 
similar to the first and extended the call for proposals: deadlines were November 19918 and May 
1991. These NASA Research Announcements have solicited the participation of the interna- 
tional scientific community. 
More than 45 proposals were received in response to the first NIPA, and 23; scientific 
proposals were initially accepted as part of the AESA Program. Funding of atmosphefic 
research began in early 1990. In response to the second NRA, over 35 proposals were receivd 
by the first deadline and a similar number by the final deadline. The principal investigators sup- 
ported by HSRPIAESA are listed in Table 3, grouped by topic of research. Note that the H S W  
atmospheric assessment consists of a hierarchy of theoretical models, laboratory ex-pefiments, 
and field measurements. Foreign investigators are welcome in the program and undergo the 
same peer review process that is applied to U.S. investigators. They cannot be directly sup- 
ported by NASA funds; they are supported by their governments on a cooperative basis. It is 
the work of these principal investigators, currently participating in AESA studies, tha.t serves as 
the primary basis for the present report. 
A primary objective of the AESA studies is significant progress in improving and verify- 
ing the theoretical models of the atmosphere and, hence, a reduction in the uncertainties of 
current assessments. The models will be used on a regular basis to compare the relative impact 
of a set of projected emission scenarios, which will be defined through interaction of the AESA 
studies with other elements (e.g., market studies, combustor technology, etc.) of the H S W .  
Based on the model predictions resulting from this program, it may be possible to or~timize the 
emissions and operations of future aircraft fleets in order to minimize, and possibly avoid, 
detrimental impacts on the atmosphere. However, it should be noted that the goal of the HSW 
is not to determine what levels of aircraft emissions and ozone loss are environmentalliy accept- 
able, but rather, more simply, to determine what atmospheric effects can be expected for given 
levels of engine technology and aircraft fleet operations. 
FIRST PROGRAM REPORT 
The chapter titles for this document indicate the scope of AESA studies. Much of this 
work has been reported previously at the Lower Stratospheric Measurement Issues Workshop 
conducted at the NASA Ames Research Center, Moffett Field, CA, in October 19910 or at the 
First HSRPIAESA Annual Meeting, Virginia Beach, VA, January 1991. A sound ba~sis for the 
assessment activity was prepared in these early studies, and this document should serve as a 
foundation for future assessments. Future reports of AESA studies will be made regallaly, and 
they will be coordinated with open scientific meetings sponsored by the HSW. 
Chapters 2, 3A and 3B provide parallel discussions of the range of chemical species 
emitted by aircraft and of what we know about the natural cycles of those species in the seato- 
sphere today. Chapter 4 lays the basis for future scenarios for air travel and how 'that travel 
demand might be met by a mix of subsonic and supersonic fleets. The development atf realisfic, 
three-dimensional, time-varying scenarios for HSCT flights is critical to the overall a:;sessment, 
which must also consider increases in the subsonic fleet and global changes in atmssphellc 
composition and climate. Chapter 5 presents a preliminary assessment of the impact of an 
HSCT fleet on stratospheric ozone. These results must be considered principally as a sensitivity 
study, since they did not include a complete set of emissions (see chapter 2) and, filhther, the 
participating two-dimensional global ozone models have some known deficiencies. 711e results 
of a workshop on stratospheric measurements in support of HSRPIAESA (NASA Ames, 
October 1990) are presented in chapter 6. Chapter 7 contains brief, individual reports from the 
principal investigators supported by HSWIAESA. 
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ABSTRACT 
Estimates are given for the emissions from a proposed high-speed civil Banspofl 
(I-ISCT). This advanced-technology supersonic aircraft would fly in the lower stratos:phere at a 
speed of roughly Mach 1.6 to Mach 3.2 (470 to 950 m/sec or 920 to 1,850 knots). Because it 
would fly in the stratosphere at an altitude in the range of 15 to 23 km commensurate with its 
design speed, its exhaust effluents could perturb the chemical balance in the upper atmosphere. 
The first step in determining the nature and magnitude of any chemical changes in the atmo- 
sphere resulting from these proposed aircraft is to identify and quantify the chemically i m p o m t  
species they emit. 
This chapter summarizes relevant earlier work, dating back to the Climatiic Impact 
Assessment Program (CIAP) studies of the early 1970s and current propulsion research efforts 
at NASA and at its High-Speed Research Program (HSRP) contractors' laboratories;. Recent 
work funded by HSRP is providing estimates of the chemical composition of an I1ISGT"s 
exhaust, and these emission indices (EIs) are presented. Other aircraft emissions that are not 
due to combustion processes are also summarized; these emissions are found to be much 
smaller than the exhaust emissions. Future advances in propulsion technology, in experimental 
measurement techniques, and in understanding of upper-atmospheric chemistry may affect these 
estimates of the mounts of trace exhaust species or their relative importance, and r e ~ s i o n s  will 
probably be necessary in the future. 
INTRODUCTION AND BACKGROUND 
The upper atmosphere has been perturbed by anthropogenic chemicals. Most ~~oraible of 
these are the chlorofluorocarbons (CFCs), which are implicated in the depletion of stratosphe~c 
ozone and the creation of the Antarctic ozone hole. Because of the variety of technical advan- 
tages they offered, these chemically inert species were developed for industrial processes and 
consumer products before it was realized that they were photo-chemically reactive in the upper 
atmosphere. A full understanding of the detailed chemical balance and how it is al'fected by 
perturbations caused by pollutants is still being developed. Because of this awareness of the 
anthropogenic effects on the stratosphere, the exhaust emissions from the proposed HXSCTs we 
being analyzed. 
The exhaust species under most extensive scrutiny at present are the oxides of' nir~ogen, 
NO and NO2, collectively denoted as NO,. The potential for catalytic destruction of ozone by 
exhaust NOx in the stratosphere was recognized (1) in the early 1970s, when the U.S. super- 
sonic transport (SST) was being studied. The Climatic Impact Assessment Prograrn (CHAP) 
was undertaken to consolidate and extend existing knowledge of the chemistry, physics, and 
technology of supersonic flight in the stratosphere and the effects of the consequential exhaust 
emissions. The results and conclusions of that program are summarized in its proceedings (2-5) 
and monographs (6-1 1). The state of knowledge and technology on aircraft emissi~ons, as of 
1975, is presented in the CIAP Monograph 2 (7), "Propulsion Effluents in the S~atosl~here." 
Aircraft propulsion technology has advanced in the intervening years such that the rea- 
sons the U.S. SST was not considered viable can now be addressed with technical improve- 
ments (12-14). The evolution of such technically improved engines has actually rriade NO, 
reduction more difficult, as the combustor pressure and temperatures have risen to improve 
propulsion efficiency. Yet, reduction of NOx levels below that achieved with SST-er;s technol- 
ogy appears to be necessary to avoid major stratospheric ozone depletion. To achieve this, 
combustors must be improved, requiring the results from current research aimed at con~oll ing 
local temperatures and equivalence ratios throughout the combustion process. A pivotal ques- 
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tion concerns the quantitative effects on the atmosphere of the reduced levels of exhaust trace 
species emitted from the advanced-technology propulsion systems that would power the pro- 
posed HSCT. 
The understanding of stratosphefic chemistry and transport has also made enormous 
s ~ d e s .  The role of heterogeneous chemistry, in particular, was not apparent when commercial 
seatosphefic flight was last considered. An awareness of chemistry on the surface of con- 
densed kvater anuor condensed aqueous solutions has grown out of the need to understand the 
Antacti~c ozone hole. Now, this heterogeneous chemistry must be accounted for in the global 
swatospheric chemical balance; it also must be assessed for a possible role in the wake of strato- 
spheric ~LiTGraft. In the aircraft wake, the locally high (relative to ambient concentrations) trace- 
species conceneations may encounter condensed water in the condensation (contrails) in the 
exhaust behind the airaaft. 
P ia t iond  data concerning condensation nuclei (CN) emitted by the aircraft are required 
for understandkg the possible role of heterogeneous chemistry, both globally and in the wake. 
These CN are essential for the formation of contrails, and their number density affects the con- 
trail pmricle sizes and number densities. The chemical nature of the CN surfaces conmls their 
ability to condense water: typically, newly formed soot has a small fraction of its number den- 
sity as active CN. The CN, in the forrn of ambient condensed sulfate particles, exhaust car- 
bonaceous soot particles, and possibly other exhaust particulates are critical for initiating the 
condensation process that can occur, under some conditions, in the proposed stratospheric flight 
paths. kfeasurements of CN number densities and knowledge of their condensation properties 
are necessav to predict droplet lifetimes and settling distances and, thus, their role in wake 
chemissry and transport and in global stratospheric aerosol loading. 
CDnce a condensed surface is present, additional chemical species must be accounted for, 
and additional chemical reactions occurring on the condensed phase/vapor interface must be 
introduced in the overall chemical balance. HN03 and N205, formed by further reactions of 
NO,, have been shown to figure prominently in the heterogeneous chemistry occurring in the 
polar se;ltosphe~c louds that drive the Antarctic ozone hole. These species could also react 
with aerjosols in the contrail, if and when concentrations of species and particles are high 
enough for sufficiently long durations. 
The list of chemically relevant exhaust species now goes beyond the major combustion 
products of C02  and H20 and the trace species NO,. A fuller set of "odd-nitrogen" com- 
pounds, termed NOy, including NOx, NO3, N2O5, HNO3, and (although not an exhaust 
species) C10N02, must be considered as aerosol-active species, in addition to SO2 and soot 
pmicles. The total unburned hydrocarbons (THC) and CO in the exhaust represent combustion 
inefficiencies and play a role in important stratospheric HO, (OH, H02) chemistry. 
The techniques used to measure these species will be discussed in the next section, 
followed by a brief summary of how engine emissions are being projected for the next genera- 
tion of low NO,, sustained supersonic propulsion systems. The projected estimates will be dis- 
cussed in a following section and compared with past measurements on related, predecessor 
engines. Finally, a set of estimates for emissions from the aircraft that are not a result of the 
propunsion system will be reviewed. 
MEASLIREMENT APPROACHES 
Quantitative measurements of exhaust emissions are carried out only in ground-based 
facilities, In fact, emissions have rarely been measured during aircraft flight, and then, only 
qualitati~~e results were obtained (15-17). Ground-based measurements of entire engines must 
be perfomed in a test facility that can reproduce ambient conditions, including pressure md 
temperature, if quantities appropriate to high-altitude flight are to be measured. Such tests are 
exceedingly expensive (18) and require considerabie preparation and support, so there is s@ong 
motivation to perform simpler measurements on components of the engine separatelgr in s m d e r  
laboratory-based facilities. 
Primazlly, these simpler measurements consist of reproducing the flow conc%tions in a 
trial combustor, or a simplified version of one, and making measurements at its exit. The flow 
into and out of the combustor can be calculated reliably for a chosen engine cycle. The morg 
benign conditions encountered during laboratory component testing increase the a.ccuracy of 
individual measurements. 
Most gaseous species are measured using continuous-sampling probes that take a small 
volume of the exhaust-gas flow from the component to the measurement instrument, con~sollling 
the temperature and flow velocity, and thus the delay until time of measurement. The species 
cunentfy being measured routinel) include COz, ~2b, CO, NO, N@, SO2, and the: THC (19- 
20), both as an undifferentiated sum of total C and as individual hydrocarbon specjies in more 
detailed batch sampling studies (21-23). Batch samples are analyzed using gas chrornatogaphy 
andor mass spectroscopy to quantify the various hydrocarbon species present, as 'well as H;?, 
0 2 ,  N2, CO, and C02. Particulates, in the form of carbonaceous soot, have been a coneem for 
decades; originally, attempts were directed toward reducing the visible smoke emitted with the 
exhaust. These particulate emissions have typically been reported as an SAE "smoke number'" 
(SN) (20) that can be related to total particulate mass fairly reliably (24) but, when particle size 
distributions, number densities, and CN activity are needed, this approach to meas,uremena is 
not adequate. More detailed sizing measurements have been performed (25), but are not mu- 
tine. 
Chemiluminescence detectors have been used to measure NO as well as NO,. For NOx 
measurements, the NO2 fraction of the NOx is first converted to NO, and the chernilumines- 
cence generated when the net NO reacts with ozone is quantified (19). NO2 is detemuned as the 
difference between an NO measurement and the corresponding NOx measurement. NO, mea- 
surements have conventionally been reported as the total mass of NO2, plus the mass equlvdent 
of NO oxidized to NO2. Thus, NOx is conventionally reported as the NO2 gram equivalent of 
the total measured species (19,26), independent of the oxidation state (even though it is, typi- 
cally, mostly NO near the exit of gas turbine engines). This convention, unfortunately, has not 
always been stated explicitly, generating some confusion in interpreting these numbers in the 
broader community. In this chapter, NO, NO2, and NOx emissions will all be repofled as gram 
equivalents of NO2. Generally, other NOy species (e.g., HN03) have not been measured to 
determine whether significant levels are present. 
While chemiluminescent NOx measurements have been, and continue to be, the s&n&d 
NOx measurement technique, ultraviolet absorption measurements of NO were made as p m  of 
the CIAP program (27). A big discrepancy was observed between NO measured usi,ng absslrg- 
tion and NOx quantified by collecting exhaust with a relatively crude probe and analy,zing it with 
a chemiluminescent insmment; the UV absorption was as much as 4 to 5 times grea'ter than the 
chemiluminescent NOx measurement (28). This discrepancy was biggest in high-temperature 
and high-velocity flows such as those that would be encountered in the supersonic exhaust from 
any HSCT engine. Improvements in probe design and line-of-sight measurement methds  may 
allow these differences to be resolved, but apparently there is no quotable reference: study that 
addresses the discrepancies between optical and sampling measurements. Given the need for 
accurate and reliable emissions estimates for modeling the stratospheric impact of these vehicles, 
these differences must be understood and an optimal measurement strategy adopted. 
Flame ionization has been used to quantify the THC, while nondispersive infixed tech- 
niques ax! used to measure CO, C02, and water vapor (19). The amount of SO2 emitted is 
direcely related to the sulfur content of the fuel and, thus, is not controlled by combustor design. 
When SO2 is measured, a nondispersive ultraviolet technique is employed. The SAE SN is 
measmil for particulates emissions by collecting particles as a known volume exhaust sample is 
drawn k o u g h  a filter and quantifying the change in the filter's reflectance (20). 
Radical species, particularly OH, may be chemically active in the exhaust leaving the 
engine nozzle. Although it is not one of the standard exhaust species usually reported, 
superequilibrium OH concentrations were measured in the exhaust of a turbojet for supersonic 
flight col~ditions during CIAP (27). The observed superequilibrium ratio was large (>lo) in 
non-afterburning operation, but approached unity for afterburning cases. Thus, OH concentra- 
tions andl chemical effects are expected to depend on engine configuration and cycles (duct- 
burning versus turbofadturbojet). If an important role in exhaust chemical processing of NOy 
and CN is established, some reliable measurement of OH would be necessary. 
The measurement of a species in the exhaust flow determines its local concentration or 
mass fraction, but with the variety of combustor designs, engine cycles, and bypass ratios 
currently under consideration for these engines, different amounts of air end up in the exhaust 
for a given fuel flow rate. It has been convenient to normalize the emission rate, on a mass 
basis, of a given species by the mass flow rate of fuel. Thus, an emission index (EI X) is 
defined as 
(g/s species X) Eqy)X = (kg/s fuel) 
Emissions expressed as volume fractions require conversion using species molecular masses 
(19) to arrive at an EI. For nearly complete combustion, calculation of an EI effectively normal- 
izes by the rate of enthalpy addition to the air, as it passes through the engine. 
The preceding subscript (Y) is not a standard notation, but it will be used in this chapter 
to indicate that the EI of species X is being reported as the mass equivalent of species Y. This 
notation resolves any possible ambiguities associated with reporting NOx EIs and allows the 
r e p o ~ i n g  convention, in terms of NO2, to be explicit. THC is also a mixture of compounds, 
and its EIs are reported in terms of CH2, CH, (where a is the fuel atomic hydrogedcarbon 
ratio) (19), or C&; the latter will be used here. A missing preceding subscript for a pure 
species will be taken to mean that its emission index is expressed in terms of its own mass, i.e., 
Y is idenitical to X. Clearly, EIs can only be meaningfully summed if the subscripts match. 
It is worth emphasizing that the normalization used in defining the EI does not account 
for propu~lsion efficiency and so does not represent the best overall reduction of net emissions 
from an engine. For instance, if a particular scheme reduced EI(NO~)NO~ by 10% but required a 
15% greaiter overall fuel flow rate to achieve the same thrust, there would be a penalty resulting 
from poorer fuel consumption as well as the increase in emissions. The Environmental 
Roteetion Agency parameter for landing-takeoff cycle conditions (29) represents a means of 
including the propulsion performance in the emissions estimation method. A similar approach 
could be used to compare engines in supersonic cruise operation for assessment of an HSCT's 
impact on the stratosphere. 
Fnrther, the total performance of the aircraft is not being considered; the most likely 
relationship is that a heavier aircraft results from emission reduction procedures (12-14). An 
increase in aircraft weight translates into more fuel burnedBnd, thus, an increase in net emis- 
sions for a given EI. Therefore, the net emissions from an HSCT will depend on the total air- 
craft design, not simply on an EI. On the other hand, combustor emissions performamce will be 
optimized by lowering the important EIs and, since improved combustor design will lower NOx 
emissions for any given propulsion system or airframe configuration, lowering EIs is a key 
factor in improving the overall emissions performance of an aircraft. 
NOx ESTIMATION METHODS 
Extensive NOx emissions measurements have been performed over the years on many 
engines and engine components. Development work is proceeding toward a "low NO," HSCT 
combustor, but a complete prototype engine is still a long way from the test cells. Estimates for 
the expected emission performance of a given design are calculated by using semi-emp~cal cor- 
relations that have been developed and refined in the past emission measurement programs. 
These correlations account for the experimentally observed pressure and temperature depen- 
dences of the net NOx emission for a given combustor. Insofar as changes in combustor design 
do not alter the overall chemical kinetics, the correlations can be used to guide the combustor 
development efforts. 
The essentially square-root dependence of EIwo2)NO, on combustor pressure and the 
exponential dependence on combustor inlet temperature were used in correlations for CIAIS 
work, and current correlations have evolved from them. Over the range of combu:;tor designs 
measured to date, these dependencies have been demonstrated to fit the observed data well, with 
a single multiplicative coefficient reflecting a given combustor's overall emission pedomance. 
For example, GE Aircraft Engines (GEAE) uses a correlation: 
0.4 
T3 Ho '1 '2' 
E1(No2)Nox = 0'0986 1 atm 
ezp(194 .4  K - 53.2g H,O/kg dry air,) 
for their "dual annular" low NOx combustor for the NASA Experimental Clean Combustor 
Program (ECCP) (30). In the correlation, p3 is the combustor inlet pressure, and T3 is the 
combustor inlet temperature. The effect of ambient humidity Ho is to reduce NOx production, 
but at the low humidity levels encountered in the stratosphere, this correction will be: negligible. 
G E M S  previous combustors used in the CF6 series engines are also approximated by this cor- 
relation, with the multiplicative constant (0.0986) increased by 25% and a constant value of 2.2 
added to the entire expression for the CF6-80C, and a 35% increase and 1.7 added for the CF6- 
50C. 
The coefficient of GEAE's correlation is affected by the specific combustor design, 
including the residence time that a parcel of reacting fluid remains within the combustor. This 
particular effect is included parametrically in the correlations of Pratt and Whitney and NASA by 
referencing a representative combustor velocity. These two correlations are the s'me, except 
that NASA's does not correct for water vapor effects; both include a reciprocal reference veloc- 
ity, Vref, dependence appropriate to the combustor flow and a dependence on T4, the: combustor 
exit temperature, reflecting the temperature rise resulting from combustion heat release. 
~8.~T4 T3 EI(No2)NOx --. - e x p ( -  - Ho 
Vref 288 K 53.2g H,O/kg dry air ) (PkW) . (3) 
( )  (NASA LeRC) . E1(~02)N0x  -- vref 
The general functional dependence of these correlations is shown in the figure below, 
where E ~ [ ( N ~ ~ ) N O ~  is plotted using the GEAE correlation for pressures from 10 to 14 atmo- 
spheres md temperatures between 770 K and 1000 K. Pratt and Whitney's and NASA's corre- 
Bations have a similar functional form for ~easonable values of T4, allowing for the combustion 
heat release and overall equivalence ratio. For T4 - T3 + 1100 K, a multiplicative constant can 
be chose:n for the Pratt and Whitney NASA correlation so that the temperature and pressure 
dewndences agree with the GE correlation within 5% to 10%. 
EI (NO2 ) NOx 
Figure 1. GEAE's correlation of EI(NO~)NO~ as a function of 10 atrn I p3 I 14 atrn and 770 K I T3 
I 1000 M for the ECCP technology combustor. 
For estimating E I ( N ~ ~ ) N O ~  for the Lean, Premixed, Prevaporized (LPP) combustor, 
CEAE Bases the correlation: (31) 
Tadia  EI(No21N0, = t,,, exp - 72.28 + 2.8 T,& - -
where tres is the combustor residence time in milliseconds and Tadia is the adiabatic flame tem- 
perature expressed in kelvins. 
Tlhese correlations are used to estimate the emissions performance of a combustor for 
conditions that have yet to be tested. Indeed, the most promising candidate NOx reduction 
schemes have not yet been tested at the conditions expected in HSCT combustors. Promising 
expfiments (32) indicate that advanced combustor concepts may achieve signikant reductions 
at p3, T3 iippropiate to HSCT engine cycles. However, this indication is based on experiments 
at less severe operating conditions extrapolated to the desired p3, T3. Future experiments will 
c l ~ f y  the perfommce of this combustor approach at the anticipated HSCT conditions and 
fu~arhherr test the correlations for an as-yet-uncalibrated technology. 
EMISSION INDICES 
Emission indices were measured for several engines intended for superso:raie flight 
during the 1970s (18,33,34). Some of the results of this time pen& are shown in Table 1. 
Included are measurements of the engine of the one supersonic civilian eanspoa that has oper- 
ated commercially, the Olympus engine of the Concorde airplane. An imponant distinction 
must be made in c o m p ~ n g  these EIs with those calculated for the proposed MS(TF engine. The 
increased propulsion efficiency inherent in the designs for the HSeT dictates higher cf~mbustor 
inlet temperatures (and pressures) than were used in the 1970s engines. The amount of NO, 
prduced under these more severe conditions would be much greater than that measured in these 
earlier engines if the same combustor technology was used. Substantial improvements in the 
combustor design, improving the mixing, controlling the local equivalence ratio, and minimiz- 
ing the residence time, are required to decrease the NOx emissions relative to these engjines 
while sirnultmeously maintaining the higher operating pressure ratios, and thus combu.stor inlet 
temperatures, necessary for the required cycle efficiency. 
Table 1 also shows emissions measurements for two afterburning mil i tw turbojet 
engines (18,33,34). The measurements for the 558 engines were in preparation for the W-12 
in-flight NO, field measurements. The study of these engines demonspated trends of EIs 
versus altitude, fuel-air ratio, Mach number, and the presence or absence of afterburning for a 
specific engine. The optimized design of an engine designed to fly within a narrow range of 
flight conditions may not necessarily reflect all of these trends, however. 
While it is significant that EImo2)N0, was reduced by a factor of - 2 during ~Rerbum- 
ing operation, this cannot be employed as a reduction method for NSCT propulsia3n. The 
reduction occurs because the afterburning fuel is consumed at lower pressure and temperature 
after expansion through the turbine, but this is coupled to increased EI CO, El[ THC, and, most 
notably, substantial increases in specific fuel consumption and, possibly, more total NO, pro- 
duced. Increases in specific fuel consumption, in particular, could not be tolerated for sus~ined 
supersonic cruise in an economically viable commercial aircraft. 
Table 1. Measured 1970s Supersonic Engine Emission Indices 
Measured 1970's 'supersonic Engine Emission Indices 
Species ( Olympus 59318 [ YJ93-GE-318 J5833,34 
Pratt and Whitney's calculated emissions performance for their proposed 'Turbine 
Bypass Engine (35) is included in Table 2. General emissions levels are given, but engine 
cycles have been optimized to different degrees for each case so, for example, the fact that 
EImo2)NOx is slightly greater for Mach 2.4 should not necessarily be construed as iindica~ve of 
greater NOx emissions for that case. The changes in COz and 1320 emissions at Mach 21.2 rela- 
tive to the lower speeds are due to a fuel change. The higher-velocity flight conditions require a 
different fuel (JP-7 instead of the more commonly used Jet A) with a higher thermal stability 
md a concomitant increase in the WC and H20/C02 ratios. The sootfparticulate EI is calculated 
from the: SAE SN. This is a quantitative measure of particulate emissions, but is not based on 
&ect measurement of the emitted particulate mass (20). The calculated emissions performance 
of GEAE's Variable Cycle Engine (36) is quantified in Table 3. The NOx emissions were 
based on the conelation of equation 5. 
Table 2. Pratt and Whitney Estimates for Engine Emissions Indices (35) 
Pratt and Whitney Estimates for Engine Emission ~ n d i c e s ~ ~  
Species Mach 1.6 Mach 2.4 Mach 3.2 
18.3 km 19.8 km 21.3 km 
SAE Smoke Number 18.4 19.7 14.0 
Fuel Jet A Jet A JP-7 
Table :3. GE AircralFt Engines Estimates for Engine Emission Indices (36) 
GE Aircraft Engines Estimates for Engine Emission Indices36 
Species Mach 2.4 Mach 3.2 
16.8 km 21.3 km 
SAE Smoke Number <<I <<I 
Fuel Jet A JP-7 
MTU Bdotoren- und Turbinen-Union in Munich Germany estimates emissions performance of 
HSm engines (37) for both existing and expected future technology as indicated in Table 4. 
Table 4. MTU Estimates for Engine Emission Indices (37) 
In CIAP, consensus predictions were formulated (38) for exhaust emissions for .antici- 
pated emission reduction technologies to be used in the SST program. Those predictions were 
for technological development that was never pursued to the point of demonstration of its 
potential. However, they serve as a point of reference for current predictions and are includd 
in Table 5. The last column in Table 5 gives the range of EIs under consideration for prelimi- 
nary assessments. 
The range of C02, and H20 emissions is purely a function of fuel composition, changes 
in these emissions are related to changes in fuel composition that increase its themal stability, as 
becomes necessary around Mach 3. SO2 is also a function of the fuel itself, all the fuel sulfw is 
believed to be emitted as SO2. Carbon monoxide and total unburned hydrocarbons (mC) 
emission estimates will have a broad range, as long as both duct burning and unaugmenred tw- 
bojet or low-bypass turbofan options are being considered, but are nonetheless bounde~d by fuel 
consumption constraints for an economically viable vehicle. 
NOx emissions have the most extensive range, as well as the greatest possibilities for 
control within the operational envelope that an HSCT will function. The upper limit is conser- 
vative, in the sense that it uses an estimate made with the GE correlation for the GEAIZ/r\aASA 
ECCP combustor for which measurements have been made. The low value of 5 is not a finn 
prediction of future technology but, rather, an HSRP goal. These low values make use of 
extrapolations employing the correlations and basic laboratory data, sometimes using gaseous 
fuel experiments (31), to estimate the best performance foreseeable at this time. It is ho:ped that, 
in the course of the current HSRP effort, these ranges in particular can be narrowed. 
AIRFRAME EMISSIONS 
The exhaust from the engines represents the largest amount of material that is 1e:ft in the 
flight path by an airplane. However, the exhaust species that are directly involved in ozone 
Table 5, Estimates lor HSCT Els in the Stratosphere 
tTRe upper value represents existing proven technology that is not likely to be used in its 
current form in a future HSCT aircraft. 
chemise are trace species. Because they comprise a small fraction of the total exhaust mass, 
the relative mounts of other minor emissions from the proposed HSCT need to be quantified to 
evduaite their potentid contribution to the total aircraft emissions. These additional airframe 
emissjons, as &sdnguished from the engine emissions contained in the exhaust, originate from 
(I) akcrdt systems involved in controlling or supporting flight operations and (2) passenger 
systen~s providing services on board. Estimates for these two classes of emissions for an 
HSCT will be made in the following subsections. 
The v ~ o u s  fluids carried on the aircraft could potentially leak from the vehicle and find 
thpk way into the atmosphere. In making the following estimates, some worst-case assump- 
tions \will be made by assuming that an estimate for a fluid loss conresponds to an emission into 
the s~atosphere. In fact, lost fluid could remain primarily within the aircraft, and any portion 
that e:scrapes may do so when the plane is on the ground or during takeoff, landing, or while 
passirag though the troposphere. The emissions escaping the vehicle at high-altitude cruise 
could settle out of the stratosphere without vaporizing at the low temperatures (200-250 K) 
encountered. The estimates given are intended to provide a crude upper bound for the quantities 
of these species that might be released in the stratosphere. If any of these estimates suggests 
that aa &rame emission species is important to stratospheric chemistry, more refined qaantita- 
tion ~ ~ o u l d  be required to model its effects. 
Shce the exhaust emissions are reported as EIs in grams of emi~ed  species per kilogram 
fuel burned, a comparison of those exhaust EIs and the aircraft emissions requires a conespon- 
dence relating these two quantities. Aircraft emissions are not caused by the consumption of 
fuel in my direct sense but, rather, are associated with (1) routine operation, and thus flight time 
or number of flights, or (2) random, unusual events that have some low frequency of occur- 
rence. Conversion of these aircraft emissions to an equivalent emission index (EEI) will be 
made by using m esdmate of the fuel burn rate appropriate for the generalized design of a Mach 
2-4 HSCT akcrdt md  m&ing the conversion from time to fuel mass. 
Aircraft Systems 
All the mechanical and e l e c ~ c a l  systems needed to control an HSCT in flight have not 
yet been designed in detail, so the mounts of mate~als c ~ e d  on board or used d u ~ n g  opera- 
tion cmnot be specified. Comspon&ng quantities from existing aieraft cannot be substituted 
without qualification, since pmicular systems can be highly configuration-dependent; beyond 
that, the NSCT is a substantially &fferent vehicle from a subsonic akcraft; thus, its systems 
may & f h  significantly from those aircraft for which quantities are available. On the other 
hm& the types of systems needed are basically the same as those cunently in use, and available 
infomadon on existing aircraft can be used to provide cmde esdmates of emissions resudting 
from these sources. 
The most ample fluid carried is, of course, the engine fuel. The economical use of fuel 
is a driving cIl te~on in designing the auircraft, so little unburned fuel is &lowed to escape from 
the ahraft.  Fuel is dumped, very occasionally, if too much is c ~ e d  for a safe landing, but 
this is an emergency measure perfomed when approaching a Banding and the aircrafi is below 
about 2 h. Thus, fuel is nor dumped in the slratosphere. Fuel tanks may be vented during 
flight, releasing some vapofized fuel, and this may be a bigger factor for a supersonic aircraft 
with significant skin heating than it is for subsonic aircraft, but no estimate for such vapor IOSS 
has yet been obt~ned.  
Hydraulic fluid is used to control mechanical devices in the aircrdt, and regular mahte- 
nance requires replenishing the hydraulic system reservoirs. Boeing (39) es~mates &-sat regular 
seepage or leakage mounts to 20 gallons (70 kg) of hydraulic fluid (composed of phospkkate 
esters) lost from the hydraulic systems per year per airplane. In addition, aircraft are designed 
with redundant hydraulic systems to ensure control in the event that owe system fails. Failures 
are rare events; even so, an estimate of an average loss rate by Boeing (39) is 1 gallon ( 3  kg) per 
year per W P m e  as a result of system failure. (This is based on a loss of 6 gallons of fluid on 
average in an event that mcurs 50 times in 106 flight hours, as exaacted from reliability reports 
for existing subsonic commercial aircraft, and 33 1 1 Right hours per year per aiqlane for these 
subsonic trmsporzs.) While it will be assumed that these 70 kg per year per a@lane (or 2 x 104 
kg/ 106 Right hours) of phosphate esters are deposited in the slsatosphere, for the lojv-vapor- 
pressure hydraulic fluids especially, it is not likely that this emission could appea in the snaro- 
sphere as a chemically reactive species. 
Oil is used as a IubIlcmt for the engines as well as some auxi l iq  devices; infie:quendy, 
sorne oil is &schapged after an accidental leak. Some oillair mist may be vented from the oil 
resewok ranks (40). Some oil is consumed within the engine as well: sorne is burned in the 
combustor, some exits with the exhaust. The emissions that result from oil consumed within 
the engine would be quantified in a measurement of the total exhaust emissions and, thus, in 
fact represent an engine emission that is indiscernible from the emissions caused by fuea e t x -  
sumption. It is woflh noting, however, that as an engine ages, changes in oil consumption may 
result in changes in exhaust emissions as well. 
Accidental PeAage of oil, Pike that of hydraulic fluid, will not necessarnly leave the air- 
craft, nor will any oil that leaves necessarily remain in the stratosphere. However, as ain upper 
bound, Boeing (39) cites a value of five incidences in 106 flight homs, each releasing ,m aver- 
age 20 kg of oil. This mounts to a loss of 0.3 kg per year per aircraft of a fluid composed 
pfimanly of long-chain aliphatic hydrocarbons, with trace additives of phosphate esters and 
metal compounds. 
Other less quantifiable emissions (41) could arise from the venting of the lead-acid 
a n h r  nickel-cahium batteies used for reserve power; this would result in negligible Elmounts 
of H2 anid 0 2  being released. (The amount of emissions resulting from mists of KON and 
HzS04 electrolytes would be even smaller and not likely to leave the aircraft.) Auxiliary power 
units (MUs)  are small gas-turbine engines that would not be used in cruise typically and would 
emit much smaller mounts  of an exhaust that is not unlike that from the main engines. 
Windshield washer fluid is more likely to be used at lower altitudes, and the glycol solution 
used is unlikely to result in even a small fraction of the "blue ice" emissions (see below). 
Findly, novel anti-icing techniques may make use of glycol solutions that would be canied on 
board, although not used in the stratosphere above hazardous clouds, but emissions from this 
fluid, tao, are not expected to amount to any more than the "blue ice" fluids at stratospheric 
dGmdes. 
Passenger Systems 
A variety of systems within the airplane's cabin are devoted to serving the passengers on 
boxd. Several refirigeration systems are typically available for air conditioning, refrigeration of 
f d  m d  in the galley, and sometimes cooling of avionics (more correctly categorized as 
an &criift system requirement). Until replacement refrigerants are found, these systems will 
contain {CFCs, and any leakage that exits the aircraft in the stratosphere will be depositing CFCs 
where they are photochemically active. Douglas (41) estimates that 0.2 kg per year per airplane 
is micadly used to maintain a representative aircraft's refrigerant systems. 
Galley cooling and avionics cooling do not necessarily require CFC-based refrigeration 
(recirculating liquids are currently employed in some situations), so the amount of refrigerant 
aboad ;a yet-to-be-developed airplane could be minimized, if direct deposition in the strato- 
sphere ~nus t  be minimized. In a similar vein, fire extinguishers on current aircraft contain 
halons (41), a source of bromine and chlorine when photochemically activated in the strato- 
sphere. Whether there is any greater risk from stratospheric flight with CFCs and halons (or 
their replacements) than flight in the upper troposphere with existing aircraft would determine 
the need for replacement or tighter control of leaks and accidental release on board an WSCT. 
For Ion;=-lived halocarbons, the consequences of release in the lower stratosphere are not sub- 
seatially different from release at the surface. Furthermore, the current Montreal Protwo1 will 
lead to the phase out of CFCs and halons by the year 2000, and thus, refrigeration and fire 
extinguishers on the NSCT fleet will use available alternatives. 
Lavatory holding tanks have received some media attention over the past several years as 
a msult of mishaps attributed to "blue ice," lavatory fluid that has leaked from the holding tank 
as a. result of faulty maintenance, frozen in the cold atmosphere, and then broken free. This has 
caused damage to aircraft when it was ingested in the engine or to property on the ground after 
impact. From the point of view of safety, this is a major problem, and efforts have been made 
to era&.cate totally any possibility of leakage. As far as emissions are concerned, the low (and 
probab1.y decreasing) frequency of occurrence and the likely substantial descent before complete 
vapofization suggest that lavatory fluids will not contribute to total aircraft emissions in the 
saatosphere. Based on one incident involving 30 kg per 106 flight hours, Boeing (39) esti- 
mates that less than 1 cup of fluid is lost per year per aircraft, using current reliability data. 
For subsonic aircraft, oxygen service is available for passengers "in the event of sudden 
Boss sf  cabin pressure." While this service is seldom used, some system leakage might occur 
fmm gaseous systems (42) (used for crew and perhaps passengers for high-altitude flight). 
Chemical 0 2  generation packs (43), as used in many subsonic airplanes would only emit 
use. Purity requirements for passenger respiration units limit Cl, COY and C 0 2  levels to 0.1, 
20, 4MB ppmv respectively, so even if these units are used, only oxygen with trace impurities 
is relea,sed. However, oxygen is a major atmospheric constituent, and even a major release of 
gas from the emergency oxygen system could not affect stratospheric chemistry. The substan- 
tidly Power static pressures in the stratosphere necessitate more sophisticated depressurization 
safety measures for HSCTs. Potential emissions from such safety systems must be evaluated, 
particularly if they use fluids not already employed in other systems. 
Calculation of Equivalent Emission Indices (EEIs) for Airframe Emissioins 
To compare the amounts of these airframe emissions with those from the engine, an EEI 
will be defined. Simply, the average emission amount in grams released in a given flight time 
will be divided by the total amount of fuel used during cruise in the same time period, i.e.: 
average emission rate of X g/s 
EEI X = fuel burn rate kg/s (6)  
ITsiing the total of 33 11 Right hours per year per aircraft for existing subsonic &acrablt (as 
used above) to arrive at a mean emission rate from the subsonic reliability data, and &ing a fuel 
burn rate of 9 kg/s as representative for Mach 2.4 flight, the emission estimates noted above can 
be converted to EEIs for HSCT cruise; these are listed in Table 6. Note that a similar value sf 
3100 stratospheric flight hours is considered representative for HSCT flight (39) as well. 
Again, it is assumed that all the lost fluids are emitted and vaporized in the stratosphen: which, 
in many of these cases, is not likely to happen; so these quantities should be interpreted as 
upper-bound estimates. 
Table 6. Upper Bound Estimates for Airframe Emissions in the Stratosphere 
Upper Bound Estimates for Airframe Emissions in the Stratosphere 
Emission I kg / lo6 flight hours I Equivalent Emission Index 
Passenger Systems 
refrigerants 1 x102 4 x10-~  
'blue ice' 30 1 x104 
tNot applicable. Fuel is not dumped at stratospheric altitudes. Corresponding tropospheric 
quantities would be 3 x 106 kg llOs flight hours, €El = 0.1 (39). 
Tables 2-4 show that the largest stratospheric emission from the airframe is substantially 
less than the smallest emission from the engine and several orders of magnitude less than NOy 
emissions. Since the airframe emissions are upper-bound estimates, it appears that these air- 
frame emissions can be neglected, relative to those from the engine. Two notable exeepdons 
might be refrigerants and gaseous fire extinguishers; if these species are highly photoche~nicdly 
active, the effects of direct deposition in the stratosphere would need to be assessed. If thiem are 
no highly reactive catalytic effects from any of the other airframe emissions, it appears that thek 
contribution to the net aircraft emissions can be neglected. 
CONCLUDING REMARKS 
Esthates have been provided for the emissions from a proposed HSeT in sdratospheric 
flllight. The emissions from the aircraft are expected to be dominated by the effluents from the 
engine; emissions from the a ~ r a m e  are probably negligible. Current estimates for the NOx 
emissions have been calculated by engine companies for the proposed engine cycles using 
csmla~doams that have k e n  developed over the past several decades of NOx reduction progrms. 
These es;kimates will have to be validated with future rests of components and full engines as 
development prmeeds. 
Mom complete measurements of particulate size dishbutions and number densities, and 
of aerosol-active species, will be requked if hererogenous chemistry is to be accurately mod- 
eled, bloth in the wake of i n & ~ d u d  *lanes and globally. New measurements of NOy specia- 
tion will be necessary to catalog the "odd-nitrogen" emissions completely and to resolve uncer- 
t ~ n ~ e : s ;  in measuing high-temperamre, high-velocity exhaust gases with a sampling probe. 
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ABSTRACT 
The major gaseous components of the exhaust of stratospheric aircraft are exlpected to be 
the products of combustion (GO2 and H20), odd nitrogen (NO, NO2, MNO3), and prsducts 
indicating combustion inefficiencies (CO and total unburned hydrocarbons, THC). The species 
distributions are produced by a balance of photochemical and transport processes. 14 necessary 
element in evaluating the impact of aircraft exhaust on the lower stratospheric compositiion is to 
place the aircraft emissions in perspective within the natural cycles of stratospheric species. 
Following are a description of mass transport in the lower stratosphere and a discussion of the 
natural behavior of the major gaseous components of the stratospheric aircraft exhaust. The 
roles of soot and SO2 are discussed in the next chapter. 
MASS TRANSPORT IN THE LOWER STRATOSPHERE 
The natural cycle of long-lived species is dominated by transport. A qualitative p i c m  
of the zonal and time averaged stratospheric transport was proposed by Brewer (1) to e x p l ~ n  
the observed sharp decrease in water vapor at the middle latitude tropopause. In this descriip- 
tion, air rises in the tropics and is transported poleward and downward at middle and high lati- 
tudes. Transport from the troposphere to the stratosphere is limited to the tropics, where the 
tropopause temperatures are coldest. The temperatures are cold enough to produce saturation 
with respect to ice, and the ice particles fall. This freeze-dry mechanism thus provides a limit to 
the amount of water vapor that is allowed to enter the stratosphere. Although the water vapor 
measurements are even lower than would be allowed by the average temperatures of the eopical 
tropopause, indicating that the actual mechanism by which air enters the stratosphere is more 
complicated, this qualitative picture of mass transport is consistent with measuremelnts of other 
species. Dobson (2) pointed out that this concept of a circulation (the Brewer-Dobson chcula- 
tion) is consistent with ozone observations, which show the highest ozone concentrations in the 
polar stratosphere, away from the tropical source region. Observations of species such as N20, 
which have tropospheric sources and significant loss processes only in the mid to upper seato- 
sphere, are also compatible with the Brewer-Dobson circulation. 
Even though transport processes in the atmosphere are three-dimensional (3-D), two- 
dimensional (2-D) formulations provide a convenient conceptual framework to discuss global 
processes. Furthermore, 2-D models remain at the center of assessment calculations because 
they are computationally manageable. On the most basic level, stratospheric transport can be 
viewed as advection by a large-scale mass transport circulation such as the Brewer-Dobson cir- 
culation discussed in the previous paragraph. Coupled with this advective circulation is large- 
scale quasi-horizontal mixing caused by Rossby waves. The general characteristics of these 
two transport mechanisms are lucidly discussed by Mahlman (3). 
Even though the 2-D framework does offer a useful format in which to discuss globd 
transport processes, the mechanics of casting the 3-D circulation into two dimensions are not 
straightforward. Because of this, the best determination of the 2-D advective transpola: is not 
clear. The simplest idea is to use geometric zonal means about latitude circles to c~alculate a 
meridional and vertical velocity. This sort of averaging, termed the Eulerian mean, yields a 
meridional flow that is not like the Brewer-Dobson circulation. This difference between the 
expected mass flow and the Eulerian mean arises because of a compensating circulation that is 
driven by the planetary (Rossby) waves. This compensating circulation is a practical maruffesra- 
tion of the non-interaction theorem which states that planetary waves have no effect 011 the mean 
flow in the absence of transience, dissipation, or nonlinearity. While these constraints are never 
strictly met, there is a large compensation between the waves and the Eulerian mean Row, and 
hence, the advective mass circulation is a small residual that must be derived from two larger, 
competing terms. 
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Alternatives to the Eulerian mean have proven very effective in recasting the 2-D prob- 
lem. These are discussed in some detail in chapter 6 of Atmospheric Ozone 1985 (4). 
Theoretically, the most useful framework has proven to be the Lagrangian mean circulation. 
Averages in the Lagrangian mean follow wavy material tubes, and the Lagrangian mean velocity 
tracks this material tube. In the instance of the Eulerian circulation mentioned above, it is found 
that the Lagrangian mean circulation associated with planetary waves is an advective circulation 
directed opposite to the Eulerian zonal mean and with slightly greater magnitude. Dunkerton (5) 
showed that the Brewer-Dobson view of mass transport should be interpreted as a Lagrangian 
mem. Though the concept of the Lagrangian mean is useful theoretically, the necessity of aver- 
aging over wavy material tubes makes a Lagrangian mean model impractical. 
Clther estimates of the mean meridional circulation include the transport circulation, the 
&abatic circulation, and the residual circulation. Of these estimates, the residual circulation is 
the most frequently used because it is relatively simple to calculate from transformed Eulerian 
mean eq~uations. These equations are derived by consideration of the large-scale equations of 
modon and combining the heat flux term with the Eulerian advective velocity, to yield a residual 
advective velocity. This procedure effectively captures some, but not all, of the characteristics 
of the nolninteraction theorem. Comparisons of the Lagrangian mean and residual circulations 
for simple systems were discussed by Rood and Schoeberl (6), who showed differences 
between the two circulations on the order of 30%. 
Residual circulation models have had considerable success in their representations of 
stratospheric constituent distributions. Calculations for species such as N20  and column 03, 
using both Eulerian mean and residual circulation 2-D models, are in qualitative agreement with 
available global measurements (7). The fact that the residual circulation does offer an approxi- 
mation to the mass flow of the atmosphere is useful in the discussions below. The transport 
effects of the planetary waves, "diffusive transport," constitute a complicated issue that will not 
be considered further here. Both chapter 6 of Atmospheric Ozone 1985 (4) and Andrews et al. 
(8) offer more detailed discussions of transport processes. 
A crucial issue for the High-speed Research Program (HSRP) is the transport from the 
seatosphere to the troposphere. Exchange processes are discussed in detail in chapter 5 of 
Amospheric Ozone 1985 (4)  and they are considerably more complicated than can be repre- 
sented b,y 2-D transport descriptions. Accurate representations of convective processes and 
subplanetary scale eddies are essential ingredients of stratosphere/troposphere exchange. Three- 
dimensional models have not effectively dealt with these problems. The data record has only 
begun to identify and address the mechanisms of exchange. Aside from tropical convection, it 
is very likely that significant mass exchange is driven by quasi-horizontal eddies in latitudinally 
and ]longitudinally confined regions. 
In a time-averaged global domain, the residual circulation can be used to provide at least 
a cmde estimate of the mass exchange between the stratosphere and the troposphere. This can 
then be used to estimate stratospheric residence time and, hence, the relative perturbation to the 
background field caused by a pollutant. Consider a stratospheric volume bounded below by the 
eopopause, above by the 50 mb surface, and extending in latitude (@) from 30"N to 90"N. The 
vedcal rnass flux, F, is calculated according to 
where re is the radius of the earth (cm), po is the density (g cm-3), and w* is the residual venical 
velocity (cm s-1) across the tropopause or the 50-mb surface. As noted previously, the estimate 
of mass exchange calculated using the residual circulation is incomplete because eddy trmspohts 
are not included. There is additional uncertainty because the residual circulation is detemined 
from the heating rate calculations in the lower stratosphere. The heating and cooling terns are 
nearly balanced, and the net heating from which the residual circulation is derived is small. 
Sensitivity of calculations to small changes in the heating rates is considered by Jackrnan et al. 
(9). 
The value of Fmp is estimated to be 1.4 - 2.4 x 1017 kg yr-1. This estimate is based on 
an evaluation of two residual circulations, RCl from the NASAIGoddard 2-D model (18) and 
RC2 from the model discussed by Shia et al. (1 1). These may be compared with the estimate of 
Holton (12) for the mass flux through the 100-mb surface of 1.3 x 1017 kg yr-'1, and the 
minimum estimate of 1 x 1017 kg yr-1 given by Robinson (13). An extreme upper limit of 5.8 x 
1017 kg yr-1 is obtained using a circulation RC3, which has larger values of the diabatic heatkg 
in the lower stratosphere. This is considered an extreme limit because of poor agreement 
between the annual variation of total ozone calculated using the RC3 circulation and Total Omne 
Mapping Spectrometer (TOMS) measurements (9). 
The downward vertical mass flux across the 50-mb surface is about 9 x 1016 kg yr-1 for 
RC1, RC2, and RC3. Because the vertical flux out of the layer exceeds the vertical flux into h e  
layer, there must be poleward horizontal transport into the region across 30°N. The total mass 
in this region is about 21 x 1016 kg; the outflow values cited previously imply a turnover time of 
0.9 to 1.5 years for this northern-hemisphere segment of the lower stratosphere. 
This simple model may be used for first-order estimates of the buildup of pollutants in 
the lower stratosphere resulting from aircraft exhaust. For any species with a continuity equa- 
tion may be written for the stratospheric volume described in the previous section 
where Fin and Fout are the annual mass fluxes of air into and out of the region, xi i s  the mass 
mixing ratio of the incoming air-mass flux (Fin), M is the air mass of the stratospheric volume 
(kg), P is the total photochemical production rate (kg s-I), and L is the averaged loss :kequency 
(s-1). In the presence of aircraft, there is an additional source (Pakcraft). At steady-sta.te, adat = 
0, and the additional x associated with the aircraft source is 
Xakcraft = Paircraft / (Fou~ + LM) (3) 
An upper limit estimate to xairCrdt can be made by dropping the chemical term (LM). For fuel 
use of 7.7 x 1010 kg yr-1 and the outflow estimated above, 
Xaircraft= (7.7 x 107 EI) / (1.4-2.4 x 1017), (4) 
where EI is the emission index (gkg fuel). The conversion to volume mixing ratios;, summa- 
rized in Table 1, is performed by scaling with the ratio of 29 over the mean molecular weight of 
the emitted species. 
Table 1. Approximate Peaurbations x' to Stratospheric Trace Gases 
(7.7 x 1 01° kg of fuellyear) 
Spfecies EI Molecular Background Perturbation 
(gmlkg fuel) weight 
Co2 3 100 44 350 ppmv 0.7 - 1.2 ppmv 
CO 5 28 10 - 50 ppbv 1.7 - 1.8 ppbv 
H2!0 1200 18 2 - 6 ppmv 0.6 - 1.1 ppmv 
NO, 15 46 2 - 16 ppbv 3.0 - 5.2 ppbv 
CARBON DIOXIDE (CO,) 
Carbon dioxide is a product of combustion and one of the major components of aircraft 
exhausi:. The EI for C02 (chapter 1) is roughly 3100 g of C02 per kg of fuel. Carbon dioxide 
is chemlicdy inert in the lower stratosphere, i.e., there are no significant photochemical produc- 
tion or loss processes. Measurements of the mixing ratio profile indicate little height depen- 
dence (14,15), which is expected in view of the steadily increasing tropospheric values. 
Cumnit tropospheric measurements indicate a volume mixing ratio of about 350 ppmv (16). 
Assumlng that this value is representative of the lower stratosphere, there are approximately 1 x 
1014 kg in the bounded area described in the previous section. For an estimated fleet fuel usage 
of 7.7 x 1010 kg/yr, this corresponds to the source of C02 of 2 x 1011 kg yr-1. The average 
increase in C02 over this volume is 0.7 to 1.2 ppmv (Table I), less than 1% of the background 
level. 
CARBON MONOXIDE (CO) 
Carbon monoxide reacts in the lower stratosphere with the hydroxyl radical. The photo- 
chemical lifetime, taken from the NASAIGoddard 2-D model (lo), is given in Figure 1. 
Although short lived in the upper stratosphere, the lifetime of CO in the lower strato-sphere (1 
to 4 years) is comparable to its turnover time (1 to 3 years). Carbon monoxide provides a mea- 
saare s f  combustion inefficiency, and the estimated EI values are all less than 5 g of C 0  per kg 
of fuel. Although this source of CO (< 3.8 x 108 kg/yr for 7.7 x 1010 kg of fuel) may be compa- 
sable to the natural source of CO (about 6.5 x 108 kg& for the bounded region, largely a result 
of mehane oxidation), the long lifetime indicates that the perturbation will be controlled by mass 
flow through the region. If chemical effects are neglected, the expected perturbation to the 
volume mixing ratio is less than 2 ppbv, compared with the natural level in the lower strato- 
sphere of 10 to 50 ppbv (Table 1). 
WATER VAPOR (N20) 
Water vapor is a product of combustion and an important component of aircraft exhaust. 
The noma1 H20 mixing ratios in the lower stratosphere are low (3-5 ppmv), as will be dis- 
cussed further in this section. The perturbation is estimated to be 0.6 - 1.1 ppmv, which is 
significant compared with the background values (Table 1). Because of its importance to the 
l o r n  slratosphere, a more thorough examination of available data is warranted. Water vapor is 
the wnajr~ source for odd hydrogen radicals in the stratosphere, generated through reactions with 
excited atomic oxygen O(1D). Odd hydrogen reactions contribute to the ozone loss throughout 
role of molecular hydrogei (&) is provihed by L.&~exikr et al. (21). 
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Figure 1. The photochemical lifetime of CO (years) (March) taken from the NASAIGSFC 2.43 model. 
Water vapor measurements have long been considered a useful indicator of s@,atosghe~c 
transport. Early sonde measurements of the water vapor profile showed a rapid decrease in the 
mixing ratio profile above the midlatitude tropopause. The measured values were substmdally 
lower than the tropopause saturation mixing ratio at middle latitudes. The Brewer-Dobson cir- 
culation was proposed as an explanation for these observations (1,2). Rising air enters the 
stratosphere only in the tropics, where there is rising motion, and is transported pole:ward and 
downward at middle and high latitudes. The stratospheric water vapor mixing ratio is :bmiked by 
the cold temperatures of the tropical tropopause. More recent measurements (22) have demon- 
strated the existence of a hygropause, a minimum in water vapor mixing ratio above the 
tropopause at 19-22 km between 30"N and 30"s. 
Various techniques have been applied to the measurement of stratospheric water. These 
were reviewed by the O in 1986 (4). Although there are measurements of individual pro- 
files h a t  use assorted techniques, until recently balloon-borne frost point hygrometer measure- 
ments provided the most complete picture of annual behavior. In Figure 2,  taken from 
Mastenbrook and Oltrnans (23), the annual variation of water vapor (mass mixing ratio) is given 
for 1964-76 at Washington, DC (39"N, 77"W). The annual cycle near 50-100 mb is much 
weaker compared with the annual cycle near 150 mb. Similar behavior is seen for a data set 
taken a.t Boulder, CO (40°N, 105"W) for 1981-89 Figure 3). In the lower stratosphere, near 
70 mb, there is still a seasonal cycle, with a maximum value in the second half of the year. The 
seasonal motion of the tropopause is clearly visible, reaching a maximum altitude (i.e., highest 
H20) in August to September. The increase in mixing ratio with altitude indicates the produc- 
don of H 2 0  from C&. 
The first global measurements of water vapor were provided by the Limb Infrared 
Monitc~r of the Stratosphere (LIMS) experiment for the period November 1978 through May 
1979 (:24). The vertical resolution of the measurements is 4 km. At 50 mb, there is a pro- 
nounced latitudinal gradient, as shown in Figure 4, consistent with upward motion in the trop- 
ics. The gradient is much weaker at 10 mb. The magnitude of the annual variation is consistent 
with that derived from the frost point hygrometer measurements shown in Figures 2 and 3. 
Zonal rnean profiles for each month during the LIMS period are given in Figure 5(a-g). These 
measurements are in general agreement with rising motion in the tropics, downward motion at 
the high latitudes, and a high-altitude source. 
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Figure 2. Annual variation of stratospheric water vapor (mass mixing ratio) based on balloon-borne 
frost point hygrometer measurements at Washington, DC, for the period 1974-76 (Mastenbrook and 
Ollmans [23]). 
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Figure 3. Annual variation of stratospheric water vapor (volume mixing ratio) based on balloo81-bane 
frost point hygrometer measurements at Boulder, 60 for the period 1981 -89. 
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Figure 4. LlMS water vapor latitude versus time cross section at 50 mb (0.25-ppmv intervals, 
5-day means). 
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Figure 5. LlMS monthly zonal mean water vapor pressure versus latitude cross sections for 
((a) Novernber and (b) December 1978 and (c) January, (d) February, (e) March, (f) April, and 
(Q) May 1979 (0.5-ppmv contour intervals). 
The Stratospheric Aerosol and Gas Experiment (SAGE II) aboard the Earth IXa&ation 
Budget Satellite was launched in 1984. The vertical resolution of this solar occultation insm- 
ment is 1 km. The SAGE 11 measurements provide a much longer data record thm previously 
available, and furnish a picture of seasonal and year-to-year variability in the upper mposphere 
and stratosphere over much of the globe. The water vapor data, validation studies, and linidal 
results are discussed by Rind et al. (25,26), Chiou et al. (27), Chu et aP. (28), Lassen et A. 
(29), McCormick et al. (30), and Oltmans et al. (3 1). Validation studies conducted after the 
Sage 11 launch have included comparisons with correlative balloon-borne frost point hygrometer 
and a limited number of aircraft Lyman-alpha flights. Figures 6(a) and 6(b) are examples of 
comparisons with frost point measurements over Boulder and Lyman-alpha measurements wer 
southern high latitudes, respectively. 
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Figure 6(a). Comparison of SAGE II measurements with frost point hygrometer measuremems near 
Boulder CO. 
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Figure 16(b). Comparison of SAGE Il measurements with aircraft Lyman-alpha measurements at 
scauthesra middle latitudes. 
A time series of the average water-vapor-mixing ratio between 30" N and 40" N is given 
in Figui-e 7. There is excellent agreement between the seasonal pattern in the SAGE I1 data and 
the 7 years of balloon measurements made over Boulder (Figure 3). Both show a minimum in 
early w:mter near the altitude range 14-15 km. The minimum has its lowest value in March, and 
thereafter weakens and shifts to higher altitudes. The balloon data show that the magnitude of 
the seasonal variation near 100 mb at mid to high latitudes is smaller than might be expected 
based on the LIMS data, but the phases of the variations are similar. 
The altitude-latitude cross section of SAGE I1 water vapor mixing ratios are given for 
May 19187 in Figure 8. The SAGE measurements are also consistent with the Brewer-Dobson 
view sf' mass transport and a high altitude source. These measurements compare well with the 
measurements in Figure 5(g) from the LIMS instrument. 
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Figure 7. Annual variation of stratospheric water vapor (volume mixing ratio, ppmv) from SAGE II 
measurements, 1987, 30'N-40'N. 
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Figure 8. The latitude-altitude distribution of SAGE II measurements of water vapor (volume mixing 
ratio, ppmv) for May 1987. 
ODD NITROGEN 
Odd nitrogen species (primarily NO and NO2) constitute an important trace component 
of kcraft exhaust. The anticipated perturbation to total odd nitrogen is significant compared 
with the inormal background values, to be discussed later. Odd nitrogen species (total odd 
nitrogen = NOy = N+NO+N02+N03+2*N205+IIN03+ HN04+C10N02; NOx = 
NO+N02,+N03) are extremely important to the stratospheric ozone balance. Odd nitrogen is 
computed\ to account for about 50% of the total ozone loss below 40 km and between 60 and 
90% of the ozone loss in the lower stratosphere (17). Although there are many measurements 
of in&vidiud odd nitrogen species, there are few measurements that can be interpreted as pre- 
senfing a global picture of total odd nitrogen. The natural cycles must be derived from a combi- 
nation of models and data. Following is a discussion of sources of stratospheric odd nitrogen, 
including nitrous oxide oxidation, galactic cosmic rays (GCRs), lightning (with upflux from the 
troposphere to the stratosphere), solar proton events (SPEs), relativistic electron precipitations 
(REPS), and dissociation of N2 in the thermosphere (with downflux through the mesosphere to 
the seatosphere). Nuclear explosions, specifically above-ground detonations with energies 
above 1 megaton, also can produce large amounts of odd nitrogen in the stratosphere. The only 
loss processes for total odd nitrogen are recombination of N and NO in the upper stratosphere 
and mesosphere, and transport to the troposphere. 
Natural Sources of Odd Nitrogen 
The major source of stratospheric odd nitrogen results from nitrous oxide oxidation 
(N20 + O\[lD] +NO + NO); several groups have computed globally averaged annual production 
rates (32-36). An example of the model computation of the odd nitrogen production rate from 
the oxidation of N20 for March (dashed line) is given in Figure 9. This production rate was 
taken from a 2-D model computation wherein the N20 levels were constrained by stratospheric 
and mesospheric sounder (SAMS) measurement, and the O3 levels were constrained by mea- 
surement from the solar backscatter ultraviolet (SBUV) data [see Figure 9a, Jackman et al. 
(3611. The global annually averaged production of odd nitrogen from this source is about 2.6 x 
103 mole:cules yr-1 and is compared with other odd nitrogen sources in Table 2. 
Table 2. Comparison of Odd Nitrogen Sources and Sinks in the Stratosphere 
Source Magnitude (1033 molecules yr-I) 
Nitrous oxide oxidation 
N:20 + O('D) -- > NO = NO 
Gsalactic cosmic rays 
Ll ghtning 
Solar proton events 
n~ermospheric downflux 
Relativistic electron precipitations 
Nuclear explosions 
a g h  speed civil transport planes 
SINK 
Reforming of molecular nitrogen 
N + N O - - > N 2 + 0  
Tka-ansport to the troposphere 
3.7 (solar minimum) 
2.7 (solar maximum) 
11. 
1.5 (maximum in 1972) 
? 
? 
24. (1961 & 1962 nuclear tests) 
14. (emission index = 15) 
Galactic cosmic rays produce odd nitrogen in the lower stratosphere and upper tropo- 
sphere. The earth's magnetic field influences the GCRs to a certain extent, such that more 
GCRs affect the atmosphere at higher geomagnetic latitudes. Galactic cosmic rays produce odd 
nitrogen through dissociation or dissociative ionization processes in which N2 is converted to 
N(4S), N(2D), or N+ (33,37,38). Rapid chemistry is initiated after N2 dissociation, and most 
of the atomic nitrogen is rapidly converted to NO and NO2. The GCR mean production rate of 
odd nitrogen [solid line, taken from Figure 13 of Jackrnan et al. (36)] is compared with the oxi- 
dation of N20 source in Figure 9. A solar cycle variation is apparent in the GCR flux. The 
stratospheric component of the odd nitrogen production is estimated to be a maximuim of 3.7 x 
1033 molecules yr-1 during solar minimum and a minimum of 2.7 x 1033 molecules jm-1 d ~ n g  
solar maximum (33). 
production of odd nitrogen is dominated in the middle and upper stratosphelre by 
N20 oxidation and in the lower stratosphere at the higher latitudes by the GCRs. Since the odd 
nitrogen family has a lifetime of months in the middle and lower stratosphere, transport of odd 
nitrogen created at higher altitudes and lower latitudes is significant, and thus the GCR source 
of odd nitrogen has been computed to increase odd nitrogen in the lower stratosphere at high 
latitudes by only about 10% (37). 
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Figure 9. Odd nitrogen production (number sec-l) caused by GCRs (solid line, from Fijlure 13 of 
Jackman et al. (36) and oxidation of nitrous oxide (dashed line, from Figure 9 of Jackman et al. (36). 
Lightning is responsible for the production of significant amounts of odd nitrogen (of 
order 3 x: 1035 molecules yr-1) from N2 in the free troposphere (35, 39-43). This source, along 
with othlxs of tropospheric NOy, can reach the stratosphere through the transport of tropo- 
spheric air across the tropopause. For example, the model source of lightning designated "H2" 
by Ko et al. (35) transports 1.1 x 1034 molecules of NOy yr-1 to the stratosphere when included 
in the NASA/Goddard 2-D model. Lower stratospheric background mixing ratios are increased 
substmtially by including this lightning source. However, preliminary analysis of the STEP 
(Shratosphere Troposphere Exchange Project) data near the tropical tropopause show exceed- 
ingly low values of odd nitrogen (<0.5 ppbv). The correlation of odd nitrogen with N20 found 
on the &craft missions to both the Antarctic (AAOE, Airborne Antarctic Ozone Experiment) and 
the kc t ic  (AASE, Airborne Arctic Stratospheric Expedition) is also consistent with the view 
that air entering the stratosphere contains low concentrations of odd nitrogen (44a744b). 
The production of odd nitrogen species by SPEs was predicted and shown to affect 
upper-stratospheric ozone (45). Since solar protons generally are at lower energies than GCRs, 
they procluce NO at higher altitudes; they are constrained more significantly by the earth's mag- 
netic field and affect the atmosphere only in the polar cap region (geomagnetic latitudes greater 
than aboilt 60"). SPEs are sporadic, with durations up to several days; more SPEs occur close 
to the solar maximum. 
The increase in polar NO after the July 1982 SPE was inferred to be about 6 x 1014 NO 
molecules cm-2 (4.1 x 1032 molecules NOy) at polar latitudes from the SBUV instrument (46), 
in good aigreement with the calculated NO increase of 7 x 1014 NO molecules cm-2 (4.8 x 1032 
molecules NOy) in the polar cap (47). The August 1972 SPE was one of the biggest events in 
the past 30 years, and computations revealed that a substantial production of odd nitrogen (1.5 x 
1033 molecules NOy) was associated with this event at polar latitudes in the middle to upper 
seatosphere (47). 
The influence of extreme ultraviolet, auroral electrons, and photoelectrons on the odd 
ni~ogen budget of the stratosphere, through transport of odd nitrogen from the thermosphere 
downwzds through the polar mesosphere to the upper stratosphere, has been studied by several 
groups (33,38,48-56). EUV, auroral electrons, and photoelectrons are capable of dissociating 
N2 to f m  atomic nitrogen in the thermosphere. Transport of this odd nitrogen to the meso- 
sphere and upper stratosphere is possible, but certain conditions must be present. The lifetime 
of odd nitrogen in the sunlit mesosphere is short, and it is only during the long period of polar 
night at high latitudes, when a period of several weeks of darkness is typical, that significant 
downwad transport is possible. Solomon et al. (51) undertook a detailed 2-D model study of 
thennosphere-midde atmosphere coupling. Enhancements in the odd nitrogen distribution in 
the mesosphere and upper stratosphere were found to occur when the thermospheric production 
of odd nitrogen was included [compare Figures 8 and 17 of Solomon et al. (51)]. These 
enhancements of NO, in the middle atmosphere, caused by thermospheric downflux of odd 
nitrogen, are especially significant in the hemisphere that was most recently polar night. 
Measure~nents by the LIMS of NO2 have also indicated that odd nitrogen may be enhanced in 
the mesosphere and, to a lesser degree, in the upper stratosphere during polar night (55). The 
magnitude of the thermospheric downflux of NOx into the stratosphere is highly uncertain and 
v ~ a b l e ,  but probably small. 
In the past 15 years, it has been proposed that REPs make important contributions to the 
polar odd nitrogen budget of the mesosphere and upper stratosphere (57-62). The frequency 
and flux spectra of these REPs is still under discussion. Baker et al. (59) show evidence of 
large fluxes of relativistic electrons at geostationary orbit measured by the Spectrometer for 
Energetic Electrons (SEE) instrument on board spacecraft 1979-053 and 1982-019. REPs, 
which are actually depositing energy into the middle atmosphere, have been measured by 
instruments aboard sounding rockets (63). These rocket measurements have typically in&cad 
much smaller fluxes of relativistic electrons than measured by the SEE instrument. REPS that 
display the large fluxes measured by Baker et al. (59) are computed to show an important influ- 
ence on the NOy budget in the lower mesospheric-upper stratospheric region by Gallis et al. 
(62). However, REPS with the smaller fluxes measured by Goldberg et al. (63) would cause a 
relatively insignificant change in odd nitrogen amounts in the middle atmosphere at this produc- 
tion rate. More work is necessary to determine which REP events are more typical. The global 
magnitude of the REP source of stratospheric odd nitrogen is also highly uncertain but probably 
small. 
Sources of Odd Nitrogen Related to Nulnan Activity 
The natural source of odd nitrogen is increasing because the source gas, N28, is 
increasing. The global rate of increase of N20 is about 0.7 ppbv yr-1; the global average 
concentration is currently above 308 ppbv (16). At this rate of increase, assuming a linear 
increase in N20 at all altitudes, the natural source of odd nitrogen will increase by 110% in 40 
years. For comparison, the source of NOy from stratospheric aircraft for with EI of 15 and 7.7 
x 1010 kg of fuel yr-1 is 1.4 x 1034 molecules yrl, nearly 40% of the natural source. 
Atmospheric nuclear explosions, affecting the 7-to 30-km regime, cause sufficiently 
high temperatures in the fireball that thermal decomposition of N2 and 0 2  occurs, followed by 
the formation of NO (64-66). The nuclear tests in 1961 and 1962 by the Soviet Un.ion and the 
United States were thought to be responsible for the production of 2.4 x 1034 molecules of odcn 
nitrogen (1 6). 
Sinks of Odd Nitrogen 
There are two major sinks for odd nitrogen in the stratosphere: the recombination of N 
and NO in the middle to upper stratosphere, to form N2 and 0 ,  and transport to the broposphere. 
Nitric oxide (NO) is photodissociated easily in the upper stratosphere, forming atorllic nimgen 
(N) and atomic oxygen (0). Some of this N then reacts with NO, to form molecul.ar ni~ogen 
(N2); the rest reacts with 0 2  to reform NO. The lower stratospheric odd nitrogen abundance is 
principally regulated by transport of odd nitrogen to the troposphere, with subsequen,t rknout of 
the HN03 and H02N02 constituents [see Jackman et al. (36)l. 
The global annually averaged loss for the first process is about 8.4 x 1033 molecules yr- 
1 (Jackman and Douglass, 2-D model computation, 1990). The remainder of the globally aver- 
aged production is balanced by the transport of stratospheric odd nitrogen to the troposphere 
(4.0 x 1034 - 0.8 x 1034 = 3.2 x 1034), the dominant loss mechanism for stratospheric odd 
nitrogen. Thus the amount of odd nitrogen in the lower stratosphere depends critically on the 
circulation in the lower stratosphere and stratosphereltroposphere exchange. 
Odd Nitrogen Distribution 
The global distribution of total odd nitrogen may be calculated using a 2-D model, 
keeping in mind that the model transport in the upper troposphere~lower stratosphere is impor- 
tant to determining distribution and residence time of total odd nitrogen. Although there are no 
global measurements of total odd nitrogen, Callis et al. (67) estimate total odd niwogen from 
nighttime LIMS measurements of NO2 and HNO3. Using a model, they show that this sum 
represents 68, 78, 85, and 90% of total odd nitrogen at, respectively, 28, 34, 37, alnd 40 h. 
The estimate from LIMS for March (Figure 10) can be compared to the calculations of the 
Jackman and Douglass model (Figure 1 I), or to several model distributions given by Jackman 
et al. (7). Although the data represent a lower limit because all species are not includd, norably 
N205, the model values are somewhat lower than the measurements in the lower stratosphere. 
It should be noted that the lower stratospheric LIMS values of NO2 depend on the NO2 clima- 
tology used in the retrievals resulting from a loss of NO2 signal from altitudes below 40 mb 
(68). Thus the L M S  data can provide constraints on the odd nitrogen species but do not pro- 
vide a direct measure of NOy. 
Irk situ measurements of total odd nitrogen taken aboard the NASA ER-2 aircraft provide 
several points for direct comparison between models and data. The ambient total odd nitrogen 
by catalytic conversion of the higher-oxide species to NO and subsequent detection 
of NO in the chemiluminescent reaction with reagent 03. All odd nitrogen species of impor- 
tance in the stratosphere are included in this technique (69). Although measured odd nitrogen in 
the lower stratosphere and upper troposphere has substantial natural variability on a wide range 
of scales, the data are sufficient to derive representative averages at some locations and seasons. 
Extensive measurements in the winter hemispheres near 55"s and 60"N show odd nitrogen 
values less than 0.5 ppbv in the troposphere, up to about 10 km altitude, increasing to about 3 
ppbv near 16 krn and to about 8 ppbv near 20 km (70,71). Values of 3 to 8 ppbv between 19 
and 21 Ian were measured near 40"N in October (72). Measurements near 10"s in January and 
February gave tropospheric odd nitrogen values similar to those measured at high latitudes but 
significa~tly lower values in the lower stratosphere. Odd nitrogen values near 10"s increase 
from about 0.5 ppbv near the tropopause to about 2.5 ppbv near 21 km (73). The model values 
in Figure 11 underestimate the measured total odd nitrogen. Previous ER-2 NO measurements 
have suggested this discrepancy (4,74). The ATMOS (Atmospheric Trace Molecule 
SpecEoscopy) measurements of total odd nitrogen are as much as 40% larger than the results 
from somie model calculations for the lower stratosphere (75). 
LATITUDE (deg) 
Figure 10. LlMS nighttime HNO3 + NO2 for March 1979, a lower limit for total NO,. 
Figure 11. A 2-D model calculation of total odd nitrogen (March). 
Partitioning of Odd Nitrogen Species 
The lifetimes for interchange reactions among key odd nitrogen species, calculated from 
the NASAIGoddard 2-D model, are given for March equinox in Figure 12. Once HN03 is 
formed in the lower stratosphere, it is relatively long lived (> 50 days for middle and high lati- 
tudes). The lifetime of N205 is short, except in high latitudes in winter. The equilibfium 
between NO and NO2 is established quickly; thus, the fractions of NO and NO;? in rthe aircraft 
exhaust are not important for assessment calculations. Some studies have likewise: shown an 
insensitivity to the relative partitioning between NOx and HN03 in stratospheric injebctions, but 
this is not likely to be the case for tropospheric emissions. 
However, the current understanding of odd nitrogen chemistry in the lower sfratosphere 
does not explain all of the observations. For example, measured values of wintertime HW03 
exceed model calculated values (35). Some investigators have suggested that the hete:rogeneous 
reaction of N205 on polar stratospheric clouds (PSCs) in the polar vortex may produce the 
observed values (76). Rood et al. (77) have found, with 3-D model calculations, that there is 
insufficient mixing between the polar vortex and middle latitudes to account for the HNO3 
deficit. Measurements of reaction rates show that N205 + H20 reactions occur on sulifufic add, 
even though some of the other processes that occur on PSC surfaces (e.g., HCl + ClONO;?) do 
not (18). Hofmann and Solomon (78) suggested that such heterogeneous reactions on back- 
ground aerosols could account for the observations. These processes are important for under- 
standing the natural balance of HN03 and NOx. The potential impact of aircraft exhaust on 
stratosphek ozone is sensitive to this balance. 
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Figure 12. Lifetimes for interconversions among odd nitrogen species (March). 
HYDROCARBONS 
The lower troposphere contains a wide variety of hydrocarbons. Most of these are 
desuoyed by reactions with the hydroxyl radical. Only those species with photochemical life- 
~ m e s  longer than a few months reach the tropical tropopause in sufficient concentration to affect 
stratosph~eric chemistry. This restricts the population to methane (C&) and the nonmethane 
hydrocsbons (NMHC) acetylene (C2H2), ethane (C2H6), and propane (C3H8). 
The methane distribution is fairly well established on several spatial scales. Data from 
the period 1983-87, from the surface and mid-troposphere, indicate that CH[4 is increasing by 
about 1% per year (16). During the 1980s, the average free tropospheric mixing ratio in the 
nolrthern hemisphere was about 1.7 ppm, while in the southern hemisphere it was somewhat 
less, 1.6 ppm. The stratospheric distribution has been determined by several groups measuring 
p f i r n ~ l l r  at midlatitudes and using balloon-borne instruments. The SAMS measurements pro- 
vide a global picture of the behavior of CJ& above 20 mb. The maximum stratospheidc mixhg 
ratio is seen in the tropical lower stratosphere; the mixing ratio decreases polewardl and with 
altitude. A detailed description of the data and comparison with model calculations are gven by 
Jones and Pyle (79). 
Nonmethane hydrocarbons have considerable seasonal and spatial variation in the ~ o p o -  
sphere and we may expect similarly large variations in the lower stratosphere as well. Average 
lifetimes for C3H8, C2H2, and C2H6 are 0.06 yr, 0.1 yr, and 0.25 yr, respectively, but vary 
according to locale and may be much shorter in the tropics. Based on limited observations, we 
may describe the distribution of NMHCs as follows. The NMHCs increase from the South 
Pole towards the equator, (80-84), peaking at northern midlatitudes. Typical tropospheic 
northern midlatitude values for the N m C s  are 0.2 ppb acetylene, 2 ppb ethane, artd 0.6 ppb 
propane. The seasonal cycle is dominated by variations in OH. In the Arctic, ethane has a 
maximum mixing ratio in the winter; and is 2 times less in summer. The annual v & a ~ o n  of 
propane is greater (85). In Antarctica (86), ethane has a winter value of 0.45 ppb, with a 
summer mixing ratio of 0.3 ppb. The corresponding figures for acetylene are 20 and 10 ppt, 
respectively, and the propane content varies from 0.05 to 0.1. ppb. 
Vertical distributions of the NMHCs in the stratosphere have only been measured at 
northern midlatitudes. With the exception of a limited number of satellite measurements, infor- 
mation has been by balloon-borne samplers (83,87-90) or by analysis of solar a~bsorgdon 
spectra taken from the ground or aircraft (91-93). The vertical profile of ethane is nearly con- 
stant to 10-km altitude, with a mixing ratio between 1.5 and 2 ppb. The mixing ratio Ceops by 
an order of magnitude at 15 km and by 2 orders of magnitude at 25 km. This vertical & s ~ b u -  
tion is c o n f m e d  by analysis of spectra profiles of solar infrared radiation (94). The measured 
vertical profiles of propane are confined to altitudes below 20 km. At 10 km, mixing ratios are 
between 0.2 and 0.8 ppb; at 17 km, the mixing ratio is 0.1 ppb. Acetylene, as measured at 10 
km by direct sampling, has a value between 0.1 and 0.23 ppb. By 16 krn, the mixiing ratio is 
0.02 ppb. The vertical distribution of molecules like ethane could be important in the chemistny 
of the stratosphere by serving as a tracer for the OH and C1 radical profiles (95). The break- 
down of the NMNCs can modify the photochemistry of the lower stratosphere and upper tropo- 
sphere (96-99). 
The lifetimes of NMHCs can be significantly shorter in the stratosphere than in the tro- 
posphere as a result of reactions with Cl and are often less than 1 month. If this estimate of the 
lifetime is correct, the magnitude of the increase in the concentrations of the hy&oc:xbons in 
aircraft exhaust is controlled by photochemical loss rather than transport. Pollutant molecules 
are destroyed by reactions with OH and C1, the perturbation is limited directly by the mount  of 
pollutant in the aircraft exhaust. An important role of C& and NMHCs in the lower seato- 
sphere is to convert Cl to HCl and to produce ozone by reactions of NO with oxidation prod- 
ucts, e.g., H 0 2  and CH302. The rate of oxidation of background C& in the lower slrato- 
sphere (1-5 x 101° molecules cm-3 s-1) is much larger than the source of hydrocarbons in the air- 
craft exhaust (about 1 x 108 molecules cm-3 s-1 if mixed in the northern hemisphere over an 
altitude thickness of 5 km). The picture could be somewhat more complicated by addition of 
reactions to form nitrates such as peroxy acetyl nitrate (PAN) in the high NO, environment of 
the aircraft plume. However, although PAN is somewhat longer lived than the hy&ocarbons, 
the summer lifetime is less than 3 months, and the maximum perturbation is still con.eolBed by 
photochemistry. 
CONCLUSION 
The species considered here, most obviously the odd nitrogen species, influence the 
phc8rsclhernical balance of the lower stratosphere. Perturbations to these species may have a 
dhect impact on the ozone concentration in the lower stratosphere, even though time scales for 
ghotmhemical processes such as ozone destruction are in the range of several years. For the 
species that are long lived in the lower stratosphere, the magnitudes of the possible perturba- 
tions to the background values of the components of stratospheric aircraft exhaust are controlled 
by the mass flow through the region in which the aircraft exhaust is mixed. This underscores 
the im~bortance of understanding stratosphere/troposphere exchange and the circulation in the 
lower s~atosphere where, it has been proposed, the high-speed civil transport will fly. 
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Upper-Atmosphere Aerosols: 
Properties and Natural Cycles 
r " 
Richard Turco , 
University of California \ '" 
Los Angeles, CA 
ABSTRACT 
The middle atmosphere is rich in its variety of particulate matter, which ranges from 
meteoritic debris, to sulfate aerosols, to polar stratospheric ice clouds. Volcanic eruptions 
strongly perturb the stratospheric sulfate (Junge) layer. High-altitude "noctilucent" ice clouds 
condense at the summer mesopause. The properties of these particles, including their composi- 
tion, sizes, and geographical distribution, are discussed, and their global effects, including 
chemical, radiative, and climatic roles, are reviewed. Polar stratospheric clouds (PSCs) are 
composed of water and nitric acid in the form of micron-sized ice crystals. These particles cat- 
alyze reactions of chlorine compounds that '~activate"'otherwise inert chlorine reservoirs, leading 
to severe ozone depletions in the southern polar stratosphere during austral spring. PSCs also 
modify the composition of the polar stratosphere through complex physicochemical processes, 
including dehydration and denitrification, and the conversion of reactive nitrogen oxides into 
nitric acid. If water vapor and nitric acid concentrations are enhanced by high-altitude aircraft 
activity, the frequency, geographical range, and duration of PSCs might increase accordingly, 
thus enhancing the destruction of the ozone layer (which would be naturally limited in 
geographical extent by the same factors that confine the ozone hole to high latitudes in winter). 
The stratospheric sulfate aerosol layer reflects solar radiation and increases the planetary albedo, 
thereby cooling the surface and possibly altering the climate. Major volcanic eruptions, which 
increase the sulfate aerosol burden by a factor of 100 or more, may cause significant global 
climatic anomalies. Sulfate aerosols might also be capable of activating stratospheric chlorine 
reservoirs on a global scale (unlike PSCs, which represent a localized polar winter phe- 
nomenon), although existing evidence suggests relatively minor perturbations in chlorine 
chemistry. Nevertheless, if atmospheric concentrations of chlorine (associated with anthro- 
pogenic use of chlorofluorocarbons) continue to increase by a factor of two or more in future 
decades, aircraft emissions of sulfur dioxide and water vapor may take on greater significance. 
4 
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INTRODUCTION 
Particles and clouds in the stratosphere and mesosphere have been under study for more 
than 100 years. High-altitude aerosols were the subject of scientific speculation during the 
1880s, when the powerful eruption of Krakatoa caused spectacular optical displays worldwide, 
attracting attention to the upper atmosphere. The presence of a permanent tenuous particle layer 
in the lower stratosphere was postulated in the 1920s through studies of the twilight glow (1). 
The first in situ samples of these particles showed they are composed of sulfates, most likely 
concentrated sulfuric acid (2-5). Subsequent research was spurred by the realization that strato- 
spheric particles can influence the surface climate of Earth by modifying atmospheric radiation 
(6). Such aerosols can also affect the trace composition of the atmosphere, ozone concentra- 
tions, and the electrical properties of air (7). 
Stratospheric particulates have been sampled by balloon ascents and high-altitude aircraft 
to determine their properties directly (8). The aerosols have also been observed remotely from 
the ground and from satellites using both active (lidar) and passive (solar occultation) techniques 
(remote sensing instruments have been canied on aircraft platforms as well) (9,lO). In connec- 
tion with the experimental work, models have been developed to test theories of particle forma- 
tion and evolution, to guide measurement strategies, to provide a means of integrating labora- 
tory and field data, and to apply the diverse scientific knowledge gained to answer practical 
questions related to issues of global changes in climate, depletion of the ozone layer, and related 
environmental problems (1 1). 
In the following sections, primarily stratospheric, but also mesospheric, particles are 
described, and their global effects are discussed. Figure 1 illustrates many of the species of 
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aerosols that have been identified in the upper atmosphere. The diagram provides information 
on the size dispersion and concentration of these diverse particulates (12). Table 1 provides a 
summary of the key characteristics of stratospheric aerosols. 
Table I!. Characteristics of .Stratospheric Aerosols 
Particle Sulfate Type-I Type-I1 Meteoric Rocket 
type aerosol PSC PSC dust exhaust 
Physical 
state 
Liquid or 
slurry with 
crystals 
Solid nitric 
acid trihydrate, 
solid solutions 
Solid crystal, 
hexagonal or 
cubic basis 
Solid granular 
irregular or 
spherical 
Solid spheres 
or irregular 
surface ablated 
debris 
0.01 - 0.5, Arnb. 
0.01 - 10, Volc. 
1 - 100, Micro- 
meteorites 
0.01 -0.1, smoke 
Principali 
composition 
SiO2, Fe, 
Ni, Mg; C 
HCI 
S042- 
HN03, 
HCI 
Physical 
cbcreristics 
Dust inclusions, 
in solution 
Equidimensional 
crystalline or 
droplets 
Elongated 
crystals with 
poly crystalline 
structure 
=-re@ 
mineral grains, 
grain defects 
Homogeneous 
composition; 
smooth spheres 
STRATOSPHERIC SULFATE AEROSOLS 
The presence of trace amounts of sulfur-bearing gases in the stratosphere favors the 
fomatio~n of sulfuric acid aerosols (13-18). In particular, carbonyl sulfide in the background 
atmosphere is largely responsible (19) for the tenuous, ubiquitous ambient sulfate haze 
observed in the stratosphere (20-21). The general properties of these aerosols are summarized 
in Table 2. The processes that control this haze also influence the formation and evolution of 
volcanically induced aerosols. Accordingly, investigations of the ambient stratospheric aerosol 
Payer prcbvide insights into the behavior of volcanic eruption clouds above the tropopause. 
Backgr~ound Aerosols 
kt is fairly well established now that the ambient stratospheric sulfate layer is formed as a 
result of the chemical transformation of sulfur-bearing gases (carbonyl sulfide, OCS, and sulfur 
&oxide, SO2) transported into the stratosphere from the troposphere or injected there by major 
volcanic eruptions (19). Chemical reactions of these precursor sulfur gases lead to the produc- 
10 10 a 10-1 100 10 10 I 03 
Particle Radius (Clm) 
Figure 1. Spectrum of particles in the Earth's middle atmosphere. Shown are the approximate size 
distributions for particles with different origins. The total (number) concentration of each type of 
particle is roughly indicated by the peak value on the vertical scale. Some aerosols are highly variable in 
concentration and properties, particularly the "ash" component of volcanic eruption clouds; typically, 
these particles will fall out of the stratosphere within a few months following an eruption. 
tion of condensible sulfur compounds - primarily H2S04 [detected in situ by Arnold et al., 
(22)l. The sulfur conversion process is dominated by the reaction sequence: (23) 
SO2 +OH + M ----> HS03 + M (I> 
HS03 + 0 2  ----> SO3 + H02 (2) 
SO3 + H20 ----> H2S04 (3) 
"9"alSle 2. Properties of Stratospheric Sulfate Aerosols 
Composition 
&gin 
Dis~bution 
Mass Budget 
Residence Time 
Effects 
Influences 
H2SO&20 (-70%/30%); traces of sulfates, nitrates, nitryls, chlorides 
OCS, CS2 (also volcanic sulfur emissions); tropospheric sulfides; SO2 
photochemical oxidation to H2S04 via OH; high-altitude aircraft S@ 
emissions (contribution unknown) 
Liquid spheres, perhaps slurry and some solids; < 1 ppbm; 
-1- 10 cm-3 - 0.05 pm radius 
Global, 12 to 30 km altitude; latitudinal and seasonal variations 
- 0.1 Tg-S/yr (background); - 1-100 Tg-S (volcanic event) 
- 1-2 yr (average, based on radioactive tracer studies) 
Shortwave radiation scattering (z< 0.01); longwave 
absorption/emission (z<< 0.01); heterogeneous chemical 
conversion of NOx to HNO3 
Natural and anthropogenic OCS sources; volcanic activity; stratospheric 
dynamics 
Variable over 2 orders of magnitude following major volcanic 
eruptions (e.g., El Chichon). Possible long-term increase of 
- 6%/yr by mass 
Reactions (2) and (3) are so rapid that sulfur radicals (e.g., HS03 ) never achieve a significant 
concentration, and thus do not play a role in the chemical evolution of the aerosol cloud (except 
as an intermediary sulfur species). Although reaction (3) may require the presence of surfaces 
to occur rapidly, it does not limit the overall oxidation rate of sulfur dioxide. Importantly, reac- 
tion sequence (1) and (2) does not consume odd-hydrogen, HO,, as would the competing pro- 
cess consisting of reactions (1) and (4), 
Hence, HOx oxidizes SO2 catalytically, and the rate of SO2 conversion can remain high 
thoughout the evolution of a volcanic cloud provided there is sufficient recycling of H02 to 
OH. 
'The properties of the sulfate particle layer are strongly influenced by microphysical pro- 
cesses, including heterogeneous nucleation, growth by condensation, evaporation of volatiles, 
coagulation, and gravitational sedimentation (24). Some of the complex physicochemical inter- 
ac~ons responsible for the formation of the stratospheric aerosol layer are illustrated schemati- 
cally in Figure 2; the potential contributions of naturally occuning meteoritic particles and ion 
clusters to sulfate aerosol formation are also indicated. Exhaust particles from Space Shuttle or 
high-dtitude ahraft operations would enhance the condensation nuclei abundances. Detailed 
discussions of microphysical processes can be found in several papers, reviews, and books 
(25,26). 
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Figure 2. Diagram depicting the physical and chemical processes that affect stratospheric aerosols. 
Meteoritic debris, positive and negative ions, and tropospheric Aitken nuclei can serve as nucleation 
sources for sulfate aerosols and ice clouds. These particles can grow, evaporate, coagulrjlle, and fall 
vertically. The particles are also carried in stratospheric winds and diffuse under the influence of small 
scale turbulent eddies. 
Volcanic Aerosols 
Table 3 summarizes the general properties of the aerosols generated by a modest-to-large 
volcanic eruptions (that is, one in which the eruption column penetrates the tropopause and 
deposits substantial quantities of gases and particles in the stratosphere) (27-32). 
The general microphysical development and properties of volcanic eruption plumes are 
exemplified by the behavior of the El Chichon eruption cloud (33,34). The primary c~mption of 
El Chichon occurred on April 4,1982; solid debris and gases were injected to altitudes of about 
30 km over the Yucatan Peninsula (35). Many observations of the clouds were made:, and these 
data have been compared to model simulations that include the relevant physical and chemical 
processes (36,37). It should be noted that high-altitude sampling of the El Chicholn volcanic 
clouds was very limited. Data collected by the Solar Mesosphere Explorer satellite suggest that 
the post-eruption aerosols reached altitudes of 40 km (38,39). Lidar measurements, on. the 
other hand, indicated that the El Chichon particles remained below about 30 km for several. 
months after the eruption. 
Table 3. Properties of Volcanic Aerosols 
Composidon 
Ol;i& 
I>Hopfies 
Dis~bntion 
Mass Budget 
Residence Time 
Effects 
Inf uences 
Trrenh 
Silicates; H2S04/I120 (-70%/30%); traces of sulfates, nitrates, chlorides, 
etc. 
Tenrestrial material, gaseous SO;! with chemical oxidation to &SO4 
via OH 
Liquid spheres; solid mineral particles dominant the fxst month; 
- 100-1000 ppbm; (highly variable); -1-10 cm-3; - 0.3 pm radius 
Regional (days); zonal (weeks); hemispheric (months); global (year); 
12-35 km altitude 
Per event: S@ (- 1-100 Tg-S); N20 ( - 10- 1000 Tg); HCl 
(- 0.01- 10 Tg); mineral ash (> 100-10,000 Tg) 
- 1-3 yr (average, based on radioactive tracer and aerosol decay 
studies) 
Shortwave scattering of sunlight leads to surface cooling; 
Longwave absorption warms the stratosphere; 
Injection of H20, HCl, etc., possibly alters composition; 
Enhanced heterogeneous reactions on sulfate aerosol surfaces; 
Possible ozone perturbations; 
Stratospheric stability / tropospheric dynamics affected; 
Nuclei for upper tropospheric cirrus 
Geophysical; no anthropogenic influences; geological setting 
determines effects; impact on ozone may be affected by chlorine levels 
Random significant eruptions are -20 years on average; major 
eruptions are -100 years apart 
'The size distributions of volcanic aerosols (shown in Figure 3 for an El Chichon simu- 
l a~on)  exhibit a ~ - m o d a l  structure that evolves with time. The principal size modes are: a 
nucleation mode, which is most prominent at early times and at sizes near 0.01 pm; a sulfate 
accumulation mode, which evolves initially from the nucleation mode (by coagulation and con- 
densation) and increases in size to about 0.3 pm after 1 year; and a large-particle "ash" mode 
(sf solid mineral and salt particles) that settles out of the layer in 1 or 2 months. A primary 
feature of the volcanic aerosol size distribution after several months is a greatly enhanced sulfate 
ac.ccumu:Laeon mode. The increased aerosol size is caused by accelerated growth in the presence 
of enhanced sulfuric acid vapor concentrations that are maintained by continuing SO2 chemical 
conversion. 
]Figure 4 illustrates the evolution of volcanic aerosol optical depths at mid-visible wave- 
lengths, associated with the scattering of light by the sulfuric acid droplets. The calculations 
cornspond to the sulfur injection scenarios used by Pinto et al. (40); i.e., SO2 mass injections 
of 10 Tg (1 Tg = 1 x 1012 g = 106 metric tons) (i.e., like El Chichon), and 100 and 200 Tg 
(pssibly similar to Tambora, 18 15). At early times, and over limited geographical regions, the 
optical depths can exceed a value of 2. I-Iowever, after 1 year of evolution by growth, coagula- 
tion, and fallout, the average optical depth for even the largest SO2 injection has fallen to about 
0.5. These results suggest that nonlinear physicaVchemical interactions occurring in volcmic 
eruption clouds severely limit the aerosol optical depth that can be maintained over a. pefid of 
several years (40) (i.e., the time span required to induce substantial long-term climatic impaclts, 
see also section on Radiation and Climate Effects). Conversely, the efficiency for producing 
radiative effects per unit mass of sulfur injected is greatest for smaller injections. Accsrdjingly, 
high-altitude aircraft emissions of SO2 hold the potential for creating significant global-scale 
radiative effects. 
Figure 3. Evolution of the aerosol size distribution at 20 km in the simulated El Chichon eruption 
cloud. Size distributions are shown at various times, and are compared to the ambient size diisthbution 
(36). 
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Figure 4. Volcanic aerosol optical depths (zenithal) versus time for the volcanic cloud simulations 
discussed by Pinto et al. (40). Indicated on the figure are the times required for the cloud to disperse 
over a hemisphere, or over the globe (40). 
The sulfate aerosol mode radius peaks earlier with larger SO2 injections and remains 
elevateti throughout the history of the eruption cloud. In the simulations shown, the mode 
radius grows as large as 0.7 pm, which greatly exceeds the ambient sulfate mode radius, r-0.05 
para. ]In the instance of very large eruptions, the mode radius returns to its ambient value only 
after a period of several years. The mode radius is important in determining the rate at which 
sulfate is removed from the stratosphere. The sulfate mass flux from the stratosphere is 
propodonal to the fallspeed, v, of the aerosols multiplied by their mass, m. Since m = r3 and v 
oc r1+2 in the regime of interest, the mass loss rate is, m = 4-5 The optical depth per unit mass 
of aerosol varies roughly as l/r in the size range of interest. Hence, the decrease in optical 
depth in Figure 4 can be seen to have two causes: (1) the growth in particle size that reduces the 
oprical efficiency; and (2) a rapid decrease in the the total sulfate mass caused by sedimentation 
(after a month or so). These nonlinear interactions greatly limit the potential climatic effects of 
explosive volcanism. 
POLAR STRATOSPHERIC CLOUDS (PSCs) 
The properties of stratospheric clouds in polar regions (PSCs), (41) have been defined 
by a de'cade of satellite observations (see Table 4) (42-45). Based on optical and physical evi- 
dence, PSCs fall into two broad categories, which are referred to here as Type I and Type I1 
PSCs. Type I PSCs consist of an aerosol haze of micron-sized nitric acid ice particles com- 
posed of II[N03 and H20 [in roughly a 50150 mixture by weight, similar to the trihydrate 
HN03.3H20] (46,47). Type I1 PSCs are apparently composed of water-ice crystals (48). 
Some s.catistica1 properties of PSCs derived from satellite observations are summarized in Figure 
5 (45). 
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Table 4. Properties of Polar Stratospheric Clouds 
Composition Type I: HN@m20 (-50%/50%); Type-11: water ice; possibly traces of 
HCl, HN03, etc. 
Properties 
Type I: nucleation on sulfate, Te195 K, Type II: ice nucleation sn T y p  
I, Tc189 K 
Type I: -1-10 ppbm; <1 cm-3; 0.3 pm; Type 11: -1 ppmm; <el em-3; 
3 pm radius; solid crystalline structures 
Distribution Polar winter stratospheres (>60° latitude); 14-24 km altitude; winter and 
early spring; S. H., June-October, widespread Type I and IH; N. H., 
December-March, sporadic I, occasional I1 
Mass Budget 
Residence Time 
Effects 
Influences 
Type I: - 1-10 ppbm HN03 per winter season; Type 11: - 1-5 ppmm 
H20 per winter 
Type I: - 1 day, to weeks (temperature control, to sedimentation control); 
Type 11: - hours (condensation/sedimentation/evaporation con~ol) 
Activation of chlorine reservoirs (Type I and II); conversion of .NOx into 
I I N 0 3  (Type I); dehydration of the polar stratosphere (Type D); 
denitrification of the polar vortex (Type I and 11) 
Stratospheric polar meteorology; tropospherically driven wave events; 
vortex stability and temperature; springtime warming events; pssible 
role of changes in C&, H20 and NOy 
Trends Tied to trends in polar meteorology, especially temperature 
The Type I PSCs are considered the most common form, accounting for perhaps 80 to 
90% of all cloud sightings. These PSCs exhibit an onset at temperatures near 195 K, whereas 
the more massive Type I1 PSCs appear to condense at colder temperatures (el87 K) consistent 
with the measured frost point of water vapor in the polar stratosphere (48,49). It should be 
expected, therefore, that Type I haze would predominate the totality of cloud observatiolns in the 
earliest part of the Antarctic winter season, and that the frequency of Type I1 clouds would 
increase with the progression of winter and cooling of upper air layers. On the other hand, the 
observed dehydration and denitrification of the Antarctic winter stratosphere would, over the 
course of time, reduce the frequency of cloud formation at specific temperature thresholds (50). 
In the late winter and early spring, predictions and observations indicate that PSCs will (dissipate 
abruptly when the upper strato-sphere warms (5 1). 
Most likely, the nuclei for nitric acid ice deposition are the background sulfilfic acid 
aerosols (46). Observational evidence on the extent to which sulfate particles are nucleated in 
PSCs is mixed. Aircraft measurements taken in the Antarctic ozone hole in September 1987 
suggest that many, if not most, of the sulfate particles may be activated into nitric acid haze par- 
ticles (52,53). On the other hand, balloon-borne aerosol measurements taken at M[cMurdo 
Station during the same period, and more recent data from the Arctic winter stratosphere, indi- 
cate that, although layers of -1 micron-size haze particles are frequently present, on occ;asion the 
fraction of the sulfate particles activated into haze is quite small, roughly 1 in lo3 (54,55). If 
sulfate p d c l e  nucleation is limited to a small fraction of the total number of particles, the result- 
ing large sizes of haze particles will have important implications for stratospheric denitrification 
(56-58). 
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Figure 5. Statistics of polar stratospheric clouds. Panels (a) and (b) refer to the Southern 
Hemisphere, panels (c) and (d) to the Northern Hemisphere. The histograms represent the total 
ensemble of cloud sightings by the SAM-II satellite in 1986. Panels (a) and (c) show the number of 
cloud observations as a function of the minimum temperature in the vertical temperature profile 
eslimate~d for each satellite observation. A PSC "sighting" is defined by an extinction greater than 1 x 
km-'I at 3 km or more above the local tropopause. Panels (b) and (d) show the number of clouds 
with ma>:imum extinctions within specific intervals. The data indicate an onset of PSC formation at 
approximately 195 K, with a predominance of clouds at the low extinction end of the spectrum (i.e., 
Type-l P X S )  (45). 
In situ measurements of odd-nitrogen species provide direct evidence for the existence 
of nitric acid particles in the antarctic winter stratosphere (52,53,59). That evidence is sup- 
ported by infrared spectroscopic measurements of condensed HN03 (60) and column measure- 
ments of depletion of the HN03 vapor column mount  (61,62). In addition, Hanson and 
Mauersberger (63,64), in a series of detailed laboratory studies, have qumtified the composi- 
tions and vapor pressures of the nitric acid ices under the conditions of interest, and they con- 
cluded that the nitric acid trihydrate is probably the stable form in the stratosphere. 
OTHER STRATOSPHERIC AEROSOLS 
Only brief mention has been made of the other types of particulates shown in Figure 1. 
The properties of two important varieties of these particles - spacecraft alumina debris and 
meteoritic dust - are summarized in Table 5 (65-67). Data collected by a lensky et al. (68) 
reveal a 10-fold increase in the stratospheric burden of alumina particles and other delbris asso- 
ciated with space activities d g the decade, 1976-1986. 
SOOT 
Because aircraft engines also generate soot (graphitic carbon, elemental carbon, or black 
carbon), the presence of soot in the ambient stratosphere is of interest. To date, there have k e n  
no definitive measurements of soot aerosol in the stratosphere. Observations of light absovtion 
(single-scatter albedo) by stratospheric aerosols show a very small residual absorptioj~ that has 
not been assigned to any particular species (69). Several impactor samples taken in the 
stratosphere have revealed soot or soot-like particles (70,7 1). One suggested source for these 
particles is fragments of carbonaceous chondrites of extraterrestrial origin (70). Large forest 
fires have also been observed to deposit smoke near the tropopause, and some of this aerosol 
would consist of soot. Deep convective storms may lift polluted air containing soot into the 
lower stratosphere. Substantial concentrations of soot aerosol, comprising Arctic haze, are 
found in the Arctic polar winter troposphere up to the height of the tropopause (72,73). 
Because of a lack of data, the morphology and global budget of soot partic1.es in the 
upper atmosphere remain uncertain. Nonetheless, only a very small input of soot to dhe strato- 
sphere - less than 0.001 Tg-C/yr - might be expected. 
NOCTIILUCENT CLOUDS 
Noctilucent (night-luminous) clouds (NLCs) have been under continuous inve:stigation 
since the late 1800s (74-76). NLCs are the extreme manifestation of tenestrial water clouds, 
residing more than 80 km above the ground and lending a spectacular appearance to the night- 
time sky. Yet, despite decades of remote observation, and occasional in situ pro;bing, the 
physics of noctilucent clouds has not been entirely quantified. Reasons include the remoteness 
of the clouds, which makes observation difficult, and the complexity of the cloud prascesses, 
which involve particle microphysics, atmospheric dynamics, photochemistry and ionization 
processes (77-80). Table 6 summarizes our current understanding of noctilucent cloud proper- 
ties, based on a number of studies and reviews (81-86); see also Journal of Geophysical 
Research, volume 94, number D12, 1989. 
Table 5. Properties of Alumina Particles and Meteoritic Dust 
Alumina Particles 
Composition A1203; surface traces of Cl, S, etc. 
%gin Ablated space debris; solid-fueled rocket exhaust 
lPsopehes Solid spheres; << 0.1 ppbm; > 1 pm radius; -1xl0-6 cm-3 
Dis~bution Globally distributed above 12 km; observations lacking, concentrated in 
flight corridors? 
Mass Budget - 0.001 Tg-A1203 per year 
Residerlce Time < 1 yr (average, based on particle size distribution) 
Effects Provide ready nuclei for aerosols/clouds; surfaces for chemical processing 
hfluen'ces Space activity; re-entry and burn-up of old spacecraft and launch vehicles; 
vehicle launch rates 
Trends Apparent tenfold increase from 1976- 1986 
Meteoritic Dust 
Cornpolsition Si02, Fe, Ni, C, etc.; trace of C1, S 
Interplanetary dust; ablation debris 
Solid particles, some spheres; micrometeorites; << 0.1 ppbm; >1 pm 
radius; <1x10-7 cm-3; smoke particles: - 0.01 pm; <I00 cm-3 
Distribution Distributed more-or-less globally above 12 km (observations lacking) 
Mass Budget - 0.02 Tglyr (global influx, meteoroid events, distribution undetermined) 
Residence Time < 1 mo (micrometeorites); 1-10 yr (meteoritic "smoke") 
Effects Provide ready nuclei for aerosols and clouds; surfaces for chemical 
processing 
hfluences Meteor showers, cometary encounters 
Trends None are obvious 
Table 6. Properties of Noctilucent Clouds 
Composition 
Origin 
Properties 
Distribution 
Mass Budget 
Residence Time 
Effects 
Influences 
Trends 
Principally water ice; some meteoritic debris 
Water vapor nucleation onto ions or meteoritic dust particles 
Ice crystals, likely cubic; < 1 ppmm; < 0.05-pm radius; -.I0 cm-3; 
optical depths, typically 10-4 to 10-5, maximum - 10-3 
Mesopause region (-82 km) at high latitudes (>45") in the summer 
hemisphere; temperature of formation, -130 K 
-1 ppmm H20 at 80 km 
Minutes to hours (sedimentation/evaporation control) 
Ionization depletion; minor effects on solar or terrestrial radiation 
Water vapor accumulation in the upper atmosphere; possibly release 
of water by rocket engines 
Significant increase over last century concurrent with buildup of 
atmospheric methane 
Sunlight scattered from noctilucent clouds has a very minor effect on the: radiation 
balance at high latitudes. NLC particles can scavenge electrons and ions and thus alter the local 
charge balance. Noctilucent clouds may also control the water vapor abundance in the rlaemo- 
sphere by providing a "cold trap" near the mesopause. As space missions and rocket launches 
become more frequent, more water vapor will be deposited in the mesosphere, so nLmtilucent 
clouds may become more common (87). Besides the vehicles launched for space exploration, 
more rockets may be launched to exploit the solar system for energy and mineral resources. 
High-altitude aircraft flights may lead to further increases in the amount of water vapor in the 
upper atmosphere. Thomas et al. (88) have proposed that the apparent increase in NLC fre- 
quency over the last century is associated with the observed increase in the concenlration of 
methane (and, hence, water vapor) in the upper atmosphere. 
A semi-stationary summertime layer of noctilucent clouds - referred to as polar meso- 
spheric clouds, or PMCs - has been detected and characterized by the Solar Mesosphere 
Explorer satellite (89). The PMCs and NLCs have similar microphysical and chemical origins: 
NLCs represent the weak, equator-ward manifestation of PMCs. The clouds, at their densest, 
have vertical optical depths of -10-3, with typical optical depths one to two orders of ~nagnitude 
smaller. 
HETEROGENEOUS CHEMICAL PROCESSES AND OZONE DEPLETION 
The recent discovery of an ozone "hole" over Antarctica in late austral winter and early 
spring (90) has led to considerable research on the causative processes (e.g., seminal discus- 
sions are given by Solomon et al. (91); Crutzen and Arnold (47); McElroy et al.. (92,931. 
Much of the subsequent research is collected in special journal issues, including Geophysical 
Research Letters, volume 13, number 12, 1986; and volume 15, number 8, 1988; Journal of 
Geophysical Research, volume 94, numbers D9 and D14, 1989; Geophysical Research Letters, 
volume 117, number 4, 1990; see also Solomon (94). 
Laboratory studies show that a fast surface-catalyzed reaction of HCl with chlorine 
nitrate ((2lON02) can occur on PSC particles to produce "active" chlorine (C12, HOCl, and 
61NO2) (95-101). Through known homogeneous photochemical processes (102), this 
enhanced activated chlorine may explain most, if not all, of measured ozone deficits (103,104). 
The intei~se interest in PSCs has led to a new focus on the possible role of other stratospheric 
aerosols in heterogeneous chemical reactions that might affect stratospheric composition and 
ozone depletion (105). 
The key heterogeneous chemical processes that occur on PSC particles are: 
In these chemical equations, "s" indicates that the species is likely to be adsorbed on the particle 
sdace  prior to reaction, and "g" indicates that the species rapidly desorbs from ice surfaces and 
is likely to be found in the gas phase (106). Chlorine activation via reactions 5 through 7 is 
very likely to proceed to completion on PSCs, with or without occasional solar illumination, in 
the early part of polar winter. This conclusion was recently confirmed by laboratory studies 
(107). Chlorine activation - in combination with denitrification, which is caused by PSC par- 
ticle sediimentation, and de-NO,-ification, which is the conversion of NO, to nitric acid as in 
reacGon (8) - results in a perturbed stratospheric composition that is extremely destructive to 
ozone. If the stratospheric abundances of water vapor and/or nitric acid vapor were to increase 
substanf ally in the future, PSCs could appear more widely and cause chemical perturbations 
over much larger regions. Similarly, continued cooling of the stratosphere caused by increasing 
budens 43f carbon dioxide might enhance PSC formation and chemical activity. 
It has been suggested chlorine activation and other heterogeneous chemical processes 
may mcur on background sulfate aerosols (105). The significance of such reactions is that the 
resulting perturbation could be global in scale, and not confined to the polar winter as as they 
are in the ozone hole. Modeling studies support the possibility of large, widespread ozone 
depledorls associated with heterogeneous chemistry, if the rates of one or more of reactions (5) 
through ((7) - particularly reaction (5) - are rapid (108). In these scenarios, increasing strato- 
spheric concentrations of background HCl and C10N02, derived from chlorofluorocarbons 
could be activated over global scales if sulfate levels were enhanced by anthropogenic activity 
(1 09) or by a future major volcanic eruption. 
I,aboratory measurements show that the reaction of N205 with H20 (reaction 8) occurs 
effiicienr'ly on sulfuric acid surfaces (1 10,111) [this reaction also occurs on PSCs, but is quite 
sensitive to the fractional composition of water in the ice particles (97)l. There is, however, 
little evi~dence for the rapid reactions of chlorine gases (i-e., reactions 5 through 7) on sulfate 
pmicles, either in laboratory studies (101,112) or atmospheric analyses (113). On the other 
hand, accelerating ozone depletions measured in the Northern Hemisphere (1 14) suggest a pos- 
sible increase in the activity of chlorine that may be associated with heterogeneous chemical pro- 
cesses. Accordingly, global-scale chemical perturbations connected with su1:Fate aerosol 
enhancements remain uncertain. 
RADIATION AND CLIMATE EFFECTS 
Many scientists, beginning with Benjmin Franklin (1 15), have studied the reladon 
between volcanic explosions and climatelweather change (1 16-121). Existing research h&cates 
that, in the years after a major volcanic eruption, anomalous weather patterns and regiond- to 
global-scale cooling is likely (122-127). The connection between volcanoes and climate is most 
directly made h u g h  the radiative effect of volcanically induced sulfate aerosols aln the globd 
radiation budget (122,128). The volcanic aerosols, when formed in the stratosphere: where they 
can be rapidly dispersed around the Earth, increase the reflectivity of the atmosphere and rreduce 
incoming solar energy (129). The aerosols also produce a modest infrared-trapping effect, 
which is not sufficient to reverse the cooling caused by the increased reflectivity (122). The net 
effect of a major volcanic eruption sending sulfur gases into the stratosphere is an average 
global cooling of perhaps - 0.5"C for 1 year or more; this effect is limited, to a great extent, by 
the thermal inertia of the oceans and the relatively short residence time of volcanic: aerosols in 
the atmosphere (130). Many statistical correlations have linked volcanic eruptions in one year 
with global cooling in the following years. For example, records of tree rings (1 3 1) and other 
climate proxies (1 17) support the volcanic cooling hypothesis. 
The explosive energy of a volcanic eruption may not be an accurate indjicator of its 
climatic impact. More important is the quantity of sulfur gases (particularly SO2) injected into 
the stratosphere. However, the average climate effect of an explosive eruption appears to be 
limited to a maximum temperature decrease of -l0C, even for the largest eruptions. mis fun- 
damental limitation may be the result of highly nonlinear physical processes that respsict the 
buildup and persistence of the aerosol optical depth (40). 
After a major volcanic eruption, the stratospheric aerosols settle into the upper tropo- 
sphere over a period of several years. These sulfate particles are highly soluble and thus 
enhance the cloud condensation nuclei (CCN) population of the upper troposphere (26). 
Similarly, high-altitude aircraft operations might increase the CCN abundance in thle upper aro- 
posphere and alter cloud properties and the radiative balance of the troposphere. 
Human activities can also affect stratospheric aerosol properties. Direct e:missions of 
SO2 and soot from high-flying aircraft contaminate the natural sulfate layer. Rocket exhaust 
particles released into the stratosphere, and an increasing rate of ablation of debris fitom orbiting 
platforms (68), further enhance the concentration of stratospheric aerosols. Comprehensive 
studies have been carried out to estimate the potential climatic impacts of proposed fleets of 
high-altitude aircraft (the "supersonic transport", or SST, proposed in the early 1970s) (132), 
while other studies have focused specifically on the possible climatic effects of aerosols gener- 
ated by SST operations and Space Shuttle launches (133). In each case, only minor globd- 
scale effects have been predicted. 
Figure 6 presents calculations of the sulfate aerosol size distribution and optical dep& 
that result from an order-of-magnitude increase in either the OCS or SO2 concentration in the 
upper troposphere. The modified size distribution contains significantly larger pmicles, w&ch 
increase in the optical depth of the aerosol layer. For an OCS enhancement by a factor of 10, 
the optical depth is increased by a factor of almost 5 (134). Such increases, while smaller than 
those observed after major volcanic explosions (i.e., factors of 10- loo), approach the fireshold 
for climatic significance. 
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Figure 6. Calculated aerosol size distributions at 20 km for background stratospheric sulfur gas 
abundances, and for an increase by a factor of 10 in either the OCS or SO2 abundance in the upper 
troposphere. Also indicated in each case is the aerosol optical depth corresponding to a layer 1-km 
thick centered at a height of 20 km (134). 
OUTSTANDING SCIENTIFIC ISSUES 
Some of the questions about the role of aerosols in upper-atmosphere chemistry and in 
climate change are summarized in Table 7. Because aerosols in the upper atmosphere can affect 
the state of the troposphere and biosphere, it will be important to establish baseline properties 
for these particles and monitor any changes in these properties. Among other signals of aerosol 
activity are variations in solar radiation reaching the lower atmosphere and surface and alter- 
ations in the chemistry of the ozone layer (38). Upper-atmospheric particles are subject to 
mdfication by many human activities, including high-altitude commercial and military flight. 
It r e m h s  to be detemined whether such activities - at projected levels - can lead to climatic 
and other environmental changes. Specific scientific studies include: 
1) Heterogeneous chemistry studies: Accurate laboratory studies on the reactivity of 
sulfate (sulfuric acid) aerosols should be carried out under realistic stratospheric 
conditions; as opportunities arise, in situ chemical perturbations associated with 
enhanced sulfate aerosols might be studied directly (e.g., after a volcanic eruption, 
or in a planned sulfur release). 
2)  Predictive model development: Forecasting the effects of natural events, such as 
volcanic eruptions and of various human activities on middle-atmosphere aerosols, 
upper-tropospheric aerosols, the global radiation budget, and climate, requires so- 
phisticated models, which should be global in scale - optimally three-dimensional 
- and include accurate treatments of the appropriate dynamical, photochemical, 
microphysical and radiative processes. 
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Table 7. Questions and Uncertainties 
Sulfate Aerosols 
* Is the background sulfate mass increasing, and if so, why? 
* Will proposed high-altitude aircraft traffic increase the mass and/or chemical activity of the global backgound 
sulfate aerosol layer? 
Is increased sulfate aerosol reactivity possible with increasing water vapor, among other factors? 
@ Are stratospheric particles a significant component of the global radiative energy balance under nomal 
conditions, and thus of global climate change? 
Volcanic Particulates 
* Is there a measurable effect of volcanic eruptions on climate, or is the effect illusory? 
- Are volcanic aerosols important for heterogeneous chemistry? 
- What are the types and frequencies of volcanic eruptions that produce global effects? 
What are the injection efficiencies of SO;?, HCI, H20, and other gases? 
Are there strong nonlinear limits to the global effects of very large volcanic injections? 
Polar Stratospheric Clouds 
* Will high-altitude flight enhance water vapor concentrations, leading to a greater frequency, range and dmahon of 
PSCs? 
= Will high-flying aircraft create long-lived contrails in the polar stratosphere and modify s~atospheric hemisapy 
and ozone? 
- Are there other species/reactisns (e.g., of NOx), which might be important, on stratospheri~c ice pmicles? 
- What is the precise composition and morphology of Type I and Type I1 ice particles? 
How does denimcation occur on Type I and Type I1 particles? 
@ Can we directly observe chlorine activation on Type I PSCs? 
Soot  
What are the ambient sources and concentrations of soot particles in the stratosphere? 
= Can the morphology or trace chemistry of soot be used to identify and quantify uniquely its sources? 
* Can soot particles catalyze heterogeneous chemical processes under stratospheric conditions? 
* Is soot absorption of shortwave radiation in the stratosphere dynamically or climatically significant? 
Alumina Particles 
- What increase in stratospheric alumina debris can we expect from future aerospace fleets, including 
rockets and aircraft? 
What is the reactivity of alumina particles coated with sulfates? 
* Can the total surface area of alumina particles in the stratosphere be determined? Is it significant? 
a Are these particles an important sink for sulfate, chloride, or other stratospheric materials? 
Meteoritic Dust 
Are claims of potential significant chemical impacts in the stratosphere reasonable? 
* What are the effects of meteoritic material on stratospheric composition above -30 krn, due to 
neutralization reactions, etc.? 
Noctilucent Clouds 
= Will water vapor emissions by high-altitude aircraft increase the frequency and range of NLCs? 
Are the frequency and density of NLCs increasing in pace with methane or other gases? 
Global aerosol monitoring program: A global monitoring program for middle 
atmosphere aerosol trends - particularly trends that may be associated with 
anthropogenic emissions but also transients associated with volcanic eruptions - 
could be built on existing and planned satellite and lidar measurement projects; in 
situ measurements would be necessary for calibration and detailed microphysi- 
cUradiative/chemical definition of the aerosols over time. The mesosphere could 
also be monitored for changes in key parameters, such as water vapor content and 
the occurrence of clouds. 
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INTRODUCTION 
The growing demand on air travel throughout the world has prompted several pnopsds 
for the development of commercial aircraft capable of transporting a large number of passengers 
at supersonic speeds. Emissions from a projected fleet of such aircraft, refened to as high- 
speed civil transports (HSCTs), are being studied because of their possible effects on the 
chemistry and physics of the global atmosphere, in particular, on stratospheric ozone. At uhe 
s m e  time, there is growing concern about the effects on ozone from the emissions of' cument 
(pdarily subsonic) aircraft emissions. 
Evaluating the potential atmospheric impact of aircraft emissions from HSCTs requires a 
scientifically sound understanding of where the aircraft fly and under what conditions the air- 
craft effluents are injected into the atmosphere. Multi-dimensional2-D and 3-D models of the 
global atmospheric chemical, radiative, and dynamical processes are the primary tools used to 
assess the impact of such emissions. 
Assessments of the understanding of the potential effects on the atmosphere will 1% made 
periodically. This report presents a preliminary set of emissions scenarios. A more complete 
assessment of the environmental impact of emissions from a commercially viable, rea.sonaabliy 
mature fleet of KSCTs will be conducted in about 2 years. At that time, more realistic scenarios 
of both existing and projected future aircraft emissions will be needed for evaluation with sta8e- 
of-the-art 2-D and 3-D global atmospheric models. These scenarios will be used to underswnd 
the sensitivity of environmental effects to a range of fleet operations, flight conditions, md air- 
craft specifications. 
This chapter provides the baseline specifications for the scenarios: the criteria to be used 
for developing the scenarios are defined, the required database for initiating the development of 
the scenarios is established, and the state-of-the-art for those scenarios that already hawe been 
1 assess- developed is discussed. This project will be continued in preparing for the next majorr 
menu, and will be described in the next High-Speed Research Program/Atmospheric Effects of 
Stratospheric Akaafr Program Report. 
An important aspect of the assessment will be the evaluation of redistic projections of 
emissions as a function of both geographical distribution (i.e., latitude and longitude) and 
altitude from an economically viable commercial WSCT fleet. With an assumed introduction 
date of around year 2005, it is anGcipated that there will be no HSCT aircraft in the globd fleet 
at that time (assuming that the Concordes have all been retired). However, projecfions show 
that, by 2015, the WSCT fleet could reach significant size. We assume these projections of 
I-ISCT and subsonic fleets for about 2015 can then be used as input to global amosphe~c  
chemistry models to evaluate the impact of the HSCT fleets, relative to an all-subsonic future 
fleet. This chapter discusses the methodology, procedures, and recommendations for the 
development of future HSCT and the subsonic fleet scenarios used for this evalua~on. 
Boeing and Mcmnnell Douglas have been instrumental in developing the s c e n ~ o s  exm-  
ined thus far within the NASA HSRP program. Both companies have special modeling cap -  
bilities to determine the emissions from a commercial aircraft fleet. (Note: Within the United 
States, the Analytical Technology Applications Corporation has developed a similar capabiliv 
for the Federal Aviation Administration (FAA), but this model has not yet been used in cjevelop- 
ing emission scenarios for assessment studies.) Boeing and McDonnell Douglas made ~diffesent 
assumptions in developing their scenarios. 
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SPECIAL CONSItDERATIONS TO SCENARIO DEFINITION 
The general methodology for calculating realistic emission scenarios for both subsonic and 
H S m  fleets consists of several components. 
R.  Bdarketing projections would be made of the demand for air travel between cities (i.e., 
city-pairs) in the form of available seats per city-pair. This analysis would also consider 
the Ilaely (conceptual) aircraft and the frequency of such flights (note that the frequency 
will likely depend on aircraft seating capacity, flight speed, and turnaround time). 
2. For a given aircraft concept, a performance analysis of the aerodynamics and propul- 
sion system would be done to determine the fuel consumption as a function of aircraft 
weight, range, engine power setting, and flight segment (e.g., taxi-idle, takeoff, climb, 
cruise, approach). 
3. Fuel consumption would be determined as a function of geophysical distribution and 
altitiude calculated by "flying" the aircraft along the routes between the city-pairs. Special 
features, such as supersonic flight only over water, waypoint routing, weather, environ- 
mental optimization, etc., can be incorporated at this stage. 
4. Emissions would be calculated. While these will always be proportional to fuel con- 
sumption, emission indices (EIs) of some species such as NO,, COY and hydrocarbons 
will vary with the flight segment. 
There majr also be small corrections resulting from flight altitude, humidity, and air temperature. 
More dem.iled discussions of each of these topics, as they relate to scenario definition, is given 
later. 
MARKETING ASSUMPTIONS 
htemational air transportation is expected to increase steadily from now through the year 
2015. D ~ n g  this time, the available seat miles (ASM, mileage between city-pairs determined 
by great circle route) is expected to increase from 1.6 x 1012 ASMs/year in 1987 to about 5 x 
lo1' ASMs/year in 2015 as shown in Figure 1 (1). Approximately 2.1-2.5 x 10l2 ASMs/year 
will be in long-range flights by 2015. It is assumed that the total ASMs will be approximately 
conserved when the HSCT is introduced, and that the HSCT will displace some of the long- 
range subsonic ASMs. The extent of displacement and the particular routes chosen for HSCTs, 
however, will depend strongly on the economics of the HSCT. 
A viable HSCT fleet must be technologically feasible as well as profitable for the airline 
that uses it. This means that the operating costs of the HSCT must compete with those of 
cunent or future subsonic aircraft. These costs will depend on the characteristics of the aircraft 
(e.g., technology required, specific fuel consumption, range, capacity, and speed). Marketing 
sbu&es show that the economic demand for a specific fleet size of HSCTs depends strongly on 
the operadng costs relative to those of subsonic aircraft. In the most optimistic case, in which 
s u p r s o ~ c  fares are assumed to be nearly the same as subsonic fares, the demand for an HSCT 
consisting of as many as 900 aircraft would be a reasonable assumption, by the year 2015 (1). 
As HSCT oprating costs (and ticket prices) rise, the projected fleet size decreases. However, 
projections indicated that a minirnurn fleet size - 300 to 500 HSCTs - would be necessary to 
induce the airframe industry to develop an HSCT. An optimistic, but realistic, baseline scenario 
for assessing the atmospheric effects of an HSCT fleet in 2015 would be about 500 aircraft. 
Performance Calculations 
For a given aircraft or aircraft concept, aerodynamic and propulsion system andyses are 
done to calculate the fuel consumption as a function of aircraft weight, engine charactefiscics, 
payload factor, range, and flight segment (e.g., taxi-idle, takeoff, climb, cruise, and approach). 
In addition, the EIs of CO, hydrocarbons, NO, and other emitted species must be evaluated for 
each flight segment for use in the scenario calculations. 
Supersonic aircraft such as the Concorde generally fly a Breguet path; the cruise altitude 
increases continuously as the fuel is used. On the other hand, subsonic aircraft generally follow 
regulated paths of constant-pressure altitude. It is assumed, in the scenarios to be developed, 
that the I-ISCTs will also fly a Breguet path. 
Fuel Consumption 
The amount of fuel burned by the HSCT fleet in the assessment scenarios, it is assumed, 
is largely determined by aircraft performance parameters. In a complete economic sceamdo, 
these parameters are interrelated and must be accurately predicted. For example, a high e s ~ m a e  
in aircraft drag would also lead to higher operating costs, higher ticket prices, and a decrease in 
Note: Excludes U.S.S.R. However, due to changing conditions 
within the U.S.S.R., work is underway to include this m~arket 
Figure 1. World air travel forecasts in revenue passenger miles, based on Boeing (1). 
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passengelr demand, thus moving toward a lower fleet fuel burn. These contrasting trends, for 
an appasently simple parameter like aerodynamic drag, dlustrare the complexities involved in 
e s t h a h g  the total annual fuel burn in marketing projections for a supersonic aircraft fleet. 
We shall avoid havhg to consider the interplay between ticket costs and available seats 
being flown by NSCTs by specifyhg a m i ~ m u m  fleet of aircraft operating at maximum effi- 
ciency (i.ie., number of hours in the air). 
Engine Emissions 
The primary engine exhaust products from commercial jet aircraft are carbon dioxide and 
water vapor. Secondary exhaust products include nitrogen oxides (NOx), carbon monoxide 
(CO), hydrocarbons, and sulfur divide (SO2). (See chapter 2 for a thorough review of emis- 
sions.) The relative mounts of NOx, COY and hydrocarbons depend on engine operations, 
pareiculaly the thrust setting of the engine, and those at cruise conditions will differ signifi- 
cmely fPom those observed at takeoff and climb. 
At this time, it appears that the use of alternative fuels would likely be too expensive 
&cause they would mean higher operating costs and because airports would have to be im- 
groved to handle such fuels. Therefore, the HSCTs considered here (Mach 1.6-2.4) use some 
form of Jet-A fuel. A report by Boeing (2) analyzed a set of 53 jet fuel samples obtained 
worldwide, and found that Jet-A consists of a range of hydrocarbons with a mean molecular 
weight of 164. The average hydrogen content was 13.8%, by weight. 
The average sulfur content of the analyzed Jet-A samples was 0.042% by weight (EI(S02) 
= 0.8). Sulfur content of jet fuels depends on the refinery processes used to produce the jet 
fuel. Since sulfur pisons some of the catalysts used in refining, several of the advmed pro- 
cesses have led to significantly reduced sulfur levels. With increa~ing enviromental regulation 
of aornatic content and sulfur hpurities in fuels, it is likely that sulfur content in jet fuels will 
be reduceld further. 
The emission levels from aircraft engines are defined in terns of EIs, measured as grams 
of emission per kilogrm of fuel burned. Emissions of water vapor, carbon dioxide, trace 
meds, and sulfur dioxide are essentially independent of combustor operation conditions and are 
solely a function of fuel composition. On the other hand, EIs for nitrogen oxides, carbon 
monoxide, and hydrwarbons depend on the combustor design and thrust settings for the engine 
(see chapter 2). There has been confusion in the past a b u t  the definition of an EI for NO,; this 
problem can be avoided if this EI is defined precisely (see chapter 2) as the weight of NO2 (in 
g m s  per &logram of fuel) plus the weight of NO as converted to NO2. This definition is 
consistent with the recommendations of the International Civil Aviation Organization and the 
FAA, and it is used throughout the HSRP. 
BACKGROUND ATMOSPHERE 
Atmospheric model calculations (3-6) have shown that the sensitivity of stratospheric 
ozone to HSCT emissions is dependent on the background atmosphere (particularly on the 
mount of total reactive chlorine, Cl , in the stratosphere). It is therefore important that model 
calculations for the year 2015 H S C ~  scenarios consider appropriate background concentrations 
of atmospheric constituents. The current rates of increase for many important atmosphetic 
constituents are known reasonably well. It is also possible to project (with greater uncertainty) 
the effects of international controls on the production of chlorofluorocarbons (CFCs) over the 
next few decades. It should also be recognized, however, that it becomes increasingly uncer- 
tain, as Eaice gases predictions are extended into the future. 
Table 1 shows (for the years 1990 and 2015) suggested tropospheric concentrations of 
long-lived trace constituents that influence the stratosphere. The projections for 2015 are based 
on scenario C of the 1991 assessment of stratospheric ozone now under way for the United 
Nations Environment Programme and the World Meteorological Organization. This back- 
ground atmosphere assumes near-global compliance with the international agreements, includ- 
ing the CFC substitutes. This projection of the 2015 atmosphere will likely evolve as our 
knowledge of trace gas concentrations and budgets are improved; for example, the atmospheric 
composition listed in Table 1 has been updated since the calculations in chapter 5 were set. 
Sensitivity analyses using other trace gas concentrations may also need to be considered in 
future modeling studies. 
Table 1. Suggested Background Atmosphere for Current (1 990) and Projected 
(201 5) Scenarios* 
Species 
co2 354 ppmv 411 ppmv 
CH4 1.8 ppmv 2.1 ppmv 
N20 3 10 ppbv 330 ppbv 
CH3C1 
CFC- 1 1 
600 PPtv 
280 pptv 
600 PPW 
270 pptv 
CFC-12 485 pptv 545 pptv (+I10 pptv)t 
CFC-113 57 pptv 8 1 PPW 
cc4 106 pptv 74 PPW 
CH3CC13 159 pptv 
HCFC-22 104 pptv 
17 PPtv 
Halon-1211 2.5 pptv 
71 PPtv 
0.9 pptv 
Halon- 1301 3.5 pptv 5.3 pptv 
CH3Br 15 PPtv 15 PPtv 
Total C1 
Total Br 
3.6 ppbv 
21 pptv 
3.4 ppbv 
21 PPW 
*This proposed composition differs from that used in the sensitivity studies in chapter 5, which were set at 
an earlier date. The background scenario for 201 5 is based on Scenario C for the 1991 UNEP-WMO Ozone 
Assessment Report (in preparation), and assumes near-global compliance with the international 
agreements, along with inclusion of CFC substitutes (HCFCs, but treated as CFC-12 in the scenario). 
f Additional 110 pptv of CFC-12 is included to account for the additional chlorine in the stratosphere 
resulting fmm HCFCs. 
SUBSONIC EMISSION SCENARIOS 
This section addresses the developments required for projecting emissions from the sub- 
sonic fleet for the 2015 period, as well as those necessary for analyses of the global atmospheric 
effects from past and current subsonic emissions. Limited model studies (3,5,6-8) have shown 
that the effects on tropospheric ozone from increases in subsonic emissions over the last several 
decades could be significant and need further examination (although this is not currently part of 
the HSRP Program). Improved analyses of current subsonic emissions, while inherently dif- 
ferent from the projected HSCT emissions, still provide a useful test for evaluating model pre- 
dictions, 
Very limited information is available on past emissions. An analysis of aircraft emissions 
for the year 1975 was made by Athens et al. (9) and revised by Oliver (10). The overall accu- 
racy of these analyses is unknown. Boeing has calculated emission scenarios for the year 1987, 
based on published subsonic commercial jetliner flights. They have also developed projections 
of emissions for commercial subsonic flights for the 2015 period. These scenarios have been 
documented in detail in a NASA report (1). All of the published analyses provide estimates of 
emissioins as a function of altitude and latitude, but not longitude or season; only scheduled 
comme~.cial passenger flights have been included. The methodology used by Boeing is de- 
scfibed next. 
Boeing 1987 Subsonic Emissions Scenario 
Subsonic fleet emissions for 1987 were calculated using the airline fleets and schedules in 
the 1987' Official Airline Guide (OAG). The calculations considered only scheduled commercial 
passengier jet aircraft. Airplane types and flight frequency data were prepared and combined 
w i ~  the applicable fuel bum and emission data. 
A total of slightly more than 29,000 city-pairs were considered; the total for weekly depar- 
tures wais 229,794. For simplification, subsonic aircraft flights were divided into two groups, 
depndhg on range. Approximately half the flights are flown with stage lengths of 400 statute 
miles or less. The mean altitude of these flights was defined to be 26,000 feet (about 7.9 km). 
Flights longer than 400 nautical miles were considered to have an average altitude of 37,000 ft 
(about 11.2 km). All aircraft were assumed to cruise at one of these two altitudes. Fuel con- 
sumption was calculated assuming a constant average fuel flow over the entire flight profile. 
Fuel burn and emissions were calculated as follows. From the OAG data, 32 jet airplane 
lyps  were considered, and their characteristics were tabulated. For each aircraft type, fuel bum 
and emi:ssions were calculated for average fuel burn over a great circle route between all city- 
pairs served by that type and were grouped into 10' latitude bands. The EIs used were appro- 
priape for cruise power settings, would be higher during the takeoff and climb segments, and 
would be lower during the descent and landing segments of the flight. The results of the calcu- 
lations of total fuel consumption and the distribution of fuel consumption as a function of 
la~mde xre shown in Table 2. 
mmestic flights in the Soviet Union, Eastern Europe, and China are not included in the 
OAG and thus were not included in the 1987 scenario. Scheduled commercial air cargo and 
turbprop commercial flights were also not included in the scenario. Further, the 1987 sub- 
sonic fleet scenario included only 58% of the scheduled commercial passenger departures. The 
other 42% were aircraft with turboprops and reciprocating engines; these are primarily low- 
alftude, short-range flights. In addition, the scenario did not include charter, general aviation 
  private)^, or military flights. Our scenario for the assessments clearly must include a more 
complek set of data on subsonic flights. 
Boeing Subsonic Emissions Scenario for 2015 
The composition of the subsonic fleets for the years 2000 and 2015 were assumed to have 
average stage lengths and service pattems comparable to the current (1987) aircraft types (i.e., 
new jet transport types would replace same capacityhange aircraft). Using the Boeing long- 
range foirecasts of available seat miles (ASM) for these types and the average stage length and 
service pattems of these types, the number of departures was calculated for the years 2000 and 
2015, using the 1987 ASM level as a base. 
Future aerodynamic performance, fuel consumption, and emission characteristics of the 
geneic subsonic fleet were estimated and described in detail in Boeing (1). The emissions data 
for the year 2000 was estimated by assuming that technology improvements would allow an 
average 1 0 "  F increase in combustor inlet temperature, with a resulting 20% increase in NO, 
emission~s. 
Table 2. Total Fuel Consumption and Fractional Distribution of Fuel Use as a 
Function of Latitude Band for Commercial Jet Air Traffic, 1987 and 2015 
(projected)* 
1987 (Subsonic) 2015 (Subsonic) 2015 (Subsonic + HSCT) 
Latitude 
Band 
Supersonic 
at 60 kft 
*Data as analyzed by Boeing. Year 2015 air traffic distributions are shown for both a projected subsonic only fleet 
and for a fleet consisting of both subsonic and HSCT aircraft. 
For the Year 2015, it was assumed that further increases in combustor inlet temperature 
would be offset by lower-NO,, technology combustors, so the only increase in e,missions 
would derive from growth of the fleet. The results of the calculations of total fuel consumpfion, 
and the distribution of fuel consumption as a function of latitude, are shown in Table 2. 
Development Needs 
The available emissions scenarios have recognized limitations that need to be addressed 
over the next several years. It is critical to have accurate estimates of the changes in emissions 
from the subsonic fleet in the upper troposphere. Although secondary in importan~ce, such 
analyses are needed to test current atmospheric models, as well as to improve the understmding 
of environmental effects from existing aircraft emissions. 
Data Grids and TraJjc Seasonality 
Existing subsonic scenarios do not provide variations in emissions with longitude. Wkle 
this is satisfactory for the 2-D models used for most analyses of aircraft effects, 3-D models will 
be used in HSRP assessments in the future. These calculations will require that emissions be 
expressed as a function of longitude and time of year, as well as altitude and latitude. The grid 
smctuire needed for emissions will vary, depending on the models being used in the assess- 
ment. 
The Boeing subsonic scenarios have assumed that all aircraft fly at one of two different 
dfimdes. These scenarios need to be reevaluated using the actual flight patterns of the aircraft. 
Such scenarios can then be used to determine more accurately how much of the subsonic emis- 
sions are currently injected into the stratosphere. 
There are no analyses of the effects resulting from seasonal variations in the subsonic 
emissions; however, seasonal variations in emissions are likely to have an impact on the pre- 
dicted changes in ozone and should be included in the scenarios developed for subsonic emis- 
sions, At mid and high latitudes, the height of the tropopause varies dramatically with season. 
h addidon to the effects in the troposphere, seasonal variations of current emissions in the 
lower stratosphere, particularly at high latitudes in the winter and spring, are of interest because 
of the zossible interactions with the chemistry influencing ozone in the polar vortex. 
BncIwil?n of Air Cargo, Militav, and Other Aircraft 
The Boeing scenario for subsonic emissions scenarios considered only published flights 
of commercial passenger jet aircraft. Based on jet fuel production estimates (1 I), the fuel con- 
surmap~on calculated by the Boeing 1987 subsonic emission scenario was only 53% of the total 
world jet fuel usage. Data on fuel production makes several estimates possible: aviation in the 
U.S.S.R. and Eastern Europe could account for 12% of the world total, while China could 
account for 2%. Estimates of U.S. military aviation fuel and U.S. private jet use account for 
7% each. From these estimates, approximately 19% of the world jet fuel usage is still unac- 
counted for, but is probably allocated to charter, cargo, and turboprop aircraft. Cargo (freight) 
flights may account for a high fraction of the missing fuel use; this requires further analysis. 
Availalble forecasts suggest that air freight traffic will increase more rapidly than passenger 
udfic (12). 
Estimaks of the distribution of past, current, and future subsonic emissions will need to 
account for military aircraft, U.S.S.R. aviation, Chinese aviation, the worldwide cargo fleet, 
md ]perhaps commercial turboprop aircraft as well (although these probably fly too low for their 
emissions to be important globally). Unfortunately, such estimates are not currently available 
for kclusion in assessment studies. 
PREVIOUS WSCT SCENARIOS 
&I spite of the renewed interest in building WSCT aircraft, only a limited number of sce- 
naios have been developed for analyzing the potential effects from these aircraft. The most 
recent of these are the matrix of HSCT scenarios developed for this report (see chapter 5). 
Johnston et al. (4) performed a series of sensitivity analyses to examine the range of possible 
HSCT emissions, but no attempt was made to develop realistic scenarios. As part of NASA's 
hi t id  study in 1989, Boeing (1) and McDonnell Douglas (13), developed a series of WSCT 
scen&os, which were used in atmospheric modeling studies by KO et al. (5) and Isaksen et al. 
(6). More recently, Wuebbles and Kinnison (3) worked with McDonnell Douglas to develop 
and analyze the effects on ozone from a broad-based mamx of WSCT scenarios, assuming real- 
istic fight paths with varying cruise altitudes and amounts of NO, emissions; these scenarios 
are sirniilar in concept, but not the same, to those that have been developed for this report. 
The assumptions used by Boeing and McDonnell Douglas in their scenarios differ in sev- 
eral respects. To provide a historical perspective for further scenario development, this section 
desc~bes the approaches used by Boeing and McDonnell Douglas in the development of their 
p v i o u s  HSCT scenarios. 
Boeing Projection 
The introduction of the HSCT should lead to the replacement of some long-range subsonic 
aircraft. It was assumed in the total projected fleet that the long-range subsonic fleet would be 
reduced so as to keep the same total fleet ASM capacity as that of an all subsonic fleet. In a free 
economic market, the HSCT fleet size will depend on the extent to which the aircraft can (1) 
meet environmental requirements, (2) exceed capacity and range requirements of the &lines, 
and (3) compete economically with long-range subsonic aircraft. However, for these atmo- 
spheric effects studies, Boeing assumed a baseline scenario such that, by the year 201 5, there 
would be a fleet of 625 HSCTs with a payload of 247 passengers, a cruise speed of Mach 2.4, 
an average stage length of 3400 nautical miles, and a utilization of about 9 hours per day. The 
baseline HSCT aircraft assumed 69,449 lb of fuel per hour (-18 km) at cruise conditionls with a 
65% payload. The average cruise altitude was estimated to be 60,000 ft . 
Using Boeing's airline scheduling computer code, 235 market (city) pair routes were 
modeled. Fuel burn calculations were made for 10" latitude bands, with waypoint rot~dng to 
avoid sonic booms over land. During over land flights, aircraft were assumed to cruise at Mach 
0.9 and at a lower altitude. For those cases, the fuel use was consigned to 37,000 ft. The fuel 
use and latitudinal distribution for one of the year 2015 scenarios is given in Table 2. 
McDonnell Douglas Projection 
The overall procedure used by McDonnell Douglas in their HSCT scenario development 
for generating the annual fuel burn results is shown in Figure 2. In a general sense, the, proce- 
dure shown in Figure 2 can be thought of as consisting of three basic steps: (1) estimate of 
location (altitude x latitude) of fuel burn; (2) estimate of mount of fuel burn; and (3) cdculafion 
of NO, molecules (and other constituents) from engine company EIs. These steps are explAwed 
in detail here. 
Estimte of Location (Altiade x Latihlde of Fuel Burn) 
The latitude and altitude of exhaust injection are a function of the worldwide route smc- 
ture assumed for future HSCT operations and the mission flight profiles of the global flights. 
The HSCT will compete in the long-range passenger market. This consideration, conrmbhed 
with concerns about passenger traffic forecasts and over land operations, led to the selee~on of 
10 International Air Transport Association (IATA) regions (out of 18 total worldwide) that 
appear to be appropriate for supersonic transport aircraft operation. For each of these 10 major 
flight routing regions, a representative city-pair was selected that best represents the aiverage 
range and latitude distribution of flights in that region. The 10 regions, and the corresponding 
city-pairs, are shown in Figure 3. 
A flight profile for the HSCT configuration under study is generated for each of the 10 
city-pairs. The flight profile is 3-D with the flight path using great circle flight profiles. As 
seen in Figure 3 ,7  of the 10 routes can be considered flights over water, while 3 are predomi- 
nantly over land. The flight profiles (and fuel burns) for the overland routes do not accoirant for 
operational constraints (i.e., subsonic), nor are the flight paths altered to avoid operatic~n over 
land. 
Estimte of Total Fuel Burn 
The total fuel burn in a given region is a function of the passenger demand and load fxtor 
(i.e., percentage of seats occupied on a given flight) projected for that region. The numkr  of 
flights per year were then calculated in the McDonnell Douglas scenarios by dividling the torn1 
fuel burn by the fuel bum of a single flight. The fleet size can then be determined based on the 
number of flights, aircraft speed, and turnaround time. The competitive position of an IMSCT, 
Input to global models I 
I 
I Leaend: I 
Dependent parameters 
independent (basic) parameters 
I Timesavings I 
Figure 2. Data Flow for chart used by McDonnell Douglas for generating HSCT emission scenarios. 
Region City-pairs 
1 North-South America 
2 North Atlantic 
3 Mid-Atlantic 
4 South Atlantic 
5 Europe Africa 
6 Europe Far East 
7 North and Mid-Pacific 
8 South Pacific 
9 Intra-North America 
10 Intra-Far East and Pacific 
New Vork - Rio de Janeiro (JFK-GIG) 
New Vork - London (JFK-LHR) 
San Juan - Madrid (SJU-MAD) 
Rio de Janeiro - Madrid (GIG-MAD) 
Johannesburg - London (JNB-LHR) 
Bombay - London (BOM-LWR) 
Los Angeles - Tokyo (LAX-NRT) 
Honolulu - Sydney (HNL-SVD) 
Honolulu - Vancouver (HNL-VVR) 
Singapore - Sydney (SIN-SVD) 
Figure 3. HSCI representative city-pairs used by McDonnell Douglas. 
with respect to the subsonic fleet, was determined by contrasting the fare premium asswiakd 
with supersonic flight with the time savings available through it. The time savings for a. given 
flight is a function of the average speed and total distance of the flight. Thus, in the Mach 1-3 
range, the passenger demand for an HSCT increases with increasing cruise speed and range. 
The total annual fuel burns and load factors by region for the three HSCT baseline configura- 
tions used by McDonnell Douglas are shown in Table 3. 
To arrive at the most conservative scenario for emission (i.e., largest HSCT fuel use), the 
McDonnell Douglas group assumed a zero fare premium for HSCT flights and a 50% rmarket 
capture for HSCT in the 10 regions under consideration. 
Once the total fuel burn by region has been determined, it is superimposed on the 3-D 
route structure grid as determined previously. This results in 10 matrices, each showing the 
annual fuel burn data by altitude and latitude for one of the IATA regions. These matrices are 
summed together to produce one matrix that displays the total annual global fuel burn for m 
HSCT fleet by latitude and altitude. 
Calculation of Aircraft Emissions 
The calculation of NO, emissions in a given altitudellatitude grid cell is a relatively simplie 
calculation based on the NO, EI (EI NO,) of the engine under the appropriate operating condi- 
tions. The operating condition of the engine varies considerably over the flight profile, and 
hence it is not desirable to simply apply one EI NO, (e.g., cruise) over the entire flight regime. 
For a fust-order approximation, it can be assumed that the engine cycle varies with downrange 
&starace or altitude. There are, essentially, four stages to a Mach 3.2 HSCT mission profile: 
a e o f f  md subsonic climb (0-10 km), supersonic climb (10- 18 km), cruise (18-24 km), and 
descent (24-0 km). These components are illustrated in Figure 4. The engine operating cycles 
approxhnately correspond to these four conditions. 
TabiQe 3. Total Annual Fuel Burned by Region for HSCT Baseline 
Configurations, as Used in HSCT Scenario by McDonnell Douglas 
Region 
Load 
factor 
( W  
Norlli-South America 
North Atlantic 
Mid-,4tlantic 
South Atlantic 
Europe-Africa 
Eura'pe-Far East 
Nortli and Mid-Pacific 
Sou1:h Pacific 
Inlra-Noah America 
Intra-Far East and Pacific 
Total annual fuel burn 
(1,000 kg) 
Mach 1.6 Mack 2.2 Mach 3.2 
Fleet size = 436 Fleet size = 440 Fleet size = 363 
TO map out the injection of NO, and other constituents into the atmosphere more accu- 
rarely, a different set of EIs is used for each of the four conditions. These are stratified by 
dtiaude:, except for descent, which spans all of the flight altitudes from the top of cruise to 
$round Bevel. To account for this overlap, the constituent EIs for descent are factored into the 
~ e o f f ,  climb, and cruise indices, based on the ratio of time spent in a particular altitude band 
wkle d.escending. The ratios based on a Mach 3.2 mission are shown in Table 4, but note that 
such ra.tios will change with the Mach number. EIs (for NO, NO2, etc.) provided by engine 
manufacturers are used with these ratios, resulting in three sets of indices for the stratified 
altitude. bands. The number of molecules of a given constiment at each altitude-by-latitude grid 
point is calculated from the total fuel burn and the appropriate EI. 
FUTURE HSCT SCENARIO REQUIREMENTS 
The HSCT scenarios documented here were developed using a simplified approach. 
Several of the assumptions used by Boeing and McDonnell Douglas in conducting their inde- 
pndene HSCT scenario calculations are being jointly reexamined for future scenario develop- 
ment. 'The increasing sophistication of global amospheric chemical-transport models will also 
reqlire the improvement of both the geographical and altitude resolution of the emission scenar- 
ios. 
Table 4. Flight Profile Characteristics for a Typical Mach 3.2 Mission, as Used in 
HSCT Scenarios Developed by McDonnell Douglas 
Time spent (%) 
Altitude band 
This section discusses a consolidation of the Boeing and McDonnell Douglas appro~aches, 
and it also describes further modifications to the HSCT scenario considered necesseLrgr for 
increasing the accuracy and resolution of the environmental assessments. A common fame- 
work must be established that will meet the needs of the NASA HSRP program, of the a.ircraft 
industry, and of the atmospheric modeling community. The following methodology, and resul- 
tant scenarios, will be fully documented and remain in the public domain; there is no inten~on in 
this assessment to develop scenarios as proprietary engineering trade studies for the aircraft 
manufacturers. 
0 
Downrange distance 
Figure 4. Four stages of Mach 3.2 mission profile considered for engine emissions in HSCT 
scenarios developed by McDonnell Douglas. 
The goal is to generate realistic 3-D scenarios for a relatively mature HSCI' fleet and the 
coexisting subsonic fleet in the year 2015. As a reference, a scenario for a 2015 fleet that has 
ornliy subsonic airGraft (no HSCTs) will also be determined. 
FLEET ASSUMPTIONS 
HSGT City-Pair Network 
Iw the earlier work, Boeing and McDonnell Douglas used quite different networks of city- 
p&s. For future work, a common city-pair network needs to be established. This should 
hclude at least 150 city-pairs chosen to adequately represent the global network for air travel 
demmd - including both the subsonic and supersonic routes, and also considering both pas- 
senger and cargo flights. Boeing and McDonneU Douglas, in conjunction and coordination with 
the HSW, are workng to define a network and the associated city -pairs. At this time, the exact 
roster of ciy-pairs has not been fully agreed upon. 
Fleet Size 
fleet size projections vary according to the performance characteristics of the HSCT and 
the oprating costs, relative to subsonic aircraft. Factors that will influence these projections 
hclude ,aircraft configuration (number of passengers and class mix), speed and productivity of 
the aircrdt, utilimtion and scheduling, range, and specific fuel consumption. Thus, the techni- 
cal design of the aircraft and its required performance are strongly coupled to the perceived mar- 
ket ansl the operating costs of the aircraft. With the preliminary MSCT designs considered to 
dale, mamy of these details are still unresolved. The resolution of these marketing assumptions 
is not necessary for the assessments needed for environmental impact statements. 
Thie scenarios developed for the HSeT fleet in 2015 will assume that there are approxi- 
makly 5CK) aircraft. Although sensitivity studies with atmospheric models should also consider 
the pssibility of additional HSCT aircraft at years beyond 2015, this date provides a good 
bnchmak for evaluating the potential environmental effects. However, if 500 aircraft were 
found to be environmentally acceptable, while determinations showed that more aircraft were 
unacceptable, regulatory actions could be used to prevent the global NSCT fleet from growing 
fufllaer, or lower-emissions engines could be required. 
One airn for the scenario development will be to establish the minimum size of an econom- 
ically viable HSCT fleet (i.e., the number of planes that must be sold to at least break even). 
The environmental assessment can reasonably be based on this minimum number of NSCTs, 
since Q! smaller number (ifpredicted) would not be built and a larger number, if in demand, 
couM be consn-ained by environmental regulations. 
Mode of Operation 
Supersonic flight may have to operate in a restricted environment because of concerns 
about atmospheric effects, sonic boom, and community noise. These may include cruise 
dn8fimde restriction, restrictions over land, and dedicated flight corridors. Possibly, such restric- 
tions will affect range, fuel burn, and fleet size. Future scenarios should examine the potential 
rmfications of such restrictions. 
HSCT emission scenarios should be designed so that the algorithm for flight paths can be 
adjusted% to regulations (e.g., use waypoint routing to avoid supersonic flight over land or fly 
sesbsonically unless a means is found to reduce sonic boom) or to other criteria such as meteo- 
rology (e.g., search for tailwinds), or a combination of regulations and meteorology (e.g,, 
o p ~ i z e  the fight path with wind fields to minimize stratospheric injections). 
Supersonic Operation by the Military and Others 
Countries that have supersonic military aircraft may use specific operational supersonic 
corridors to minimize the impact of the sonic boom over land or else use over water oprational 
areas cleared by air traffic control. An evaluation of the magnitude of current and projected mili- 
tary supersonic operations may be appropriate. 
Any potential for supersonic air cargo or charter flights should also be examined. 
Polar Routes 
Several of the projected supersonic routes are Arctic routes. Because of the unique meteo- 
rological conditions of the stratospheric winter polar vortex, the effect of cross-polar routes 
should be assessed. In the future, there may be a need to reconsider the choice of Arctic routes 
based on the assessment. 
MODELING METHODOLOGY 
Data Grids and Traffic Seasonality 
Today, two-dimensional models are the workhorses of global stratospheric chernicd- 
transport modeling. These 2-D models represent the longitudinally averaged atmosphere on a 
latitude-altitude-grid, typically, 5"-10" (or more) by 1-3 km. More comprehensive three- 
dimensional stratospheric chemical-transport models are at an early stage of development. 'To 
support the current 2-D and future 3-D atmospheric models, emissions should be provided om a 
variable grid with a resolution at least as fine as 5" longitude x 4" latitude x 1 km dtitude. 
However, the assessment scenarios should be developed so that they can be mapped (onto any 
grid appropriate for such models. Since the resolution of these models varies from laode1 to 
model and is expected to become finer as a function of increasing computing capabilities, the 
emissions scenarios need to be developed with algorithms that are spatially continuous. The 
scenarios developed will then be mapped onto the grids appropriate to the assessment models. 
As mentioned earlier, expected seasonal variations in emissions may have an important 
impact and will need to be included in the scenarios. 
Future Test Cases 
Industry is currently focused on developing basic HSCT technology, with sonne effort 
dedicated to considering alternative HSCT designs. The next several years will still be tcm soon 
to optimize the design options based on either economic or environmental criteria. The ~chnol -  
ogy risk, cost, and performance are sensitive functions of the aircraft speed. Because of aero- 
dynamic drag, the speed of the aircraft essentially determines the optimum cruise altitude of the 
aircraft. Thus, high Mach-number aircraft fly at higher altitudes than low Mach-number air- 
craft. We know from the earlier Climatic Impact Assessment Program (1975) studies (Id), as 
well as more recent modeling studies, that the environmental impact is a sensitive function of the 
injection altitude. Thus, the flight altitude has the most significant effect on both the airplme 
design and on the atmospheric evaluation. At this time, we are considering HSCTs with a 
cruise speed between Mach 1.6 and 2.4. For a given cruise speed and the other specified crite- 
ria discussed earlier, the turnaround time and the amount of time the aircraft actually spends in 
the air is dependent on aircraft cruise speed and will be represented in the scenarios dev~eloped. 
The question of whether to use a fraction of the total ASM (i.e., seats flown on a great- 
circle route between city-pairs) or fixed fuel burn as a criterion in the scenario developlmenc has 
been Mghly controversial. In general, as the HSCT's speed (and thus cruise altitude) varies, 
fuel consu.mption and the economics of the aircraft both change. While an assumption of fixed 
ASMs for the HSCT might seem attractive, it does not realistically reflect the development of the 
technology or of the economics of a commercially viable HSCT fleet. Only predictions of 
ASMs for the total commercial aviation fleet can be meaningfully predicted. On the other hand, 
@ven the range of flight operations criteria to be considered (per earlier discussion), it is also 
not appropriate to fix the amount of fuel burned for the WSCT fleet. 
However, having specified the number of aircraft (approximately 500) and given a 
passenger load of about 300 passengers per aircraft (range, 250 to 350), we can readily develop 
a definition for fixing passenger demand flow (PDF), defined as the product of seats flown 
bemen  city-pairs times the direct great-circle distances. The flight speed (Mach number) and 
average rurnaround time will also need to be considered. Therefore, PDF will beJTxed based on 
this criterion. An outstanding issue will be the method of allocating between HSCT and sub- 
sonic fights among long-range flights. 
The process for developing scenarios for this next assessment needs to be open ended. 
The primary criterion for developing realistic scenarios for aircraft emissions is to prepare the 
besr scientifically based assessment of the environmental impact of a projected HSCT fleet. 
There are too many unknowns currently associated with the HSCTs and their flight operations 
to impose exacting specifications on the scenario development. The scenario development 
methodology must also be responsive to the improving understanding of atmospheric processes 
and to the needs of the HSRP program; the scenarios are to be an active database. As a sec- 
o n d ~  criterion, a matrix of scenarios like the one developed for this report, but with better- 
defined flight criteria, would provide meaningful information to HSCT designers. It is also 
important that a detailed scenario be calculated for at least one HSCT design to accurately 
account for the geographical and altitude distributions of HSCT emissions. 
Summary of WSCT Scenario Methodology 
Mere is a summary of the methodology determined in this chapter for future HSCT 
scenuios. 
Methodology The general methodology for calculating realistic emissions 
scenarios, as previously developed by Boeing and McDonnell 
Douglas, will continue to be used to determine the emissions 
from the year 2015 aircraft fleet. Refinement of previous 
methods will be implemented to meet the needs of the assess- 
ment and the atmospheric models, as outlined in the text. 
It is important to recognize that the assessment scenarios are an 
active database that must be publicly documented and available. 
They will continually be scrutinized, and the approaches used 
will be reevaluated. The methodology needs to be flexible to the 
scenario-related needs of the scientific, engineering, and policy- 
making communities. 
The final emissions scenarios should be generated from a set of 
algorithms, beginning with the demand for air travel between 
city-pairs, and including a conceptual HSCT, routing algo- 
rithms, and EIs, among others. 
The scenarios and algorithms developed for the NASA HSRP 
program are considered to be in the public domain. 
Passenger Demand Flow Total HSCT Passenger Demand Flow will be fixed, as defined 
in the text. Actual fuel used and ASMs will be detem~ined by 
the conceptual HSCT chosen. Military, air cargo, andl charkr 
flights will be included. 
WSCT Cruise Speed Assume HSCTs will fly between Mach 1.6 and Mach 2:.4. 
Number of Aircraft Approximately 500 HSCT aircraft with 250 to 350 passengers 
per aircraft. 
City-Pair Network At least 150; actual city-pairs to be determined. 
Flight Performance Includes realistic modeling of climb, cruise, and descent. 
Operation Restrictions Allow for use of adaptable algorithms that can account for 
waypoint routing (to avoid supersonic over land flights), for 
other environmental considerations, or for meteorological con- 
siderations. 
Traffic Seasonality 
Data Grids 
Must be evaluated and included. 
, Scenarios should be developed from algorithms (e.g., flight 
performance, routing) that are continuous in spatial resolution 
and then mapped onto appropriate grids for the atmospheric 
models. 
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INTRODUCTION 
This chapter presents our first intercomparison/assessment of the effects of a proposed 
high-speed civil transport (HSCT) fleet on the stratosphere. As an assessment, this report is 
necessarily interim; it will be followed by a sequence of more detailed assessments and vdiQa- 
tion studies as part of the High-Speed Research Program (HSRP). These model ca1t;ulations 
should be considered more as sensitivity studies, primarily designed to serve the fiollowing 
purposes: 
allow for intercomparison of model predictions; 
focus on the range of fleet operations and engine specifications giving mini~nal envi- 
ronmental impact; and 
provide the basis for future assessment studies. 
The basic scenarios were chosen to be as realistic as possible, using the information avadable on 
anticipated developments in technology. They are not to be interpreted as a commitmel~r or goal 
for environmental acceptability. 
The scenarios are minimal, focusing mainly on the emission of NOx and H20, as 
described under Emissions Scenarios for Supersonic and Subsonic Aircraft. The predicted 
HSCT fleet could be fully operational by about the year 2015, when the atmospheric concenEa- 
tions of most trace gases are expected to be different from what they are today. It wa:j decided 
that the calculations should be performed relative to a background atmosphere for the year 2015. 
The boundary conditions that define the year 2015 atmosphere are described in the next section. 
It has been assumed that there will be no reduction in the subsonic fleet with the introd.uchon of 
the supersonic fleet. Thus, the impact of the supersonic fleet will be compared with the baseline 
atmosphere, which includes a projected subsonic fleet operating in the year 2015 backpund 
atmosphere. 
The results from the models are presented in the section, Intercomparison of M d e l  
Results. It should be emphasized that the calculations reported in this chapter are perfomed 
using gas-phase chemistry only. Heterogeneous chemistry occurring on the global sulfate layer 
and/or the polar stratospheric clouds (PSCs) could modify the results in a significant way. 
These effects could be further enhanced if there is an increase in the sulfate layer or an increase 
in the occurrence of PSCs as a result of the operation of the WSCT. These issues will be 
discussed under the heading, Concluding Remarks, along with a discussion of how to identify 
observations that are useful for validating the predicted effects of these reactions in t'he strato- 
spheric chemistry models. 
EMISSION SCENARIOS FOR SUPERSONIC AND SUBSONIC AIRCRAFT 
For two-dimensional (2-D) models that simulate the zonal-mean (averaged over Bowgi- 
tude) distributions of the trace gases, one must specify the distributions of the emitted matewals 
as functions of latitude, height, and season. The input for the calculations is summianzed in 
Table 1. A brief review of the key parameters is given in this section. 
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Table 1. Parameters for Aircraft Scenarios 
Subsonic Cruise Supersonic Cruise 
FUEL USE 109 (kglyr) 
LA INAL DISTRIBUTION OF FUEL USE (%) 
EMISSION INDICES (grn/kg fuel) 
Total Fuel Use 
The calculations will be performed for supersonic fleets with cruise fuel use of 70 x 109 
kg/year. This corresponds to a realistic fleet of approximately 500 or more aircraft, which 
represents an economically feasible size for the HSCT fleet. Fuel use during takeoff, climb, 
and descent will be ignored in these calculations. 
Latitude Distribution of Cruise Fuel Use 
The adopted latitudinal distribution of fuel use is given in Figure 1. A detailed dishbu- 
tion for any specific fleet will, of course, depend on flight routes, anticipated demands between 
city-pairs, and routing to avoid sonic booms over land. The chosen distribution is based on two 
independent studies that take into account each of these concerns (1,2). Fuel use is dis~buted 
according to projected flight paths, and the emitted materials are assumed to be deposi1:ed along 
the flight paths. No adjustment is made to account for the vertical and meridional transpofl of 
the plume that may occur in the first few weeks before the emitted material becomes zonally 
mixed. 
Altitude and Mach Number 
Aircraft with particular cruise speeds (Mach numbers) operate most efficiently at specific 
altitudes. The adopted altitude range for each Mach number is specified in Table: 1. The 
assigned spread in altitude is in accord with possible traffic control and the natural climb of 
cruise altitudes toward the end of a trip, as the fuel is being used up. Here, we ignore the lati- 
tudinal variation of the altitude range of injection. 
Fuel use and emissions are assumed to be uniform throughout the year. 
Emitted Material 
The emission index (EI) for oxides of nitrogen, EI(NOx), is defined as in chapter li as 
equivalent grams of NO2 emitted per kilogram of fuel use. The NOx emitted is typically 90% 
NO and 10% NO2, on a molecular basis. This value should be used if a distinction between 
NO and NO2 emission is needed. EIs for other species are as specified in Table 1. 
Subsonic Fleet 
The emissions for the year 2015 subsonic fleet are based on the Boeing B6 rc2ferences 
scenario (1). The impact of the subsonic fleet is represented by emissions at two cruise 
altitudes: 20,000-30,000 ft and 30,000-40,000 ft. The assumed fuel use is 20 x 1C)gIkg/year 
and 150 x 109 kglyear, respectively. Because of an error, some modeling groups were 
instructed to distribute fuel use for the lower cruise altitude between 0 and 30,000 fi:, but this 
discrepancy makes little difference, since most results are to be examined in term ol' changes 
relative to baseline. 
The latitudinal distributions of fuel use for the two cruise altitudes are given in Figure 2. 
For simplicity, we adopt the distribution for the greater fuel use (30,000-40,000 ft)~ for both 
cases. Fuel use is assumed to be constant throughout the year. The EIs for the species included 
in these sensitivity studies are given in the Table 1. 
Background Atmosphere 
31e change in 0 3  will be calculated as a percentage change relative to the baseline atmo- 
sphere specified in Table 2 (atmosphere in year 2015, with the subsonic aircraft fleet). Note 
that, if heterogeneous chemistry is active, the model-predicted ozone content of the 2015 atmo- 
sphere is ~,articularly sensitive to the chlorine loading in the atmosphere. 
Table 2. Boundary Conditions for Atmospheric Composition 
Species 
Concentration in 
1985" 2015+ 
CFC- Ii 1 3 
CFC- 1I 14 
CFC- 71 15 
CCP4 
Halon- 1.301 
Halon- 1.2 1 1 
220 ppt 
375 ppt 
30 PPt 
5 PPt 
4 PPt 
100 ppt 
80 PPt 
130 ppt 
1.7 ppt 
1.5 ppt 
260 ppt 
510 ppt 
70 PPt 
10 PPt 
8 PPt 
100 ppt 
200 ppt 
150 ppt 
Comment 
The boundary condition for the 
CFCs is assumed to be half-way 
between complete phaseout 
in 2000 (Prather and Watson?, 
case 1b) and the revised 
Montreal Protocol. 
The values for HCFC-22 and 
CH3CCl3 reflect use of other 
substitutes. 
Assumed natural. 
Assumed natural. 
306 ppb 330 ppb Assumed increase of 0.25% per year. 
1600 ppb 2050 ppb Assumed increase of 15 ppb per year. 
*While it is recognized that other boundary conditions affecting tropospheric chemistry such as CO and NO, will 
change wilh time, it is recommended that each model keeps its present-day reference troposphere unchanged in 
the sirnulatians. 
+The total chlorine content is about 3.7 ppb in the year 2015 atmosphere. 
~M.J. Prather, R.T. Watson, Stratospheric ozone depletion and future levels of atmospheric chlorine and 
bromine, Nai!ure, 344, 729-734, 1990. 
Scenarios For Supersonic Fleet 
Recent modeling results (3-7) showed that the main impact on ozone depends on the 
total amount of NO, emitted and the altitude of injection. For fixed fuel use, the calculated 
ozone response should be related to the EI(N0,). The Mach number and the EI for NOx are 
used as the only two independent parameters in this set of sensitivity scenarios. The chosen 
scenarios are shown in the two-parameter space of EI and Mach number in Figure 3. 
The recommended model simulations are: 
* one baseline simulation (BSE) : background atmosphere + subsonic fleet; 
seven perturbation runs (A through 6 )  : background atmosphere + subsonic fleet + 
one of the fleets listed in the figure. 
Note that cases F, A, and G represent three cases wherein NOx EI=15 and cruise speeds are 
Mach 3.2, 2.4, and 1.6, respectively. Cases B, C, and D represent the same set of cruise 
speeds, with NOx EI=5. Case E (EI=45) represents a fleet with present-day technology flying 
at Mach 2.4. 
INTERCOMPARISON OF MODEL RESULTS 
The modeling groups that participated in the intercomparison are: 
* AER Atmospheric and Environmental Research Inc.: M. KO and 
D. Weisenstein 
* GSFC NASA Goddard Space Flight Center: C. Jackman, A. Douglass, 
and K. Brueske 
LLNL Lawrence Livermore Laboratory: D. Wuebbles and D. Kinnison 
* NCAR National Center for Atmospheric Research: C. Brasseur 
* CAmD-P University of Cambridge and University of Edinburgh: J. Pyle, 
R. Harwood, and A. Jones 
OSLO University of Oslo: I. Isaksen, F. Stordal 
The procedure for this intercomparison assessment made use of the infrasmcturc, set up 
for previous model intercomparison workshops (8). Dr. Robert Seals, Jr., of the Upper 
Atmosphere Data Program (UADP) at NASA Langley Research Center is in charge of the 
database for the model results. Model results in digital format were sent to the database in stan- 
dard UADP format. Each modeling group was asked to send at least 4 months (March 15, June 
15, September 15, and December 15) of latitude-height fields of NOy, H20, Cly, 03, and nmn- 
time NO + NO2 (NO,), along with latitude-season (12 months) of the column abundmc~:: of O3 
for each simulation. 
It was agreed that the modelers would use only gas-phase chemistry for the first set of 
runs. However, as part of the later UNEPNMO Ozone Assessment, they were encouraged to 
add heterogeneous chemistry for later studies and the 1992 HSRPIAESA annual meeting will 
examine these studies with the new heterogeneous, sulfate-layer chemistry. Only the emissions 
for NOx and H20 are to be used in the simulatio~:~. The emissions for CO, hydrocxbows 
(HC), SO2, and CO2 are included in Table 1 for reference, so that sensitivity studies could be 
made with some models. Preliminary estimates have confirmed that their impacts are minor. 
Backg;sound Atmosphere 
The calculated column abundances of ozone (03) for the 2015 atmosphere that include 
the subsonic fleet from the models are shown in Figure 4. The calculated column abundances 
of 0 3  are quite sirnilar, within 20% of each other. Previous model intercomparison (8) showed 
that the simulated O3 abundances for the 1985 atmosphere are within 20%. Model results not 
shown here indicated that the ozone column for the 2015 atmosphere is within 2% to 5% of the 
I985 atmosphere. The consistency among the model results is encouraging. At the same time, 
one must rememkr that one is interested in calculated 03 changes of about a few percent. 
The "good" agreement among the models should not be taken at face value as validation 
of the model results. It has been noted (9) that the ozone decrease over the past decade pre- 
dicted by models using gas-phase chemistry is smaller than the observed trend. A possible 
explanation is the omission of the effect associated with enhanced concentrations of the active 
chlonn~e species produced by heterogeneous reactions occurring on PSCs and the global aerosol 
layer. 
The concentration of in the high-latitude lower stratosphere is controlled by a balance 
between hransport and local photochemical removal. The fact that the simulated O3 concentra- 
tions in Wferent models all bear some semblance to the observations does not necessarily imply 
that thle simulated transport rates and chemical removal rates in different models are approxi- 
mately the same. Similar O3 distributions may be obtained by combinations of different trans- 
port and photochemical removal terms. As a result, the response of the O3 to changes in the 
chemical forcing calculated in different models may be very different. 
Comparison of the mixing ratios of several species in the high latitude lower strato- 
sphere is shown in the Table 3. Recognizing that the photochemical lifetime of O3 in the lower 
swatosphere is on the order of months, we decided to pick a sufficiently large region poleward 
of 40"IV and from z*= 12 km to z*= 28 km. The altitude variable z* is expressed in kilometers 
and is defined in terms of pressure as z* = 16 loglo (1000/p), where p is in mb. The values in 
Table 13 are reported as average mixing ratios, which are defined as the total number of molecule 
of the species in the region, divided by the total number of air molecules in the same region. In 
other tvords, it is the average mixing ratio weighted by the local air-density. In addition, the 
values reported are averages of the monthly values used to represent annual averages. 
Table 3. Average Mixing Ratios for the 201 5 Atmosphere* 
"Va8eoes given in the table are annual averages over the region between 40°N and 90°N; z*=12 krn to 28 km. 
Note that the H20, Cl and NOy concentrations in the lower stratosphere are quite dif- 
ferent among models. The &gree to which the results from the different models agree with 
each other may depend on the size of the region chosen for the analysis. For instance, the lage 
value of M 2 0  in the LLNL model is probably due to the fact that the chosen region includes part 
of the troposphere in that model. In spite of the great differences in the calculated NO .t NO2 
among the models, the calculated O3 is quite similar. This suggests that there may be significant 
differences in the functional dependence of O3 on the calculated photochemical removal rates in 
the different models. 
For further comparison of model results, see reference 8. 
Scaling Estimate for Trace Gas Perturbation 
With assumed fuel use at 70 x 109 kgfyear, a "ball park" estimate of the expected Iscd 
change in concentration for an inert tracer resulting from the aircraft emissions is about 0.5 ppbv 
for an EI of 1. In the case of NOy, where EI is on the order of 10, the expected change in con- 
centration is up to a few ppbv, while for H20, an EI of 1000 would cause an increase of about 
0.5 ppmv. 
Based on the EI values given in Table 1, the biggest changes, when expressed as per- 
centages of the background concentration, are for NOy and H20. We will examine the clhanges 
in H20 and NOy for each case and compare the residence times for each species in the different 
models. 
Change in NOy 
Table 4 shows the calculated changes in content of NOy above z*= 6 krn in units of 
kiloton (N). An annual fuel use of 70 x 109 kgfyr would result in an injection rate for NOy of 
107 kiloton (N)/yr for EI of 5; 320 kiloton (N)/yr for an EI of 15; and 959 kiloton (N)/yr for an 
EI of 45. One can take the change in stratospheric content of NOy in Table 4 and divide by the 
corresponding injection rates to obtain stratospheric residence times for the injected NOy in each 
of the cases. The results from each model showed that this residence time is independent of El. 
Table 4. Model Calculated Change in Global Content of NOy above 6 km al: 
Steady State [kiloton (N)] 
Mach No./Case 2.4lC 
The values are given in Table 5 as functions of injection heights or Mach numbers. Note that a 
large number for residence time implies that the emitted NOy is retained in the stratosphere for a 
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longer period of time, so that more NOy will be added to the stratosphere at steady state for a 
pmic:ular emission rate. As a result, more O3 will be removed for the same emission. 
The results in Table 5 indicate that all models showed different residence times for dif- 
feren~t injection heights. There is no consistent r g of the models that applies to all injection 
heights. The large difference for the Mach 1.6 case is probably due to the difficulty in obtaining 
an accurate number for the change in NOy, which is about 10% of the background. 
Table 5. Stratospheric Residence Time (Years) of Injected NOy 
Model Mach 3.2 Mach 2.4 Mach 11.6 
The model-calculated changes in NOy are shown in Figures 5(a)-(g). For case F (Mach 
3.2 2nd EI=15), most models showed an increase of 1 ppbv extending into the way to the 
southern hemisphere. The CANLED-P model indicated an increase of 2 ppbv. For case A 
(Mach 2.4 and EI=15), the increase in the southern hemisphere is about 0.5 ppbv, with the 
maxi~num local increase in the northern latitude ranging fiom 2-4 ppbv. In case G (Mach 1.6, 
EH=l:S), most models show an increase in the southern hemisphere of about 0.1 to 0.2 ppbv, 
with the maximum in the northern latitude ranging from 1-1.4 ppbv. The GSFC model is par- 
ticularly efficient in exporting the material to the southern hemisphere for the Mach 1.6 injec- 
tion, ~ ~ s u l t i n g  in an increase of 0.4 ppbv. 
The increases in burden of NOy in the northern lower stratosphere (i.e., 40°N-90°N, 12- 
28 h, annual average) are given in Table 6. This region is chosen because, based on the pho- 
twhernical and transport lifetimes of ozone in the lower stratosphere, the changes in ozone in 
the: nodern  mid-latitudes are expected to be iduenced by the changes in photochemical balance 
in thi:s whole region. If the model can distribute the injected NOx out of this region, the ozone 
decrease in the northern hemisphere will be smaller. Table 7 gives the ratio of the increase in 
re@onal NO abundance (Table 6) to the increase in global burden (Table 4). A smaller value in 
Table 7 impies that the model is more efficient in exporting the emitted material out of the local 
region. Values given in Table 7 indicated that the AER model is consistently among those that 
is least efficient in exporting the NOy, while the CANLED-P model is the most efficient. Other 
mde l s  show Wferent efficiencies, depending on cruise altitude. 
Calculated changes in H 2 0  for case F (Mach 3.2) are shown in Figure 6. Note that, for 
H28, cases B, C, and D are identical to cases F, A, and G, respectively, since there is no 
change in EI(H20) between the two sets. The changes in H 2 0  are expected to be similar to 
those for NO in the lower sbtosphere, where the photochemical removal time for both species 
is relatively kng. They differ in the upper stratosphere, in that the photochemical removal of 
NOy is more efficient. The changes in mixing ratio are: 0.2-0.4 ppmv in the NCAR model; 0.4- 
0.6 ppmv in the AER and LLNL models; and 0.6-0.8 ppmv in the CANIED-P model. 
Table 6. Model Calculated Increases in the Burden of NOy [kiloton (N)] in the 
Region 40"N-9O0N, 12-28 km, Annual Average 
"Expressed as an average mixing ratio in parts per billion by volume for the region. 
Table 7.  Rates of Changes in NOy Regional Abundance Versus Global 
Abundance 
It is harder to get quantitative results from the K 2 0  database because it is difficult to 
define a meaningful region that excludes the troposphere in all the models. Moreover, modeling 
H20 in current stratospheric models involves some uncertain assumptions about the microphys- 
ical control of H20 at the tropopause. 
Ozone Column Response 
Except for the C A E D - P  model, the transport circulation and temperatures in the mod- 
els are fixed so  that the effects of dynamic feedbacks are ignored. Thus, changes in O3 repre- 
sent responses to modifications in the chemical removal rates resulting from aircraft emissions. 
Previous modeling results (3-5) showed that the impact from H 2 0  emission alone is smdl. 
Thus, in this discussion, we will concentrate on the sensitivity of the O3 response to changes in 
active nitrogen species (NO+N02). 
The calculated changes in column ozone are shown in Figures 7(a)-(g). The calcuBated 
changes in global ozone content are summarized in Table 8. The following observatie~ns can be 
made from the results. 
There is no consistent ordering of the calculated global O3 decrease among the mod- 
els. The ordering is different, depending on Mach numbers. 
sB In the northern hemisphere, the AER, OSLO, and CAMED-P model gave the largest 
calculated ozone decreases for all cases. The results from the rest of the models 
were quite similar to the results from GSFC and slightly larger than those from 
LLNL and NCAR. The spread between the two groups was about a factor of 2. 
1b In the tropics, the results were similar in all models, except for CAMED-P, which 
showed a large decrease in the tropics. For case F, all models but CAMED-P 
showed a decrease of -2%; the CAMED-P model showed -4%. For case A (Mach 
2.4 and EI=15), the OSLO model showed a calculated increase in the tropics, while 
other models calculated a decrease of about -1%. For case 6 ,  the AER model and 
the LLNL model calculated a small increase in the tropics, while the GSFC, NCAR, 
and CANLED-P model calculated a decrease of -0.4%. The predicted decreases in 
case E from AER and OSLO were smaller than from the other models. 
In the southern hemisphere, the GSFC and CAMED-P model consistently predicted 
the largest decrease in ozone. The difference among the models is largest for the 
Mach 1.6 case. 
Table 8. Calculated Decrease in Global Total O3 (%) 
 change,^ in Local O3 Concentrations 
?he percent changes in local for March are shown in Figures 8(a)-(g). 
All models showed large decreases in the region north of 3Q0N, between 10 and 25 
km, where most of the NOx emissions are deposited. 
Calculations of behavior in the troposphere may depend on the choice of the bound- 
ary condition for 0 3  in the models. With a fixed mixing boundary condition, the 
AER model showed slight increases in the troposphere for the southern hemisphere 
in all cases. In the NCAR model, the increase in tropospheric O3 is limited to a 
small area in the tropics. The LLNL and GSFC models predicted an increase only 
for the Mach 1.6 case. 
- The AER, GSFC, LLNL, and CAhED-P models showed increases in the tropical 
lower stratosphere between 20 and 30 km. The region of increase is most extended 
for the GSFC model. 
The extent to which the southern lower stratosphere is affected in each modiel is re- 
lated to how efficiently NOy is transported to the southern hemisphere. The 
CAIVIED-P model, which has the most efficient global distribution of the emitted 
NO , showed the largest decrease in the south, while the AER model showed the 
sm i lest. 
Analysis of Ozone Loss 
The photochemical removal rate for O3 caused by the catalytic NOx cycle is progboiomal 
to the concentration of NOx .= (NO + NO2) calculated in the models. Thus, the increase in the 
photochemical removal rate 1s proportional to the increase in NO,. Table 9 gives the cajculated 
changes in NO, from the models in the northern lower stratosphere (40°N-9QoN, 12-28 km, 
annual average). Since the NOJNOy ratios are different in different models, it is not suvmsing 
Table 9. Changes in NOx (= NO + NO2, ppbv) (40°N-90°N, 12-28 km, Annual 
Average) 
*Expressed as average mixing ratio parts per billion by volume in the region. 
that the changes in NOx do not scale as changes in NO . There is actually a repartition of the 
nitrogen species, in that the ratio changes if the H S C ? ~ ~  operating. The shift in paaition is 
reflected by the increase in the NOx/NOY ratio of about 20% for EI = 15 flights and 5% for ET = 
5 flights. 
The response of O3 to increases in NOx depends on how dominant the NOx cycle is in 
determining local O3 concentration and whether changes in NOx can significantly pe:mrb the 
other chemical cycles. Preliminary analysis, based on results from gas-phase chemisq, in&- 
cates the impact of the other chemical cycles is small and that O3 is responding to the change in 
the NOx cycle. The percent changes of O3 averaged over northern latitudes are tabillated in 
Table 10. The corresponding percent change in NOx is given in Table 11. One can clefine an 
O3 sensitivity index as the percent change in O3 divided by percent change in NOx. Again, we 
found this result to be nearly independent of EI. The values, which are tabulated as functions of 
Mach numbers, are given in Table 12; they can be interpreted as ratios of the chemical removal 
rate from the NOx cycle to the total removal rate (i.e., the sum of chemical removal rates from 
d l  cycles and the removal rate by transport). Note that if O3 is completely controlled by NOx 
chemisq, the index would be 1. However, it should be noted that the converse is certainly not 
me. A value of 1 would not necessarily imply that ozone is completely controlled by NO,. 
Table "1. Changes in Ozone (%) (40°N-9O0N, 12-28 km, Annual Average) 
Table 11. Changes in NOx (%) (4O0N-90°N, 12-28 km, Annual Average) 
Mach No./Case 
Table ,12. Sensitivity Index for Changes in Ozone Relative to NOx 
Nonetheless, the values defined in Table 12 provide an indication of the sensitivity in each 
model. The values in the table are on the order of -0.13 to -0.27 for Mach 3.2 injection; -0.07 
to -0.15 for Mach 2.4 injection; and -0.05 to -0.1 for Mach 1.6 injection. For Mach 3.2 and 
Mach 2.4, the AER and NCAR models have the greatest sensitivity. The sensiti~vity in the 
GSFC model is particularly small for Mach 2.4. 
The differences in the O3 response can be attributed to the following factors. The 
CANIED-P results showed the largest increase of both NOx and NO because the long Ii residence time allows the emitted material to build up over time. The AE results show large 
O3 depletion at Mach 2.4 and 3.2 because of the great sensitivity of O3 to increases in NO,. 
The sensitivity index in the NCAR model is just as great (or greater) compared with the a E R  
model, but the O3 response is tempered by a smaller residence time for the emitted NOx. Thus, 
differences in O3 sensitivity are seen to arise out of differences in the amount of NO, retained in 
the stratosphere, as well as the differing degrees to which O3 is controlled by NOx cliemis$y in 
the lower stratosphere. These differences must be examined and resolved in a way that dlows 
us to select one class of models over another. HSRP is currently sponsoring a major 
international comparison among models that extends the model-model comparison of 1988 to a 
suite of model-measurement tests. 
CONCLUDING REMARKS 
Similarities and Differences Among the Models 
It is encouraging that the results within each individual model all show sim:ilar depen- 
dence on EI for NOx and cruise altitudes. Thus, all the calculated impacts on O3 are greater for 
larger EI and higher cruise altitudes. At the same time, the magnitudes of the calrculated 8 3  
changes differ by as much as a factor of 2. The analysis presented in Analysis of Ozone Loss 
suggests that the differences can be understood in tenn of the residence time (Table. 5 )  and 0 3  
response sensitivity factor (Table 12) peculiar to each model. One must look for observations 
that can help define these quantities in the current atmosphere. 
Validation of Models 
There is a sizable database for validating model results. However, the validation of 
model-predicted response of O3 to perturbations must go beyond mere comparison elf observed 
and calculated species concentrations. One should try to identify diagnostic quantities from 
models and observations that are useful for testing the mechanisms that control the O3 
concentrations. 
The discussion in the section, Analysis of Ozone Loss, identified the resitlence time 
(i.e., tracer dispersion) and the O3 response sensitivity index to NOx as two key parameters that 
characterize the calculated O3 response. The l4C data from atmospheric nuclear tests seem 
ideally suited for deriving residence times for comparison with model results. Other data, such 
as those on 238Pu derived from satellite reentry, may also be useful. Analysis of data for H20, 
03, and NOy near the tropopause may provide clues to the actual mechanisms resp'onsible for 
the troposphere1 stratosphere exchange rate. To get a handle on the O3 sensitivity, cpne can use 
measurement programs designed to provide simultaneous observations of many species [e.g., 
such as Atmospheric Trace Molecule Spectroscopy (ATMOS), balloon measurelment eam- 
paigns, and aircraft campaigns] to provide directly measured or derived concentrations for the 
radical species, to define the local chemical removal rates for ozone. Getting a handle on the 
removal rate by transport is much more difficult. Application of the data assimilatior~ technique 
to dehlve transport wind fields from observations may serve as a starting point for deriving 
e m s p o a  fluxes of O3 on the lower stratosphere. 
Other Issues 
Recent reviews (6,7) highlighted the various components that should be included in 
future H S W  modeling efforts. We would like to emphasize two important uncertainties that 
have not been addressed in the calculations reported in this chapter. 
Plme  dispersion and plume chemistry 
The source function for the emitted materials used in the calculations is assumed to have 
the same latitude-height distribution as the flight paths, and the chemical composition is 
assume:d to be identical to that of the emission at the tailpipe. Plume subsidence and subsequent 
dispersion in the first few weeks before the emitted materials become zonally mixed could 
provide an effective distribution of sources that differs from the flight paths. Chemical trans- 
foranation, occurring homogeneously and heterogeneously, may alter the composition of the 
19ai~ter;lals. 
Helerogemous chemistry in the atmosphere 
The 0 3  responses shown here were calculated assuming gas-phase reactions only. 
Heterojgeneous reactions occurring on PSCs or on the global sulfate layer could change these 
responses in a significant way. In this context, one must also consider the possibility that op- 
eration of the HSCT may increase the occurrence of PSCs and the loading and size distribution 
in the sulfate layer. Future assessments, going beyond this initial intercomparison/assessment, 
will have to include predictions with models that (1) determine parameters for the effects of het- 
erogeneous chemistry and (2) have been rigorously compared with observations of today's 
swatosphere. 
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Figure 4. Calculated column abundances of 0, (Dobson units) for the baseline case (BSE) from the 
different models. 
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Figure 5(a). Calculated changes in the concentrations of N@ in parts per billion by volume for March 
in case A relative to the baseline (BSE). The contours are 0.2, 0.5, 1 .O, 2.0, and 4.0 ppbv. 
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Fiigure 5(b). Calculated changes in the concentrations of NO, in parts per billion by volume for 
March in case B relative to the baseline (BSE). The contours are 0.1, 0.2, 0.5,1 .O, 2.0, and 4.0 ppbv. 
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Figure 5(c). Calculated changes in the concentrations of NO, in parts per billion by volurrle for March 
in case C, relative to the baseline (BSE). The contours are 0.1, 0.2, 0.5,1.0, 2.0, and 4.0 ppbv. 
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Figure 5(d). Calculated changes in the concentrations of NO, in parts per billion by volume for 
March in case D, relative to the baseline (BSE). The contours are 0.02, 0.05, 0.1, 0.2, and 0.4 ppbv. 
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Figure 5(e). Calculated changes in the concentrations of NO, in parts per billion by volume for 
March in case E, relative to the baseline (BSE). The contours are 0.5,1 .O, 2.0 , 5.0, and 10.0 ppbv. 
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Figlare 5(1). Calculated changes in the concentrations of NO, in parts per billion by volume for March 
in case F, relative to the baseline (BSE). The contours are 0.1, 0.5, 1 .O, 2.0, 4.0, and 6.0 ppbv. 
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Figure 5(g). Calculated changes in the concentrations of NO, in parts per billion by volume for 
March in case 6, relative to the baseline (BSE). The contours are 0.02, 0.05, 0.1, and 0.2, in steps of 
0.2 ppbv. 
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Figure 6. Calculated changes in the concentrations of H20 in parts per million by volume for March in 
case F, relative to the baseline (BSE). The contours are 0.05, 0.1, 0.2, and 0.4, in steps of 0.2 ppmv. 
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Figure 7(a). Calculated percent changes in the column abundances of O3 as functions oli latitude 
and season in case A, relative to the baseline (BSE). The contours are 2%, I%, O0Io, -l.OO/~, to -8.0%, 
in steps of -1%. 
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Figure 77(b). Calculated percent changes in the column abundances of O3 as functions of latitude 
and season in case B, relative to the baseline (BSE). The contours are -0.5, -1.0,-1.5, -2.0, etc., in 
steps of 0.5%. 
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Figure 7(c). Calculated percent changes in the column abundances of O3 as function.; of latitude 
and season in case C, relative to the baseline (BSE). The contours are 0.0, -0.2, -0.4, etc:., in steps of 
0.2%. 
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Figlure 7(d). Calculated percent changes in the column abundances of O3 as functions of latitude 
and season in case D, relative to the baseline (BSE). The contours are O., -0.1, -0.2, etc., in steps of 
0.1 %,. 
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Figure 7(e). Calculated percent changes in the column abundances of O3 as functions of latitude 
and season in case E, relative to the baseline (BSE). The contours are -2.0, -4.0, -6.0, etc., in steps of 
2.0%. 
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Fig~ire 7(f). Calculated percent changes in the column abundances of O3 as functions of latitude 
and season in case F, relative to the baseline (BSE). The contours are +2, 0, -2.0, -4.0, -6.0, etc., in 
steps of 2.0%. 
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Figure 7(g). Calculated percent changes in the column abundances of O3 as functions; of latitude 
and season in case G, relative to the baseline (BSE). The contours are O., -0.2, -0.4, -0.6, elc., in steps 
of 0.2Olo. 
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Figure 8(a). Calculated percent changes in the local concentration of O3 as functions of latitude and 
height in case A, relative to the baseline (BSE). The contours are +I ,  O., -1 .O, -2.0, -3.0, etc., in steps 
of 1 9%. 
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Figure 8(b). Calculated percent changes in the local concentration of O3 as functions of latitude and 
height in case B, relative to the baseline (BSE). The contours are +1, O., -1 .O, -2.0, -3.0, etc., in steps 
of 1.0%. 
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Figure 8(c). Calculated percent changes in the local concentration of O3 as functions of latitude and 
height ir~ case 6 ,  relative to the baseline (BSE). The contours are 0.5, O., -0.5, -1 .O, -1.5, etc., in steps 
of 0.5%. 
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Figure 8(d). Calculated percent changes in the local concentration of O3 as functions of latitt~de and 
height in case D, relative to the baseline (BSE). The contours are +0.8 to -1 .O, in steps of 0.2% 
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Figure 8(e). Calculated percent changes in the local concentration of O3 as functions of latitude and 
height in case E, relative to the baseline (BSE). The contours are +2, +1, O., -2.0, -5.0, -10, -15, etc., in 
steps 011 5.0%. 
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Figure 8(f). Calculated percent changes in the local concentration of O3 as functions of latitude and 
height in case F, relative to the baseline (BSE). The contours are +2, +1, o., -2.0, -5.0, -10, and - 
15.0%. 
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Figure 8(g). Calculated percent changes in the local concentration of O3 as functions of latitude and 
height in case G, relative to the baseline (BSE). The contours are +0.5, 0, -1 .O, -1.5, and -2.0% 
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INTRODUCTION 
The "Lower Stratospheric Measurement Issues" workshop was held at NASAL Arnes 
Research Center on 17-19 October 1990. The 3-day workshop was sponsored by the 
Atmospheric Effects of Stratospheric Aircraft (AESA) component of the High-Speed Resemh 
Program (HSRP). Its purpose was to provide a scientific forum for addressing specific issues 
regarding chemistry and transport in the lower stratosphere, for which measurements art: essen- 
tial to an assessment of the environmental impact of a projected fleet of high-speed civiil trans- 
ports (HSCTs). 
The objective of the workshop was to obtain vigorous and critical review of: 
atmospheric measurements needed for the assessment, 
present capability for making those measurements, and 
areas in instrumentation or platform development essential to 
making the measurements. 
This information was obtained from experts in related fields and investigators directly 
involved in NASA's stratospheric measurement and instrumentation development prclgams. 
The final goal of the workshop was to develop recommendations for further study, including 
measurements, instrumentation, and platforms needed, in support of a focused aircraft cam- 
paign to be flown in the 1992-1994 time frame that would address critical elements in the 
assessment of HSCTs. 
WORKSHOP RECOMMENDATIONS 
Areas for further study that were stressed most during the workshop include the 
following: 
We need critical tests of our understanding of the dynamics of the 
lower stratosphere. These tests can best be achieved by obtaining measurements 
over a climatological range of tracers in the lower stratosphere (minimally: 10 to 25 
km, four seasons, and at least five latitudinal locations). For that we can use both the 
existing data sets and obtain new, more complete data sets particularly fior 602, 
CFC11, CFC12, CH4, and N20. Some new instruments will be required. 
We need critical tests of our understanding of the chemistry of the 
lower stratosphere. These tests can best be achieved by obtaining a climatology 
of as many members of the free radical families (H, N, C1, and 0 )  as plossible. 
Measurements of chemical species that currently are unmeasured are crucial for hese 
tests. Particularly important are chemical species in the odd hydrogen, reactive 
nitrogen, and chlorine families. 
We need critical tests of our understanding of radiation in the lower 
stratosphere. These tests are needed to check on photolysis rates as well on the 
radiation dynamics (scattering). Particular attention must be paid to the possibility 
that clusters might be playing a role in determining the absorption spectnan (and 
thus photolysis spectrum) of many molecules under lower stratospheric con&~ons. 
We need substantial improvement in our understanding of the dchamc- 
ter of the aerosols that exist in the lower stratosphere as well as how 
they might affect the chemistry and radiation there. It is crucial to know 
whether the W 2 0  from the engine exhaust could increase the production of H20- 
NAT (nitric acid trihydrate) aerosols and thereby dramatically affect the chemistry in 
the lower stratosphere. 
* We badly need a new aircraft platform that will get us to at least 25 
kim; and in addition, the new platform must not have the severe safety 
constraints that are inrposed on the ER-2, the current principal aircraft 
ghtfom. For the studies indicated above, even if we had the proper measurement 
insmmentation, we would still lack a platform that can get the instruments to the 
right place in the lower stratosphere at the right time. 
* W7e must verify that the measurement techniques used by the engine 
manufacturers for the emission index (81) of engines are being made 
ussing the same calibration procedures as those used in atmospheric 
measurements. 
We need to do model studies of the aircraft plumes to see whether 
tljlere are any possible conditions in which plume processing could 
hdgve a global impact. 
WORKSHOP STRUCTURE 
The workshop was organized into seven sessions each of which was keyed to specific 
issues. 
ETLnown Problems in Lower Stratospheric Chemistry 
FLnown Problems in Lower Stratospheric Transport 
TVhat Platforms Do We Have or Can We Get 
Pkesent Measurement Capabilities 
* New Measurement Techniques 
* Bnat  Do We Know about Engine Exhaust 
* VVhat Is Our Plan of Action 
Each session included opening remarks from its ch an, presentations or tutorials given 
by invited exlxrts, and a panel discussion. Questions were posed to panel members in advance 
of the workshop to stimulate critical examination of each session's subject matter. The names 
of con~bueors  and the topics they addressed, as well as the major questions asked of panel 
members, are given in the workshop agenda in the Appendix at the end of this chapter. 
SYNOPSIS OF SESSIONS 
Session chairmen provided a written summary of their sessions; each synopsis that 
follows is drawn from those summations. 
IN S C TRY 
Chairman 
Dr. Carleton J. Howard, Aeronomy Lab, National Oceanic and Atmospheric Administrat:ion 
What critical laboratory measurements are needed? 
What critical atmospheric measurements are needed? 
Can in situ measurements help us to determine rates directly? 
Synopsis 
Since it is difficult to discuss in narrative form, the various ways that our understmdjing 
of the chemistry of the lower stratosphere needs to be amplified, the following section simply 
states and lists what is needed. For the reactions listed, the new information required is indi- 
cated in the preceding text or in comments given after the reaction. All of these measurements 
should be done under ambient conditions of the lower stratosphere; that is, with the temjJerature 
down to 190 K, pressure between 15 and 300 mb, and ambient mixing ratios of N2, 012, W20, 
etc. 
Homogeneous Chemistry 
Improved laboratory data are required for the following reactions under lower strato- 
spheric conditions: 
O(1D) + N20 (NO product yield) 
NO2 + NOs => N205 
O + NO2 
HO2 + NO2 + M 
OH + H02N02 (including product yield) 
H02 + OH 
H02 + O3 
H02 + NO 
If HSCT engines introduce significant amounts of hydrocarbon material, then the oxida- 
tion reactions of hydrocarbon exhaust products (See item 5, paragraph 2 below) need to be 
measured. 
Improved photolysis rates under lower stratospheric ambient conditions are needecl for the 
following species: 
8 02 In situ measurement, preferred, including OL3P] prdlu~t 
e NO2 
e NO3 Including products and quantum yields 
a N205 Including products and quantum yields 
e m03 Including products and quantum yields 
a H02N02 Including products and quantum yields 
* Organic nitrates Including peroxyacetyl nitrate (PAN) 
(See item 5, paragraph 2) 
Heterogeneous Chemistry 
We need more infomation about the shape, size, and bulk composition of stratospheric 
particles, as; well as the composition and morphology of the surfaces of stratospheric particles. 
How much and what kind of surfaces are available? 
Labot-atory measurements of reactions, processes, and surface accommodation efficien- 
cies should be made using surfaces and gaseous concentrations characteristic of the atmosphere. 
The possibility that reactivity on surfaces is dependent upon the microstructure (the amount of 
roughness and the presence of cracks and fissures) should be investigated. 
Phase diagrams, thermodynamics parameters, and kinetics parameters, such as growth 
and desovdon rates, are needed for the types of particles that exist in the stratosphere. 
Smdies should be made of the particles emitted by HSCT aircraft, notably soot and metal 
oxide pmicles, to determine their potential roles as reaction sites and condensation nuclei in the 
stratosphere. Studies should be made of the affects on the photolvsis rates for molecules 
( p d c n l z l y  ILN03) tied up on particulates. What can we say a b u t  ph'otolysis of NAT particu- 
lates? 
Chemical Modeling 
Mdeling studies should be made to determine the kinetics and photochemical parameters 
that c o n ~ b u t e  the greatest un ties to the evaluation of HSCT environmental effects. 
Mode:l studies should be made to assess possible effects of heterogeneous processes in 
the stratosphere. Can HSCT emissions cause surface chemistry to play a role at lower latitudes 
or over longer seasons? The possible effects on halogen chemistry should be included in the 
evaluation. 
The role of the aircraft wake vortices in entrainment and transport of exhaust material 
should be assessed. Wow much plume material is dispersed into the stratosphere? The possi- 
bility of siginificant chemical processes occurring in the exhaust plume should be assessed. For 
example, is the NOx emission conversion to I-INO3 enhanced in the plume? 
Miscellaneous Topics 
figh-quality quantum mechanical studies should be made of selected critical reactions 
whose rate coefficients, temperature, and pressure behavior are poorly understood, for exam- 
ple, I902 + OH and H 0 2  + 03. Similar studies of reactions that occur on or in particles, such 
as HCl + Cl.0N02 => CI2 + HN03, would be very valuable. 
Accurate data are needed on the emissions from proposed HSCT aircraft engines operat- 
ing at ambi~ent conditions. Nitrogen oxide, hydrocarbon, water vapor, and particle emissions 
are the most hportant factors. 
Stratospheric perturbations resulting from the current subsonic aircraft fleet should be 
evaluated. :Possible effects from both nitrogen oxide and sulfur oxide emissions should be im- 
proved. Th~e amount of NOx contributed to the stratosphere by lightning should be assessed as 
well. 
SESSION 2. KNOVVN PRm IN S SPORT 
Chairman 
Dr. James R. Holton, Department of Atmospheric Science, University of Washington 
Will SST exhaust really mix upward? 
Can the high-resolution structure of the transport be important? 
* Can exotic tracer experiments be useful? 
Synopsis 
The discussion of constituent transport can be divided into three categories: (1) the clima- 
tology of global transport, particularly as it influences the global distribution of pollutants emit- 
ted by aircraft; (2) mechanisms of transport in the lower stratosphere, particularly in regard to 
stratosphere-troposphere exchange rates at all latitudes and horizontal transport rates in the polw 
regions; and (3) behavior of aircraft plumes from the wake vortex breakup stage to large-scale 
dispersion. Issues in each of these categories are discussed next. 
Global Transport Issues 
The climatology of NOx is important in evaluating "traditional" aircraft-related ozone 
depletion concerns (i.e., homogeneous NOx chemistry). NOx enhancements above an altitude 
of -15 km are expected to deplete ozone, while below that altitude, smog chemistry is expect& 
to produce ozone (neglecting possible complications of heterogeneous reactions; see Figure 1). 
The major transport issue for this piece of the total problem is to determine the clima.tology 
(i.e., the latitude and height distribution and the seasonal variability) of the steady-state pertur- 
bation to the "natural" NOx distribution resulting from emissions from a fleet of HSCTs. The= 
is general agreement that the magnitude of this effect, and its influence on the ozone layer, will 
be strongly dependent on the altitude at which the HSCTs fly. But, whether there is a "safefq 
altitude will depend (among other things) on the fate of the emissions introduced into Right cor- 
ridors. There are important questions concerning the extent to which emissions occurring at a 
given flight altitude might disperse to higher altitudes, where the ozone depletion potential is 
greater. If there is rapid quasi-isentropic dispersion from the Atlantic and Pacific flight con% 
dors into the tropics, then emissions would enter the tropical upwelling region and bead.vectd 
to higher altitudes. A direct observational proof that molecules emitted in the proposed flight 
corridors will penetrate to any given altitude and latitude would apparently require continuous 
emission of an exotic tracer into a flight comdor and its concentration measured at a wick range 
of latitudes and heights for a year or more. The workshop participants, by and large, a g r e d  
that there was no practical method to accomplish such a direct test of large-scale plume disper- 
sion. Thus, the only viable way to predict the likely global perturbation of the NOx d i s~bu t ion  
by a fleet of HSCTs is by using models that are testing by a wide variety of observations. 
Although not all agree, the consensus view is that this type of tracer dispersion study can- 
not be done in the framework of two-dimensional (2-D) modeling. Eddy mixing by planetary 
wavebreaking and synoptic scale motions differs considerably from eddy diffusion. There ]is a 
strong up-down asymmetry in large-scale mixing processes that cannot be modeled in terns of 
eddy diffusion. For example, 2-D models seem incapable of simulating the transport into the 
troposphere that is associated with tropopause fold events. 
Saldies of global tracer transpo~ must be based on three-dimensional General Circulation 
Mdels (GCMs). The basic requirement for such models is that they explicitly resolve the 
scales that are important for global transport so that parameterization effects are minimized. 
This implies high vertical resolution (1 km or better, perhaps as low as a few hundred meters) 
new the ~ropopause, and sufficient horizontal resolution (a few hun kilometers at most, and 
perhaps as few as 10 km) to accurately represent the important scales of eddy variability in the 
lower saatosphere. Model validation should utilize all available data sources. These include 
gPobd satellite data (particularly Upper Atmosphere Research Satellite WARS] trace constituent 
data), bdloons, ground-based remote sensing, and aircraft data. W e 1  validation should also 
utilize 1% and other radionuclide data from the nuclear weapons testing era. If a model that is 
cdibratetl on the basis of one set of tracer data can simulate the global distribution and seasonal 
vhabidity of all other independent tracers, it may be a credible tool for evaluating the global 
&s~bution of pollutants emitted by a fleet of HSCTs. Such a model could then be used to im- 
prove the eddy diffusion parameterizations in the 2-D models that will be required for assess- 
ment stu&es. 
\ Ozone Formation From CH4 and NO, 1 
REACTION RATE (molecules cm-3 sec-'1 
Figure 1. Ozone formation from the smog reactions based on methane and nitrogen oxides (45" 
latitude, spring). 
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Transport Problem Related to Heterogeneous Ozone Depletion 
Heterogeneous chemical processes are among the most challenging of the problems Ifacing 
the HSRP. Aircraft engines are not only sources of NOx but of water vapor, p&culates,, SO2, 
and perhaps other trace gases as well. Perturbations in these constituents may affect, and be 
affected by, polar stratospheric clouds (PSCs). Modeling studies at CSFC show, for example9 
that for the Seattle-London polar flight route an HSeT would fly within the winter polar 17ofiex 
quite regularly (although this route would be over land, and therefore, might not be allow& at 
supersonic). If patches of air with elevated levels of water vapor, particulates, and other emis- 
sions remain coherent for sufficiently long periods and encounter sufficiently low tempera.mes, 
heterogeneous processes leading to ozone depletion might be activated. This possibility m ust be 
explored not only for the polar regions, but also near the tropical tropopause, which is ialso a 
very cold region that would be affected by any HSCT flights to the southern hemisphere, 
Investigations of this class of problems cannot be done with UARS or other planned satellite 
data. UARS trace constituent data will have poor coverage below 20 km, and poleward of 78" 
latitude. The data also will suffer degradation if there are clouds in the field of view. High 
vertical and horizontal spatial sampling is needed in the 15-25 km altitude range at a wide num- 
ber of latitudes to evaluate the potential for heterogeneous processes. Emissions of water v q o r  
by an HSCT fleet may prove to be just as significant as NOx emissions, and data are needed to 
define the current water vapor climatology as well as to estimate HSCT impacts. The objective 
must be more than just process studies of PSCs; changes resulting from emissions of water 
vapor and aerosols should be assessed as well. Aircraft and balloon observations at a number 
of latitudes and seasons are required. 
Small-Scale Dispersion of Engine Emissions 
Dispersion from the wake vortex breakup stage (scale of hundreds of meters) to the 1xge 
scale (hundreds of kilometers) is not well understood. Defomation by vertical shear of the 
horizontal winds appears to be the most important process for dispersion on these scales. It is 
likely that vertical dispersion will be much slower than horizontal dispersion because of the 
influence of vertical shear. Since the mean winds have a strong seasonal dependence, the sate 
of dispersion from mean wind shear may also have a strong seasonal dependence. This range 
of scales is too small to be explicitly resolved in global 3-D models, and so 11lust be paranleter- 
ized. Thus, more infomation on dispersion from the small scale to the CCM resolved scales 
would be highly valuable as an aid to improving tracer simulations based on 3-D m&ls. Ilirect 
observations of the plume dispersion in this scale range would clearly be very difficult. Ezxotic 
tracers might be useful for this scale, but no specific experimental strategy was agreed on in the 
works hop. 
Chairman 
Dr. Art Schrneltekopf, National Oceanic and AtmospheriG Administration, Retired 
Do any of these platfoms get us far enough? 
* High enough? 
Long enough (duration)? 
M e n  can the platforms be ready? 
Synopsis 
Foclr types of platforms are available to the HSRP for making the measurements needed 
to kmonstrate our understanding of the atmosphere: 1) satellite, 2) balloon, 3) aircraft, and 4) 
ground based. The science problems faced by the HSRP are mostly in the 12 to 25 km range 
and requke that measurements be made in many locations around the globe, in all seasons. 
These measurements are required to be made with high spatial resolution. They need to be 
made. in all types of weather conditions: cloudy, in and out of jet streams, in the polar night, etc. 
Because the satellite and ground-based platforms are long path and require good visibility, they 
cannot yield all of the information needed. Balloons are very hard to position accurately. so it 
would be unlikely that measurement at an exact location in a jet stream could be made, at least 
on a routine basis. However, the high-resolution vertical soundings that can be made by 
ballwn will provide useful data when available. It is clear that the measurements made by 
UARS will provide a very important part of the global climatology for many of the species of 
interest; however, most of the measurements cannot be made low enough, in the dark, or in or 
below the: cloud decks. Ground-based high-resolution lidar and other instruments will provide 
a very good check on the satellite and aircraft measurements, but they cannot be made in every 
lwation and are not possible under cloudy conditions. 
It is therefore clear that at least some of the measurements critical to the HSRP mission 
must be made from an aircraft platform. There are five aircraft platforms available now or pro- 
posed for the near future. They are: ER-2, Condor, Perseus, Theseus, and the Egh-Altitude 
A2csdt Ekesearch Program (WAARP). In addition there are two supersonic platforms that could 
be used: SR-71 and the Concorde. 
The idea of using a supersonic platform was suggested; the obvious problem-Mach 
heating in the sampling process-was given as the reason that supersonic platforms are not 
being considered for use by the WSRP. Two ideas were presented to avoid the Mach heating, 
but both iinvolved cooling the stream through interaction with a cool wall. The effect of the 
wdll on the reactive species that are to be measured was considered prohibitive. In addition, no 
proposed method would allow the faithful sampling of aerosols from a supersonic platform. 
The Concorde representatives offered the possibility of using the Concorde as a sampling plat- 
f m ,  and. that may be feasible for the stable species. 
For the reasons stated previously, the most desirable platform for the HSRP is the sub- 
sonic &c:raft platform, and so the major discussions in the platform session focused on them. 
The major comparisons to be made about our choices for the subsonic aircraft platform are in 
Table 1. 
The ER-2 needs no discussion since it has been the workhorse used for measurements in 
the lower stratosphere for many years. For this program has four major limitations: 1) a maxi- 
mum altiitude of =28 km, at least 5 km below our needs; 2) a range of 5400 km, which will not 
alllow us ID get to many important areas from usable airports; 3) since it has a single engine and 
a pilot, satfety requirements place too many restrictions on where and when it can be flown; and 
4) it dms  not operate well below 16 km, and so is not suitable for making many measurements 
below that altitude (obviously it passes through the altitudes below 16 krn on takeoff and land- 
ing) and therefore it cannot meet the full requirements of HSRP mission. Although several 
improvesnents, are planned for the aircraft, important for its present community of users, they 
will not substantially affect the limitations stated above. 
Table 1. Comparison of Subsonic AircraR Platforms 
Max Cruise 21.4 21.4 
Altitude (km) 
Min Cruise 16.0 0.0 
Altitude (km) 
Total Mission 8/15* 71.65 
Duration (hr) 
Total Distance 6036 24,298 
Covered (km) 
Total Time Above 6/13* 70 
20 km (hr) 
Payload Weight 1155 816 
0%) 
Payload Power (kw) 
@ 28VW 3 -4 12 
@ ll5VAC 10 Inverters 
3 0 
Inverters 
0.2 
As needed 
0.2 
As needed 
Min Operating <I81 <I89 
Temp. (K) 4 6 6  Mod 
Day-Night OK Yes Yes 
Except Polar 
Yes Yes 
Unmanned 
Yes Yes 
Takeoff-Landing 
Crosswind <15Kts <13Kts 
Launch Method Self Self 
Runway Length No Ice 8000ft 
Runway Surface Hard Hard 
Weather IFR No ice 
<15Kts 
Towed 
2000ft 
Any 
Mod turb 
<25Kts 
Winched 
Short 
Any 
VFR 
<25Kts 
Winched 
Short 
Any 
vm 
<25Kts 
Self 
40100ft 
]!lard 
IIFR 
When Operating 
After Funds Now 12-18mo =l yr? 
>2.5M 
=3 yr? 
= I1 OM Funds Needed to <1M >1OM 
Complete Devel($) 
Cost/copy($) Air Force >10M 
* Pilot on board/remotely piloted. 
NOTES: The ER-2 is powered by a turbojet, while the others are propeller driven. The ER-2 cruise Mach numlwr 
does not vary with altitude, but for the others it (and airspeed) varies with the cruise altitude. Fuel consumption is a 
function of altitude so that endurance and range are strong functions of altitude and weaker functions of payload 
weight. The distance that can be covered is a weaker function of payload weight and altitude. Since the propeller- 
driven aircraft have a much lower air speed (a very strong function of altitude), the atmospheric winds ha& a larger 
influence on the distance traveled than it does on the ER-2. The ER-2 is a manned aircraft, the others are m a n n e d .  
The HAARP will be built for either manned or unmanned flight: manned for testing and unmanned for long missions. 
The Condor is a twinengine aircraft, the others are single engined. The HAARP is towed off the ground by a Twin 
Otter or equivalent. "Any" runway surface means paved, grass, dirt, snow, or ice. 
The Condor was designed as a station-keeping, high-altitude platfom. Since it is an 
unmmwed!, long-duration, twin-engined aircraft, three of the problems associated with the ER-2 
are overcoime. Its only disadvantage is that its maximum altitude is essentially the same as that 
of the ER-2. The aircraft has had several successful test flights; however, it is not mission- 
ready m d  will need further development before it is useful for HSW. 
The .Perseus is a highly specialized aircraft. It is expected to be able to take small, light 
expefimenmts to near 30 krn. It now (November 1990) exists as an untested airframe with an as 
yet unteste~d enane. There seems little doubt that the concept behind it is sound and that the air- 
craft is lkely to perform as expected, but currently it now has several weaknesses. It can 
remak at altitude for only very shorz periods and has limited range. On the other hand, it can be 
launched from almost any solid surface and can thus be taken to most places of interest and 
launched tlaere. Another weakness is the fact that its payload-canying capacity of about 50 kg 
(mallogous to a jeep) is so low that it is difficult to get many experiments on board for simulta- 
neous measurements. The proponents of this aircraft expect that the cost per copy of the aircraft 
is so low that several could be flown at once for simultaneous measurements. 
The 'Theseus design concept is expected to overcome several of the problems associated 
with Perseus. It is expected to cany a heavier payload (analogous to a van) and fly much far- 
ther. As rtow proposed, however, it could not be launched from just any solid surface, but 
would reqtaire a runway. 
The W A R P  is a design concept developed at the request of the NASA Ames Research 
Center t meet the specifications determined at a workshop held in Truckee, CA, July 15-16, 
1989. %is aircraft is designed to overcome all of the weaknesses that are evident, in some 
way, in all. of the other &craft. Thus the aircraft resembles a truck because of its payload 
capability,, It is fairly expensive and it will take several years before it reaches the operational 
stage (mayk too long to be of interest to the HSRP). It clearly would be a very useful platfom 
to all of hihe: amospheric science community. 
The r e d  &fficulty with the platfoms described previously is that the atmospheric science 
cornmnunit~j has no way of generating financial sup pol^ for all of them. The community will 
thus have 'to fomulate a consensus view and support at most one or two of these platfoms. 
We have the ER-2, so it is clearly a player for the foreseeable future. The Condor does not get 
high enough to fulfill all of the needs of HSRP. Since the ER-2 can do much of what the 
Condor dio(es, the Condor cannot be the aircraft of choice. The clear long-term choice is an air- 
craft that will follow the I4AARP's design, but this aircraft cannot be ready for several years 
m d  this proflam needs results before then. It seems clear that the Perseus is the only new plat- 
form that has a chance of g e ~ i n g  the measurements needed above 20 krn in the time frame allot- 
ted for the HSW. 
There have been strong advocates for the three new platform designs: Condor, 
Perseus/-khteseus, and )%AARP. During the HSRP workshop at ARC those groups got together 
to form a loose team and try to help one another as much as possible. Having realized that 
Perseus is a very viable platfom that could solve not only some of our atmospheric measuE- 
ment issues but also test the models used for calculating the wing, propeller, and engine c a ~ l i n g  
designs (major areas of concern for the design of Theseus and IHAAFW), these advocates have 
now agreed to assist one another in any practical way, sharing infomation, etc. 
Chairman 
Dr. James 6. Anderson, Engineering Sciences Laboratory, Hanrard University 
Are all of our present capabilities accurate enough? 
Specific enough? 
Fast enough? 
Do we currently have the "Right Stuff?" 
Synopsis 
Instrumentation available for the HSRP comes from a lineage of balloon and aircraft- 
borne developments encompassing the past 10 or more years. In Tables 2, 3, and 4 plus the 
sections that follow, we review the current state of instrument technology with the follo.c~ing 
constraints: 
The HSFW program needs place maximum emphasis on the dynamics, ra&ation, 
and chemistry in the 10 to 30 km region. Thus, any instrumentation for this 
program must have good spatial and temporal resolution with signal-to-noise ratios 
of 10 or greater throughout the altitude interval. 
* There is an ongoing Upper Atmosphere Research Program (UARP) that supyorrs 
field efforts (e.g., large-lift, high-altitude balloon soundings) that are too extensive 
to describe here fully. We will abstract only those instruments that are directly 
applicable to the needs of HSFW. 
Instruments must be identified with the platfoms on which they are deployedi; 
otherwise, an explicit deployment strategy is difficult to articulate. 
The challenge for HSRP is to craft a collection of instrumentJplatfom combinations that 
can push the field forward in the 1992 time frame and stage a new combination of dynamics, 
chemistry, and radiation observations for 1993-94 which will diagnose for the first time the mix 
of dynamics and chemistry so central to the scientific objectives of HSRP. For example, the 
ER-2 instrument array emulates the measurement combination that must be deployed from 
Equator to pole with intensive uninterrupted coverage in the 10-km to 30-km altitude interv,d to 
sort out superposition of transport and chemistry. That platfom can c o n ~ b u t e  to three sub- 
campaigns: 
NO/NOy Chemiluminescence Fahey1 
NOAA AL 
N O (or 6 0) Tunable Diode Laser 
Loewenstein,Podolske/ 
NASA Ames 
CIC)/BrQ) Atomic Resonance 
Fluor/Chem Conv. 
Hz0 Fragment 
Fluorescence 
100 ppbv 26% Kelly1 
NOAA AL 
0 3 W Absorption Proffittl 
NOAA AL 
Panticle h p & r  Coated Wire 
Gold Substrate 
Indiv. particles +15% on 
part. radius 
Pueschell 
NASA Ames 
HCl, HWQB Tunable Diode Laser 
CN6, NQ? 
-lppbv, except +lo-15% 
100 pptv NOz 
Webster/ 
JPL 
C onde w saliion Alcohol Saturation 
Nuclei  
0.02 p dia. or larger f20% Wilson/ 
U. Denver 
WILicmwwe Temp Microwave Emission 2 km slab above/ 0.25 K lapse 
below aircraft rate to 10% 
Gary/ 
JPL 
31 bins 
31 bins 
Dye, GandrumCAR 
FenylNAS A Ames 
Paol$iicle Mauring FSSP 
S Y S ~ W  ASAS-X 
Chanl 
NASA Ames 
M&omlogid Pressure, temp. 
Measmmen~b Airflow, Nav. System 
Pressure: f0.3 mb 
Temp.: f0.3 K 
Wind: +I mlsec 
Sarnp. rate: 5 Hz 
* Polar Cmpaigns - to construct a picture of the stratosphere up to 20 km north of 30" 
N latitude and south of 30" S latitude. 
Tropical Campaigns - to define the dynamics and photochemistry of the region for 
30" S to 30" N latitude. This mission is especially important because we have so 
little in situ information for this region. 
* Trogopause Campaigns - to lay the foundation for understanding stratospheric/tropo- 
spheric exchange. We need a new approach here, defining some new ideas about 
how the process works. The Stratosphere-Troposphere Exchange Project (STEP) 
campaign was focused on what, apparently, is not the most important process, so 
we need some new ideas. 
Table 3. Current lnstrument Capabilities Part II: Balloon-Borne, In Situ and1 
Remote 
Molecule Techniw Altitu& DeMon PYIrastitution Fqoter; 
NO, N% TDIJBLISS 23-35 km 150 pptv for Websterj Heavy lift 
m, 4, Balloon restric. NOx, NOy JPL balloon 
CHI, N2O limit altitude 0.1 ppm Cnq 
Wwoi, LIF, resonance 23-38 km 1 p p t ~  0H/H02 Anderson/ Heavy lift 
@q aQ Fluorescence, Balloon restric. 100 ppb H20 Harvard balloon 
Bfl, 4 UV absorption limit altitude 2 pptv C10, BrO 
5 x 1091cm~0~ 
NO, N@ Chemilumin. 23-38 km 50 PPW Ridleyl Part of 
Balloon restric. NCAR Ha~vard 
limit altitude gondola 
m, IIF; Far infrared 25-40 km Remote sensing Traubl Ileavy lift 
7 NO, FIRS-2 S/N good CFA remote 
m%, m. above 30 km s,ensing 
4 
4, NO, FTlR 25-40 km Remote sensing Toon/ 
NO, m4, JPL 
m, amq, 
Heavy lift 
balloon 
a09 4, Microwave, 25-45 km 100 PPW S tachnikj Heavy lift 
m, wO, Submillimeter Normal JPL 1)alloon 
WNS, N2O ClO 
ON Far infrared 28-45 km 5 PPW Pickett/ I-Ieavy lift 
JPL balloon 
Table 4. Current lnstrument Capabilities Part Ill: Radiation Measurements, UV 
through IR 
INS 
IR radiance, difference, diiectionality, divergence 
IR broadband flux, divergence, difference 
Visible radiance, difference, directionality, divergence 
Visible flux, divergence, difference 
UV radiance, difference, directionality. divergence 
UV flux, divergence, difference 
Water vapor, liquid, ice 
Ozone 
C% 
CCN aerosols 
Cloud drop and aerosols 
2-D ice crystal images 
Temperature, pressure, relative humidity 
IR Interferometer 
Pyrogeometer 
114 meter spectrometer with diode array 
DC pyranometer 
DC 114 meter spectrometer with diode array 
DC integrating radiometer 
Lyman-alpha FF 
In situ UV absorption 
In situ IR absorption 
PMS ASASP-X-M 
PMS FSSP 
PMS 2DP 
Aircraft data, hlMS 
A limiitd number of heavy-lift balloon launches will provide an occasional glimpse of 
higher d~aude consdtuent fields. This combination of observations will yield major advances in 
our understaading. 
An anempt should be made to compare the ins ents on different platforms, particularly 
the insmme:nts on balloons, aircraft, and satellites. These intercomparisons, when they are 
done well (i.e., in the same air mass), give us confidence that the claimed accuracies are real. In 
the same veiiri, it is desirable to measure all of the members of a family of molecules that are 
linked together with fast pho tochemis~ ,  and then compare the ratios of the members' density 
to that expect.ed &om the theory. From these results one can find errors in either the experiment 
or the theory; however, in order to close the gap, we need very-high-accuracy experiments. 
The goals for HSRP leading to a possible quantification of exhaust emission impacts on 
global ozone must, however, derive from a careful tailoring of new instrument technology in 
radiation, dynamics, and chemical observations with new platform development (specifically, 
high-dtimde &craft), to "sew" the upper troposphere to the middle stratosphere. 
Needs for the Future 
Recommedations for Radiation Field Measurements in the Lower Stratosphere 
Measwement of the direct and diffuse radiation fields at various altitudes in the upper tro- 
posphere and lower stratosphere from the S-R bands to the near infrared is needed. 
Measurernen1.s should be made over geographical regions of different, but well-defined, albedo 
(clouds, oceain, snow, desert, etc.). These measurements would allow detailed cornpahison 
with the v&ous multiple scattering theories currently in use in interpreting stratospheric photo- 
chemisq. Tlhe influence of multiple scattering is large (as much as a factor of 3 in the radiation 
field [incliu&ng the direct solar flux]). Absolute level of accuracy required is not high, but it 
should be at least 20%. Measurement pertinent to j(02) is important in the S-R region. Spectral 
resoludon should be sufficient to verify the models, which is not very high unless detailed 
mdeling of the S-R region is desired. 
Measurements of direct and diffuse radiation in and out of clouds (high cirrus and PSCs) 
would be highly desirable. Ancillary measurements of cloud properties would be desirable 
(size, density., depolarization ratio, etc.). 
Measurement of the IR radiation field is needed for detemining the effects on the local 
energy balance of clouds, albedo, and aerosols. Radiative transfer codes use the linelline 
spectra  om the AFCL tapes and so linelline measurements would be most useful in testing and 
c o m p ~ n g  for these types of models. This would require an FTIR type instrument to ade- 
quately resolkre the line widths. Specific target species for the lower stratosphere could be &O, 
NzO, 03, ice, C02, and CFCs. In making the measurements for use in model comparison and 
calculation, it would be necessary to know the temperature profile under the aircraft as well as 
cloud heights. The effects of clouds and their microphysics (particle size and density) would 
also be impormt, particularly for NAT and sulfuric acid aerosols. 
Tracer Obsen7ations 
A g l ~ n g  practical shortcoming in the measurement arsenal for H S W  is the unavailability 
of a lightweight insmment for the "real time" detection of tracers, specifically CFC-11, N20, 
and el&. Thj,s array, along with C02, would provide invaluable maps of: 
tracers 'chat fall off at drmatically different rates with altitude; and 
a tracer ( 0 2 )  that would quantify the age of a particular air parcel. 
For H20,  we are a c q u ~ n g  a fairly good database, but the precision and accuracy needs 
some improvement. It is particularly important that we measure H 2 0  accurately since the equi- 
librium temperature at which NAT forms is a function of the H 2 0  concentration, and the chern-. 
istry of the lower stratosphere is a sensitive function of the mcumnce  of NAT. It is thus 
possible that the aircraft emissions of H 2 0  could affect the c h e m i s q  of the lower stratosphere 
by affecting the production of NAT aerosols. 
Reactive Constituent Obsewations 
The changes that have w c  d in the last 15 years regardng the calculated pre&aions for 
O3 depletion have resulted from changes in our understanding of the chemical links between 
reactive nitrogen and odd hydrogen and of the effects of heterogeneous chemisw. We now 
have the capabiliry to measure most of the i rnpomt  reactive species (Table 41, but some n~~table 
exceptions exist. We have no measurements of the odd hydrogen radcds  OH and M 0 2  aiild h e  
species that links chlorine and nitrogen, ClONO;?. Our capability to measure NO2, perhaps the 
key radical in the lower stratosphere, has not been critically tested for aircraft insmments. We 
must redouble our efforts to make these measurements. Equally critical is the need to establish 
the climatology of these reactive constituents. The emerging construction of a climatology for 
NOy, for example, has presented us with some interesting scientific questions. h a g i n e  what 
we will learn when we have acquired simultaneous climatologies for all the impoflant radicd 
species. 
There is a clear need for more accurate aerosol measurements. At present, pmicles that 
contain sulfuric acid, nitric acid, and water in vaT7ious abundances in several phases ape kaown 
to play a role in the chemistry of the stratosphere. Our ability to charactefize the cornpsition of 
these aerosol particles must be improved in order to understand their condidons of forn-aaeion 
and their effect on the local chemistry, especially in chemically perturbed air paircels. 
Expectations are that new light-scattefing instruments could significantly h p r o v e  the acc:uracy 
in quantifying particle concentrations and sizes in the range of - 0.1 to 20 micron radius, 
Composition information could be obtained from the particle refractive index as determined 
from scattering po l~za t ion .  Success in interpreting new measurements of size, abudance, and 
composition of aerosol particles is essential to further progress in this area. More de:taaled 
infomation on the full composition of particles that may eventually be needed may be fofllhcom- 
ing near the end of the NSRP progrm from aerosol mass spectrometer instruments chasrently 
under development in the labratory. 
The critical variables of altitude and range must be tailored to the scientific objectiyires, in 
combination with constraints on payload weight, instrument capability, etc. The desired cir- 
cumstance, of course, would be to have at least a 300-kg payload capability to 30-h alLtitude 
with a range of 3000 to 10,000 km or greater available immediately in an unmanned akcrdt  
platform (with true costs at or below $1000/hr for operating expenses). m i l e  this aircralrt may 
be available in the Theseus by 1994, there is a natural evolution of technology using the EW-2 
and Perseus as initial platforms (wEch can advance the HSRP program in the near tern) a:uhi- 
nating in a more powerful combination of platforms, including the m A W ,  approxhately 3 to 
4 years from now. 
Specifically, we envision an evolution that: 
Uses the ER-2 to stage polar campaigns, tropical campaigns, and tropopause stud- 
ies up to 20 km. The ER-2 will also serve as a test bed for new instruments along 
their natural evolutionq path to lightweight status. 
- Perseus will be used to deploy subsets of the full instrument array either to high 
dritude for short dmtion or for longer duration at lower altitude. 
Dr. Mclhael J. Kurylo, National Aeronautics and Space Administration, Headqumers 
W c h  of these new areas looks promising enough to w 
development for use in atmospheric research? 
{Can they be ready by 1992? 
e 'Wen? 
The presentations made during this section of the Wrkshop clearly demonstrated the vital 
need fm strong synergistic relationship between the HSRP and atmospheric research programs 
within NASA and other U.S. Government agencies, in order to provide the measurement ca- 
pabilities far evaluating future atmospheric environmental issues, including those associated 
with MSCT caperations. 
The "Jlforkshop reports and discussions on new measurement techniques were focused 
p ~ m ~ l y  on akcraft-borne instrumentation. This is an area that has seen considerable growth 
over the lase 5 years, largely as a result of developments associated with the Stratosphere 
Troposphere Exchange Project (STEP), the Airborne Antaxtic Ozone Experiment (AAOE), and 
the Akbome: Arctic Stratospheric Expedition (AASE) conducted in the late 1980s by NASA's 
Upper Atmosphere Research Program WARP). The current suite of instruments designed for 
use on the NASA DC-8 and ER-2 aircraft represents a very powerful atmospheric observation 
capabifity. These existing measurement opportunities are enhanced further by the more mature 
bdlmn-borne and ground-based instrumentation deployed by the U A W  for more than a decade 
to develop a'tmospheric climatologies in several latitude regions. Nevertheless, there are many 
recogruzed limitations in atmospheric sampling that are yet to be overcome. Presentations dur- 
ing this session of the I-ISRP Workshop demonstrated the wealth of scientific talent now 
p r e p ~ n g  to meet these challenges. Ongoing and planned research activities, while in many 
cases &ected at generic aspects of atmospheric measurement science and trends detection, will 
provide the capabilities needed for addressing the environmental issues confronting the devel- 
opment of a HSCT. 
hesentations on both in situ and remote-sensing instruments were included in the pro- 
gram. While the dominant focus was on existing platforms (i.e., DC-8, ER-2, and large 
ballocans), it was clear from the discussions that there is a growing consensus for directing a 
component of instrument development activities towards deployment on small lightweight 
balloons andlor high-altitude (manned or unmanned) aircraft. 
Among the remote-sensing instruments, significant improvements have been reali,zed in 
lidar instrumentation (funded in part by NASA's UAR and Tropospheric Chemistry Progrms). 
Capabilities now exist for investigating background aerosols and all types of stratosphe~c 
clouds, including Type I1 PSCs. Aerosol scattering and depolarization measurements are 
presently possible (or will be available within the time frame of the HSRP) from the DC-8 in 
either the zenith or scanning modes and from the ER-2 in nadir, zenith, or scanning m d e s .  
Plans are under way to extend the existing DC-8 ozone lidar measurements to an altitude range 
of 28-30 km. While the current DC-8 water vapor lidar instrument has been limited to mea- 
surements in the troposphere, existing and developing technologies could extend S U C ~ P  mea- 
surements to approximately 8 krn above flight altitude within the next few years. An ER-2 
tropospheric system currently under development could also be m for lower stratospheeiic 
studies on a similar time scale. Lidar measurements could be used for several other importmt 
atmospheric constituents. For example, development of a Raman lidar and its deployment on 
the DC-8 for simultaneous measurements of stcatospheric methane, water vapor, nitrogen, oxy- 
gen, and temperature has been proposed and is being evaluated. 
Microwave Insmentation 
There have also been improvements in microwave/submillimeter limb-sounding i.nsm- 
mentation. A reasonably lightweight package (developed under NASA's UAW), suitable for 
balloon or aircraft platforms, can simultaneously measure several species (C10,03, NCL, I'182, 
NN03, and N20) important in atmospheric ozone chemistry and can be extended to other 
species through the addition of appropriate filter banks. The instrument has the best signal-to- 
noise ratio and resolution with the platform situated above the atmospheric layer to be measwd. 
Similar advancements in infrared (IR) instrument development have also been achieved. 
A new tunable diode laser spectrometer has been fabricated for the ER-2 under U A W  supgofl 
and is about to undergo test flights. A four-channel instrument, it is designed to make simulu- 
neous in situ measurements of N02, HNO3, HCl, C h ,  H20,  and 03,  thereby adding consid- 
erably to the existing IR absorption capability on that platform. Some early proof-of-concept 
investigations have also been conducted for an open path IR absorption cell that should ~elimi- 
nate sampling problems for some of the more reactive gases and may have greater sensitivity 
than other instruments because the achievable path length is longer. Also under development 
(with WSRP support) is a laboratory proto-type instrument for in situ C 0 2  measurements that 
use non-dispersed IR analysis. Construction of a flight instrument (scheduled to begin within a 
year) should greatly enhance dynamic tracer measurement capabilities from the ER-2. 
Instrumentahon for In Situ Measurement of Radical Species 
There has been considerable development of instruments for the in situ measuremlent of 
important radical species. Laboratory studies and instrument prototype development has; been 
under way within the UARP for a lightweight 0W02 monitoring instrument. This develop- 
ment (based in large part on the heritage of high altitude balloon instrumentation) will be 
extended to a package suitable for ER-2 integration under HSRP support. NASA's UARP has 
also supported the development of a lightweight ClO/Br0 instrument (which can be flow11 on a 
small balloon or  a high-altitude aircraft) and will initiate support for development of a similar 
iwstmment for in situ measurement of ClONO2. The measurement of various paramagnetic 
gases (i.e., radicals such as CYCl0, O m 0 2 ,  NO/N02) may also be possible using a mid-IR 
magnetic rc~tation spectrometer. More detailed laboratory study would be required to ascertain 
the potential of this technique. Finally, the ER-2 chemical measurement suite will soon be fur- 
ther enhmced even with the HSRP-sponsored conversion of the existing NO/NOy instrument to 
a hree-chaz~lnel system capable of simultaneous rlleasurements of the species. 
entation for Real-Time Amspheric Truer Profile Measurements 
One of the more significant gaps in chemical smpling instrumentation lies in the area of 
real-time atmospheric tracer profile measurements. While the previously mentioned C 0 2  
insmmena will play an important role in this area, there is a need for a lightweight instrument 
package suitable for deployment on a small balloon or high-altitude aircraft and capable of 
re-eeor&ng dle profiles of CFC13, CF2C12, or N20 to altitudes above the current ER-2 limit. The 
potential for the development of such an instrument may lie in fast-response gas chromato- 
gaphic tecllnology or ion mobility spectrometry, and is currently being evaluated. 
Imkrmentartion for Physical and Chemical Characterization of Condensation Nuclei 
a d  Aerosols 
T'hese: have also been (and continues to be) improvements of and developments in instru- 
mentation for the physical and chemical characterization of condensation nuclei (CN) and 
aerosols. For example, sizing capabilities were greatly improved between the AAOE and 
AASE. Wiile there are now several new techniques and inlets for smpling the various aerosol 
size mnges, in general particles over 0.2 pm in diameter must be smpled in situ, while smaller 
sized pmicles can be brought into the aircraft for analysis. The HSRP is supporting three 
different instrument studies in the CNIaerosol area. These include improvements in CN count- 
ing for the ER-2 instrument, laboratory studies leading to the development of a stratospheric 
smt-measeuhg instrument, and development of an aerosol mass spectrometer (laboratory proto- 
type of an akcraft instrument). The latter should yield not only aerosol size and composition 
infomation, bur also provide identification of trace species in the particles. Finally, there are a 
number of laboratory research techniques for compositional analysis of particles and clusters 
that may prcovide a basis for development of future instruments. 
Dr. Michael Prather, Goddard Institute for Space Studies, National Aeronautics and Space 
A d r n i i s m ~ o n  
Synopsis 
A =view of the C W  studies of aircraft exhaust pointed up the difficulties in detecting the 
exhaust p l u m  unless a visible trail is evident (con~ail  or fuel "puffs" as in VF-12 experiments). 
With no in sim measurements, Concorde emission studies have been limited to test-stand stud- 
ies of the engnes. Engine exhaust products for current engines, as well as for the new tech- 
nologies tllat may reduce the N02 emission index (EI) from 40 to 5 g/kg of fuel, were 
desefibed. There may be trade-offs in the new technologies between emissions of NOx and C 0  
(dfecdng e:ngine efficiency). Infomation is now available on the detailed mix of organics in 
engine exhaust. Wake characteristics of aircraft depended on individual aircraft dynamics. 
Results were taken from wind tunnel experiments and from computational fluid dynamics 
work. 
A number of key findings emerged from the session: 
It will be extremely Wicu l t  to measure chemical products in the exhaust plume of 
an aircraft without a visible clue (e.g., contrail or colored exhaust) to help find the 
wake. Our current database on the location of engine exhaust withh aircraft w&es 
(the dynamically created wing-tip vortices may contain part or most of the exhaust 
products) is based on pictures of the visible plume (i.e., condensed water, possibly 
environmental) and does not necessarily describe the distribution of engine 6:xhaust. 
It is important to re-analyze the engine test-stand results for exhaust producrs and to 
bring in new instruments or experimenters, as necessary, to address the co~mgleue- 
ness and accuracy for engine EIs of interest to IISRPIAES A. 
It is also important to characterize the sizelshape distribution of soot particl~es from 
the engine tests and to compare them with the currently collected stratosphedc 
samples. The chemical composition and surface properties of the engine soot 
should also be measured. 
SESSION 7. O M ,  VVEIAT IS OUR OF A m O N ?  
Chairman 
Dr. Michael Prather, Goddard Institute for Space Studies, National Aeronautics ant3 Space 
Administration 
* Does the chemical climatology tell us where the SST exhaust goes? 
e Does it tell us what the exhaust will do to the ozone? 
e What instruments do we need? 
What platforms must we use? 
Is there overlap with other programs? 
e W e r e  do we need measurements? 
Tropics? 
a Nlid-latitudes? 
Poles? 
Is the plume worth chasing? 
If so, what is our strategy? 
Do we need to be able to remote sense the plume? 
Solve the Following Problems: 
Define 1992 and 1994 missions. 
Coordinate with other aircraft campaigns. 
* Set priorities on instrument/platform development. 
Synopsis 
This h a l  session attempted to draw conclusions from the presentations and discussion of 
the workshop. In particular, HSWIAESA needs to put together a plan of action for atmo- 
spheic measurements that would be supported or encouraged by the program, i.e., RE 
r n r n r n F R O M W E R E ?  
The chair presented a sequence of key scientific questions, identified in Table 5, that were 
meant to foeus the HSWAESA measurement program. These questions are listed in sequence, 
leadkg komi the aircraft emissions up to the global perturbations. They are likely to be asked of 
the scientific community when its members are assessing the environmental impact of aircraft 
emissions. 
The questions point to the specific measurements that are required to support the devel- 
opment of the assessment models and to corroborate their predictions for the present atmo- 
sphere. The discussion that followed worked on identifying the most important measurements 
or orher stuckies that should be pursued in order to answer these questions. 
Table 5. Key Science Questions for HSRPJAESA Assessment 
En~issions What really comes out of aircraft? 
Wake/Plumes Can "plume processing" affect NET emissions? 
Transport How do emissions 
atmosphere? 
Chemistry Can we PREDICT the ozone/climate perturbations caused 
by additions of NOx, H20, aerosols, etc? 
Emissions and Plume Chemistry 
Before we try to measure and calibrate the emission products from engines in flight, it 
would be best to go back to the engine test stands from which we have derived our current val- 
ues for akcrdt emissions. 
* ]For previous results, we need to check the accuracy of the reported data and the 
sensitivity of instruments. 
For future work, we should coordinate the atmospheric experimenters witlh the 
combustion engineers and possibly make new measurements from engine test 
facilities with an expanded set of instruments (e.g., NO, NO2, NOy, HlV03, 
aerosols, CCN, soot, OH, SO2, SO3, ions, HC, HCO,). 
In-flight validation of the ground tests may be necessary as part of the politicaVregulatoHy 
process, but is not an immediate priority for the HSRPIAESA studies, since no new ideas have 
been put forward that need testing or might alter our present understanding of the wake. 
It may be important to measure the chemistry and physics (aerosols) within the exlhaust 
plume of an aircraft. Such measurements could examine chemical processing in the unique, 
highly concentrated environment before the exhaust plume disperses into the background slhrato- 
sphere. (They also would provide in-flight validation of EIs, a lower priority, as noted previ- 
ously). Some modeling sensitivity studies have shown that global perturbations are not s,ensi- 
tive to chemical processing within the plume (e.g., conversion of exhaust NO, to HN03 has 
little impact on ozone depletion), but it is possible that ice crystal growth within the core of the 
exhaust plume (and subsequent fallout) may lead to transport of combustion products to lower 
altitudes. Furthermore, plume measurements provide a "laboratory" for testing heterogerleous 
chemical reactions across a large range of aerosol and trace gas concentrations under sltrato- 
spheric conditions. 
A clear first step is to pursue the modeling studies (both global and p1um.e) to 
understand better the conditions in which plume processing has a global impact. 
Chemical tracer measurements in aircraft exhaust plumes are not now viewed as a high 
priority. If they become necessary in the future, then we need to know more about the dynam- 
ics of the aircraft wake and the distribution of exhaust products in order to plan a successful 
field measurement campaign. For example, do the majority of the engine exhaust  product.^ roll 
up into the small (-4 m) wing-tip trailing vortices, or into the larger (-100 m) visible conuail? 
Some of these uncertainties might be resolved with fluid dynamical modeling or with Ruid 
experiments. 
Experimental knowledge about subsonic aircraft wakes might be expanded on a theoreti- 
cal basis to supersonic wakes. 
* Overall, field measurements may not be necessary. 
If they were necessary, we would require a remote sensor (e.g., a kind of lidar) to locate the 
wake in real time and some very high frequency instruments for the exhaust products (602,  
H20, CCN, NO,) as well as 03. Perhaps the only way to quantify measurements of this type 
would be to put some type of chemical tracer into the fuel and then measure all of the other 
species relative to that tracer. 
Global Transport 
The critical region for assessing model transport will be in the lower stratosphere, vvhere 
the projected aircraft would fly, but the exhaust products are expected to mix to some e:xtent 
throughout the stratosphere. The rate of upward mixing is important, because ozone desmlcGm 
from added NOy. is more effective at higher altitudes. The rate of downward mixing is equally 
important, since it controls the steady-state accumulation of exhaust products. 
Measurements that are used to deduce tracer transport within the lower stratosphere 
must extend from the upper troposphere (about 10 lun) to middle stratosphere 
(about 25 km), from Equator to pole, and in all seasons. 
%kt platfoms do we have or anticipate that could make these measurements? The ER-2 
(full in situ instrumentation) has an operating range of about 15-20 km. The Concorde 
(potenrial for some in situ monitoring) flies regularly over the North Atlantic at 15-18 km. 
Lower d ~ m d e s  could be filled by commercial aircraft such as the DC-8 (10 to 12.5 krn), but in 
situ smpling is not as complete as for the ER-2. The gap between 20 and 25 km will techni- 
cally be filled by UARS and its correlative measurements, but the range of vertical overlap 
(redundanc~y) with the extensive ER-2 data will be small, and the need for in situ measurements 
for some species and for some tests is not met. 
There is a clear need for additional pla (either balloons or a Perseu 
type aircraft) to make measurements ER-2 flight levels. The ne 
greater altitudes is impofiant, but the tly anticipated Perseus/balloons have 
lirnjired payloads (i.e., only a few species of the ER-2 in situ suite can be measured 
concurrently). 
The reconstruction and interpretation of aircraft campaign data will require concur- 
rent measurements (or analyzed data) of 
1. dynamical tracers (pressure, temperature, potential temperature, potential 
vorticit y), 
2 .  ozone and water vapor, as well as 
3. one or more long-lived tracers (N20, CFCs, C02, C&). 
The comparison of these observations with model simulations (in order to test the model's 
gredctions for aircraft emissions) will require corresponding predictions of chemical tracer 
~rnsipofi v&ations fiom 3-D models. 
The impact of aircraft flying in the stratosphere today (the Concorde corridor over the 
Nol-ah Atlantic at flight levels 500-6W; commercial fleets at flight levels 3 10-390 over the poles 
in winter) ]may be detectable. Because of the altitude restrictions on both the ER-2 and the DC- 
8, some of the interesting altitudes are not presently reachable. The asymmetries in stratospheric 
NOy H 2 0  climatologies between the Arctic and Antarctic may be related to the denitrificatiod 
des~ccatior~ over Antmtica or may represent aircraft input. 
A full cllnnatology of C02-H20-NOy and O3 in the mid-latitude stratosphere might 
be able to discern a factor (appropriate enhancements of C02-H20-NOy) that 
matches aircraft exhaust. 
It would be extremely useful to develop a unique measure of aircraft perturbation (e.g., Is 
sl~atosphaic soot a unique product of aircraft, and can it be measured with adequate frequency 
m d  accuracy?). 
The following examples of trace species or types of measurements were discussed as 
bekg important in diagnosing stratospheric transport : 
Soot and CCN spectrum as a measure of current engines 
Is there an isotopic signature (e.g., 13C/12C, D m )  in Jet-A fuel? 
Transport through tropopause folds, cyclonic events, polar vortex 
Gradients and removal processes in the upper troposphere 
* Natural cycles of H 2 0  and NOy 
Stratospheric NOy from tropospheric lightning 
Chemical Perturbations 
We will need to measure the important chemically active species under as many possible 
conditions in today's atmosphere in order to test our model predictions of stratospheric photo- 
chemistry under highly perturbed conditions predicted for an WSCT fleet (i.e., high NO,, H28, 
CO, soot, etc.). One important issue would be to verify the crossover region where the ad&tion 
of NO, leads to NOy-catalyzed loss of ozone above about 15 km and to smog-chemiswy pro- 
duction of ozone below about 10 km (see Figure 1). 
Along with measurements of the source gases (noted above for determining the 
global transport and dispersion of aircraft exhaust), we will need to measure the 
NO-NO2-HN03-NOy family, the OH-H02 concentrations, and the Cl0-Br0- 
C10N02 family. 
If we achieve the extent of coverage cited above for transport, then we will likely have smpled 
a sufficiently large range of photochemical environments. 
Uncertainty in the kinetics and radiation data for the models could be reduced by atmo- 
spheric measurements of specific chemical balances (e.g., the NO2-NO3-N205 equilibrium, rk 
H0,-NO, chemistry, of course, along with other key tracers such as 03,  N20, C&, NOy, 
Cl,,). Likewise, certain atmospheric conditions such as mountain lee waves provide an acces- 
sible test of heterogeneous chemical processing. It is not clear whether these atmospheriic tests 
would provide clues to missing chemistry. A most difficult question is, how do we deternine 
the role of added aerosols both locally (along aircraft corridors), at the winter poles (in PSCs), 
and at or near the tropical tropopause? 
The following examples of other trace species or types of measurements would be i m p r -  
tant in diagnosing stratospheric chemistry and its perturbations: 
Look for effects of CCN on PSCs as well as cimslradiation 
Determine the natural stratospheric sulfur cycle and particle formation 
* Determine molecular clusters that might affect J-values 
Measure UV-visible scattered light to test model photolysis 
APPENDIX 
LOWER STRATOSPHERIC MEASUREMENT ISSUES: 
A WORKSHOP 
NASA Ames Research Center 
October 17-19,1990 
Agenda 
W J O R  QUESTIONS: 
lWhat atmospheric measurements are needed for an SST assessment? 
(Tan we make those measurements? 
Wednesday, October 17 
Welcome 
b a s t i c s  
Overdl High Speed Research Program 
(NSRP) Perspective 
Define Am~ospheric Effects of 
Stratospheric Aircraft Program 
A. Schmeltekopf/NOAA Retired 
E. CondonmASA Ames 
N. WesokyINASA HQ 
M. PratherjNASA GISS 
Known Problems in Lower Stratospheric Chemistry 
C h a h m k  Intrduction 
Hornogenecbus Reactions 
Heterogenmus Reactions 
Globd Chernical Modeling 
Plume M d e h g  
Panel fiscussion 
Additional Panel Member: 
C. Howard/NOAA AL 
S. Sander/NASA JPL 
M. TolbertjSRI International 
S. Wofsy/Harvard 
C. KolbIAerodyne 
W. Brune/Penn State 
Questions: 
73Vhat critical laboratory measurements are needed? 
7ma t  critical atmospheric measurements are needed? 
d h  in-situ measurements help us directly determine rates? 
mown  Problems in Lower Stratospheric Transport 
Snatosphere-Troposphere Exchange 
Ra&a.tive Ft3rcing 
Global Transport W e l i n g  
Tracer Damlbase: What Can We Learn? 
Panel Discussion 
,Additional Panel Members: 
J. Wolton/U. Washington 
J. Holton/U. Washington 
M. SchoeberVNASA Gddard 
D. Crisp/Caltech 
A. Plum 
M. PrathermASA GISS 
H. Johnston/U. C. Berkeley 
E. DanielsenfNASA Retired 
A. Tuck/NOAA AL 
Questions: 
Will SST exhaust really mix upward? 
Can the high-resolution structure of the transport be important? 
Can exotic tracer experiments be useful? 
What Platforms Do We Wave or Can We Get? 
Chainnan's Introduction 
ER-2 
Condor 
Perseus 
Concorde as a Platform 
Panel Discussion platforms) 
Additional Panel Members: 
Questions: 
Do any of these platforms get us far enough? 
High enough? 
Long enough (duration)? 
When can the platforms be ready? 
A. Schmeltekopf/NOAA R e ~ e d  
eaux/NASA Ames 
J. Dalemoeing m t a r y  AQlarres 
J. Langford/Aurora Flight 
P. RusselVNASA Ames 
P. CarlierIAerospatiale 
6 .  Harris/Leigh Aerosystems 
Chairs from first four sessions 
Thursday, October 18 
Present Measurement Capabilities 
Chainnan's Introduction 
Radicals 
Source Gases 
Aerosols 
Dynarnic Tracers 
Radiation 
Panel Discussion 
Additional Panel Members: 
J. Andersonmarvard 
B. BrunePenn State 
M. LoewensteimASA Ames 
D. F a h e y m u  AL 
M. SchoeberVNASA Goddard 
6. MountlNOAA AL 
Questions: 
Are all of our present capabilities accurate enough? 
Specific enough? 
Fast enough? 
Do we currently have the "Right Stuff?" 
New Measurement Techniques 
an's Intsoduction 
Lidars 
h'licrowaves 
Aerosols 
Diode Laser Spectrometer 
M. KurylomAS A WQ 
E. BrowelmASA Lmgley 
R. StachnikjNASA JPL 
C.  Wilsom. Denver 
C. WebstermASA JPL 
Aerosols D. MurphylNOkA AL 
c02 D. Tooheymarvard 
O W 0 2  J. Andersornarvard 
Two-Step Laser Mass Spectrometry for 
Analysis of Adsorbates and Particulates R. ZareIStanford 
Ion Spectroscopy and Dynamics C. Lineburgerm. Colorado 
Spc&oscopy and  Reactivity of Clusters 
Pmel ~scuss ion  
Queslion:~: 
M i c h  of these new areas look promising enough to warrant development for 
use in atmospheric research? 
Can they be ready by 1992? 
PW4? 
Wen?  
Friday, October 19 
What Do We Know about Engine Exhaust? 
an's Introduction 
Wake Studbes in CLAP 
Concorde 
M. RatherNASA GISS 
R. OliverlIDA 
P. Carlier/Aerospatiale 
R. WilliamsBritish Aerospace 
R. Lohmannmatt & Witney 
6. KidwellNASA Ames 
Okay, What Is Our Plan of Action? 
an's Introduction M. RatherNASA GISS 
Pmel ascussion All previous panel chairs 
Additiond Panel Members: C. Lineburgerm. Colorado 
D. ZareIStanford 
Questions: 
Does the chemical climatology tell us where the SST exhaust goes? 
Does it tell us what the exhaust will do to the ozone? 
What instruments do we need? 
What platforms must we use? 
Is there overlap with other programs? 
Where do we need measurements? 
Tropics? 
Md-latitudes? 
Poles? 
Is the plume worth chasing? 
If so, what is our strategy? 
What instruments do we need? 
Do we need to be able to remote sense the plume? 
Solve the following problems: 
Define 1992 and 1994 missions 
Coordinate with other aircraft campaigns 
Set priorities on instrument/platform development 
Chapter 7 
HSRB/AESA Research Summaries 
This chapter presents individual summaries of research conducted by investigators 
supported by High Speed Research Program/Aunospheric Effects of Stratospheric Aircraft as of 
May 1991; see chapter 1 for an overview of the principal investigators and research areas. The 
summaries follow this format: (A) title, (B) investigators and institutions, (C)  ab5;tract of 
research objectives, @) summary of progress and results to date, and (E) journd publications. 
These summaries have been edited where necessary. The pfincipal investigator (denoted by an 
asterisk) is the contact person responsible to HSWIAESA for the proposed research. 
NSRPIAESA Principal Investigators 
James 6. Anderson, Hmard  University 
Guy P. Brasseur, National Center for Atmospheric Research 
Anne R. Douglass, NASA Goddard Space Flight Center 
David W. Fahey, NOAA Aeronomy Laboratory 
Randall R. Friedl, NASA Jet Propulsion Laboratory 
R. Stephen Hipskind, NASA Ames Research Center 
Ivar S. A. Isaksen, University of Olso 
Vyacheslav U. Kha~atov, Central Aerolo@cal Observatory 
Malcolm K. W. KO, Atmospheric and Environmental Research, Inc. 
Charles E. Kolb, Aerodyne Research, Inc. 
m g - T u a n  Leu, NASA Jet Propulsion Laboratory 
Richard Make-Lye, Aerdyne Research, Inc. 
Mario J. Molina, Massachusetts Institute of Technology 
Daniel M. Murphy, NOAA Aeronomy Laboratory 
Rudolph F. Pueschel, NASA Ames Research Center 
John A. Pyle, University of Cambridge 
Co-Principal Investigator-Robert S . Hmood, University of Edinburgh 
Hans R. Schneider, Atmospheric and Environmental Research, Inc. 
Robert K. Seals, Jr., NASA Langley Research Center 
Margaret A. Tolbert, SRI International 
Richard P. Turco, University of California, Los Angeles 
James C. Wilson, University of Denver 
Stephen C. Wofsy, Hmard  University 
Douglas R. Worsnop, Aerdyne Research, Inc. 
Donald J. Wuebbles, Lawrence Livemore National Laboratory 
Glenn K. Yue, NASA Langley Research Center 

A. Title of Research Task 
Development of Techniques for the In Situ Observations of OH, H(02, 610, 
BrO, C10N02,  03, P, and T,  Between 10 and 30 km for Studies of the 
Impact of High-Latitude Supersonic Aircraft on the Stratosphere 
*James G. Anderson 
Atmospheric Research Project 
Engineering Sciences Laboratory 
Harvard University 
40 Oxford Street 
Cambridge, MA 02138 
The atmosphere is particularly complex between 10 and 30 km, where chemical and dynm- 
ical time constants are roughly equivalent. Our objective is to develop in situ insmmenta- 
tion for the detection of several key radicals-most notably, OH, 1102, ClO, and BrO, as well 
as related reservoir molecules and ozone, which will fly first on the NASA ER-2 and then 
evolve to the new generation of Perseus unmanned aircraft for flights to and above 25-km 
altitude. The first step in this evolution is the development of a solid-state laser system for 
laser inducted fluorescence detection of OH and H02 for the ER-2. 
(Support received November 1990) The first-order question in designing the ER-2 flight 
system was to select the pump laser. Development of the copper vapor laser for ballmm- 
borne systems led to superb performance in stratospheric tests for both OH and H02. 
Results are summarized in the Figures 1 and 2. 
Time (sec) 
Fig. 1. Unaveraged 309 n m  detector rount rate da ta  
(top). NO a n d  N2 gas addition seqilence ( m i d d l ~ ) ,  and 
laser tuning cycle (lower) vs. time, during balloon descent 
,irough the 31.5-30.7 km interval. 
0 4 8 12 16 20 
Density ( l o 6  molec  c K 3 )  
Fig 2. [OH] and [HOz] vs. altitude observed .lug. 25  
i989, over a solar zenith angle variation of 51"-61". 1102 
(0) and (1) refer t o  high and low NO flow rate resillt.; 
respectively. 
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These data clearly revealed the level of sensitivity that could be achieved with the copper 
vapor laser system. In mid-1990, however, the research branch of Spectra Physics 
minounced a bre gh in the development of diode-pumped neadyrnium (Nd) systems-- 
spcifically, the ment of =1 W of output at 530 nrn at a repetitive rate of 5 kHz. The 
&ode-pumw Nd system was dramatically simpler and lighter. We therefore focused on 
de~iemining which system wou the best balance m o n g  performance, weight, and 
=liability. These results are sum in the panels below. 
ER-2 OH and H 4  Measurements 
- 
System Perfcrrn2ncg: A csmp~nson wit? the 
Harvara balloorAorne laser OH sysrern 
Signal /ppt 
(c3mwsec) 
The d m a x  rr'c:e.ase In the rwonstvlty 6 isbe to the u s  or an 
innacav~ty erarcn in the cye t s e r  The 2 c7-'tecuencr wrath s a 
muci becer match :o ;he CH dcooier wath 1.1 c v  -' ) 
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None. 
A. Title of Research Task 
Modeling the Atmospheric Effects of Stratospheric Aircraft 
*Guy P. Brasseur 
Philip J. Rasch 
National Center for Amospheric Research 
P. 0. Box 3000 
1850 Table Mesa Drive 
Boulder, CO 80307-3000 
Richard P. Turco 
ent of Atmospheric Sciences 
University of California, Los Angeles 
Los Angeles, CA 90024-1565 
The purpose of the project is to understand and predict the atmospheric effects of ai projected 
fleet of stratospheric aircraft. A three-dimensional, chemical-transport model will be used to 
assess, on time scales of weeks or less, the dispersion and chemical transfornation of air- 
craft effluents. A two-dimensional (2-D) chemical-radiative-transport model will be used to 
predict, on time scales of months to years, the effects on stratospheric ozone of the en- 
hanced levels of NOx and H20 resulting from perturbations by aircraft. 
Summary of Progress and Results 
Our (2-D) model has been used to evaluate the potential response of ozone to the emissions 
of supersonic aircraft in the stratosphere. Different scenarios reviewed by the Emissions 
Scenarios Subcommittee of the NASA HSRP have been considered. Model ca.lculations 
show that the ozone response to enhanced levels of NOx is greatest at high latitude in late 
summer. The changes in the concentration of other gases (C02, CO, etc.) are generally 
minor except for that of water vapor. The 2-D model has been modified to include the effect 
of polar stratospheric clouds (PSCs) and sulfate aerosols. M e n  these processes; are t&en 
into account, the ozone perturbation to NOx emission is reduced. 
A semi-Lagrangian transport (SLT) model has been used in an exploratory mode to sianulak 
the dispersion, during 90 days, of a passive tracer (e.g., NOy) continuously rcsleased in 
flight corridors. Three different corridor geometries have been considered. The SLT 
scheme used for these simulations was coupled to the NCAR Community Climate Model 
(CCM) (version 2). The NCAR CCM and the associated SLT model have been signifi- 
cantly modified to include more realistic physics and to make them computationally more 
efficient. An "off-line" version of the SLT model has been developed and will be used for 
further studies. 
Brasseur, 6. P., C. Grainer, and S. Walters, Future changes in stratosphellc ozone m d  the 
role of heterogeneous chemistry, Nature, 348,626-628, 1990. 
Rausch, P. J., and D. L. Williams, The sensitivity of a general ckulation model climate to 
the moisture transport formulation, accepted J. Geophys. Res., 1991. 
Rausch, P. J., and D. L. Williams, Computational aspects of moisture transport in global 
cnodels of the atmosphere, Q. J. R. Meteorol. Soc., 116, 1071-1090, 1990. 
A. Title of Research Task 
Two-Dimensional and Three-Dimensional Model Studies of Stratospheric 
Aircraft Emissions 
*Anne R. Douglass 
Charles H. Jackman 
Richard B. Rood 
Richard S. Stolarski 
Code 916 
Atmospheric Chemistry and Dynamics Branch 
G Space Flight Center 
National Aeronautics and Space Administration 
Greenbelt, MD 2077 1 
C . Research Obiective~ 
This research involves the coordinated, parallel use of the NASA/GSFC 2-D model and the 
3-D chemistry and transport model (3-D CTM). Chemical assessments of the irnpact of air- 
craft exhaust on stratospheric ozone employ the 2-D model. In addition to examining a wide 
range of scenarios, the 2-D model is being used for sensitivity studies to chemical and 
transport inputs and assumptions. (These calculations are known to be sensitive to lower 
stratospheric transport, and particularly to stratosphere1troposphere exchange.) The 3-D 
dispersion of tracers is being examined using the 3-D CTM. This model uses winds h n m  a 
data assimilation procedure and provides a realistic simulation of tracer &spession. 
Following a critical analysis of stratosphere-troposphere exchange in the 3-D GTM, tracer 
experiments will examine the sensitivity of horizontal and vertical tracer transport to a l~mde,  
latitude, and season of injection. Further experiments will allow a direct compaison of 2-D 
and seasonally average 3-D transports. This should result in better quantification s f  the 
uncertainty in the 2-D representation of stratosphereltroposphere exchange. 
D. Summarv of Proaess and Results 
All scenarios provided by the program have been completed using the 2-D model. The 
results from these calculations have been submitted to the Upper Atmosphere Data Base. 
Additional 2-D model studies have included the sensitivity of ozone response for a given 
scenario to the lower stratospheric circulation. The calculated excess 14C, N20, and rotd 
ozone for different circulations have been compared with measurements. Generally, the cd-  
culation with the best simulation of 14C also has the greatest sensitivity of ozone to e c r d t  
emissions. 
Calculated ozone provides an important measure of model validity, because it is sensitive to 
the circulation and can be compared with measurements. Modeling studies of the eopo- 
spheric ozone column revealed a strong sensitivity to the vertical advection scheme. To 
improve the resolution near the tropopause, the Prather transport scheme has been adopted 
for the vertical advection in the 3-D CTM. In our previous results, using the Van Leer 
scheme, the buildup of ozone in the troposphere was more rapid than when ithe Prather 
scheme was used; however, this was an indication of poor resolution of the sharp verticd 
gradient of ozone near the tropopause. Such a s h q  gradient at the tropopause is anticipaM 
for aircraft exhaust, and this analysis will be continued by considering, for example, the 
armsport to the troposphere inferred from the residual ckulation that is calculated from the 
3-D wind field, and by examining the importme of vertical resolution. 
The &spersion of aircraft exhaust in a North Atlantic corridor was examined using the 3-D 
C m  for the winter of 1989. The concentration of pollutant within the corridor exceeded 
the zonal mean by a factor of 3 or 4 during most of the winter. However, there were occa- 
sions of low transport, during which the concentration in the corridor grew and exceeded 
the m~nal mean by a factor of 10 or more. 
The pollutant was injected into the 3-D CTM at one pressure surface in a latitude band 
centexxd at 45"N for comparison with a similar calculation using the 2-D model. Both hori- 
zontal and vertical transport were faster in the 3-D CTM than in the 2-D model. Several 
factors make this comparison inconclusive. The 3-D uses meteorological data from a 
spe2led year, as opposed to the climatological circulation and diffusion coefficients of the 
2-ID model. Over the winter season, pollutant in the 3-D CTM is injected into a range of 
potential temperature values of 470-540 K, in the 2-D model, the range is only 504-510 K. 
There are substantive differences in both horizontal and vertical transport, and current anal- 
ysis will attempt to interpret the differences. 
None. 
A Dual Channel NO/03 Chemiluminescence Detector for Measurements of 
NO and NOy on Board the NASA ER-2 Aircraft 
*David W. Fahey 
Aeronomy Laboratory 
National Oceanic and Atmospheric Administration 
325 Broadway 
Boulder, CO 80303-3328 
A new multi-channel instrument will be designed and built for the measurement (of NO and 
NOy on board the NASA ER-2 aircraft. The measurements will be simultaneous and will 
have high spatial resolution. The technique uses catalytic conversion of NOy species to NO 
and NO/03 chemiluminescence. A third chemiluminescence channel will be inco~prated to 
accommodate the development of NO2 detection capability. The speciation and abunbee 
of the NOy reservoir in future aircraft missions will be used to understand the abmosphe~c 
impact of a proposed fleet of supersonic aircraft on stratospheric ozone. Specific goals are 
to (1) define a reference state for model simulations and (2) characterize exhaust plume 
chemistry in the wake of comparable aircraft. 
The design and construction of the multi-channel chemiluminescence detector is well under 
way. Approval has been obtained from Lockheed for the integration of the new insmment 
in the Q-bay of the ER-2 aircraft. ProGurement of long-lead-time components is complete. 
Laboratory and prototype tests of ozone addition and water addition subsystems are ne&g 
completion. Test flights of the two-channel system occurred in late August 1991, in antici- 
pation of science flights to begin with the 1991 NASA Arctic Ozone Mission in atober. 
None. 
Ghelniical Kinetics Studies of Hydrocarbons from Stratospheric Aircraft 
*Randall R. Fried 
Stanley P. Sander 
W a r n  B. DeMore 
Md Stop 183-901 
Jet Rropulsion Laboratory 
Nationd Aeronautics and Space Administration 
48W Oak Grove Drive 
Pasadena, CA 9 1 109 
Non-methane hydrocarbons are significant constituents of aircraft engine exhaust. The 
p~m,a ry  objective of this task is to study the rates and mechanisms of key elementary gas- 
phase and gas-surface reactions that relate to the processing of non-methane hydrocarbons 
in the lower stratosphere. Initially, the focus of this task is directed towards an elucidation 
of the dominant chemical production and loss processes of peroxyacetyl nitrate (PAN), an 
impafiant reservoir of odd nitrogen in the atmosphere and a common intermediate in the 
atmospheric oxidation of small non-methane hydrocarbons. 
A, &?;charge flow-mass spectrometer system has been significantly modified to include (1) a 
laser induced fluorescence detection system for studies of the gas phase reaction of OH with 
PAN and (2) a special reactor for studies of heterogeneous processes involving PAN and 
water ice surfaces. 
Results have been obtained for the interaction of PAN with solid water ice and with HCl- 
doped water ice. These results were obtained by flowing PAN (approximately 0.01 mtorr) 
though an ice-coated, temperature-controlled (200 K), tubular reactor. Detention of PAN 
was accomplished by electron-impact mass spectrometry. Detection limits of 1 x 108 and 1 
x 109' molecules ~ m - ~  were obtained at ion masses (rn/e) 43 and 46, respectively. 
Uptake of PAN was observed on all ice surfaces studied. The rate of uptake was found to 
decrease with increasing observation time. We attribute these observations to saturation of 
the ice surface by PAN. Support for this interpretation was obtained from observations of 
PAN desorption from the surfaces upon interruption of the external PAN flow into the reac- 
tor. 'The amount of PAN adsorbed on/in the ice was estimated to be less than 1 mg per gram 
of ice. 
In adidition to the adsorption process, a slow decay of PAN was observed. A reaction prob- 
abiliity of less than 104 was derived from the experimental data. The addition of HCl into 
the ice had little effect on the measured reaction probability. 
During the yea ,  substantial advances were also made in the construction of an experimental 
apparatus for studies of PAN photolysis products. A new excimer laser was installed, and a 
gas handling manifold was designed and constructed. In addition, a gated-pulse counting 
detection strategy for the PAN photolysis products was devised, and the required hardware 
comlmnents were successfully obtained. 
E. 
Publications on the results of the interactions of PAN with water ice will be prepared in the 
coming year. 
Data Management and Meteorological Support for HSRP Aircraft Field 
Campaigns 
*W. Stephen fipskind 
Pawicia Hathaway 
Steven E. Gaines 
Md Stop 245-5 
Ames Research Center 
Na~onal Aeronautics and Space Ahinismtion 
Mof fe~  Field, CA 94035-1000 
The fmus of this research is to provide mission support for aircraft field campaigns, includ- 
ing b t h  data management and meteorological support. Data management entails providing 
fornilat standards for data exchange, obtaining and archiving field data, and reproducing the 
data for &stribution. Meteorological support entails obtaining conventional analysis and 
forecast data for mission planning, as well as obtaining real-time meteorological satellite 
hagery using the Arnes Meteorological Satellite Downlink and Display System. 
A revised format standards dwument has been written in the past year in connection with 
the polar ozone campaigns; these standards will be applied to HSRP campaigns. An agree- 
ment with Goddard Space Flight Center and National Meteorological Center has been 
implemented and tested, whereby NMC data products can be obtained via existing NASA 
network connections. A new SUN workstation has been purchased to handle the duties of 
ingeshg and =hiving the aircraft data during field campaigns. 
None. 
A. Title of Research Task 
The Impact of High Flying Aircraft: Model Studies and Analysis 
B . Investigators 
*Ivar S. A. Isaksen 
Institute of Geophysics 
University of Oslo 
P. 0. Box 1022 Blindern 
03 15 Oslo 3 
Norway 
C . Research Obiectives 
We will use a 2-D global model to study the impact on ozone from a future fleet of high- 
speed aircraft flying in the stratosphere, and subsonic aircraft flying in the troposphere. 
Heterogeneous chemistry occurring at high latitudes during periods of PSCs and on a global 
scale in connection with stratospheric aerosol particles, will be incorporated in the study. 
Analysis of model results will be performed in order to improve the predictive capability for 
mid- and high-latitudinal changes in the lower stratosphere. 
D. Summarv of Progress and Results 
The 2-D model used extensively in the past to study the impact of man-made releases of 
pollutants on ozone is used to study the impact of NOx emission from high flying aircraft. 
Several future scenarios for NOx emissions, in which the source strength and emission 
height vary, have been performed. These studies consider gas phase chemistry only. The 
results show considerable dependence on emission heights. Emissions at 23 km and above 
show a substantially greater reduction in total ozone than emission at lower heights (below 
19 km). Ozone reductions are greatest at northern latitudes, and pronounced throughout the 
year. This is in contrast to the impact of CFC, for which maximum ozone reductions are 
found during winter and spring months. 
The model has been further developed to include stratospheric heterogeneous reactions. 
Such reactions are assumed to take place during PSC events at high latitudes, and on 
aerosols in the stratospheric Junge layer. Reactions included are those between N205 and 
HC1, N205 and water vapor, C10N02 and HC1. The ClON02 and HC1 reaction is impor- 
tant on PSC particles, while the N205 and H20 reaction is of particular importance in con- 
nection with the Junge layer. 
A few test runs of long-term, time-dependent calculations, up to year 2015, in which both 
heterogeneous chemistry and releases of NOx from supersonic aircraft released at different 
altitudes, have been performed. The results indicate that the NOx impact on the ozone layer 
could be substantially different when heterogeneous chemistry is included in the calculations 
compared with instances when it is not. Furthermore, background aerosols affect the ozone 
reduction from NOx more than do PSCs, as a result of the different heterogeneous reactions 
involved. Results indicate that the calculated ozone reductions from high flying aircraft 
emission could be highly sensitive to the way that heterogeneous processes are included in 
the models. At present, the calculation of future ozone depletion in which heterogeneous 
chemistry is included is connected with major uncertainties. The studies will be continued 
in 1991. 
E. 
None. 
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A global 2-D model with gas-phase chemistry and diabatic circulation is used to study the 
impact of increased NOx emission from a possible fleet of supersonic aircraft on the seats- 
spheric ozone layer for NASA scenarios (a) to (f). The influence of the chemical e:ddies on 
the simulation is examined. The chemical eddy coefficients, Kyy (Ox), Kyy, (NO*), Kyy 
(Cl,), are calculated by using a planetary wave model. 
Summary of Promess and Results 
The renewed interest by the aircraft industry in the development of high-speed &craft has 
also brought about a renewed interest in the environmental effects from such aircraft. The 
numerical assessments of the impact of stratospheric aircraft on ozone layer reduction can be 
made by using a 2-D model of atmospheric chemistry and circulation. The simulaLtion was 
conducted for different scenarios taking into account the EI for nitrogen oxides and cruise at 
Mach speed. The basic results, which were obtained in the Soviet 2-D model, aye as 
follows: 
ozone reduction depends strongly on the fuel composition and the height of 
emission; 
* maximum ozone losses occur at the middle and high latitudes of the northern hemi- 
sphere at about a 20-to 25-km level; 
* seasonal ozone losses are maximum in the northern hemisphere in spllngtim,e. 
These assessments were made by using fixed eddy transport coefficients similar to Lulher's 
coefficients. But the influence of chemical eddies on the transport of different spe'cies (Ox, 
NO',, Cl,) by planetary waves in the stratosphere can cause changes in these assessments. 
The lifetimes of these families change with height and latitude, while wave disturbances 
depend on season, so the chemical eddy transport can lead to the redistribution of different 
spelcies, especially in wintertime. Using the planetary wave model, the chemical eddy coef- 
ficilents Kyy (0,), Kyy (NO,),. and Kyy (Cl,) were calculated. These coefficients have a 
complex structure. The maxima of Kyy's (-10llcm2/s) occur at the middle and high 
latiltudes of the winter stratosphere. The positions of Kyy's maxima are different for differ- 
ent species. The preliminary results of the sbulation have shown that the effects of chemi- 
cal eddies can result in increased NO;! and C l 0  concentrations at the high stratospheric 
Ilafitudes of the northern hemisphere during winter. 
For the calculation of heterogeneous reactions in the aircraft wake, it is important to know 
the characteristics and evolution of ice crystals formed from water vapour emitted by aircraft 
engines. A 2-D time-dependent model of the turbulent transport of ice crystals has been 
developed. The model comprises equations for potential temperature and humidity transport 
and a kinetic equation for a crystal size distribution function. The calculated sizes of crystals 
are 5-10 micrometers, concentrations - surface areas of about 10 - 4 cm2/m3. There 
is a strong dependence of the temporal evolution of vapor trail on wind shifts. 
None. 
Impact of Engine Emissions of a Proposed High-speed Stratospheric Air- 
craft Fleet on the State of the Atmosphere 
*Malcolm K. W. Ko 
Debra K. Weisenstein 
Nien-Dak Sze 
Jose M. Rodriguez 
L q  W. Knowlton 
Amospheric and Environmental Research, Inc. 
840 Memorial Drive 
Cmbridge, NL4 02139 
We will exmine  the impact of the engine emissions of a proposed kgh-speed sltratosphe~c 
aircraft (HSSA) fleet on the state of the atmosphere using a suite of 2-D numericd mdels .  
Emissions from HSSA will be highly localized and deposited near the ltropopause, where 
they will react chemically with the surrounding mbient air. Proposed model hprc~vemenrs 
specific to evaluating the impact on ozone of HSSA emissions consist of (1) inclusion of 
ethane and PAN chemistry, (2) modification the ltreatment of the NOu family such that 
WN03 can be transported separately, and (3) increasing the vedcal  resolution tto resolve 
better the tropopause height and stratosphere-troposphere exchange. The AER 2-D chem- 
istry transport model will be used to investigate the sensitivity of ozone to emissions from 
WSSA aircraft, including nitrogen oxides, water vapor, carbon monoxlide, and t1yCBFo~a- 
bons. Calculations will exmine  the sensitivity of ozone to emissions at &fferent dtitudes, 
to different background atmospheres, and to emissions which vary by season. The M R  
interactive 2-D model will be used to hvestigate the response of the radia~ve balance of the 
atmosphere to ozone perturbations and to increases in C02, SO2, and H20 resulting from 
WSCT emissions. 
The BER 2-D chemistry transport model was m d f i e d  for improved matment of hy&o- 
carbon chemistry by adding ethane (C2H6) and its degradation products, inclu&ng PAN. 
The model was also modified to explicitly transport HNQ to allow for improvd sinnullation 
of the behavior of odd nitrogen species important to the HSSA emissions problem. The 
impact of this   nod el change on the HSCT ozone impact was evaluated and was lfound to 
enhance the calculated ozone decrease by a factor of 1.15. These changes were i n c c c p p r a ~  
into the model used for HSCT scenario evaluations. 
We performed model calculations to determine the impact on ozone of HSCT emissions 
from the seven scenarios designated for intercomparison at the January 1991 workshop. 
These scenarios were designed to evaluate the impact of an HSCT fleet operati ng at t h e e  
cZifferent altitudes, comsponding to Mach numbers of 1.6,2.4, and 3.2, and at t h e e  &ffer- 
ent NOx emission indices (EIs; 5, 15, and 45). These s c e n ~ o s  were run within a y e a  
2015 atmosphere, including subsonic emissions, and compared vvith the 2015 a tmosphe~,  
including subsonic emissions. We also compared them with the 2015 amosphere, ~ t h o u t  
subsonic emissions, and the year 1985 atmosphere, with and without subsonic emissions 
(1985 subsonic emissions were assumed to be half of those for 2015). 
The: stratospheric residence time of injected NOx was found to be a function of emission 
dtii~ude. For Mach 1.6, the stratospheric residence time of emitted NOx was 0.3 years; for 
Mach 2.4, it was 1.4 years; and for Mach 3.2, it was 1.9 years. 
We repeated the baseline runs for 2015 and 1985 and also HSCT case A (Mach 2.4, EI = 
15) using heterogeneous chemistry with the reaction N205+H20 = m 0 3 + m 0 3  acting on 
the global aerosol layer with a sticking coefficient of 0.1. With heterogeneous chemistry, 
the chlorine cycle became the dominant loss mechanism for ozone even at 20 km. The addi- 
tion of nitrogen oxides from HSCT emissions produced more chlorine nitrate and reduced 
the chlorine loss cycle, resulting in increased ozone up to 20 km with the case A emissions. 
(For detailed evaluation of these results, see chapter 5.) 
Plume Chemistry and Dispersion Modeling to Evaluate the Aknlospherie 
Effects of Stratospheric Aircraft 
*Charles E. Kolb 
Robert C. Brown 
Richard C. Make-Lye 
Aerodyne Research, Inc. 
45 Manning Road 
Billerica, MA 01 821 
Martinez-Sanchez is also associated with the Dep ent of Aeronautics and Asaonauties, 
Massachusetts Institute of Technology, Cambridge, MA 02139 
Jose M. Rodriguez 
Curtis Heisey 
Malcolm K. W. Ko 
Amospheric and Environmental Research, Inc. 
840 Memorial Drive 
Cambridge, MA 02139 
The exhaust gases for prospective, advanced high altitude supersonic aircraft will be rich in 
nitrogen oxides (NO,), water vapor, sulfur oxides (SO,), carbon monoxide, condensation 
nuclei, and other trace species, when compared with ambient stratospheric air. As these 
exhaust gases mix with the ambient air, a complex series of fluid dynamic and ra&ative pro- 
cesses will spread the exhaust trail both laterally and vertically and may raise or lower the 
exhaust plume/ambient mix in altitude. Exhaust plume chemistry will tend to orri&ze NOx 
to NO3, N205, and FINO3 and SO, to SO3; these oxidative species may, in turn, activate 
exhaust soot particles to cloud (contrail) condensation nuclei. Wingtip vortices ?will eneaiw 
and confine the exhaust plumes, cooling them by centripetally driven pressure hops.  The 
exhaust water vapor may condense into ice contrails providing active surfaces for emvkon- 
mentally important trace species include HN03, C1N03, N205, HC1 , H2:S 049 etc., 
changing the chemical speciation in the exhaust perturbed air. Furthermore, contrail 
particles may grow to sufficient size to settle gravitationally, displacing water and possible 
other trace species such as m03 to lower altitudes. Since the chemistry and c8:ynamies of 
the exhaust plume may significantly impact the inputs to large scale 2-D and 3-D assessment 
models, it is necessary to assess systematically the chemical and physical processes ~ v l i n g  
the plume and its dispersion. The goal of this project is to model the major physical and 
chemical processes occurring in the aircraft exhaust plumes, wake vortices, and eneained 
ambient atmosphere to connect intelligently what will issue from aircraft engine nozzles to 
large-scale photochemical models of the stratosphere. 
The chemical, radiative, and fluid dynamic processes important to this project &vide natu- 
rally into three regimes: the exhaust plume region, the votex wake regime, and the wake 
dispersion process. During the first year, we have initiated modeling and/or analysis acGvi- 
ties in all three areas. The highlights are summarized below. 
: The exhaust plume region is modeled with a modified version of the 
Deparl'ment of Defense's Standad Plume Flowfield (SPF). This model accepts estimates of 
the edlaust composition and gas properties at the engine exit plane and calculates the turbu- 
lent mixing of the exhaust with the atmospheric freestrem using an eddy diffusion mixing 
model. We modified the normal SPF model by adding a equilibrium condensation model 
for water vapor (to predict contrail formation) and m d f y i n g  and upgrading the chemical 
b e t i c s  data set with finite rate models fur NOx and SO, oxidation. The water condensation 
andel  within SPF successfully reproduces contrail condensation under conditions consis- 
Bent with the Appleman algorithm developed by the U.S. Air Force. Oxidation of NOx and 
SO, within the plume is joindy driven by non-equilibrium levels of OH radicals exiting the 
engine (estimated at about 10 ppmv) and Q, e n ~ n e d  from the atmosphere. Our model for 
a Maclh 2.4 aircraft at 18.4-km altitude predicts that 5% of the NOx is oxidized to H N a ,  
and 10% of the SO2 is oxidized to S a  (sulfuric acid anhydride) by normal gas phase 
k h e f  c processes. W i l e  these chemical changes probably do not change subsequent photo- 
chemistry significantly, they may lead to significant oxidationlactivation of exhaust soot 
pmicles, affecting the level of active condensation nuclei available for contrail and strato- 
spheric: cloud condensation. 
: An initial analysis of the wake vortex entrainment of the exhaust plumes for 
craft indicates that the wingtip vortex/exhaust plume interaction takes place 
about 40 wingspans (-1.7 km) behind the aircraft and is probably much stronger than simi- 
lx phe:nomena in subsonic aircraft. Centripetal forces in the vortex drive exhaust gases 
asward. a lower pressure regime at the vortex center. The temperature near the vortex center 
appears to be 5-7°C cooler than equivalent equilibrium mixtures of ambient air and exhaust 
gases. This temperature differential may lead to ation within the vortices at 
aldtudes and ambient H 2 0  vapor levels that would pennit equilibrium contrail 
formation. The wake vortex structure can be predicted to last about 0.5 minutes, persisting 
for 15 .to 20 h. The size of the contrail ice particles formed will depend critically on con- 
ditions wiithin the wake vortices, including the degree of exhaust concentration, the tempera- 
ture, arld the number of active condensation nuclei. A great deal of effort will be needed to 
m&l .these parameters accurately. 
: After the breakup of the wake vortices, the exhaust-rich remnants 
&sperse into the background atmosphere. The time scale for this mixing will be roughly 30 
to 3mI seconds after emission. The mixing is affected by small-scale turbulence, wind 
shear, m d  buoyancy effects. We have created a far wake Lagrangian box model to simulate 
this regime. An exponential entrainment model for background air is included, with an 
initid entrainment time of 780 seconds which dilutes the wake remnants by a factor of 100 
in an hour. The Lagrangian box model has a full complement of homogeneous gas phase 
photoe:hemical processes as well as parameterized polar ozone heterogeneous processes for 
resemolr C 1 and NOx species. Initial model runs indicate that no surprising chemical trans- 
fornations wcur without the presence of persistent contrails. If persistent contrail particles 
are present, a large amount of IIN03 is created over a one hour time scale, via N205 reac- 
tion with condensed ice particles. When this HN03 is released to the gas phase via particle 
evapor;%tion, its photodissociation can lead to OH levels significantly higher than that found 
in unpe:rturbed background air. 
R.C. Miake-Lye, R.C. Brown, M. Martinez-Sanchez, and C.E. Kolb, Plume and wake 
dynamics, mixing, and chemistry behind an HSCT aircraft, to be submitted to J. 
Aincraft. 
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Laboratory Studies of Heterogeneous Processes Important in Stratospheric 
Aircraft Emissions 
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This task focuses on heterogeneous processes that are potentially impomt in asse:sshg the 
environmental impacts of high-altitude aircraft emissions. The work aims to invesdgare the 
effects of water ice, nitric acid trihydrate, sulfuric acid aerosol, and soot on at~losphe~c 
species important in the C1 Ox, NO,, and HO, cycles that include: HC 1, C10, C 10N02, 
NO, NO2, 03, N205, HN03, OH, H02, H202, and SO2. Flow reactor mass spec:tromeay 
and discharge flow resonance fluorescence are used to measure sticking or reaction proba- 
bilities on these aerosols. Several analytical techniques, which include mass spec'tromeq, 
chloride ion electrode, infrared absorption, electron microscopy, X-ray diffraction and BET 
surface area analysis, are employed to identify products and characterize the condensd 
phase. 
The heterogeneous reactions, C10N02 + HCl -> C12 + HN03 (1) and C10N02 -I- H20 -> 
HOCl + HN03 (2) ,  on vapor-deposited HNO3-H2O ice substrates have been investigated at 
196 K by using a fast flow reactor coupled with a quadrupole mass spectrometer. The reac- 
tion probability for (1) is 0.10 + 0.02 and independent of both the HN03 and HC1. concen- 
trations in the substrate compositions studies. For (2), the reaction probability is approxi- 
mately 1 x 10-5 near 53.8 wt% FINO3, the composition of pure nitric acid trihydate, m d  is 
about 1 x 10-3 at 45 wt% H NO3. The sticking coefficient of HC1 on these subsorates was 
also found to be a strong function of the substrate composition, ranging from less than 1 x 
(>55 wt% HN03) to 5 x 1B3 at 45 wt% HNO3. 
In addition, infrared spectra of nitric acid trihydrate and nitric acid monohydate using 
Fourier transform infrared spectroscopy, were also investigated. 
Moore S. B., L. F. Keyser , M-T Leu, R. P. Turco, and R. H. Smith, Heterogeneous 
reactions on nitric acid trihydrate, Nature, 345,333, 1990. 
Keyser, L. F. , S. B. Moore, and M-T. Leu, Surface reaction and pore diffusion in Wow- 
tube reactors, in press. 
Smith, R. H., M-T. Leu, S. B. Moore, and L. F. Keyser, Infrared spectra of solid films 
formed from vapors containing water and nitric acid, in press. 
Leu, M-T., S. B. Moore, and L. F. Keyser, Heterogeneous reactions of chlorine nitrate and 
hydrogen chloride on nitric acid-ices, in press. 
A. Title of Research Task 
Determination and Assessment of Emission Scenarios for the Program on 
Atmospheric Effects of Stratospheric Aircraft 
B . Investigators 
"Richard C. Make-Lye 
Alan H. Epstein 
Charles E. Kolb 
Aerodyne Research, Inc. 
45 Manning Road 
Billerica, MA 01821-3976 
A. Epstein is also associated with the 
ent of Aeronautics and Astronautics 
Massachusetts Institute of Technology 
Cambridge, MA 02139 
Predictive modeling of the dispersal and reaction of stratospheric pollutants must be based 
on reliable projections of combustion emissions. An independent review and assessment of 
current efforts at NASA and industry combustor research centers will be directed toward 
supplying relevant projected emission data to the plume modeling effort. Current progress 
and future trends will be assessed for the control of critical exhaust species, as requked by 
the concurrent modeling activity. A supplementary analysis stage will facilitate the htegra- 
tion of the emission data into the modeling by identifying pollution chemical m e c h ~ s m s  to
which the models may be particularly sensitive. Such integrations will tie the required 
emission scenario data to the needs of the plume modeling efforts and global saatospherie 
models. 
Contact was established with propulsion research laboratories, HSRP workshops were 
attended to collect data on emissions from proposed HSCT engines. Emissions estimates 
were obtained for NO, NO2, CO, C02, H20, and SO2 as well as particulates and u n b m e d  
hydrocarbons from both GE Aircraft Engines and Pratt & Whitney. These eqt' ,imates are 
based on correlations developed using measurements of existing engines and their comps- 
nents, which are extended to HSCT engine operating conditions. MTU Motoren-und 
Turbinen Union of Germany provided estimates of NO,, COY and unburned hydrocabons 
emissions based on their ongoing studies of HSCT engines. 
These estimates were described in a report to be included as a chapter of the H:SW m n u d  
report, This chapter summarizes relevant earlier work dating back to the Climatic Impact 
Assessment Program (CIAP) studies of the early 1970s, and as well as the current propul- 
sion research efforts. The recent work provides estimates of the chemical compe~sifion of an 
HSCTs exhaust, and these estimates are reported as EIs. Other aircraft emissions that x e  
not due to combustion processes are also summarized; these emissions are much smaller 
than the exhaust emissions. Future advances in propulsion technology, in e x p e ~ m e n t d  
measurement techniques, and in understanding of upper atmospheric chemistry may affect 
these estimates of the amounts of trace exhaust species, or their relative imporlanee, and 
revisions may well become necessary in the future. 
Midce-Lye, R.C., R.C. Brown, M. Martinez-Sanchez, and C.E. Kolb, Plume and wake 
dynamics, mixing, and chemistry behind an HSCT aircraft, to be submitted to J. 
Liircrafr (1991). 
Laboratory Studies of Stratospheric Aerosol Chemistry 
*Mario J. Molina 
Atmospheric Chemistry, 54- 1320 
ent of Earth, Atmospheric, and  Planetary Sciences 
Massachusetts Institute of Technology 
Cambridge, NLA 02 1 139 
Aerosols with sizes and compositions similar to those of stratospheric particles win be gen- 
erated by the "diffusive trapping" technique: the gaseous aerosol precursors will be inject& 
into a chamber containing an inert gas at moderate pressures and low temperatures. The 
physical characteristics of the aerosols will be determined by monitoring the a1)sorlption and 
Mie scattering of laser radiation. The chemical composition of the system will be stu&ed 
using Fourier transform infrared spectroscopy and mass spectrometry. The uptake sf HCIB 
vapor and the chemical reactivity toward ClONO2 and NzOs will be investigated for water- 
ice crystals and for various hydrates of nitric and sulfuric acid. 
The aerosol chamber used in conjunction with the "diffusive trapping" technique has been 
designed and constructed. It is now being tested, together with the FTIR spe:clJiorneter to 
which it is attached. Ice particles in the 5 micron size range are being generateal; their 
infrared spectra are successfully being recorded. 
Initial survey experiments were carried out to characterize the aerosol particles; using a He- 
Ne laser large-angle scattering technique. To better establish the concentration md size dis- 
tribution of the particles, a commercial particle size distribution analyzer uras acquired 
(Malvern MSlOOO), which incorporates the appropriate computer and software analysis 
package; it also operates using Mie scattering of laser radiation, but at small scatte~ng 
angles. The aerosol chmber has been modified and coupled to the particle analyzer. 
Experiments with injectors of various designs are being carried out to generate aerosol par- 
ticle populations with the desired sizes and n m w  size distribution. 
None. 
Real Time Measurement of the Composition of Individual Aerosol Particles 
with a Mass Spectrometer 
* D ~ e l  M. Murphy 
A&an Tuck 
Aeror~omy Laboratory 
Na~onal  Oceanic Atmospheric Administration 
325 Elroadway 
Boulder, C 0  80303 
Aerosol particles are important to both the chemistry and radiative processes in the lower 
stratosphere. High-speed aircraft would emit SO2, water, soot, trace metals, and other 
effluents that could influence aerosol processes. We are constructing a laboratory instru- 
ment for particle analysis by laser mass spectrometer (PALMS). It will measure the trace 
and bulk composition of individual, sized aerosol particles. This will allow better under- 
s l a n h g  of the origins, chemistry, and radiative properties of aerosol particles. The instru- 
ment uses light scattering to identify and size aerosol particles. A pulsed laser is then trig- 
gered for single-shot desorption and ionization of the aerosol particle. A time-of-flight mass 
speceometer is used to record the entire ion mass spectrum. Recent improvements in the 
&sign of time of flight mass spectrometers, the technology of compact, powerful lasers, 
and high-speed electronics make it practical to build a laser ionization mass spectrometer that 
can ble taken into the field. The laboratory instrument is being constructed using technology 
that can be easily adapted to an aircraft instrument. 
The year 1990 was one of design and construction. The scientific design of the mass spec- 
Eometer was completed. A custom time-of-flight mass spectrometer with pulse focusing in 
50 cm pulse focus spectrometer for aerosol studies 
Hasa 
Figure 1. Resolution of mass spectrometer as a function of mass. 
the drift region, was selected. It uses a 50-cm path for ease of future aircraft installation. 
Computer simulations predict a resolution of over 300, even for very hot ions and a 150-ns- 
long ionization pulse. 
The optical system for imaging the lasers on the ion source region, the vacuum system, m d  
much of the data acquisition system have been constructed and tested. 
We also completed feasibility experiments, funded by NOAA, in conjunction with she 
University of Colorado. These experiments were designed to demonstrate the concept of 
single-particle analysis and to provide data to aid in the design of the PALMS insmment. 
While the laser and mass spectrometer used in these experiments were not optimal, they still 
showed an excellent signal-to-noise ratio for individual-particle analysis. We were: also able 
to verify significant portions of the computer code used to design the new insmment. 
Sample data from the feasibility experiments are shown below. 
NaCI-KC1 Mixture 
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Figure 2. Mass spectrum of a single salt aerosol approximately 6 p n  diameter. 
E. 
None. 
Opttieally Absorbing Aerosols in the Lower Stratosphere 
*Rudolf F. Pueschel 
Kenneth 6. Snetsinger 
M d  Stop 245-4 
Amczs Resemh Center 
Na~onal Aeronautics and Space Administration 
Moffe~ Field, CA 94035- 1000 
Anllhony D. A. Wansen 
M d  Stop 70A-3363 
Lawnce Berkeley Laboratory 
Universiq of California, Berkeley 
1 Cjrclomn Road 
Berlceley, CA 94720 
The objectives are (1) to establish a "baseline" value of current stratospheric burden of light- 
absorbing aerosol, (2) to compare this measurement with observations of light extinction 
md absorption of the past, and (3) to use this value to assess future perturbations by, e.g., 
supersonic commercial air transport. The approach is to apply aerosol light-absorption 
techniques to stratospheric aerosol samples collected aboard the NASA ER-2 high-altitude 
~rcrafr. 
During 1990 we collected aerosol samples by Lambertian impactors mounted on the left 
wingtip of the ER-2 aircraft. Analyses of these samples yielded a mean loading of light 
absorbing aerosols of 2.0M.8 ng per standard cubic meter, corresponding to an absorption 
coefficient of 2.0fl.8 x per meter. These results are similar to those obtained by 
Claske et al. (Geophys.Res.Lett., 10, 1017, 1983). In connection with total extinction 
mea:surements by the SAGE I1 sun photometer, and/or computed from total aerosol size 
distzibutions sampled aboard the ER-2 (Oberbeck et al., J. Geophys. Res., 94, p.8367, 
1989), the single scattering albedo of the lower stratospheric aerosol is larger than 0.99. 
These measurements constitute a beginning for setting a "baseline" for concentration and 
effects of light absorbing in the stratosphere. 
None. 
The Environmental Impact of Wigh-Flying Aircraft Studied Using Two- 
Dimensional Models 
*John A.Pyle 
Anna E. Jones 
ent of Chemistry 
University of Cambridge 
Lensfield Road 
Cambridge, CB2 1EP 
United Kingdom 
*Robert S. Harwood 
J. Kinnersley 
Department of Meteorology 
University of Edinburgh 
King's Buildings 
Edinburgh, EH9 3JZ 
United Kingdom 
The likely impact of proposed fleets of high-speed civil aircraft on stratospheric composi~on 
will be assessed using enhanced versions of a 2-D model derived from the early H m m d -  
Pyle model. The chemical aspects of this model will be further developed by the Carnb~dge 
group, including parameterization of the effects of heterogeneous chemistry, while the 
burgh group will improve the dynamical formulation, principally by recasting the model 
to have specific entropy as a quasi-Lagrangian vertical coordinate. Chemical perturbation 
studies will be carried out using the same chemistry in both dynamical formulations, so as to 
test the sensitivity of the predicted effects of pollution to the dynamical formulation. 
The Cambridge group has carried out experiments to assess the effects of figh-Slpeed Civ2 
Transports (HSCT's) assuming homogeneous chemistry, using the Eulerian model. This 
has dynamics as in the original Harwood and Pyle model (see Quart. J. R. Met. Soc. 106, 
p.395, 1980, and references therein). The chemical and radiation schemes have been eon- 
siderably advanced since the early formulation (see, e.g., Nature, 329, p.616 1987, and 
references therein). 
Three experimental cases were considered corresponding to NSRP scenarios (a), (g), and 
(f). These consisted of a latitudinally varying subsonic and supersonic fleet, the suprsonic 
transports (SSTs) emitting NOx (emissions index=15), and water vapor. The effiect of Ry- 
ing at different altitudes was examined. The altitude ranges specified in the experiiments 
corresponded to 14-17.5 km (scenario g), 17.5-21 km (scenario f). Instantaneous mixing 
in each model box was assumed. A baseline scenario, equivalent in every respect apm 
from the fact that it contained a subsonic fleet only, was run in parallel to the experiiments; 
all were run out to steady state. The background atmosphere corresponded to the year 
2015, in terms of trace gas concentrations specified by suitable boundary conditions. 
Results from the three experiments, when compared to the baseline run, show a marked 
deca-ease in ozone concentration in the stratosphere, especially at high latitudes of the north- 
ern hemisphere. (For more detailed results and evaluation see chapter 5.) The results also 
preclicted that NOx from SST engines could be transported down into the troposphere, with 
consequent production of ozone through methane oxidation reactions. 
Sonle preliminary results have been obtained for runs containing a simplified treatment of 
heterogeneous chemistry. 
The revision of the model dynamics has been completed by the Edinburgh workers to the 
stage where a dynamics-only versions of the entropy coordinate model has been run for 
several years. In these runs, essential dynmical fluxes (such as the poleward flux of 
potential vorticity) have been specified based on observations or  parameterized in a very 
much simplified way. Early indications are that realistic simulation of the zonal mean distri- 
budons of wind and temperature can be obtained in the new formulation and that some 
ennd~eskable features of the previous Eulerian model, nmely  excessive troposphere-strato- 
sphere exchange, are less severe in the new version. 
In the coming year, this work will be consolidated by introducing the chemical routines to 
the new dynamical model and by further developing the parameterized treatment of eddy 
@ansports. 
Three-Dimensional Transport of Emission Products from High Speed Strato- 
spheric Aircraft by Large Scale Winds: Construction of Appropriat~e Source 
Functions for 2-D Assessment Models 
*Hans R. Schneider 
Malcolm K. W. Ko 
Run-Lie Shia 
Atmospheric and Environmental Research, Inc. 
840 Memorial Drive 
Cambridge, NIA 02139 
Emissions from high speed stratospheric aircraft are localized sources of tracer m a t e ~ d  for 
the stratosphere. Within 10 to 20 days after emission, the material is redistributed zonally, 
as well as latitudinally, by the large-scale wind field. For the assessment of the long-tern 
impact of high-altitude flights, source functions for 2-D assessment models are needed that 
take the initial redistribution into account. We study the large-scale re&stribudon~, using an 
isentropic transport model, assuming that for time periods of the order of 20 days, the 
material stays on the isentropic surface on which it was deposited. The isentropes and the 
winds on the isentropic surfaces are detemined fiom 8 years of National Meteorologicd 
Center daily temperature and geopotential height analyses extending from 1OOO 1:o 0.4 mb. 
Balanced winds are used. By calculating the initial transient adjustment of the tracer field 
for a large number of episodes and different flight paths, appropriate average soa~ce  fune- 
tions for 2-D models for different times of the year will be consmcted. Sensitivitj~ smdies 
for small-scale diffusion and motion through the isentropes will be done; we will also e x m -  
ine the resolution needed to describe adequately tracer transport in the lower stratosphere. 
For these sensitivity studies, we plan to utilize model winds from a high resolution Generaia 
Circulation Model. 
We have adapted our 3-D transport model, which utilizes the square root scheme to calculae 
transport on isentropic surfaces. So far, we have selected and studied three episdes: the 
winter of 1979 (late December 1978 and the first half of January 1979) and two summer 
cases, June of 1982 and June of 1985. The winter case was selected, because it: has been 
used in many modeling studies before and is chara~terized by a large wave number, one that 
did not lead to a warming during the time under consideration. The summer cases were 
used because the data record was complete for those periods, and the winds for the two 
summer periods are different from each other. Transport studies were done on ithe 5W K 
isentropic surface (average height, 20.5 krn) and the 380 K surface (average height, 16.5 
km). Two different source distributions were used, a zonally symmetric source, centered at 
50" N and a strip-source extending from 20" N across the pole to 20" N. 
Our preliminary results indicate that the latitudinal transport by large-scale winds is impor- 
tant not only in the winter, but in the summer cases as well. If zonal averages of the Ijracer 
mixing ratio are calculated, the latitudinal gradient north of 40" N vanishes after about 10 
days in the winter and after 20 days in the summer cases considered. In all cases, the Racer 
distribution becomes zonally homogeneous, to a great extent after 10 to 15 days. V ~ a t i o n s  
along longitude circles are typically of the order of 30%. The latitudinal redistributbn of the 
tracer material occurs faster than is achieved by the typical latitudinal diffusion specified in 
2-ID models. This is because the 2-D diffusion coefficients are determined for tracer distri- 
butions that are already large scale and equilibrated with the flow field. The initial, transient 
~reds~bution f localized injections acts on a faster time scale. 
These first calculations were done with a relatively coarse resolution in the transport (3 x 
5'1, and the 380 K surface may not be that relevant for the WSRP problem. Experiments 
with higher resolution and narrower sources are in progress. 
None. 
Model and Measurements Data Base ffor Stratospheric Aircraft Assessments 
Robert K. Seals, Jr. 
Mail Stop 401 A 
Amospheric Sciences Division 
Langley Research Center 
National Aeronautics and Space Ahinismtion 
Nampton, VA 23665-5225 
A fundamental requirement of the Atmospheric Effects of Stratospheric Ahcraft (AESA) 
program is the capability to assimilate model predictions and measurement data to under- 
stand the response of the atmosphere to potential aircraft emission scenarios. This task is 
focused on compiling, distributing, intercomparing, and archiving these data sets, in sup- 
port of AESA studies and of associated workshops and intercomparison activities. 
Emphasis is on assembling model prediction results and pertinent measurement data sets; 
making them available in a coherent electronic format; and supporting the intercomp&son, 
manipulation, and display of key parameters. The approach is to augment activities of the 
existing Upper Atmosphere Data Program (UADP), funded through the NASPa Upper 
Atmosphere Theory Program. 
Primary emphasis in 1990 was on assembling a workstation system capable of (1) provid- 
ing required data storage, manipulation, and display capacity and (2) h-ansporl-ed to meerhg 
sites to provide real-time data support for workshops. A SUN-based high-resolution color 
display system with 1.4 GByte magnetic disk, rewritable optical disk storage, and both laser 
printer and high-resolution color plot output was implemented. It is electronically met- 
worked via both Decnet and TCP/IP protocols to the existing UAE)P computer and ro s&er 
sites. 
In the latter part of 1990, preparations were begun to support the initial phase of m d e l  
emission scenario calculations. The standard data grid and data file fomat developed as past 
of previous 2-D model intercornparison activities were adopted to facilitate data c o m p ~ s o n .  
Work was also initiated on transporting existing data sets to the workstation system. Zond 
mean data sets from the Limb Infrared Monitor of the Stratosphere, Stratospheric and 
Mesospheric Sounder, and Solar Backscatter Ultraviolet Radiometer experiments have h e n  
completed thus far. 
None. 
Helterogeneous Chemistry Related to Stratospheric Aircraft 
"Margaret A. Tolbert 
Ma2 Stop PSO39 
Chemistry Labratory 
SWI[ International 
333; R a v e n s w d  Avenue 
NIenlo Park, CA 94025 
David M. Golden 
M d  Stop PS03 1 
Chemistry Laboratory 
S%UI International 
333 R a v e n s w d  Avenue 
Menlo Park, CA 94025 
We are performing laboratory experiments aimed at characterizing nitric acidlice films repre- 
sentative of PSCs. Specifically, we are developing experiments to measure the composi- 
tion, formation rates, and evaporation rates of model PSC surfaces. Our goal is to deter- 
rnirle the conditions under which PSCs form so that we can accurately predict the effects of 
HSCTs on PSC abundances. 
M d e l  PSC films are grown by dosing calibrated mixtures of nimc acid and water onto a 
support surface held at low temperature. The films are probed in real time during growth 
using in situ Fourier transform infrared (FTIR) absorption. Depending on experimental 
conditions, we are able to make either amorphous solid solutions of nitric acid in ice, or  
cnystalline nitric acid hydrates. Film thicknesses, d, are determined from the optical inter- 
ference of the infrared radiation using d = mU27.1, where m is a positive integer, h is the 
wavelength of light, and 7.1 is the refractive index of the material. Thicknesses determined in 
this way are used to obtain absolute calibrations of the infrared absorption intensities for the 
vaious peaks of the nitric acid/ice films. 
Film stoichiometries are obtained using temperature-programmed desorption (TPD), in 
which the film is rapidly heated and gaseous HN03 and H 2 0  are observed mass spectro- 
metrically. After calibrations of the mass spectrometer sensitivity for HN03 and H20,  
ratiios of H20/HN03 in the film are obtained from the relative mass spectrometer signals 
du~ing film evaporation. Using this technique, we have identified three stable hydrates of 
niwic acid: NAT, nitric acid dihydrate (NAD), and nitric acid monohydrate (NANI). 
In addition to measuring the evolved gases during a TPD experiment, we are able to probe 
the condensed phase in real time during evaporation using FTIR spectroscopy. This results 
in ;a so-called temperature-programmed in d (TPIR) curve for each evaporation experi- 
ment. The infrared spectra are used to probe for any changes in the crystal structure that 
wt:w during annealing and subsequent desorption. 
The combination of TPD and TPIR techniques has allowed us to distinguish between m o r -  
phous and crystalline forms of nitric acid/ice. Vapor condensation at lower temperamEs (I- 
1 1WC) results in the formation of amorphous films. Upon annealing, these amorrlphonas 
films crystallize into nitric acid hydrates, which have different in f rmd spectra. The W D  
measurements indicate that no evaporation occurs during this annealing to crystalline 
hydrates. Condensation of nitric acid and water at temperatures between -10:s and -90 G 
results in crystalline NAM, NAD, and NAT films whose spectra are identiczal to those 
obtained from annealing low temperature films. TPIR spectra indicate that u~pon fmhes  
annealing of crystalline NAT, a second phase change occurs prior to film evaposamon. 
Crystalline NAD and NAM show no such second phase change upon annealing. 
We are currently perfbming experiments to determine which type (or types) of nirsic 
acidfice are likely to form under a range of stratospheric conditions. 
Koehler, B.G., A.M. Middlebrook, and M.A. Tolbert, Characterization of m d e l  polar 
stratospheric cloud films using Fourier transform infrared spectroscopy and temperathnE 
programmed desorption, submitted to J. Geophys. Res. 
Investigation of High-Altitude Aircraft Plumes and Contrail: Physical and 
Chennical Processes and Global Implications 
*%chard P. Turco 
Depa-tment of Aunospheric Sciences 
University of California, Los Angeles 
Los Akngeles, CA 90024- 1565 
Owen B. Toon 
M ~ l  :ittop 245-3 
EaPth System Sciences Division 
Ames Research Center 
Natioinal Aeronautics and Space Administration 
Nloffe:~ Field, CA 94035-4000 
A phqaicaVchemical model describing the evolution and chemical effects of contrails formed 
behind HSSA will be developed. The model treats the formation and growth of ice particles 
in an ,&craft plume, and the chemical processing that occurs on the ice and other aerosols. 
An existing microphysics model for noctilucent (mesospheric) and PSCs provides the basis 
for the simulation. Processes that are treated in detail include water vapor nucleation to ice, 
condensational growth and evaporation of ice crystals, the behavior of the soot aerosol in 
the prlesence of ambient sulfate particles, and the heterogeneous chemical processing of trace 
gases on ice and on other aerosols, including soot and sulfates. Sensitivity tests will be 
used  to investigate uncertainties in the predictions and identify parameters that require 
greater accuracy. Computational results will be used to quantify important effects including: 
the pe:mrbation of the chemical composition of the lower stratosphere caused by aircraft 
activity, including effects of injected water vapor, soot particulates, and chemical transfor- 
mations in the contrails (e.g., chlorine activation and de-NO,-ification); the impact of 
c o n t r ~ l s  and exhaust products on the radiation budgets of the stratosphere and troposphere; 
m d  possible climatic implications. Distinct chemical and physical signatures of the aircraft 
plume: will be sought to aid in the design of field experiments to study the impacts of high- 
altimdie fight. 
A microphysicslphysical-chemistry  nod el has been developed to simulate the formation, 
evolution, and composition of high-altitude aircraft contrails. The model can simulate 
stratospheric contrails that might be formed with various engine designs and operational 
condidons, as well as investigate the sensitivity of contrail fornation and effects to key 
physical and chemical parameters. The model will be used to (1) estimate the degree of 
chemical processing that occurs in expanding aircraft plumes through ice-catalyzed reactions 
m d  chemical reactions on other aerosols that could be present in the plumes and (2) analyze 
contra.il simulations, in light of field and laboratory data to identify the key potential envi- 
ronme:ntal impacts, useful observational diagnostic parameters, and major sources of uncer- 
tainty.. D ~ n g  the fust six months of the project (covered by this report), we have focused 
on t h e e  specific research areas: nucleation phenomena in aircraft exhaust plumes, ice 
microphysics in contrails, and heterogeneous reactions on aerosols perturbed by aircraft 
effluents. 
: We have developed new, highly efficient algorithms for calculating 
the nucleation rates of ice crystals and sulfuric aerosols in aircraft contrails. Ice cirystals ape 
the principal particulate in aircraft wakes because of the high-water-vapor content of the 
exhaust. We have constructed a fast algorithm for calculating the ice nwleation rate on smt  
particles emitted by the aircraft engines. Both homogeneous ice nucleation and heteroge- 
neous nucleation on existing particles are considered, since these processes are competieve. 
A numerically accurate and fast method of calculating the sulfuric acid particle nucleation 
rate under conditions expected in an aircraft exhaust stream has been formulated. In partic- 
ular, the nucleation rate is calculated for assumed concentrations of H2S04 in the exhaust 
stream, on the assumption that a small fraction of the fuel sulfur is oxidized by radicalis into 
sulfuric acid. Similar algorithms have been employed to compute the rates of cc~mpetitive 
nucleation processes in the far-wake environment, including homogeneous heteromolecular 
and heterogeneous heteromolecular nucleation of sulfuric acid; preliminary re6 ;u 1 ts were 
presented at the HSRP January meeting. We plan to utilize the nucleation models to com- 
pute the acid nucleation rates on soot particles for a range of reasonable values for the s m t  
properties (size distribution--from test data and surface morphology--from independent 
laboratory investigations). We will compare predictions of nucleation rates with obsemed 
contrail particulate concentrations, sizes and compositions, particularly regarding alle r e l a~ve  
number of ice crystals and volatile and nonvolatile condensation nuclei. 
: A physicaVchemical model for the evolution and chemical effects of 
contrails formed behind HSSA will soon be operational. We are currently developing data 
on specific engine effluents and an empirical model for the temperature and mkiing history 
of the plume to drive the microphysics model. The contrail model will include water vapor 
nucleation processes, condensational growth and evaporation of ice crystals, solot aerosol 
and ambient sulfate particle effects, and heterogeneous chemical pro~essing of trace gases 
on ice and on other aerosols. It is important to specify the microphysical processes in d e t d  
in order to place realistic limits on the surface areas available for chemical processing and the 
duration of the processing. To date, no comparable detailed microphysical simu.1ations of 
aircraft contrails have been made available. 
We are currently adding heterogeneous chemical processes to the ice contrail mtdel. The 
formation of contrails and possible heterogeneous chemical processing on the ice pmicles 
represent important uncertainties in the impacts of high-altitude aircraft on the stratosphere. 
Planned investigations include: simulations of coupled contrail physics and chemisq ,  to 
identify the critical processes leading to chlorine activation on ice particles that might liead to 
ozone depletion; sensitivity tests to investigate uncertainties in the predictions and identify 
physical and chemical parameters that require experimental refinement; analyses to q u m ~ f y  
important effects such as the impact of contrails and exhaust products on the ra&ation bud- 
gets of the stratosphere and troposphere and associated climatic implications, and on pmr- 
bations of the chemical composition of the lower stratosphere; assessment of the chemical 
and physical signatures of high-altitude aircraft plumes, to aid in the design of field experi- 
ments to study the impacts of high-altitude flight. 
: The heterogeneous chemistry of ice particles in airaaft c o n e ~ l s  
is being developed along two lines. For macroscopic calculations, we are treating ice 
processing in terms of mass transfer rates between the gas and particulate phases using labo- 
ratory measurements of reaction efficiencies on ice. We are also developing basic micro- 
scopic models of heterogeneous physical and chemical processes on ice surfaces m ~ d  in bulk 
ice based on surface physics and the interpretation of laboratory obsewations. 'fie latter 
models will provide a critical interface between laboratory investigators on the one hand md 
atmospheric photochemical modelers on the other. 
Roject Personnel at UCLA (including part-time appointnnents) 
h f .  Echard Turco (UCLA, Principal Investigator) 
Prof. Patrick Hamill (San Jose State University, Consultant on nucleation and micro- 
physics) 
Ik. Scott Elliott (UCLA, Postdoctoral Researcher) 
Katja Drda (UCLA, Graduate Student) 
Azadeh Tabazadeh (UCLA, Graduate Student) 
Jingxia Zhao (UCLA, Graduate Student) 
Drda, M., agh-Speed Stratospheric Aircraft: New Factors Affecting their Climatic Effect, 
draft paper (1 99 1). 
Zhao, J., Homogeneous Nucleation Algorithms for Aircraft Plume Modeling, draft report 
(11991). 
Drdla, K., and R. P. Turco, Denitrification through PSC formation: A 1-D model 
in~corporating temperature oscillations, J. Atmos. Chem., in press (1990). 
Elliot, S., R. P. Turco, 0. B. Toon, and P. I-Iamill, Application of physical absorption 
thermodynamics to heterogeneous chemistry on polar stratospheric clouds, in 
pl-eparation (1 990). 
Tureo, R., P. Hamill, and 0. Toon, Chlorine activation on sulfate in the pre-winter 
srsatosphere, draft manuscript (1991). 
Turco, R. P. , S. Elliott, 0. B. Toon, and P. Elamill, On the nucleation of polar 
seatospheric clouds and their relationship to the polar, Geophys. Res. Lett., 17, 425- 
428 (1990). 
Counting Particles Emitted by Stratospheric Aircraft and Measuring Size of 
Particles Emitted by Stratospheric Aircraft: Instrument and Developmemt 
*James C. Wilson 
Charles Brwk 
ent of Engineering 
University of Denver 
Denver, CO 80208-0 177 
C . Research Objective2 
Most of the particles emitted by aircraft engines are smaller in diameter than 0.1 pm. 
Currently there are no instruments on the ER-2 capable of continuously measuling the size 
distribution of particles smaller than 0.1 pm. The primary purpose of this reseach is to 
evaluate techniques for measuring size distributions in this size range. A progrm to 
develop the best technique into an ER-2 instrument is to be proposed. The resulting insm- 
ment will be used to determine the impact of particles emitted by jet engines on the strato- 
spheric aerosol. A second objective, undertaken after an HSFW workshop, is to develop a 
device that would serve as a soot detector. 
The evaluation of candidate measurement techniques has focused on physical size semga-  
tion methods to be used upstream of the ER-2 condensation nucleus counter (CWC). These 
techniques include diffusion batteries, differential mobility analyzers, and lc~w-pressure 
impactors. Each technique has a size-dependent particle removal mechanism that dlows 
certain particles to pass and removes others. The size dependence of the rema~vd mecha- 
nisms can be altered by changing some parameter of the system. The concentration of 
particles reaching the ER-2 CNC for differing removal characteristics is measiured. This 
instrument response contains information about the aerosol size d i s ~ b u t i o n  and must be 
inverted to determine the size distribution. Thus, each technique consists of a plhysicd par- 
ticle removal mechanism and a data inversion technique: they are being exanninedl together to 
find the most appropriate technique. 
Although the differential mobility analyzer has very good resolution, uncertainties about 
charging at low pressures makes that technique risky at present. Low pressure impactors 
that have good resolution for small particles have recently been developed. However, their 
performance is not well enough understood at this time to permit them to be extended over 
the desired size and pressure range. The diffusion battery is well understood and is easy to 
implement, but often has poor resolution. Inverting diffusion battery data by the Maximum 
Entropy Technique shows some promise, and numerical experiments suggest that caeful 
design of the diffusion battery and careful data inversion permit this technique to achieve the 
desired accuracy and resolution for the expected size distributions. 
A candidate optical detection technique is being developed by PMS in Boulder, CQ. This 
system will be compared with the ER-2 CNC-based techniques before a sizing instrument is 
proposed. 
A soot detection scheme was presented at an HSFW workshop and will be proposed. 
E. 
None. 
Development of a High-Sensitivity Fast Response Instrument for In Situ 
Determination of 602 
*Steven C. Wofsy 
Room 1WA, Pierce Hall 
ent of Earth and Planetary Science 
Harvard University 
29 Oxford Street 
Cambridge, MA 02138 
Darin W. Toohey 
Amospheric Research Project 
Engineering Science Laboratory 
I-Iarvard University 
40 Oxford Street 
Cambridge, A4A 02138 
Ralph Keeling 
AmospheriG Chemistry Division 
National Center for Atmospheric Research 
P. 0. Box 3000 
Boulder, CO 80307 
This grant was provided to test and build a C02 sensor for the ER-2 aircraft. 
Selection and primary testing of components for this instrument is nearly complete. It was 
found that a commercially available instrument from LICOR Corporation could, with suit- 
able modification, be used as the C02 detector. The modifications of the first unit are in 
progress. A constant-pressure system for atmospheric sampling is in the design vefification 
phase, with testing scheduled for April 1991. A data acquisition system is in the design 
phase. 
Delivery of a flight-testable prototype was originally proposed for December 1.991. Since 
the last chance to flight test on the ER-2 for the Arctic mission is August 20, 1991, we u e  
attempting to speed up the process, but the likelihood that we will meet this deadline is sriU 
less than 25%. 
None. 
Heterogeneous Chemistry Related to Stratospheric Aircraft 
*Douglas R. Worsnop 
Mark S. Zahniser 
Aercdyne Research, Inc. 
45 &!wing Road 
Billerica, NL4 01 821 
Stevien C. Wofsy 
Rooln 1 WA, Pierce Hall 
ent of Earth and Planetary Science 
M m a r d  University 
29 Olxford Street 
Caunbfidge, NIA 02138 
P. Diavidovits 
Bosbon College 
Chestnut fill, MA 02167 
Assessment of the potential impact of HSCT aircraft on stratospheric photochemistry 
requires detailed understanding of heterogeneous chemistry on aerosols, on ambient 
(background) particles as well as on potential aircraft induced (contrail) particles. This 
project involves a laboratory program that focuses on experimental measurements of two 
aspec:ts of heterogeneous chemistry: (1) aerosol formatiodcomposition and (2) kinetics of 
gas/surface interactions. In particular, thermodynamic properties of the H20/HN03/HCl 
gas/solid phase diagram will be determined via vapor pressure measurements at strato- 
spheric temperatures and densities. This involves infrared absorption measurements in a 
temperature-controlled cell. In separate laboratory experiment, studying gaspiquid droplet 
interactions, the kinetics of gas uptake and reactivity of FINO3, HCl, N205, and C10N02 
will Ibe measured on cold sulfuric acid droplets, which are representative of the background 
s~atospheric aerosol. 
&&! : The vapor phase diagram of 
H20JIIN03 mixtures has been determined using a new apparatus based on gas density mea- 
smment via molecular infrared optical absorption. A temperature-regulated cell containing 
a multiple-pass absorption cell is coupled with a tunable infrared diode laser. Vapor pres- 
sure measurements in the temperature range 194-217 K agree well with previous results of 
Hanson and Mauersberger (1988). At stratospheric gas density and pressure, these vapor 
pressure curves correspond to gas equilibration with solid NAT, as indicated by the vapor 
pressure relationship, Pm03 P m 3  = KT. 
Gas/surface equilibration is easily perturbed by small additions of H20 or FINO3 vapor. 
'This indicates that equilibration of the surface and interior within the solid sample is limited 
by solid diffusion, which is much slower than gaslsurface equilibration. This equilibration 
of the solid composition takes 104-105 seconds for samples of several micrometer thickness. 
This corresponds to a solid phase diffusion coefficient on the order of D - 10-l3 cm2s-1. 
These results explain previous observations of "water rich" NAT samples and sh~ow that, in 
the laboratory, surface composition is very sensitive to ambient gas composif on. In the 
atmosphere, for small particles and long time scales (>lo3 sec), particle composition should 
be well described by NAT/ice vapor pressure curves. 
We also observe significant supersaturation of FIN@ vapor pressure, with respect to NAT, 
after HN03 gas was added to the gas chamber. At low N20/HN03 ratios, this supersatura- 
tion is consistent with formation of metastable monohydrate and dihydrate phases (indicaa 
by the vapor pressure relations P H ~ ~  PHNO~ =Km and P ~ 2 0 ~  P m 3  = KD, respectively). 
Over pure ice, supersaturations in p H N a  of a factor of 5 to 10 are required for nucbation of 
NAT on the solid sample surface. These supersaturations are transient with laboratory life- 
times from minutes to days, depending inversely on temperature and the degree of supersat- 
uration. These observations may explain stratospheric observations of appearance thresh- 
olds of Type I NAT aerosols at temperatures 1 to 3 K lower than predicted by the Hmson 
and Mauersberger vapor pressure relations. 
: Heterogeneous chemistry on backgrouild sulfuric 
acid aerosol may have a significant impact on stratospheric photochemistry. This is p d c u -  
larly true for N205(g) to FINO&) conversion, which previous results for HNB3 and N205 
uptake have shown is efficient on sulfuric acid surfaces (e.g., y = 0.06 for N205 at 238K). 
In contrast, uptake of gaseous HC1 into aqueous sulfuric acid is constrained by its liquid 
solubility in H20/H2S04 solution. This indicates that chlorine chemistry on s u l f ~ c  acid 
aerosol may not be important. Progress in the HSRP project has involved mdification of 
experimental apparatus to extend gas uptake measurements to cold (down to 230-240 K) 
sulfuric acid droplets. 
Fox, L. E., S. C. Wofsy, D. R. Worsnop, and M. S. Zahniser, Vapor preslsures and 
gaslsolid equilibration of nitric acid trihydrate, to be submitted to J. Geophys. Res. 
(1991). 
2-11 MAGI: Two-Dimensional Modeling of Aircraft Global Impacts 
*Donald J. Wuebbles 
Douglas E. Kinnison 
Keith E. Grant 
Arrnospheric and Geophysical Sciences Division, L-262 
Lalmnce Livermore National Laboratory 
7gX)O East Avenue 
Livemore, CA 94550 
This research project emphasizes the application of the LLNL 2-D chemical radiative trans- 
port model to determining the impact of present and potential future aircraft emissions on the 
glolbal atmosphere. The intention is to reduce uncertainties and better define the range of 
possible effects of aircraft emissions on the atmosphere. Realistic scenarios for aircraft 
emissions are examined to evaluate past as well as future effects on the atmosphere. Further 
development and improvement of the model will be done to meet the special needs of the 
HSW program. Tracer studies will contribute to the evaluation of the model's ability to 
treiat lower stratospheric transport and tropospheric-stratospheric exchange processes. 
Ra(diative forcing effects on climate will be determined for aircraft scenarios. 
Thle research studies during this first year of the project were designed to build upon the 
sertsitivity studies relating to aircraft emissions we published in late 1989 (Johnson et al., 
1989). These studies included a more realistic representation of expected fleet emissions as 
a function of latitude and altitude than included in the prior work. We also examined the 
possible effects of the current fleet of commercial aircraft on tropospheric and stratospheric 
ozone. Several sensitivity studies examined some of the uncertainties associated with air- 
craft emission effects on ozone. These various research studies have been published in a 
bocok (Wuebbles and Kinnison, 1990), in a journal article (Wuebbles and Connell, 1990), 
antl in a conference proceedings (Kinnison and Wuebbles, 1991). 
Some of the major findings from these studies included the following. (1) Current aircraft 
emiissions may be having an impact on upper tropospheric ozone, leading to increasing con- 
cenwations of ozone in the upper troposphere. However, the analysis was very preliminary. 
(2)) A matrix of HSCT scenarios evaluated over a wide range of mean flight altitudes and 
m~~gnitudes of NO, emissions confmed previous analyses showing that ozone destruction 
becomes larger as the emissions of NOx increase and as the altitude of injection increases. 
(3) Model calculations iadicate that a major reduction in emissions would allow the strato- 
sgl~ere to recover to unperturbed conditions in about a decade. (4) Sensitivity studies indi- 
cate that water vapor emissions have a moderate effect on the change in total ozone, while 
carbon monoxide emissions had a negligible effect. (5) Injection of NO, as HN03 has 
only a moderate (less than 10%) effect on the calculated change in total ozone. (6) The 
cilculated change in ozone for the HSCT scenarios was very sensitive to the background 
atmosphere. This suggests that assessment analyses of future HSCT fleets should carefully 
consider the appropriate background atmosphere for the time period in which the aircraft 
will fly. 
As part of the HSRP Program Report, Don Wuebbles put together a working group to write 
chapter 4 of this report on a methodology for the next generation of scenarios for future air 
travel. This working group brings together members of the aircraft industry for &ternking 
a mutually agreed upon approach for future scenario development. 
Kinnison, D. E., and D. J. Wuebbles, Influence of present and possible future aircraft 
emissions on the global ozone distribution, Lawrence Livermore Nat. Lab., R e p o ~ ~  
UCRL-JC-194677, 1990; also Proceedings of AMS Symposium on Global Chnge  
Studies, American Met. Sw., Boston, MA, 1991. 
Wuebbles, D. J., and Connell, P. S., Protecting the ozone layer, Energy and :rechmlogy 
Review, May-June, 1990. 
Wuebbles, D. J. and D. E. Kinnison, Sensitivity of stratospheric ozone to present and 
possible future aircraft emissions, in Air Trafic and the Environment -Backgroud 
Tendencies and Potential Global Atmospheric Eflects, U. Schumann, editor, Spfinger- 
Verlag, Berkin, 1990. 
Wuebbles, D. J., et al., Methodology for next generation of scenarios for future: Air cravel, 
chapter 4 , NASA High Speed Research Program Special Report, 1991. 
Modeling of Microphysical Effects on Aerosol Properties Due to Strato- 
spheric Aircraft Emissions 
*Glenn K. Uue 
L m o n t  R. Pmle 
M d  Stop 475 
Lmgley Resemh Center 
National Aeronautics and Space Administration 
Harnpton, VA 23665-5225 
C . Research Objectives 
The: objectives of this research are: (1) to better understand aerosol formation and growth 
mechanisms after expected increases in particles, H20, MN03, HC1, and H2S04 caused by 
emissions from stratospheric aircraft; and (2) to assess the impact on optical properties of 
aerosol particles in the lower stratosphere and upper troposphere. Homogeneous nucleation 
m d e l s  will be developed to study the possibility of forming new particles under different 
&cr& emission scenarios. The change of optical properties of aerosol particles and PSCs 
restalting from emissions from stratospheric aircraft flying at different geographical locations 
willi be studied and the impact will be compared with those caused by volcanic eruptions 
obslenred by satellite experiments (S ANL 11, SAGE 11) and other measurements. 
: Models were developed to study the formation of new par- 
tithes through homogeneous, heterogeneous, and ion-induced mechanisms in the binary 
s u l f ~ c  acid-water vapor system. In general, aerosol particles in the lower stratosphere and 
s o u n d  the tropopause are generated by heteromolecular condensation, but doubling the 
annbient water vapor concentration and/or sulfuric acid concentration will make it possible to 
f o m  ulaafine particles directly through gas-to-particle conversion. The rate of ion-induced 
nucleation under Mferent ambient concentrations of trace gases and temperature is investi- 
gated Since ions are an important constituent of aircraft emission plumes and their presence 
elpamatically increases the nucleation rate, ion clusters may play an important role in the for- 
naaf~ion of aircraft contrails. 
: Based on the global water vapor data set 
obtained by the SAGE I1 experiment, the composition of aerosol particles for different 
seasons, latitude bands and heights were estimated. It was found that droplets are about 
54% H2S04 by weight at an altitude of 13 km in the tropics, but about 74% H2S04 by 
weight in high-latitude regions at the same height. Since laboratory experiments have 
shown that the uptake of HCl  and FINO3 molecules by aqueous sulfuric acid droplets is a 
function of acid concentration, this information on aerosol composition will be used to 
e s~mate  the influence of aerosol particles on the gaseous species in the aircraft exhaust. 
: High-level (upper tropospheric) clouds 
appear to cover about 35% of the globe on average, and their interaction with gaseous 
species and condensation nuclei emitted by the aircraft should be studied. In situ measure- 
ments of these clouds are sporadic, but solar occultation data obtained by the SAGE I1 
ex~jeriment contain potentially valuable climatological infomation. Based on the results of a 
parametric study, a method to distinguish extinction resulting from cloud particles from that 
caused by background aerosol particles was developd. The proposed m e t h d  will be used 
to obtain the global distribution of high-level clouds. 
Kelut (February 1990) was studied. Preliminary results show that new paticles in the 
nucleafion mode were forrnd around the tropopause and in the lower s~atospheire dter the 
e r u p ~ o n  of Ruiz. Kelut was a much weaker eruption and apparently alFfected aerosol pmi- 
cles only in the bropical region where the volcano is located. 
Yue, 6. K., and 6. S. Kent, Deducing Aerosol and Cloud Pmicles Size from Satellite 
&cultation Data (to be submitted to Geophys Res Letr.). 
Yue, 6. K., and L. R. Poole, Temperature Dependence of the Fornation of Sulfate 
Particles in the Presence of an Ionization Source (in preparafion). 
Yue, 6. K., and L. R. Poole, The Observation of a Nucleation M d e  in the Striatosphefic 
Aerosols After the Eruption of Ruiz (in preparahon). 
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