Classification of the finite dimensional absolute valued algebras having a non-zero central idempotent or a one-sided unity  by Cuenca Mira, José Antonio et al.
Bull. Sci. math. 134 (2010) 247–277
www.elsevier.com/locate/bulsci
Classification of the finite dimensional absolute valued
algebras having a non-zero central idempotent or
a one-sided unity
José Antonio Cuenca Mira a,1, Erik Darpö b,∗,2, Ernst Dieterich b
a Departamento de Algebra, Geometria y Topologia, Facultad de Ciencias, Universidad de Málaga, Campus Teatinos,
Apartado 59, 29080 Málaga, Spain
b Matematiska Institutionen, Uppsala Universitet, Box 480, SE-751 06 Uppsala, Sweden
Received 5 February 2009
Available online 27 March 2009
Abstract
An absolute valued algebra is a non-zero real algebra that is equipped with a multiplicative norm. We
classify all finite dimensional absolute valued algebras having a non-zero central idempotent or a one-sided
unity, up to algebra isomorphism. This completes earlier results of Ramírez Álvarez and Rochdi which, in
our self-contained presentation, are recovered from the wider context of composition k-algebras with an
LR-bijective idempotent.
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Throughout this article, k denotes a field of characteristic not 2. A k-algebra is a vector
space A over k that is equipped with a k-bilinear multiplication A × A → A, (x, y) → xy.
A morphism of k-algebras A and B is a k-linear map ϕ : A → B satisfying ϕ(xy) = ϕ(x)ϕ(y)
for all x, y ∈ A.
Every element a in a k-algebra A determines k-linear operators La and Ra on A, given by
La(x) = ax and Ra(x) = xa respectively. A non-zero element a in A is a zero-divisor if La or
Ra is not injective, and a non-zerodivisor if both La and Ra are injective. By convention, the
zero element 0 ∈ A is neither a zero-divisor nor a non-zerodivisor. Thus an algebra A has no
zero-divisors if and only if xy = 0 implies x = 0 or y = 0.
An element e in a k-algebra A is a left unity if Le = IA, a right unity if Re = IA, and central
if Le = Re.
Lemma 1.1. Let A be a k-algebra.
(i) If A has a left unity e and Ra is injective for some a ∈ A, then e is the only left unity in A.
(ii) If A has a right unity e and La is injective for some a ∈ A, then e is the only right unity
in A.
(iii) If A has no zero-divisors, then A has at most one left unity and at most one right unity.
Proof. (i) If e, f ∈ A are left unities and Ra is injective, then (e − f )a = 0 implies e = f .
(ii) If e, f ∈ A are right unities and La is injective, then a(e − f ) = 0 implies e = f .
(iii) is trivially true when A = {0}. Otherwise there exists an element a ∈ A which is not zero,
hence a non-zerodivisor. So (i) and (ii) apply. 
An element a in a k-algebra A is LR-bijective if both La and Ra are bijective. A division
algebra is a non-zero k-algebra for which every non-zero element is LR-bijective. Accordingly,
a finite dimensional k-algebra is a division algebra if and only if it has no zero-divisors.
A quadratic form m : A → k, defined on a k-algebra A, is multiplicative if m(xy) = m(x)m(y)
holds for all x, y ∈ A, and non-degenerate if so too is its associated symmetric bilinear form
〈x, y〉 = 12 (m(x + y) − m(x) − m(y)). A composition algebra A = (A,m) is a non-zero k-
algebra A, endowed with a quadratic form m : A → k that is multiplicative and non-degenerate.
In particular, every composition algebra A is equipped with a non-degenerate symmetric bilinear
form 〈·,·〉. An element a ∈ A is unitary if m(a) = 1, and A is anisotropic if so too is m, i.e., if
m−1(0) = {0}.
An absolute valued algebra A = (A,‖ · ‖) is a non-zero real algebra A, endowed with a
multiplicative norm ‖ · ‖ : A → R, i.e., a norm satisfying ‖xy‖ = ‖x‖‖y‖ for all x, y ∈ A. From
this definition it follows immediately that an absolute valued algebra has no zero-divisors. This
in turn implies that every absolute valued algebra has at most one left unity and at most one
right unity (Lemma 1.1(iii)), and that every finite dimensional absolute valued algebra is a real
division algebra.
Following [6], an e-quadratic algebra is a k-algebra A having a non-zero central idempotent
e ∈ A such that each element x ∈ A satisfies the identity x2 + α1xe + α0e = 0 for certain scalars
α0, α1 ∈ k.
The isotope of a k-algebra A = (A, ·) with respect to a pair of invertible k-linear operators
(σ, τ ) ∈ GL(A)× GL(A) is the k-algebra Aσ,τ = (A,◦), with multiplication x ◦ y = σ(x) · τ(y)
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to σ .
Let C be a category, and X,Y ∈ C . Then C (X,Y ) denotes the set of all morphisms from X
to Y . If a dimension function dim : C → N ∪ {∞} is defined, thenCn denotes the full subcategory
of C that is formed by all n-dimensional objects in C , where n ∈ N. Moreover, Cf denotes the
full subcategory of C that is formed by all finite dimensional objects in C . Furthermore, we
denote byIC the subcategory of C that is obtained from C by removing all non-isomorphisms.
Thus ObIC = ObC , and
IC (X,Y ) = {f ∈ C (X,Y ) ∣∣ f is an isomorphism in C }
for all X,Y ∈ ObIC . A subset N of ObIC = ObC classifies IC if and only if it classi-
fies C , because the isoclasses in IC coincide with those in C .
2. Historical remarks
The door to the investigation of absolute valued algebras was pushed wide open by Albert,
who in his pioneering article [1] proved that the finite dimensional unital absolute valued alge-
bras are classified by {R,C,H,O}, and that every finite dimensional absolute valued algebra is
isotopic to one of the algebras R,C,H,O and so has dimension 1, 2, 4, or 8. Since every finite di-
mensional absolute valued algebra is a real division algebra and the square of its absolute value is
a quadratic form [11, Lemma 2.2], both Kaplansky’s (1,2,4,8)-theorem for unital composition
k-algebras [21] and Hopf, Bott, Milnor and Kervaire’s (1,2,4,8)-theorem for finite dimensional
real division algebras (see [18,2,22]) generalise the dimension statement of Albert’s fundamental
result. Moreover, Urbanik and Wright proved in [32] that all unital absolute valued algebras are
classified by {R,C,H,O}, thereby generalising the classification statement of Albert’s theorem
to unital absolute valued algebras of arbitrary dimension.
Some progress has been made in the study of conditions that enforce an absolute valued
algebra to be finite dimensional, and even classifications of absolute valued algebras satisfying
these conditions have been achieved (see e.g. [14,12,13,6]). On the other hand, very little is
known about infinite dimensional absolute valued algebras, in spite of the fact that they may be
one-sided division and one-sided unital algebras (see [5,27]).
The behaviour of absolute valued algebras changes drastically as soon as finiteness of their di-
mension is imposed. Indeed, Albert’s theorem reduces the classification of all finite dimensional
absolute valued algebras to the classification of all n-dimensional absolute valued algebras for
n ∈ {1,2,4,8}. It is easily seen that the 1-dimensional absolute valued algebras are classified
by {R}, and it is well known (see e.g. [28]) that the 2-dimensional absolute valued algebras are
classified by {C, ∗C, ∗C,C∗} = {C,Cκ ,Cκ,I,CI,κ}, where κ denotes complex conjugation. The 4-
dimensional absolute valued algebras have been described by M.I. Ramírez Álvarez in [24]. This
description can also be derived from Stampfli-Rollier’s article [31]. The problem of classifying
all 8-dimensional absolute valued algebras seems still to be open.
However, Rochdi showed in [25] and [26] that the problem of classifying all 8-dimensional
absolute valued algebras having a non-zero central idempotent or a one-sided unity is equivalent
to the problem of finding a transversal for the set of all G2-conjugacy classes of O(7). The latter
problem is solved in Sections 5 and 6 of the present article.
Rather than just quoting Rochdi’s result, we recover it in Section 4 (see Theorem 4.10) as a
special case of a much more general correspondence (see Corollary 4.6) that relates the com-
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linear operators on a unital composition k-algebra, in terms of an equivalence of categories.
Our treatment of this wider context of composition k-algebras with an LR-bijective idempo-
tent is self-contained, up to Kaplansky’s (1,2,4,8)-theorem for unital composition k-algebras.
To enhance its conceptual character, it is phrased entirely in the language of categories and func-
tors. Moreover, it includes the recent theory of e-quadratic algebras (see [6]), with the twist of
viewing anticommutative quadruples as representations of a specific quiver Q (see Section 3).
This establishes an unforeseen connection between a class of modules over the (associative) path
algebra of Q and an interesting class of non-associative algebras.
3. Anticommutative quadruples and e-quadratic algebras
The closely related concepts of anticommutative quadruples and e-quadratic algebras, in-
troduced in [6], form a convenient framework for some of the arguments that are applied in
Section 4. We proceed with a brief review of these concepts in categorical terms. To begin with,
let us point out that anticommutative quadruples may be viewed as representations of the follow-
ing quiver Q.
• • •



Let RepkQ be the category of all k-representations of Q. (See [16] for the definition of this
notion.) We are concerned with the subcategoryR of RepkQ whose objects R = (V , ξ, η, ε) are
of the form
k 
ξ
V ⊗ V 
η
V



ε
with η anticommutative (i.e., η(v⊗w) = −η(w⊗v) for all (v,w) ∈ V ×V ) and ε injective, and
whose morphisms ϕ : R → R′ are triples ϕ = (Ik, f ⊗f,f ), given by a k-linear map f : V → V ′
which satisfies the identities ξ = ξ ′(f ⊗ f ), f η = η′(f ⊗ f ), and f ε = ε′f . The category R
identifies naturally with the category of anticommutative quadruples (V ,∧, (· | ·), ζ ) introduced
in [6], on setting v ∧w = η(v ⊗w) and (v | w) = ξ(v ⊗w) for all (v,w) ∈ V × V .
The pairs (A, e) such that A is an e-quadratic k-algebra form a category Q•, whose morphisms
ψ : (A, e) → (A′, e′) are the k-algebra morphisms ψ : A → A′ satisfying ψ(e) = e′.
The categories R and Q• are related by a faithful functor F :R → Q• which is given as
follows. To any representation R = (V , ξ, η, ε) ∈R we associate the k-algebra A = k × V , with
multiplication
(α, v)(β,w) = (αβ − ξ(v ⊗w),αε(w)+ βε(v)+ η(v ⊗w)).
The element e = (1,0) ∈ A is a non-zero central idempotent, and every x = (α, v) ∈ A satisfies
the equation x2 − 2αxe + (α2 + ξ(v ⊗ v))e = 0. Thus F (R) = (A, e) ∈ Q•. Moreover, if ϕ =
(Ik, f ⊗f,f ) ∈R(R,R′), thenF (ϕ) = Ik ×f ∈ Q•(F (R),F (R′)), and the maps ϕ →F (ϕ)
are functorial.
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the set
V = {v ∈ A ∣∣ v2 ∈ ke} \ (ke \ {0})
satisfies eV ⊂ V . Indeed, in this case the subset V ⊂ A is a linear subspace of codimension 1 [6,
Lemma 3.1], henceforth referred to as the e-hyperplane of A. The decomposition A = ke ⊕ V
induces linear projections  : A → k and ι : A → V .
The pairs (A, e) such that A is an e-quadratic k-algebra having an e-hyperplane form a full
subcategory P• of Q•. If R ∈R, then F (R) ∈P•. The e-hyperplane of F (R) turns out to be
{0} ×V . Conversely, every object (A, e) ∈P• determines an object G (A, e) = (V , ξ, η, ε) in R
composed of the e-hyperplane V of A and the linear maps
ξ(v ⊗w) = −(vw), η(v ⊗w) = ι(vw), ε(v) = ev,
such that FG (A, e) →˜ (A, e) [6, Lemma 3.1]. The latter isomorphism is canonical, namely
k × V →˜ ke ⊕ V , (α, v) → αe + v, and is hereafter sometimes treated as identification, for
convenience.
The faithful functor F :R → Q• thus induces a faithful and dense functor F :R →P•.
The question to which extent this induced functor is full arises naturally. Here comes the answer.
Lemma 3.1. Let R = (V , ξ, η, ε) and R′ = (V ′, ξ ′, η′, ε′) be objects in R, and let ψ :F (R) →
F (R′) be a morphism in P•. Then ψ({0}×V ) ⊂ {0}×V ′ or ψ({0}×V ) = k ×{0}. In the first
case, ψ =F (ϕ) for a unique morphism ϕ : R → R′ in R. In explicit terms, ϕ = (Ik, f ⊗ f,f )
where f : V → V ′ is the k-linear map induced by ψ .
Proof. By definition of F we have F (R) = (A, e) = (k × V, (1,0)), and F (R′) = (A′, e′) =
(k × V ′, (1,0)). Let v ∈ V . Then ψ(0, v) = (α, v′) ∈ k × V ′. If v′ = 0, then ψ(0, v) ∈ k × {0}.
If v′ = 0, then ψ(0, v) /∈ k × {0} = ke′, while (ψ(0, v))2 = ψ((0, v)2) = ψ(−ξ(v ⊗ v)e) =
−ξ(v ⊗ v)e′ ∈ ke′. Thus ψ(0, v) belongs to the e′-hyperplane of A′, which is {0} × V ′. This
shows that ψ({0} × V ) ⊂ ({0} × V ′) ∪ ke′. Since all three sets involved in this expression are
linear spaces, it follows that ψ({0} × V ) ⊂ {0} × V ′ or ψ({0} × V ) ⊂ ke′. Because dimke′ = 1,
the latter case means either ψ({0} × V ) = {0e′} ⊂ {0} × V ′ or ψ({0} × V ) = ke′.
Now assume that ψ({0} × V ) ⊂ {0} × V ′. Then ψ induces a k-linear map f : V → V ′ such
that ψ = Ik × f . This decomposition of ψ combined with the identities ψ((0, v)(0,w)) =
ψ(0, v)ψ(0,w) and ψ((0, v)(1,0)) = ψ(0, v)ψ(1,0), valid for all v,w ∈ V , yields the iden-
tities ξ = ξ ′(f ⊗ f ), f η = η′(f ⊗ f ), and f ε = ε′f . Thus ϕ = (Ik, f ⊗ f,f ) is a morphism
ϕ : R → R′ in R, and F (ϕ) = Ik × f = ψ . Since F is faithful, ϕ is unique. 
The significance of the functor F :R→P• is supported by the observation that the follow-
ing classes of k-algebras give rise to full subcategories of P•: a) quadratic algebras; b) com-
position algebras that are finite dimensional or anisotropic, having a unitary central idempotent;
c) absolute valued algebras with a non-zero central idempotent. Let us briefly comment upon
these cases.
a) Quadratic algebras are, by definition, non-zero unital algebras that are 1-quadratic. Thus for
every quadratic algebra A, the pair (A,1) is an object in P•. The 1-hyperplane V of a quadratic
algebra A is traditionally called its purely imaginary hyperplane, and the decomposition A =
k1 ⊕ V is known as Frobenius’ lemma, which traces back to [15].
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unitary central idempotent e, then the pair (A, e) is an object in P•. The e-hyperplane V of A
is the orthogonal complement of e, and m(x) = α2 − (v2) holds for all x = αe + v ∈ A with
α ∈ k and v ∈ V (cf. [6, Proposition 3.3]).
c) If A = (A,‖ · ‖) is an absolute valued algebra, having a non-zero central idempotent e, then
the positive definite and multiplicative mapping m : A → R, m(x) = ‖x‖2 is a quadratic form
(cf. [12]). Thus A = (A,m) is an anisotropic composition algebra, and case b) asserts that the
pair (A, e) is an object in P•.
The following lemma completes our preparation for Section 4.
Lemma 3.2. Let R = (V , ξ, η, ε) ∈ R, and let (A, e) =F (R). If A has no zero-divisors and
dimV = 1, then e is the unique non-zero central idempotent in A.
Proof. If dimV = 0, then the objects (A, e) and (k,1) in Q• are canonically isomorphic, and
1 is indeed the unique non-zero central idempotent in k.
If dimV  2, then the linear form ξ(v ⊗ ·) : V → k, w → ξ(v ⊗ w) associated with any
v ∈ V has non-zero kernel. Thus, given any non-zero central idempotent f = (α, v) in A, we
may choose w ∈ V \ {0} such that ξ(v ⊗w) = 0. Then
(0,0) = (α, v)(0,w)− (0,w)(α, v) = (ξ(w ⊗ v),2η(v ⊗w))
implies that η(v⊗w) = 0, whence (0, v)(0,w) = (0,0). Since A has no zero-divisors, it follows
that v = 0. Now (α,0) = f = f 2 = (α2,0) implies α = 1. So f = (1,0) = e. 
4. Composition algebras with an LR-bijective idempotent
A k-linear map ϕ : A → B between composition k-algebras A = (A,m) and B = (B,n) is
called isometric, or an isometry, if nϕ = m. Equivalently, ϕ satisfies 〈ϕ(x),ϕ(y)〉 = 〈x, y〉 for
all x, y ∈ A. The isometry group of A, also called orthogonal group of A and denoted O(A),
consists of all bijective isometries ϕ : A → A. Thus O(A) = {ϕ ∈ GL(A) | mϕ = m}.
We denote by K =K (k) the category of all composition k-algebras. The morphisms in K
are understood to be the algebra morphisms between objects in K . The class of all unital com-
position k-algebras forms a full subcategoryK 1 ofK . For each A ∈K 1 we have the subgroup
O1(A) =
{
ϕ ∈ O(A) ∣∣ ϕ(1) = 1}< O(A).
The following lemma phrases three versions of a well-known argument, which in view of [21]
often is attributed to Kaplansky, although it traces further back (see e.g. [1,4]).
Lemma 4.1. Let K = (K,m) be a composition k-algebra, and let e ∈ K be an LR-bijective
element.
(i) The isotope A = KR−1e ,L−1e is a unital k-algebra, with 1A = e2.(ii) If m(e) = 1, then A = (A,m) is a unital composition k-algebra, the pair (Le,Re) belongs
to O(A)× O(A), and (ARe,Le ,1A) = (K, e2).
(iii) If e2 = e, then A = (A,m) is a unital composition k-algebra, the pair (Le,Re) belongs
to O1(A)× O1(A), and (ARe,Le ,1A) = (K, e).
J.A. Cuenca Mira et al. / Bull. Sci. math. 134 (2010) 247–277 253Proof. (i) and (ii) can be directly verified. (iii) appears as a special case of (ii), by observing that
m(e) = m(e2) = m(e)2 implies m(e) = 1. 
A classical theorem of Kaplansky [21] asserts that every unital composition k-algebra has
dimension 1, 2, 4, or 8. This readily yields the following characterisation of finite dimensional
composition algebras.
Theorem 4.2. For every composition k-algebra K = (K,m), the following assertions are equiv-
alent.
(i) K has a unitary LR-bijective element.
(ii) The dimension of K is finite.
(iii) The dimension of K is 1, 2, 4, or 8.
Proof. (i) ⇒ (iii) is an immediate consequence of Lemma 4.1(ii) and Kaplansky’s (1,2,4,8)-
theorem. (iii) ⇒ (ii) is trivial. To prove (ii) ⇒ (i), choose a ∈ K with m(a) = 0. Then e = 1
m(a)
a2
is unitary. Accordingly both Le and Re are isometric hence injective. Since dimK < ∞, it fol-
lows that e is LR-bijective. 
In what follows we concern ourselves with the full subcategory K bi of K that is formed by
all composition k-algebras having an LR-bijective idempotent. Note that we have the filtration
of full subcategories
K 1 ⊂K bi ⊂Kf .
Indeed, the first inclusion is trivial, while the second follows from Theorem 4.2 in view of the
fact that every LR-bijective idempotent in a composition algebra is unitary.
If A = (A,m) ∈K 1, then case b) of Section 3 applies to the pair (A,1), asserting that A is
quadratic, satisfying m(x) = α2 − (v2) for all x = α1 + v ∈ A with α ∈ k and v ∈ V , where
A = k1 ⊕ V is the Frobenius decomposition of A.
Proposition 4.3. Every isomorphism in K bi is isometric.
Proof. To begin with, let ϕ : A → B be an isomorphism of unital composition k-algebras
A = (A,m) and B = (B,n), with Frobenius decompositions A = k1 ⊕ V and B = k1 ⊕ W
respectively. Then ϕ(1A) = 1B and ϕ(V ) ⊂ W , by Lemma 3.1. Let x = α1A + v ∈ A with
α ∈ k and v ∈ V . Then ϕ(x) = α1B + ϕ(v), and ϕ(v)2 = ϕ(v2) = ϕ(A(v2)1A) = A(v2)1B .
So nϕ(x) = α2 − B(ϕ(v)2) = α2 − A(v2) = m(x). Thus ϕ is isometric.
Now let ψ : K → M be an isomorphism of arbitrary composition k-algebras K = (K,p)
and M = (M,q) in K bi . Let e ∈ K be an LR-bijective idempotent. Then f = ψ(e) ∈ M is
idempotent, and the identities Lf = ψLeψ−1 and Rf = ψReψ−1 show that f is LR-bijective.
We conclude with Lemma 4.1(iii) that the isotopes A = (KR−1e ,L−1e , p) and B = (MR−1f ,L−1f , q) are
unital composition k-algebras. Furthermore, the identities ψL−1e = L−1f ψ and ψR−1e = R−1f ψ
show that ψ : A → B is an algebra isomorphism. So ψ : A → B is isometric, by the first part of
the proof. Hence ψ : K → M is isometric. 
The objects ofK bi can be conveniently described as isotopes of unital composition algebras,
as follows.
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(A,m) ∈K 1 and (α,β) ∈ O1(A)× O1(A)}.
Proof. The inclusion K bi ⊂ M holds by Lemma 4.1(iii). Conversely, if (A,m) ∈ K 1 and
(α,β) ∈ O1(A)× O1(A), then one verifies directly that (Aα,β,m) is a composition algebra with
LR-bijective idempotent 1A. 
Even the isomorphisms in K bi can be described in terms of isomorphisms of unital compo-
sition algebras, in a way that is adapted to Proposition 4.4.
Proposition 4.5. Let A,B ∈K 1, (α,β) ∈ O1(A) × O1(A) and (γ, δ) ∈ O1(B) × O1(B). Then
for all k-linear maps ϕ : A → B the following statements are equivalent.
(i) ϕ : Aα,β → Bγ,δ is an isomorphism in K bi , satisfying ϕ(1A) = 1B .
(ii) ϕ : A → B is an isomorphism in K 1, satisfying (ϕα,ϕβ) = (γ ϕ, δϕ).
Proof. Let A = k1A ⊕ V and B = k1B ⊕W be the Frobenius decompositions of A and B , with
associated projections ι : A → V and ι : B → W respectively. All elements x, y ∈ A are sums
x = ν1A + v and y = ω1A + w, with unique ν,ω ∈ k and v,w ∈ V . We denote by (x, y) → xy
the algebra structures on A and B , by (v,w) → v × w = ι(vw) the induced algebra structures
on V and W , and by (x, y) → x ◦ y the algebra structures on Aα,β and Bγ,δ respectively.
Now assume that ϕ : A → B satisfies (i), and let x, y ∈ A. Then
ϕι(x ◦ y) = ιϕ(x ◦ y) = ι(ϕ(x) ◦ ϕ(y)),
where
ϕι(x ◦ y) = νϕβ(w)+ωϕα(v)+ ϕ(α(v)× β(w)), (1)
ι
(
ϕ(x) ◦ ϕ(y))= νδϕ(w)+ωγϕ(v)+ γ ϕ(v)× δϕ(w). (2)
Thus the right-hand sides of (1) and (2) coincide for all x, y ∈ A. Specifying y = 1A we ob-
tain ϕα = γ ϕ, and specifying x = 1A we obtain ϕβ = δϕ. It follows further that
ϕ
(
α(v)× β(w))= γ ϕ(v)× δϕ(w) = ϕα(v)× ϕβ(w)
for all v,w ∈ V , and hence
ϕ(v ×w) = ϕ(v)× ϕ(w) (3)
for all v,w ∈ V . Because every unital composition algebra is finite dimensional, the pairs (A,1A)
and (B,1B) satisfy the hypothesis of [6, Proposition 3.3]. Application of this proposition yields
the identities
vw = v ×w − 〈v,w〉1A,
ϕ(v)ϕ(w) = ϕ(v)× ϕ(w)− 〈ϕ(v),ϕ(w)〉1B,
which together with (3) give ϕ(xy) = ϕ(x)ϕ(y). So ϕ : A → B satisfies (ii).
The converse (ii) ⇒ (i) holds by definition of isotopy. 
To summarise the above considerations we introduce the category K bi• of all pairs (K, e),
consisting of a composition k-algebra K ∈K bi and an LR-bijective idempotent e ∈ K . Mor-
phisms ϕ : (K, e) → (L,f ) in K bi are the k-algebra morphisms ϕ : K → L satisfying•
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a unital composition k-algebra A ∈K 1 and a pair of isometries (α,β) ∈ O1(A)× O1(A). Mor-
phisms ϕ : (A,α,β) → (B,γ, δ) in T (K 1) are the k-algebra morphisms ϕ : A → B satisfying
(ϕα,ϕβ) = (γ ϕ, δϕ).
Corollary 4.6.
(i) The functor H : IT (K 1) → IK bi• , which is defined on objects by H (A,α,β) =
(Aα,β,1A) and on morphisms by H (ϕ) = ϕ, is an equivalence of categories.
(ii) The forgetful functor J :IK bi• →IK bi , which is defined on objects by J (K, e) = K
and on morphisms by J (ϕ) = ϕ, is faithful and dense. For every morphism ϕ : K → L
in IK bi and for every LR-bijective idempotent e ∈ K , f = ϕ(e) is the unique LR-bijective
idempotent in L such that ϕ : (K, e) → (L,f ) is a morphism in IK bi• .
Proof. (i) summarises Propositions 4.4 and 4.5, and (ii) is obvious. 
Corollary 4.6 links the description of all composition k-algebras having an LR-bijective
idempotent, up to isomorphism, with the description of all triples (A,α,β) ∈T (K 1), up to iso-
morphism. The problem of classifying T (K 1) splits into two parts. Firstly, one has to classify
K 1 =K 1(k). This problem is known to reduce to the problem of classifying all non-degenerate
quadratic forms over k in the dimensions 0, 1, 3, and 7 (cf. [21,3,8]), and further to the problem of
classifying all n-fold Pfister forms over k for n ∈ {0,1,2,3} [23, (33.18)]. Secondly, for each A in
a classifying list forK 1, one has to solve the normal form problem for the action of the automor-
phism group Aut(A) =IK 1(A,A) on the set O1(A)×O1(A) by simultaneous conjugation. In
this generality, the problem of classifying T (K 1), and hence the problem of classifying K bi• ,
is far beyond our reach.
In order to attain a subproblem that still provides a challenge but which we are able to solve,
we impose three conditions onK bi• . Firstly, we require that K ∈K bi has an LR-bijective idem-
potent which is central or a one-sided unity. The effect of this requirement is that the normal
form problems of the group actions
Aut(A)× (O1(A)× O1(A))→ O1(A)× O1(A)
by simultaneous conjugation are reduced to the much simpler normal form problems of the group
actions
Aut(A)× O1(A) → O1(A)
by conjugation. Secondly, we require K ∈K bi to be anisotropic, and thirdly we specialise the
ground field k to the real number field R. The twist of the latter two requirements is that the
category of all real anisotropic composition algebras having an LR-bijective idempotent is known
to be canonically isomorphic to the category of all finite dimensional absolute valued algebras,
and more specifically that the category of all real anisotropic unitary composition algebras is
known to be classified by {R,C,H,O}.
We proceed to carry out in detail this sketch of a passage from K bi• to the finite dimensional
absolute valued algebras having a non-zero central idempotent or a one-sided unity.
Inside K bi• we consider the full subcategories K cbi• ,K lbi• ,K rbi• that are formed by all
objects (K, e) ∈ K bi• such that e is central, a left unity, or a right unity respectively. All of
these full subcategories turn out to be closely related to the pair category P(K 1) = {(A,α) |
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ϕα = βϕ}.
Corollary 4.7. Each one of the following functors Hc,Hl ,Hr is an equivalence of categories.
Hc :IP
(
K 1
)→IK cbi• , Hc(A,α) = (Aα,α,1A), Hc(ϕ) = ϕ;
Hl :IP
(
K 1
)→IK lbi• , Hl (A,α) = (Aα,IA,1A), Hl (ϕ) = ϕ;
Hr :IP
(
K 1
)→IK rbi• , Hr (A,α) = (AIA,α,1A), Hr (ϕ) = ϕ.
Proof. The pair category IP(K 1) admits the following full and faithful embeddings into the
triple category IT (K 1):
Ec :IP
(
K 1
)→IT (K 1), Ec(A,α) = (A,α,α), Ec(ϕ) = ϕ;
El :IP
(
K 1
)→IT (K 1), El (A,α) = (A,α, IA), El (ϕ) = ϕ;
Er :IP
(
K 1
)→IT (K 1), Er (A,α) = (A, IA,α), Er (ϕ) = ϕ.
Composing the equivalenceH :IT (K 1) →IK bi• (Corollary 4.6(i)) with Ec,El ,Er respec-
tively, we obtain full and faithful functors
FE c,FE l ,FE r :IP
(
K 1
)→IK bi• .
These induce the categorical equivalences Hc,Hl ,Hr described in the statement, because the
logical equivalences
1A ∈ Aα,β is central ⇔ α = β,
1A ∈ Aα,β is a left unity ⇔ β = IA,
1A ∈ Aα,β is a right unity ⇔ α = IA
hold for all (A,α,β) ∈T (K 1). 
We denote by K a,bi(k) the full subcategory of K bi(k) that is formed by all anisotropic
composition k-algebras having an LR-bijective idempotent, and by K a,1(k) the category of all
anisotropic unital composition k-algebras. Thus we have the filtration of full subcategories
K a,1(k) ⊂K a,bi(k) ⊂K bi(k).
Moreover, A denotes the category of all absolute valued algebras. The morphisms in A are
understood to be the algebra morphisms between objects in A . In accordance with our general
convention, Af denotes the category of all finite dimensional absolute valued algebras.
Proposition 4.8. The categories K a,bi(R) and Af are canonically isomorphic.
Proof. If A = (A,m) ∈K a,bi(R), then dimA < ∞ (Theorem 4.2). Since m is anisotropic, it
is (in view of Sylvester’s law of inertia) definite. Since m is multiplicative, it is positive defi-
nite. So ‖x‖ = √m(x) is a multiplicative norm on A, making A = (A,‖ · ‖) an object in Af .
Conversely, if A = (A,‖ · ‖) ∈Af , then A has a non-zero idempotent [30] which automatically
is LR-bijective. Moreover, the positive definite map m(x) = ‖x‖2 defined on A is a quadratic
form [11, Lemma 2.2], and m is multiplicative since so too is ‖ · ‖. This makes A = (A,m) an
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real algebra morphisms between objects in the respective categories. 
The category Af contains the full subcategories A cf ,A
l
f ,A
r
f that are formed by all finite
dimensional absolute valued algebras having a non-zero central idempotent, a left unity, or a
right unity, respectively. Also, A cf contains the full subcategory A
c
f =2 formed by {A ∈ A cf |
dimA = 2}.
If S ⊂K 1(R) is a subset, then P(S) ⊂P(K 1(R)) denotes the full subcategory formed
by ObP(S) = {(A,α) | A ∈ S, α ∈ O1(A)}. In our context, the full subcategories P(B) ⊂
P(C) ⊂P(K a,1(R)) ⊂P(K 1(R)) determined by the subsets B ⊂ C ⊂K a,1(R) ⊂K 1(R),
with B = {R,H,O} and C = {R,C,H,O}, are of interest.
Corollary 4.9. The following functors C ,L and R are equivalences of categories:
C :IP(B) →IA cf =2, C (A,α) = Aα,α, C (ϕ) = ϕ;
L :IP(C) →IA lf , L (A,α) = Aα,IA, L (ϕ) = ϕ;
R :IP(C) →IA rf , R(A,α) = AIA,α, R(ϕ) = ϕ.
Proof. The generalised Hurwitz theorem (see e.g. [21,19,20], or [33]) asserts in the real
anisotropic case that C classifies K a,1(R). Accordingly, the inclusion functor
L1 :IP(C) →IP
(
K a,1(R)
)
is dense. The equivalence Hl :IP(K 1(R)) →IK lbi• (R) (Corollary 4.7) induces an equiv-
alence
L2 :IP
(
K a,1(R)
)→IK a,lbi• (R).
The faithful and dense forgetful functor J : IK bi• (R) → IK bi(R) (Corollary 4.6(ii)) in-
duces a faithful and dense functor
L3 :IK a,lbi• (R) →IK a,lbi (R),
which is also full, hence an equivalence, because in every algebra K ∈K a,lbi (R) the left unity
is unique (Lemma 1.1(iii)). The isomorphism K a,bi(R) ∼=Af (Proposition 4.8) induces an iso-
morphism
L4 :IK a,lbi(R) →IA lf .
Since all of the functors L1, . . . ,L4 are equivalences, so too is their composition L =
L4L3L2L1.
The functor R is analogously seen to be the composition R =R4R3R2R1 of equivalences
R1, . . . ,R4.
In a similar vein we obtain the faithful and dense functor
C = C4C3C2C1 :IP(C) →IA cf , C (A,α) = Aα, C (ϕ) = ϕ,
composed of equivalences C1,C2,C4 and a faithful and dense forgetful functor
C3 : IK a,cbi• (R) → IK a,cbi(R). Whereas C3 is not full in dimension 2, the faithful and
dense functor C ′ : IK a,cbi(R) → IK a,cbi(R) induced by C3 on the full subcategories3 •=2 =2
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every algebra K ∈K a,cbi=2 (R) the non-zero central idempotent is unique (Lemma 3.2). Accord-
ingly, the faithful and dense functor C : IP(C) → IA cf induces the asserted equivalence
C :IP(B) →IA cf =2. 
The automorphism group Aut(A) of any unital composition k-algebra A is a subgroup
of O1(A), by Proposition 4.3. Thus Aut(A) acts on O1(A) by conjugation. The orbits of this
action we call Aut(A)-conjugacy classes of O1(A). In these terms, we recover as an easy conse-
quence of Corollary 4.9 the following theorem of Rochdi [25,26].
Theorem 4.10. Let A ∈ {R,C,H,O}, and set n = dimA. If SA ⊂ O1(A) is a transversal for
the set of all Aut(A)-conjugacy classes of O1(A), then {Aσ,σ | σ ∈SA} classifies A cn , {Aσ,IA |
σ ∈SA} classifies A ln , and {AIA,σ | σ ∈SA} classifies A rn .
Proof. The equivalence L : IP(C) → IA lf (Corollary 4.9) induces for each A ∈ C
an equivalence LA : IP(A) → IA ln . If SA is a transversal for the Aut(A)-conjugacy
classes of O1(A), then {(A,σ ) | σ ∈ SA} classifies IP(A), and hence {Aσ,IA | σ ∈ SA} =
LA({(A,σ ) | σ ∈SA}) classifies A ln .
Replacing the equivalence L by the equivalences R and C respectively (Corollary 4.9),
the claimed classifications of A rn for all n ∈ {1,2,4,8} and of A cn for all n ∈ {1,4,8} emerge
analogously.
It remains to treat A c2 . The dense functor C : IP(C) → IA cf (see proof of Corol-
lary 4.9) induces a dense functor CC :IP(C) →IA c2 . Denoting complex conjugation by κ ,
O1(C) = {IC, κ} is abelian. Thus SC = {IC, κ} is the unique transversal for the Aut(C)-
conjugacy classes of O1(C). Accordingly {(C, IC), (C, κ)} classifies IP(C), and hence
{C,Cκ} = CC({(C, IC), (C, κ)}) exhausts the isoclasses of A c2 . Since Cκ is not unital, C and
Cκ are not isomorphic, and so {Cσ,σ | σ ∈SC} = {C,Cκ} classifies A c2 . 
In view of Albert’s (1,2,4,8)-theorem [1], Theorem 4.10 reduces the classification problems
of A cf ,A
l
f and A
r
f to the problem of finding for each A ∈ {R,C,H,O} a transversal SA for
the set of all Aut(A)-conjugacy classes of O1(A). The latter problem is easily solved when
A ∈ {R,C,H}.
Indeed, O1(R) = {IR} is trivial, and so SR = {IR} is the unique transversal for the Aut(R)-
conjugacy classes of O1(R).
As already mentioned in the preceding proof, SC = {IC, κ} is the unique transversal for the
Aut(C)-conjugacy classes of O1(C).
In order to describe a transversal SH, choose in H an orthonormal basis h = (1, i, j, k) such
that 1 = 1H and ij = k. For every M ∈ O(3) set
Mˆ =
(
1
M
)
∈ O(4),
and denote by Mˆ the linear operator on H whose matrix in h is Mˆ . Then the map μ : O(3) →
O1(H), μ(M) = Mˆ is a group isomorphism, inducing an isomorphism of subgroups μ : SO(3) →
Aut(H). Now
M =
{(
ε 0 0
0 cosα −sinα
) ∣∣∣ ε = ±1 and 0 α  π
}0 sinα cosα
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S ∈ O(3) either S ∈ SO(3) or −S ∈ SO(3), it follows that M also is a transversal for the SO(3)-
conjugacy classes of O(3). Accordingly, SH = μ(M ) = {Mˆ | M ∈M } is a transversal for the
Aut(H)-conjugacy classes of O1(H).
Altogether we have reduced the classification problems of A cf ,A
l
f and A rf to the single
normal form problem of the Aut(O)-action on O1(O) by conjugation. The remaining part of the
present article is devoted to the solution of that normal form problem.
5. Vector products and orthogonal maps
A vector product on a real inner product space V = (V , 〈 〉) is an anticommutative linear
map π : V ⊗ V → V with the property that the vectors u,v,π(u ⊗ v) are orthonormal when-
ever u,v are. A vector product can be viewed naturally as an object (V , 〈 〉,π,0) in the cate-
gory R. We denote by V the full subcategory of R formed by all vector products. The functor
F :R→P• induces an equivalence of categories F˜ :V →K a,1(R), sending a vector product
π : V ⊗ V → V to the algebra (A,m) with A = (R × V, ·), multiplication
(α, v) · (β,w) = (αβ − 〈v,w〉, αw + βv + π(v ⊗w))
and quadratic form
m(α,v) = α2 + ‖v‖2.
Hence vector products exist in dimensions 0, 1, 3 and 7 only, and are unique up to isomor-
phism in each dimension (this result was first proved in [3]).
Usually, π is considered as an algebra structure on V , and we write xy = π(x ⊗ y). The
space V then is called a vector product algebra. With this convention, morphisms of vector
product algebras are simply isometric algebra morphisms. From here on, let V = (V ,π) be a
fixed vector product algebra of dimension 7. Correspondingly, Lx and Rx denote left and right
multiplication in this algebra, i.e., Lx(v) = π(x ⊗ v) and Rx(v) = π(v ⊗ x).
The problem of finding a transversal SO for the orbit set of the action of Aut(O) on O1(O)
by conjugation transforms, via the functor H , to the corresponding problem for the action
of Aut(π) on V . For technical reasons, we prefer to work with the right action of Aut(π), that is
O(V )× Aut(π) → O(V ), (T ,σ ) → T · σ = σ−1T σ, (4)
instead of its left counterpart. Certainly, the orbits of the two actions coincide.
The automorphism group of the vector product in 7-dimensional space is isomorphic to the
14-dimensional real compact Lie group G2. To understand this group, we employ the notion of a
Cayley triple. Our treatment here follows the lines of [9], to which we refer for proofs and further
arguments.
By a Cayley triple in V is meant a triple c = (u, v, z) ∈ V 3 with the property that
{u,v,uv, z} ⊂ V is an orthonormal set. The basic properties of vector products imply that if
(u, v, z) is a Cayley triple, then any permutation of the vectors u, v and z is again a Cayley triple.
Moreover, u(uv) = −v, v(uv) = u and u(vz) = −(uv)z. Given a Cayley triple c = (u, v, z) in V ,
bc = (u, v,uv, z,uz, vz, (uv)z) is an orthonormal basis of V . For a linear endomorphism T of V ,
we denote by [T ]c the matrix of T with respect to bc .
Denote the set of all Cayley triples in V by C. The left Aut(π)-action on C defined by
σ · (u, v, z) = (σ(u), σ (v), σ (z))
260 J.A. Cuenca Mira et al. / Bull. Sci. math. 134 (2010) 247–277is simply transitive ([9, Proposition 2.3], see also [29, 11.16]). This means that fixing any Cayley
triple s ∈ C, we get a bijection Aut(π) → C, σ → σ · s. The action by an element in Aut(π)
on O(V ) may now be seen as a change of basis from bs to some bc , c ∈ C. Denoting by σc the
unique automorphism such that σc · s = c, we have [T · σc]s = [σ−1c T σc]s = [T ]σc·s = [T ]c .
Our objective will be to assign to every conjugacy class K of O(V ) under Aut(π) a matrix NK
with the property that if T ∈ K then NK = [T ]c for some c ∈ C. Then NK will be the matrix of
the representative of K with respect to the basis bs , that is,{
T ∈ O(V ) ∣∣ [T ]s = NK}K∈O(V )/Aut(π)
will be a transversal for the orbit set O(V )/Aut(π).
For any linear endomorphism T : V → V and σ, τ ∈ Aut(π), we have T · σ = T · τ if and
only if σ = ζ τ for some ζ ∈ CAut(π)(T ) — the centraliser of T in Aut(π). Consequently, given
T ∈ O(V ) and NK , the Cayley triple c ∈ C making [T ]c = NK as above, is determined up to left
multiplication with elements in CAut(π)(T ).
Let T be an orthogonal map on a Euclidean space3 W . Given α ∈ [0,π], define
Sα = Sα(T ) =
{
v ∈ W ∣∣ T 2v ∈ span{v,T v}, 〈T v, v〉 = ‖v‖2 cosα}
= {v ∈ W ∣∣ T 2v − 2 cosαT v + v = 0}⊂ W.
The structure theorem for normal operators on Euclidean spaces now implies that W =⊕
α∈[0,π] Sα . The subspaces S0 and Sπ of W are eigenspaces for T with eigenvalues 1 and −1
respectively. We write E1 = S0 and E−1 = Sπ .
Lemma 5.1. Let W be a Euclidean space, T ∈ O(W) and ζ ∈ EndR(W) a linear map commuting
with T . Then for every α ∈ [0,π], the subspace Sα(T ) ⊂ W is invariant under ζ .
Proof. Since ζ commutes with T , it commutes with every polynomial in T . If v ∈ Sα and
p(T ) = T 2 − 2 cosαT + 1, then p(T )ζ(v) = ζ(p(T )v) = 0, so ζ(v) ∈ Sα . 
Normal forms for symmetric linear operators on V under conjugation with Aut(π) were
given in [9]. In the present article, the subspaces Sα ⊂ V play a role analogous to that of the
eigenspaces of a symmetric endomorphism there. However, Lemma 5.1 indicates a crucial dif-
ference between the symmetric and the orthogonal cases. Whereas the centraliser of a symmetric
linear endomorphism consists precisely of those endomorphisms that leave its eigenspaces in-
variant, Lemma 5.1 only establishes an inclusion, which is proper whenever T is not symmetric.
When treating the normal form problem for symmetric operators, only the decomposition of V
into eigenspaces is relevant, while for orthogonal operators, one must take into account the inter-
nal structure of the subspaces Sα . This structure can be described using the concept of a rotation
in a Euclidean space.
A rotation with angle α ∈ [0,π] in a Euclidean space W is an orthogonal operator δ ∈ O(W)
for which Sα(δ) = W . If α /∈ {0,π}, it is called proper rotation. In this case, the dimension of W
must be even. Pairs of rotations in Euclidean spaces have been treated in [7,10]. The theory
developed there will be utilised in Section 6.7, where a brief review of the relevant results is also
given.
3 By a Euclidean space we mean a real inner product space of finite dimension.
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and orthogonal cases is the orientation defined on
⊕
α∈]0,π[ Sα(T ) by any T ∈ O(W). We declare
as positively oriented any basis of
⊕
α∈]0,π[ Sα(T ) of the form v = (v1, T v1, . . . , vk, T vk). We
call this orientation the natural orientation given by T . The lemma below asserts that it is well
defined. Given n ∈ N, let n be the set of the n first positive integers.
Lemma 5.2. Let W be a Euclidean space, and T : W → W an orthogonal operator with no
eigenvalues.
1. Any linear endomorphism of W commuting with T has non-negative determinant.
2. Suppose vi,wi , i ∈ k, are vectors such that v = (v1, T v1, . . . , vk, T vk) and w = (w1, T w1,
. . . ,wk, T wk) are bases for W . Now the linear map B : W → W defined by vi → wi and
T vi → Twi for all i ∈ k has positive determinant.
Proof. The second statement of the lemma follows directly from the first, since B is invertible
and commutes with T . To prove 1, let S : W → W be a linear operator commuting with T . We
may assume that S is invertible. Denote by E˜λ the generalised eigenspace of S corresponding
to λ ∈ R, i.e., E˜λ = ⋃m∈N ker(S − λIW)m. Set U = ⊕λ<0 E˜λ. From the Jordan normal form
for linear endomorphisms on real vector spaces, one reads off that detS > 0 if and only if
dimU ∈ 2N.
Since ST = T S we have (S − λIW)T = T (S − λIW) for all λ ∈ R, and thus the generalised
eigenspaces E˜λ of S are invariant under T . As T has no eigenvalues, any subspace of W that is
invariant under T has even dimension. In particular dimU is even, and thus detS > 0. 
Let c, c′ ∈ C. The change of basis from bc to bc′ is given by some element σ ∈ Aut(π). Since
Aut(π) is a connected Lie group, it follows that the bases bc and bc′ have the same orientation.
Hereby, the vector product determines an orientation on V , in which the bases bc, c ∈ C, are
positive. Likewise, in a 3-dimensional subalgebra U ⊂ V , any basis of the form (u, v,uv) is
regarded as positive.
Since Aut(π) ⊂ O(V ), the function [0,π] → N, α → dim Sα(T ) is an invariant for the
conjugacy class of T ∈ O(V ) under Aut(π). By an invariance pair of T we mean a pair
(α,dim Sα) ∈ [0,π] × N for which dim Sα > 0. In order to get a more intuitive notation, we
write [cosα,dim Sα] instead of (α,dim Sα) when α ∈ {0,π}. In other words, an invariance pair
of the type [r, n] consists of an eigenvalue r = ±1 of T and the dimension n of its eigenspace.
The set of invariance pairs of T is denoted by p(T ). We write Op or Op(V ) for the set of
orthogonal endomorphisms of V such that p(T ) = p, where p is a set of invariance pairs. Clearly,
the group action (4) induces an action of Aut(π) on Op for each set p of invariance pairs. Hence
the normal form problem for (4) may be solved separately for each possible Op.
We define the type of T ∈ O(V ) to be the pair of descending sequences (dim Sα1 · · ·  dim Sαk | dim E±1 > dim E∓1) where {α1, . . . αk} ⊂ ]0,π[ is the support of the function
α → dim Sα inside ]0,π[. If T has only one eigenspace, we suppress the zero in the right part of
the type. The possible types for an orthogonal endomorphism of V are:
(6 | 1); (4,2 | 1); (2,2,2 | 1);
(4 | 3), (4 | 2,1); (2,2 | 3), (2,2 | 2,1);
(2 | 5), (2 | 4,1), (2 | 3,2);
(∅ | 7), (∅ | 6,1), (∅ | 5,2), (∅ | 4,3).
Normal forms of orthogonal operators of each of these types are presented in the next section.
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We use the following notation. The identity map on a set X is denoted by IX , and the unit
matrix of size n by In. The standard basis vectors in Rn are written ej , j ∈ n.
For any subset U ⊂ V , we write U⊥ = {v ∈ V | 〈v,u〉 = 0, ∀u ∈ U}, that is, U⊥ is the
orthogonal complement of U in V . For a single vector v ∈ V , we use the abbreviation v⊥ = {v}⊥,
and we define vˆ = v∧ = 1‖v‖v for v = 0. If U ⊂ V is a subspace, then the map PU : V → U is
defined to be the projection of V onto U along U⊥, and
〈U,v〉 = max{〈u,v〉 ∣∣ u ∈ U, ‖u‖ = 1}= ∥∥PU(v)∥∥.
Let W and W ′ be vector spaces, U ⊂ W a subspace and f : W → W ′ a linear map. Then
f |U : U → W ′ denotes the restriction of f to U : f |U(x) = f (x) for all x ∈ U . In case f is a
linear endomorphism on W and f (U) ⊂ U , the induced endomorphism of U is also denoted by
f |U . Moreover, if v is a basis of W , then [f ]v denotes the matrix of f : W → W with respect
to v. If two bases v and w of a vector space are equally oriented, we write v ∼ w.
Given T ∈ O(V ), define a map ρT : V → V by ρT (v) = ‖v‖(Pv⊥T v)∧. If v ∈ Sα and
α ∈ ]0,π[, then ρT (v) = 1sinα (T v − cosαv). Thus the restriction of ρT to Sα is linear. Since
moreover ‖ρT (v)‖ = ‖v‖ and 〈v,ρT (v)〉 = 0 for all v ∈ Sα , the restriction ρT |Sα : Sα → Sα is
actually a rotation with angle π2 .
We set I = ]0,2π[  {π}, and write
Rα =
(
cosα −sinα
sinα cosα
)
, and
Sα,β =
⎛
⎝
[
cosα
sinα
]
cosβ
[− sinα
cosα
]
− sinβ
[− sinα
cosα
]
0 sinβ cosβ
⎞
⎠
=
⎛
⎝ cosα − cosβ sinα sinβ sinαsinα cosβ cosα − sinβ cosα
0 sinβ cosβ
⎞
⎠
for α,β ∈ R. Via the bijection ∫ : O(V ) → O(7), T → [T ]s , we identify orthogonal transforma-
tions of V with their matrices with respect to the basis bs . The linear endomorphisms
Rα ⊗ IV =
(
cosαIV − sinαIV
sinαIV cosαIV
)
and
Sα,β ⊗ IV =
⎛
⎝ cosαIV − cosβ sinαIV sinβ sinαIVsinαIV cosβ cosαIV − sinβ cosαIV
0 sinβIV cosβ
⎞
⎠
of V 2 and V 3 are again denoted by, respectively, Rα and Sα,β . Thus, for example,
Rα
(
e
f
)
=
(
cosαe − sinαf
sinαe + cosαf
)
for e, f ∈ V.
Throughout the present section, c denotes a Cayley triple (u, v, z) ∈ C.
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m(v) = ‖v‖ef where e, f ∈ U are chosen vectors such that (e, f, 1‖v‖v) forms a positively ori-
ented orthonormal basis of U . Since the multiplication in V is anti-symmetric, the map m is
well defined. We shall make use of the following result, which is a slight improvement of [9,
Lemma 2.2].
Lemma 6.1.
1. The map m : U → V is linear and isometric.
2. The functions U → R, v → 〈v,m(v)〉 and U → R0, v → 〈U⊥,m(v)〉 are constant on the
unit sphere in U .
3. The map U → V , v → v(m(v)) is constant on the unit sphere in U .
It is not hard to prove that vm(v) ∈ (U +m(U))⊥ for all v ∈ U .
6.1. Types (∅ | 7), (∅ | 6,1), (∅ | 5,2) and (∅ | 4,3)
The orthogonal endomorphisms of these types are precisely the ones that in addition are sym-
metric. The normal form problem for symmetric endomorphisms under conjugation with Aut(π)
has been treated in [9]. The result (see [9, Propositions 3.1 and 3.4]) reads as follows.
Proposition 6.2. Let r = ±1.
1. The set {rI7} is a transversal for O{[r,7]}/Aut(π).
2. The set
{( r
−rI6
)}
is a transversal for O{[r,1],[−r,6]}/Aut(π).
3. The set
{( rI2
−rI5
)}
is a transversal for O{[r,2],[−r,5]}/Aut(π).
4. The set
{( rI2
D
−rI3
)
| D = R−1θ
( r
−r
)
Rθ
}
θ∈[0, π2 ]
is a transversal for O{[r,3],[−r,4]}/
Aut(π).
6.2. Type (2 | 5)
This case is almost trivial. If T ∈ O(V ) is of this type, then V = Sα ⊕ Er for some
α ∈ ]0,π[ and r = ±1. If c = (u, v, z) ∈ C is any Cayley triple such that u,v ∈ Sα , then
z,uz, vz, (uv)z ∈ Er . The matrix [T |Sa ](u,v) of T |Sa with respect to the basis (u, v) may be
either Rα or R−α , depending on the orientation of (u, v). Indeed, [T |Sa ](u,v) = Rα if and only if
(u, v) is a positive basis of Sα , that is if v = ρT (u). Taking u ∈ Sα , v = ρT (u) and z ∈ Er ∩ uv⊥,
we get a Cayley triple c = (u, v, z) for which [T ]c =
(Rα
rI5
)
. Since this matrix depends only on
the parameters α and r , it is invariant under the action of Aut(π). We have proved the following
proposition.
Proposition 6.3. Let α ∈ ]0,π[ and r = ±1. The set {(Rα
rI5
)}
is a transversal for O{(α,2),[r,5]}/
Aut(π).
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Given T ∈ O(V ) of this type, the space V decomposes as V = Sα⊕Er ⊕E−r where α ∈ ]0,π[,
r = ±1, dim Er = 1 and dim E−r = 4. Take (u, v) to be a positive orthonormal basis of Sα . This
implies that [T |Sα ](u,v) = Rα . The vectors u and v are determined by T up to rotations in Sα .
Hence the product uv is the same for all possible choices of u and v. If uv ∈ Er , let z ∈ E−r be
any unit vector. Then c = (u, v, z) is a Cayley triple, and
[T ]c =
(
Rα
r
−rI4
)
.
If uv /∈ Er then the subspace X = Er + span{uv} ⊂ V has dimension 2. Since X ∩ Er and
X∩ E−r are 1-dimensional, mutually orthogonal subspaces of X, there exists a unit vector z ∈ X
orthogonal to uv such that
( e
f
) = Rθ ( uvz ) for some θ ∈ ]0, π2 ] and (e, f ) ∈ Er × E−r . We get
c = (u, v, z) ∈ C, and uz, vz, (uv)z ∈ {u,v,uv, z}⊥ ⊂ (Sα ⊕ Er )⊥ = E−r . Hence
[T ]c =
(
Rα
D
−rI3
)
where D = R−1θ
( r
−r
)
Rθ .
Proposition 6.4. Let p = {(α,2), [r,2], [−r,4]}, where α ∈ ]0,π[ and r = ±1. The set{(
Rα
D
−rI3
) ∣∣∣D = R−1θ
(
r
−r
)
Rθ
}
θ∈[0, π2 ]
is a transversal for Op/Aut(π).
Proof. To every T ∈ Op we have assigned, via the choice of a Cayley triple, a matrix of the type
given in the proposition. What remains is to show that this assignment is Aut(π)-invariant.
The matrix [T ]c depends on the variable θ ∈ [0, π2 ]. We have cos θ = 〈Er , uv〉. Since uv is
independent of the choice of u and v in our construction, this number will be an invariant for the
orbit of T . Now θ ∈ [0, π2 ] implies θ = arccos(cos θ). 
6.4. Types (2 | 3,2) and (2,2 | 3)
Orthogonal endomorphism of these types give rise to decompositions of V of the form V =
X ⊕ Y ⊕Z with dimX = dimY = 2, dimZ = 3.
Let L = {(0,0)} ∪ (]0, π2 ] × [0, π2 ]).
Lemma 6.5. Let V = X ⊕ Y ⊕Z be a decomposition of V into pairwise orthogonal subspaces,
where X is oriented and dimX = dimY = 2, dimZ = 3. Then there exist a Cayley triple c =
(u, v, z) ∈ C, vectors e, e′ ∈ Y , f,f ′ ∈ Z and (θ,φ) ∈ L such that (u, v) is a positive basis of X,
uz ∈ Z, ( ef )= Rθ ( uvz ) and ( e′f ′ )= Rφ( vz(uv)z ). The pair (θ,φ) ∈ L in this presentation is uniquely
determined by the decomposition of V .
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Y ⊕Z. Two different situations are possible:
First, we may have uv ∈ Y . Then Lv acts as an auto-isometry on (Y ∩ uv⊥) ⊕ Z. Let z ∈
(Y ∩uv⊥)⊕Z be a unit vector such that vz ∈ Y ∩uv⊥. Now c = (u, v, z) ∈ C, and z,uz, (uv)z ∈
{u,v,uv, vz}⊥ = Z. This gives the case (θ,φ) = (0,0) in the lemma.
In the second case, uv /∈ Y . Here, let z ∈ (Y ⊕ Z) ∩ uv⊥ be a unit vector such that ( ef ) =
Rθ
( uv
z
)
for unit vectors e ∈ Y , f ∈ Z, and θ = arccos〈Y,uv〉 ∈ ]0, π2 ]. Now the restricted and
co-restricted map Rz : X → (Y ⊕Z)∩{uv, z}⊥ is a monomorphism. Its domain has dimension 2
and its co-domain dimension 3. Since Z ∩ {uv, z}⊥ ⊂ (Y ⊕ Z) ∩ {uv, z}⊥ is a 2-dimensional
subspace, the intersection Rz(X)∩ (Z ∩ {uv, z}⊥) is non-trivial. Hence there exists a unit vector
u′ ∈ X such that u′z ∈ Z. Let v′ ∈ X ∩ u′⊥ be the unit vector making (u′, v′) positively oriented
in X. This condition implies u′v′ = uv.
For dimension reasons, span{v′z, (u′v′)z} = {u′, v′, u′v′, z, u′z}⊥ must intersect each of the
spaces Y and Z in a 1-dimensional subspace. Taking e′ ∈ Y , f ′ ∈ Z such that (e′, f ′) becomes
an orthonormal basis of span{v′z, (u′v′)z} with the same orientation as (v′z, (u′v′)z), we get(
e′
f ′
)= Rφ( v′z(u′v′)z ) for some φ ∈ [0,π[. If φ  π2 , then (θ,φ) ∈ L and c′ = (u′, v′, z) is a Cayley
triple meeting the assertions in the lemma.
If φ > π2 , set (u˜, v˜) = (−u′,−v′). This yields a Cayley triple c˜ = (u˜, v˜, z) with(
u˜v˜
z
)
=
(
uv
z
)
= R−1θ
(
e
f
)
and
(
v˜z
(u˜v˜)z
)
=
( −v′z
(uv)z
)
= R−1
φ˜
(−e′
f ′
)
where φ˜ = π − φ ∈ [0, π2 ]. Hereby, the existence statement in the lemma is proved.
For uniqueness, consider c = (u, v, z) ∈ C and (θ,φ) ∈ L of the type given by the lemma.
Note that cos θ = 〈X,uv〉 and cosφ = 〈Z, (uv)z〉. Since uv is determined up to sign by the
decomposition of V , it follows that cos θ , and thereby θ ∈ [0, π2 ] is independent of the way
u,v, z have been chosen.
We have φ = 0 if and only if uv ∈ Y . If uv /∈ Y , let U = span{uv} + Y . Now (uv)z = m(x)
for some unit vector x ∈ U , and cosφ = 〈Z, (uv)z〉 = 〈U⊥,m(x)〉. Lemma 6.1 implies that this
number depends on the decomposition of V only. 
Lemma 6.5 does most of the work in the cases (2 | 3,2) and (2,2 | 3).
Proposition 6.6. Let p = {(α,2), [r,2], [−r,3]}, where α ∈ ]0,π[ and r = ±1. A transversal for
Op/Aut(π) is given by⎧⎪⎨
⎪⎩
⎛
⎜⎝
Rα
B
−r
C
⎞
⎟⎠ ∣∣∣ B = R−1θ
( r
−r
)
Rθ
C = R−1φ
( r
−r
)
Rφ
⎫⎪⎬
⎪⎭
(θ,φ)∈L
.
Proof. If T ∈ Op(V ) then V = X ⊕ Y ⊕Z with X = Sα , and Y = Er and Z = E−r . Lemma 6.5
implies that there exists a Cayley triple c = (u, v, z) ∈ C such that the matrix [T ]c has the form
given in the proposition, and that the parameters θ and φ therein do not depend on the choice
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This means that the set given in the proposition is a transversal for Op/Aut(π). 
Proposition 6.7. Let α,β ∈ ]0,π[, r = ±1 and p = {(α,2), (β,2), [r,3]}. Further, set
M = {(1,0,0)}∪({−1,1} × ]0, π
2
]
×
[
0,
π
2
])
= {(s, θ,φ) ∈ {−1,1} × L ∣∣ θ = 0 ⇒ s = 1}.
Then the set⎧⎪⎪⎪⎨
⎪⎪⎪⎩
S−1
⎛
⎜⎜⎜⎝
Rα 0 0 0 0
0 cosβ 0 −s sinβ 0
0 0 rI2 0 0
0 s sinβ 0 cosβ 0
0 0 0 0 r
⎞
⎟⎟⎟⎠S
∣∣∣ S =
⎛
⎜⎝
I2
Rθ
1
Rφ
⎞
⎟⎠
⎫⎪⎪⎪⎬
⎪⎪⎪⎭
(s,θ,φ)∈M
is a transversal for Op/Aut(π).
Proof. If T ∈ Op, then V = Sα ⊕ Sβ ⊕ Er . Set X = Sα , Y = Sβ , Z = Er and let c = (u, v, z) ∈ C
be a Cayley triple satisfying Lemma 6.5. Thus
[T ]c = S−1
⎛
⎜⎜⎜⎝
Rα 0 0 0 0
0 cosβ 0 −s sinβ 0
0 0 rI2 0 0
0 s sinβ 0 cosβ 0
0 0 0 0 r
⎞
⎟⎟⎟⎠S with S =
⎛
⎜⎝
I2
Rθ
1
Rφ
⎞
⎟⎠
and s = ±1, (θ,φ) ∈ L.
The vector uv is uniquely determined by the decomposition of V and the properties we require
of c ∈ C. So too is z if z /∈ Y ∪ Z, that is if θ /∈ {0, π2 }. This means that the value of s may
not differ if we choose another Cayley triple, and thus that different values of s correspond to
different orbits of the group action (4).
If z ∈ Y ∪ Z, then the sign of z may be altered without changing the properties given in the
lemma. In case z ∈ Y (that is θ = π2 ), this will not change the value of any of the parameters
s, θ,φ. If z ∈ Z (i.e., θ = 0), then changing the sign of z also changes the sign of s in the ma-
trix [T ]c . Hence, here we may assume c to be chosen in such a way that s = 1. This corresponds
to the case (s, θ,φ) = (1,0,0) ∈ M. Since (θ,φ) ∈ L only depends on the decomposition of V ,
the above consideration proves the irredundancy of the set given in Proposition 6.7. 
6.5. Types (2,2 | 2,1) and (2,2,2 | 1)
The situation in these two cases much resembles the one for symmetric endomorphisms of
type (1,2,2,2), treated in [9]. The construction of a Cayley triple follows the same lines, but is
somewhat more involved when it comes to choosing the signs of its elements.
First we consider maps of type (2,2,2 | 1). Suppose T is an orthogonal endomorphism with
p(T ) = {(α,2), (β,2), (γ,2), [r,1]}, where α,β, γ ∈ ]0,π[ and r ∈ {−1,1}. Set U = Sα ⊕ Er ,
equipped with some orientation. Define μ = PU⊥m : U → Sβ ⊕ Sγ . Note that μ = 0 if U is
closed under multiplication, and injective otherwise.
Now there are four different possibilities for T .
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to be a non-zero vector. Since U is not closed under multiplication, the set {e,m(e)} is linearly
independent and hence dim(span{e,m(e)} ∩m(e)⊥) = 1.
Second case: dimμ−1(Sβ) = 2. Since dimU = 3, this implies that Sα ∩ μ−1(Sβ) = 0. Let
e ∈ Sα ∩μ−1(Sβ)  {0} be non-zero.
Third case: dimμ−1(Sβ) = 1, μ(Er ) ⊂ Sβ . Here take e ∈ Er  {0}.
The three cases above covers the situation when U is not closed under multiplication. In
each of them, m(e) ∈ (span{e} ⊕ Sβ)  span{e}. We now choose unit vectors u ∈ Sα ∩ e⊥, v ∈
U ∩ {u, e}⊥ and z ∈ span{e,m(e)} ∩ m(e)⊥. This makes c = (u, v, z) a Cayley triple in V . The
elements of c are determined by the construction up to change of sign.
The fourth case is when U is closed under the vector product. Here let z be an arbitrary unit
vector in Sβ . Since Rz(Sα) and Sγ are two-dimensional subspaces of U⊥ ∩ z⊥, it follows that
Rz(Sα)∩ Sγ = 0. Let u ∈ Sα be a unit vector such that uz ∈ Sγ , and v ∈ Sα ∩ u⊥, ‖v‖ = 1.
In all four cases, we have chosen a Cayley triple c = (u, v, z) for which U ⊂ span{u,v,uv, z},
u ∈ Sα and span{uv, z} ∩ Sβ = 0. Setting U ′ = span{u,v,uv}, the map Rz : V → V induces an
isometry U ′ → U ′⊥ ∩ z⊥, w → wz. Take a positive (with respect to the vector product) basis
(w1,w2,w3) of U ′, and define z˜ to be the unique unit vector in span{uv, z} ∩ Sβ for which the
basis (z˜,w1z,w2z,w3z) of Sβ ⊕ Sγ is positive. This makes z˜ a function of z, changing the sign
of z will change the sign of z˜ as well, whereas the choice of u and v does not affect z˜.
The subspace E⊥r = Sα ⊕ Sβ ⊕ Sγ ⊂ V carries the natural orientation given by T , while
V itself is oriented by the vector product. Let x ∈ Er be the unit vector making the basis
(x,w1, . . . ,w6) for V positively oriented whenever (w1, . . . ,w6) is a positive basis of E⊥r .
Now ρT (u) and x are orthonormal, and v = cos θρT (u) + sin θx for some θ ∈ [0,2π[. Define
y = −sin θρT (u)+ cos θx. The sign of y depends on the choice of u and v, but not on the choice
of z. Both (uv, z) and (y, z˜) are orthonormal bases for (U ⊕ span{z˜}) ∩ {u,v}⊥. Moreover, ap-
plying in turn the definitions of x, y and z˜, we see that
bc ∼
(
x,u,ρT (u), z˜, ρT (z˜),w,ρT (w)
)∼ (u,ρT (u), x, z˜, ρT (z˜),w,ρT (w))
∼ (u,v, y, z˜, ρT (z˜),w,ρT (w))∼ (u,v, y, z˜, uz, vz, (uv)z)
which implies (uv, z) ∼ (y, z˜). Hence ( y
z˜
)= Rφ( uvz ) for some φ ∈ [0,2π[.
If uz ∈ Sβ , let f = vz, otherwise define f = (PSγ uz)∧. We have uz = cosψρT (z˜) + sinψf
for ψ ∈ [0,π]. Set f˜ = −sinψρT (z˜) + cosψf . Now span{f˜ , ρT (f )} = span{vz, (uv)z}, and
from the definition of z˜ follows that (f˜ , ρT (f )) ∼ (vz, (uv)z). Hence
(
f˜
ρT (f )
)= Rχ ( vz(uv)z) for
some χ ∈ [0,2π[. If uz ∈ Sβ , that is if ψ ∈ {0,π}, then any value for χ will do, and we set
χ = 0.
Summarising the above, we have(
ρT (u)
x
z˜
)
= Sθ,φ
(
v
uv
z
)
and
(
ρT (z˜)
f
ρT (f )
)
= Sψ,χ
(
uz
vz
(uv)z
)
where θ,φ ∈ [0,2π[ and (ψ,χ) ∈ ({0,π} × {0})∪ (]0,π[ × [0,2π[).
The following lemma is essentially the same as [9, Lemma 3.11].
Lemma 6.8. If c ∈ C is the Cayley triple chosen above, then dimμ−1(Sβ) = 2 if and only if
φ /∈ {0,π} and χ ∈ {0,π}.
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{0,π} that (uv)z ∈ Sγ . Assuming that U is not closed under π , we have μ(U) = U⊥ ∩ (uv)z⊥
and thus μ−1(Sβ) = 2 if and only if (uv)z ∈ S⊥β ∩U⊥ = Sγ . 
The four cases above give rise to different configurations of angles (θ,φ,ψ,χ). We recall that
I = ]0,2π[  {π}, and set
K1 = I 2 × ]0,π[ × I,
K2 =
{
π
2
,
3π
2
}
× I × ( ({0,π} × {0})∪ (]0,π[ × {0,π}) ),
K3 = {0,π} × I ×
{
π
2
}
× I,
K4 = {0,π}2 ×
{
π
2
}
× [0,2π[.
Now Ki is the set of angles (θ,φ,ψ,χ) obtained from the ith case above.
The matrix [T ]c is completely determined by the tuple (θ,φ,ψ,χ) ∈⋃i∈4 Ki , which in turn
is given by the Cayley triple c = (u, v, z). Denote by a(c) ∈ ⋃i∈4 Ki the quadruple of angles
given by c ∈ C. What remains is to investigate how the angles are affected by the choice of c,
and decide how to choose c (within the construction described above) in order to put a(c) on a
canonical form, determined solely by the endomorphism T .
We say that two quadruples a and b in R4 are congruent, and write a ≡ b if their entries are
congruent modulo 2π . By inspecting the signs of the vectors u, v, z, z˜, uz, vz, (uv)z, f and f˜ ,
the scrupulous reader proves the following lemma.
Lemma 6.9. Let c = (u, v, z) be a Cayley triple and (θ,φ,ψ,χ) = a(c) ∈⋃i∈4 Ki . Then
1. a(−u,v, z) ≡ (π + θ,2π − φ,π −ψ,2π − χ),
2. a(u,−v, z) ≡
{
(π + θ,2π − φ,ψ,π + χ) if ψ /∈ {0,π},
(π + θ,2π − φ,ψ,χ) if ψ ∈ {0,π},
3. a(u, v,−z) ≡ (θ,2π − φ,ψ,χ).
Lemma 6.9 allows us to specify the signs of u, v and z such that [T ]c takes the desired
canonical form.
In the first of our four cases, we choose c in the following way: If ψ = π2 , we take u such that
ψ < π2 , and then v such that θ < π . By choosing the sign of z, we can assure that φ < π . These
additional conditions on u, v and z determines uniquely the Cayley triple c.
If ψ = π2 , changing the sign of u does not change the value of ψ . Instead we can specify
(u, v) so that θ < π and χ ∈ [π2 , 3π2 ]  {π}. Let c′ = (u′, v′, z′) be any Cayley triple such that
(θ ′, φ′,ψ ′, χ ′) = a(c′) ∈ K1. Define
(u, v) =
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
(−u′,−v′) if θ ′ < π, χ ′ /∈ [π2 , 3π2 ]  {π},
(u′,−v′) if θ ′ > π, χ ′ /∈ [π2 , 3π2 ]  {π},
(−u′, v′) if θ ′ > π, χ ′ ∈ [π2 , 3π2 ]  {π},
(u′, v′) if θ ′ < π, χ ′ ∈ [π , 3π ]  {π}.2 2
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This finishes the treatment of the first case. The angles (θ,φ,ψ,χ) obtained here are the ones
contained in the set
L1 = ]0,π[2 ×
(]
0,
π
2
[
× I ∪
{
π
2
}
×
([
π
2
,
3π
2
]
 {π}
))
.
Next we consider the situation when dim−1(Sβ) = 2, the second case above. If uz ∈ Sβ , i.e.,
if ψ ∈ {0,π}, then choose the sign of u to get ψ = 0, thereafter the sign of v such that θ = π2 and
finally the sign of z such that φ < π .
If ψ ∈ ]0,π[, then choose first v such that χ = 0, second u such that θ = π2 and last z such
that φ < π . Thus the set
L2 =
{
π
2
}
× ]0,π[ × [0,π[ × {0}
describes the tuples (θ,φ,ψ,χ) = a(c) obtained from the second case.
In the third case, ψ = π2 , and we are in a situation analogous to the one where ψ = π2 in the
first case. Choosing the signs of u, v and z in a similar way, we arrive with a set of tuples
L3 = {0} × ]0,π[ ×
{
π
2
}
×
([
π
2
,
3π
2
]
 {π}
)
.
In the last case, U is closed under π and thus φ ∈ {0,π}. Once again, we may follow the
strategy from the second part of the first case. We get a(c) ∈ L4, where
L4 = {0} × {0,π} ×
{
π
2
}
×
[
π
2
,
3π
2
]
.
Set L =⋃i∈4 Li .
Lemma 6.9 governs the behaviour of a(c) under change of sign of the elements in c, and we
have indicated how to normalise a(c) with respect to such changes. However, in some situations,
the vectors u, v and z are chosen freely in 2-dimensional subspaces of V . In those cases, invari-
ance of a(c) ∈ L can be established using the following lemma, which is a slight generalisation
of [9, Lemma 3.9].
Lemma 6.10. Let W ⊂ V be a subspace of dimension 2, and x ∈ W⊥. Then the functions w →
〈w,xw〉 and w → 〈W⊥, xw〉 are constant on the unit sphere of W .
We have assigned to every T ∈ O(V ) a tuple a(c) ∈ L, in a way that is invariant under the
action of Aut(π). Thereby, the following proposition is established.
Proposition 6.11. Let p = {(α,2), (β,2), (γ,2), [r,1]}, where α,β, γ ∈ ]0,π[ and r = ±1. The
set ⎧⎪⎨
⎪⎩S−1
⎛
⎜⎝
Rα
r
Rβ
Rγ
⎞
⎟⎠S ∣∣∣ S =
(1
Sθ,φ
Sψ,χ
)⎫⎪⎬
⎪⎭
(θ,φ,ψ,χ)∈L
is a transversal for Op/Aut(π).
270 J.A. Cuenca Mira et al. / Bull. Sci. math. 134 (2010) 247–277We now turn to the problem of endomorphisms of type (2,2 | 2,1). Since the centraliser of an
orthogonal operator of this type is larger than the centraliser of an operator of type (2,2,2 | 1),
we have more freedom to choose a Cayley triple, resulting in a smaller set describing the normal
form.
Let p = {(α,2), (β,2), [r,1], [−r,2]} where α,β ∈ ]0,π[ and r = ±1, and let T ∈ Op. Choose
an orientation on U = Er ⊕ E−r . Just as for the type (2,2,2 | 1), define μ = PU⊥m : U → U⊥.
We distinguish four cases:
1. dimμ−1(Sα) = 1, μ(Er ) ⊂ Sα ;
2. dimμ−1(Sα) = 2;
3. dimμ−1(Sα) = 1, μ(Er ) ⊂ Sα ;
4. μ = 0.
The cases are analogous to the cases for type (2,2,2 | 1). The eigenspace E−r here plays the
same role as did Sα for the previous type, Sα takes the role of Sβ , and Sβ the role of Sγ .
In the same way as for the previous type, we may now choose vectors e, u, v and z in the
different cases. We get u ∈ E−r , v ∈ (E−r ∩ u⊥) ⊕ Er and z ∈ U ⊕ Sα. Continuing the analogy,
define z˜ ∈ Sα ∩ {uv, z} to be the unit vector with the property that (z˜, uz, vz, (uv)z) is positively
oriented in U⊥ = Sα ⊕ Sβ , with respect to the natural orientation given by T .
Let y ∈ {uv, z} ∩ z˜ be the unit vector defined by the condition (y, z˜) ∼ (uv, z). Define
x =
{
(PEr v)∧ if 〈Er , v〉 = 0,
y if 〈Er , v〉 = 0,
and let v˜ ∈ E−r ∩u⊥ = span{v, y}∩x⊥ be the unit vector satisfying (v˜, x) ∼ (v, y). Now v˜ ∈ E−r ,
x ∈ Er and(
v˜
x
z˜
)
= Sθ,φ
(
v
uv
z
)
for some θ ∈ [0,π[, φ ∈ [0,2π[.
Moreover, similar to the type (2,2,2 | 1),
(
ρT (z˜)
f
ρT (f )
)
= Sψ,χ
(
v
uv
z
)
,
where f ∈ Sβ and (ψ,χ) ∈ ({0,π} × {0}) ∪ ]0,π[ × [0,2π[. In analogy with Lemma 6.8, one
proves that dimμ−1(Sα) = 2 if and only if φ /∈ {0,π} and χ ∈ {0,π}.
We remark that the sign of y depends on the signs of u and v (but not on the sign of z). If
v /∈ E−r , then the sign of x depends on the sign of v, and the sign of v˜ depends on the sign of u
and v. If v ∈ E−r then the sign of x depends both on the sign of u and the sign of v, whereas the
sign of v˜ depends only on v.
Again, we denote a(c) = (θ,φ,ψ,χ). If K˜i is the set of all tuples that can be obtained in the
ith case (i ∈ 4), then we have
K˜1 = ]0,π[ × I × ]0,π[ × I,
K˜2 =
{
π
}
× I × (({0,π} × {0})∪ (]0,π[ × {0,π})),
2
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{
0,
π
2
}
× I,
K˜4 = {0} × {0,π} ×
{
π
2
}
× [0,2π[.
The following lemma is analogue to Lemma 6.9. Given a real number a, denote by a the
smallest integer that is larger than or equal to a.
Lemma 6.12. Let c = (u, v, z) be a Cayley triple and (θ,φ,ψ,χ) = a(c) ∈⋃i∈4 K˜i . Then
1. a(−u,v, z) ≡
(
π
⌈
θ
π
⌉
− θ,2π − φ,π −ψ,2π − χ
)
,
2. a(u,−v, z) ≡
{
(π θ
π
 − θ,2π − φ,ψ,π + χ) if ψ /∈ {0,π},
(π θ
π
 + θ,2π − φ,ψ,χ) if ψ ∈ {0,π},
3. a(u, v,−z) ≡ (θ,2π − φ,ψ,χ).
Choosing the signs of u, v and z in a way similar to type (2,2,2 | 1) yields the normal form
for Op/Aut(π). Set
L˜1 =
{
(θ,φ,ψ,χ) ∈ ]0,π[3 × I
∣∣∣ θ = π2 ⇒ ψ ∈ ]0, π2 ]
θ = ψ = π2 ⇒ χ ∈ [π2 ,π[
}
,
L˜2 =
{
π
2
}
× ]0,π[ ×
[
0,
π
2
]
× {0},
L˜3 = {0} × ]0,π[ ×
{
π
2
}
×
[
π
2
,π
[
,
L˜4 =
{(
0,0,
π
2
)
,
(
0,π,
π
2
)}
×
[
π
2
,π
]
,
and L˜ =⋃i∈4 L˜i .
Proposition 6.13. Let p = {(α,2), (β,2), [r,1], [−r,2]}, where α,β ∈ ]0,π[ and r = ±1. Now
the set⎧⎪⎨
⎪⎩S−1
⎛
⎜⎝
−rI2
r
Rα
Rβ
⎞
⎟⎠S ∣∣∣ S =
(1
Sθ,φ
Sψ,χ
)⎫⎪⎬
⎪⎭
(θ,φ,ψ,χ)∈L˜
is a transversal for Op/Aut(π).
6.6. Type (4 | 3)
Proposition 6.14. If r = ±1, α ∈ ]0,π[ and p = {(α,4), [r,3]}, then the set{
S−1
(
rI3
Rα
Rα
)
S
∣∣∣ S =
(
I2
Rθ
I3
)}
θ∈[0,π]
is a transversal for Op/Aut(π).
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(u1, u2, u3, v1, v2, v3, v4)
of V is positive with respect to the vector product whenever (u1, u2, u3) is a positive basis of U
and (v1, v2, v3, v4) a positive (in the orientation given by T ) basis of Sα .
First assume U is a subalgebra of V . Let z ∈ Sα be an arbitrary unit vector, and v ∈ U a unit
vector such that vz ∈ {z,ρT (z)}⊥. Now the linear operator Rvz induces an isometry U ∩ v⊥ →
Sα ∩ {z, vz}⊥, and we take u ∈ U ∩ v⊥ such that Rvzu = −ρT (vz). Thus c = (u, v, z) ∈ C,
and (uv)z = −u(vz) = −Rvzu = ρT (vz). Moreover uz ∈ Sα ∩ {z, vz,ρT (vz)}⊥ = span{ρT (z)},
consequently uz = ±ρT (z). This gives
[T ]c =
(
I2
Rθ
I3
)−1( rI3
Rα
Rα
)(
I2
Rθ
I3
)
(5)
with θ = 0 or θ = π .
Next consider the case when U is not closed under multiplication. Here the linear map
PSαm : U → Sα is a monomorphism, and PSαm(U) = Sα ∩ y⊥, where y = (wm(w))∧ for an
arbitrary vector w ∈ U  {0}. Let e ∈ U be a unit vector such that m(e) ∈ ρT (y)⊥, and set
f = (PSαm(e))∧. Now m(e) = cos θe + sin θf for some (unique) θ ∈ ]0,π[.
Define z = −sin θe+ cos θf . The restricted and co-restricted linear map Rz : U ∩ e⊥ → Sα ∩
{m(e), y}⊥ is a bijection. Take u ∈ U such that uz = ρT (f ) and v ∈ U such that ρT (vz) = y. This
gives c = (u, v, z) ∈ C. From the way the orientation of U was defined follows that m(e) = uv,
and thus y = (uv)z. The matrix [T ]c of T is again given by (5), in this case with θ ∈ ]0,π[.
The above proves, that the set given in the proposition exhausts the orbit set Op/Aut(π).
Since θ = arccos〈e,m(e)〉, which by Lemma 6.1 does not depend on the choice of e ∈ U , it is
invariant under Aut(π). This concludes the proof of the proposition. 
6.7. Types (4,2 | 1), (4 | 2,1) and (6 | 1)
Our solution for the three remaining types depends heavily on the theory developed in [7].
There a classification is given of pairs of rotations in a Euclidean space, up to conjugation with
orthogonal endomorphisms.
Let R〈X,Y 〉 be the free associative algebra with generators X and Y . A rotational representa-
tion of R〈X,Y 〉 is a representation ρ : R〈X,Y 〉 → EndR(W) in a Euclidean space W for which
ρ(X) and ρ(Y ) are rotations in W . The representation defined by X → δ and Y →  is denoted
by (δ, ). By a morphism ϕ : (δ, ) → (σ, τ ), where δ,  ∈ O(W) and σ, τ ∈ O(W ′) are rotations
in W and W ′ respectively, is meant a map ϕ : W → W ′ such that ϕ|(kerϕ)⊥ : (kerϕ)⊥ → W ′ is
isometric, and ϕδ = σϕ and ϕ = τϕ.
The category of rotational representations is denoted by R, and the category of irreducible
rotational representations by IR. Every indecomposable object in R is irreducible, and R has
the Krull–Schmidt property: The decomposition of an object into indecomposables is unique up
to isomorphisms between and permutations of the summands [7, Proposition 1.2]. Moreover, the
following proposition gives complete information on the isomorphism classes in IR (and thus
also on the isomorphism classes in R). We consider Rn as a Euclidean space with the standard
scalar product, and identify matrices with linear endomorphisms in the natural way. We write
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(1
Rθ
1
)
where θ is a real number.
Proposition 6.15. (See [7, Proposition 1.3].) The category IR is classified by the following list
of objects:
(r, s) where r, s ∈ {−1,1},
(rI2,Rβ), (Rα, sI2), (Rα,Rrβ) where r, s ∈ {−1,1}, α,β ∈ ]0,π[,(
Rα ⊕Rα,Tθ (Rβ ⊕Rβ)T−θ
)
where α,β, θ ∈ ]0,π[.
If δ is a rotation in W , then so too is ρδ , and a subspace U ⊂ W is invariant under δ if and
only if it is invariant under ρδ . In particular, a rotational representation (δ, ) is irreducible if and
only if (ρδ, ρ) is.
We begin with considering orthogonal endomorphisms of type (4,2 | 1). Let T be an orthog-
onal endomorphism of V with dim Er (T ) = 1, dim Sα(T ) = 2 and dim Sβ(T ) = 4, for some
r = ±1 and α,β ∈ ]0,π[. Define U = Er ⊕ Sα . Our method of solution depends on whether
or not U is closed under multiplication. Take u ∈ Er to be a unit vector. If U is closed under
multiplication, then Lu|Sβ is a rotation in Sβ with angle π2 . Thus (Lu|Sβ , T |Sβ ) is a rotational
representation of R〈X,Y 〉. As such, it may be either reducible or irreducible.
Altogether, we get three cases. In the first two, in which U is closed, we assume that u has
been chosen such that u = wρT (w), where w ∈ Sα is a unit vector (changing the sign on u does
not affect the property of (Lu|Sβ , T |Sβ ) being reducible or irreducible).
First case: The subspace U is closed under multiplication, and (Lu|Sβ , T |Sβ ) is reducible.
Here (Lu|Sβ , T |Sβ )  (Rπ2 ,Rsβ) ⊕ (Rπ2 ,Rt ′β) for some (s, t ′) ∈ {−1,1}2  {(−1,1)}. Be-
cause of the Krull–Schmidt property, the pair (s, t ′) is an invariant for the isomorphism type
of (Lu|Sβ , T |Sβ ). Let W1 ⊂ Sβ be a subspace for which (Lu|W1 , T |W1)  (Rπ2 ,Rsβ), and
W2 = W⊥1 ∩ Sβ .
Take v and z to be unit vectors in Sα and W1 respectively. Now ρT (z) = suz, vz ∈ W2 and
ρT (vz) = t ′u(vz) = −t ′(uv)z. Setting t = −t ′, we get
[T ]c =
⎛
⎜⎝
r
Rα
Rsβ
Rtβ
⎞
⎟⎠
where (s, t) ∈ {−1,1}2  {(−1,−1)}.
Second case: The subspace U ⊂ V is closed under multiplication, and (Lu|Sβ , T |Sβ ) is irre-
ducible. This means that there exists an isomorphism
f : (Lu|Sβ , T |Sβ ) →
(
Rπ
2
⊕Rπ
2
, Tφ(Rβ ⊕Rβ)T−φ
)
for some φ ∈ ]0,π[. Let z = f−1(e1). The linear operator Rz : V → V induces an isometry
Sα → Sβ ∩ {z,uz}⊥, and f an isometry Sβ ∩ {z,uz}⊥ → span{e3, e4}. Take v ∈ Sα to be the
unique unit vector such that (f Rz)(v) = −e3. Now (z, uz, vz, (uv)z) is an orthonormal basis
of Sβ , which is mapped by f onto the basis (e1, e2,−e3, e4) of R4. The matrices [T ]c obtained
in this case are the ones in the first set in Proposition 6.16 below for which (θ,φ, t) ∈ L1.
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(u, v1, . . . , v6) is a positive basis of V whenever (v1, . . . , v6) is a positive basis of Sα ⊕Sβ . Let U
be oriented such that (u,w,ρT (w)) is positive for w ∈ Sα  {0}. Define y = (wm(w))∧, where
w ∈ U is an arbitrary unit vector. Note that for any non-zero w ∈ Sα , we get y = (ρT (w)(uw))∧.
For dimension reasons, the subspace U˜ = Sα ∩ L−1u (Sβ ∩ρT (y)⊥) of U is non-zero. Take v ∈ U˜
to be a unit vector.
Since U is not closed under multiplication, uv = m(ρT (v)) is non-proportional to ρT (v).
Setting z˜ = (PSβ (uv))∧, we get uv = cos θρT (v) + sin θ z˜ for some θ ∈ ]0,π[. Define z =−sin θρT (v)+ cos θ z˜, and c = (u, v, z). Now c ∈ C, and
(uv)z = ρT (v)z˜ =
(
ρT (v)(uv)
)∧ = y.
Moreover, ρT (v),uv ∈ {y,ρT (y)}⊥ and z˜ ∈ span{ρT (v),uv}∩ Sβ implies ρT (z˜) ∈ span{uz, vz}.
Let x ∈ span{uz, vz} ∩ ρT (z˜)⊥ be the unit vector defined by the condition (ρT (z˜), x) ∼
(uz, vz). This gives
(
ρT (z˜)
x
)= Rφ( uzvz ) for some φ ∈ [0,2π[. Clearly, ρT (x) ∈ span{(uv)z}. Since
(u, v,ρT (v), z˜, ρT (z˜), x, ρT (x)) ∼ bc, it follows that ρT (x) = (uv)z.
In our construction, v is chosen, and the other vectors defined may be seen as functions of v.
Clearly, u and (uv)z = y are independent of v, and hence the same is true for vz = −(u(uv))z =
u((uv)z) = uy. Further inspection reveals that z˜ depends linearly on v, whereas x is independent
of the choice of v. Hence v can be chosen such that 〈vz,ρT (z˜)〉  0, or in other words φ ∈
[0,π]. Now φ = arccos〈x, vz〉 and θ = arccos〈u,m(u)〉, which thus are invariant under the action
of Aut(π).
The results obtained in the three cases above are summarised in the following proposition.
Proposition 6.16. Let p = {(α,2), (β,4), [r,1]}, where α,β ∈ ]0,π[ and r = ±1, and let L1 =
{0} × ]0,π[ × {−1} and L2 = ]0,π[ × [0,π] × {1}. A transversal for Op/Aut(π) is formed by⎧⎪⎨
⎪⎩S−1
⎛
⎜⎝
r
Rα
Rβ
Rβ
⎞
⎟⎠S ∣∣∣ S =
⎛
⎜⎝
I2
Rθ
Rφ
t
⎞
⎟⎠
⎫⎪⎬
⎪⎭
(θ,φ,t)∈L1∪L2
∪˙
⎧⎪⎨
⎪⎩
⎛
⎜⎝
r
Rα
Rsβ
Rtβ
⎞
⎟⎠
⎫⎪⎬
⎪⎭
(s,t)∈{−1,1}2{(−1,−1)}
.
Endomorphisms of type (4 | 2,1) can be treated in a similar manner as those of type (4,2 | 1).
The only significant difference is that the subspace Sα is replaced by a 2-dimensional eigenspace,
which renders an additional degree of freedom in the choice of the Cayley triple c = (u, v, z).
Let T : V → V be orthogonal with p(T ) = {(α,4), [r,1], [−r,2]}, α ∈ ]0,π[ and r = ±1.
Choosing an orientation of E−r , we may proceed to choose a Cayley triple c = (u, v, z) in anal-
ogy with the type (4,2 | 1), considering E−r instead of Sα , and Sα instead of Sβ . Elements of
the form ρT (w), where w ∈ Sα in the situation with T of the type (4,2 | 1), are here substituted
by w˜ ∈ E−r , which is defined to be the vector making (w, w˜) positively oriented and orthonor-
mal in E−r . The orientation of E−r determines the sign of the vector u ∈ Er , and the choice of
orientation affects the form of [T ]c in the following way:
In the first case, changing the orientation of E−r changes the signs of the parameters s and t
in [T ]c . Thus, by choosing the orientation of E−r , we can assure that s = 1. In the second case,
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φ  π2 . Finally, in the third case, where U = Er ⊕ E−r is not closed under multiplication, the
orientation of E−r determines the sign of 〈w,m(w)〉 ∈ ]−1,1[ for w ∈ U . We choose it so that
〈w,m(w)〉 0, and thereby θ  π2 .
Proposition 6.17. Suppose p = {(α,4), [r,1], [−r,2]}, with α ∈ ]0,π[ and r = ±1, and let L˜1 =
{0} × ]0, π2 [ × {−1} and L˜2 = ]0, π2 [ × [0,π] × {1}. Then⎧⎪⎨
⎪⎩S−1
⎛
⎜⎝
r
−rI2
Rα
Rα
⎞
⎟⎠S ∣∣∣ S =
⎛
⎜⎝
I2
Rθ
Rφ
t
⎞
⎟⎠
⎫⎪⎬
⎪⎭
(θ,φ,t)∈L˜1∪L˜2
∪˙
⎧⎪⎨
⎪⎩
⎛
⎜⎝
r
−rI2
Rsα
Rtα
⎞
⎟⎠
⎫⎪⎬
⎪⎭
(s,t)∈{(1,1),(1,−1)}
is a transversal for Op/Aut(π).
As the very last case, we consider endomorphisms of type (6 | 1). Let T ∈ O(V ) with
p(T ) = {(α,6), [r,1]}, α ∈ ]0,π[ and r = ±1. Let x ∈ Er be a unit vector. Now Lx |Sα is a ro-
tation in Sα with angle π2 . The representation (Lx |Sα , T |Sα ) decomposes as the sum of either
one 2-dimensional and one 4-dimensional irreducible subrepresentation, or three 2-dimensional
ones. In the first case, choose u = ±x such that the 2-dimensional subrepresentation is iso-
morphic to (Rπ
2
,Rα). In the second case we have (Lx |Sα , T |Sα )  (Rπ2 ,Rs1α) ⊕ (Rπ2 ,Rs2α) ⊕
(Rπ
2
,Rs3α), where sj = ±1, j ∈ 3 and s1  s2  s3. Again by choosing u = ±x appropriately,
we get (Lu|Sα , T |Sα )  (Rπ2 ,Rα)⊕ (Rπ2 ,Rα)⊕ (Rπ2 ,Rt ′α) where t ′ = ±1.
In both of the above cases, there exists a subspace U ⊂ V such that (Lu|U ,T |U)  (Rπ2 ,Rα).
This situation is almost completely analogous to the first and second cases in the treatment of type
(4,2 | 1) (the first case here corresponds to the second there, and vice versa). Proceeding along
the same lines, we obtain the following solution to the normal form problem for the Aut(π)-
action on Op(V ).
Proposition 6.18. Let p = {(α,6), [r,1]}. A transversal for Op/Aut(π) is given by⎧⎪⎨
⎪⎩S−1
⎛
⎜⎝
r
Rα
Rα
Rα
⎞
⎟⎠S ∣∣∣ S =
(
I4
Rφ
−1
)⎫⎪⎬
⎪⎭
φ∈]0,π[
∪˙
⎧⎪⎨
⎪⎩
⎛
⎜⎝
r
Rα
Rα
Rtα
⎞
⎟⎠
⎫⎪⎬
⎪⎭
t∈{1,−1}
.
7. A note of correction
Lemma 3.10 in [9] is not correct in a strict interpretation. Although in the second case, the
Cayley triple c indeed can be chosen such that the angles α, β , θ and φ satisfy the conditions
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if θ = 0 or φ = 0, then (uv)z ∈ Eν , which by Lemma 3.11 means that dim r−1(Eμ) = 2, and
thus the defining condition for the second case is not satisfied. Instead, Lemma 3.10 should be
replaced by the following corrected version:
Lemma 3.10. The triple c ∈ C can be chosen such that either
1. α,β, θ ∈ ]0, π2 [, φ ∈ ]0,π[ or
2. α,β, θ ∈ ]0, π2 ], π2 ∈ {α,β, θ}, φ ∈ ]0, π2 ].
In this presentation, the tuple (α,β, θ,φ) is uniquely determined by δ. Conversely, every such
tuple arises from some δ ∈ Symp for which dim r−1(Eμ) = 1 and r(Eκ ) ⊂ Eμ.
In accordance, the set L2 defined after Lemma 3.10 should be replaced by the set of angles
(α,β, θ,φ) ∈ R4 described in the corrected lemma, i.e., by the set
L2 =
{
(α,β, θ,φ) ∈
]
0,
π
2
]3
× ]0,π[
∣∣∣ π2 ∈ {α,β, θ} ⇒ φ  π2
}
.
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