A theory of the free induction signal from biexcitons and bound excitons is presented. The simultaneous existence of the exciton continuum and a bound state is shown to result in a new type of time dependence of the free induction. The optically detected signal increases in time and oscillates with increasing amplitude until damped by radiative or dephasing processes. Radiative decay is anomalously fast and can result in strong picosecond pulses.
I. INTRODUCTION
considered as noninteracting particles, and the problem can be reduced to the dynamics of an exciton molecule in external fields. Even a simple four-level biexciton energy scheme 16, 17 turned out to be very successful. In the framework of this scheme the biexciton continuum is substituted by a single two-exciton state. The four-level scheme allowed one to explain the existence of beats, having a period of inverse biexciton binding energy, in different nonlinear phenomena. More recently, Wang et al. 8 have discussed the effect of the biexciton continuum on initial biexciton transients. These authors neglected the exciton-exciton interaction in the biexciton continuum and investigated quantum evolution of the relative momentum of two excitons in a molecule. Our paper is related to the approach advanced in Refs. 16,17, and 8. Developing a theory that allows for a consistent account of the biexciton continuum and the exciton-exciton interaction is the main objective of the paper. We show that the interaction of excitons and their dynamics are of critical importance for biexciton transients.
Our results are primary developed for an exciton in the field of a defect. This problem is of intrinsic importance and is actively studied. Fast early-time evolution of the Rayleigh signal from inhomogeneously broadened exciton levels was recently investigated both theoretically and experimentally.
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The traditional approach to quantum beats is based on the energy spectrum comprising few, usually two, discrete energy levels. This approach can be applied to beats between heavy-and light-hole excitons because of the momentum conservation and absence of the interaction between these excitons. However, the biexciton and bound exciton problems are more involved. Indeed, energy spectra of these systems include the two-exciton and single-exciton continuum, respectively. For example, for a two-exciton system it is the exciton-exciton interaction that supports the two-photon coherence, and the lower part of the continuum with the width of about several biexciton binding energies, ε b , contributes to the coherent polarization along with the bound biexciton state. In addition to the theoretical arguments, the experimental data provide weighty, although indirect, evidence of the role of the two-exciton continuum. Indeed, it was shown 16 that the four-level biexciton energy scheme can be brought into agreement with experimental data only if the enhance-ment factor typical of giant oscillator strengths 19-21 is invoked. Therefore, frequencies of allowed transitions are distributed continuously and the spread of the frequencies is about ε b . Naive consideration suggests that such an energy spectrum should result in beats having a frequency of about ε b and showing fast nondissipative decay because of accumulating phase differences between different modes. It turns out that the actual physical picture is quite different.
In this paper we present an exact solution for a free induction signal excited by a singleside exponential pulse, t < 0, in a nondissipative system with a biexciton nonlinearity. This signal can be observed, e.g., as a resonance fluorescence at positive times, t > 0. The special shape of the pulse simplifies calculations but does not influence the basic results.
The contribution of the two-exciton continuum is consistently taken into account. 22 With such an approach, free induction, i.e., free oscillations of a two-exciton wave function Ψ(t)
for t > 0, includes two modes. There exists a beating mode describing undamped beats whose frequency is equal to ε b . Damping of this mode is controlled by the mechanisms other than the exciton dispersion (radiative decay, dephasing, polariton effects, etc.). There exists also a growing mode whose amplitude increases linearly with time t and whose carrier frequency equals the energy of the bottom of the two-exciton continuum. The growing mode is inherent in interacting systems possessing a continuous spectrum. It is the inflation in a real space of the wave packet created by the pulse that manifests itself in this mode.
The packet is termed an inflating antenna in what follows. The two modes result in an optically detected free induction signal that (i) increases with t, (ii) has monotonic and oscillating parts, and (iii) results in ultrafast radiative decay. The same modes exist for excitons bound to impurities. Both modes originate from the analytical structure of the twoexciton Green function, which is specific for Hamiltonians with a continuous spectrum and violated momentum conservation. We expect that these modes contribute also to different nonlinear processes, including multiple-impulse processes, and that the developed technique is of general applicability.
II. BOUND EXCITONS: GENERAL FORMALISM
To make clear the basic idea and account rigorously for analytical properties of the exciton Green functions, we develop an exactly soluble model. To this end we neglect polariton effects, 23 which will be briefly discussed in Sec. V, and dephasing. We also neglect the dependence of the scattering amplitude on the light polarization because it is sensitive to the band structure, geometry, etc. 10, 24 Excitons are considered stable particles without internal degrees of freedom. It is convenient to start with the bound exciton problem.
The free induction signal from bound excitons can be found in the framework of the linear response approach. Therefore, the specific spectral properties of the inflating antenna can be completely disentangled from nonlinear phenomena.
If the electromagnetic wave,
is incident upon a crystal at −∞ < t < 0, the exciton wave function Ψ q (q ′ , t = 0) can be calculated as a linear response to this perturbation. Free evolution of Ψ q (q ′ , t = 0) determines the wave function Ψ q (q ′ , t) at any instant t, t > 0:
Here Ψ q (q ′ , t) and ψ j (q ′ ) are, respectively, time-dependent and stationary exciton wave functions in the momentum representation. The subscript j ≥ 1 numerates single-exciton states, bound and free ones. The ground-state energy of the crystal is chosen as the origin, E 0 = 0; = 1. The coefficient M is the matrix element, per unit cell, of the perturbation produced by the field E q (r, t), and v is the unit cell volume. The momenta q and q ′ , which are of importance for optical experiments, are small and will be neglected in the final results.
Equation (2) does not take into account the radiative decay of the wave packet. The role of this process will be discussed in Sec. III below.
The amplitude A q ′ q (t) describes free precession of Ψ q (q ′ , t) for positive times. For t = 0, A q ′ q (t = 0) coincides with the retarded exciton Green function
if the argument ω is substituted by ω + iα. For arbitraty t, functions A q ′ q (t) and G q ′ q (ω) are related by the equation
Equation (4) can be checked by employing Eq. (3), closing the integration path in the lower complex half-plane, and calculating residues in the poles of
Subsequent transformations of A q ′ q (t) are based on the introduction of the scattering
where
is a free-exciton Green function. Only the second term of Eq. (5) contributes to A q ′ q (t) for q ′ = q and will be retained below. It is an important property of this term that it includes a product of two G 0 functions. Their poles nearly coincide for q ≈ q ′ . This property strongly influences the subsequent results. It is convenient to split the scattering operatorT into two terms aŝ
whereT ∞ =T (ω = ∞). The function T′ (ω) is analytical in the upper half-plane, hence, the following Lehmann representation 26 holds for it
whereT ′′ (ω) = Im{T (ω)}. Sustituting Eqs. (5) - (7) into Eq. (4) and performing integration over ω ′ by closing the integration path in the lower half-plane, one gets after some algebra
Equation (8) provides an exact expression for the exciton wave function in the momentum representation. The wave function in the coordinate representation can be found by the Fourier transformation in the variable q ′ . This transformation can be performed only numerically and depends on the exciton dispersion law and the interaction potential between the exciton and the impurity. However, for optical applications this transformation is not needed. The photon scattering amplitude is completely determined by the amplitude A q ′ q (t)
in the small q and q ′ region. Under these conditions the energies ε(q) and ε(q ′ ) are nearly equal. For q ′ , q → 0 both the numerator and denominator vanish and Eq. (8) takes the form
Here ε = ε(0) is the energy of long-wave-length excitons, and A(t), T ∞ , and T ′′ (ω ′ ) are the limits of A q ′ q (t), (T ∞ ) q ′ q , and T q ′ q (ω), respectively, for q, q ′ → 0. Equation (9) is the final equation for the time-dependent amplitude A(t). It is completely determined by T ∞ and the imaginary part of the operatorT (ω).
III. FREE INDUCTION SIGNAL
Equation (9) determines the time dependence of the free induction signal. Two basic properties of this equation follow from general arguments.
First, the derivatives d/dε result in a contribution to A(t) proportional to t exp(−iεt).
This property is obvious as applied to the first and third terms of Eq. (9). A similar contribution from the second term can be found by using the identity d(ω
′ and transforming the integral by parts. The term in the amplitude A(t)
increasing with t will be termed below as the growing mode. amplitude. It is remarkable that the oscillations remain undamped despite the fact that ε belongs to a continuous spectrum. The scillating contribution to A(ω) will be termed the beating mode.
The scattering operatorT (ω) can be easily found for a Frenkel exciton when the impurity potential is described by a degenerate perturbation U mn = Uδ m0 δ 0n , U < 0. 29 Here m and n denote sites, and the impurity resides at the site m = n = 0. Under these conditions T q ′ q (ω) does not depend on the momenta q and q ′ and equals
where G 0 (ω) denotes the free Green function G 0 q (ω) integrated over the momentum q, and ρ(ω) is the density of states inside the exciton band. It is easily seen that T ∞ = U. Binding energy ε b is related to the potential U by the equation
where E B is the bandwidth, and the integral in Eq. (9) can be performed. Finally
The amplitude A(t) is shown in Fig. 1 for three values of ω. Both the linear-in-t growth and the oscillations with a time-independent amplitude are distinctly seen in the asymptotic
b . Actually, they are seen even for small values of t > 0, but the shape of the first oscillation is somewhat distorted. The data for a 3D system with a model density
2 are also shown in Fig. 1 . One can see that the dependence of
A(t) on dimensionality is rather weak. The linear-in-t growth of A(t) in the large t region
originates from the exciton dynamics. It disappears in the E B → 0 limit when the exciton effective mass tends to infinity.
Therefore, after a short transient the growing and beating modes dominate the amplitude A(t). The optically detected free induction signal I(t) is related to the zero-momentum component of the wave function, I(t) ∝ |Ψ 0 (0, t)| 2 . In the asymptotic region
where b and φ are real parameters, and I(t) obeys the following law:
Interference of the two modes results in an unusual shape of the signal I(t). It consists of the monotonic and oscillatory contributions, and both of them growing (rather than decaying) with t.
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Figure 1 displays the typical shape of the response A(t).
It is instructive to consider also a special case when a spectrally narrow pulse is in resonance with the bound-exciton state. The data are shown in Fig. 2 . For t ≪ α −1 the amplitude |A(t)| is nearly constant and describes a bound exciton. As t increases, the admixture of the continuum grows and the shape of the amplitude described by Eq. (12), linear growth and strong undamped oscillations, sets in for t > ∼ 3α −1 . If the pulse is out of resonance with the bound exciton, the shape of the response similar to that of Fig. 1 is recovered.
The above theory does not take into account the radiative decay of the exciton wave packet. It is this approximation that results in the unlimited increase in the amplitude A(t), Eq. (12). If one neglects the oscillating part of Eq. (13), the radiative lifetime τ R (t) decreases with t as τ R (t) ∝ t −2 . This rapid increase in the emission probability implies a nonLorentzian shape of the emission signal and establishes the applicability limit for Eq. (13) . A rigorous approach should include a generalization of the Weisskopf-Wigner theory as applied to the exciton antenna. We restrict ourselves to a phenomenological approach, which allows us to estimate the duration of the emitted pulse.
One can infer from Fig. 1 that if α ∼ ε b and the carrier frequency ω of the exciting pulse is not far from the exciton band bottom ε, the radiative lifetime τ R (t) can be evaluated as
where the coefficient β ∼ 1. The wave packet size at t = 0 is approximately equal to the bound-exciton radius, hence, τ 0 R can be estimated as the bound-exciton radiative lifetime. Since a single light quantum should be radiated in the emitted pulse, the duration τ em of this pulse can be estimated from the equation
Equations (14) and (15) result in the following formula for τ em
which is correct with the accuracy to a numerical factor, which hopefully is approximately equal to unity. The number of oscillations within the emitted pulse is
It is remarkable that, as distinct from the radiative lifetimes of atomic systems, τ em is proportional to c rather than to c 3 ; here c is the speed of light. This observation implies that τ em is shorter than the atomic radiative lifetimes by the factor (1/137) 2 , i.e., τ em ∼ 10 In all of the above a somewhat artificial shape of the exciting pulse, Eq. (1), was used.
Nevertheless, the results are quite general. Indeed, the theory is linear in E q (r, t), and a single-side exponential pulse can be considered as a Laplace component of a real pulse. Therefore, the free induction signal generated by an arbitrary pulse can be found by integration of Eq. (9) over α with a corresponding weighting factor. This integration does not change the general shape of the signal. The effect of smearing the sharply pointed pulse edge can be evaluated in a somewhat different way. If the termination points t 0 of exponential pulses are distributed according the Gaussian law (γ/ √ π) exp(−γ 2 t 0 2 ), the first term in Eq. (12) remains unchanged, while the second term acquires the factor exp(−ε b 2 /4γ 2 ). If
, this factor results in the renormalization of the coefficient b by a factor of about unity. It is of importance that the shape of the exciting pulse enters into the theory only as the initial condition, while the exotic behavior of the signal established above originates from the free evolution of the wave packet in the field of a defect.
IV. FREE INDUCTION FROM BIEXCITONS
In this section we generalize the above results for biexcitons. There exist two processes that result in optical production of biexcitons. 7, 20, 21, 31 The first process is two-step absorption with an exciton level as a real intermediate state. In this process an exciton produced at the first step acts as an "impurity." All above results are applicable to this process without any serious changes. The second process is two-phonon absorption from the ground state.
The theory of this process is more cumbersome than for impurity absorption. Nevertheless, the final results are nearly identical.
Biexciton eigenfunctions can be written in the operator form as
where ψ † K/2±k are exciton creation operators, and K is the center-of-mass momentum of a biexciton. Functions ψ j (k) are biexciton eigenfunctions in the momentum representation.
The wave function of a biexciton wave packet at positive times can be found in the second order of the perturbation theory in the field E q (r, t), Eq. (1). In the momentum representation, the wave function of the biexciton wave packet with a total momentum K = 2q
Here E j are energy levels of a two-exciton system, and V is the normalization volume. If biexcitons are excited by two light beams with momenta q 1 and q 2 , functionψ j (0) in Eq. (19) should be substituted byψ j ((q 1 − q 2 )/2).
Equation ( for a 3D continual system has the form
Here m is the exciton mass, and √ Ω + i0 has a positive imaginary part. Biexcitons exist when T (Ω) has a pole, i.e., for a > 0; the scattering length a equals a = (2mε b ) −1/2 , where ε b is the biexciton binding energy. Similarly to T (ω) of Eq. (11), the operator T (Ω) of Eq. (20) does not depend on momenta. Finally, A(t) shows actually the same behavior as for bound excitons.
One can infer from Eq. (18) that the quantum state Ψ q decays into two photons with momenta K/2 ± k. Intensity of the free induction signal is proportional to
Eq. (13) describes the optically detected signal.
Therefore, the existence of the growing and beating modes in the free induction amplitude is a common property of biexcitons and bound excitons. 32 Estimates for the pulse duration, τ em , derived in Sec. III for bound excitons, are also applicable to biexcitons.
V. DISCUSSION
In this paper a theory of transients for biexcitons (bound excitons) is developed. It is a distinctive feature of the theory that the continuous spectrum and the exciton-exciton (exciton-impurity) interaction were consistently taken into account. Equation (9) for the amplitude A(t) and the asymptotic expansion, Eq. (12), were found by exact solution of a well-established model. These equations reveal the behavior of the free induction signal described in Sec. III. The theory is reliable while time t is small as compared with the duration of the emitted pulse, t < τ em . Under these conditions the theory describes the basic dynamics of exciton wave packets. The larger the number of oscillations inside the emitted pulse, N, the wider the applicability region of the theory.
It is the main restriction of the theory that the radiative decay of wave packets was taken into account in a phenomenological way. Numerical coefficients in Eqs. (16) and (17) for τ em and N, respectively, were evaluated only approximately. Actually, the values of these coefficients depend on the number of parameters (carrier frequency of the exciting pulse, its spectral width, etc.). Therefore, the above restriction does not influence the specific predictions of the theory, but impedes establishing rigorous criteria of its applicability.
The problem of the radiative decay is also closely related to the polariton concept. It is known that in 3D polariton effects do not change the results critically if the longitudinaltransverse splitting, ∆ lt , and the size of the coherence region are small in comparison with ε b and the light wavelength λ, respectively. We do not know of any experimental data on the gigantic oscillator strengths of bound excitons that reveal deviations from the elementary theory 19 neglecting polariton effects. Apparently, the polariton theory 33 of this effect has never been applied for treating experimental data. Polariton theory of the biexciton spectra was also devoloped, 34, 35 and it was only recently that the detection of the polariton contribution to the giant two-photon biexciton absorption in CuCl has been claimed. 35 The polariton contribution to the inflating antenna theory should become of critical importance for large values of t when the size of the antenna, d(t), approaches λ. Apparently, the criteria d(t) < λ and t < τ em impose similar restrictions on t. Therefore, a consistent theory of the radiative decay of the inflating antenna should be based on the polariton concept.
The role of polaritons depends on dimensionality, and in lower dimensionalities their effect increases. 36 For such systems the application on the polariton concept might be of special importance.
In conclusion, the coexistence of the continuous spectrum and a bound state results in growing and beating modes in the free induction signal following the exciting pulse, for both biexcitons and bound excitons. The duration of the free induction signal is controlled by the radiative decay rate and dephasing. If the first mechanism dominates, the signal is emitted as a short burst and the radiative yield is close to unity.
27 There exist also dimensionality dependent logarithmic corrections to the growing mode.
They originate from the integration near ω ′ = ε in Eq. (9). We will not discuss these corrections here. 
