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Abstract. The recent progress on capsule networks by Hinton et al. has
generated considerable excitement in the machine learning community.
The idea behind a capsule is inspired by a cortical minicolumn in the
brain, whereby a vertically organised group of around 100 neurons receive
common inputs, have common outputs, are interconnected, and may well
constitute a fundamental computation unit of the cerebral cortex. How-
ever, Hinton’s paper on “Matrix Capsule with EM Routing” was unfortu-
nately not accompanied by a release of source code, which left interested
researchers attempting to implement the architecture and reproduce the
benchmarks on their own. This has certainly slowed the progress of re-
search building on this work. While writing our own implementation, we
noticed several common mistakes in other open source implementations
that we came across. In this paper we share some of these learnings,
specifically focusing on three implementation pitfalls and how to avoid
them: (1) parent capsules with only one child; (2) normalising the amount
of data assigned to parent capsules; (3) parent capsules at different posi-
tions compete for child capsules. While our implementation is a consider-
able improvement over currently available implementations, it still falls
slightly short of the performance reported by Hinton et al. (2018). The
source code for this implementation is available on GitHub at the follow-
ing URL: https://github.com/IBM/matrix-capsules-with-em-routing.
Keywords: Capsules, EM routing, Hinton, CNN.
1 Introduction
Geoffrey Hinton has been talking about “capsule networks” for a long time, so
when his team published their recent progress on this topic, it naturally created
quite a stir in the machine learning community. The idea behind a capsule is
inspired by a cortical minicolumn in the brain, whereby a vertically organised
group of around 100 neurons receive common inputs, have common outputs, are
interconnected, and may well constitute a fundamental computation unit of the
cerebral cortex [2]. In the context of machine learning, a capsule is a group of
neurons whose outputs represents not only the probability that an entity exists,
but also different properties of the same entity. Capsules may encode information
such as orientation, scale, velocity, and colour. Layers in a capsule network learn
to assemble these entities to form parts of a larger whole.
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In computer graphics, a scene is represented in abstract form comprising
objects and their corresponding instantiation parameters (e.g. x, y location, and
angle). A rendering function then converts this abstract representation into an
image. Hinton argues that the brain does ‘inverse graphics’ [3], which essentially
means deconstructing visual information received by the eyes into a hierarchical
representation of the world, and then trying to match it with already learned
patterns and relationships stored by the brain. A capsule network is basically a
neural network that tries to perform inverse graphics.
Hinton et al. [4] first introduced the concept of capsule networks in 2011 when
they used a transformation matrix in a “transforming auto-encoder” that learned
to transform a stereo pair of images into a stereo pair from a slightly different
viewpoint. But it was only towards the end of 2017 that Sabour et al. [13] pub-
lished a capsule network architecture featuring dynamic routing-by-agreement
that managed to reach state-of-the-art performance on MNIST [9], and consider-
ably better results than CNNs on MultiMNIST [13] (a variant with overlapping
pairs of different digits). Then in 2018, Hinton et al. [6] published “Matrix Cap-
sules with EM Routing” to address some of the deficiencies of Sabour et al. [13],
and reported a reduction in the test error on smallNORB [10] of 45% compared
to state-of-the-art.
The matrix capsule version of a capsule network is described as follows [6]:
“each capsule has a logistic unit to represent the presence of an entity and a
4x4 matrix which could learn to represent the relationship between that entity
and the viewer (the pose). A capsule in one layer votes for the pose matrix of
many different capsules in the layer above by multiplying its own pose matrix by
trainable viewpoint-invariant transformation matrices that could learn to repre-
sent part-whole relationships. Each of these votes is weighted by an assignment
coefficient. These coefficients are iteratively updated for each image using the
Expectation-Maximization algorithm such that the output of each capsule is
routed to a capsule in the layer above that receives a cluster of similar votes.”
Sabour et al. [13] made their code for “Dynamic Routing between Capsules”
available on GitHub [12], but unfortunately Hinton et al. [6] did not do the
same for “Matrix Capsules with EM Routing”, which may somewhat explain
the slower progress in research building on this work. While implementing this
work ourselves, we noticed several common mistakes in other implementations
that we came across, and also discovered a couple of pitfalls which may prevent
the network from operating as intended.
In this paper we share some of these learnings, specifically focusing on three
implementation pitfalls and how to avoid them: (1) parent capsules with only
one child; (2) normalising the amount of data assigned to parent capsules; (3)
parent capsules at different positions compete for child capsules.
To make this paper slightly easier to consume for readers not entirely familiar
the work, we try to simplify the terminology where possible, for example we use
the terms “child capsules” to represent capsules in lower layer L, and “parent
capsules” to represent capsules in higher layer L ` 1. However, we do assume
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that the reader is already familiar with Hinton’s paper [6], which is necessary in
order to understand the discussion on the pitfalls that follows below.
2 Understanding and Avoiding Pitfalls
2.1 Parent Capsules with Only One Child
The EM routing algorithm is a form of cluster finding which iteratively adjusts
the assignment probabilities between child capsules and parent capsules. Fig. 1
illustrates this process: at the start of EM routing, the output of each child
capsule is evenly distributed to all of the parent capsules. As the EM algorithm
proceeds, the affinity of parent capsules for particular child capsules increases,
and eventually each child capsule may contribute to only one parent capsule.
This phenomenon does not cause a problem if each parent capsule comprises
multiple child capsules, however the situation may arise whereby a parent capsule
comprises only one child capsule. This situation is similar to a clustering scenario
whereby a cluster has only one data point. Since the EM routing algorithm fits a
Gaussian distribution to each of the parent capsules, it is necessary to calculate
the mean µhj and variance pσhj q2 of each parent capsule. If the parent capsule
comprises only one child capsule, then the variance of the parent capsule is 0.
This causes numerical instability when calculating the activation cost in Eq (1),
as logpσhj q is undefined at σhj “ 0. Furthermore, a Gaussian distribution with a
variance of 0 is the unit impulse centered at the mean µhj , so pjpµhj q “ 8 which
causes numerical overflow.
costh Ð `βu ` logpσhj q˘ÿ
i
Rij (1)
.5 .5 .5.5
Iteration 1
.7 .3 .8.2
Iteration 2
1 0 10
Iteration 3
Parent 
Capsules
Child 
Capsules
Fig. 1. Illustration of assignment probabilities between two capsule layers over three
iterations of EM routing. At iteration 3 each parent capsule receives input from only
one child capsule.
This problem of parent capsules having only one child capsule occurs more
frequently as the number of routing iterations increases, whereby the assignment
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probabilities tend to either 0 or 1. In our experiments with the smaller capsule
network configuration of A “ 64, B “ 8, C “ D “ 16, the problem did not
occur during training with one or two iterations, but occurred consistently for
iteratations ě 3.
Furthermore, the occurrence of this problem also depends on the ratio of child
capsules to parent capsules. If the ratio is high, meaning many child capsules
feeding fewer parent capsules, then the problem only occurs at higher routing
iterations. Whereas, if the ratio is low and approaches 1:1, or even lower (i.e.
more parent capsules than child capsules), then the problem starts occurring at
a lower number of routing iterations.
To address this problem in our implementation, we impose a lower bound on
the variance pσhj q2 by adding  “ 10´4.
2.2 Normalising the Amount of Data Assigned to Parent Capsules
In Eq (1) computing the activation cost,
ř
iRij is the amount of data assigned
to parent capsule j from all child capsules.
For the convolutional capsule layers, each child capsule within the kernel
feeds to one spatial location in the parent layer containing O types of capsules.
If all child capsules within a convolutional kernel assign their data to only one
parent capsule type, then the maximum data that a parent capsule can receive
is give by:
max data “ K ˆK ˆ I (2)
where K is the kernel size, and I is the number of input capsule types.
The mean data received by parent capsules (assuming that all child capsules
are active) is the total number of child capsules divided by the total number of
parent capsules:
mean data “ child W ˆ child H ˆ I
parent W ˆ parent H ˆO (3)
where W and H denote the spatial width and height of the tensors containing
the capsules, and O is the number of output capsule types.
For the final output layer denoted class caps, the spatial dimensions of the
child tensor is flattened such that the child capsules are fully connected to the
class capsules.
Table 1 shows a summary of the layers in the smaller capsule network con-
figuration. For capsule layers connected with EM routing, the maximum and
mean assignment data is calculated with equations (2) and (3). The mean as-
signment data is similar for both the conv caps1 and conv caps2 layers at 2.61
and 1.96 respectively, however notice that the mean data of the class caps layer
is «30ˆ larger at 80.0. The larger assignment data for the class caps layer occurs
since each parent capsule in this layer is fully connected to all child capsules in
conv caps2 layer. Therefore, the 5 ˆ 5 ˆ 16 “ 400 capsules in the conv caps2
layer feed to just 5 capsules in the class caps layer.
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Table 1. Summary of layers in the the smaller capsule network configuration (A “ 64,
B “ 8, C “ D “ 16) showing the maximum and mean assignment data between layers
with EM routing. K is the kernel size, S is the stride, Ch is the number of channels in a
regular convolution, I is the number of input capsule types, O is the number of output
capsule types, W and H are the spatial width and height. The Output shape shows the
dimensions of the tensor containing the activations (batch size, W, H, Ch or O); the
tensor containing the poses would have additional dimensions 4x4 for the pose matrix.
EM Rt. Data
Layer Details Output shape Max Mean
input (?, 32, 32, 1)
relu conv1 K=5, S=2, Ch=64 (?, 16, 16, 64)
primary caps K=1, S=1, Ch=8 (?, 16, 16, 8)
conv caps1 K=3, S=2, O=16 (?, 7, 7, 16) 72 2.61
conv caps2 K=3, S=1, O=16 (?, 5, 5, 16) 144 1.96
class caps flatten, O=5 (?, 1, 1, 5) 400 80.0
We now consider the effects of the large discrepancy in assignment data
between the class caps layer and the other layers. While the mean data was
calculated under the assumption that all child capsules are active (which is
unlikely), nevertheless the actual data assigned to a parent capsule
ř
iRij will
be proportional to the mean value of the layer.
Consider the computation of the parent activations from the M-step of Pro-
cedure 1 in [6]:
aj Ð logistic
˜
λ
ˆ
βa ´
ÿ
h
´
βu ` logpσhj q
¯ÿ
i
Rij
˙¸
Since βu is per capsule type and does not depend on h:
aj Ð logistic
˜
λ
ˆ
βa ´
ÿ
i
Rij
´
Hβu `
ÿ
h
logpσhj q
¯˙¸
(4)
Finally:
aj Ð logistic
˜
λβa ´ λ
ÿ
i
Rij
´
Hβu `
ÿ
h
logpσhj q
¯¸
(5)
Consider the second term in Eq 4, notice that the cost of activating a parent
capsule is scaled by the total amount of data received by that capsule
ř
iRij . In
Eq (5) the first term λβa sets the operating point on the logistic curve, and the
second term determines the perturbations about this point. If the
ř
iRij scaling
is too small, then all the output activations will not deviate from the operating
point. But if the
ř
iRij scaling is too large, then all the parent capsules will either
be fully active or inactive. The most desirable situation occurs when the input
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to the logistic function is nicely distributed over a useful range (e.g. r´5, 5s), so
the output of the logistic function is nicely distributed over the range r0, 1s.
The impact of the «30ˆ difference in assignment data is that the range of
the input to the logistic function will not be distributed over a useful range for
all capsule layers. The values βa and βv are learned discriminatively for each
layer, and can to some extent compensate for this effect. However, since βa and
βv are initialised randomly, the problem will be more pronounced at the start of
training and may prevent the network from learning.
This problem can be addressed to an extent by carefully initialising βa and
βv, which will need to be different for the class caps layer and the preceding
conv caps1 and conv caps2 layers. It will also be necessary to ensure that the λ
scaling value ensures a useful range for the input to the logistic function at every
layer. In our implementation we adopt a different approach, and instead scale
the amount of data assigned to a parent capsule přiRijq relative to the mean
data in a particular layer (see Table 1 for scaling values). We find this approach
to be more robust to the initial values of βa and βv.
2.3 Parent Capsules at Different Positions Compete for Child
Capsules
Consider the case of a 1D convolutional capsule layer, with a kernel size of 3 and
a stride of 1, and where both child and parent layers contain only 1 capsule type.
In the M-step shown in Fig. 2, the kernel slides over the child capsules resulting
in each parent receiving votes from 3 child capsules. In the E-step, child capsules
towards the edges receive feedback from fewer parent capsules, while capsules
towards the center receive feedback from up to K parent capsules. In the example
of Fig. 2, tC1, C5u receive feedback from one parent capsule each, tC2, C4u each
receive feedback from two parent capsules, and tC3u receives feedback from three
parent capsules.
It is clear from Fig. 2 that child capsules receive feedback from parent capsules
at different spatial positions, and therefore these parent capsules must compete
for the vote of the child capsule. The competition happens in the update of
the assignment probabilities in the E-step, where we normalise across all parent
capsules competing for a particular child capsule. This point was further clarified
by the paper authors in response to a question on OpenReview.net [1].
We reviewed several open source implementations on GitHub, and found
that incorrect normalisation in the E-step is a common mistake. In particular,
the implementations normalise only across parent capsule types, and not across
parent capsule positions. This has the unintended effect of preventing parent
capsules at different positions from competing for child capsules. The correct
method is to normalise across all parent capsules that receive input from a
particular child capsule, which will include normalising across parent capsule
types and parent capsule positions.
We found this important detail somewhat tricky to implement, so we describe
our implementation below.
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Child 
Capsules𝐶"
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Parent 
Capsules
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Capsules
Fig. 2. Connectivity between parent capsules and child capsules resulting from 1D
convolution with a kernel size of 3 and a stride of 1. In the M-step, all parent capsules
receive input from 3 child capsules; in E-step, child capsules towards the edges re-
ceive feedback from fewer parent capsules, while capsules at towards the center receive
feedback from up to 3 parent capsules.
With reference to Fig. 3, the first step in computing the votes is tiling the
child capsules according to the convolution kernel. The subsequent mapping
between child capsules and parent capsules is stored a 2D binary matrix called
the spatial routing map. The tiled representation is then multiplied by a tensor
containing K transformation matrices (3 in our example), which are learned
discriminatively with backpropagation during training. The tiled child capsules
at each spatial location are multiplied by the same transformation matrices. The
votes are then scaled by the corresponding assignment probabilities Rij and used
in the M-step to compute the mean µj , standard deviation σj , and activation aj
of each parent capsule.
Our implementation of the E-step is shown in Fig. 4. The probability density
pij of vote Vij is computed from the Gaussian distribution of parent capsule
Pj . The probability densities are then converted to sparse representation using
the spatial routing map that was stored during the convolution operation. In the
sparse representation the probability densities of each child capsule are aligned in
one column, thereby enabling us to normalise over all parent capsules competing
for a child capsule Ci.
Extending from 1D to 2D Convolution The above description of our im-
plementation refers to the case of 1D capsule convolution, with a stride of 1. In
order to extend to 2D convolution, we unroll the spatial dimension of the child
capsules and parent capsules. Fig. 5 shows an example of the spatial routing map
produced from 2D capsule convolution with a 3x3 kernel and of stride 2. The
rows of the spatial routing map correspond to parent capsules, and the columns
correspond to child capsules.
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𝐶"𝐶#𝐶$𝐶%
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Capsules
Child 
Capsules
𝐶# 𝐶"𝐶' 𝐶$𝐶# 𝐶%𝐶"
𝐶'
𝐶"𝐶$ 𝑅)#
𝑅)'
𝑅)"
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Probabilities 𝜇',𝜎',𝑎'𝜇#, 𝜎#,𝑎#𝜇", 𝜎",𝑎"𝑇"𝑇' 𝑇#
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Transformation
Matrices
1 11 1 11 1 11
0
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0Spatial Routing 
Map
Child Capsules 
Tiled
Fig. 3. Votes are computed by tiling the child capsules feeding to each parent capsule,
and multiplying by the transformation matrix. The spatial routing map is a binary
matrix which stores the spatial connectivity between child capsules and parent capsules
resulting from the convolution operation. Vij denotes the vote from child capsule i to
parent capsule j. The votes are scaled by the corresponding assignment probabilities
Rij and used in the M-step to calculate the mean µj , standard deviation σj , and
activation aj of each parent capsule.
𝐶"
𝐶#𝐶$𝐶%𝐶&
𝑃$𝑃"𝑃#
Parent 
Capsules
Child 
Capsules
𝑝$" 𝑝#"𝑝"" 𝑝#$ 𝑝%$𝑝$$ 𝑝%# 𝑝&#𝑝##
Probability 
Density0
00 00
0 𝜇",𝜎",𝑎"𝜇$, 𝜎$,𝑎$𝜇#, 𝜎#,𝑎#
𝑝$" 𝑝#"𝑝"" 𝑝%$𝑝$$ 𝑝&#𝑝## 𝑝#$𝑝%#
1 11 1 11 1 11
0
00 00
0
Spatial Routing 
Map
Sparse Probability 
Density
Fig. 4. Feedback of parent capsules to child capsules in the E-step of EM routing (follow
diagram from right to left). pij denotes the probability density of vote Vij under the
Gaussian distribution of the parent capsule j. The spatial routing map, which stores
the spatial connectivity between child capsules and parent capsules, is used to convert
the probability densities to sparse representation thereby aligning by child capsule.
Finally, the probability densities are used to update the routing assignments Rij by
normalising over columns of the sparse representation.
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Fig. 5. Example of spatial routing map produced by 2D capsule convolution with a
3x3 kernel and stride of 2.
3 Experiments
We implement “Matrix Capsules with EM Routing” by Hinton et al. [6] in Ten-
sorFlow, and test the smaller capsule network configuration (A “ 64, B “ 8,
C “ D “ 16) on the smallNORB [10] benchmark. We follow hyperparameter
suggestions of the authors [7] and use a weight decay of 2ˆ10´7, and a learning
rate of 3ˆ 10´3 with exponential decay: decay steps “ 2000, decay rate “ 0.96.
Lambda is set as follows [5]:
λ “ 0.01 ˚ p1´ 0.95i`1q
where i is the routing iteration number (e.g. 0–2). The schedule for the increasing
the margin in the spread loss is set as follows [5]:
margin “ 0.2` 0.79 ˚ sigmoid`minp10, step{50000´ 4q˘
where step is the training step. The batch size is set to 64.
Fig. 6 shows the test accuracy of the matrix capsule model after each train-
ing epoch for 1–3 iterations of EM routing. Whereas Hinton et al. [6] report
the maximum test accuracy at 3 routing iterations, in our implementation the
maximum test accuracy of 95.4% occurs with 2 routing iterations, and with 3
iterations we record an accuracy of 93.7%.
In Table 2 we compare our implementation to other open source implementa-
tions available on GitHub. The accuracy of our implementation at 95.4% is a 3.8
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percentage point improvement on the previous best open source implementation
by Zhang (www0wwwjs1) [14] at 91.8%, however it is still below the accuracy
reported in Hinton et al. [6]. At this time, our implementation is currently the
best open source implementation available.
Table 2. Comparison of test accuracy on smallNORB dataset for different implemen-
tations of “Matrix Capsules with EM Routing” by Hinton et al. [6]. For the open source
implementations on GitHub, the test accuracy is reported as at 28/05/2019, and the
specific commit is noted in the reference.
Implementation Framework Routing iterations Test accuracy
Hinton [6] Not available 3 97.8%
yl-1993 [11] PyTorch 1 74.8%
yl-1993 [11] PyTorch 2 89.5%
yl-1993 [11] PyTorch 3 82.5%
www0wwwjs1 [14] Tensorflow 2 91.8%
Officium [8] PyTorch 3 90.9%
Ours TensorFlow 1 86.2%
Ours TensorFlow 2 95.4%
Ours TensorFlow 3 93.7%
0 100 200 300 400 500
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acc: 0.9540
epoch: 362
acc: 0.9368
epoch: 467
1 iter
1 iter (smooth)
2 iters
2 iters (smooth)
3 iters
3 iters (smooth)
Fig. 6. Test accuracy of our implementation with 1–3 iterations of EM routing after
each training epoch. Smoothed with exponentially-weighted moving window α “ 0.25.
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4 Conclusion
In this paper we discuss three common pitfalls when implementing “Matrix Cap-
sules with EM Routing” by Hinton et al., and how to avoid them. While our im-
plementation performs considerably better than other open source implementa-
tions, nevertheless it still falls slightly short of the performance reported by Hin-
ton et al. (2018). The source code for this implementation is available on GitHub
at the following URL: https://github.com/IBM/matrix-capsules-with-em-routing.
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