Abstract. A nonlinear parabolic partial differential equation model describing the behaviour of a distributed parameter fixed-bed bioreactor is studied here. Exponential stability around the steady state solution for exponentially decaying deviations in the input and disturbance are proved via abstract formulation of the model as an evolution equation and by utilizing semigroup theory and asymptotic stability of the corresponding evolution operator.
Introduction
Several different stability concepts have been developed for linear as well for nonlinear partial differential equations and the corresponding evolution operators (see, e.g., Amann [2: p. 68], Lions [14: p. 1721, and Curtain and Zwart [5: p. 215]). As compared with the stability of finite-dimensional systems we are facing more complicated situations. Even in the case of linear partial differential equations the location of the poles of the transfer function of the distributed parameter system does not determine directly the stability as is the case of finite-dimensional systems. More refined funtional-analytic and function-space tools are needed. Moreover, the variety of different partial different equation system models is larger depending, e.g. on the location of inputs and outputs, and on the corresponding operator classes defined on abstract function spaces (Banach or Hilbert spaces).
Here, we consider stability properties of solutions of a nonlinear system related to a distributed parameter fixed-bed bioreactor. The system is a infinite-dimensional one. It is governed by partial differential equations of parabolic type, i.e. they are so-called evolution equations (c.f., e.g., Tanabe [21] ).
The distributed parameter model of the system has its background in biological water treatment processes [7, 8, 13] . The goal of the process is to remove harmful nitrogen compounds from drinking water or from communal waste water. The process is modelled by two coupled partial differential equations. They describe the growth and substrate (nitrogen) consumption of certain microorganisms. These are immobilised on a fixed bed in the reactor tube. The water to be treated and which includes the substrate flows through the reactor.
The spatially one-dimensional model of the fixed-bed bioreactor consists of a pair of nonlinear partial differential equations
where the spatial variable x belongs to the interval C = (0, 1) C R and the evolving time t-belongs to the interval R4 . = (0,) (remark that by R+ the interval [0,00) is denoted). The boundary conditions applied here are due to Darickwerts [6] and they are of the form
Ox
In the equations the states u 1 u i (x,t) and u 2 = u 2 (x,t) are the concentrations of the biomass of the microorganisms and the substrate, respectively. The specific growth rate of the microorganisms (in biomass)
is due to Contois, 1959 . 'This makes system (1) nonlinear. The input'flow c is the control variable and the input substrate concentration S is a disturbance variable in the system. They are generally smooth functions of time; i.e. c = c(t) and 'S = S(t). The output function y (the measured variable) is the substrate concentration at the end of the reactor, that is, U2(1, t):
is chosen in such a way that u 10 and u 20 are the steady state solutions of problem (1) - (2) before the simulated step changes the input function e(t) and/or the the initial concentration S(t) of the substrate. In the steady state c and S are independent of time and in that case they are denoted by ë and S. Other parameters are positive. We do not list their meanings here but we refer to the contributions [7, 81, where the model and the parameters from the system-theoretic point of view are explained in more detail. Simulation studies carried out pointed out that the assumption of equally distributed concentrations on the constant cross-sectional area of the reactor tube was adequate (c.f. [17, 23] ), justifying the use of the single space variable, the scaled distance from the input of the reactor tube (the length of which is scaled equal to 1). Boundary conditions, which are different from (2), have been proposed for dispersion models of our type (c.f. [20] ), and applied in [13) .
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In Section 2 problem (1) -(3) is put into the abstract form
where A(t) is a linear unbounded operator in appropriate Banach spaces and F (t, v) is a nonlinear function. This enables us to consider the existence, stability and other issues of solutions as an application of the semigroup theory (see, e.g., [1, 2, 5, 9, 10, 18, 21] ). The existence of a positive classical global solution u = (u i , u2 ) of problem (1) -(3) such that
was proved in [11] as an application of the semigroup theory. Numerical computations for the original nonlinear system in the state space seem to support analytical stability result obtained here, not only in the spatially 1-dimensional but also in the spatially 3-dimensional case [17, 23] .
In Section 3 we show that the steady state solution of problem (1) - (3) is attractive. The proof is based on the fact that the evolution operator U(i, r) of the operator A(t) can be shown to be asymptotically stable in the relevant spaces considered here. The asymptotic stability of U(t, r) follows from the results for quasilinear parabolic equations on the interpolation-extrapolation spaces studied in detail in [2] . It is well-known that exponential stability of the solutions both in finite-dimensional and infinite-dimensional cases influences on the input-output stability of the system (cf. [51). Consequently, it is a central issue of our system study for control.
We give some preliminary notations applied here:
is the space of continuous functions on G equipped with the norm II W IIc() (= II w IIoo) = sup €l w ( x ) I . Further, L(G) (1 < p < co) is the Lebesgue space of ptIpower integrable functions f : C C and W 3P (G) (s E R, 1 $ p < oo) is the Sobolev-Slobodeckii space (see [21) .
Let A be an interval in R. Then C'(i,X) is the space of all I times continuously differentiable functions I : X, when X is a normed space. The space C P (L,X) (0 < p 1) is the space of Holder continuous functions f : X equipped with the usual norm (see, e:g., (2: p. 40]). In the product space X, x X 2 of Banach spaces X, and X2 we use the norm II( w 1, w2)IIx1xx2 = li w ilix, + 11w211x2.
Abstract formulation of the partial differential equation system
The original partial differential equation problem (1) -(3) will be converted into the abstract form
where A(t) is a linear unbounded operator and F(i, v) is quadratically bounded by v. This means that the linearized version of the original partial differential equation problem is given by
Preliminaries. Consider the problem
for x E G. Above we denoted G=(0,1) and
Occasionally we also use the notation A U ) =f(ui,u2) for u= (ui,u2) .
Throughout the paper we assume that c and S are positive C'(+)-functions and that and S are locally Lipschitz continuous. In addition we assume that Uio and u20 are positive C' (G)-functions.
Let i, and 92 be solutions of the steady state equations
for S(t) = S and c(t) = Z, for x E C, with the two-point boundary conditions
where Z = c(0). The solutions U and 12 can be computed in closed form and they have the expressions
The pair ( U 1, U2) is the equilibrium point of the dynamical system (5) - (7) when c and S S. The constants P, p, a, q are positive for the original relevant parameter values.
Remark 1.
The maximum principle for parabolic systems [19] implies the following comparison result for the solutions: Suppose that and S are positive constants such that
.). S(i)<SJ
Let Il be the steady state solution corresponding to constant values Z and S of the control c(t) and disturbance 5(t). If u 0 < Ii, then (11) This result implies especially that the solutions of problem (5) - (7) are bounded when the control c(t) and the disturbance S(t) are bounded. In fact, estimate (11) is natural from the physical viewpoint. (5) - (7) is linearized around the steady state (10). Consequently, a careful analysis for the nonlinear term f has to be carried out. Formally f can be linearized by using the decomposition
Linearization. The nonlinear problem
where the residual g(w) must have certain appropriate properties. From (8) 
Based on these calculations the following lemma, which guarantees a successful linearization, is proved. Proof of Lemma 1. Part A: Denote u ii + w. Then by using (13) Suppose that -lw1 ' + ll w2lII < inf min{i1i (x), 112 (x)} =:
zEG Then we find that
for all x E G. Hence when (19) holds, we see that
which implies that where lg(w)II i < C 411 w lI for 11 w 112 < 6 which completes the proof 1 Remark 2. Consequently, the above considerations show that the mapping f
C(G) x C(G) i-4 C(G) is differentiable in the neighbourhood of U.
Denote U (U1 , U2 ) = u -i. Substracting equations (5) - (6) and (8) - (9) 0U2 } (26)
By substituting the transformed variable v = ( V I, V2) = ( KU I ,U2 + s(t)) with k = (k 1 i) into system (26) -(28) and by making the definition -c s(t)=-1 D [c(t) -U C_(0) -
- ( t)
ñ_S(t) + Sj (29) c(t) D
we obtain the system
av1 -= (a i -kd)v I + Ka2v2 -Ka2 s(t) + Kg(v I ,v2 -s(t))
av2 a2 V2av2 5112 k 1 a 1
I ---=D----c(t)----(c(t)-ax K
-k a2 u2 + k i a2 s(t) -k i g(_v i ,v2 -S (0) + ( t) J
for tE R+, and
Define a linear operator 
A(t) C() x L(G) i -+ C() x L(G)
by ( c(t) ) 9w2 ( i o D(A(t)) = C() {w E W2 5W2 '(G) ---W (0) =0, --) = }
W2 Ow2 k1a1 kia2w2) -c(t)---
F(t,w) = (_?ca2s(t) + -w1, w2 -s(t)) K
-[c(t) -
0112
+ k i a2 s(t) -k i g(_w 1 ,w2 -s(i)) + Ox K
Then problem (28) -(32) gets the abstract form
where
u20(x) -11 2 (x) +s(0)).
J. Tervo and M. NihtjI
Stability of solutions
The evolution operator of A(t).
We use the notations and theory of 121. Let
for s E 1-1, 1] and p E (1,) be In addition we define Banach spaces
where-i-< a < 1 . The operator A(t) can be interpreted as a bounded operator
and where
A22(t) W'"(G) W'"(G) = (W''"(G))' is the operator corresponding to the antilinear form a 22 (t) W"(C)
(which follows by partial integration). For the definition of the (parabolic) evolution operator
we refer to [2: pp. 45 -47 ] . The solution v of problem (33) satisfies the (Volterra) integral equation
For this operator the following estimates are proved.
Theorem 1. There exists a constant S > 0 such that when [c]cp_(-+) < 5, where
<p < 1, then the operator A(t) has an evolution operator U(t, r) : C() x L(G) C(G) x L(G) and there exist a E (, 1] and 3 > such that for w E C(G) x W°'P(G)
and for 0 < r <t Proof of Theorem 1. We shall only outline the proof and omit many details. The proof is given in Parts A, B and C. -
Part A: Let Ao(t) = A(t)I E ( j ). It is well-known that the operator Ao(t) (t > 0)
generates an analytic semigroup on E 1 with domain E(t) (see, e.g., [1, 9, 10, 18, 21] 
) and then with the notations of [2] A 0 (t) E H(E(t),E1).
Part B: Using the relation ,c = (k 1 ) and the fact that, for w E L2 (G) x w2 2
D--(0)iJ2(0) = -c(t)w 2 (0)11J2 (0)
and 9w2 we find that, for all w E L2 (G) x W)(G),
Equation (37) immediately gives that for w € L2 (C) x W ) (G) we have the estimate
Part C: Equation (38) and Part A imply that for p = 2 
. (41) where the norms are given in Theorem 1.
3.2. Local asymptotic stability. Here we prove a result about the long-time behaviour for the solutions of problem (5) - (7). The basic idea of the proof is standard (cf., e.g., 131). However, the verification contains some special estimates which must be computed. In the proof we establish the required estimates. The proof is given in Parts A. B, and C. 
Proof. Part A: Denote V = e$ltv. Then system (33) becomes
V(0) = e 10 v0 Vo.
J
Consider the nonlinearity (t, V) = efhtF(t, e' t V). We find that (t, V) = Ka2s(t) + cg, -IC(t) -+ k i a2 s(t) -k 1 g + i(t)) g = g (e_11tVi,e_fhtV2 -S(t)
Since G = (0, 1) C R, the Sobolev inequality implies that
when -<ci. Hence due to Lemma 1 we find that there exists constants 0 < 5' < 1 and C2 > 0 such that for 11 V 113 + Il s II < 5' (c.f. Theorem 1 for the norms)
II( t , V )114 <c2 {ii v i i + e t s(t)I + e"[c(t) -+ et(t) }. (47)
Part B: We find, by adding and substracting a term in (29), that
S(t) ={c(t)_(0) -E1[S(t) -] -[c(t) -?]}. (48)
By differentiating this equality we have
I c( t ) -
U2(0) -[S(t) _3;] -[c(t) -+ { -S(t) -E-(t) -
The assumptions imply that Id, and ISI, I S P are bounded from above and that c is bounded from below by a positive constant. Hence there exist constants C3 > 0 and C4 > 0 such that
In addition, we find that II T'o 113 <5' if 61
5'
ll u o -u113 < 2max{K, 11 and
Part C: Suppose that Il VoII3 + IIIIc, < 5'. Then there exists t' > 0 such that V ( t )IIa + Il s ilco < 5' for t e (0,i'). Due to (47) and (50) -(52) we get for t E (0,t') II V ( t )113 = U(t, 0)V0 + j U(t, r)(7-, V(r)) dr 
+ e ' T s(T)I + e[c(r)
This completes the proof U
A remark on the output tracking problem
One of the specific questions in the controller design related to problem (5) - (7) is the solvability of the following output tracking problem:
For the given reference function y E C(k+) with 0 < y*(i) < 5(t) for all t E R+ find the control c = c(u,y) (sufficiently smooth) such that the output Y( t ) := u 2 (1, t) = y(t)
(i E at least approximately and/or asymptotically. Also, the stability (in appropriate spaces) of the associated closed loop system is significant in practical situations. For example, changes in S cause disturbances in the state and output of the system. In mathematical setting the producing of the prescribed reference output y(t) means the non-homogeneous boundary condition u 2 (1,0 = y(t).
From t9u = -kdul +f (ui,u2) u i (x,0) =1(x)
we can at least in theory solve the unknown u 1 , say u 1 = O(u 2 ,t). From (6) In this approach the existence and stability properties of system (61) would be interesting. The corresponding control law is given by
W2 (0, t) C=
W1 (0,t)+112(0)-s(t)
The solvability of the output tracking problem given above remains open.
