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大 橋 健　八　郎
Note　on　recuvsiuely　enumerable　degrees
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　KEMPAcHIRo　OHAsHI
　　The　main　purpose　of　this　paper　is　to　prove　the　following　propositions　1°，2°．
　　1°　Let。4　and　B　be　recursively　enumerable　sets　enumerated　by　recursive　functions∫and
9，respectively，　without　repetitions．
　　Then∠【is　recursive　in　B　if　and　only　if　there　exist　recursive　functions　F（w）　and　G（解）
which　satisfy　the　following　conditions；
（i）｛F（〃）IW≧0｝is　infinite，
（ii）　for　each’，　there　exists　at　least　one　s　such　that
　　　　　＠）ω＜’（∫（のくF（ω）→9（5）＜o（の）＆t≦5・
　　2°　Let　Bo，………，　Bm　be　non－recursive　recurgively　enumerable　sets，　and　pi（x，ツ，　X，，
……… C。Ym＿、）　be　predicates　recursive　in　sets　X，，　………，　Xm＿1　for　each歪≦〃z－1．
　　Then　there　exist　recursively　enumerable　sets∠41，一・・…，ノ1拠＿1　such　that（a）and（b）are
satisfied；
　　（a）　（x）（Ey）（P5（x，　y，11、，………，ん，ん＋2，………・4拠＿1）≠ツ∈Bのfor　each　i＜m，
　　（b）　（x）（x∈Bm≡…（Eブ）（x∈！1ゴ））．
　　The　last　proposition，　which　is　proved　with　the　help　of　the　prior五ty　method，　gives　an
alternative　proof　of　the　exlstence　theorem　by　Sacks．
　　K．G6delは（1）で次のことを示した。
　　1．すべてのrecursively　enumerab】e（今後r．　e，と略す）集合が表現可能な形式体系は決定
不可能（undecidable）である。
2．体系Σ。が決定不可能でありかつ他の体系Σに翻訳可能であれば，Σはまた決定不可能
である。
　　こxで，Σ。がΣに翻訳可能であるとは，Σ。の各式F。に対してΣの式Fを見出す有限的
に有効な（effective）方法があって，　F。がΣ。で証明可能であるとき，丁度そのときFがΣで
証明可能であるようにすることができることである。
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　多くの数学的体系が上の性質をもっていることは既に知られているが・上の結果を適用する
ことによって，第1階の述語論理内で表現される数学的体系がすべて決定不可能であることを
証明しうると予測されている。この超数学（metamathematies）上の問題eX　G6delによる数化
（G6del　numbering）を行えば，自然数の集合に関する数学的問題に翻訳される。　Post（2）はこ
れら多くの決定不可能な数学的体系に決定不可能性の程度の差があることに注目し，決定不可
能性の度合を自然数の集合間の関係としてとらえ，典型的なr．e．集合，　r㏄ursive集合，　creative
集合，simple集合，　hypersimple集合の間の性質“many・one　reducibility”・“recursive　in”を研
究した。degrees　of　recursive　unsolvability（あるいは単にdegrees）はそこで決定不可能性の
類別として提出された。
　degreeは体系を取扱う際の難易，精度の1つの目安に対応するものであるから・その階層
（hierarchy）が当時の大きな研究題目となったのは極く自然であった。
　S．C．　Kleene　and　E．　L．　Post（3），およびS．　C．　Kleene（4）はその方向に沿って多くの重要な結
果を導き出している。
　興味ある特殊なdegreesについて，　H，　Rogers（11）はそれを性格づける述語の形に注目して・
｛xiwxはrecursive｝が｛x　l　wxがcreative｝と同一のdegreeに属し，｛x　l　w・はsimple｝は｛x　l　wz
はhypersimple｝と同一のdegreeに属することを示した。（wrはr・e・集合の標準的な1つの
enumerationとする。）
　互いに比較不可能な2つのdegreesが存在することは知られていたが，“互いに比較不可能な
2っのr．e．　degreesが存在するか？”（Postの問題）という簡単ではあるが本質的な問は・
Friedberg（5），　Muchnik（6）にょって，時と方法とを殆んど同じくして，肯定的に解かれるまで未
解決のまΣ置かれた。
　そこでFriedberg等により採用された所謂priority　methodは，　Sacksが次のような多くの顕
著な結果を導き出すのに用いられることによって，広い範囲にわたって有効であることを示し
た。その中r．e．集合に関する構造上興味ある結果には次のようなものがある。（（7），（8），（9））
　1°b，cをb＜cであり，cは∂にrecursively　enumerableであるようなdegreesとするとき，
c。Uc、＝c，　c。　l　c、，　b＜c。＜c，　b＜c、＜c，更に6。，　c、は∂にrecursively　enumerableであるような
degrees　c。，　c、が存在する。
　2・non－recursive　r．　e．集合は互いに比較不可能な2っの素なr．　e．集合の和である。
　3。cがcより小さいdegreeにrecursively　enumerableであれば，　cはcより小さいdegrees
全体の集合の上限である。
　4°集合cがrecursiveである必要かつ十分な条件は，　cがすべてのnon－recursive　r．　e．集創こ
recursiveであることである。（（7），（8））
　r．e．　degreesは可附番個あることは容易に知られるが・r・e・degrees全体の集合はどのよう
な構造をもつであろうか？　それに関してえられた最も著しい結果は次のものであろう。
　5・b，cがb＜cであるようなr．　e．　degreesとすれば，　b＜d＜cであるようなr・e・degree　d
が存在する。（⑨）
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　即ちr．e．　degreesは稠密に分布している。
　r．e．　degreesについて興味ある他の性質の中演算“U”（join）についての初等的な結果は
（3）に詳細に述べられているが，その逆演算については，Yates（11）が次のような重要な結
果がえられたことを報じている。
　0＜b〈cでbUd　・一　c　tsるr．　e．　degree　dが存在すれば，常に4＝cであるようなr．　e．　degrees
b，cが存在する。
　此の小文では，上の諸結果に関連してえられたいくつかの命題を次の要領で述べる。r．　e．
degreesに関する問題を考える際，他の本質的な性質を考察する場合と同様に，　recursiveな述
語，あるいはr．e．集合のenumeration特にそのG6de1数化が主要な役割を演じ，可成り都合の
よい数化が見付かれば問題の解が簡単になる場合がある。数化についての一般論はH．Rogers
（12）に見られるが，こxでは“早さ”を中心とした問題に関連するものに限って考察する。
（§1）
　“recursive　in”なる概念は一般に可成りとらえ難く，Sacksの諸論文にも見られるように，ど
のような目的でこのような錯綜した計算を行わなければならないか一見しただけでは理解し難
い。これは簡単な概念“recursive　in”が計算する上で都合のよいように理解されていないため
であろう。
　§2に挙げたいくつかの結果は計算する際都合のよいと思われる解釈に沿ったものである。
　§3において可成り一般的であると考えられる命題を証明する。この命題の系として，r．　e．
degreesについての上記の諸結果がえられる。これはより広い範囲に適用されるようにさらに一
般化されうるが，それについては他の易所で述べるであろう。
　以下で用いられる記号は主としてS．C．　Kleene（13）によるものとする。
§1．Enumerationについて
　Aを任意のr．e．集合とすれば
　　　A＝Ae＝｛nlU（μy　T（e，n，y））＝0＆y≧0｝
であるようなeが存在するが，このようなeは唯一つとは限らない。例えばx＋n＋1－0を満
足するxを求める方程式のG6de1数をγ（n）とすれば
　　　A　・Ae＝A，eCT（n），
明らかに｛e　ee　r（n）i％≧0｝は無限集合・である。　eでAをenumerateする手続きをその段階につ
いて考察するために，A，“を次のように定義する。
　　　・4，3＝｛nlひ（μッ7てe，n，夕））謂0＆y二くs｝
再び上の考察から明らかなように各e，3に対し
　　　、4，S＝Ae／stかつA，＝lim、A，“
　　　　　　　　　　　≠lim♂、4〆3！
であるような〆，stは無限個存在する。
　さて，Aを実際にenumerateする場合，上のような支障に出会いながら，どのようなことが
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起るであろうか。
　G6de1数θで，ある自然tw　nがenumerateされると予め知られている場合は・nをenumerate
し終える（確かに有限の段階でenumerateし終える）まで計算し続ければよいが，　nがenume－
rateされるか否か予め知られていない場合は一nをenumerateしない場合は上の操作は永久
に続けられるから一有限性を保ちながらこの操作を“一様”に行なうためには，有限の段階
で区切り，その各段階sについてnがenumerateされた場合は確答がえられ操作は完了し，段
階sまでにnがenumerateされていない場合は，　nがenumerateされうるか否かの判定はs以
後の段階に委譲しなければならない。
　例えばAiをenumerateするというようないくっかの操作｛05U＝1，……，kにより，自然数
の集合Rをenumerateしようという場合，　O　iの操作を完了した後に0ゴ（i≠のの操作に移ると
いう仕方ではRは必ずしもr．e．であることを保証されないが，各04＝1，……沸を有限の段階
sまでにおさえ，しかる後に一様にsを増大して行くとき，Rはr．・e．となるようなことが屡々
ある。
　このような制限のもとで，自然数のr．e．集合Aをenumerateするとき，A，sの各sに対する
状態を調べることになるが，この場合にも他の新しい支障が生ずる。
　A，“は有限集合であるから，
　　　AeS　・＝∠A。tS！でかつ1imsAe！8≠Ae
であるようfs　etは無限個存在するが，さらに段階Sについて，　A，・“の方がAeSよりよりよく
A，に近似していることがありうる。即ち
　　　Ae8⊂Aels⊂Ae，Ae“≠ノ1〆8，
　　　　　lim，、4、！≠・4，
であるような〆が各段階Sについて存在するか否かは速断を許されない。pかもたしかに次の
定理が成立する。
定理1．すべてのG6del数化に対して，あるr．　e．集合A，（eはGδdel数）が存在して・
　任意のSに対して〆，Sノが存在し，
　　　s＜sノ＆．4，8！⊂、4〆8！⊂、4，＆ん8ノ≠．A♂8〆
かつ
　　　limsAe’≠Ae
である。
　（10）に報ぜられている結果を用いることによって証明されるが，この完全な証明は他の場
所で与えるであろう。
　G6del数化について適当な条件を加えた場合は，定理1に対して次の定理が成立する。
定理2．n個のG6del　X　ei（i〈n）に対して，sの関数疹（s）があって
　　　・4篇1，一、）⊂・4翫（，）⊂A，s＝0，1，2，……
　　　lim、亀（、）－A，　AZ，cA　i＜2　s－O・1・2・……
であれば，各Sに対して
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　　　∠4翫（s）⊂A翫かつlim・　AZ．＝A
が成立するe”が存在するようなG6del数化が存在する。
証明　Kleene（8）P．278におけるDf　12において
Df　12ce
　Dノ（z，ツ）を
　　1）（z，y）v（i）5＜in（。）D（（2）i，　y）
とし，
　　en－fl’Pie・
　　　　i＜n
とおく。
　1）をD’で置き換えて，P277－P281（（8））と全く同様に定義されたものを，すべて“ノ”をつ
けて表わすことにする。
　明らかに，すべての罪に対して
　　　｛U（PY　T，（eo，　x，y））＝OV・・…Vv　U（Ptツ　Ti（en＿、，x，y））＝O｝
　　　⇔U（μ夕T！（en，　x，の）＝0
しかも
　　lim。　A2n＝A
である。
　これは容易に次のように拡張される。
系　すべてのSに対して
　　　∠4凝，一、）⊂・4儀蛋（，）⊂A・
　　　lim，君翫（，）＝A，
かつU（Pt　y（T（et，　ei（s），y）＆y≦s））＝0で（e）（e≠ei（e）→U（iUN（T（〆，θ，夕）（Gッ≦s）＞0）で
あるようt£　etが存在すれば，
　　　・4翫（8）⊂A：x，limsAZx＝A
であるがが必ず存在するようなG6de1数化がある。
証明
　　　Tn（2，　x、，……，Xn，y）三（E，、，），，t≦Y（Ex）x＜t、，｛U（μω（T（2，　x，　w）＆”≦ツ））＝O
　　　＆Tn（x，　x　1，……，x”）ツ）VTn（z，　Xl，……，Xn，y）｝
とおく。
　z　・・　etとすれば，すべての％に対して，
　　　U（μ夕yKsT（z，　n，y））＝　Oe　U（　PtyyK8　T（ei（s），　n，ア））＝・O
が成立する。
　従ってeee　・＝　etとおけば，条件が満足される。
　　§2．　Recursively　reducibility
　AがBにrecursiveであるときを，　recursively　reducibleともいう。（14）
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r．e．集合A，　BがreCUrSiVeな関数∫，8により下のように重複なしにenUmerateされている
とする。
　　　A＝｛∫（の1η≧≧o｝，B＝ig（n）1η≧0｝，
　　　n≠m→f（n）≠：f（m），9（n）≠9（m）
　a（∫，n），　b（s，n）を次のように定義された2変数recursive関数とする。
a（・…）一o瑠拶鯛であるとき
綱一o欝獅＆9嗣であるとき
　次の定理は“recursively　reducibility”という概念を可成り取扱い易くすると思われる。
定理3．A，　BをreCUrSiVe関数∫，9で，重複なしに，，enUmerateされるr・e・集合とする・
　AがBにrecursiveであるための必要かつ十分な条件は次の条件（i），（ii）を満足するrecursive
関数F（W），G（W）が存在することである。
　（i）｛F（w）1ω≧0｝は無限である。
　（ii）各tに対して少くとも1つのsが存在して
　　　＠）Vl＜t｛！（のくF（w）→9（s）＜G（w）｝＆tf｛　s
が成立することである。
証明（a）十分性
　　）上の条件が満足されているものとする。
　nを定数とする。
　w（n）lt　n＜F（w）であるような最小の数wであると定義すれば・（i）よりそのようなwが
必ず有限の段階で見出されるから，W（n）はrecursive関数である。
　n∈Aと仮定する。
　ある適当な’に対してn＝f（のが成立しなければならない。fは重複を許さないから，この
ようなtは唯1つ存在する。
　w（n）＜tであれば，
　　　f（のくF（w（n））＆w（n）＜t
であるから，
　　　9（s）＜G（w（の）＆’≦s
であるようなSが存在しなければならない。
　　　（の（s＜u→9（tt）；｝rG（w（n））（島w（n）≦s）
であるような最小のsをS（n）とかくことにすれば，S（n）はBにrecursiveであり，　a（s（n），　n）
＝0となる。
　≠≦ω（n）のときは，W（n）≦S（n）
であるから，明らかに
　　　a（s（n），n）＝0
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即ち何れの場合も
　　　a（s（n），n）　・＝　O
となる。
　逆にa（s（n），n）＝oであれば明らかにn∈Aである。
　上のnは任意であるから，結局AはBにrecursiveとなる。
　（b）必要性
　AがBにrecursiveであると仮定する。上に定義したa（S，　n），　b（S，　n）に対して次のような
性質をもつG6del数〆が存在する。
ao（s，n）＝
U（μアT、1（llPib（8・ゴ），〆，　n，の）
　　　　ゴ＜y
　y≦s（昼T、1（llPib（8・ゴ），eノ，n，ツ）
　　　　　　ゴ＜y
　であるようなyが存在するとき
2他の’場合，
　　　lim8a（S，n）＝limsao（S，　n）
　　　　　　　n＝O，1，2，………
　これについてF。（w），G。（w）を次のように定義する。
　　　E。（w）＝μち㍉（a（w，t）≠a。（w，の）
　　　0。（w）＝”t　t　K，，，（Zt）（u＜E。（w）→PYy≦，“7’、　i（flP　i　b（｛v・　i），〆，　Zt，　y）sgt）
　　　　　　　　　　　　　　　　　　　　　i〈y
束縛変数はすべて制限されているので，E・（W），　G・＠）はrecursive関数である。
　（2）およびE。（w）の定義より明かに｛F（w）1ω≧0｝は無限である。
　今，w＜オかつノ（のくF（w）が成立すると仮定する。
　　　0＝a（t，∫（の）≠a（t－1，∫（の）
　　　＝a（w，f（の）＝a。（w，　f（t））＝＝・a。（t－1，　f（の）＝1
　従って’≦εかつg（のく0。（w）であるようなsが存在しないとすれば，
　’≦S＜stならば，　za＜G。（W）に対し
　　　μYyK、T、1（llPib（8の，et，多らy）
　　　　　　　i＜y
　　　　　＝YYyKs／T、1（Ilpib（eノ・d），e，　u，ツ）
　　　　　　　　　　iくy　　　　　　　　　　　　　　　　Lt
であるから，
　’≦5ならば
　　　a（w，f（の）＝a。（t－1，！（の）＝・・a。（s，　f（t））＝1
　一方，Iim，a。（s，　f（の）＝a（t，　f（の）＝0でなければならない。
　これは不可能であり，仮定は否定されて，’≦sかつg（のくG。（w）であるようなsが存在しな
ければならない。
　即ち，F。（w），　G。（wンは条件（ii）を満足することになり，定理は証明された。
系F（5），∫（5）が，すべてのSに対して
　　　F（s－1）≦F（s）かつlimeF（s）＝…o
であるようなrecursive関数であれば，｛f（s）1∫（s）≧F（s－1）｝はrecursive集合である。
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証明　g（S）を任意のrecursive集合Rをenumerateするrecursive関数とする。
　定理2におけるG（w）に対し，
　　　G（w）＝O　　w＝0，1，2，………
とする。
　〆（s）≧F（s－1）であるから常に
　w＜sならばf（s）⊇≧F（w）
従って，すべてのSに対して，
　　　（w）e、，〈e（f（5）＜F（w）→9（s）＜G（w））
が成りたつ。
　明らかに｛F（w）1ω≧0｝は無限であり，定理2より｛∫（s）lf（の≧F（s－1）｝はRにrecursive
である。
　reCblrsive集合1＝　reCttrsiveであるから，結局｛f（s）lf（s）≧F（s－1）｝自身がrecursive集合と
なる。
　定理3における条件（ii）の代りに
（iii）　　　　　　　（w）？11＜8（f（s）＜F（w）→9（s）〈G（w））
　　　　　s＝0，1，2，………
とおくことができれば，この定理を用いる場合の手続きは可成り簡易化されるであろう・この
ようなF（w），G（w）が見出されうるか否かは未だ知られていないが，　recursively　reducibility
の定義から，次の定理は明らかである。
定理4．r．　e．集合A，　Bに対してAがBにrecursiveである必要かつ十分な条件は，次の条件
を満足するrecursive関数ノ（S），　g（S），　F（W），　G（W）が存在することである。
（i）　　　　A＝　｛∫（5）15≧0｝　，
　　　B＝｛9（s）ls⊇≧0｝
（ii）　｛F（w）Iw≧O｝は無限集合である。
（iii）　すべてのsに対して
　　　（w），v＞e｛ノ（s）＜F（w）→9（s）＜G（w）｝
§3　r．・e．集合の存在定理
　1つのr．e．　degreeの存在が問われる場合，そのdegreeに属するr．　e．集合が満足すべき条件
は比較的簡単な性質に，還元されうることが屡々である。
　次の定理はその1つの標準的なものに関している。（より一般化された形については他の場所
で取扱う。）
定理5．B。，……，　Bmをnon・recursive　r．　e．集合，　P‘（x，　y，　X、，……，　Xm－、）を集合X、，……，
臨一、にrecursiveな述語とする。（i＜m）
　このとき次の条件を満足するr．e．集合A、，……，　Amが存在する。
（a）（X）（Ey）｛P、（X，y，ん・・，　A，，A，＋、，一・Am）≠y∈B・｝
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　　　　　　　i＜m
（b）（x）｛x∈B。‘≡≡（Ei）（x∈ん）｝
（c）ん∩Ai＝0（i≠i）
証明　f‘をB，を重複なしにenumerateするrecursive関数とし，　b‘（S，　n）を次のように定義す
る。
　　　b・（…n）－／l灘轡（胴カミ成立するとき
　a、（s，x），……，　a．（s，　x），　yi（s，　x，ツ），　P‘（s，　x，　y），　mi（s，　x），馬（s，　x）（i＜m）を
次のように定義する。
　stage　s＝0：
　　　al（0，　fm（0））＝O
　　　al（0，　x）＝＝1　x≠f－（0）のとき
　a、（0，x）＝……＝　am（O，　x）＝1，
　1）i（0，x，y）＝＝　2，　yi（0，　x，y）＝1，
　mt（0，　x）＝K5（0，　x）＝O
　　　　　（i＜m）
　priority　methodの効果を明瞭にするため
　　　al（s，　x，ツ），……，αh（s，　x，夕），
　　　yi（s，　x，ツ，2），　P，（s，　x，∠y，　z），
　　　mi（s，　x，夕），　k‘（s，　x，y）　（i＜m）
を次のように定義する。
　　　ai（0，　x，），）＝ai（0，　x），
　　　二均（0，x，ツ，　z）＝二ぬ（0，x，y），
　　　P盛（0，x，ツ，z）＝P‘（0，x，の，
　　　md（0，　x，y）・．mi（0，　x），
　　　々5（0，x，ツ）・．　k‘（0，x），　i＜m
stage　s＞0
礁鈎姫o総～1諜　　’
　　　　　　　　　　　　　　　　　　yf（s，　x，　y）＝μ，≦。〔T、1（ll（llp，、，，α・（sの），e、，　x，　y，　t）〕
　　　　　　　　　　　　　　　e・1i＜t
　このようなtが存在しないときe＃　yi（s，x，ツ）＝・s＋1とおく。
　　　　　　　　　　　　　　　　　　　夕、（s，x，　y，々）＝μ，≦、〔T、1（17（flp，，3，α・（8・ゴ’le）），ei，x，夕，の〕
　　　　　　　　　　　　　　　　e－1ゴ＜t
　このようなtが存在しないときはyt（S，　x，y，　k）＝s＋1とおく。
　こxでeiは述語P，（x，　y，　X、，……）のGδdel数とする。
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　　　P・（・・x・・）一鷺協孕幅ッ）9sのとき
　　　P・（・・x・・夙驚（翻））”（s’　x’　y’　k）s｛；sのとき
　　　mi（s，　x）；　pt〔P，（s，　x，　t）≠b‘（s，　t）〕
　　　mi（5，　x，　k）＝pt〔P‘（s，　x，　t，々）≠b，（s，の〕，
一一o篇蹴鷺ご隷脆凝G一圃のとき
K・（・・…1・）一?P灘鷲灘1諮轡器帆伽とき
　x。（s）＝μκ（Ei）（Eゐ）｛K，（s－1，x）＜瓦（s，　x，　le）｝
　t（s）＝μ5（Ele）｛K，（s－1，　x）＜K¢（s，　x，ん）｝
一一ﾗ：1穿）濡儲）のとき
　上に定義されたai（S，　X）に対して
　　　x∈A5≡E（Es）（碗（s，　x）＝0）
により定義されるA、，……，Amは定理の条件を満足する。
　Lemma　1．有限集合｛瓦（s，　x）ls≧O｝
に対してs。が存在しs。＜sなるすべてのsに対して
　（k）｛K6（S－1，X）＝K，（S，　X，　le）｝
証明；K‘（s，x）≦K，　s＝0，1，……
とする。そのとき
　　　mi（s，　x）≦ル『，　s・＝O，1，……
なるMが存在する。
　recursive関数fi（X）はB，を重複なしにenumerateするから
　So＜xに対してf‘（X）＞K十M
となる。
このとき　s。＜sならば
　　　mi（5－1，x）＝mi（s，　x）
　従って
　　　K，（S－1，x）＝・K，（S，　x）
　Lemma　2．｛K，（s，　x）1　s≧O｝はすべてのκに対して有限集合である。
証明　｛瓦（s，x）ls≧0｝が無限集合であるようなxが存在すると仮定する。
　｛瓦（s，x）15≧0｝が無限集合であるような最小のxをx、とし，　x、に対して上の集合が無限で
あるような最小のiをiiとする。
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　Sl＝｛Ki、（s，Xl）ls⊇≧0｝とおく。
　s、が無限集合であるから
　　　｛slx，＝Xe（s）＆s≧0｝
は無限集合である。従ってLemma　1より，s、が存在して
　s、＜sならば
　　　t（s）＝i1十1でXo（5）＝　X1
であるか
　　　Xo（s）＞Xlカ・’（5）＞ii十1
となる。
　x。（の＞x、であるかt（の＞i、であれば
　　　（k）｛Kt，（s－1，Xl）＝」K，（s，　x　1，le）｝
であり，特に
　　　K‘、（s－1，Xl）＝K，（s，　x1，　ii）
従ってf（S）｝lrKt（S－1，Xl）
となる。
　Slが無限集合であり，
　　　K，（s－1，x）≦K蛋（s，x）　　ぎコ0，1，……，m－1
　　　　　　　　　　　　　　　x＝O，1，……
であるから，定理3の系より
　ii≠々であればA，はrecursive集合となる。しかもこのとき
　s、が無限集合であるからすべてのyに対し，
　　　y∈Bi，≡あ（X、，y，A、，…，ん、，A，、＋2，…，　Am）
となり，瓦はA、，…，・傷、，Ai、＋、，…，・傷にrecursive，結局B‘はrecursive集合となる。
　これは仮定に反する。
　Lemma　2より定理の条件（a）が満足されていることが示された。
　条件（b），（c）についてはんの構成から容易に検証される。
　定理5の特別な場合として次のSacksの定理をうる。
系（Sacksの定理）（7）non－recursive　r．　e．集合Bに対して，　A，　e＊　Bにrecursiveであり，Bは
A，にrecursiveでないr．　e．集合A‘（，　＝，1，．．…・，m）が存在する。
　ここで〃Zは任意の自然数である。
証明　定理5においてBe　＝　Bt＝……＝Bm＝Bとし
　　　P‘（x，二y，X，，……，Xm＿1）＝P，（x，y，　Xi＋，）≡（Ez）｛T、Xi＋1（x，ツ，2）＆U（z）＝0｝
とおけばよい。
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