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Although many researchers have studied the dispersion problem (see Erkut and Neuman 1989 for a survey and an extensive bibliography), except for White (1991) , the question of whether there are efficient heuristics with provably good performance has not been addressed. This question forms the main focus of this paper. We show that if the distances do not satisfy the triangle inequality, then for any constant K 3 1, no polynomial time algorithm can provide a performance guarantee of K for the MAX-MIN dispersion problem unless P = NP. When the distances satisfy the triangle inequality, we analyze a known heuristic and prove that it provides a performance guarantee of 2 for the MAX-MIN dispersion problem. This is an improvement over the performance guarantee of 3 proven in White (1991) using a different heuristic. (This improvement was obtained independently by White 1992 .) We also show that no polynomial-time algorithm can provide a performance guarantee of less than 2 unless P = NP. We also analyze an efficient heuristic for the MAX-AVG dispersion problem with triangle inequality, and prove that it provides a performance guarantee of 4. An efficient algorithm for the 1-dimensional MAX-MIN dispersion problem is presented in Wang and Kuo. We provide an efficient algorithm for the 1-dimensional MAX-AVG dispersion problem. We also show how this algorithm can be used to obtain a heuristic with an asymptotic performance guarantee of 1.571 for the 2-dimensional MAX-AVG dispersion problem.
The remainder of this paper is organized as follows. Section 1 contains the formal definitions and a discussion of the previous work on the dispersion problem. Sections 2 and 3 address the dispersion problem under the MAX-MIN and MAX-AVG criteria, respectively. Section 4 presents our results for the 1-and 2-dimensional dispersion problems. Section 5 contains tables which summarize prior results, our contributions, and open problems.
DEFINITIONS AND PREVIOUS WORK
We begin with the specifications of the MAX-MIN and MAX-AVG dispersion problems in the format of Garey and Johnson (1979) . The objective function for MAFD has the above form because the number of edges among the nodes in P is p(p -1)/2. Note that maximizing the average distance is equivalent to maximizing the sum of the distances. We point out that maximizing the average would sometimes produce solutions which are far from the optimum with respect to the MAX-MIN criterion and vice versa.
MAX-MIN Facility Dispersion (MMFD)
The distances specified in an instance of MMFD or MAFD satisfy the triangle inequality if for any three distinct nodes vi, vj, and Vk, w(vi, vJ) + w(vj, VOk) w(vi, Vk). The set P of nodes at which an algorithm places the p facilities is called a placement. Given a placement P for an MMFD instance, the quantity f(P) defined by f(P) = minIw(x, y)j (1) xYEP is called the solution value corresponding to P. Similarly, given an MAFD instance and a placement P, the solution value g(P) corresponding to P is defined by 2 g(P) = i w(x, y). Erkut and Neuman 1989, 1990 , and the references cited therein). However, except for White (1991), only experimental studies of the performance of the heuristics have been reported. White (1991) presents a heuristic for MMFD when the nodes are points in d-dimensional Euclidean space and the distance between a pair of points is their Euclidean distance. He shows that the heuristic always produces a placement whose solution value is within a factor of 3 of the optimum solution value. In the next section, we improve that result by considering a different heuristic which guarantees a placement whose solution value is within a factor of 2 of the optimal solution value for any instance of MMFD in which the distances satisfy the triangle inequality. We also show that unless P = NP, no polynomial-time algorithm can provide a better performance guarantee.
Papers in the second category deal with restricted versions and variants of MMFD and MAFD. For example, 1-and 2-dimensional versions of MMFD were studied by Wang and Kuo. They present a polynomial algorithm for the 1-dimensional MMFD and prove that the 2-dimensional MMFD is NP-hard. We note that problems MMFD and MAFD defined above are discrete in nature because each facility must be placed at one of the given nodes. Researchers have also considered continuous versions of the dispersion problems (Church and Garfinkel 1978, Chandrasekharan and Daughety 1981, and Tamir 1991) where facilities may be placed at any point on the edges of a given network. In Chandrasekharan and Daughety a polynomial algorithm is presented for the continuous version of MMFD on tree networks. Church and Garfinkel present a polynomial algorithm for locating one facility on an edge of a connected (but not necessarily complete) network to maximize a weighted sum of the distances from the facility to the nodes of the network. Tamir presents an improved algorithm for the same problem. In addition, he establishes the NP-hardness of the continuous versions of MMFD and MAFD and presents results concerning performance guarantees for the continuous version of MMFD. Dasarathy and White (1980) assume the nodes of the network to be points in k-dimensional space and consider the problem of finding a point within a given convex polyhedron to maximize the minimum Euclidean distance between the point and the nodes. They present polynomial algorithms for k = 2 and k = 3. For k = 2, this problem is referred to as the largest empty circle (LEC) in the computational geometry literature (see subsection 6.4 of Preparata and Shamos 1985). The LEC problem can be solved in O(n log n) time, which is known to be optimal (Preparata and Shamos). A problem similar to LEC but with a different distance function is studied in Melachrinoudis and Cullinane (1986) . A weighted version of the problem for k = 2 is studied in Erkut and Oncu (1991) . For a discussion of other variants, we refer the reader to Erkut and Neuman (1989, 1990) .
In this paper, we consider only the discrete versions of the dispersion problems. Our focus is on the analysis of heuristics for MMFD and MAFD. By a heuristic we mean a polynomial-time approximation algorithm which produces feasible, but not necessarily optimal, solutions. Heuristics are commonly classified as absolute or relative depending on the types of performance guarantees that can be established for them (Horowitz and Sahni 1984 ). An absolute approximation algorithm guarantees a solution that is within an additive constant of the optimal value for every instance of the problem. A relative approximation algorithm guarantees a solution that is within a multiplicative constant of the optimal value for every instance of the problem. It is easy to show, using the technique presented in Garey and Johnson (pp. 138-139), that there are no absolute approximation algorithms for MAFD or for MMFD, unless P = NP. So we restrict our attention to the study of relative approximation algorithms.
NEAR-OPTIMAL SOLUTIONS TO MAX-MIN FACILITY DISPERSION
We first consider MMFD without requiring the distances to satisfy the triangle inequality and prove a negative result concerning relative approximation algorithms.
Theorem 1. If the distances are not required to satisfy the triangle inequality, then there is no polynomialtime relative approximation algorithm for MMFD unless P = NP.
Proof. Suppose that A is a polynomial-time approximation algorithm which provides a performance guarantee of K , 1 for MMFD. We show that A can be used to devise a polynomial-time algorithm for a problem which is known to be NP-complete. This contradicts the assumption that P ? NP and, hence, will establish the theorem. The known NP-complete problem used here is CLIQUE, whose definition is as follows (Garey and Johnson). Suppose that G has a clique of size J. Let $xi, xi2, ..., xiJ denote the vertices of the clique. Consider the placement P = {Ivi, vi2, . . . , viJ. By our definition of the distances, the weight of every edge in P is equal to K + 1. Therefore, the solution value of the placement P is also K + 1. Since A provides a performance guarantee of K, the solution value of the placement returned by A is at least (K + 1)/K, which is greater than 1. Now suppose that G does not have a clique of size J. In this case, notice that no matter which subset of p = J nodes is chosen as the placement, there will always be at least one pair of nodes vi and v; with w(vi, v>) = 1. Therefore, the solution value corresponding to any placement is at most 1. In particular, the solution value of a placement produced by A is also at most 1. Thus, by merely comparing the solution value of the placement produced by A with 1, we can solve an arbitrary instance of the CLIQUE problem. This completes the proof.
Even though Theorem 1 provides a strong negative result, it is not applicable in many practical situations because distances often satisfy the triangle inequality. Therefore, it is of interest whether there is an efficient relative approximation algorithm for MMFD when the distances satisfy the triangle inequality (MMFD-TI). The remaining theorems in this section precisely characterize the performance guarantees obtainable for MMFD-TI.
A greedy heuristic (which we call GMM) for MMFD-TI is shown in Figure 1 . This heuristic is essentially the same as the "furthest point outside the neighborhood" heuristic, described in Steuer (Chapter 1 1), using a different format. An experimental study of the performance of this heuristic is carried out in Erkut and Neuman (1990). In describing this heuristic, we use P to denote the set of nodes at which GMM places the p facilities. The heuristic begins by initializing P to contain a pair of nodes in V which are joined by an edge of maximum weight. Subsequently, each iteration of GMM chooses a node v
Step 1. Let vi and uj be the endpoints of an edge of maximum weight.
Step 2. P -{xtu, vj}.
Step 3. while ( P1 < p ) do begin a. Find a node v E V -P such that min {w( , v')} is maximum among the nodes in V -P.
b. Pe-P tt} end
Step 4. Output P.
Figure 1. Details of heuristic GMM.
from V -P such that the minimum distance from v to a node in P is the largest among all the nodes in V -P. In each step, ties are broken arbitrarily.
Heuristic GMM terminates when I P I = p. The solution value of the placement P produced by GMM is equal to minx and w(x, y)I. We now present an example to illustrate the GMM heuristic. Consider an MMFD-TI instance with five nodes (denoted by Vt, V2, V3, V4, and V5) and let p = 3. The edge weights which satisfy the triangle inequality are: w(v1, v2)= 3, W(V2, V3) = W(V2, V4) = W(V2, V5) = 1, and all other edges are of weight 2. To begin, GMM will place two of the facilities at vt and v2 because w(v1, v2) = 3 is the maximum edge weight. Now, no matter where the third facility is placed, the solution value of the placement is 1 because each of the remaining nodes (V3, V4, and v5) has an edge of weight 1 to v2. However, an optimal placement consists of the three nodes V3, V4, and vs and has a solution value of 2. Thus, for this example, the solution value produced by GMM differs from the optimal value by a factor of 2. Our next theorem shows that the performance of GMM is never worse. (This result was obtained independently by White 1992.) Moreover, we will also show (Theorem 3) that unless P = NP, no polynomialtime heuristic can provide a better performance guarantee.
Theorem 2. Let I be an instance of MMFD-TI. Let OPT(I) and GMM(I) denote, respectively, the solution values of an optimal placement and that produced by GMMfor the instance L Then OPT(I)/GMM(I) < 2.
Proof. Consider the set-valued variable P in the description of GMM. Let f(P) = minxyp w(x, y)}.
We will show by induction that the condition f(P) 3_: OPT(I)12
holds after each addition to P. Since GMM(I) = f(P) after the last addition to P, the theorem then follows. Since the first addition inserts two nodes joined by an edge of the largest weight into P, (3) clearly holds after the first addition. So, assume that the condition holds after k additions to P for some k -1. We will prove that the condition holds after the (k + l)st addition to P as well.
To that end, let P* = {v*, v!, ..., vI} denote an optimal placement. For convenience, we use /* for OPT(I). The following observation is an immediate consequence of the definition of the solution value corresponding to a placement for an MMFD instance.
Observation 1. For every pair vi, v7 of distinct nodes in P*, w(v', v*) > 1*.
Let Pk = {x1, x2, ..., Xk+II denote the set P after k additions. (Note that I Pk I = k + 1, because the first addition inserts two nodes into P.) Since GMM adds at least one more node to P, the following is a trivial observation.
Observation 2. PkI =k+ 1 <p.
For each vi E P* (I < i s p), define S*= { E VI w(v0', u) < 1*/2}. That is, SP' is the set of all nodes whose distances from vi* are less than 1*/2. The following claim provides two useful properties of these sets. We now continue with the main proof. Since Pk has less than p nodes (Observation 2) and there are p disjoint sets So*, St, ..., Sp*, there must be at least one set, say Sr* (for some r, 1 < r < p), such that Pk n Sr* -0. Therefore, by the definition of S*, we must have for each u E Pk, w(vr*, u) : 1*/2. Since rV* is available for selection by GMM, and GMM selects a node v E V -Pk for which minced pkw(v, v') is a maximum among the nodes in V -Pk, it follows that (3) holds even after the (k + 1)st addition to P. This completes the proof of Theorem 2.
Claim
Our next theorem shows that if P ? NP, GMM provides the best possible performance guarantee obtainable in polynomial time for MMFD-TI.
Theorem 3. If P $ NP, no polynomial-time relative approximation algorithm can provide a performance guarantee of (2 -e) for any e > O for MMFDT-TI.
Proof. We use a construction similar to that presented in the proof of Theorem 1, except that the edge weights are chosen as follows. Let w(vi, v;) = 2 -e/2 if {xi, xj; is in E; otherwise, let w(vi, vj) = 1. Using the fact that 0 < e < 1, it is easy to verify that the resulting distances satisfy the triangle inequality. The proof that the solution value of a placement produced by A for MMFD-TI is greater than 1 if G has a clique of size J is virtually the same as that of Theorem 1.
NEAR-OPTIMAL SOLUTIONS TO MAX-AVG FACILITY DISPERSION
In this section, we discuss a relative approximation algorithm for MAFD under the triangle inequality assumption (MAFD-TI). This heuristic, which we call GMA, is shown in Figure 2 . It is identical to the GMM heuristic of Figure 1 , except that in Step 3a,
we choose a node v E V -P for which Zv'eP w (v, v') is maximum among all the nodes in V -P. Note that the solution value of the placement P produced by GMA is equal to 2/p(p -1) X,3EP w(x, y).
An experimental study of this heuristic is carried out in Erkut and Neuman (1990). We focus on determining the performance guarantee provided by this heuristic. Our next theorem shows that GMA is indeed a relative approximation algorithm for MAFD-TI. Before presenting that theorem, we introduce some notation which will also be used in Step 1. Let v; and oj be the endpoints of an edge of maximum weight.
Step 2. P <-{vi, o;}.
Step 3. while ( JP1 < p ) do Proof. We show by induction that after each addition, the average weight of an edge in P is at least OPT(I)/4. The statement is clearly true after the first addition (which brings two nodes into P) because an edge of maximum weight is added to P. So, assume that p > 3 and the statement holds after k additions for some k > 1. We will prove that the statement holds after the (k + 1)st addition as well.
For convenience, we use /* for OPT(I). Let Pk denote the set P after k additions. We have the following two-part observation. The first part is due to the fact that GMA adds at least one more node to P. The second is an immediate consequence of the inductive hypothesis. To prove the inductive hypothesis for Pk,1, it suffices to show that there is a node x E V -Pk such that W(x, Pk) > (k + 1)1*/4, because this condition in conjunction with Observation 3b implies that the average edge weight is at least 1*/4 after the (k + 1)st addition to P as well. We now state this condition formally as a claim and present its proof. Claim 2. There is a node x E V -Pk such that W(x, Pk) > (k + 1)1*/4. Proof of Claim 2. Let P* denote the set of p nodes in an optimal placement. By the definition of 1*, we have W(P*) = p(P -1)1*
Observation 3 a. W(Pk

2
We have two cases to consider, depending upon whether or not Pk and P* are disjoint.
Case 1. (Pk and P* are disjoint.) We apply Lemma 2 with Pk as the set A and P* as the set B. (We can do so because Pk and P* are disjoint and I P* I = p > 3.) We get W(Pk, P*) > I Pk I W(P*)/(P -1)
= (k + 1)pl*12 (using 6). Since W(Pk, P*) = W(P*, Pk), we have W(P*, Pk) > (k + 1)pl*12. Now, by Lemma 1, there must be a node x E P* such that W(x, Pk) > W(P*, Pk)/P > (k + 1)1*/2 (using 7). Thus, the node x satisfies a condition which is even stronger than that required by Claim 2. 
We have two subcases depending on IlXI.
Case 2a. (IXI < 1.) Note that X ? 0, otherwise, Y = P* = Pk and so IPkl = p, contradicting Observation la. Therefore, in this subcase, we need to consider only the possibility that IXI = 1. Then, Pk = Y and so Pk consists of p -1 nodes from P*. Let x be the node in X. Since GMA selects a node v E V -Pk for which XV'epk w(v, v') is a maximum among the nodes in V-Pk, and x is available for selection, it follows that GMA will produce an optimal solution in this subcase.
Case 2b Theorem 4 shows that the performance guarantee provided by GMA is no worse than 4. However, the guarantee may well be less. The following result shows that the guarantee cannot be less than 2. xi, x2, . . ., xp) , the set Y has p -2 nodes (denoted by Yi, Y2, . . ., YP-2), and Z has two nodes (denoted by z1 and z2). The edge weights are chosen as follows. For any distinct nodes xi and xj E X, w(xi, xj) = 2. Also w(z1, z2) = 2. All other edge weights are 1. It is straightforward to verify that the distances satisfy the triangle inequality. The set X is an optimal placement and its solution value (OPT(I)) is 2 (because every edge in X has a weight of 2). We can force GMA to place the first two facilities at z1 and z2 because w(zI, Z2) = 2 is a maximum edge weight. It is easy to verify that in the subsequent (p -2) steps, GMA can be forced to choose all the (p -2) nodes from the set Y. Thus, we force GMA to return Z U Y as the placement. The solution value (GMA(I)) corresponding to this placement is given by Clearly, the ratio can be made arbitrarily close to 2 by choosing p to be sufficiently large.
DISPERSION PROBLEMS IN ONE AND TWO DIMENSIONS
The 1-dimensional dispersion problems are restricted versions of MMFD and MAFD, where the node set V consists of a set of n points (denoted by xl, x2, ... , xn) on a line. Thus w(xi, xj) = Ixi -xjl. We denote these problems by 1D-MMFD and 1D-MAFD, respectively. Similarly, in the case of the 2-dimensional dispersion problems (denoted by 2D-MMFD and 2D-MAFD, respectively), the node set V is a set of n points in ,2 and the distance between a pair of points is the Euclidean distance. It is known that 1D-MMFD can be solved in polynomial time using a dynamic programming approach and that 2D-MMFD is NP-hard (Wang and Kuo). Accordingly, we consider 1D-MAFD and 2D-MAFD in this subsection.
A Polynomial-Time Algorithm for 1D-MAFD
Our polynomial-time algorithm for 1D-MAFD is also based on a dynamic programming approach. It runs in O(max{n log n, pnj) time. In the development of the dynamic programming formulation for this problem, we use the notation introduced in Section 3. In studying the formulation, the reader should bear in mind that maximizing the average distance is equivalent to maximizing the sum of the distances. We begin by sorting the points into increasing order. 
The optimization goal of 1D-MAFD is to maximize W(C). Suppose that for a given k, we want to choose a set C maximizing W(C), but subject to the constraint that A contains k points and B contains p -k points. Equation ( 
Equations (20) and (21) and then uses these entries to construct an optimal placement P (Step 5). This implementation obviates the need for the sets OPTkj used in the formulation. The running time of the algorithm is O(n log n) for sorting plus O(pn) to carry out the dynamic programming (there are O(pn) entries to compute, and each entry can be computed in constant time). Thus, the overall running time is O(max(n log n, pn)).
The above discussion is summarized in the following theorem which will be used in the next subsection. Theorem 6. An optimal solution to any instance of 1D-MAFD given by a set V of n points and an integer p < n can be obtained in O(maxf n log n, pnj) time.
A Heuristic for 2D-MAFD
It is open whether 2D-MAFD is NP-hard. Note that GMA (Section 3) provides a performance guarantee of 4 for 2D-MAFD. Here, we first present a heuristic for 2D-MAFD which provides a performance guarantee of 4(,I2 -1) -1.657 and then show how this heuristic can be modified to obtain another heuristic which provides an asymptotic performance guarantee of r/2 -1.571. These heuristics use our polynomial algorithm for 1D-MAFD.
We assume that an instance of 2D-MAFD is given by a set V = lVI, v2, . . ., v") of n points (where each point vi is specified by a pair of coordinates (xi, yi)) and an integer p < n. The steps of this heuristic (called PROJECTL4) are shown in Figure 4 . The performance guarantee provided by PROJECTL4 is indicated in the following theorem. Proof. Recall that maximizing average distance is equivalent to maximizing the sum of the distances. So we will present the proof in terms of the sum of the distances between pairs of points.
Let P* be an optimal placement. For convenience, we use the term edge to refer to the line segment between a pair of (distinct) points in P*. For an edge e E P*, let l(e) denote its length (i.e., the Euclidean distance between the end points of e). Note that OPT(I) = Zeep* l(e). Given an edge e, let lx(e), ly(e), l,(e), and lw(e) denote the magnitudes of the projections of e on the X, Y, V and W axes, respectively. We have the following claim. Step 1. Sort the given points, and let {x, x2, x,} denote the points in increasing order.
Step 2. for j:= I to n do F [OJ] --0;
Step 3. F [1,1] -0.
Step 4 Step 6. Output P. Step 1. Obtain the projections of the given set V of points on each of the four axes defined by the equations y = 0 (X axis), y = X(Vaxis), {= 0 (Yaxis), and y = -{(W~axis).
Step 2. Find optimal solutions to each of the four resulting instances of I D-MAFD.
Step 3. Return the placement corresponding to the best of the four solutions found in Step 2. (~0.086 1) leads to projection on k = 4 axes. Also, to achieve a performance guarantee of 1.571 (an approximate value of gr/2), 80 projections are needed; in general, the number of projections goes to oo, as e approaches 0.
CONCLUSIONS
The results of this paper, prior results, and open problems are summarized in two tables. Table I shows the complexity results for solving these problems optimally, while Table II shows performance guarantee results for heuristics. In these tables, prior results are indicated through appropriate citations; our results are indicated by specifying the corresponding theorems. 
