Abstract
Binary scale (K=2)

76
Consider a population I of items and a population R of raters. Suppose that the 77 items have to be classified on a binary scale by the population of raters and by an 78 independent isolated rater. Let X i,r be the random variable such that X i,r = 1 if a 79 randomly selected rater r of the population R classifies a randomly selected item 80 i of population I in category 1 and X i,r = 0 otherwise. Let E(X i,r ) = P (X i,r = 81 1) = p i over the population of raters. Then, over the population of items, let 82 E(p i ) = π and σ 2 = var(p i ). In the same way, let Y i denote the random variable 83 equal to 1 if the isolated rater classifies item i in category 1 and Y i = 0 otherwise.
84
Over the population of items, E(
let ICC denote the intraclass correlation coefficient in the population of raters 86 Table 1 : Theoretical model for the classification of a randomly selected item i on a binary scale by the population of raters R and the isolated rater Isolated rater
and ρ the correlation between p i and Y i over I
Using these definitions, a 2×2 table can be constructed cross-classifying the popu-89 lation of raters R and the isolated rater with respect to the binary scale (Table 1) .
91
The probability that the population of raters and the isolated rater agree on 92 item i is defined by
so that, over the population of items I, the mean probability of agreement is given 94 by the expression
By definition, the population of raters and the isolated rater are considered to be 
In terms of the random variables p i and Y i over I this is equivalent to writing
It follows from Equation 4 that the maximum attainable probability of perfect 99 agreement is given by
which turns out to be equal to 1 only if ICC = 1, i.e. that there is perfect 101 agreement between all raters in population R, or trivially if π * * = 0 or 1.
102
Then, the coefficient of agreement between the population of raters and the 103 isolated rater is defined in a kappa-like way:
where Π E is the agreement expected by chance, i.e., the probability that the pop-
105
ulation of raters and the isolated rater agree under the independence assumption
Note that Π T = Π E when there is no correlation between the ratings of the pop-
108
ulation of raters and the isolated rater (ρ = 0) or when there is no variability in 
112
An intraclass version of the agreement index κ I may be derived by assuming
Multinomial scale (K>2)
115
When K > 2, the coefficient of agreement between the population of raters and 116 the isolated rater is defined by
where
M correspond to the quantities described in the 2 × 2 118 case when the nominal scale is dichotomized by grouping all categories other than 119 category j together and Π T , Π E and Π M are defined respectively by
where p ij denotes the probability for a randomly selected item i to be classified The coefficient κ possesses the same properties as Cohen's kappa coefficient,
to agreement expected by chance (Π T = Π E ) and κ < 0 if observed agreement is 129 lower than expected by chance (Π T < Π E ).
130
Ordinal scale (K>2)
131
A weighted version of the agreement index can be defined in a way similar to the 132 weighted kappa coefficient (Cohen 1968) ,
135
In general, 0 ≤ w jk ≤ 1 and w kk = 1, (j, k = 1, · · · , K). Cicchetti and Allison
137
(1971) have defined absolute weights w jk = 1 − |j − k| K − 1 whereas Fleiss and Cohen
138
(1973) suggested quadratic weights
ESTIMATION OF THE PARAMETERS
140
Suppose that a random sample of N items drawn from population I is classified on 141 a K-categorical scale by a random sample (group) of size R from the population 142 of raters R and by an independent isolated rater. The intraclass correlation coefficient in the group of raters is estimated by
where p is the proportion of items classified in category 1 by the group of raters,
The probability that the population of raters and the isolated rater agree is 154 estimated by the observed proportion of agreement,
Clearly, p o = 1 if the raters of the group and the isolated rater classify each item 156 in the same category and p o = 0 if the isolated rater systematically classifies items 157 in a category never chosen by the group of raters.
159
The probability of agreement expected by chance is estimated by the propor-160 tion of agreement expected by chance,
where y is the proportion of items classified in category 1 by the isolated rater,
The degree of agreement κ between the group of raters and the isolated rater is then estimated by
where p m corresponds to the maximum possible proportion of agreement derived 164 by the data. We have
The estimation of the parameters easily extends to the case K > 2. Let x ij,r denote (see Table 2 ) by defining the quantities
The observed proportion of agreement between the group of raters and the 176 isolated rater is defined by 
The marginal classification distribution of the isolated rater, namely,
with K j=1 y j = 1 and the marginal classification distribution of the group of raters,
with K j=1 p j = 1 are needed to estimate the agreement expected by chance. The 180 proportion of agreement expected by chance is given by
The degree of agreement κ between the population of raters and the isolated 182 rater is then estimated by
where p m corresponds to the maximum possible proportion of agreement derived 184 from the data,
Note that when R = 1, p m = 1 and the agreement coefficient κ reduces to the 186 classical Cohen's kappa coefficient defined in the case of two isolated raters.
188
The intraclass correlation coefficient in the group of raters is estimated by
Ordinal scale (K > 2)
191
The estimation of the weighted agreement index is done by merely introducing 192 weights in the estimations previously defined. Hence,
with
The unweighted agreement index κ can be obtained using the weights w jj = 1
195
and w jk = 0, j = k.
196
ASYMPTOTIC SAMPLING VARIANCE
197
The Jackknife method (Efron and Tibshirani, 1993) was used to determine the 
The Jackknife estimator of the agreement index is then defined by
with variance
The bias of the Jackknife estimator is estimated by ment between the participant and the 3 reference laboratories had to be evaluated.
237
The data are summarized in a two-way classification table (Table 3) 
265
There were 39 students passing the test and completing the entire questionnaire. place with Schouten index, the 10th place using the majority rule and at 20th 281 place using the 50% rule.
282
7 DISCUSSION
283
The method described in this paper was developed to quantify the agreement be-
284
tween an isolated rater and a group of raters judging items on a categorical scale.
285
A population-based approach was used but in case of a fixed group of raters, es- 
