Millirobots are a promising robotic platform for many applications due to their small size and low manufacturing costs. However, controlling these millirobots is difficult due to their underactuation, power constraints, and size. While hand-engineered controllers can sometimes control these millirobots, they often have difficulties with highly dynamic maneuvers and complex terrains. We present a learning based approach in which a model of the dynamics is learned from data gathered by the millirobot, and that data is then leveraged by an MPC controller. We show that with 17 minutes of random data collected with the VelociRoACH millirobot, the VelociRoACH can accurately follow trajectories at higher speeds and on more difficult terrains than a differential drive controller. Experiment videos can be found at https://youtu.be/1Wx3xTHy938
I. INTRODUCTION
Small legged robots provide increased accessibility and mobility in unstructured environments, while their low power consumption and low cost enables scaling them to large teams to accomplish more complex tasks. However, modeling the hybrid dynamics of under-actuated legged robots from first principles is exceedingly difficult due to complicated ground contact physics with complex terrains. Furthermore, low-cost robots produced through rapid manufacturing techniques are likely to exhibit differing dynamics. Due to these modeling challenges, many of the most popular locomotion strategies for such systems are hand-engineered and heuristic. These manually designed controllers constrain the capabilities of these platforms, and impose a heavy burden on the engineer to devise gaits and hand-tune controllers. In this paper, we explore how learning can be used to automatically acquire locomotion strategies for small, low-cost, and highly dynamic legged robots with only minutes of real-world data.
The experimental platform in this work is the Ve-lociRoACH, shown in Figure 1 . The VelociRoACH is a 10 cm, 30 gram hexapedal millirobot capable of running at 2.7 m/s. While we can manually design controllers for this robot, these controllers are limited in their capabilities in terms of their ability to accurately follow trajectories and their generalizability to other terrains and gaits.
Choosing a learning algorithm appropriate for millirobots requires consideration of a number of factors. First, we need to be able to learn quickly from modest amounts of data, so as to make it practical to apply the algorithm to real physical robots. Second, we need to learn general-purpose models that can be used to accomplish a wide range of navigational tasks in a diverse set of environments. To that end, model-based learning presents an appealing option, in which a model of the system dynamics is first estimated from data, and then used to plan actions at test-time.
The primary contribution of our work is a model-based learning algorithm for learning locomotion gaits on dynamic legged robotic platforms that makes no assumptions about the structure of the task or the morphology of the robot. We demonstrate that multilayer neural networks can in fact learn the dynamics of the low-cost, under-actuated, and legged VelociRoACH robot using only 17 minutes of randomly generated training trajectories. We use this learned model with model predictive control (MPC) and empirically show that it is powerful enough to accomplish various locomotion tasks of following user-specified paths, exceeding the performance of a conventional differential drive controller. We further analyze our learned model by 1) demonstrating that the model encodes environmental properties and adapts to terrains, 2) showing that training the model with more data improves performance, and 3) verifying that the learning approach is agnostic to the choice of action representation.
II. RELATED WORK
The VelociRoACH platform used in this work is inspired by rapidly running arthropods like cockroaches, which can achieve remarkable locomotion performance in terms of stability, speed, and maneuverability. In light of practical considerations including cost, power, simplicity, and manufacturability, this system uses only two motors to control all six legs. This challenge of controlling under-actuated robots is prevalent in legged systems [1] , [2] , and much of the prior locomotion work lies in the middle ground where the systems are still underactuated, but each leg has an independent actuator. RHex [3] , for example, uses a clock driven controller to achieve gaits by moving each leg as desired. For similar quasi-static systems [4] , a common control strategy includes an alternating tripod gait with asymmetrical drive of the tripods to generate turning. Unlike small and fast robots such as our VelociRoACH system, larger robots such as Anymal [5] and Big Dog [6] have the luxury of 3 degrees of freedom on each leg, as well as more time in between each step of the leg, and can thus use more sophisticated control strategies, including accurate foot placement. Other prior work with Little Dog [7] , [8] , [9] , has combined control, planning, and learning on a system that has access to a terrain map and can be controller at the foot placement level, which is not available for the underactuated VelociRoACH system.
Various leg-based steering methods have been proposed for dynamic running robots [10] , [11] , such as actively changing leg kinematics [12] , [13] and various dynamic turning techniques. Prior work in this area includes modulation of leg impedance to achieve high speed turning at 100 deg/sec [14] , a roll oscillation modulated turning technique for millirobots achieving high speed turning gaits at 206 deg/sec [15] , and a gyro-based closed-loop heading controller that uses a tail to induce transient moments to maintain turning rates of approximately 400 deg/sec. Note, however, that these steering approaches achieve turning gaits, but have not yet focused on executing accurate locomotion behaviors (i.e. fast turns as opposed to fast locomotion along a desired turning path). Furthermore, these steering methods have mostly been shown to work on flat surfaces, but may suffer from uncertain contacts and disturbances on other terrain.
Legged locomotion has been modeled using a diverse selection of reduced order templates [16] . Much prior work makes simplifying model assumptions, such as a spring loaded inverted pendulum (SLIP) model [17] , [18] . Such models, including the common differential drive strategy, do succeed in certain regimes [19] , but they fail at high speeds where the dynamics become more complicated, or in irregular environments where contact dynamics are complex and cannot be accurately incorporated into the model. Buchan et al. [20] presented a data-driven technique of fitting piecewise affine models to represent the dynamics of the VelociRoACH, which they used to perform forward predictions over the course of half of a stride length (0.1sec) before the model diverged. In this work, we learn a dynamics model that can make reasonable predictions over a longer horizon, and we wrap a controller around that model to validate its usefulness.
Model-based learning methods, in a similar way as the modeling methods mentioned above, have used relatively simple function approximators such as time-varying linear models [21] , [22] . These models have not yet been shown to succeed at complex locomotion tasks, due to the limited generalizability that rises from their low representational power. Much prior work in learning probabilitic dynamics models has used Gaussian processes [23] , [24] . Deisenroth et al. [25] learn probabilistic forward models and use them to learn feedback controllers for generating walking policies on legged locomotion systems, including a real compass walker and a simulated biped.
Prior work has also presented various methods of automatic gait optimization in order to reduce the time-consuming design process of manually finding parameters for gaits and controllers; these methods include stochastic gradient descent [26] , genetic algorithms [27] , and Bayesian optimization [28] , [29] . [26] optimizes a control policy for bipedal walking online in less than 20 minutes, on a simplified system that has 6 joints and is designed to function as a passive walker when no commands are sent. Calandra et al. [30] compare various Bayesian optimization approaches for automatic gait optimization. They demonstrate the sample efficiency of these methods and mention that future work should focus on obtaining better response surface models. While the mentioned learning methods are sample efficient and can be applied to real systems, they have not yet been shown to work for fast robots operating in highly dynamic regimes on irregular surfaces that result in complex contact dynamics.
On the other hand, deep reinforcement learning algorithms, such as Q-learning [31] , [32] , actor-critic methods [33] , [34] , and policy gradients [35] have learned complex skills in high-dimensional state spaces, including skills for simulated robotic locomotion tasks. The high sample complexity of such purely model-free algorithms, however, makes them difficult to use for learning in the real world, where sample collection is limited by the constraints of real-time operation. Although no prior method has attempted model-free deep reinforcement learning of locomotion skills in the real-world to our knowledge, Gu et al. [36] report learning reaching skills with a robotic arm using several hours of experience. Our method can learn models that are suitable for real-world locomotion using only minutes of experience, and can then repurpose this model for new locomotion skills that were not attempted during data collection.
In our prior work on model-based reinforcement learning [37] , we studied how neural network models can enable sample-efficient learning of locomotion skills for simulated benchmark tasks, through a combination of model-based learning and model-free fine-tuning. In this work, we show how model-based learning with neural network dynamics models can be extended to a real-world robotic platform, illustrate a variety of waypoint following skills on different surfaces, and compare to a commonly used control strategy based on differential drive, illustrating considerable improvement resulting from learning system dynamics.
III. SYSTEM DESCRIPTION
The VelociRoACH is a minimally actuated, small, legged, and highly dynamic palm-sized robotic platform. It is 10 cm in length, approximately 30 grams in weight, can move up to 27 body-lengths per second, and uses two motors to control all six legs.
A. Mechanical Design
Several design features on the VelociRoACH aim to attain the dynamic performance of its biological inspiration, the American cockroach Periplaneta americana. Details of design techniques and parameter selection can be found in the original VelociRoACH paper [38] , but we provide relevant information below.
1) Structure: The smart composite microstructure (SCM) process [39] allows for the creation of lightweight linkages, enabling the rapid realization of fully functional prototypes of folded flexure-based mobile millirobots. The process utilizes low cost materials to create, in less than one hour, a robot chassis for under $2 per robot. The general SCM process can be thought of as creating flexures by embedding a layer of flexible material in between layers of cut-out rigid material.
Unlike the original VelociRoACH [38] , which used structural material of 4 ply cardboard and a flexural material of 1 mil (0.001") polyethylene terephthalate (PET), this new design has a structural material of 10 mil PET and a composite flexural material of 1.1 oz ripstop nylon. The nylon is also bonded to 1 mil PET, for added structural strength. The layers are bonded together with sheets of hot mount adhesive (GBC Octiva) using a laminator with a roller temperature of 315 F.
An overview of our steps for constructing the robot chassis is as follows: laser cut sheets of 10 mil PET for the structural material, laminate a sheet of nylon and 1 mil PET for the flexural material, laminate the nylon between two 10 mil PET sheets using thermal adhesive, laser cut the full workpiece, and then assemble the body pieces to form the robot chassis. The 'C' shaped legs are cast using urethane plastic (Innovative Polymers TP-4014) and allows the creation of legs with varying stiffness.
The VelociRoACH's rigid structural core houses the battery, motors, transmission, microcontroller, and all sensors. The core also provides mechanical grounding points for the kinematic linkages, whose geometry was designed similarly to the Hoover et al. linkage design for the DynaRoACH robot [14] . Each side of the robot has one motor and linkages (including four-bar mechanisms) which translate the rotary motion from the motor into useful leg movements. These linkages also couple a single motor to multiple legs, reducing the number of actuators required.
2) Motor Transmission: The robot's legs are driven by a custom transmission that independently drives the left and right sets of legs. Each transmission side is driven by a 3.6 ohm DC motor with a 21.3:1 gear reduction. As shown in Fig. 2 , the fore and aft legs are constrained to be 180 • out of phase from the middle leg. Similar to the design of the X2-VelociRoACH [40] , this VelociRoACH uses two connected output cranks per side to transmit forces at each leg contact. This is in contrast to previous VelociRoACH designs, which use a single output crank per side with a planarizing SCM four-bar linkage to drive the legs. This improved transmission design maintains the leg trajectories of the robot's kinematic linkages even under an added payload of up to 30 grams.
B. Electronics
The VelociRoACH carries an ImageProc embedded circuit board 1 , which includes a 40 MHz Microchip dsPIC33F microprocessor, a six axis inertial measurement unit (IMU), an 802.15.4 wireless radio (XBee), and motor control circuitry. We add 14-bit magnetic rotary encoders to the motors on each side of the robot to monitor absolute position. Additional sensory feedback includes information such as battery voltage and back-EMF signals from the motors. Onboard processing is done in a 1 kHz control loop that is written in the firmware for the microprocessor. However, due to computational limits of the microprocessor, we stream data from the robot to a laptop (at 10-60 Hz, depending on data as well as application) for more intensive computations, and then stream commands back to the microprocessor for the firmware to implement. Finally, to bypass the problem of using only on-board sensors for state estimation, an OptiTrack motion capture system streams robot pose information during experiments.
IV. DIFFERENTIAL DRIVE BASELINE METHOD
A common steering method used for robots with wheel or leg-like mechanisms on both sides is known as differential drive, where the turn rate ω robot is proportional to the difference between left ω l and right ω r leg velocities. A differential drive controller assumes that the system behavior can be thought of as two wheels connected by a common axis: Here, moving the right wheel would turn the robot to the left, and moving the left wheel would turn the robot to the right. Note that this general idea of a difference in leg velocities translating to heading change of the entire system can be implemented in many ways, and we describe our implementation below merely as a guideline.
As described in Algorithm. 1, our implementation of a differential drive controller uses robot heading, as well as perpendicular distance away from the desired path, in order to set velocity setpoints for each side of robot. In addition to standard heading control where the robot turns such that its heading matches the angle of the line, it also incorporates the perpendicular error metric to say that its heading should be more or less than the heading of the line, in order to actually move back toward the line. This controller outputs desired leg velocities at a rate of 10 Hz. To enable the realization of these leg velocities, we also implement a low-level PID controller that runs in the firmware at 1000 Hz. Encoder readings of the leg positions provide feedback, and the PID controller monitors proportional, integral, and derivative errors in order to output the PWM values required for achieving the desired leg velocities. As described above, the VelociRoACH is designed to be a rapidly manufactured low-cost legged platform that can be used in complex environments. We seek an automated method of acquiring locomotion strategies; however, its high speeds of operation, partially observable state space, and under-actuated design make data-driven modeling and control challenging.
A. Model-Based Learning Method
We describe below a method for learning a dynamics model and using the learned model as part of a model predictive control (MPC) algorithm for the real VelociRoACH robotic platform. We discuss our learned dynamics function in Sec. V-A.1, how to train the learned dynamics function in Sec. V-A.2, how to use that learned dynamics function to implement a controller in Sec. V-A.3, and a cost function that we use for trajectory following tasks in Sec. V-A.4.
1) Neural Network Dynamics Function: The learned dynamics functionf θ (s t , a t ) is parameterized as a multilayer neural network, where the parameter vector θ represents the weights of the network. This function takes as input the current state s t and action a t , and outputs the predicted change in state s t that occurs over the time step duration of ∆t. Thus, the predicted next state is as follows:ŝ t+1 = s t +f θ (s t , a t ).
Increasing this ∆t increases the information represented by each data point, which can help with dynamics learning as well as with planning using the learned dynamics model (Sec. V-A.3), because we can plan ahead for a given amount of time using fewer open-loop prediction steps. While having too small of a ∆t leads to too small of a state difference to allow meaningful learning, increasing the ∆t too much can also make the learning process more difficult because it increases the complexity of the underlying continuous-time dynamics. Although we do not perform a structured study of various ∆t values for our system, we provide this insight as something for consideration when implementing this method on other systems.
We define the state s t of the VelociRoACH to be [x, y, z, v x , v y , v z , cos(φ r ), sin(φ r ), cos(φ p ), sin(φ p ), cos(φ y ), sin(φ y ), ω x , ω y , ω z , cos(aL), sin(aL), cos(aR), sin(aR), v aL , v aR , bemf L , bemf R , V bat ] T . The center of mass positions (x, y, z) and the Euler angles to describe the center of mass pose (φ r , φ p , φ y ) come from the OptiTrack motion capture system. The angular velocities (ω x , ω y , ω z ) come from the gyroscope onboard the IMU, and the motor crank positions (aL, aR) come from the magnetic rotary encoders, which give a notion of leg position. We include (bemf L , bemf R ) because back-EMF provides a notion of motor torque/velocity, and (V bat ) because the voltage of the battery does affect the VelociRoACH's performance. Note that the state includes sin and cos of angular values, which is common practice and allows the neural network to not encounter wrapping issues.
Finally, we have multiple options for the action a t representation, and we mention two in this work. The first is to specify pulse width modulation (PWM) values to the motor, which can be thought of as specifying motor torques. The second is to specify velocity setpoints for the motor, and have an underlying PID controller to achieve these velocities. We discuss these action abstractions in Sec. VI-D and consider the advantages and disadvantages of each.
2) Training the Dynamics Function: We collect training data on the VelociRoACH by placing the robot in an arbitrary start state and executing random actions at each time step. We record each resulting trajectory τ = (s 0 , a 0 , · · · , s T −2 , a T −2 , s T −1 ) of length T . We slice the trajectories {τ } into training data inputs (s t , a t ) and corresponding output labels (s t+1 −s t ). We train the dynamics modelf θ (s t , a t ) on data from the training dataset D by minimizing the error
using stochastic gradient descent. Prior to training, we preprocess the training data by normalizing the data to be mean 0 and standard deviation 1, which ensures that the loss function weights different parts of the state equally, regardless of their magnitudes.
3) Model-Based Control with Learned Dynamics: We formulate a model-based controller which uses the learned modelf θ (s t , a t ) together with a cost function c(s t , a t ) that encodes some task. Many methods could be used to perform this action selection, and we use a random-sampling shooting method [41] . At each time step t, we randomly generate K candidate action sequences of H actions each, use the learned dynamics model to predict the resulting future states from executing each of those sequences, and then use the cost function c(s t , a t ) to select the optimal action sequence. Rather than executing this entire selected sequence of actions A (H) t = (a t , · · · , a t+H−1 ), we use model predictive control (MPC) to execute only the first action a t , and we then replan at the next time step, given updated state information.
4)
Cost Function for Trajectory Following: As mentioned above, we specify a task in the form of a cost function c(s t , a t ), which is used to evaluate each of the predicted trajectories that result from the K candidate action sequences, before selecting the most desirable one. Here, we describe a cost function that allows the robot to follow a trajectory that is specified by sparse waypoints that represent desired (x, y) center-of-mass positions. Our cost function c(s t , a t ) = f p * p + f h * h + f f * f consists of a parameter f p to penalize the perpendicular distance p away from the desired path, a parameter f f to encourage forward progress f along the path, and a parameter f h to keep the heading h of the system toward the desired direction.
VI. RESULTS
The goal of our experimental evaluation is to study how well our model-based learning algorithm can control a real-world VelociRoACH to follow user-defined paths on various surfaces. To provide a comparison of the algorithm's performance, we use the differential drive approach described in Section IV as a baseline method.
We implement the learned dynamics functionf θ (s t , a t ) as a multilayer neural network model consisting of 2 hidden layers, each of dimension 500, with ReLU activations. For all experiments and results reported below, we use only 17 minutes (10,000 datapoints) of data to train the dynamics model: We collect 200 rollouts, each containing 50 data points that are collected at 10 Hz. We train the dynamics model for 75 epochs, using the Adam optimizer [42] with learning rate 0.001 and batchsize 1000.
Relevant parameters for our model-based controller are the number of candidate action sequences sampled at each time step N = 1000, the amount of time represented by one time step ∆t = 0.1 sec, the horizon H = 4, and parameters f p = 40, f f = 10, and f h = 15 for the perpendicular, forward, and heading components of the cost function from Sec. V-A.4. The process of using the neural network dynamics model and the cost function to select the best candidate action sequence at each time step can be done in real-time, even on a laptop with no GPU, and even taking bi-directional communication delays into account.
For our baseline implementation of a differential drive steering method, we use f 1 = 2 and f 2 = 5 for the weights mentioned in Alg. 1, and we use p = 1800, i = 200, and d = 100 for the proportional, integral, and derivative gains in our low-level leg-position PID controller. All cost numbers reported below are calculated on the same cost function (from Sec. V-A.4) that indicates how well the executed trajectory aligns with the desired trajectory, and each reported number represents an average over 10 runs.
Note that the training data is gathered entirely using random trajectories, and therefore the trajectories executed by our controller at run-time differ substantially from the training data. This illustrates that our approach can be trained with off-policy data, and that the model exhibits considerable generalization. Furthermore, although the model is trained only once, we use it to accomplish a variety of tasks at runtime by simply changing the cost function. This eliminates the need for task-specific training, which further improves sample efficiency. We show in Fig. 3 some images of the VelociRoACH executing right, straight, and left trajectories using our model-based learning method.
A. Comparing to Differential Drive
In Fig. 4 , we see that a differential drive control strategy succeeds at following desired trajectories when operating at a low speed. However, as leg speeds increase, traction decreases and causes the legs to have less control over heading. Also, at high speeds, the dynamics of the legged robot can produce significant roll oscillations, depending on the leg phasing [15] . Therefore, based on the timing of left and right foot contacts, the system can produce turns inconsistent with a differential drive control strategy. Fig. 4 illustrates, on different trajectories, that the two methods are comparable at low speeds. However, our modelbased approach outperforms the differential drive strategy at higher speeds, thus suggesting that we learned something that was not merely a differential drive steering strategy.
B. Changing Surfaces
To verify whether our learned model encapsulates information about the environment, we conducted experiments on a carpet material and a styrofoam material which was slippery and had no compliance. Fig. 5a shows the average cost incurred during the task of trajectory following, evaluated for both controllers, for different trajectories, and on different surface materials. We see that our model-based controller outperforms the differential drive baseline in each of the conditions. Furthermore, although differences in leg contacts alter system dynamics and cause the performance of differential drive to deteriorate on a slippery surface, the model-based controller is able to maintain comparable performance on these two very different surfaces. Thus, we can infer that the learned dynamics model learns something about the surface. Fig. 5b illustrates the (x, y) trajectories taken during the Fig. 3 : The execution of our model-based learning algorithm on the VelociRoACH platform to perform right, straight, and left trajectory following tasks. The dynamics model used during the execution of these trajectories was trained using only 17 minutes worth of randomly executed trajectories. Fig. 4 : An analysis of cost incurred during trajectory following, as a function of the speed of the robot, shows that our model-based learning method is comparable to a differential drive control strategy at low speeds, but outperforms differential drive at high speeds.
execution of left turns on the styrofoam material, to provide a qualitative understanding of the cost numbers. Table I shows that the baseline differential drive controller performs relatively poorly on both surfaces. For the modelbased approach, the model trained on the carpet works well on the carpet, and the model trained on the styrofoam works well on the styrofoam. The poor performance of either model on the other surface illustrates the differences in those surfaces and suggests that our learned dynamics model does in fact encode some knowledge about the surface. Relatedly, performance diminishes when the model is trained on data gathered from both terrains, which likely indicates that more work is needed to develop algorithms for learning models that are effective across various task settings. (a) (b) Fig. 5 : (a) Costs incurred during the execution of two different trajectories on two materials. Our model-based method outperforms the baseline differential drive controller, and the model-based method has comparable performance on both materials, while the differential drive method's performance deteriorates on the slippery styrofoam. Note that the models used in these experiments were trained only using data from the indicated surface that the experiments were conducted on. (b) A visualization of the left turns executed on styrofoam material, to provide a qualitative sense of these cost numbers.
C. Improving Performance with More Data
To explore the effect of the quantity of training data, we trained three different dynamics models using different amounts of training data. We trained one with 50 rollouts (4 minutes), one with 200 rollouts (17 minutes), and one with 400 rollouts (32 minutes). Table II indicates that more training data can indeed increase task performance. This is an encouraging indication that improvement can occur over time, which is not the case for hand-engineered solutions. 
D. Choice of Action Abstraction
Our model-based learning method allows users the freedom to vary the level of abstraction at which they would like to operate. Two options, which we illustrate in Fig. 6 as exhibiting comparable task performance, include setting direct motor PWM values and setting desired velocity setpoints.
Directly setting motor commands precludes the need to tune another layer of feedback control (i.e. lower-level PID controller) for calculating motor commands. The method of directly sending commands, however, encounters the problems involved with a lack of feedback loop. In the case of the VelociRoACH, a given PWM value can result in different amounts of leg movement, due to the leg kinematics leading to different forces at different stages of the leg rotation. At the same time, outputting desired velocities and then designing a lower-level PID controller to achieve those velocities involves an additional stage of parameter tuning, and one concern includes unpredictable behavior caused by not achieving the desired velocity within the time ∆t before the next setpoint is received. Each of these action abstraction options has pros and cons that manifest themselves differently on different systems. Thus, it is an enticing feature to have an algorithm easily adapt to the user's choice of action abstraction.
VII. DISCUSSION
We presented a model-based learning algorithm based on neural network dynamics models that enables accurate locomotion of a low-cost, under-actuated, legged, and highly dynamic VelociRoACH robot on various surfaces. Using only 17 minutes of real-world data, our method outperformed a commonly used differential drive method, particularly at higher speeds. Our experiments also indicate that the model learned to encode environmental information, and that training with more data can improve performance.
We used our sample efficient model-based method to automatically acquire locomotion strategies for a complex and real robotic system, with no need to hand-engineer a controller. Also, we learned a dynamics model which can be repurposed at run-time to execute different trajectories through changing the cost function, thus eliminating the need for task-specific training. While this is an appealing advantage over, for example, a policy trained to accomplish a certain task, one drawback of such a controller is the amount of computation involved at each step. We overcame the limitations of our embedded processor by streaming information to and from an external computer. However, performing all computations on-board would reduce delays, increase robustness to communication issues, and make this system better for real-world tasks. One option could be to use the learned dynamics model to simulate rollouts of training data, which could then be used to train a policy without the need for more real-world data collection. However, this would require further algorithmic development, because the current dynamics model diverges after a few time steps, which precludes its direct applicability to traditional reinforcement learning algorithms that require longer rollouts.
An improvement to our method would be to develop an algorithm for online adaptation of the model, especially because over time, the roach suffers from deterioration of chassis durability, motor strength, and leg characteristics. Additionally, removing the dependence on a motion capture system is compelling, particularly when aiming for realworld application. Another interesting line of future work includes improving the MPC controller. We currently sample random actions at each time step and select one based on the predictions of our dynamics model. However, this is not feasible on systems with a high-dimensional action space because we would need to sample too many candidate action sequences in the hope of finding a good one. Furthermore, our method does not currently apply any prior knowledge or impose any structure on the actions, which could drastically improve performance. A more structured search of the action space could prevent rapidly changing actions, limit the search space to more meaningful options, and also enable the discovery of gaits through imposing cyclic or other intelligible constraints.
