In this paper, we consider the backward error and condition number of the indefinite linear least squares (ILS) problem. For the normwise backward error of ILS, we adopt the linearization method to derive the tight estimations for the exact normwise backward errors. We derive the explicit expressions of the normwise, mixed and componentwise condition num- 
Introduction
The indefinite least squares (ILS) problem has the following form:
ILS : min
where A ∈ R m×n , b ∈ R m , m ≥ n and the signature matrix
When q = 0, Equation (1) reduces to the least squares problem (LS)
The ILS comes from the total least squares problem [47] and H ∞ -smoothing in optimization; see [26, 44] and references therein. From the first-order optimality condition of (1), the normal equations for (1) is
Because the Hessian matrix of the quadratic to be minimized in Equation (1) 
We will assume throughout this paper that Equation (4) holds. Note that Equation (4) implies that p ≥ n and A(1 : p, 1 : n) (and hence A) has full rank, where A(1 : p, 1 : n) is a submatrix of A composed by the first row to the pth row and the first column to the nth column. For a genuinely ILS we therefore need m > n. For the numerical algorithms for solving ILS, there are two types: Direct method and iterative method. For the direct method which is suitable for small or medium scale ILS, Chandrasekaran et al. [10] proposed QR-Cholesky method, then later a direct method based on the hyperbolic QR was introduced in [7] , which was improved by Xu [50] . Recently Mastronardi and Van Dooren [42] proposed a direct solver based on orthogonal transformation of an indefinite symmetric matrix to a matrix in a proper block anti-triangular form. There are other methods for solving the ILS problem. These methods compute the factorization of an indefinite symmetric matrix. Among them it is worth mentioning some papers [1, 3, 6, 8, 9, 41] . For large scale problem, Liu and Li [35] and Liu and Zhang [37] introduced preconditioned conjugate gradient method. Then the block SOR methods was considered for ILS [36] .
In matrix computations, sensitivity analysis is important. Condition number describes the worst case sensitivity of the output data with respect to the perturbations on the input data; see [29] and references therein. A problem with large condition numbers is usually called ill-posed [15] . Backward error is the smallest perturbation of the input data to make the computed solution to be the exact solution of the corresponding perturbed problem mathematically [29] . With backward error and condition number, the forward error of the problem can be bounded by the following rule of thumb [29, p. 9] :
forward error condition number × backward error, where the inequality, with errors of higher order terms, can be sharp. For perturbation analysis, normwise perturbation analysis is classical, and measures the data perturbations by their norms. The normwise condition number for a given problem was defined by Rice [43] and a general theory of it was established. The normwise condition number measures the input and output data errors [29] using their norms. However, when the data is badly scaled or sparse, normwise perturbation bounds allow large relative perturbations on small entries and may give overestimated bounds. Instead of measuring perturbations by norms, Skeel in [45] used componentwise perturbation analysis to investigate the stability of Gaussian elimination for linear systems. Since then, the componentwise perturbation analysis has received considerable attentions for many classical problems in numerical linear algebra; see the comprehensive survey [28] and the references therein. Componentwise perturbation analysis is more suitable since it measures perturbation errors for each component of the input data. In componentwise analysis, two types of condition numbers, described as mixed and componentwise were proposed; see [14, 21] for details.
The concept of backward error can be tracked to Wilkinson and others; see [29, p. 33] for details. Backward error analysis can be used to examine the stability of numerical algorithms in matrix computation. Moreover, backward error can serve as the basis of effective stopping criteria for the iterative method of matrix computation for large scale problems. There have been many works on the backward error analysis for the linear least squares problem [24, 25, 27, 31, 46, 48] , the scale total least squares problem [11] , and the equality constrained least squares (LSE) problem and the least squares problem over a sphere [12, 39] . Because the formulae for and bounds on backward errors for least squares problems are expensive to evaluate, the linearization estimate for them was proposed; see [11, 24, 30, 38] and references therein. To our best knowledge, there are no works on the normwise backward error for ILS. In this paper, we will introduce the normwise backward error for ILS and derive its linearization estimate.
Let us review some previous works on the perturbations analysis for ILS. For normwise perturbation analysis, we refer to the papers [7, 49] and references therein. Li et al. [34] considered componentwise perturbation analysis for the solution of ILS and obtained the explicit expressions for the mixed and componentwise condition numbers. Zhou [51] introduced the condition numbers for a linear function of the solution for ILS, and the corresponding condition numbers expressions were derived based on the dual techniques [4] . Also the linearization estimate of the normwise backward error was obtained [51] . The condition numbers for a linear function of the solution for ILS also named as 'partial condition numbers for ILS' [33] is studied. The explicit expressions for these condition numbers are derived. Also the probabilistic spectral norm estimator and the small-sample statistical condition estimation method are proposed to estimate condition numbers [33] . For the condition numbers for LS, we refer to [2, 4, 7, 13, 14, 16, 23] and references therein.
In some situations, the conditionings of particular components of a solution are different. Thus it is suitable to consider the condition numbers of a linear function of the solution. These type condition numbers had been studied for the linear least squares (LS) problem [2, 4] , the weighted LS problem [20] , the total least squares problems [5, 19] , and the the linear least squares with equality constrains (LSE) problem [17, 32] , etc. In this paper, we study the sensitivity of a linear function of the ILS solution x to perturbations on the date A and b, which is defined as
where L is an n-by-k, k ≤ n, matrix introduced for the selection of the solution components. For example, when L = I n (k = n), all the n components of the solution x are equally selected. When L = e i (k = 1), the ith unit vector in R n , then only the ith component of the solution is selected. In the reminder of this paper, we always suppose that L is not numerically perturbed. One objective of this paper is to obtain the explicit expressions for normwise, mixed and componentwise condition numbers of the linear function of the solution. We will derive the explicit expressions of condition numbers for ILS from their definitions. Moreover, we will revisit the previous condition numbers [2, 4, 7, 23, 33] for ILS and LS and compare our derived results with corresponding previous counterparts. And tight upper bounds of mixed and componentwise condition numbers also are obtained, which can be estimated efficiently via the classical power method [29, Chapter 15] when the QR-Cholesky method [10] is adopted for solving ILS by means of utilizing the already computed matrix decompositions to reduce the computational complexity of condition estimations.
Another objective of this paper is to introduce the normwise backward error for ILS. To our best knowledge, there have been no papers on this subject. Because the normwise backward error for ILS is a nonlinear optimization problem, which usually is not easy to derive its explicit expression, we study the linearization estimate for it and the explicit expression for the linearization estimate is obtained in Section 2.
The paper is organized as follows. We first derive the linearization estimate of the normwise backward error for ILS in Section 2. In Section 3, we derive the proposed condition numbers expressions and compare them with the previous results correspond to ILS and LS. Then we propose the power method [29, Chapter 15] to estimate tight bounds for the mixed and componentwise condition numbers for the linear function of the solution of ILS by taking account of the already computed matrix decompositions during solving ILS by means of the QR-Cholesky method [10] . We do some numerical examples to show the effectiveness of the proposed condition numbers and linearization estimate for the normwise backward error in Section 4. At end, in Section 5 concluding remarks are drawn.
Linearization estimate of the normwise backward error for ILS
In this section we will study the linearization estimate for the normwise backward error for ILS. Suppose y is an approximate solution of (1). we consider the set of perturbations
We consider the normwise backward error of y defined as follows:
where · F is Frobenius norm, and θ is a positive parameter to balance the norm weight between A and b. It is not difficult to see that the perturbation equation in ξ ILS can be rewritten as
where
r y = b − Ay, vec(A) denotes the vector obtained by stacking the columns of a matrix A one by one, and ⊗ is the Kronecker product operator [22] .
Since μ is the minimizer of a nonlinear optimization problem and in general it is not easy to derive its explicit expression. We will introduceμ of μ to estimate it, which is a linearization estimate of μ defined asμ
where A † is Moore-Penrose inverse of A, · 2 is 2-norm of a vector or spectral norm of a matrix. If r y = 0, then J ILS has full row rank. Let
We have
where η 1 = θ −2 + y 2 . The following theorem shows thatμ is a sharp estimate of μ, provided thatμ is sufficiently small.
Theorem 2.1:
Proof: Since J ILS has full row rank, premultiplying both sides of Equation (8) by J †
ILS gives
This combined with Equation (10) implies that
From this inequality and applying the assumption, we obtain that
In order to prove μ ≤ 2μ, we consider the following nonlinear system:
Note that J ILS J † ILS = I, which tells us that any solution of (11) is also a solution of (8) . Consider the following mapping:
:
It is not difficult to see that is a continuous mapping from R mn+m to R mn+m . Let
Obviously, the set S is bounded, closed and convex. Furthermore, for any
we can deduce that
By the Brouwer fixed-point theorem, the mapping has a fixed point
and thus the system (11) has a solution in S. Hence,
Condition numbers for ILS
In this section we will derive the explicit condition numbers expressions for a linear function of the solution of ILS. Also tight upper bounds for the mixed and componentwise condition numbers are obtained, which can be estimated efficiently through the classical power method [29, Chapter 15] by taking account of the already computed decomposition of the QR-Cholesky method [10] for solving ILS. First, we will introduce the following product norm to measure the input data [A, b] , where A ∈ R m×n and b ∈ R m , which will be used to define the normwise condition numbers for ILS. Suppose α and β be two positive real numbers. For the data space R m×n × R m , we use the product norm defined by
The above product norm is very flexible since they allow to monitor the perturbations on A and b.
For instance, large values of α (resp. β) enable to obtain condition number problems where mainly b (resp. A) is perturbed. This product norm was first proposed by Gratton [23] to study the normwise condition numbers for LS.
In the following lemma, we will give an equivalent expression for a general linear operator's spectral norm. Then we will use this lemma to derive expressions for the normwise condition number of ILS.
Lemma 3.1 ([18, Lemma 2.1]): Given matrices L
∈ R n×k , V ∈ R m×n , X ∈ R n×m , Y ∈ R n×n and vectors s ∈ R n , t ∈ R m , w ∈ R m
with two positive real numbers α and β, for the linear operator T defined by
its operator spectral norm can be characterized by
For the linear operator T 1 defined by
Moreover, we have
Before we introduce the normwise, mixed and componentwise condition numbers for ILS, let us present the following notation u/v for two vector componentwise division, which is given by
where u and v are two conformal dimensional vectors. Therefore, the normwise, mixed and componentwise condition numbers for ILS are defined as follows:
where |A| = |a ij |, | A| ≤ ε|A| should be understood componentwisely, · F is the product norm defined by Equation (12), and x + x is the unique optimal solution to the following perturbed ILS problem
Since A pq A is positive definite from Equation (4), the linear operator defined in Equation (5) is continuously Fréchet differentiable in a neighbourhood of the data (A, b) and we denote by J = (A, b) its derivative. For A ∈ R m×n and b ∈ R m , using the chain result of composition of derivatives, we get
where r = b − Ax is the residual vector. The matrix form J of the Fréchet derivative of involves Kronecker product. In the following, we review some basic results on Kronecker product. If A ∈ R m×n and B ∈ R p×q , then the Kronecker product [22] . The following results can be found in [22] 
for any vector y and matrix
where ∈ R mn×mn is the vec-permutation matrix; see [22] for details. Applying vec operation on both sides of Equation (18) and using Equation (19), we have
The explicit expressions for normwise, mixed and componentwise condition numbers of ILS are presented in the following theorem. Before that, we recall the notation u/v is defined by Equation (15), where u and v are two conformal dimensional vectors.
Theorem 3.2: Let A ∈ R m×n and b ∈ R m such that the assumption (4) is satisfied, then the normwise, mixed and componentwise condition numbers defined by Equation (16) have the following explicit expressions
where A(:, j) is the jth column of A, Proof: For the normwise condition number κ n , In view of Equation (16) and from Equation (18), we have the following equality
Therefore, if we identify X = (A pq A) −1 A pq , Y = (A pq A) −1 , V = A, w = b, s = x and t = pq r in Lemma 3.1, the following explicit expression for κ n
can be derived. For the mixed condition number, recalling x defined by Equation (16) and using the definition of Fréchet derivative, it follows
where J is defined in Equation (20) . Hence, because | A| ≤ ε|A| and | b| ≤ ε|b|, we can use the monotonicity of infinity norm together with the definition of κ rel ∞ to obtain that
For the numerator of the right-hand side of Equation (22), it is not difficult to see that there exists an index satisfying that
where e is th column of the identity matrix. Let J i,j be the (ij)th entry of the matrix J ∈ R k× (mn+m) . From the definition of κ rel ∞ , it can be verified that the upper bound in Equation (22) is attainable at
where the notation sign is the sign function. Suppose the matrix M = I n ⊗ (( pq r) ) − x ⊗ (A pq ) be partitioned as
After some algebraic calculations, we prove the expression of κ rel ∞ . The proof of the third part is similar to the second part, thus it is omitted. Remark 3.1: As investigated in [40] , we may consider the spectral normwise condition number of ILS when there are no perturbation on b as below:
where x + x the unique solution to the following perturbed ILS:
However a computable formula for κ ( 
2)
A does not exist. On the other hand, the following normwise condition number
can be used to approximate κ (2) A as done in [40] . From Equation (14), it can be verified that
Applying Equation (13), we can obtain that
In the following we will compare our results with the previous condition numbers for ILS. Bojanczyk et al. [7] introduce the relative normwise condition number κ BHP for ILS as
where x + x is the unique solution to (17) , A and b are a matrix and vector of tolerances; see [7, Equation (2.9)]. In the following we adopt the common choice A = A and b = b. Bojanczyk et al. in [7] prove that
where ϒ 1 is given in [7, Equation (2.10)] as
where M = A pq A and ∈ R mn×mn is the vec-permutation matrix defined in Equation (19) . Li and Wang [33] introduce the condition number κ LW for ILS as
where J( A, b) is given by Equation (18),
the notations · u and · v are two vector norms, · u,v is the matrix norm induced by the vector norms · u and · v , Diag(v) is a diagonal matrix with its ith diagonal entry being v i , ζ 1 ∈ R m×n , ζ 2 ∈ R m and ζ 3 ∈ R k are are parameters matrix and vectors. Especially, ζ i can be chosen to be positive numbers. When u = v = 2, the expression of κ LW can be derived as
which is a relative normwise condition number for ILS; see [33, Theorem 3.2] . In [33, Remark 3.4] , under the condition L = I n and ζ i = 1, the following relationship holds
where the right side of the above inequality relates to ϒ 1 . However, the relationship between ϒ 1 and ϒ 2 (ζ 1 , ζ 2 , ζ 3 ) with the common choice ζ 1 = A F , ζ 2 = b 2 and ζ 3 = L x 2 is not investigated. In fact from [33, Equation (3.9)] 
In the following proposition, we will prove that κ n given in Theorem 3.2 is mathematical equivalent to ϒ 2 (ζ 1 , ζ 2 , ζ 3 ) (25) from their explicit expressions when ζ 1 = 1/α, ζ 2 = 1/β and ζ 3 = L x 2 .
Proposition 3.3: With the notations before, we have
Proof: Recall that H is defined in Equation (21) 
Using the fact that for any matrix A, we have
2 , and comparing the expressions of κ n and ϒ 2 (ζ 1 , ζ 2 , ζ 3 ) given in Theorem 3.2 and Equation (25), respectively, we complete the proof of this proposition by taking
Now let us consider that pq = I m , thus ILS (1) reduces to LS (2) . Also the condition (4) becomes that A A is positive definite, which means that A has full column rank. The normwise absolute condition number for LS is introduced by Gratton in [23] as follows:
where x + x is the unique solution to the perturbed LS:
Later, Arioli et al. [2] defined the partial normwise absolute condition number for LS as follows:
where A = U V is the thin SVD of A, = Diag(σ i ) with σ 1 ≥ σ 2 ≥ . . . σ n > 0, and
The absolution normwise condition number κ abs n for Equation (1) can be defined and has the following form as
where H is defined in Theorem 3.2, and x + x is the unique solution to the perturbed ILS problem (17) . In the following proposition we will prove that the expression of κ abs n can recover the expressions of κ LS,G and κ LS,ABG when pq = I m . Proof: Since A has full column rank, it is well known that A r = 0. Therefore, from Equation (26) and using the thin SVD of A, we have that
therefore when L = I n , it can be derive that
which completes the proof of this proposition.
Remark 3.2:
For LS problem (2), the relative normwise condition number of the solution x can be defined and characterized by
where x + x is the unique solution to the perturbed LS problem (27) , c 1 = β 2 /α 2 + 1/ x 2 2 and c 2 = c 1 + 1/ x 2 . Using similar arguments of Propositions 3.3 and 3.4, under some assumptions for L, α and β, we can prove that the explicit expression of κ n,LS is mathematically equivalent to the corresponding results of κ LS,G , κ LS,ABG , and
which appears in [33, Corollary 3.5].
Suppose u = v = ∞ in Equation (24), from [33, (3.18) and (3.19) ], the mixed and componentwise condition numbers for ILS have the following expressions
From Equation (22), we know that
Using Kronecker product properties (19) , it can be verified that
therefore, we know that J = M g . Hence κ rel ∞ = m LW . The similar conclusion for κ c and c LW can be drawn.
When pq = I m , ILS (1) reduces to LS (2) and the numerator of κ rel ∞ in Theorem 3.2 reduces to the absolute mixed condition number of LS 
In the remains of this section, we will derive the tight upper bounds for κ rel ∞ and κ c , which can be estimated efficiently by the power method [29, Chapter 15] during using the QR-Cholesky method [10] to solve ILS.
We first review QR-Cholesky method for solving ILS, which was proposed by Chandrasekaran et al. [10] . The QR-Cholesky method is stable and efficient for solving ILS. For A ∈ R m×n , assume its QR decomposition
where Q ∈ R m×n is orthogonal R ∈ R n×n is upper triangular and non-singular. So
From the positive definiteness of A T pq A and R being non-singular, the matrix
is positive definite, which enable us to compute the Cholesky decomposition of
So the normal equation of ILS can be written
Thus we can compute x by solving the following system U URx = Q pq b, which can be implemented by forward and backward substitutions for some right hands with different triangular coefficient matrices in sequence. Moreover, after the QR-Cholesky method [10] , the matrices R and U have been computed, which can help us to reduce the computation cost when using the power method [29, Chapter 15 ] to estimate the upper bounds for κ rel ∞ and κ c . In the following, we will give tight bounds for κ rel ∞ and κ c , which can be estimated efficiently by the power method [29, Chapter 15] . Firstly, note that for any matrix B ∈ R p×q and diagonal matrix D v ∈ R q×q with its ith diagonal entry being v i ,
where e = [1, . . . , 1] ∈ R q . With the above property and triangle inequality, we can prove the following theorem and its proof is omitted.
Theorem 3.5: With the notations above, we have the following bounds
1 2 κ U ∞ ≤ κ rel ∞ ≤ κ U ∞ , 1 2 κ U c ≤ κ c ≤ κ U c , where κ U ∞ = L R −1 U −1 U − R − [e 1 ( pq r) − x 1 A pq , . . . , e n ( pq r) − x n A pq ]D A ∞ L x ∞ + L R −1 U −1 U − R − A pq D b ∞ L x ∞ , κ U c = D −1 L x L R −1 U −1 U − R − [e 1 ( pq r) − x 1 A pq , . . . , e n ( pq r) − x n A pq ]D A ∞ + D −1 L x L R −1 U −1 U − R − A pq D b ∞ ,
where D A denotes the diagonal matrix diag(vec(A)) and D b is a diagonal matrix whose ith diagonal entry is b i .
The power method [29, Chapter 15] is an efficient algorithm to estimate 1-norm for any matrix B. The main computational cost of the power method is matrix-vector multiplications Bv and B v for some vector v. In view of the expressions of κ U ∞ and κ U c , when the power method is implemented, the computation complexity mainly relies on R −1 U −1 U − R − v for some vector v, which can be computed by the forward and backward substitutions for some linear systems with triangular coefficient matrices. Because the upper triangular matrices R and U have been computed, the computational cost of the power method to estimate κ U ∞ and κ U c can be reduced from the fact of the triangular structures of R and U. Thus the power methods for κ U ∞ and κ U c are efficient and their detailed descriptions are omitted.
Numerical examples
In this section we do some numerical examples to show the effectiveness of the previous derived results. All the computations are carried out using Matlab 8.1 with the machine precision μ = 2.2 × 10 −16 .
In this section, we fix m = 16, n = 8 and p = 10. We adopt the matrix as generated in [7] . The coefficient matrix A has the following form:
where V ∈ R n×n , S 1 ∈ R p×n and S 2 ∈ R q×n are randomized orthogonal matrices by using QR decomposition of randomized matrices, and D ∈ R n×n is diagonal with diagonal elements distributed exponentially from δ −1 to 1. It can be verified that A pq A = (3/4)V D 2 V, so the uniqueness condition (4) is satisfied. Let v be a n × 1 vector with v 1 = v 2 = and v n = 1/ , and other components are set to zero. Then the vector b is constructed as follows
where b 2 is an unitary vector satisfying A b 2 = 0. We use the QR-Cholesky method [10] for solving ILS to compute the solution x. Usually the solution x have badly scaled components, for example, the first and second components of x often have the same order of while the last component of x is order of 1/ . For the perturbations E on A and f on b, we generate them as
where ε = 10 −10 , each components of A 1 ∈ R m×n and b 1 ∈ R m are uniformly distributed in the interval (−1, 1), and denotes the componentwise multiplication of two conformal dimensional matrices. Let the perturbed solutionx is computed by Matlab using the QR-Cholesky method [10] for (17) . For the L matrix in our condition numbers, we choose
Thus, corresponding to the above three matrices, the whole x, the subvector [x 1 x 2 ] T , and the component x n are selected respectively. We measure the normwise, mixed and componentwise relative errors in L x defined by
We compute the numerical values of κ n , κ rel ∞ and κ rel c given in Theorem 3.2. Also we compare them with the pervious result ϒ 1 given by Equation (23) . Moreover, the numerical values of r rel 2 , r rel ∞ and r rel c are illustrated.
In Table 1 , we test different choices of and δ. It is observed that when (or δ) deceases from 10 −3 to 10 −6 , cond(A pq A) increases which means that ILS tends to be more ill-conditioned. The firstorder perturbation bounds: κ n · 10 −10 , κ rel ∞ · 10 −10 and κ rel c · 10 −10 can bound the true relative errors r rel 2 , r rel ∞ and r rel c for different L. On the other hand, the first-order perturbation bounds ϒ 1 · 10 −10 cannot bound the true relative normwise errors when L = L 1 or L = L 2 because ϒ 1 does not take account the conditioning of the particular component of x. Also, the first and second component of the solution x are ill-conditioned, which coincides with numerical values of κ n , κ rel ∞ and κ rel c for L 1 . While the last component of x has better conditioning, which show the effectiveness of κ rel ∞ and κ rel c . In the rest of this section, we will test the effectiveness of the linearization estimateμ for the normwise backward error μ of ILS in Section 2. The coefficient matrix A is generated as previous. For the vector b, we adopt two ways to generate it. One is as the previous method (28) with = 10 −3 . Another way is to generate b by using Matlab command randn, that is, b is a standard Gaussian vector. For given A and b, we generate perturbations A and b as in Equation (29) . Let the computed solution y is calculated by the QR-Cholesky method [10] for the perturbed ILS problem (17) . For the computed solution y, its normwise backward error μ is defined by (7) , and its linearization estimateμ for the normwise backward error μ is given by Equation (9) . We always use the common choice θ = 1 in Equation (7) .
Please note that there is no explicit expression for the normwise backward error μ. Since the perturbations A and b are known in advance, we can calculate the following quantity μ 1 to approximate μ:
and compare μ 1 with the linearization estimateμ to show the effectiveness ofμ. From the definition of the normwise backward error μ defined in Equation (7), it is easy to see that μ ≤ μ 1 . Note that μ may be much smaller that μ 1 because μ is the smallest perturbation magnitude over the set of all perturbations ξ ILS (6) . We test different choices of the perturbations magnitude ε in Equation (29) and the parameter δ which determines the conditioning of the coefficient matrix A pq A in the normal equation (3) . We report the numerical values of μ 1 ,μ and the residual norm γ , where
From Tables 2 and 3 , it is observed that the residual norm γ increases when δ decreases from 10 −1 to 10 −8 under both small and large perturbations, which means that when ILS becomes more illconditioned the computed solution cannot be calculated accurately. Also the linearization estimatē μ increases corresponding to the decrease of δ because more smaller δ makes more ill-posedness of ILS. For the vector b generated by Equation (28) ,μ can be much bigger than μ 1 when large perturbation magnitude ε = 10 −7 both for well-conditioned (δ = 10 −1 ) and ill-conditioned (δ = 10 −8 ) ILS problem, while we cannot conclude thatμ gives a bad estimation for μ because μ is the smallest perturbation magnitude to let the computed solution y be the exact solution of the perturbed ILS (17) mathematically. In Table 2 , when the perturbation magnitude ε = 10 −14 ,μ can approximate μ 1 more closely compared the cases for ε = 10 −7 . Especially, when δ = 10 −8 ,μ and μ 1 have the same order, which means that the linearization estimate μ 1 can approximate the normwsie backward error μ accurately. For the standard Gaussian vector b,μ can approximate μ 1 more accurately for well-conditioned and ill-conditioned ILS problem under both small and large perturbations. The differences betweenμ and μ 1 are up to a hundredfold. Overall, the linearization estimateμ is effective.
Concluding remarks
In this paper we studied the perturbation analysis for the ILS problem. The linearization estimate for the normwise backward error was obtained and condition number expressions for the linear function of the ILS solution were derived. We revisit the previous condition number theories for ILS and LS. Moreover, these condition numbers could be estimated efficiently by the power method [29, Chapter 15] when solving ILS using the QR-Cholesky method [10] . Numerical examples validated the effectiveness of the proposed condition numbers and linearization estimate for the normwise backward error. 
