The effect of surface roughness on nucleate boiling heat transfer is not clearly understood.
INTRODUCTION
Nucleate boiling is widely relied upon as a highly effective means of dissipating heat from critical devices such as nuclear fuel rods, power electronics, and propulsion devices. Often the device efficiency, performance and operational safety of the device are closely linked to the amount of power that can be dissipated while maintaining the temperature within specified system limits. The power dissipation bottleneck is linked to the resistance to heat flow into the coolant via nucleate boiling; it is desirable to reduce the wall superheat at all points of the boiling curve, and to predict it as closely as possible.
Surface condition was found to significantly affect the boiling curve even by early researchers such as Jakob [1] . Rohsenow [2] included a surface-fluid interaction factor C sf in his widely used pool boiling correlation, acknowledging the role of surface structure and liquid contact angle. Subsequent researchers [3] [4] [5] [6] showed that the presence of cavities of certain size and shape was a necessary condition for nucleation of bubbles. Several experiments (e.g., [7] [8] [9] [10] ) have been conducted to ascertain values of wall superheat or C sf for different surface roughness conditions. Surface roughness is a measurable quantity, and therefore a number of works [11] [12] [13] [14] have tied their individual pool boiling heat transfer results to measured roughness parameters. The most commonly correlated roughness parameters are termed R values (R a , R q , R p , etc.). Several correlations covering a wide range of fluids and R values are available, and were recently reviewed by Jones et al. [15] . Inconsistencies between experimental results and predictions from R-based correlations have been noted by several authors [14] [15] [16] [17] . Jones [18] proposed a modification of the roughness factor in the Cooper [19] correlation, which somewhat decreased errors in predicted h values versus a large number of data sets from the literature.
It is widely acknowledged in the literature that the boiling curve must depend on details of the nucleating bubbles, namely the nucleation site density, bubble departure size and growth rate, and frequency of ebullition. The nucleation site density correlation of Hibiki and Ishii [20] is fairly definitive and agrees with the extant data to within approximately 50% -an impressive statistic considering the many orders of magnitude spanned. No broad, uniformly applicable correlation is available for bubble departure diameters and frequencies, however, though a couple of recent models [21, 22] have reported progress. A survey of the literature on the subject (see, e.g., Carey [23] ) reveals that there is a lack of agreement even on the important independent variables that should be considered. McHale and Garimella [24] recently showed that surface roughness had an effect on departure diameter and frequency in pool boiling of the dielectric liquid, FC-77.
The present work aims to improve the understanding of the effect of surface roughness on nucleate boiling heat transfer. A new experimental facility is devised in which the heater surface and its roughness are well characterized, pool boiling is exhaustively visualized for each test condition, and automated bubble measurements are obtained from the visualizations.
Details of the fabrication, design, and operation of the experimental facility and test pieces are reported here. Characterization of test surface roughness is discussed, and then the boiling heat transfer results are presented. In a companion paper [25] , a characteristic length scale is developed for boiling from rough surfaces and new surface roughness measures are defined.
The automated measurement technique employed for bubble measurements is assessed.
Analysis of the heat transfer and bubble measurements is finally performed, elucidating trends that may contribute to the development of comprehensive correlations based on surface roughness.
DEVICE FABRICATION
Seven optically transparent heater-sensor test pieces with different scales of surface roughness were prepared for this work. The transparent substrates allowed for simultaneous visualizations of boiling to be obtained from the side and from below the heater. Fabrication of the boiling substrates required three steps as described below: 1) surface roughening, 2) heater material coating, and 3) patterning.
2.1
Surface roughening First, the test piece blanks were fixed into a wood block containing a shallow recess with double-sided tape. A small amount of diamond paste and several drops of lubricating oil (Edge liquid) were placed on the abrasion surface, a 153 mm × 153 mm sheet of borosilicate float glass.
The abrasive slurry was mixed and spread with a fingertip, and then the wood block fixture containing the test blank was pressed against the abrasive. The fixture was moved repeatedly in a random, somewhat circular path with 100 repetitions. The roughened test blanks were then removed from the block and cleaned thoroughly in order in soap and water, toluene, acetone, and then isopropyl alcohol. Cleaning with the latter three solvents was conducted for 5 minutes each in an ultrasonic cleaner.
Following roughening and cleaning, the blanks were annealed in a tube furnace (Blue M model STF55321C) at temperatures of at least 725 °C to remove radial and lateral cracks below the surface (see, e.g., [26] ) which may otherwise act as invisible vapor trap sites. Different annealing conditions were applied to some surfaces in order to vary not only the size of roughness features, but their structure as well. Abrasive particle nominal diameters d p,nom , annealing conditions, and resulting surface average and rms roughnesses (R a and R q , respectively) of each test substrate are listed in Table 1 . SEM images of 250-µm particle abraded surfaces annealed under different conditions are shown in Figure 1 to show the effect of annealing conditions on surface structure.
Heater material coating
After annealing, the roughened faces of the parts were conformally coated with approximately 250 nm of indium tin oxide (ITO) using a sputtering technique. The resulting coated surfaces exhibited either a yellow or blue-indigo color, depending upon the coating batch.
Following ITO coating, the parts were again cleaned in toluene, acetone, and then methanol. 10 nm of titanium as an adhesion layer and then 200 nm of gold were evaporated successively onto the ITO surface to provide for isopotential electrical contacts.
Patterning
The parts were then subjected to a 2-step conventional microlithography process in order to pattern ITO heater strips and gold contacts. The photolithography mask patterns are shown in Figure 2 . Before each of the two steps, the test pieces were cleaned in toluene, acetone, and isopropanol for 5 minutes each, then prebaked for 10 minutes in a 90 °C oven to drive off residual liquid molecules. AZ-9260 (AZ Electronic Materials USA Corp.) positive photoresist (PR) was applied to the surface by spinning at 4000 rpm for 40 seconds, with a 2-second ramp up in order to prevent the relatively massive test piece from slipping off the spinner vacuum chuck. The resulting PR thickness for the spin recipe was approximately 7 µm [27] , enough to coat even the largest asperities (as verified by visual inspection under a microscope). The PRcoated parts were softbaked in a 110 °C oven for 4 minutes, then inserted into the mask aligner (Karl Suss model MJB-3). After aligning the mask to the part, the coated surface was subjected to UV light from the aligner's internal mercury arc lamp at an intensity of 1200 mJ/cm 2 for 36 seconds. Following exposure, the test pieces were developed in a 3:1 solution of water and AZ 400K for 2 minutes, and then hardbaked in a 90 °C oven for 10 minutes.
In the first patterning step, the entire heater and marker array was patterned by successively etching the gold, titanium, and ITO layers, removing all areas not appearing black in Fig. 2(a) .
In the second patterning step, the photoresist was patterned according to the black areas of Fig. 2 (b) . Only gold and titanium were removed in this step, leaving the ITO pattern unmodified.
The 200-nm gold layer was removed in approximately 2 minutes by immersion in a goldspecific etchant containing potassium iodate (Transene Gold Etch TFA). The 10-nm titanium adhesion layer was then etched using "base piranha" solution consisting of 3 parts NH 4 (OH) (29% by mass in water) to 1 part H 2 O 2 (30% by mass in water), requiring about 30 seconds for complete removal. The ITO layer was etched in concentrated HCl (37% by mass in water), a process that required soaking between 5 and 15 minutes depending upon the ITO coating batch.
Undercutting of up to 10 µm was observed, the HCl etch being anisotropic and local etch rates being highly dependent upon the material composition and/or surface geometry. After etching, the photoresist etch stop was removed by soaking in toluene, followed by acetone and then isopropanol.
Completed parts (see Fig. 3 ) contained 4 test strips of different widths flanked by gold electrodes with good adhesion and electrical contact properties, with minimum separations of 1 mm between electrical contacts for different strips. The test strips chosen for this study measured 25 mm long × 400 µm wide, a width which was found experimentally to provide an optimum combination of heat transfer data and bubble visualization. Each completed part also contained a 25 mm long × 16 mm wide test area so that sessile drop contact angle measurements could be performed on a large ITO-coated area.
EXPERIMENTAL FACILITY
The experimental facility (shown in Fig. 4 ) for the boiling tests was designed to be operated as a sealed system with good thermal control and good optical and electrical access for a wide variety of measurements. The potential for chemical incompatibility across many possible working fluids also required the number of materials used in the facility to be limited. Plastics were avoided whenever possible.
The working fluid used in the present tests, FC-72, has a low thermal conductivity relative to water -approximately 0.06 W/m·K at 25 °C [28] . In addition, the refractive index of FC-72 changes moderately with temperature [29] , which could result in severe index gradients and thus significant local image distortions if the liquid pool temperature were allowed to stratify.
Optical access was required from four directions, complicating the application of a uniform temperature boundary condition preventing thermal stratification in the pool. The conflicting optical and thermal requirements were resolved as follows.
Sealing
The chamber was constructed of six PEEK sheets, each 19 mm thick (except for the 23.8-mm thick floor), fastened together to form an airtight thermally insulating box. PEEK was chosen as the wall material due to its excellent mechanical properties and chemical inertness, along with its robustness through thermal cycling. The four walls were bonded using an epoxy sealant 
Thermal control
The walls, floor, and ceiling of the chamber contained drilled channels through which a secondary heating/cooling fluid was passed in order to fix the temperature of the pool. Also in the secondary fluid loop, a coiled stainless steel tube mounted in the ceiling of the chamber acted as a condenser to the working fluid when necessary. An immersion-style cartridge heater was installed at the lowest point of the pool in order to bring the working fluid rapidly up to the saturation temperature and to allow the chamber to be degassed by vigorous boiling. Heat was rejected from the cooling loop by a fan-cooled multipass finned heat exchanger. A second pane of glass separated by a 25-mm sealed air gap was used to create an adiabatic boundary below the test piece. The bottom pane was coated with ITO for resistive heating and maintained within 5
°C of the saturation temperature. Finally, hot air close to the saturation temperature was directed at the front glass viewing window in order to prevent excess heat transfer at this surface (which would otherwise lead to changes in refractive index of the working fluid and significant optical measurement errors).
Instrumentation and optical access
In order to provide power and measurement across the four test strips on the test piece, Solder joints between PTFE-coated lead wires within the pool and the spring pins were coated with E-214HP epoxy to prevent migration of metallic species from/to the solder joint. Because the working fluid FC-72 has a very high electrical resistivity (1.0×10 15 Ω·cm), it was unnecessary to electrically passivate either the test strips or the electrical connections exposed to the fluid.
Complete optical access to the test strips with backlighting illumination was desired from two orthogonal directions. The maximum field of view for wide-angle recording (as in the present work) was just over 25 mm and the working distance was approximately 20 cm through combined media, primarily air. Minimum window dimensions of 50.8 mm were chosen to accomplish wide angle viewing and allow sealing using clamping retainer components.
Imaging and Instrumentation
Two high-speed cameras were used to record boiling images of the entire heater strip at 4000 frames per second, with 1/12,000 s exposure time. The actual power dissipation and temperature were calculated later from the heater/sensor test strip electrical data.
Temperature sensor calibration
ITO exhibits an approximately linear change in resistance with changes in temperature [30] .
The patterned traces on the substrates in this work were intended to function as both heaters and as resistance temperature devices (RTDs) after calibration. The resistance of each single ITO device, however, was found to be extremely sensitive to atmospheric exposure, electrical activity, exposure to elevated temperature, and other long-term aging effects. This sensitivity of ITO device resistivity, which was noted by Pascual et al. [30] and Gregory and You [31] , is likely due to small changes in chemical composition and the fact that conduction of electrons within the ternary compound may occur by several methods [32] .
A fast calibration approach was adopted in order to circumvent long-term aging effects.
Prior to testing each surface, the entire base of the facility, including the installed test piece, was placed in an oven exposed to an ambient atmosphere. A small thermocouple was affixed to the boiling surface with Kapton tape, which was then covered with a 12-mm thick layer of closedcell silicone foam insulation. The oven temperature was set to the upper limit of the calibration, 
T vs R * curves were highly repeatable, as shown in Figure 5 During boiling tests, both the applied voltage and the current through the heater were measured for a sufficient period of time for the voltage and current to reach a steady state (at least 5 minutes). Both the input power to the strip and its resistance were determined from the measured voltage and current. Immediately prior to recording steady-state data, synchronized high-speed videos were taken for 0.5 seconds. Bubble ebullition behavior was extremely consistent over time for each test condition, and 0.5 seconds was long enough to capture many consecutive ebullition cycles.
Between individual tests for successive data points, power to the test strip was shut off and the system temperature was allowed to equilibrate for a period of 5 minutes, during which the heater surface temperature returned to the saturation point. During this time, the 4 test leads to the test strip were switched between terminal connections on a junction box so that the resistance of the unpowered strip at temperature sat T could be measured by the data acquisition system.
Repeatability
Good repeatability of data obtained with this procedure was confirmed by repeating the test for Surface 5, as shown by the results (apparent heat flux, uncorrected for thermal spreading in the substrate versus wall superheat) plotted in Figure 6 . The mean absolute discrepancy (MAD) between the two boiling curves accounting for differences in heat flux, defined as:
which accounts for differences in both heat flux and temperature, was 1.1% (percent of full scale). The mean discrepancy [MD, same definition as Eq. (2), but the term in brackets may carry a negative sign] was only 0.2% full scale, indicating that the boiling curves as a whole
were not significantly different. When normalizing the discrepancy between each pair of points by their average magnitude rather than the full-scale value, MAD was 2.5% and MD was 0.7%.
The practical temperature uncertainty of the facility, incorporating all factors, is therefore taken to be 2.5% for a single point and 1.1% for an entire curve below the maximum calibration temperature (100-120 °C). Above this temperature, linear extrapolations of the calibration curves were used.
Contact angle measurements
The liquid contact angle θ is an important parameter in modeling boiling characteristics such as nucleation site density [20] and bubble departure diameter [23, 33] . Static contact angle may be the most important parameter representing the interaction between the fluid and specific nucleation sites [20, 34, 35] , although dynamic wetting phenomena may also be important [36, 37] . Dynamic contact angles are known to be a strong function of interface velocity [38] and can affect the size and growth rate of vapor bubbles under certain conditions [39] . Robust investigation of these effects is beyond the scope of the current work, but it is clear from the literature that θ must be considered in some form whenever surface effects are evaluated.
The receding contact angle θ r was measured for sessile, evaporating FC-72 droplets of 5 µl initial volume on surfaces 1 through 7, as given in Table 2 . Measurements were conducted on an unheated substrate at room temperature (23° C) open to the laboratory environment. The evaporating receding angle was nearly independent of droplet size (an observation consistent with detailed evaporating droplet studies [40, 41] ). Static contact angles appeared to be less than 50% higher than the receding angles, but could not be precisely measured due to evaporation.
Receding angles, however, could be measured repeatably, with small uncertainties.
Optical effects due to the roughness of several of the surfaces prevented the goniometer (Rame-Hart Model 290) from distinguishing the droplets for all surfaces, especially when color inversion occurred for very rough surfaces and low-angle droplets. The images from the goniometer - Table 2 (a) -were therefore differenced with a clean (droplet-free) reference image - 
DATA REDUCTION

Heat loss calculation
In constructing boiling curves, the temperature data (abscissa) could be easily calculated from the calibration curves described in section 4.1. The boiling heat flux data (ordinate), however, could not be obtained in a similar direct manner. The power dissipation, or apparent heat flux q app , and the heater area were known to high accuracy, but a significant amount of heat was dissipated into the fluid after conduction through the substrate to areas beyond the heater strip. The adiabatic boundary condition provided by the heated double pane arrangement below the test surface minimized heat loss from the test strip, but the spreading effect was still significant. [15] . Heat transfer coefficients above the glass surface were also temperature-dependent, with values based on the single-phase portion of the FC-77 curves of [15] . Heat input to the test strip was modeled as a volumetric heat generation in the very thin ITO heater half-domain.
Results of the parametric study shown in Figure 7 The 400-µm test strip was selected for boiling tests due to its lower spreading heat loss than the 100-µm test strip and clearer visualizations than the 1600-µm test strip. The boundary conditions in the numerical model were then modified to simulate each individual test condition as closely as possible, with heat generation within the 400-µm test strip set to the experimental value. The fundamental assumption of the numerical model is that the relationship between heat transfer coefficient and temperature expressed by the average boiling curve for the entire surface is also true for the spatially varying temperature field associated with a particular test condition. Therefore, an estimate of the true boiling curve for a surface is needed for the convection boundary condition UDF. The single phase regime was modeled as:
where the coefficient C is a parameter to be optimized and the ∆T dependence follows the natural convection formulation for the upward-facing surfaces of horizontal plates at lower Rayleigh numbers [43] . An upper limit of temperature was specified for the natural convection portion of each boiling curve by inspection of the data. Heat transfer coefficients for the boiling portion of the curve were piecewise linear between best estimate values corresponding to the experimental data points. The FLUENT model was then run as a feedback loop in which a new, improved estimate of the boiling curve was obtained after each converged set of results:
,exp, , , ,exp, 
The default value of the feedback underrelaxation factor ω was unity, although in some cases it needed to be reduced initially in order to prevent negative values for h.
Upon convergence of the FLUENT model for each feedback loop iteration, the mean surface temperature of the simulated test strip was calculated. New guesses obtained from Eqs. (6) and (7) were fed into the feedback loop, calling the FLUENT model repeatedly until the apparent boiling curves from the experiment were reproduced with minimal error. Root-meansquare (RMS) errors in temperature between reproduced and experimental boiling curves were about 0.5 K on average and are given in Table 3 . Sensitivity of the heat flux values to changes in input temperature suggest that the uncertainty in individual heat flux values calculated from the numerical simulations is around 20% for the nucleate boiling portion of the curve.
Characterization of heater surface roughness
Comprehensive measurement of the surface roughness features is described here. Complete 3D maps of each test strip measuring 25 mm × 400 µm were obtained with a Zygo Newview only resolve very steep asperity angles at such a high magnification; the amount of x-y-z data for entire test strips at this magnification, however, exceeded the software stitching limitations of the instrument. The profile data for individual scans were therefore stitched together using a custom MATLAB [44] code. Alignment features on the part were used to map the part R a and R q values shown in Table 1 were calculated for the entire surface. There is no clear standard for the length scale that these measurements should span. Therefore, R a and R q were calculated for interrogation windows of 400 µm length (y) and widths (x) ranging from 1.767 µm (the horizontal resolution of the instrument) to 25 mm. For each window, a base plane was fit to the data and the deviations from this plane were used in the calculations. For interrogation widths less than 25 mm, all possible non-overlapping interrogation windows (as shown in Figure   8 ) were evaluated and the values averaged. The lowest values invariably resulted from the smallest interrogation windows and highest values typically from the largest interrogation windows. The lowest R a values are used in all plots and calculations in this paper and the companion paper [25] for the sake of consistency; it is noted that the low and high values calculated for each surface were not very different from each other (as shown in Table 1 ).
6
RESULTS
Pool boiling experiments were carried out for the 400-µm test strips on all seven surfaces.
Apparent (uncorrected) boiling curves for the seven surfaces are shown in Figure 9(a) , and the corrected heat flux values accounting for spreading in the substrate by the method of Section 5.1 are shown in Figure 9 
Support for reported measurements
To the authors' knowledge, ITO devices have not successfully been used as temperature sensors in any other study of boiling heat transfer, and few pool boiling experiments rely so heavily upon numerical simulation to determine heat flux values. Additional evidence that the measurements reported here are accurate is provided by the following internal consistencies.
All uncorrected boiling curves contain a nearly identical natural convection portion, which further validates the approach used to calibrate and measure temperature with the ITO devices.
Natural convection heat transfer is the result of transient conduction into the fluid, subject to the instability-related time scale [45] . As such, micron-scale roughness can have little effect on the heat transfer since the surfaces are well wetted, i.e., there is good thermal contact between solid and liquid for all surfaces. Heat flux vs temperature curves for different surfaces in the singlephase regime would therefore be expected to be identical, which is the present case despite that each devices has been independently calibrated. data point may only be certain to within about 20%.
Effect of surface roughness on boiling heat transfer
Boiling curves for the roughened surfaces are characterized by ∆T w values significantly less than those for the smoother surfaces, as expected. The R a values of surfaces 1 through 7 cover a wide range, while the boiling curves seem to lie along only three paths. Surprisingly, the boiling curves for surfaces 2 and 7 are almost identical, while the R a value of surface 7 suggests that it should have similar performance to surface 3 instead of surface 2. From Table 1 , it can be seen that the annealing conditions of surface 7 are more aggressive than for the other surfaces. Surface roughness is clearly a parameter of importance in determining critical heat flux as well as wall superheat. All surfaces reached critical heat flux except for surface 5, which did not reach an identifiable point of critical heat flux despite the appearance of dry patches on the surface at the highest value of apparent heat flux, 345,000 W/m 2 as shown in Figure 9(a) .
Approximate values of critical heat flux (CHF) may be inferred from the data for the other surfaces. The wall superheat at the apparent point of CHF for surfaces 2 through 7 averaged 29.7 K except for the polished surface, for which ∆T w,CHF was 38.5 K. The corrected critical heat flux q CHF varied between 147,000 W/m 2 for the polished surface and 265,000 W/m 2 for surface 4; q CHF did not appear to correlate well with R a .
Another interesting feature of the test surfaces may be seen by comparing Figures 9 (a) and (b) . Although normally absent for power-controlled surfaces, a 'transition' portion of the boiling curve beyond CHF is present and controllable. This is due to the fact that the test strip temperature is strongly coupled to the saturation temperature of the fluid by short conduction paths through the substrate.
Effects of surface roughness on bubble ebullition
High speed video was simultaneously recorded in bottom and side view orientations for each test condition in which boiling occurred, as summarized in Table 4 . These results are quantitatively analyzed in the companion paper [25] , but general features of the boiling are apparent by inspection. In the table, boiling images from surfaces 1 and 6, representative of smooth and rough surfaces, respectively, are compared for similar heat fluxes. Nucleation site densities are considerably higher for the rough surface. Average bubble departure diameters appear to be somewhat higher for the smooth surface. Departure frequencies, which can be observed in the accompanying videos, are not much different for smooth and rough surfaces.
Boiling at values of q near CHF is characterized by large intermittent dry vapor patches at the base of macrobubbles (those formed by multiple mergers) remaining attached to the surface for somewhat prolonged periods. Macrobubbles are significantly larger and experience greater residence times on the smooth surface than individual bubbles.
The active site density may be limited for surface 1 by the number of potential nucleation sites, which contributes to its higher wall superheat for a given heat flux. Surface 6, being very rough, has an abundance of potential nucleation sites and many more sites active than surface 1.
With more bubbles being generated per unit area, more of the area of surface 6 benefits from the four mechanisms of heat transfer [46] associated with bubble ebullition, rather than only the single-phase conduction mechanism. In addition, the bubbles generated by surface 6 seem to remain distinct from one another even at high heat fluxes; vapor patches do not spread beyond the base of a single bubble until a much higher surface heat flux than for surface 1. This may be explained by the higher wettability (lower fluid contact angle) on the rough surface, and it could explain [47] its higher CHF than the smooth surface 1.
CONCLUSIONS
A new type of pool boiling facility employing a transparent borosilicate glass substrate coated with indium tin oxide was developed. The primary strengths of this facility are: 1) the good degree of controllability of the surface roughness features, and 2) good optical access for high-quality visualizations from both the side and below the boiling surface. Variation of the ITO heater/sensor resistance with factors other than temperature was taken into account to an excellent degree by normalization with its resistance at the saturation temperature, which could be easily measured between boiling data points. Thermal spreading through the glass substrate was accounted for by 2-D numerical simulations. Surface roughness and liquid contact angle values were measured precisely for the heater surfaces. Resulting boiling curves revealed the importance of the structure as well as the size of surface roughness features. Visualizations of bubble ebullition revealed bubbles to be smaller and more distinct for a rough surface than for a smooth surface. Active nucleation site densities were higher for the rough surface, and the vapor in contact with the rough surface did not spread as freely as on the smooth surface.
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