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RESUME 
Typiquement, en tomographie optique diffuse (TOD), les mesures optiques sont prises en 
amenant des fibres optiques en contact avec le sujet ou en faisant baigner le sujet dans 
un fluide adaptateur d'indice. Ces deux approches simplifient grandement le probleme 
inverse pour la reconstruction tomographique, car seule la propagation de la lumiere dans 
les tissus biologiques doit etre consideree. Dans le cas de l'imagerie sur petits animaux, il 
est tres difficile d'amener des fibres optiques en contact avec le sujet de facon automatisee 
sans l'ecraser et sans changer sa geometrie. L'utilisation de fluides adaptateurs d'indice 
simplifie la geometrie du probleme a celle du contenant, generalement de forme cylindrique, 
ou se trouve l'animal. Par contre, il n'est pas pratique d'avoir a entretenir un tel systeme 
et il est difficile de mettre l'animal dans un fluide sans le noyer. L'utilisation de fluides 
adaptateurs d'indice attenue le signal optique menant a des mesures plus bruitees. Les 
sytemes sans contact permettent d'eviter tous les problemes mentionnes precedemment, 
mais necessitent la mesure de la forme exterieure du sujet. Dans le cadre des presents 
travaux de recherche, un systeme de vision numerique utilisant une paire de cameras 
et un laser pour mesurer la forme exterieure 3D de sujets est presente. La conception 
du systeme de vision numerique 3D vise a faciliter son integration au systeme de TOD 
qui est presentement developpe au sein du groupe TomOptUS. Le principal avantage 
du systeme de vision numerique est de minimiser la complexity du systeme de TOD en 
utlisant le meme laser pour les mesures tomographiques optiques et pour les mesures 
3D, permettant simultanement l'acquisition de modeles 3D et de donnees optiques. Cette 
approche permet de mesurer la position exacte a laquelle la lumiere du laser est injectee 
dans le sujet, alors que cette postion est habituellement deduite et non mesuree par les 
autres systemes. Cette information est extremement importante pour la reconstruction 
tomographique. Des mesures 3D precises (<lmm) sont obtenues a l'aide d'algorithmes 
pour l'etalonnage de l'axe de rotation et de translation. Des mesures 3D d'une forme de 
reference et d'une souris sont presentees demontrant la precision et l'efficacite du systeme. 
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CHAPITRE 1 
Introduction 
Suite aux recents avancements dans le developpement de traceurs fluorescents dans le 
proche infrarouge, notamment pour la microscopie optique et l'endoscopie sur echantillons 
de tissus [Becker et coll., 2001], il appert d'un grand interet d'utiliser ces traceurs pour la 
tomographie optique diffuse (TOD) dans les tissus biologiques. La TOD est une modalite 
d'imagerie permettant d'imager de fagon non effractive a l'interieur des tissus de fagon 
semblable a la tomodensitometrie et a l'imagerie par resonance magnetique utilisees en 
imagerie medicale. Les traceurs fluorescents sont utilises 1) pour remedier au manque 
d'agents de contraste endogenes dans les tissus biologiques et ainsi obtenir des images de 
qualite superieure en accroissant le contraste et 2) coinme agents pour cibler des processus 
biomoleculaires specifiques. Dans ce dernier cas, le traceur fluorescent est fonctionnalise 
en l'attachant a une molecule impliquee dans le processus biomoleculaire, par exemple, 
un anticorps. Ainsi, la TOD est envisagee dans le developpement de medicaments contre 
le cancer et le suivi de leurs effets. Plus precisement, elle permettrait de suivre differentes 
molecules vers des sites specifiques chez des petits animaux de laboratoire utilises en 
recherche pharmaceutique afin d'obtenir des images de tumeurs cancereuses ou de tout 
autre processus biomoleculaire d'interet. 
Typiquement, les systemes actuels utilisent des fibres optiques en contact avec le sujet 
pour prendre les mesures optiques servant a la reconstruction tomographique. Cette ap-
proche est utilisee parce qu'elle permet de n'avoir qu'a tenir compte d'un seul mode de 
propagation de la lumiere dans les modeles mathematiques utilises pour la reconstruction, 
a savoir la propagation diffuse dans le sujet. C'est done pour simplifier le probleme de 
reconstruction que des mesures avec contact sont prises. En pratique, il est toutefois peu 
commode de prendre des mesures en amenant une fibre optique en contact avec un sujet, 
principalement parce que le positionnement de la fibre optique sur un sujet vivant (un 
1 
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animal par exemple) de geometrie variable est plutot difficile a automatiser si on veut 
prendre des mesures rapidement. En effet, cela necessiterait un systeme mecanique asservi 
complexe afin de mettre la fibre en contact avec le sujet sans l'ecraser et le deformer. 
Pour resoudre ce probleme, deux solutions ont ete proposees : 1) supposer que les sujets 
sont de geometrie simple et connue (tel qu'un cylindre, pour lequel on a une equation 
analytique) et 2) mettre le sujet a imager dans un fluide dont les proprietes optiques 
(absorption et diffusion) sont similaires a celles des tissus biologiques appele fluide adap-
tateur ou « matching fluid ». La premiere solution n'est pas commode, car generalement, 
la forme exterieure d'un sujet (une souris de laboratoire par exemple) ne peut pas etre 
raisonnablement approximee par une equation analytique. Pour ce qui est de la deuxieme 
approche utilisant des fluides adaptateurs, il s'est avere qu'elle diminuait le rapport signal 
a bruit des mesures [Ripoll et coll., 2003]. II devient egalement complexe et peu commode 
en pratique d'avoir recours aux fluides adaptateurs : l'entretien d'un systeme pour lequel 
des fluides doivent etre changes frequemment devient fastidieux et les manipulations sont 
delicates, car il faut placer l'animal dans le fluide sans qu'il ne bouge trop tout en evitant 
de le noyer. 
Pour remedier a ces inconvenients, un systeme sans contact est preferable puisque les 
mesures optiques sont prises a distance du sujet par un ensemble de detecteurs. Cela 
necessite toutefois d'avoir une description de la forme exterieure du sujet a imager pour 
determiner ou la lumiere passe d'un mode de propagation diffus dans le sujet (tissus 
biologiques; milieux optiques denses moderement absorbants et fortement diffusants avec 
un indice de refraction relativement eleve « 1.5) a un mode de propagation en ligne droite 
en espace libre (air; absorption et diffusion negligeable et indice de refraction de 1.0). 
C'est dans le cadre de ces considerations que le present projet de reconstruction 3D de la 
forme exterieure de souris de laboratoire est propose. 
Une revue de l'etat de Fart est d'abord presentee au deuxieme chapitre pour faire un 
survol i) des differents tomographes optiques existants et ii) des approches utilisees en 
reconstruction 3D. II en suit au troisieme chapitre la definition du projet accompagnee de 
ses objectifs. Le quatrieme chapitre presente la methodologie proposee. Par la suite, deux 
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articles qui ont ete publies dans le cadre des presents travaux se retrouvent aux cinquiemes 
et sixiemes chapitres du memoire. Finalement, la conclusion des travaux est presentee au 
dernier chapitre. 
PREMIERE PARTIE 
Definition du projet de recherche 
CHAPITRE 2 
Etat de Tart 
Le bilan des travaux deja consacres a la tomographie optique diffuse (TOD) et a la mode-
lisation 3D est presente pour illustrer l'interet d'une nouvelle etude sur le sujet, sa valeur 
scientifique et les eventuels debouches vers de nouveaux resultats. La tomographie optique 
est d'abord presentee a la section 2.1. L'accent est mis sur les types de mesures utilises 
pour la reconstruction tomographique ainsi que leurs avantages et inconvenients. Ensuite, 
un apergu et une evaluation des travaux des differents groupes de recherche en TOD sont 
presentes. Une attention particuliere est portee a la methode employee pour la reconstruc-
tion 3D de la forme exterieure des sujets, car c'est a ce probleme que les presents travaux 
s'attaquent. Suite au resume des differents systemes TOD existants, les etapes necessaires 
a la reconstruction 3D sont ensuite enumerees a la section 2.2. Un survol et une evaluation 
des approches utilisees a chacune des etapes de la reconstruction 3D sont donnes. 
2.1 Tomographie Optique Diffuse 
Pour avoir une bonne idee des differences entre les systemes de TOD qui ont ete developpes 
a ce jour, une vue d'ensemble de ces derniers est presente. La revue des differents systemes 
et approches utilises en TOD ne se veut pas exhaustive. II existe d'excellentes revues 
couvrant leurs sujets respectifs : pour les systemes d'imagerie resolus en temps utilisant 
des traceurs fluorescents [Cubeddu et coll., 2002], pour la tomographie optique diffuse 
[Hielscher et coll., 2002] [Gibson et coll., 2005], pour l'imagerie optique du cerveau des 
enfants nes prematurement [Hebden, 2003], pour la tomographie optique de petits animaux 
[Hielscher, 2005] et finalement, en ce qui a trait a l'imagerie moleculaire in vivo [Cherry, 
2004]. La presente section discute des systemes qui permettent de prendre des mesures 
tomographiques 3D sans contact ou pour lesquels la forme exterieure 3D du sujet sous 
observation est necessaire pour la reconstruction tomographique, dont certains systemes 
5 
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avec contact. Pour chacun des systemes, l'approche utilisee est presentee suivie d'une 
description du systeme et de la technique utilisee pour la reconstruction 3D de la forme 
exterieure du sujet. Finalement, les systemes sont presentes des moins similaires aux plus 
similaires a celui que notre groupe, TomOptUS, s'affaire a developper; ceux qui prennent 
des mesures sans contact etant consideres comme les plus similaires. 
2.1.1 Types de mesures utilisees en tomographie opt ique 
En TOD, deux types de mesures sont utilises : des mesures avec la methode en onde conti-
nue (« Continuous-Wave » (CW)) et des mesures resolues en temps (« Time-Resolved » 
(TR)). Pour les mesures TR, il existe deux approches differentes : soit dans le domaine 
temporel (« Time-Domain » (TD)) ou dans le domaine frequentiel (« Frequency-Domain » 
(FD)). Chacune de ces techniques possede ses avantages et inconvenients. 
Mesures CW 
Le systeme CW est caracterise par l'utilisation d'une source lumineuse (typiquement un 
laser ou une lampe) emettant continument de la lumiere sur les tissus biologiques sous ob-
servation combinee a la mesure de l'intensite lumineuse transmise. Ce type de systeme est 
plutot simple a realiser [Gibson et coll., 2005] et a ete utilise dans divers champs d'applica-
tions de la TOD dont en imagerie moleculaire sur petits animaux [Xenogen Corporation, 
2005] [Zacharis et coll., 2005] et en imagerie sur le cerveau humain [Obrig et Villringer, 
2004]. Par contre, le peu d'information contenu dans l'intensite de la lumiere en font des 
systemes de faible performance [Gibson et coll., 2005]. 
Mesures dans le domaine temporel 
Lorsqu'une approche TD est utilisee, le systeme comprend un laser pulse et un systeme 
de detection tres rapide qui permet de resoudre la forme temporelle des signaux optiques, 
d'une duree typique de l'ordre de 1 a 10 ns 2.1. Le temps auquel se trouve le maximum 
sur une telle courbe est un indicateur du coefficient de diffusion et la pente descendante de 
la courbe contient de l'information relative au coefficient d'absorption [Patterson et coll., 
1989]. 
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Figure 2.1 Mesure typique prise par un capteur dans un systeme TD 
Pour obtenir une courbe temporelle, deux techniques de detection sont communement 
utilisees : le comptage de photons correle en temps (« Time-Correlated Single Photon 
Counting » (TCSPC)) [Hebden et coll., 2002] [ART Advanced Research Technologies Inc., 
2004] [Hebden et coll., 2004] [Hebden et coll., 2005] [Yates et coll., 2005] [Yates et coll., 
2005] et la detection avec une camera ultra-rapide a balayage (« Streak camera ») ayant 
une resolution de l'ordre de 300 fs [Wu et coll., 1995] [Wu et coll., 1997] [Zint et coll., 
2003]. 
Au cours des dernieres annees, Putilisation de cameras ultra-rapides a balayage a ete 
abandonnee au profit des systemes TCSPC ayant une moins bonne resolution temporelle, 
mais suffisante pour la TOD et qui sont moins couteux et plus sensibles [Zint et coll., 2003], 
Par contre l'utilisation d'un systeme TD versus un systeme FD (discute ci-apres) est plus 
couteuse (l'electronique de detection est particulierement couteuse) et l'acquisition des 
donnees est plus lente. D'autre part, les systemes TD possedent vis a vis des systemes FD 
les avantages suivants [Gibson et coll., 2005] : 
• La technique TCSPC est beaucoup plus sensible qu'une methode FD; 
• Les systemes TD permettent d'imager plus profondement en utilisant des 
detecteurs plus sensibles et de puissants lasers pulses; 
• Les mesures prises a l'aide d'un systeme TD contiennent de l'information a 
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toutes les frequences; 
• La distribution temporelle du nombre de photons contient beaucoup d'infor-
mation, par exemple, un plus grand degre de separation entre les coefficients 
d'absorption et de diffusion et de l'information sur la profondeur; 
Mesures dans le domaine frequentiel 
Dans un systeme FD, un laser emettant de la lumiere de fagon continue est utilise. L'am-
plitude du faisceau laser, modulee a tres haute frequence (entre 100 MHz et 1 GHz), est 
mesuree apres avoir voyage dans les tissus biologiques tout comme la phase du signal. 
L'information pertinente est obtenue en comparant l'amplitude et la phase mesurees a 
celles du signal original, servant de reference. La difference de phase et la demodulation 
sont les deux valeurs d'intergt. 
Demodulation = ,w , „ ™ 
Ar/DCr 
Ou m refere au signal mesure, r au signal de reference, A est l'amplitude du signal 
et D C est la composante DC du signal. Les valeurs de la difference de phase et de la 
demodulation, lorsque connues a toutes les frequences, correspondent a la transformee 
de Fourier des donnees obtenues dans le domaine temporel, i.e., ce qu'on obtient avec 
l'approche TD). Par contre, il est techniquement impossible de prendre des mesures a 
toutes les frequences, ce qui est un inconvenient de l'approche FD. En plus, la technique 
FD n'est pas appropriee pour prendre des mesures a une aussi grande profondeur qu'avec 
la technique TD. L'approche FD possede tout de meme certains avantages [Gibson et coll., 
2005] : 
• Moins couteuse que les systemes TD ; 
• Simple a mettre en oeuvre et a utiliser; 
• Prise de mesure beaucoup plus rapide; 
Vous trouverez ci-apres les travaux de recherche des principaux groupes de recherche en 
TOD. 
CHAPITRE2. ETATDEL'ART 9 
Figure 2.2 Systeme pour Pimagerie du cerveau developpe a UCL [Hebden et coll., 2002] 
2.1.2 University College London 
Un groupe de recherche au University College London (UCL) a developpe un systeme 
de tomographie optique qui peut etre utilise pour l'imagerie du cerveau chez les enfants 
nes prematurement [Hebden et coll., 2004] [Hebden et coll., 2002] et en mammographie 
[Hebden et coll., 2005] [Yates et coll., 2005] [Yates et coll., 2005]. Ce systeme consiste en 
une coupole dans laquelle est placee la tete de l'enfant (dans ce cas la coupole est appelee 
casque) (figure 2.2) ou le sein de la patiente (figure 2.3). Ce systeme utilise un laser pulse 
d'une duree de 2 ps pour une approche TD. 
Imagerie du cerveau des nouveau-nes 
Dans le cas de l'imagerie du cerveau, le but est de mesurer revolution de l'oxygenation 
du sang et l'hemodynamique qu'elle induit chez les enfants nes prematurement. La forme 
exterieure 3D de la tete du nouveau ne est determinee en trois etapes. Tout d'abord, 
la forme exterieure de la tete d'une poupee est mesuree a l'aide d'un tomodensitometre 
(« 3D CT-scan »). La tete de la poupee est consideree comme une reference, i.e. comme 
une tete generique qui represente bien la tete moyenne d'un enfant premature. Ensuite, 
a l'aide d'un numeriseur (les principes de fonctionnement du numeriseur ne sont pas 
decrits dans les travaux de UCL), les positions des sources et des detecteurs sur le casque 
sont determinees. Finalement, une transformation non-lineaire (« non-linear warp ») est 
appliquee a la surface de la tete de la poupee afin de la faire concorder avec les positions 
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a) Premier prototype [Yates et coll., 2005] b) Second prototype [Yates et coll., 2005] 
Figure 2.3 Systemes pour la mammographie developpe a UCL 
des sources et des detecteurs mesurees sur le casque. II est a noter que pour ce systeme, un 
casque sur mesure est congu pour chaque enfant qui doit subir des tests d'imagerie TOD. 
Le systeme s'est avere offrir des resultats qui sont en accord, qualitativement parlant, 
avec les donnees physiologiques connues et represente un pas de plus vers la conception 
d'un appareil qui pourrait devenir un outil tres utile pour le soin des enfants prematures 
[Hebden et coll., 2002] [Hebden et coll., 2004]. 
Mammographie 
Pour ce qui est de la mammographie, le meme type de systeme est utilise et la grandeur 
de la coupole est adaptee a la taille des seins des patientes. Avec le premier prototype 
(figure 2.3 (a)) le groupe de UCL obtenait des mesures tomographiques a trois niveaux 
(trois anneaux) a l'aide d'un appareil conique. Une reconstruction 3D du cone est obte-
nue grace a la connaissance de la position des sources et capteurs. Le logiciel NETGEN 
[Schoberl, 1997] est utilise pour faire concorder ces informations a l'equation d'un cone 
de dimensions connues. Dans le second prototype (figure 2.3 (b)) un fluide adaptateur est 
utilise pour n'avoir qu'a reconstruire la forme de la coupe (une demi-sphere) pour laquelle 
une equation analytique est connue. Le logiciel NETGEN a ete utilise pour reconstruire la 
forme de la demi-sphere. Finalement, la position des capteurs et sources sur la demi-sphere 
etant egalement connue, le probleme de reconstruction tomographique en est simplifie. Les 
conclusions des etudes menees a UCL demontrent qu'il y a un potentiel pour la TOD en 
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imagerie du sein, pour la localisation et la detection de lesions, cancereuses ou non. L'uti-
lisation de fluides adaptateurs permet d'obtenir de meilleurs resultats que lorsqu'ils ne 
sont pas utilises. Par contre, les chercheurs d'UCL concluent qu'il reste encore beaucoup 
a faire avant que la TOD soit couramment utilisee comme methode d'examen des seins 
a cause d'un manque de precision pour la quantification des coefficients de diffusion et 
d'absorption. 
2.1.3 Hielscher et col l . 
Hielscher et ses associes effectuent des recherches en TOD pour deux applications : l'ima-
gerie du cerveau chez l'etre humain adulte [Bluestone et coll., 2001] et l'imagerie du 
cerveau chez les rats [Bluestone et coll., 2004] [Bluestone et coll., 2004]. Dans les deux 
cas, l'approche CW est utilisee et justifiee par le faible cout relie a la mise en oeuvre 
d'un tel systeme versus sa performance [Schimtz et coll., 2002]. Tout comme le groupe de 
UCL, Hielscher et coll. tentent d'observer revolution de l'hemodynamique dans le cerveau, 
autant chez l'humain que chez les rats. 
Imagerie du cerveau humain 
Dans le contexte de l'imagerie du cerveau humains adulte, la forme exterieure du crane 
du patient sous observation doit etre connue. Cette information, ainsi que la position des 
sources et capteurs sur le crane sont mesurees. Tout d'abord, des marqueurs circulaires 
sont places sur le crane du patient a l'endroit ou les capteurs et les sources se trouvaient lors 
de la prise de mesures optiques. Considerant que la surface du crane peut etre approximee 
par une courbe lissee, un certain nombre de marqueurs sont places sur le crane du sujet et 
les points associes sont relies a l'aide de courbes B-spline. Le positionnement dans l'espace 
des marqueurs est fait a l'aide d'un logiciel (Photomodeler, EOS Systems inc., Vancouver, 
Canada) auquel differents points de vue du crane sont presentes. Par la suite, le maillage 
est genere a l'aide du logiciel « GID software package » (CIMNE International Center for 
Numerical Methods, Barcelona, Spain; h t t p : / / g i d . c i m n e . u p c . e s / i n t r o / i n d e x . h t m l ) . 
Suite aux tests qui ont ete menes, les auteurs concluent que leurs resultats sont en accord 
avec la litterature [Totaro et coll., 1998]. lis specifient que leurs resultats montrent que la 
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TOD pourrait devenir un outil pour determiner les variations hemodynamiques dans le 
cerveau humain. 
Imagerie du cerveau chez les rats 
Pour l'imagerie du cerveau chez les rats, l'approche utilisee pour la reconstruction 3D de 
la forme exterieure du crane est similaire a celle pour le cerveau humain. Tout d'abord, les 
informations a priori provenant d'imagerie par resonance magnetique (IRM) anatomique 
et de mesures tomodensitometriques sont utilisees pour determiner la forme exterieure du 
crane et les frontieres des os, des muscles et du cerveau. Puis, en utilisant de l'informa-
tion a priori, chaque tranche 2D est reconstruite avec les differents tissus (peau, muscle, 
crane et cerveau) delimites par des courbes B-splines. Toutes les tranches sont finalement 
assemblies en un seul volume. Les travaux du groupe de Hielscher montrent le potentiel 
de la TOD dans l'etude de l'hemodynamique chez les rats. Par contre, les auteurs relevent 
le fait qu'un plus grand nombre de detecteurs pourrait etre utilises pour mesurer la lu-
miere refiechie et transmise, ce qui menerait a une meilleure resolution pour les images 
tomographiques. 
2.1.4 Advanced Research Technologies ( A R T ) 
Chez ART, un appareil pour l'imagerie moleculaire optique de petits animaux de labora-
toire (eXplore Optix™) a ete developpe pour en obtenir la distribution biologique in vivo 
et en etudier la pharmacocinetique [ART Advanced Research Technologies Inc., 2004] 
[Long et coll., 2004] [Long et coll., 2006]. Les chercheurs utilisent des traceurs fluorescents 
comme agent de contraste exogene. Une approche resolue en temps est utilisee, car elle 
procure un grand degre de precision [ART Advanced Research Technologies Inc., 2004]. 
Un apergu de leur systeme sous forme schematique est presente a la figure 2.4. 
Le systeme d'ART permet de prendre des mesures optiques en mode reflexion seulement; 
les capteurs et la source d'excitation etant du meme cote de l'animal. A la base, eXplore 
Optix™ est un systeme topographique et non tomographique, car un seul detecteur est 
utilise; le point de detection se deplagant en suivant a distance fixe le point d'illumination 
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Figure 2.4 Systeme d'imagerie optique developpe chez ART [ART Advanced Research 
Technologies Inc., 2004] 
sur 1'animal. Ainsi, le systeme ne donne pas des projections tomographiques, il permet 
seulement une visualisation des proprietes optiques des tissus biologiques en deux dimen-
sions. Toutefois, en lui adjoignant un systeme de profilometrie laser pour mesurer la forme 
exterieure de l'animal, le systeme d'ART permet d'obtenir de l'information en profondeur. 
Pour ce faire, une ligne laser est projetee sur l'animal de fagon similaire a ce qui est discute 
a la section 2.2.4. 
Suite a des etudes menees sur des fantomes (objets simulants des tissus biologiques), 
leur systeme a perrnis d'identifier des traceurs fiuorescents de differentes concentrations 
a des profondeurs variant de 0 a 15 mm [ART Advanced Research Technologies Inc., 
2004] [Mcintosh et coll., 2004]. Des tests ont aussi ete menes sur des souris afin d'illustrer 
les applications possibles du systeme d'ART : identification et localisation de tumetxrs, 
neurobiologie et etude de toxicite pour ne nommer que ces dernieres [ART Advanced 
Research Technologies Inc., 2004] [Mcintosh et coll., 2004] [Belenkov et coll., 2004]. 
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a) Systeme # 1 [Schulz et coll., 2004] b) Systeme # 2 [Deliolanis et coll., 2007] 
Figure 2.5 Systemes de tomographie sans contact du groupe de Ntziachristos et coll. 
2.1.5 Ntziachristos et coll. 
Au Massachusetts General Hospital (MGH), Ntziachristos et ses associes ont ete les pre-
miers a developper un systeme qui permet de prendre des mesures tomographiques (3D) 
sans contact sur petits animaux [Schulz et coll., 2004]. lis utilisent des traceurs fluorescents 
comme agents de contraste exogene. Le premier prototype de leur systeme prend des me-
sures CW en fluorescence avec une camera refroidie (NIR sensitive CCD camera, VersArray 
512B, Roper Scientific Inc., Trenton, NJ) avec un objectif de 35 mm (Nikon Inc., Melville, 
NY) et des nitres passe-bande pour l'excitation et la mesure de remission et l'excitation 
(671 nm and 705 nm comme longueurs d'onde centrales respectivement, Andover Inc., Sa-
lem, NH) [Schulz et coll., 2004] (figure 2.5 a)). Contrairement a celui d'ART, leur systeme 
prend des mesures en mode transmission : la source d'excitation est placee d'un cote de 
l'animal et les mesures sont prises de l'autre cote. La forme exterieure 3D du sujet est 
obtenue grace a une camera 3D (Rainbow Camera 250, Genex Technologies Inc., Kensing-
ton, MD, http://www.genextech.com/pages/601/Rainbow_3D_Camera.htm). Cet ins-
trument est en fait compose de deux cameras et d'une source permettant de projeter un 
patron de lumiere structure. C'est done un systeme stereo actif (ce type de systeme sera 
aborde a la section 2.2.4). Ce dernier assure une precision de 250 fim et permet l'acquisi-
tion d'un nuage de 442 368 points [Genex Technologies, Inc., 2003]. Ntziachristos et coll. 
ont obtenu des resultats qui montrent la possibilite de faire des mesures optiques sans 
contact. Par contre, ils mentionnent que leur systeme a besoin de plusieurs ameliorations : 
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prise de mesures 3D de la forme exterieure de la souris a partir de plus d'un point de 
vue, meilleur arrangement des sources d'illumination et de mesures optiques tout autour 
de 1'animal [Schulz et coll., 2004]. Seule la detection avec la camera est sans contact, car 
l'illumination est faite avec des fibres optiques en contact avec 1'animal. De plus, meme 
apres le developpement de leur systeme sans contact, ils ont utilise des fluides adapta-
teurs d'indice pour simplifier le probleme de frontiere entre l'air et les tissus biologiques 
[Zacharis et coll., 2005], ce qui n'en fait pas un systeme totalement sans contact. 
Pour remedier aux faiblesses mentionnees precedemment, Ntziachristos et ses associes ont 
propose un second prototype completement sans contact utilisant leur propre systeme 
pour mesurer la forme exterieure des sujets [Deliolanis et coll., 2007] (figure 2.5 b)). Pour 
ce faire, des photos sont prises tout autour de 1'animal, a partir de 72 points de vue 
angulairement equidistant. L'axe de rotation autour duquel le sujet tourne est mesure et 
cette information, combinee aux 72 photos, permet d'obtenir l'enveloppe visuelle du sujet, 
i.e., une approximation de la forme exterieure du sujet [Potmesil, 1987]. Des fantomes ont 
ete mesures a une precision de 50 fim avec un champ de vision de 11 cm, mais aucune 
forme concave ou complexe n'a ete mesuree. 
2.1.6 Xenogen 
La compagnie Xenogen a developpe un appareil pour la tomographie optique sans contact 
sur petits animaux de laboratoire [Xenogen Corporation, 2005]. Ce systeme fonctionne en 
mode CW et permet d'obtenir des mesures optiques pour la tomographie et des mesures 
de la forme exterieure du sujet sous observation a partir de 8 points de vue differents. 
Un schema du systeme est presente a la figure 2.6. Bien que seulement 4 points de vue 
soient montres, il est aussi possible de prendre des mesures a 45°, 135°, 225°et 315°. Pour 
obtenir la forme exterieure 3D du sujet, le systeme utilise une approche active ou un 
patron lumineux est d'abord projete sur le sujet (un ensemble de lignes paralleles) et une 
image du sujet avec le patron projete est acquise. L'image subit ensuite une transformee de 
Fourier. La convolution entre une fenetre de Daniell (moyenne mobile) et l'image est faite 
afin de lisser la reponse en frequence ce qui permet d'isoler la frequence porteuse. Une fois 
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Figure 2.6 Systeme de tomographic optique developpe chez Xenogen [Xenogen Corpora-
tion, 2005] 
la frequence porteuse isolee, la transformee de Fourier inverse est faite pour obtenir une 
image correspondant a la « wrapped phase ». Une technique appelee « phase unwrapping » 
donne la phase absolue qui contient l'information necessaire a l'obtention d'une vue 3D du 
sujet. Finalement, les differentes vues subissent un alignement global (tel que discute a la 
section 2.2.7) pour donner un modele 3D complet du sujet [Kuo et coll., 2004]. Le systeme 
(IVIS™Imaging System 3D Series), qui est commercialise depuis l'automne 2005, permet 
de localiser et de quantifier des sources fluorescentes ou bioluminescentes a l'interieur de 
petits animaux. En combinant des mesures prises a plusieurs longueurs d'ondes sur des 
fantomes, des resultats demontrent la possibilite de surveiller des fonctions biologiques 
[Kuo et coll., 2004]. 
2.1.7 Schulz et coll. 
Au German Cancer Research Center (DKFZ), Schulz et coll. ont developpe un systeme 
sans contact qui fonctionne en mode CW ayant une configuration a mi-chemin entre le plus 
recent systeme de Ntziachristos et coll. et celui de Xenogen. Dans le systeme developpe 
au DKFZ (presente a la figure 2.7), une camera refroidie (ORCA-II, 512x512 Pixels, 
16bit, Hamamatsu Photonics, Japon) a laquelle est ajoute un objectif a grande ouverture 
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Figure 2.7 Systeme de tomographie optique developpe au DKFZ [Schulz et coll., 2005] 
(NA1.4, SchneiderKreuznach, Allemagne) tourne autour du sujet. La camera est utilisee 
pour prendre les mesures tomographiques optiques et celles de la forme exterieure du sujet. 
L'objectif a grande ouverture permet d'obtenir une image de l'animal en entier lorsque la 
camera est a 6 cm du sujet. Pour obtenir une description pour la forme exterieure du sujet, 
des images a partir de 120 points de vue angulairement equidistants sont prises tout autour 
de l'animal. Un algorithme de type « retroprojection » est utilise pour obtenir le volume 
du sujet et la surface est extraite a l'aide de l'algorithme « marching cubes » [Lorensen 
et Cline, 1987]. Les resultats obtenus montrent que l'approche pour la reconstruction de 
la surface du sujet ne permet pas de mesurer des formes concaves et complexes telle que 
l'oreille d'une souris par exemple. 
2.1.8 Comparaison des differentes approches 
Suite a la revue des differents systemes de TOD, il est clair que cette technologie offre 
des resultats prometteurs. Pour ce qui est de la reconstruction 3D de la forme exterieure 
des sujets pour la TOD sans contact, ART, MGH, Xenogen et DKFZ ont developpe leur 
propre systeme de mesure, qui est ainsi tres bien adapte a leur systeme de TOD. Dans le 
cas d'ART, leur systeme permet seulement d'obtenir la forme exterieure de demi-souris 
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Figure 2.8 Chaine de traitement des donnees pour l'acquisition d'un modele 3D 
(figure 2.4). Pour le systeme de Xenogen et celui du DKFZ, un mouvement mecanique 
complexe est necessaire pour obtenir la forme complete de la souris et prendre des mesures 
optiques tout autour de F animal (figure 2.6). 
Ntziachristos et coll. ont tout d'abord utilise un systeme commercial exist ant. Bien que 
cette approcfie ait Favantage de minimiser le temps accorde au developpement du systeme 
de vision en soi, un systeme de vision existant ne s'integre pas facilement au systeme de 
TOD. Par exemple, dans le systeme de Ntziachristos et coll. (section 2.1.5), l'utilisation 
d'une camera 3D dans leur systeme de TOD ne permet pas la reconstruction de la forme 
complete de la souris et donne une seule vue de Fanimal. De plus, ils doivent recourir a un 
miroir « optionnel » pour pouvoir utiliser la camera 3D. Ntziachristos et coll. ont par la 
suite developpe leur propre systeme pour obtenir la forme exterieure 3D de sujet, ce qui leur 
permet maintenant de prendre des mesures tout autour du sujet. Par contre, leur systeme, 
tout comme celui du DKFZ, ne permet pas de mesurer des formes concaves et complexes. 
Aucun systeme ne possede une geometrie qui permettrait d'integrer celui-ci a d'autres 
modalites d'imagerie medicale telles que la tomodensitometrie (« Computed Tomography 
(CT) »), Fimagerie par resonance magnetique (IRM) et la tomographic par emission de 
positons (TEP). Finalement, tous les systemes deduisent Fendroit ou la lumiere laser 
penetre dans le sujet plutot que de mesurer cette position. 
2.2 Acquisition d'un modele 3D 
La figure 2.8 montre que Fobtention d'un modele 3D se fait en deux etapes : 1) acquisition 
d'un nuage de points et 2) reconstruction de la surface. Dans ce qui suit, les composantes 
d'un systeme type d'acquisition d'un modele 3D seront presentees pour les deux etapes 
Etape 1: 
Acquisition d'un 
nuage de points 
Nuage de points 
Etape 2: 
Reconstruction de la 
surface 
Modele 3D 
-- - ^ 
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precedemment enoncees. Par la suite, une revue des solutions existantes a chacune des 
etapes est donnee. 
2.2.1 Etalonnage d'un systeme 
Avant meme d'obtenir un nuage de points, on doit effectuer l'etalonnage du systeme de 
vision pour pouvoir l'utiliser a des fins de metrologie. L'etalonnage d'une camera permet 
d'obtenir les parametres intrinseques, parametres qui donnent la correspondance entre les 
coordonnees en pixels et les coordonnees dans le repere de la camera, et les parametres 
extrinseques qui definissent la position et l'orientation de la camera dans un repere lie a la 
scene. Dans le cas d'un systeme stereoscopique, i.e. une paire de cameras, un etalonnage 
stereo du systeme est effectue pour obtenir les parametres extrinseques qui definissent la 
position et l'orientation de la premiere camera par rapport a la seconde. Pour certains 
systemes actifs utilisant une seule camera et une source lumineuse, il est aussi necessaire 
de faire l'etalonnage de la source lumineuse pour connaitre sa position et son orientation 
dans le repere de la scene et par rapport a la camera [Sadlo et coll., 2005]. Bien qu'il soit 
possible d'obtenir un modele 3D approximatif a partir d'un systeme pour lequel aucun 
etalonnage n'est fait [Trucco et Verri, 1998], cette approche n'est pas discutee ici, car elle 
n'a pas d'interet en TOD. Dans le present travail, il est done necessaire que le systeme 
de vision ait subi un etalonnage afin d'obtenir un modele 3D precis du sujet. Pour plus 
d'information sur l'etalonnage de cameras, le lecteur est invite a lire les references [Clarke 
et Fryer, 1998] [Faugeras, 1993] [Trucco et Verri, 1998] [Tsai, 1987] et a consulter le site 
Web de Jean-Yves Bouguet (h t tp : / /www.vis ion .ca l tech .edu/bouguet j /ca l ib_doc/ ) 
qui fournit gratuitement un outil de calibrage complet dans l'environnement Matlab et en 
C. 
2.2.2 Acquisi t ion d 'un nuage de points 
Pour obtenir une representation de la surface d'un sujet, il faut mesurer la position dans 
l'espace de plusieurs points sur cette surface relativement a un repere de reference (com-
munement appele « repere monde », « repere du laboratoire », ou « repere de la scene »). 
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Deux types d'approches peuvent etre utilises : les approches passives et les approches ac-
tives. Lorsqu'on veut obtenir des mesures tres precises de la surface, pour des applications 
medicales par exemple, les approches actives sont utilisees. On opte pour les approches 
passives pour avoir un systeme a faible cout lorsque les sujets devant etre mesures ont un 
fini relativement mat et presentent suffisamment de texture pour permettre l'identifica-
tion de points reperes sur leur surface. Les systemes actifs sont notamment utilises pour 
obtenir des mesures de reference de la surface d'un objet lorsque differentes approches 
passives sont evaluees [Seitz et coll., 2006]. 
2.2.3 Approches passives 
Une approche est dite passive si elle utilise seulement la lumiere ambiante (i.e., pas de 
point laser, de ligne laser ou de patron de lumiere structure) et une ou des cameras 
pour obtenir une vue 3D. Pour obtenir un nuage de points a la surface d'un objet a 
numeriser, plusieurs approches passives sont possibles : a partir d'une sequence d'images 
provenant d'une camera video [Polleyfeys et coll., 1999], en utilisant une sequence de 
contours [Zheng, 1994], en utilisant un systeme stereo (une paire d'images) [Faugeras, 1993] 
[Trucco et Verri, 1998] ou en utilisant plusieurs images 2D (plus de deux) [Seitz et coll., 
2006]. Les approches utilisant des sequences video et des sequences de contours permettent 
d'obtenir un nuage de points a partir de systemes tres simples, car une seule camera suffit. 
Par contre, ils offrent une representation approximative de la surface, car le nuage de 
points est clairseme. Pour ce qui est des systemes stereoscopiques, ils permettent d'obtenir 
des nuages de points denses, mais la grande difficulte reside dans l'apparition de fausses 
correspondances entre les pixels des deux images, particulierement lorsque qu'une region 
du sujet est visible sur une image, mais par sur l'autre, ce qui est communement appele 
le probleme d'occlusion. C'est en fait la fagon de resoudre le probleme de correspondance 
qui differencie les algorithmes stereoscopiques passifs les uns des autres. Une excellente 
revue et evaluation des nombreuses approches utilisees pour remedier au probleme de 
correspondance a ete ecrite par Scharstein et Szeliski [Scharstein et coll., 2002]. Finalement, 
lorsque plusieurs images 2D sont utilisees, il est possible d'obtenir un nuage de points dense 
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Figure 2.9 Systemes actifs simples pour l'acquisition de nuages de points 
qui contient peu de mesures erronees [Seitz et coll., 2006]. Par contre, les algorithmes 
utilisant plusieurs images 2D necessitent un temps de traitement relativement long, soit 
de 31 minutes a plus d'une journee (temps normalise en minutes a 3 GHz, peu importe le 
processeur utilise [Seitz et coll., 2006]) pour reconstruire des objets de taille raisonnable 
[Seitz et coll., 2006]). 
2.2.4 Approches actives 
Dans les systemes actifs les plus simples, la source lumineuse utilisee projette un point 
ou une ligne laser sur le sujet. L'approche par patron de lumiere structure necessite des 
systemes plus sophistiques. Une autre approche consiste a mesurer le temps de vol d'im-
pulsions lumineuses. 
Point laser 
Dans le cas du point laser (figure 2.9 (a)), le probleme se resoud par la determination du 
centroi'de du point laser dans chacune des images 2D obtenues a l'aide des cameras d'un 
systeme stereo. Ensuite, connaissant la position en pixels du centroi'de dans chaque image, 
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la triangulation (intersection des droites passant par chacun des pixels) permet d'obtenir 
les coordonnees 3D du point laser dans le repere de la scene. 
II est aussi possible d'utiliser une seule camera et d'effectuer l'etalonnage de la source 
lumineuse [Sadlo et coll., 2005]). Apres avoir trouve la position en pixels du point laser 
dans l'image 2D, l'intersection entre 1) la droite passant par ce dernier et le centre de 
projection de la camera (aussi appele « pinhole » ou stenope) et 2) la droite coi'ncidant 
avec le faisceau laser (cette derniere etant trouvee a l'aide des parametres intrinseques et 
extrinseques lors de l'etalonnage de la camera) donne la position dans l'espace du point 
a mesurer. Bien qu'un tel systeme ne donne qu'un point a la fois, il donne des mesures 
tres precises en permettant de connaitre la position du point laser dans l'image 2D a une 
resolution sous-pixel. 
Ligne laser projetee 
Dans les systemes avec ligne laser (figure 2.9 (b)), le defi consiste a determiner les points de 
l'image 2D qui appartiennent a la ligne laser projetee sur l'objet a mesurer. Par exemple, 
sous illumination controlee, le pixel correspondant au maximum en intensite sur chaque 
rangee de l'image 2D est choisi comme appartenant a la ligne laser projetee. Ensuite, on 
trouve l'intersection entre 1) la droite en 3D sur laquelle le pixel se trouve et passant 
par le « pinhole » de la camera et 2) le plan forme par la lumiere du laser. La position 
et l'orientation du plan laser ont ete determinees prealablement lors de l'etalonnage de 
la source laser generant la ligne. Un tel systeme a ete utilise pour numeriser des ceuvres 
de Michel-Ange [Levoy et coll., 2000]. L'inconvenient des systemes a ligne laser est qu'il 
est possible que la camera ne voit pas toute la ligne laser si cette derniere est cachee par 
une partie de l'objet numerise. Cette situation mene a une mesure erronee. II est tout de 
meme possible de rejeter les mesures erronees en utilisant un seuil d'intensite minimale 
qu 'un pixel doit avoir pour faire partie de la ligne laser. Les systemes a ligne laser sont 
tres precis en comparaison aux systemes passifs et permettent d'obtenir plus de points 3D 
a chaque mesure qu'avec un systeme a point laser, done sont plus rapides [Seitz et coll., 
2006]. 
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Patrons de lumiere structuree 
Dans le but d'acquerir un plus grand nombre de points lors de chaque mesure de la forme 
d'un objet a l'aide d'une approche active, les techniques utilisant un ou plusieurs patrons 
de lumiere structuree (aussi appeles « patrons lumineux ») ont ete developpees. Un patron 
lumineux peut etre un ensemble de lignes paralleles, un quadrillage, ou un patron binaire. 
La projection de patrons est utilisee pour simplifier le probleme de correspondance qui est 
difficile a resoudre dans les systemes stereos passifs, meme lorsque la contrainte epipolaire 
est utilisee [Faugeras, 1993] et [Trucco et Verri, 1998]. 
Pour obtenir un nuage de points dense, l'approche utilisant une source projetant des 
patrons lumineux encodes et utilisant une camera est utilisee [Salvi et coll., 2004]. Tout 
d'abord, l'etalonnage de la source projetant le patron lumineux et de la camera est effectue. 
Par la suite, plusieurs types de patrons lumineux peuvent etre utilises, tel les codes binaires 
[Posdamer et Altschuler, 1982]. 
Pour cette approche, plusieurs patrons lumineux sont projetes sur Pobjet. Chaque patron 
a ses pixels soit a basse ou a haute intensite (noir encode a zero et blanc encode a un). 
Pour chaque pixel du patron lumineux, il existe un code binaire unique. L'identification 
de chacun des pixels dans l'image obtenue a l'aide de la camera devient alors simple. Par 
contre, plus la resolution des images augmente, plus le nombre de patrons lumineux qu'il 
est necessaire de projeter augmente. 
Temps de vol 
Une autre approche pour numeriser un objet est d'envoyer une impulsion lumineuse de 
direction connue sur ce dernier et de mesurer le temps que met la lumiere reflechie a revenir 
[Bernardini et Rushmeier, 2002]. Connaissant le temps de vol, la direction et la vitesse 
de la lumiere, il est possible d'obtenir la position en 3D du point mesure par rapport au 
numeriseur. La justesse avec laquelle le temps de vol est mesure est le principal element 
qui limite la precision du systeme. En outre, plus on travaille a courte distance, plus le 
systeme de detection electronique doit etre rapide et performant, et done couteux. 
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2.2.5 Reconstruct ion de la surface 
Pour reconstruire la surface d'un objet, on doit d'abord obtenir des mesures a partir de 
plusieurs points de vue afin de le couvrir entierement. Les nuages de points obtenus pour 
chacune des vues doivent ensuiteetre exprimes dans un repere de coordonnees commun. 
Cela necessite en premier lieu de mettre deux nuages de points dans le meme systeme 
de coordonnees (le probleme d'alignement) et en second lieu, de mettre les mesures de 
tous les nuages dans le meme systeme de coordonnees (l'alignement global). Ensuite, il 
est necessaire de corriger les erreurs dues au bruit introduit lors de la prise des mesures, 
de l'etalonnage du systeme et de l'alignement. Finalement, les points a la surface du sujet 
doivent etre relies les uns aux autres pour donner une description (un modele) de la forme 
de celui-ci. 
2.2.6 Al ignement de deux vues 
Lorsque deux nuages de points sont acquis a partir de deux vues qui se superposent par-
tiellement, il est possible d'aligner les deux vues. Ce qu'on entend par alignement consiste 
a choisir le systeme de coordonnees de l'une des vues comme reference et de transfor-
mer les coordonnees de la deuxieme vue dans ce dernier. Les solutions existantes utilisent 
toutes une approche iterative d'optimisation qui necessite une initialisation. L'algorithme, 
connu sous le nom de « Iterative Closest Point algorithm » (ICP), a ete propose sous dif-
ferentes variantes [Besl et McKay, 1992], [Chen et Medioni, 1991], Zhang [Zhang, 1994], 
[Dorai et coll., 1997] et [Dorai et coll., 1998]. L'ICP est d'abord initialise en considerant 
une approximation de la transformation entre les deux vues. Idealement, cette derniere 
doit etre pres de la solution recherchee, en utilisant de l'information a priori par exemple. 
Dans le cas ou aucune information sur la transformation n'est connue, la matrice identite 
est utilisee pour l'initialisation. On cherche ensuite a trouver, dans les parties des deux 
nuages qui se superposent, des paires de points qui sont le plus pres possible. En se ser-
vant des paires de points, une nouvelle transformation est calculee. L'algorithme iteratif 
utilise cette derniere et la recherche de paires de points recommence et ainsi de suite, 
jusqu'a convergence. II a ete prouve que l'ICP converge vers un minimum local [Besl et 
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McKay, 1992]. Par contre, si la transformation choisie pour initialiser le modele iteratif 
est trop loin de la « vraie » transformation, la convergence vers un minimum global n'est 
pas garantie. Ce qui differencie les variantes de 1'ICP, c'est la fagon de choisir les paires de 
points correspondants. Besl et McKay utilisent la distance Euclidienne pour determiner 
les paires de points en formant des paires entre les points qui sont les plus pres les uns des 
autres. Chen et Medioni trouvent la transformation optimale entre deux vues en minimi-
sant la distance entre les points du nuage de reference et la surface du second nuage. Pour 
ce faire, une paire de points est d'abord trouvee de la meme fagon que Besl et McKay. 
Ensuite, la transformation optimale est calculee comme etant celle minimisant la distance 
entre le point dans le nuage de reference et le plan tangent au point correspondant dans le 
second nuage. Comparativement a celle de Besl et McKay, cette approche a l'avantage de 
donner de bons resultats lorsque Ton travaille avec des surfaces qui ne sont pas numerisees 
de fagon uniforme ou que la surface est lisse. Zhang a pour sa part introduit la notion 
de distance maximale et la verification de l'orientation lors de la recherche de paires de 
points afin d'eliminer les paires erronees. Dorai et coll. utilisent un estimateur a variance 
minimale pour calculer la transformation entre deux vues. Une contrainte pour valider 
les paires de points est egalement appliquee sur la difference entre les distances entre les 
points de deux paires : 
l l | P i - P 2 | | - | | g i - « 2 | | | < e (2-1) 
Dans cette equation, pi et p2 appartiennent a la premiere vue et forment respectivement 
une paire avec qi et q2 de la deuxieme vue. En utilisant leurs deux modifications et 
l'approche de Chen et Medioni, Dorai et coll. ont obtenu des alignements plus precis que 
leurs predecesseurs. 
2.2.7 Al ignement de plusieurs vues 
Pour reconstruire la surface d'un objet, plus de deux vues sont generalement necessaires. 
Par consequent, il apert que toutes les vues doivent etre exprimees dans le meme repere 
(alignement global). Bien que les approches proposees precedemment offrent de bons re-
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sultats pour l'alignement de deux vues, l'alignement de plusieurs vues est plus complexe. 
Si on choisit d'aligner sequentiellement les vues en paires, l'erreur ne sera pas distribute 
de fagon uniforme. En effet, elle s'accumulera et sera plus grande pour l'alignement de la 
troisieme vue que pour celui de la deuxieme vue et plus grande encore pour l'alignement 
de la quatrieme vue et ainsi de suite. Ainsi, l'alignement global n'est pas optimal. Pour 
resoudre ce probleme, il a ete propose de se servir d'un modele obtenu a l'aide d'un ba-
layage cylindrique (en utilisant une plateforme de rotation et une autre de translation) 
qui couvre presqu'entierement l'objet a numeriser [Turk et Levoy, 1994]. Ensuite, l'objet 
est deplace manuellement de telle sorte que des mesures 3D du dessus et du dessous de 
l'objet sont prises. Une version modifiee de l'ICP permet d'aligner les mesures du dessous 
et du dessus de l'objet avec la forme 3D obtenue lors du balayage cylindrique. La par-
ticularite de l'approche de Turk et Levoy est qu'ils effectuent l'alignement des maillages 
plutot que des nuages de points. II est aussie possible de choisir une vue comme etant 
la « vue centrale » et d'aligner toutes les autres vues par rapport a celle-ci [Bergevin et 
coll., 1996]. Ensuite, a chaque etape d'un algorithme iteratif, chaque vue est alignee par 
rapport a toutes les vues qui s'y superposent partiellement pour favoriser une distribution 
uniforme de l'erreur. Pour ce faire, un algorithme inspire de l'approche developpee par 
Chen et Medioni est utilise. Un algorithme similaire a l'approche utilisee par Bergevin et 
coll. minimisant le temps de calcul a ete propose [Benjemaa et Schmitt, 1997]. Une autre 
approche pour un alignement global en deux etapes a ete developpe [Pulli, 1999]. Pulli 
effectue d'abord l'alignement sequentiel des vues en paires en utilisant une variante de 
l'algorithme de Chen et Medioni. II impose certaines conditions lors de la recherche de 
paires de points pour ameliorer la precision de la transformation entre deux vues trouvees : 
les paires de points qui ont un des deux points sur la frontiere d'une vue sont eliminees, 
les points d'une paire qui sont trop loins l'un de l'autre sont aussi elimines ainsi que ceux 
qui ont un vecteur normal trop different par rapport a un seuil. Par la suite, en posant 
Phypothese que les alignements faits a la premiere etape sont parfaits, Pulli aligne chaque 
vue par rapport a toutes celles qui se superposent a celle-ci. Etant donne Phypothese 
de depart, un petit nombre de points est utilise pour l'alignement global, ce qui permet 
d'effectuer la procedure d'alignement sur de tres grands nuages de points. Un algorithme 
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d'optimisation global qui vise a trouver les transformations entre toutes les vues en meme 
temps a ete propose [Blais et Levine, 1995]. Le temps de calcul pour leur approche est 
particulierement long, meme lorsque peu de vues sont utilisees. 
D'autres approches proposent que les surfaces des vues qui se superposent soient virtuel-
lement attachees par des ressorts [Eggert et coll., 1996] [Stoddart et Hilton, 1996]. Le but 
est de trouver une solution qui amenerait le systeme dynamique a l'etat d'equilibre. Les re-
sultats obtenus lors de l'alignement global se sont averes meilleurs que pour les approches 
decrites au paragraphe precedent. Par contre, les temps de calcul sont particulierement 
longs. Plusieurs chercheurs ont propose d'utiliser la texture trouvee dans des images 2D de 
l'objet pour faciliter l'alignement initial ou pour raffiner l'alignement global [Bernardini 
et coll., 2001] [Bernardini et Rushmeier, 2000] [Gagnon et coll., 1999] [Gonzalez et Woods, 
1993] [Johnson et Kang, 1997] [Roth, 1999] [Schutz et coll., 1998] [Szeliski et Shum, 1997] 
[Weik, 1997]. 
II est important de mentionner que les approches decrites precedemment sont utiles pour 
l'alignement automatise de vues. Pour diminuer le temps de calcul et simplifier la realisa-
tion logicielle de la reconstruction 3D, il est possible dans certaines situations de proceder 
a l'etalonnage du systeme (d'un plateau de rotation par exemple) et de connaitre avec 
precision la transformation geometrique entre les differentes vues. Cette approche a ete 
utilisee avec succes par quelques chercheurs [Vemuri et Aggarwal, 1986] [Sainz et coll., 
2004] [Sadlo et coll., 2005]. Pour l'etalonnage de l'axe de rotation, on suit habituellement 
un patron a plat sur le plateau de rotation (un damier, une grille de points, etc). Cette 
approche est appropriee lorsque la camera regarde en direction du plateau de rotation, 
i.e., lorsque l'axe optique de la camera est relativement bien aligne avec la normale au 
plateau. Autrement, la precision de cette approche risque de diminuer quand Tangle entre 
l'axe optique et la normale augmente (le cas extreme etant lorsque Tangle est droit, i.e., 
lorsque l'axe optique est parallele au plateau de rotation). La taille des objets qu'il est 
possible de numeriser est limitee et il est difficile d'obtenir une representation du dessus 
et du dessous de Tobjet. 
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2.2.8 Model isat ion et correction des erreurs 
Bien que l'acquisition d'un modele 3D se fasse avec beaucoup de precision, il existe dif-
ferentes sources d'erreurs dans un systeme de reconstruction 3D : presence de bruit lors 
de la prise de mesures (bruit du capteur et provenant de l'environnement), erreur lors 
de Tetalonnage et erreur lors de l'alignement. Ainsi, avant d'utiliser le nuage de points 
obtenu apres l'alignement global, il est necessaire d'effectuer un traitement des donnees 
pour minimiser l'erreur residuelle. L'approche la plus courante pour attenuer cette erreur 
est de considerer les points 3D la ou les vues se superposent et de remplacer les plus 
proches voisins par une moyenne de ces derniers [Bernardini et Rushmeier, 2002]. Cette 
approche permet de minimiser les differentes sources d'erreur sans determiner un modele 
(mathematique ou analytique) pour caracteriser ces dernieres. Un modele mathematique 
pour caracteriser le bruit lors de la prise de mesures a ete developpe [Hebert et coll., 
1993]. Comme l'erreur introduite par le capteur est plus grande en profondeur (ie.dans 
la mesure de la distance parallele a l'axe optique du capteur communement denotee par z 
dans le systeme de coordonnees du capteur) que dans les deux autres dimensions, Hebert 
et coll. ont modelise l'erreur dans le voisinage d'un point comme un ellipsoi'de. Ce dernier, 
defini par une distribution Gaussienne, tient compte de la distance en z et de Tangle de 
visionnement. Un algorithme faisant appel a la theorie des probability pour modeliser 
l'alignement optimal entre deux vues a ete propose [Rutishauser et Trobina, 1994], Ruti-
shauser et Trobina utilisent un estimateur a variance minimale de Kalman modifie a cette 
fin. L'erreur du systeme de vision peut etre modelisee comme etant inversement propor-
tionnelle a la fraction de l'eclairement regu par le capteur [Soucy et Laurendeau, 1995]. 
L'eclairement est defini comme une fonction du cosinus carre de Tangle entre le vecteur 
normal a la surface ou le point est mesure et la direction de visionnement. Soucy et Lau-
rendeau considerent que les mesures prises sont de meilleure qualite lorsque l'eclairement 
regu par le capteur est plus grand, car la contamination du signal par le bruit est moins 
importante. lis utilisent la mesure de l'eclairement pour determiner les poids permettant 
d'effectuer une moyenne ponderee des points voisins afin d'eliminer la redondance la ou 
des vues se superposent. Une autre approche consiste a obtenir d'abord un maillage com-
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pose de triangles et ensuite a reorganiser la description de la surface aux endroits ou il y a 
superposition entre deux ou plusieurs vues [Turk et Levoy, 1994]. Un algorithme utlisant 
la moyenne ponderee de fagon similaire a Soucy et Laurendeau a ete suggere [Neugebauer, 
1997]. En plus de tenir compte de l'eclairement regu par le capteur pour calculer les poids, 
Neugebauer utilise une approximation a la distance quadratique entre les points 3D me-
sures et la surface de l'objet. II utilise aussi le test de Tukey [Rousseeuw et Leroy, 1987] 
pour eliminer les points aberrants. 
2.2.9 Representation de la surface 
Lorsqu'on a un nuage de points decrivant un objet, dans plusieurs applications il est 
necessaire de relier ces points entre eux suivant un critere de connectivite pour donner 
une description de la surface fermee. De nombreux travaux de recherche ont ete menes 
en ce sens [Bernardini et coll., 1999] [Mencl et Miiller, 1998]. Ainsi, differentes approches 
pour mener a la representation de la surface d'un sujet seront sommairement presentees, 
classees selon le critere de connectivite utilise pour relier les points et accompagnees de 
leurs points forts et de leurs points faibles. 
Decomposit ion de I'enveloppe convexe 
La premiere approche, basee sur la decomposition de I'enveloppe convexe d'un ensemble 
de points suivant le critere de Delaunay en 3D, permet d'etablir un critere de connectivite 
entre les points. L'avantage d'une telle approche est qu'elle ne necessite aucune information 
a priori : l'algorithme prend seulement un nuage de points en entree. Par contre, les 
methodes utilisant le critere de Delaunay 3D sont sensibles au bruit, a la presence de points 
aberrants et sont tres couteuses en terme de temps de calcul [Bernardini et Rushmeier, 
2002]. Une excellente revue sur le sujet est disponible [Edelsbrunner, 1998]. 
Approches locales 
Une seconde approche traite les donnees localement (une vue a la fois par exemple) plutot 
que de traiter toutes les donnees en meme temps [Gopi et coll., 2000]. Gopi et coll. effec-
tuent des triangulations Delaunay 2D locales sur une projection des donnees 3D sur un 
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plan pour ensuite ramener les donnees dans l'espace 3D. Les approches locales permettent 
de traiter des nuages contenant un tres grand nombre de points et ne sont pas sensibles au 
bruit, a moins que celui-ci soit trop important [Bernardini et Rushmeier, 2002]. Quelques 
autres exemples d'approches locales sont decrits par Bernardini [Bernardini et Rushmeier, 
2002]. 
Approches volumetriques 
Les approches dites « volumetriques » [Curless et Levoy, 1996] [Hilton et coll., 1996] [Whee-
ler et coll., 1998] sont realisees en deux etapes. En premier lieu, une grille reguliere (co-
ordonnees (x, y) pour les cases de la grille par exemple) est creee et ses dimensions sont 
choisies en fonction de la resolution desiree pour la representation de la surface. Pour 
chaque element (x, y) de la grille, une distance signee (la distance au point le plus pres sur 
la surface) est calculee suivant une fonction de distance. En second lieu, Pensemble nul de 
la fonction de distance (les zeros de la fonction [Weisstein, 2002]) est extrait en utilisant 
l'algorithme « Marching Cubes » [Lorensen et Cline, 1987]. Les differentes approches se dis-
tinguent les unes des autres par la fonction de distance choisie pour obtenir les valeurs de 
distance dans la grille. Les approches « volumetriques » sont particulierement attrayantes 
pour les grands ensembles de donnees. Au lieu de se servir d'une grille reguliere, l'utilisa-
tion d'octree (graphe arborescent pour lequel chaque nceud a au plus huit branches) pour 
l'echantillonnage adaptatif a ete proposee [Pulli et coll., 1997] pour permettre d'avoir une 
resolution optimale dans chaque region du volume reconstruit. Quelques post-traitements 
ont aussi ete suggeres pour obtenir un maillage de la meilleure qualite possible, notam-
ment en s'assurant qu'il n'y ait pas de trou dans le maillage representant l'objet [Hoppe 
et coll., 1993] [Algorri et Schmitt, 1996] [Neugebauer et Klein, 1997] [Reed et Allen, 1999] 
[Rocchini et coll., 2001]. 
Modeles deformables 
La derniere approche utilise les modeles deformables pour obtenir une description de la 
forme d'un objet. Ayant une approximation de la surface comme modele de depart, on fait 
evoluer ce dernier sous l'effet de forces externes tout en modelisant les reactions internes 
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sous certaines contraintes. Certains auteurs utilisent les modeles deformables « classiques » 
[Kass et coll., 1987] [Pentland et Sclaroff, 1991] [Hernandez et Schmitt, 2004] alors que 
d'autres preferent utiliser les methodes d'ensemble de niveaux [Sethian, 1996] [Whitaker, 
1998] [Gomes et Faugeras, 2000]. Les approches classiques ont l'avantage d'etre simples 
a realiser alors que les methodes d'ensemble de niveaux offrent des reconstructions de 
meilleure qualite au detriment de temps de calcul plus eleves [Hernandez et Schmitt, 
2004]. 
2.2.10 En comparaison : Systemes d'acquisi t ion d 'un modele 3D 
Suite a la revue des differentes approches utilisees pour l'acquisition d'un modele 3D, il 
est clair qu'aucun systeme n'est parfait. Par exemple, un systeme tres precis en est un 
qui demande de longs temps de calcul alors qu'un systeme simple et rapide en termes de 
temps de calcul offre des resultats de moindre qualite. Tout est question de compromis 
par rapport a Papplication pour laquelle le systeme est concu. Par exemple, un appareil 
d'imagerie medicale ne peut se permettre de prendre plusieurs heures pour obtenir de l'in-
formation a propos de la geometrie d'un sujet. II y a alors une decision a prendre quant au 
temps d'execution maximal admissible. Le niveau de difficulte de la realisation doit aussi 
etre considere, particulierement lorsque le gain en terme de qualite de la reconstruction 
3D est negligeable. Bref, le systeme ideal permettrait d'obtenir une reconstruction de qua-
lite dans un temps raisonnable (moins d'une heure) et pourrait etre realise relativement 
simplement. 
CHAPITRE 3 
Definition et objectifs du prqjet 
Tel que mentionne a la section 2.1, un systeme de vision numerique sur mesure qui permet 
d'obtenir une description de la forme exterieure de la souris qui 1) ne necessite pas de 
mouvement mecanique complexe et qui 2) permet de mesurer l'endroit exact ou la lumiere 
penetre dans le sujet n'existe pas pour le moment. De plus, aucun systeme ne permet son 
integration aux autres modalites d'imagerie medicale. 
L'objectif des presents travaux de maitrise est de developper un systeme de vision nume-
rique permettant d'obtenir une description de la geometrie de souris de laboratoire tout 
en surmontant les limitations des systemes existants decrits precedemment. Le systeme a 
pour but d'etre simple d'utilisation et de simplifier l'acquisition de plusieurs modeles 3D. 
Plus precisement, pour obtenir des modeles 3D complets de sujets, les objectifs suivant 
doivent etre atteints : 
• Developper un algorithme pour l'etalonnage de l'axe de translation; 
• Developper un algorithme pour l'etalonnage de l'axe de rotation (deux ont 
en fait ete developpes comme on verra dans la suite); 
L'etalonnage des axes de rotation et de translation permet a notre systeme de mesurer des 
points a la surface d'un sujet a partir de differents points de vue et d'exprimer la position 
dans l'espace de ces points dans un meme systeme de coordonnees, tel que discute a 
la section 2.2.7. L'etalonnage des axes est tres important, car il permet d'obtenir une 
description de la forme exterieure de souris de laboratoire sous la forme d'un modele 3D 
complet. L'efficacite de nos approches pour l'etalonnage d'axes est presentee aux chapitres 
5 et 6. On y presente aussi des modeles 3D de souris et d'une forme de reference obtenus 
a l'aide de notre systeme de vision numerique. 
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De plus, des interfaces utilisateurs graphiques (IUG) et differents outils logiciels ont ete 
developpes pour atteindre les objectifs suivant : 
• Faciliter l'etalonnage des cameras et des axes; 
• Automatiser l'acquisition de modeles 3D ; 
II est d'interet que l'etalonnage, des axes et des cameras, soit facile a realiser par un 
utilisateur, car cette etape est necessaire a l'utilisation du systeme de vision numerique 
pour l'acquisition de modeles 3D. Ensuite, avec les parametres mesures lors de l'etalon-
nage, notre systeme de vision numerique automatise simplifie et accelere l'acquisition de 
plusieurs modeles 3D. 
Le systeme de vision numerique pourrait paver la voie a un eventuel systeme d'imagerie 
medicale « multimodal », i.e. integrant differentes modalites d'imagerie. Ainsi, les avan-
tages des differentes modalites d'imagerie medicale pourraient etre combines pour offrir 
un systeme des plus complets. 
CHAPITRE 4 
Methodologie 
Pour atteindre les objectifs de la section precedente, nous proposons une approche active 
utilisant un systeme de vision stereoscopique, le point lumineux du laser du tomographe 
ainsi que les plateformes de translation et de rotation du tomographe. Un schema du 
systeme developpe est donne a la figure 4.1. 
Figure 4.1 Schema du systeme de vision numerique 
Pour l'etalonnage des cameras, le logiciel de Jean-Yves Bouguet (h t tp : / /www.vis ion . 
ca l t ech . edu /bougue t j / ca l ib_doc / ) developpe dans l'environnement Matlab est utilise 
pour obtenir tous les parametres intrinseques et extrinseques des cameras. Une IUG est 
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disponible pour lancer l'acquisition des images necessaires pour effectuer l'etalonnage des 
cameras qui est automatise a l'aide du logiciel Lab View™ de National Instruments. 
Pour l'etalonnage de la plateforme de translation, on presente une approche congue dans 
le cadre du projet. Celle-ci utilise un certain nombre de marqueurs (pastilles circulaires) 
qui sont suivis durant une serie de translation pour determiner la direction de translation. 
L'acquisition des images pour l'etalonnage de l'axe de translation est lancee a partir d'une 
IUG et est automatisee a l'aide du logiciel Labview™. Le traitement des images pour 
obtenir les parametres de l'axe de translation est programme dans l'environnement Matlab. 
Deux approches sont developpees pour l'etalonnage de la plateforme de rotation utilisee 
pour faire pivoter la souris, car les approches existantes ne sont pas appropriees pour 
la configuration du scanner tomographique developpe dans le programme de recherche 
de notre groupe et dans lequel le present projet s'inscrit. Une premiere approche utilise 
l'etalonnage extrinseque de differentes vues d'un damier. Une seconde methode, basee sur 
le suivi d'une sphere subissant une rotation est implementee. Pour les deux approches, 
l'acquisition des images est automatisee a l'aide du logiciel Labview™ et est lancee a 
l'aide d'une IUG. Les algorithmes pour trouver les parametres de l'axe de rotation sont 
programmes dans l'environnement Matlab. 
Le systeme de vision numerique est realise dans l'environnement Lab View™ et comprend 
une interface graphique pour faciliter son utilisation. L'acquisition d'un modele 3D est 
done automatisee et peut etre lancee a l'aide de 1'IUG. Les differents algorithmes sont 
quant a eux programmes dans l'environnement Matlab. 
Le modele 3D de la souris obtenu grace au systeme de metrologie sera ensuite utilise en 
combinaison avec les mesures optiques par l'algorithme de reconstruction tomographique 
pour obtenir une image 3D des proprietes optiques internes du sujet (coefficients d'ab-
sorption et de diffusion) et de remission fluorescente des traceurs injectes (cette derniere 
partie ne fait toutefois pas l'objet des presents travaux). La configuration de notre systeme 
a de plus l'avantage de mesurer exactement l'endroit ou la lumiere laser penetre le sujet, 
ce qui n'a pas encore ete fait a ce jour. 
DEUXIEME PARTIE 
Articles 
CHAPITRE 5 
Etalonnage d'axe avec un damier 
5.1 Avant propos 
Ce premier article a ete publie dans le cadre de la conference Photonics North 2007 a 
Ottawa en juin 2007. Une presentation orale resumant les resultats de nos recherches a 
ete presentee le mardi 5 juin 2007 dans le cadre de la conference. 
5.2 Ti t re de I'article 
Metrologie optique en 3D de surfaces pour la tomographic optique diffuse sans contact 
pour petits animaux 
5.3 Auteurs 
Maxime Comtois et Yves Berube-Lauziere 
Laboratoire TomOptUS 
Departement de genie electrique et de genie informatique, Universite de Sherbrooke 
2500 boul. Universite, Sherbrooke, Quebec, J1K 2R1, Canada 
5.4 Resume 
Nous presentons un systeme de metrologie optique pour mesurer la forme exterieure de 
petits animaux en 3D en utilisant une paire de cameras et la stereovision. Ce systeme 
va etre integre a un appareil pour la tomographic optique diffuse (TOD) sans contact 
pour les petits animaux que nous developpons presentement. L'element distinctif de notre 
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approche est d'utiliser le meme faisceau laser que pour les mesures tomographiques re-
duisant ainsi considerablement la complexity du systeme. De plus, les donnees 3D sont 
obtenues simultanement avec la prise de mesures tomographiques optiques. Des mesures 
precises (< 1 mm) sont possibles via l'utilisation d'une approche innovatrice pour l'eta-
lonnage optique d'axes (de rotation et de translation) permettant d'obtenir des modeles 
3D complets. Notre approche permet la mesure plutot que l'inference de la position exacte 
ou la lumiere laser est injectee dans l'animal, contrairement aux autres approches. Cette 
information est tres utile pour l'algorithme de reconstruction tomographique. Des mesures 
3D d'une forme de reference et d'un petit animal sont presentees, demontrant la precision 
et l'efficacite de notre systeme. 
5.5 Resultats post-publication 
Depuis la publication de cet article, d'autres experimentations ont ete effectuees pour 
determiner quels facteurs jouent un role important dans la precision de l'etalonnage de 
l'axe de rotation. II a ete observe que l'erreur d'etalonnage des cameras a un tres grand 
impact sur l'etalonnage de l'axe de rotation. Ce n'est pas surprenant considerant que le 
systeme de stereoscopie et les parametres obtenus lors de son etalonnage sont utilises pour 
determiner l'axe de rotation. Le tableau 5.1 presente les parametres de l'axe de rotation 
mesures lorsque l'erreur d'etalonnage des cameras est plus petite que pour les resultats 
publies dans l'article. 
TABLEAU 5.1 Italonnage de l'axe de rotation utilisant un damier. 
Angle 
5° 
10° 
15° 
20° 
25° 
30° 
35° 
Average 
Di rec t ion [mm] 
(0.0039,1.0000,0.0046) 
(0.0042,1.0000,0.0047) 
(0.0043,1.0000,0.0049) 
(0.0034,1.0000,0.0046) 
(0.0023,1.0000,0.0043) 
(0.0027,1.0000,0.0045) 
(0.0031,1.0000,0.0046) 
(0.0034,1.0000,0.0046) 
Po in t su r la d r o i t e 
[mm] 
(29.9480,0,-0.2177) 
(29.9152,0,-0.2320) 
(29.9016,0,-0.2261) 
(29.9724,0,-0.1763) 
(30.0691,0,-0.1403) 
(30.0387,0,-0.1440) 
(30.0224,0,-0.1438) 
(29.9811,0,-0.1829) 
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En comparant les resultats obtenus lors de la publication de 1'article aux resultats du 
tableau 5.1, on constate que l'erreur moyenne en z pour le point sur la droite est environ 
trois fois plus petite lorsque l'erreur d'etalonnage des cameras est diminuee. II est a noter 
que la valeur theorique des parametres de l'axe de rotation est (0,1,0) pour la direction 
et (30, 0, 0) pour le point sur la droite. 
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ABSTRACT 
We present an optical metrology system for measuring the outer shape of small animals in 3D using a stereo 
camera pair. This system will be integrated into a non-contact small animal diffuse optical tomography (DOT) 
scanner we are currently developing. The key feature of our approach is to use the same laser beam as that 
for the tomographic measurements, thus considerably reducing system complexity. Moreover, the 3D data are 
acquired simultaneously with the DOT measurements. Precise measurements (< 1 mm) are achieved via a novel 
axis (rotational and translational) optical calibration technique allowing the acquisition of full 3D models. Our 
approach allows to measure, rather than indirectly infer, the exact position where laser light is injected into the 
animal, in contrast to other approaches. This is extremely useful information for the tomographic reconstruction 
algorithm. 3D measurements of a reference shape and of a small animal are presented, showing the precision and 
effectiveness of our system. 
K e y w o r d s : 3D optical metrology, small animal imaging, diffuse optical tomography, computer vision, 3D models 
1. I N T R O D U C T I O N 
Following recent advances in the development of near-infrared (NIR) fluorescent probes for optical microscopy 
and endoscopy of tissue samples,1 there appears to be great potential in using these probes for diffuse optical 
tomography (DOT). Fluorescent probes are used 1) to compensate for the lack of endogenous contrast agents 
in biological tissues and hence obtain high quality images through contrast enhancement and 2) as agents to 
target specific biomolecular processes. In this case, the fluorescent probe is binded to a molecule involved in the 
biomolecular process (antibody for example). In this context, DOT is seen as a promising tool in the development 
of drugs to cure cancer and the monitoring of their effects. More precisely, DOT could follow different molecules to 
specific sites in small animals used in pharmaceutical research, and provide images of tumors or other interesting 
biomolecular processes. 
Typically, DOT systems use optical fibers in contact with the subject to obtain data for tomographic re-
construction.2-4 This approach is used as it allows to consider only diffuse propagation of light in the subject 
in the mathematical models used in tomographic reconstruction, and not free-space straight line propagation 
outside the subject. However, it is not convenient to bring optical fibers in contact with the subject as automatic 
positioning of the fibers on a living animal of arbitrary shape is difficult to achieve. A complex mechanical system 
would be required to bring fibers in contact with the subject without squeezing it. To solve this problem, two 
Correspondence should be sent to Maxime.Comtois@USherbrooke.ca 
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solutions have been proposed : 1) Assume that the subject has a simple and known geometry (a cylinder, a slab 
or an hemisphere for example)5 and 2) put the subject in a matching fluid that has optical properties similar 
to those of biological tissues.6 The first solution is unrealistic as small animals don't have a shape that can be 
described by an analytical equation. The second solution leads to a decrease in signal to noise ratio (SNR) of 
DOT measurements.7 It is also difficult to maintain the system (pouring fluids, cleaning the system, etc) and 
to plunge the animal in a fluid without drowning it. To circumvent these problems, a non-contact system is the 
ideal solution; the measurements can be acquired by detectors at a distance from the subject. However, in a 
non-contact DOT system, the outer shape of the animal must be measured to determine where the propagation 
mode of light changes from diffuse (in biologocal tissues) to straight-line (in air). 
Several groups have recently proposed non-contact DOT systems. Advanced Research Technologies (ART, 
Montreal, QC, Canada) developed the eXplore Opt ix™ system for non-contact molecular optical imaging.8 
Using fluorescent probes, ART's time-domain system can obtain in vivo biodistribution and pharmacokinetic 
data. In this system, a profilometer laser and a camera are used to measure the shape of small animals lying on 
a translation stage. Since ART's system only takes reflection measurements (the optical detectors and excitation 
source are on the same side of the animal), measuring the shape of the visible half of the animal is enough. 
Xenogen (Almaden, California, USA) designed a fully rotational non-contact optical tomograph9 named IVIS® 
system 3D. Their continuous wavelength (CW) system takes images from eight equally spaced points of view 
by moving around the subject. They use an active approach projecting structured light patterns (phase shifts 
of parallel lines) to measure the outer shape of mice. They use image registration techniques to merge the 3D 
models obtained from different points of view. IVIS® system 3D requires complex mechanical movement to 
obtain mice surface shape and tomographic data. Scientists at the German Cancer Research Center (DKFZ) 
developed a system similar to Xenogen's where the animal is stationary and the system moves around it.10 To 
obtain the outer shape of the subject, bright light images are acquired and a thresholding step is then used to 
isolate the mouse from the dark background. A backprojection algorithm to compute the object volume is used 
while the surface is extracted using the marching cubes algorithm.11 Results showed that the simple approach 
used for surface reconstruction was not suitable for the acquisition of concave and complex shapes (a mouse 
ear for example). A group at the Massachusetts General Hospital (MGH) recently presented a non-contact CW 
DOT system.12 The latter is different from the systems of Xenogen and DFKZ since the mouse is rotated while 
the system (laser, detectors, camera, etc) remains motionless. The outer shape of the mouse is measured almost 
exactly as in the DFKZ system : Contours of the animal are acquired from 72 points of view, the rotation axis 
is computed and the Visual Hull approximation of the outer shape is obtained.13 This technique can measure 
phantoms at a 50/um accuracy with an 11cm field of view, but no complex or concave shape was measured to 
test the robustness of the system. 
2. THE 3D R E C O N S T R U C T I O N SYSTEM 
When one needs to merge 3D data obtained from different points of view, two approaches can be used : 
automatic view registration or system calibration (calibration of the rotational axis of a turntable for example). 
Numerous papers about automatic view registration have been published over the last 20 years1 4 - 1 8 and much 
effort has been put in developing techniques for registering multiple views into a single 3D representation.19-23 
We propose a surface metrology stereo system using axis calibration since 1) it is easily implemented in a 
system where the subject is scanned on a turntable and 2) is especially convenient when using a laser dot for 
3D reconstruction (point by point acquisition). Our system has the advantage that it uses the laser light of the 
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tomograph, hence reducing system complexity (both surface and tomograhic measurements made using the same 
laser light) and measuring the exact position where laser light enters the subject. A schematic of our system 
using a rotation and translation stage to scan the whole subject is presented in figure 1. It shows the situation 
when the validation shape is scanned. For scanning mice, two stainless steel posts (diameter = 0.094m, height 
= 8m) are fixed at a distance from the center of the rotation stage to attach the mouse's limbs. 
2.1. Rotat ion axis calibration 
Different approaches for rotational axis calibration have been proposed.24"26 They all have in common that 
they track a pattern on the surface of the turntable. The movement of the pattern on the platform combined 
with the knowledge of the movement of the turntable itself are sufficient in all cases to recover the transformation 
between two views. Tracking a pattern on a turntable can be achieved with reasonable accuracy when the optical 
axis of the camera is parallel to the rotational axis of the turntable. However, in the case where the optical axis 
of the camera is perpendicular to the rotational axis of the turntable, following a pattern at a great angle from 
the camera would yield poor accuracy of the calibration procedure. In fact, to get the best out of the calibration 
procedure, it would be ideal to track a pat tern or an object in space that is situated at the same height as is the 
camera. 
2 .1 .1 . Our c a l i b r a t i o n p r o c e d u r e 
In the following, we will use the terms "intrinsic" and "extrinsic" calibration of a video camera. By intrinsic 
calibration is meant the determination of so-called intrinsic parameters such as the camera lens focal length, 
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F I G . 2. Geometry when determining the rotational axis of the turntable from the rotation of a checkerboard pattern 
principal point, skew coefficient, and distortions (often related to optical aberrations of the lens). By extrinsic 
calibration is meant to determine the position and orientation of the camera in space with respect to a reference 
coordinate system. Several calibration techniques have been developed in computer vision for determining the 
intrinsic parameters.27"30 Typically, one uses a calibration grid whose elements have precisely known dimensions 
(e.g. a checkerboard of black and white squares 1cm in width). The calibration grid is imaged by the camera 
under several different poses* (i.e. positions and orientations with respect to the camera). An optimization 
algorithm determines the intrinsic parameters from an a-priori model of the camera and its optics, and the 
known dimensions of the grid. Once the intrinsic parameters are determined, the grid is presented to the camera 
under a final pose (which defines a reference 3D coordinate system), and another algorithm determines the 
position and orientation of the camera with respect to that coordinate system. 
Our solution to calibrate the rotation axis of a turntable is to get two images with a single camera of a 
checkerboard pattern positioned at two different rotation angles with the turntable. After an extrinsic calibration 
of the camera for each view, it is possible to obtain the rotation axis of the turntable in the reference frame in 
which we are describing the outer shape of the subject. We give the details below. Fig. 2 shows the geometry of 
the problem. We will use the following nomenclature in the sequel (see Fig. 2) : 
~ fcam is the position of a point in space in the camera coordinate system (xcam, ycam, zcam), 
- fref is the position of a point in space in the reference coordinate system {xref,yref,zref)\ 
- r$ is the position of a point in space in the rotated coordinate system (x^,y^,z^), which is obtained by 
rotating (xref,yref,zref) by an angle <f> around the rotation axis (yellow dotted line in figure 2), 
R. •carn<—ref and tr ef are the rotation matrix and translation vector to go from (xref,yref,zref) to 
\Xcami Vcami ZCam}i 
* Around 20 poses are generally sufficient. 
'\n our case, this is the reference frame attached to the checkerboard when it is at 0 degrees on the turntable. 
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-Rcam<-0 and tcam^.,j, are the rotation matrix and translation vector to go from {x^,y^,,z^) to 
\%cami Vcarai Zcam): 
Rreft-.j, and t r e /«-0 are the rotation matrix and translation vector to go from (cc^, y,/,, z$) to (xref, yref, zrej). 
By performing an extrinsic camera calibration for each checkerboard rotational position, one can get Rcarn^ref, 
*cam*—ref j •^cam*-~4> a n d tcam*—<j>- 1I11S l e a d s t o I 
Team — yftcam'—ref) yref) ~r tcam<—ref \*-) 
Team — \-tLcam*—(j>) \T<$>) ' tCam<—<t> V / 
Inserting equation (2) in (1) yields 
where 
fref — (Rref^</>) (?>) + *re/«-tf (3) 
(4) Rref<-</> = (R cam*~re fY(R cam*—d 
tref*—4> ~ \^cam*~ref) \pcam,*—^> tcam<— ref J • 
Let's define [faxis]ref as the set of points lying on the rotation axis and expressed in the reference coordinate 
system. Since this set of points remains invariant to a rotation of the checkerboard pattern : 
\^ref*-~tf>) vaxis\ref ' tref*—4> — \Taxis\ref 
=>• ( I — Rref <-<),) \r~axis\ref ~ ^ref^4> ( 5 ) 
Equation (5) is the key equation that will allow us to solve for the rotation axis. It can be shown that the matrix 
(I — Rref^d,) has rank two and therefore has a family of solutions with one parameter describing a line in 3D. 
This line is the axis of rotation we are looking for. Setting 
a b 
[Taxts\ (I — Rref^,f 
we can rewrite Eq. 5 as 
a e 
9 h 
'ref ref*—<t> ~ 
h 
ax + by + cz = t± 
dx + ey + fz = t2 • 
gx + hy + iz = t3 
Finally, one needs to choose two equations to solve with respect to either x, y or z (only two of the equations 
are linearly independent). We solve with respect to y and have an algorithm that chooses the two best equations 
in terms of numerical stability (this has to do with the reference coordinate system we are using in our system). 
2 .2 . T r a n s l a t i o n a x i s c a l i b r a t i o n 
To obtain the direction of translation of our system in the reference coordinate system, we rely on a feature 
tracking approach, in a similar fashion as other scientists do for rotation axis calibration (as discussed in section 
2.1). A stereo pair of images of a small black circle (radius = 1,2 and 5mm) on a white background is captured 
with our cameras. For each image, the circle is extracted from the background via thresholding, and the centroid 
of the circle is found. A set of 3D points can be obtained from the pairs of centroids via triangulation. A 
least-squares fit is used on the set of 3D points to get the direction of translation (direction of the 3D line). 
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3. RESULTS A N D DISCUSSION 
3.1. Rotation axis results 
Before scanning the subjects, we experimented with the different parameters involved in our calibration 
procedure. For rotation axis calibration, the angle between the two checkerboard positions was varied to see its 
effect on calibration results. The results are shown in Table 1. 
T A B . 1. Results of the rotation axis calibration procedure. 
A n g l e 
5° 
10° 
15° 
20° 
25° 
30° 
35° 
A v e r a g e 
D i r e c t i o n [mm] 
(0.0086,1.0000,0.0002) 
(0.0036,1.0000,0.0002) 
(0.0018,1.0000,0.0002) 
(0.0012,1.0000,0.0002) 
(0.0009,1.0000,0.0003) 
(0.0003,1.0000,0.0002) 
(0.0001,1.0000,0.0002) 
(0.0024,1.0000,0.0002) 
P o i n t o n t h e l ine [mm] 
(29.5739,0,-0.6834) 
(29.7403,0,-0.6584) 
(29.8251,0,-0.6530) 
(29.8314,0,-0.6492) 
(29.8303,0,-0.6317) 
(29.8364,0, -0.6276) 
(29.8212,0, -0.6309) 
(29.7798,0, -0.6477) 
The point belonging to the line is in the xz plane since we solved with respect to the variable y (see Sect. 2.1.1). 
From Table 1, one can notice that as the angle of rotation increases : 
1. The x component of the direction vector goes to zero. 
2. The x component of the point on the line increases from w 29.6 to « 29.8. 
3. The z component fo the point on the line increases from « —0.68 to « 0.63. 
Computing the parameters of the line using a small angle {i.e., 5°) has one drawback : our algorithm becomes 
less stable as the angle goes to zero. On the other hand, at large angles (i.e., 35°), the extrinsic calibration 
becomes less accurate as the cameras are looking at the checkerboard pattern at a larger angle. Taking the 
average of all calibrations yields an optimal solution. From our mechanical design, the rotation axis should have 
been parallel to the the y axis (=> (0,1,0) mm) and the point on the line should have been (30,0,0) mm. The error 
is relatively higher for the z component of the point on the line (approximately three times higher than for the x 
component). This is no surprise as triangulation approaches have larger errors in estimating the depth z versus 
the other two dimensions (a; and y).31 Furthermore, the lenses we used on our cameras for the experiments had 
large distortions decreasing the accuracy of the camera calibration procedure and hence, decreasing the precision 
of our 3D metrology system. Nonetheless, the rotation axis was measured with high accuracy, considering errors 
of w 0.6mm in z and « 0.2mm in x. 
3.2. Translation axis results 
For the translation axis calibration, the number of points used to compute the direction of translation as well 
as the size of the black circle printed on the white background were varied. Results are presented in Table 2. 
As one can see from Table 2, neither the size of the circle nor the number of points used seems to affect 
the results of the calibration procedure. Here again, the average of all calibrations was used when measuring 
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T A B . 2. Results of the translation axis calibration procedure. 
Number of points 
10 
15 
20 
Average 
Direction [mm] 
(circle radius 1 mm) 
(0.0015,1.0000, -0.0026) 
(0.0017,1.0000, -0.0032) 
(-0.0020,1.0000,0.0030) 
(-0.0007,1.0000,0.0002) 
Direction [mm] 
(circle radius 2 mm) 
(-0.0017,1.0000,0.0030) 
(0.0017,1.0000,0.0022) 
(-0.0020,1.0000,0.0023) 
(-0.0007,1.0000,0.0025) 
Direction [mm] 
(circle radius 5 mm) 
(0.0004,0.9999,0.0139) 
(-0.0013,1.0000,0.0034) 
(0.0014,1.0000, -0.0037) 
(0.0002,1.0000,0.0045) 
(a) Exact shape (b) Measured with our system (c) Mouse's belly (d) Mouse's back 
F I G . 3. Reference shape and mouse reconstruction 
3D shapes. An example of measuring our reference shape and the body of a mouse is presented in Fig. 3. The 
mouse we scanned was a hairy dead mouse that was frozen laying on her belly (hence the flat belly and the 
textured back in the 3D models). Our system shows an average accuracy just below lmm. The accuracy of our 
system drops slightly in the case where the laser light is almost tangent to the surface to be measured. Our 
system also has problems with concavities and complex shapes like all the existing systems cited in this paper. 
For scanning convex shapes, our system proved to be extremely efficient, considering the heavy distortion of the 
lenses in our cameras. The accuracy of our system combined with its simplicity and ease of integration in an 
optical tomograph makes it an efficient solution to the problem of scanning mices outer shape for use in DOT. 
4. C O N C L U S I O N A N D F U T U R E W O R K 
In this paper, we have introduced a novel rotation axis calibration technique. This approach proves to be 
particularly useful for use in a 3D metrology system using a turntable and cameras with their optical axis perpen-
dicular to the turntable's rotation axis. Calibration results have shown high accuracy (< lmm) in determining 
the parameters of the axis. We have also presented a simple approach for translation axis calibration which 
proves to have the same order of precision as rotation axis calibration. The calibration results were incorporated 
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in a complete system using a translation and a rotation stage. A reference shape was measured with average 
accuracy < 1mm, with system accuracy dropping slightly when laser light is tangent to the subject. 
In the next implementation of our system, we plan to change the camera lenses to increase accuracy. We also 
want to be able to scan complex shapes with concavities. Our system remains an efficient solution for scanning 
the outer shape of small animals : our approach is simple, measuring directly the exact postion where laser 
light enters the animal and reducing system complexity using the laser light for both tomographic and surface 
measurements. 
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CHAPITRE 6 
Etalonnage d'axe avec une sphere 
6.1 Mise en contexte 
Ce second article a ete publie dans le cadre de la conference European Conferences on Bio-
medical Optics (ECBO) 2007 a Munich en Allemagne en juin 2007. Une affiche resumant 
les resultats de nos recherches a ete presentee le lundi 18 juin 2007 a la session d'affiches. 
6.2 Ti t re de I'article 
Metrologie optique et modeles 3D pour la tomographic optique diffuse sans contact de 
petits animaux 
6.3 Auteurs 
Maxime Comtois et Yves Berube-Lauziere 
Laboratoire TomOptUS 
Departement de genie electrique et de genie informatique, Universite de Sherbrooke 
2500 boul. Universite, Sherbrooke, Quebec, J1K 2R1, Canada 
6.4 Resume 
Nous presentons une approche innovatrice pour l'etalonnage de l'axe de rotation dans un 
systeme de metrologie optique 3D. Le systeme utilise une paire de cameras et la stereo-
vision ainsi que des plateaux de rotation et de translation pour obtenir des modeles 3D 
de la surface de petits animaux. Le systeme de metrologie va faire partie d'un systeme 
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d'imagerie par tomographie optique diffuse (TOD) sans contact pour petits animaux. La 
technique utilisee pour l'etalonnage de l'axe de rotation consiste a mesurer, avec un sys-
teme de stereovision, la position en 3D d'une petite sphere alors qu'elle subit une rotation 
lorsque fixee sur le plateau de rotation. Notre systeme a l'avantage d'utiliser le faisceau 
laser du systeme de TOD pour mesurer la forme exterieure du sujet ainsi reduisant la 
complexity de Pensemble du systeme et permettant simultanement de prendre des me-
sures de la surface et des mesures tomographiques optiques. De plus, la position exacte ou 
la lumiere laser penetre le sujet est mesuree alors que traditionnellement, cette informa-
tion est inferee avec une precision moindre. Cette information joue un role important pour 
l'algorithme de reconstruction tomographique. Notre nouvelle approche pour l'etalonnage 
de l'axe de rotation est comparee a une autre technique que nous avons anterieurement 
developpee ou un damier est suivi plutot qu'une sphere. Nous presentons des mesures 
d'une forme de reference et d'un petit animal obtenues avec notre systeme. 
6.5 Resultats post-publication 
Depuis la publication de cet article, une etude a ete menee pour comprendre pourquoi il 
y a une plus grande erreur en z lors de l'etalonnage de l'axe de rotation avec une sphere 
plutot qu'un damier. II a ete decouvert que l'erreur d'etalonnage des cameras avait plus 
d'impact sur l'approche avec une sphere que celle avec un damier. 
TABLEAU 6.1 Etalonnage de l'axe de rotation utilisant une sphere r = 6.35mm. 
Distance a 
1 axe (daxis) 
1cm 
2cm 
Nombre de 
posit ions (N) 
10 
15 
20 
10 
15 
20 
A v e r a g e : 
Direction de l'axe 
obtenue 
(0.0019,1.0000, -0.0012) 
(0.0018,1.0000, -0.0013) 
(0.0019,1.0000, -0.0011) 
(0.0019,1.0000, -0.0014) 
(0.0017,1.0000, -0.0015) 
(0.0018,1.0000, -0.0013) 
(0.0018,1.0000, -0.0013) 
Point sur l'axe trouve 
(mm) 
(30.1664,30.0742,-0.2730) 
(30.1711,30.0451,-0.2610) 
(30.1719,30.0512,-0.2601) 
(30.1497,30.0910,-0.2614) 
(30.1588, 30.0683, -0.2591) 
(30.1713,30.0379,-0.2579) 
(30.1649,30.0613, -0.2621) 
Le tableau 6.1 presente les resultats de l'etalonnage de l'axe de rotation avec une sphere 
lorsque l'erreur d'etalonnage des cameras est plus petite que pour les resultats publies 
CHAPITRE 6. ETALONNAGE DAXE AVEC UNE SPHERE 51 
dans Particle. On voit que l'erreur moyenne en z pour le point sur l'axe trouve est environ 
10 fois plus petite en comparaison aux resultats publies dans l'article. II est a noter que la 
valeur theorique des parametres de l'axe de rotation est (0,1,0) pour la direction de l'axe 
obtenue et (30,30,0) pour le point sur l'axe trouve. Pour l'approche utilisant un damier, 
il a ete presente a la section 5.5 que l'erreur en z est trois fois plus petite lorsque l'erreur 
d'etalonnage est diminuee. II est done clair que l'erreur d'etalonnage des cameras joue un 
role plus important dans l'etalonnage de l'axe de rotation avec une sphere. 
Three-dimensional optical metrology and models for 
non-contact diffuse optical tomography of small animals 
Maxime Comtois and Yves Berube-Lauziere 
Laboratoire TomOptUS, Departement de genie electrique et de genie informatique 
Universite de Sherbrooke, 2500 boul. Universite, Sherbrooke, Quebec, J1K 2R1, Canada 
ABSTRACT 
We introduce a novel approach for calibrating an axis of rotation in a 3D optical metrology system. The system 
uses a stereo camera pair, along with rotation and translation stages for obtaining a 3D model of the surface 
of small animals. The metrology system will be part of a fully non-contact diffuse optical tomography (DOT) 
scanner for small animal imaging. The rotation axis calibration technique is based on measuring, with the stereo 
pair, the 3D position of a small ball as it is moved by the rotation stage (turntable). Our system has the advantage 
of using the tomograph's laser beam to measure the outer shape of the subject, thereby reducing overall system 
complexity, and allowing simultaneous surface and DOT measurements. Additionnaly, the exact position where 
laser light penetrates the animal is measured, while traditionally, this information is indirectly inferred with 
less accuracy. This information plays an important role in a tomographic reconstruction algorithm. Our new 
approach for the calibration of the rotation axis is compared to another technique we previously developed, where 
a checkerboard pattern is tracked instead of a ball. We present measurements of a reference shape and a small 
animal taken by our system. 
Keywords: 3D optical metrology, small animal imaging, diffuse optical tomography, computer vision, 3D 
models, non-contact 
1. I N T R O D U C T I O N 
In recent years, non-contact diffuse optical tomography (DOT) has been popularized to circumvent the problems 
inherent to contact systems in small animal imaging.••••• Advanced Research Technologies (ART, Montreal, 
QC, Canada) commercializes a non-contact optical small animal molecular imaging system (eXplore Opt ix™ 
)7 originally developped as a planar topographic time-domain imager.7 To be scanned, the animal lies on a 
small horizontal table displaced by a linear translation stage. To give the system some tomographic capabilities, 
recent versions come with a camera-based laser scanning profilometer to measure the 3D outer surface shape 
of the animal. Only half of the animal's shape is measured, since the system performs reflection-mode optical 
measurements (the detector and excitation source are on the same side with respect to the animal). 
Xenogen (Almaden, Ca., USA) has developed the IVIS® 3D,7 a fully rotational non-contact optical tomo-
graph. Tomographic data comes from images captured at eight equally spaced positions around the animal by 
a cooled continuous-wave ultra-sensitive CCD camera. Complex mechanics using 2 translation and 1 rotation 
stages allow to displace the animal and rotate a mirror around it in such a way as to acquire the images without 
having to move the cooled camera. To measure the outer shape of the animal, an active approach with projected 
Correspondence should be sent to Yves.Berube-Lauziere@USherbrooke.ca 
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structured light patterns (phase shifts of parallel lines) is resorted to. Image registration techniques are used to 
merge the 3D models obtained from different views. 
Schulz et al. from the German Cancer Research Center (DKFZ) have presented another fully rotational 
non-contact optical tomograph.7 In their system, the animal stays still suspended while a cooled CCD camera 
is moved with bulky mechanics around the subject for both outer shape and tomographic data acquisition. The 
outer shape of the animal is measured using a backprojection algorithm (images from 120 equally spaced views 
around the animal are used) together with the marching cubes technique1 for surface extraction. This approach 
for obtaining 3D models of small animals proved not to be reliable for measuring concave and complex shapes 
(e.g. a mouse ear). 
A different approach for non-contact diffuse optical tomography is developped in the group of Ntziachristos at 
the Massachusetts General Hospital (MGH). In their case, the cooled CCD camera is motionless and the mouse 
is rotated to obtain tomographic data and outer shape measurements all around the animal.7 The surface of the 
mouse is determined by first obtaining contours of the animal from 72 different views around. The outer shape is 
then extracted using the pre-computed axis of rotation and the visual hull approximation.2 The technique was 
used to measure phantoms and showed an accuracy of 50/wn with a 11cm field of view. No concave or complex 
shape was scanned with their system to test its robustness. 
In this paper, we describe a 3D computer vision (CV)-based optical surface metrology system and the asso-
ciated calibration techniques required for measuring the outer surface shape of small animals (laboratory mice). 
This work is part of a research program whose objective is to develop a time-domain non-contact fluorescence 
DOT scanner (tomograph) for small animal molecular imaging. The design of the CV system is such as to 
integrate seamlessly into the architecture of our tomograph. 
2. PROBLEM STATEMENT A N D DESIGN CONSIDERATIONS 
Different views are generally needed to collect 3D data all around a subject to obtain a 3D model of its shape. 
This requires to merge the data from the different views into a single 3D representation expressed with respect 
to a unique coordinate system. This problem, referred to as view registration, has been solved using either 
automatic view registration or system calibration (an example of the latter is the calibration of the axis of 
rotation in a system that uses a turntable to scan objects3-5). Calibration of an axis of rotation or translation, 
which will also be referred to as rotation or translation axis calibration, is to be understood as determining the 
direction of the axis along with a point through which it passes. The direction and the point are referred to 
as the axis parameters, with 5 parameters being sufficient to completely and unambiguously specify an axis. 
Automatic view registration has traditionnaly been tackled in two ways. In the first, one solves the problem for 
two views6-10 and then proceeds to solve the multi-view problem by iteratively or recursively solving 2-views 
sub-problems. In the second, one solves the multiview problem all at once by resorting to global optimization 
procedures.11-15 
Fig.l illustrates our set-up that comprises a stereo camera pair (stereo rig) along with a rotation stage (also 
called a turntable) at one end of an arm whose height can be varied by a translation stage at the other end. 
Here, the set-up is shown with a validation shape consisting of precision machined spheres with known radii. 
This shape is used to evaluate the accuracy of our work. The whole set-up is mounted onto an optical table. 
Photographs of the set-up are given in Fig. 2 for both a mouse and the validation shape. 
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Figure 1. Drawing of our 3D CV object reconstruction system. 
To scan a subject, we start at the lowest possible height of the translation stage and rotate the turntable 
from 0° to 360° in small increments. At each increment, the cameras each acquire an image in which the laser 
spot on the subject is visible. The laser spot is segmented from the image by a simple thresholding technique 
and its position is computed. The positions of the laser spot in the two images are then used to find the position 
of the spot in 3D space by triangulation. This is repeated by changing the height in small steps with the 
translation stage until the subject is scanned over a required axial portion. This results in the acquisition of a 
set of discretized annuli of points on the subject, each annulus corresponding to a given height. 
To use these points to construct a 3D model of the shape of the subject in the form of a set of triangular 
facets*, we need to know, for each point, around which axis the subject was rotated and along which axis it was 
translated and by what amount. This has led us to develop calibration techniques, described below, to determine 
the parameters of these axes. 
The design of our 3D CV system is dictated by the architecture of our tomograph that already uses the rotation 
and translation stages for acquiring time-resolved diffuse optical tomographic data all around the subject. We 
resort to axis calibration because i) it appears natural in a system, such as ours, that uses both a rotation 
stage and a translation stage, and ii) it is convenient for obtaining 3D models in a point by point acquisition 
process as just described. Choosing a point by point approach allows us to use the same laser beam for both 
tomographic and surface measurements. This has the additionnal benefit, compared to other approaches,7 , 7 , 7 
that we directly measure, rather than indirectly infer, the position of the point on the boundary of the subject 
where the laser beam is injected. Knowing the exact position of the laser injection point is necessary information 
for a DOT algorithm.7 As can be appreciated, our design choices for the surface metrology system provide for 
*Do not confuse the triangular facets with the triangulation process, both are not related except for the fact that 
triangulation allows to find the points that form the apexes of the triangular facets. 
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(a) (b) 
Figure 2. Photographs of our 3D CV object reconstruction system, (a) With a mouse, (b) With our validation shape. 
easy integration with the DOT scanner we are developping, along with useful accurate boundary information 
directly available to the DOT algorithm. 
3. AXIS C A LIBR A TION 
Previous attempts at determining the parameters of an axis of rotation in 3D CV systems using a turntable 
have generally relied on tracking a flat pat tern (checker board, grid of points, etc ...) on the surface of the 
turntable.3 - 5 These approaches yield good results when the camera's optical axis is almost perpendicular to the 
surface of the turntable (head on view). However, the accuracy of these approaches can be expected to decrease 
as the angle between the optical axis and the turntable surface increases. Recently, we proposed a solution to the 
problem of rotation axis calibration. • The approach relies on rotating a checkerboard pattern at a discrete set of 
angles. One of these angles, to be called the zero angle, corresponds to the pattern surface being approximately 
perpendicular to the optical axis of one of the cameras in the stereo rig. So-called extrinsic parameters computed 
for two different angles (one of them being the zero angle) are used to obtain the rotation axis parameters. An 
accuracy below 1mm was obtained with this technique (accuracy is discussed in Sect. 4). 
3.1. Rotat ion axis calibration 
Here, we present a second solution for rotation axis calibration. This new approach is based on tracking a small 
black ball at several positions around the rotation axis. The height of the ball, and consequently of the to a good 
approximation horizontal circle it describes, is adjusted to be approximately the same as that of the cameras to 
ensure high accuracy. 
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(a) (b) 
Figure 3. Pinhole projection and the correspondence between the centroid of the projection and the center of the ball, 
(a) Normalized pinhole projection camera model, (b) Successive Euler rotations to make the vector from the origin to 
the center of the ball coincide with a z" axis. In the new coordinates system (x",y", z"), the projection of the outline of 
the ball, corresponds to the projection of a ball "parallel". 
The details are as follows. First, a pair of images of the black ball with a white background is captured with 
the camera stereo rig. This yields two images of a black spot on a white background. The black spot is easily 
retrieved from the background with thresholding. The centroid of the spot is found in each image and a 3D point 
is computed via triangulation. Rotating the ball and repeating the previously described steps gives a cloud of 
3D points that lie on a circle. The line passing through the center of the circle and perpendicular to the plane 
containing the circle is the rotation axis. In our approach, one assumption is made. The reprojections in 3D 
space of the centroids of the black spots in the images correspond to the same point on the ball, wherever the 
ball is in space with respect to the cameras (i.e. we assume we are tracking a unique feature in space). To show 
that this assumption is true, we need to compare the projection of the center of the ball to the centroid of the 
projection of the whole ball. If they are the same, then tracking the centroid will correspond to tracking the 
center of the ball. This is indeed true as we now show. 
The projection of a point (x, y, z) in space on the image plane (M, V) of a camera can be analytically described 
by the so-called pinhole normalized projection illustrated in Fig. 3 (a).16 Here, (x, y) corresponds to coordinates 
in the camera plane where (0,0) is the position of the pinhole and z is the "depth". We have 
u = x/z, (1) 
v = y/z. 
To project a ball of radius r centered at an arbitrary position (x-o, j/0i ^ o); w e parameterize the surface of the ball 
with local spherical coordinates centered at (xo,yo^o) as follows 
x — XQ = r sin 0 cos <fi, (2) 
y — 2/0 = i' sin 9 sin </>, 
z — ZQ = rcosd, 
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When projected, this leads to the normalized projection coordinates 
XQ + r sin 6 cos 4> 
u =
 i a—' 
zo + r cos 9 
yo + r sin 9 sin <fi 
(3) 
ZQ + r cos 6 
This parametric representation of the ball's projection is not convenient to use, since we do not have a one-to-one 
mapping between points in the projection and points on the ball. Said differently, there correspond 2 values of 
the pair (9, (j>) (i.e. two points on the ball) for each point in the projection. It is easier to find an equation for 
the contour of the projection (see Fig. 3 (b)). For this, we first apply two successive Euler rotations to make the 
new z axis denoted z" go through the ball's center, as illustrated in Fig. 3 (b) (after the first Euler rotation, we 
get an intermediate coordinate system with coordinates (x', y', z')). The final coordinate system has coordinates 
(x",y",z"). In this coordinate system, the contour of the projection in the image plane corresponds to the 
projection of a parallel circle of the ball (for short a "parallel") with respect to the z" direction (in the same way 
that parallels are defined for earth with respect to its axis of rotation). To see this, imagine a cone with apex at 
origin O that is tangent to the ball, the intersection of this cone with the ball is the parallel and the intersection 
of the cone with the image plane is the contour of the projected ball. The parallel lies in a plane perpendicular 
to the z" axis at a distance do = \Jx\ + J/Q + z\ from the origin, i.e. z" = do, where do is the distance from the 
ball's center to the origin. Hence, the equation of the parallel is easily written down 
z" = d0, 
y" = r"sm<P", 
x" = r" cos <j>", 
0"e[O,27r[ 
(4) 
where r" is the radius of the parallel (by simple geometry r" = r y 1 — r2/d,Q < r). The transformation between 
the (x",y",z") and (x,y,z) coordinates is given by 
= Ry,(P)Rz(a) (5) 
where Rz(a) is a rotation matrix around the z axis and Ry>(f3) is a rotation matrix around the y' axis (see 
Fig. 3 (b)). From Eqs. (4) and (5), it is easily shown analytically that when the center of the ball is on the z 
axis (i.e. center given by (0,0, ZQ)), the contour of the projection of the ball is a circle given by 
r " c o s 0 " , > 
u = , (6) 
do 
*•" cir. A," 
(7) do 
i>" € [0,2TT[. 
For all other cases, the projected coordinates for the parallel take on the form 
_ a cos 4>" — b sin 4>" + c 
d cos 6" + e (8) 
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where a,b,...,h are constants that depend on xo, j/o, and zo- The last equation defines a curve in the (u, v) plane. 
Demonstrating analytically that the centroid of this curve corresponds to the projection of the ball's center is 
difficult. Instead, we have resorted to numerical simulations in Matlab which showed that the centroid of the 
curve is equal to (xo/zo,yo/zo) to within 0.01%. The reprojection of the point (xo/zo,yo/zo) in 3D space is a 
line (see Eq. (2) and Fig. 3) which passes through the center of the ball (xo,yo,Zo). Hence, our initial assumtion 
is proven true and we are tracking a unique feature, the center of the ball. 
3.2. Translation axis calibration 
Knowing the parameters describing the rotation axis is not sufficient to obtain a 3D model with our system. It 
is also necessary to determine the direction of displacement in space of the translation stage. Our approach for 
translation axis calibration has been detailed in earlier work.7 It is based on tracking a black flat disk on a white 
background as it is translated, similarly to tracking a rotating ball as described above. In fact, the technique 
we developped for translation axis calibration motivated us to develop the approach for rotation axis calibration 
presented here. 
4. RESULTS A N D DISCUSSION 
To evaluate the accuracy of the approach herein described, results will be compared with our other method for 
rotation axis calibration we described previously.' 
4.1. Rotation axis results 
To acquire calibration data, the small black ball is fixed at one end of a thin stainless steel rod (rod radius 
= 2.4mm (0.094 in)) at about the same height as the cameras. The other end of the rod is fixed to a base 
plate mounted on the rotation stage. The rod is approximately parallel to the mechanical axis of rotation of 
the rotation stage. The distance of the rod, and hence of the ball, to this axis will be denoted by daxiS. With 
this set-up, we rotate the ball at a discrete set of N angular positions uniformly distributed over 360° (angular 
separations of 360° /N). These positions serve as data to calibrate the axis. 
In developing our technique, we studied the effect of varying the number of angular positions N, the size of 
the ball used (radius r ) , and the distance to axis daxiS. Tables 1 and 2 show the results of our approach using 
balls of two different radii, while results obtained in earlier work7 with a checkerboard pattern are reproduced 
in Table 3 for comparison. Note: The results obtained with the ball approach must be offset by 30mm in the y 
dimension compared the checkerboard approach; this due to the way coordinate reference frames are defined in 
both approaches. 
From Tables 1 and 2, one can see that the size of the ball, the number of positions used and the distance of the 
ball to the mechanical axis of the rotation stage do not significantly alter the results of the calibration procedure. 
From our mechanical design, the direction of the rotation axis and the position of the point on the rotation 
axis are supposed to be respectively (0,1,0) and (30,30,0)mm. As regards the axis direction, our calibration 
technique gives results in close agreement with the mechanical design and comparable to those obtained with 
the checkerboard approach (Table 3). For the point on the axis found, the x and y coordinates found are close 
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Table 1. Results of the rotation axis calibration procedure using a large ball of radius r = 12.7mm (0.5in). 
D i s t a n c e t o axis (daxis) 
1cm 
2cm 
N u m b e r of 
pos i t ions (N) 
10 
15 
20 
10 
15 
20 
Average: 
D irec t ion of axis 
obta ined 
(0.0008,1.0000,-0.0012) 
(0.0009,1.0000, -0.0013) 
(0.0008,1.0000, -0.0013) 
(0.0011,1.0000, -0.0017) 
(0.0011,1.0000,-0.0017) 
(0.0011,1.0000,-0.0017) 
(0.0010,1.0000, -0.0015) 
Point on t h e axis found 
( m m ) 
(30.3831,30.0939, -2.5256) 
(30.3828,30.0839, -2.5214) 
(30.3819,30.0826, -2.5180) 
(30.3699,30.1312, -2.5087) 
(30.3659,30.1314, -2.4944) 
(30.3684,30.1390, -2.4989) 
(30.3753,30.1103,-2.5112) 
Table 2. Results of the rotation axis calibration procedure using a small ball of radius r = 6.35mm (0.25in). 
D i s t a n c e t o axis (daxis) 
1cm 
2cm 
N u m b e r of 
pos i t ions (N) 
10 
15 
20 
10 
15 
20 
Average: 
D irec t ion of axis 
obta ined 
(0.0016,1.0000, -0.0011) 
(0.0015,1.0000,-0.0011) 
(0.0015,1.0000,-0.0012) 
(0.0016,1.0000, -0.0013) 
(0.0018,1.0000, -0.0013) 
(0.0016,1.0000, -0.0014) 
(0.0016,1.0000,-0.0012) 
Point on t h e axis found 
( m m ) 
(30.3751,30.1139,-2.4850) 
(30.3766,30.1124, -2.4854) 
(30.3747,30.1076, -2.4889) 
(30.3685,30.1108, -2.4862) 
(30.3591,30.1119, -2.4636) 
(30.3621,30.1098, -2.4682) 
(30.3694,30.1111, -2.4796) 
Table 3. Results of the rotation axis calibration procedure using the checkerboard pattern. To compare this table with 
Tables 1 and 2, the y coordinate of the point on the axis found in the present table must be offset by 30mm. 
A n g l e 
5° 
10° 
15° 
20° 
25° 
30° 
35° 
Average 
Direc t ion of axis 
ob ta ined 
(0.0086,1.0000,0.0002) 
(0.0036,1.0000,0.0002) 
(0.0018,1.0000,0.0002) 
(0.0012,1.0000,0.0002) 
(0.0009,1.0000,0.0003) 
(0.0003,1.0000,0.0002) 
(0.0001,1.0000,0.0002) 
(0.0024,1.0000,0.0002) 
Point on t h e axis found 
( m m ) 
(29.5739,0,-0.6834) 
(29.7403,0, -0.6584) 
(29.8251,0,-0.6530) 
(29.8314,0,-0.6492) 
(29.8303,0,-0.6317) 
(29.8364,0, -0.6276) 
(29.8212,0,-0.6309) 
(29.7798,0, -0.6477) 
to what they should be mechanically. However for the z coordinate, there is a systematic error of «2.5mm. One 
reason for this error is that in our mathematical development, it was assumed that the ball hangs freely in space. 
In reality, we need to fix the ball on a small rod. We observed that this leads to small errors in determining the 
centroids in the 2D images of the ball because then segmentation of the ball from the background is not perfect. 
Thus, there is an error in the pairs of pixel coordinates used for stereo triangulation. This translates into an error 
in estimating the depth of points. It can be shown mathematically that this error is directly proportionnal to the 
distance to the objects one tries to locate by triangulation, i.e. the greater the depth, the greater the error to be 
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(a) (b) (c) 
Figure 4. Validation shape and mouse reconstruction, (a) CAD drawing of the validation shape, (b) Reconstruction of 
the validation shape, (c) Reconstruction of a mouse torso. The mouse's back is seen here. 
expected. Here the distance from the objects to the cameras is about 400mm on average. The approach using 
a checkerboard does not suffer from this problem as it does not rely on triangulation. However, the approach 
with a ball is easier to implement as it requires less mechanical parts. We are still investigating in more detail 
the 2.5mm error, because it seems systematic and we would like to understand it better and why it is of that 
magnitude. 
4.2. Examples of 3D scans 
Once we determine the axes of rotation and translation, we have all we need to obtain a 3D model. In what 
follows, we use the calibration parameters obtained with the checkerboard technique. In all results presented, 
when an object was scanned, the increment between successive angular positions of the rotation stage was 5° and 
the translation stage was moved in steps of 1mm. Fig. 4 (a) and (b) depict the CAD drawing of our validation 
shape along with its reconstruction with our system. Subjectively, the difference between the drawing and the 
reconstructed model is difficult to discern. Since we have the CAD drawing (which is an exact model of the 
validation shape), it can be quantitatively compared with the reconstructed model. To do this, we evaluate the 
distance between a measured point and the nearest point on the CAD drawing (this distance is a measure of the 
error). For all the points measured on the validation, this distance was always less than 1mm. We also scanned 
the torso of a hairy dead frozen mouse. The 3D model obtained is illustrated in Fig. 4 (c). 
5. C O N C L U S I O N A N D F U T U R E W O R K 
We described a new approach for rotation axis calibration, which is simple and intuitive. It is based on rotating 
a small ball in front of a stereo pair of cameras. When compared to another technique we developped recently 
that uses a checkerboard, the new approach proves to be less accurate in determining the depth (z coordinate) of 
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a point on the rotation axis. A difference in depth of approximately 2.5mm was found between the CAD model 
of our set-up and that obtained by calibration with a ball whereas it is < l m m when the CAD model is compared 
to the checkerboard approach. We are working on understanding the origin of this relatively large difference 
in depth with the ball approach. For all other parameters, both approaches yield comparable results. The 
advantage of the ball approach is to be simpler to implement, both computationally and as regards mechanical 
parts needed. Future work includes changing the camera lenses to diminish the effect of lens distortion. We 
also want to improve our system so it can better deal with more complex shapes (not just mice torsos) and 
with shapes with concavities. Our 3D computer vision system is an optimal solution for scanning small animals 
in a DOT scanner. Our approach is simple and precisely measures the position where laser light penetrates 
the animal. System complexity is kept minimal as the same laser source is used for surface and tomographic 
measurements. 
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TROISIEME PARTIE 
Conclusion 
Conclusion 
Dans le cadre des presents travaux de maitrise, les differents types de mesures courrantes 
en tomographie optique (CW, TD et FD) ainsi que les systemes existants de TOD ont ete 
presentes. Pour tous les systemes, le type de mesure utilise a ete presente, accompagne 
d'une description du systeme et de l'approche permettant d'obtenir une description de 
la forme exterieure 3D du sujet. Apres avoir fait un survol des differents systemes de 
TOD, nous avons conclu qu'ils offrent des resultats prometteurs. En ce qui a trait a la 
reconstruction 3D de la forme exterieure des sujets pour la TOD sans contact, il a ete 
note que les systemes faits sur mesure pour le tomographe sont les plus efficaces. Par 
contre, il n'existe toujours pas de systeme pour la reconstruction 3D qui ne necessite pas 
de mouvement mecanique complexe et qui mesure l'endroit exact ou la lumiere penetre 
dans le sujet. 
Puis, la chaine de traitement des donnees pour l'acquisition d'un modele 3D a ete presen-
tee. Les differentes approches pour l'acquisition d'un nuage de points ont ete explorees : les 
approches passives et les approches actives. Les etapes menant a l'obtention d'une descrip-
tion de la surface du sujet ont ensuite ete analysees : etalonnage du systeme, alignement 
de vues, modelisation et correction des erreurs ainsi que la representation de la surface. 
II a ete conclu qu'il existe plusieurs fagons d'obtenir un modele 3D et que chacune avait 
ses avantages et ses inconvenients : un systeme tres precis exige de longs temps de calcul 
alors qu'un systeme plus simple et rapide offre des resultats de qualite inferieure. Par 
exemple, obtenir deux fois plus de points pour decrire une modele 3D dans une systeme 
d'acquisition utilisant un point laser prend environ deux fois plus de temps. 
Suite a la revue de litterature, on peut conclure qu'un systeme possedant une architecture 
lui permettant de s'integrer aux autres modalites d'imagerie medicale tout en surpassant 
les limitations des systemes de reconstruction 3D existant etait la solution de mise pour 
s'integrer au systeme de TOD en developpement au sein du groupe TomOptUS. Pour 
atteindre les objectifs fixes, nous avons propose une approche active utilisant un systeme 
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de vision stereoscopique, le point lumineux du laser du tomographe et les plateformes de 
translation et rotation du tomographe. 
Plus precisement, deux algorithmes pour l'etalonnage de l'axe de rotation ont ete deve-
loppes et testes : le premier suivant la rotation du damier et l'autre suivant la rotation 
d'une sphere autour du centre du plateau de rotation. Les deux approches se sont averees 
particulierement utiles dans un systeme utilisant un plateau de rotation dont l'axe est 
perpendiculaire a l'axe optique des cameras. 
Les resultats de l'etalonnage de l'axe de rotation publies dans les articles revelent que 
l'approche utilisant un damier est precise a moins de 1 mm lors de la determination des 
parametres de l'axe alors que l'approche utilisant une sphere genere une erreur d'environ 
2.5 mm en profondeur (le long de l'axe des z). Des resultats obtenus apres la publication 
des articles ont demontre que l'erreur en z est directement liee a l'erreur d'etalonnage des 
cameras. Apres un nouvel etalonnage des cameras ou l'erreur est plus petite, l'erreur en 
z pour l'etalonnage de l'axe de rotation avec un damier est environ trois fois plus petite. 
Pour l'approche avec une sphere, l'erreur est environ 10 fois plus petite. L'avantage de 
l'approche utilisant une sphere est d'etre plus simple lors de la mise en ceuvre autant pour 
les calculs qu'en terme des pieces mecaniques requises dans le montage. Nous avons aussi 
presente un algorithme pour l'etalonnage de l'axe de translation qui offre une precision 
du meme ordre que pour l'etalonnage de l'axe de rotation utilisant un damier. 
Les resultats de l'etalonnage des axes ont ete utilises avec le systeme de reconstruction 
3D pour mesurer un fantome (i.e., une forme de validation) avec une precision en dessous 
de 1 mm. La precision du systeme chute lorsque la lumiere du laser est tangente au sujet. 
La forme exterieure d'une souris morte congelee a aussi ete mesuree. 
Dans la prochaine mise en ceuvre de notre systeme, nous voulons changer les lentilles des 
cameras qui introduisent de grandes distorsions. Bien que nous effectuons l'etalonnage 
des cameras, l'erreur d'etalonnage est affectee par la distortion des lentilles. Des lentilles 
introduisant peu de distortion permettrait de minimiser l'erreur d'etalonnage des cameras 
et par le fait meme, d'obtenir de meilleurs resultats pour l'etalonnage de l'axe de rotation. 
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Un autre facteur qui permet d'obtenir des mesures plus precises est l'orientation des 
deux cameras du systeme de vision stereoscopique. Si les axes optiques des deux cameras 
sont paralleles, le nombre de fois ou le point laser est vu par une seule des deux cameras 
(points caches) est minimise. Le systeme peut done mesurer des points sur le sujet dans un 
maximum de situations. Par contre, l'erreur sur la mesure du point lors de la triangulation 
est plus grande que lorsque Tangle entre les deux axes optiques est grand. Le desavantage 
d'avoir un grand angle entre les axes optiques est que le nombre de points caches n'est pas 
minimise. Un des objectifs pour le futur est de mener une etude pour determiner la plage 
d'angles entre les axes optiques pour laquelle le meilleur compromis est obtenu entre la 
precision du systeme et la minimisation du nombre de points caches. 
Nous voulons aussi apporter les modifications necessaires afin de pouvoir mesurer des 
formes complexes (i.e., pas uniquement le torse d'une souris) et des concavites. II y a 
quelques facteurs a considerer pour arriver a cet objectif. 
La facon de faire tenir la souris lorsqu'on mesure sa forme joue un role important. Dans 
notre systeme, la souris est suspendue, attachee par ses pattes avant a deux tiges. Bien 
que nous avons utilise de tres petites tiges, leur grosseur est non-negligeable. II existe done 
une region de la souris que notre systeme ne peut pas mesurer directement et qui doit etre 
deduite par interpolation. Un des objectifs pour le futur est de trouver une fagon de faire 
tenir la souris tout en la laissant visible a partir du plus grand nombre de points de vue 
possibles. 
Le type de systeme de vision numerique a aussi un impact sur les formes, complexe ou 
non par exemple, qu'il est possible de mesurer. Nous utilisons un systeme de stereoscopie 
active avec un point laser. Un systeme avec une ligne laser ou avec un patron de lumiere 
structures permet l'acquisition de plusieurs points a la fois contrairement au systeme avec 
un point laser. Afin de toujours pouvoir mesurer ou la lumiere laser penetre le sujet avec 
notre systeme, il serait interessant de considerer un systeme de vision numerique qui peux 
passer du mode « point laser » a un autre mode, comme « ligne laser » ou « patron de 
lumiere structuree ». Ainsi, le mode approprie pourrait etre choisi pour mesurer la forme 
exterieure d'un sujet ou l'endroit ou la lumiere penetre ce dernier. 
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Finalement, notre systeme demeure une solution tres efScace et optimale pour mesurer 
la forme exterieure de petits animaux dans un systeme de TOD sans contact. Notre 
approche est simple et mesure precisement la position a laquelle la lumiere laser penetre 
dans l'animal, une information tres importante pour la reconstruction tomographique. La 
complexity du systeme de TOD est minimisee en utilisant le laser pour les mesures de la 
surface du sujet et pour les mesures tomographiques. 
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