Abstract -The increasing availability of digital pathology images has motivated the design of tools to foster multidisciplinary collaboration among researchers, pathologists, and computer scientists. Telepathology plays an important role in the development of collaborative tools, as it facilitates the transmission and access to pathology images by multiple users. However, the huge file size associated with pathology images usually prevents full exploitation of the collaborative telepathology system potential. Within this context, rate control (RC) is an important tool that allows meeting storage and bandwidth requirements by controlling the bit rate of the coded image. In this paper, we propose a novel graph-based RC algorithm with lossless region of interest (RoI) coding for pathology images. The algorithm, which is designed for block-based predictive transform coding methods, compresses the non-RoI in a lossy manner according to a target bit rate and the RoI in a lossless manner. It employs a graph where each node represents a constituent block of the image to be coded. By incorporating information about the coding cost similarities of blocks into the graph, a graph kernel is used to distribute a target bit budget among the non-RoI blocks. In order to increase RC accuracy, the algorithm uses a rate-lambda (R-λ) model to approximate the slope of the rate-distortion curve of the non-RoI, and a graph-based approach to guarantee that the target bit rate is accurately attained. The algorithm is implemented in the High-Efficiency Video Coding standard and tested over a wide range of pathology images with multiple RoIs. Evaluation results show that it outperforms the other state-of-the-art methods designed for single images by very accurately attaining the target bit rate of the non-RoI.
An important aspect of digital pathology imaging is the development of efficient tools to foster multidisciplinary collaboration among researchers, pathologists (e.g., for interobserver concordance studies), and computer scientists (e.g., for development and validation of computer-aided diagnosis (CAD) systems). Telepathology plays an important role in the development of collaborative tools, as it facilitates the transmission and access to pathology images by multiple users. Specifically, through the use of telepathology, pathologists can access and annotate pathology images stored in a central database, consult with distant experts, and compare annotations made by other pathologists. Similarly, computer scientists can access the ground truth provided by pathologists to design and refine their CAD systems. Such collaborative telepathology systems have been actively developed in various pathology laboratories and clinics in Europe, North America and Australia [3] [4] [5] .
A key challenge that prevents fully exploiting the potential of collaborative telepathology systems is the huge file size associated with pathology images, which poses heavy demands on transmission resources. To this end, such systems initially transmit the pathology images at a low resolution to account for low bandwidth connections. The users can then select the regions of interest (RoIs), e.g., a cell, groups of cells or multiple tissue subregions, on which they would like to concentrate [6] . The system then transmits the RoIs at full resolution, i.e., at a higher bit rate, so that the users can 1) add annotations to them, and 2) access any existing annotations. An important concern here is providing a fast and reliable transmission of the RoIs especially in low bandwidth environments. It is also important to guarantee that the RoIs are transmitted in a lossless manner, so that their clinical use is not affected. Lossy compression in conjunction with lossless RoI coding provides an attractive solution for such cases. For instance, users with low bandwidth connections may access the RoIs at full resolution in a lossless manner while obtaining a view of the remaining regions (i.e., the non-RoI) in a lossy manner [7] [8] [9] . In this context, transmitting the necessary data at the bit rate imposed by the connection is of high importance. In other words, it is important to achieve lossless RoI coding while reducing the quality of the non-RoI according to a target bit rate. To this end, rate control (RC) is an important tool that allows meeting any bandwidth requirements. Specifically, RC allows controlling the bit rate of the non-RoI while minimizing its overall distortion. An accurate RC mechanism helps to improve the fidelity of the non-RoI because spending too few bytes is trivially not optimal, while spending too many bytes forces truncation of the transmitted non-RoI, which may yield suboptimal fidelity.
Block-based predictive transform coding (PTC) methods, such as the ones used in modern video codecs [10] , [11] , have been shown to provide an excellent performance for lossless and lossy coding of medical images and videos [12] [13] [14] . For the particular case of medical imaging data, a very limited number of block-based PTC methods that combine RC and lossless RoI coding have been proposed. Among the most recent ones, the work of Chen et al. [13] proposes a twolayer system in the High-Efficiency Video Coding (HEVC) standard [11] , where the enhancement layer is combined with a base layer to losslessly decode the RoI, while the base layer is used to decode the non-RoI at a lossy quality. In [15] , we propose an RC algorithm in HEVC for pathology images with lossless RoI coding. This particular algorithm encodes the non-RoI by using RC and a model that approximates the corresponding rate-distortion (R-D) characteristics.
In the more general context of natural imaging data, important block-based PTC methods that combine RC and RoI coding can be found in the literature [16] , [17] . The work in [16] presents a scalable RoI coding method for H.264/SVC that employs a control mechanism that adjusts the quality of the RoI and non-RoI enhancement layers. Chen and Guillemot [18] exploit the properties of the Human Visual System to design a foveated just-noticeable-distortion model that helps adjusting the quantization levels of RoI blocks in H.264/AVC. The work in [19] proposes a framework for RoI coding that uses a pre-processing step to replace non-RoI areas by known pixels, thus relying on the R-D optimization process to optimally encode the data. The work in [20] presents a region-based RC method aimed at improving the objective quality of high-dynamic range sequences. A similar idea is presented in [21] for intra-predicted frames. Xu et al. [22] present an RoI coding approach for videoconferencing that uses RC to assign more bits to blocks depicting facial features. The work in [23] proposes an RC scheme for RoI coding of screen-content videos in H.264/AVC by employing several R-D models. Meddeb et al. [17] propose an RC algorithm for RoI coding in HEVC aimed at videoconferencing. Their algorithm assigns more bits to faces by employing two distinct R-D models.
Within the context of block-based PTC methods, the constituent blocks of a pathology image are usually correlated. It is then highly advisable to exploit this correlation during RC to determine the bit budget allocation that results in the set of quantization parameters (QPs) that most accurately attains a target bit rate at the highest reconstruction quality possible. The constituent blocks are then highly amenable to be represented as graphs, whose structure can be exploited during RC. Specifically, blocks can be represented as the nodes of an undirected graph and their similarities, in terms of their coding costs and region they depict, i.e., RoI vs. non-RoI, can be represented as the weight of edges that connect adjacent nodes. Based on such a graph structure, we propose a graphbased RC algorithm with lossless RoI coding capabilities within the context of block-based PTC of pathology images.
Our algorithm losslessly encodes RoI blocks and allocates a target bit budget among non-RoI blocks by using a graph kernel, which allows for the distribution of this bit budget according to the weights assigned to the graph edges. Based on the bit budget allocation, the QP for each non-RoI block is then computed using a model that approximates the R-D characteristics of the non-RoI. Our proposed algorithm also employs the graph structure to guarantee that the target bit budget is respected as non-RoI blocks are sequentially encoded.
Our proposed graph-based RC algorithm updates the R-D model's parameters after encoding each non-RoI block [15] , and includes two important novel contributions: 1) Our algorithm distributes a target bit budget across the non-RoI blocks using a diffusion process on the graph representing the blocks. The advantage of this graphbased approach is that the bit budget is allocated more precisely according to the coding costs of blocks. This results in increasing the bit budget of difficult-to-code regions, while reducing the bit budget of easy-to-code regions. 2) Our algorithm also uses a graph-based approach for bit budget re-allocation; i.e., to compensate for any inaccuracies in attaining the target bit budget of each block. This is particularly useful for very large images comprising several blocks, such as pathology images, since these inaccuracies tend to amount to a large value after encoding several blocks. It is important to mention that efficient methods have been recently proposed for bit budget allocation [24] , [25] and re-allocation [26] in RC. Although many of these methods perform very well, they are based on R-D models and optimization schemes designed for video sequences, and not single images. To the best of our knowledge, our algorithm is the first one to employ graph-based approaches in RC for bit budget allocation and to guarantee that an overall target bit budget is respected even when the target bit rate of each block is not accurately attained.
Our graph-based RC algorithm is implemented in HEVC for the coding of several pathology images using intraprediction [27] . Results show that it outperforms other stateof-the-art approaches for single images by very accurately attaining the target bit rate of the non-RoI, while reducing blocky artifacts.
The rest of the paper is organized as follows. Section II briefly reviews the R-D model used to determine the QP of each block within the context of block-based PTC. Section III details our proposed graph-based RC algorithm. Section IV presents the results on several pathology images coded at a wide range of bit rates. Section V concludes this paper.
II. RATE-DISTORTION MODEL FOR RC
Most modern video and image codecs employ R-D models to approximate the distortion incurred in the reconstructed signal when coded in a lossy manner at a particular bit rate. Based on this approximation, the appropriate QP is then determined for the transform coefficients representing the signal [15] , [24] , [25] , [28] [29] [30] [31] .
In this work, we employ an R-λ model to determine the QPs of the constituent blocks of the image within the context of block-based PTC. This particular model, which is also employed in HEVC [31] , has been shown to provide a good performance with low computational complexity. It approximates the slope of the R-D curve, λ, of a block:
where R and D are the rate and distortion, respectively; ∂ denotes a partial derivative; and α and β are parameters related to the R-D characteristics of the whole image, the so-called model's parameters [31] . The values of these parameters are usually computed from training data. Once λ is computed for a block, the corresponding QP can be determined using a linear relationship [32] :
where a and b are also parameters whose values are computed from training data.
It is important to note that if the approximation in Eq. 1 is accurate, the target bit rate is accurately attained for each block and thus for the whole image. However, if this approximation is inaccurate, the overall bit budget may be overspent or underspent. To improve the accuracy in attaining the target bit rate, RC methods based on an R-λ model usually employ a mechanism to fine tune the model's parameters as blocks are sequentially encoded. Specifically, the model's parameters are updated using the actual bit rate, R act , and the actual λ value, λ act = α R β act , of each encoded block. After encoding of each block, α and β are updated as a weighted average of the model's parameters used in previously encoded blocks [28] :
where δ α = 0.1 and δ β = 0.05 are constants that control the updating process [28] .
III. PROPOSED GRAPH-BASED RC ALGORITHM
The proposed graph-based RC algorithm is depicted in Fig. 1 . It comprises a lossless mode and a lossy mode with RC. Based on an RoI mask, it determines which blocks comprise the RoI and non-RoI. All blocks in the RoI are encoded losslessly, while those in the non-RoI are encoded in a lossy manner according to a target bit rate by using RC. The algorithm determines the QP of each non-RoI block using an R-λ model, whose parameters are updated after encoding each block. The lossy mode comprises two main parts: 1) graph-based bit budget allocation and QP estimation and 2) graph-based bit budget re-allocation.
A. Graph-Based Bit Budget Allocation and QP Estimation
Representing signals as a graph allows accommodating complicated data domains and exploiting their underlying structure, which is usually not possible following traditional digital signal processing methods designed for data on regular Euclidean spaces [33] , [34] . Although images are 2D regular signals, they can be formulated as graphs by connecting every pixel (node) with its neighboring pixels (nodes), and by interpreting pixel values as the values of the graph signal at each node. This formulation allows defining non-local and semi-local graphs representing the connectivity of pixels based not only on their physical proximity but also on the similarity of their values. Processing imaging data as graphs has already attained promising results for segmentation [35] , [36] noise removal [37] , [38] , classification [39] , the design of graphbased transforms and wavelet-like filter banks [40] , and for compression of dynamic 3D point cloud sequences [41] , multiview images [42] , and pathology images [43] .
Let us consider a pathology image to be encoded using block-based PTC by using angular intra-prediction, which is a type of prediction commonly used in many modern video codecs, such as HEVC [12] , [27] , [44] . After angular intraprediction, both RoI and non-RoI blocks comprise residual values, i.e., the difference between the predicted blocks and the original blocks. The similarities of these residual blocks can be represented as an undirected graph, G = (V, E, A), where each node in the finite set V , i.e., v n ∈ V , represents a residual block, E is the set of weighted edges connecting nodes, and A is a symmetric weighted adjacency matrix. Each node in G is connected to its four adjacent neighboring nodes, i.e., following a 4-connected pattern. If there is an edge e = (i, j ) connecting nodes i and j , the entry A i, j represents the weight of the edge, where A i, j = A j,i . If nodes i and j are not connected by an edge, A i, j = 0. A large A i, j value represents a high similarity between the blocks represented by nodes i and j , according to a given criterion. Fig. 2 shows a sample pathology image divided into 576 blocks in a 24 × 24 grid and the corresponding 4-connected graph representing these blocks.
In this work, we employ the coding cost, c b ∈ [0, 1], of block b and its class, q b , as the metrics to define the similarity between a pair of adjacent blocks, where q b = 1 if block b is in the RoI and q b = 0 if is in the non-RoI. The coding cost c b is computed as follows:
where H AD b is the value of the Hadamard Transform of block b, which is calculated as the sum of absolute differences between block b and its corresponding intra-predictions in the horizontal and vertical directions [45] ; and H AD max is the maximum H AD value of all blocks in the image. The Hadamard Transform is a fast and accurate way to estimate the coding cost of a block to be encoded using angular intra-prediction and is currently employed in the HEVC standard [11] . Note that according to Eq. 5, those blocks with the smallest H AD values, i.e., those easy-to-code blocks, are assigned the lowest coding cost, while those with the largest H AD values, i.e., those hard-to-code blocks, are assigned the highest coding cost, c b = 1. We define the weight of an edge connecting nodes i and j via a thresholded Gaussian weighting function:
where θ is a parameter that determines the width of the Gaussian weighting function. Fig. 2c shows the coding costs of the 24×24 = 576 blocks used to encode the green color (G) component of the pathology image depicted in Fig. 2a . Fig. 2d shows the corresponding 4-connected graph after computing the weight of edges according to Eq. 6. Note that the weight assignment of Eq. 6 disconnects the nodes representing the RoI from those representing the non-RoI, as a weight = 0 effectively represents no connectivity. It is worth noticing two important aspects of the weight assignment in Eq. 6. First, an edge connecting two nodes representing low coding-cost blocks is assigned a small weight, while one connecting two nodes representing high coding-cost blocks is assigned a large weight. Second, within a region comprising blocks of similar coding costs, the edges connecting the corresponding nodes are assigned similar values. This is illustrated in Fig. 2d , where the dark regions in Fig. 2c have edges with small weights (i.e., thin lines) due to the low coding costs of the corresponding blocks. Moreover, these weights have similar values within these easy-to-code regions. Let us now define the combinatorial Laplacian of graph G = (V, E, A):
where the degree matrix, D, is a diagonal matrix whose i th diagonal element, d i , is equal to the sum of the weights of all the edges incident to node i . Since L is a real, symmetric matrix, it has a complete set of orthonormal eigenvectors with associated real, non-negative eigenvalues [34] , [46] . The spectral decomposition of the Laplacian is L = T , where = di ag(λ 1 , λ 2 , . . . , λ |V | ) is the diagonal matrix with the eigenvalues ordered according to increasing magnitude
is the matrix with the correspondingly ordered eigenvectors as columns [34] , [46] . We can then define a heat kernel by exponentiating the Laplacian matrix, L, with time t:
where I is the |V | × |V | identity matrix. By substituting the Laplacian in Eq. 8 by its eigenspectrum L = T , the heat kernel is expressed as:
Eq. 9 is a graph kernel represented as a |V |×|V | symmetric matrix [47] , [48] , in which the element for nodes i and j of graph G is:
Under the assumption that an amount of heat is injected at a node i of the graph and is allowed to diffuse through the edges, the heat kernel describes the flow of heat across the edges of the graph with time. In this work, we use such a heat kernel to diffuse a target bit budget across the edges of graph G so that each non-RoI node, or block, is assigned a portion of that bit budget by considering their coding cost similarities with adjacent blocks and the overall structure of the graph. To this end, we initially assign each non-RoI node b an amount of heat energy equal to E t =0 b : where A is the set of non-RoI nodes adjacent to the RoI. We then let the initial heat energy diffuse through the graph edges as time t progresses until convergence, i.e., until the largest difference between the heat energy accumulated by any non-RoI node at time t and t − 1 is ≤ d heat , where d heat is a small constant. This results in a relatively smooth distribution of heat energy across the non-RoI nodes without incurring in large heat differences among adjacent non-RoI nodes. After convergence of the diffusion process, we compute the bit budget, b , that is assigned to block b:
where x is the nearest integer function on x, non−RoI is the overall bit budget of the non-RoI, and
is the amount of heat energy accumulated by node b at time t. The corresponding rate for block b is then calculated as:
where N b is the number of pixels in the block. Based on R b , the value of λ for block b can then be computed using the model in Eq. 1. The Q P for block b is then computed using the linear relationship in Eq. 2. It is worth noticing that assigning the initial heat energy based on Eq. 11 allows for the encoding of the non-RoI with peripherally increasing quality around the RoI [8] , [9] . In other words, the non-RoI blocks spatially close to the RoI are expected to be assigned a higher bit budget than that assigned to the non-RoI blocks spatially far from the RoI, particularly for small values of t. Fig. 3 shows the heat energy accumulated for non-RoI blocks as time progresses according to a diffusion process on the graph depicted in Fig. 2d . At time t = 0, a unit of heat energy is distributed among those non-RoI nodes surrounding the RoI according to their coding costs, while the other non-RoI nodes are assigned zero heat. At t = 1, one can observe that non-RoI blocks with low coding costs tend to accumulate relatively small amounts of heat energy. This is due to the weight assignment in Eq. 6, which prevents the heat energy from flowing into easy-to-code regions. At t = 7, however, the distribution of heat energy is relatively smooth across all non-RoI blocks according to their distance to the RoI and coding costs.
B. Graph-Based Bit Budget Re-Allocation
As explained in Section II, the actual number of bits used to encode each non-RoI block depends not only on the assigned bit budget but also on the accuracy of the R-λ model, i.e., on the accuracy of parameters α and β in representing the R-D characteristics of the non-RoI. To guarantee that the overall bit budget, non−RoI , is respected and the target bit rate is attained, our algorithm fine tunes the model's parameters, α and β, after each non-RoI block is encoded, as detailed in Section II. However, despite this fine-tuning differences between the actual number of bits spent on each non-RoI block, b, and the corresponding target bit budget, b , may still arise. To further guarantee that the overall target bit rate is accurately attained, we employ a graph-based approach to re-allocate any underspent or overspent bit budget of non-RoI block b to those uncoded non-RoI blocks adjacent to b. To this end, we exploit the properties of the random walk matrix, P, Fig. 4 . Sequential encoding of RoI and non-RoI blocks, represented as red and black nodes, respectively, of a graph. After encoding non-RoI block b, any underspent/overspent bit budget is re-allocated only to uncoded blocks adjacent to b, according to entries of the corresponding random walk matrix, P, which is updated by sequentially removing from the graph nodes representing coded blocks.
of the graph, G = (V, E, A), representing the blocks:
where entry p i, j = p j,i describes the probability of going from node i to node j in one step of a Markov random walk on the graph. Matrix P provides information about how any underspent or overspent bit budget can be re-allocated to those uncoded non-RoI blocks adjacent to the current non-RoI block. Since matrix P is calculated using matrices D and A, it inherently considers the coding costs similarities of blocks and the overall structure of graph G.
Let us consider an example 4-connected graph representing an image divided into 5 × 5 = 25 blocks, as depicted in Fig. 4 , where blocks are sequentially encoded starting from non-RoI block b = 1. Let us denote the actual number of bits used to encode non-RoI block b by b and the corresponding target bit budget by b . After encoding block b using b bits, the associated heat energy, E t b , can be expressed as:
It then follows that if b = b , then E t b = E t b due to the linear relationship in Eq. 15, where non−RoI is constant. In such a case, it is important to guarantee that the total heat energy, E t G , across all the nodes of the graph after encoding non-RoI block b is always equal to the initial amount of heat energy injected, E t =0 G :
Consequently, any overspending or underspending of b results in an apparent change of E t G (see Eq. 15). In order to respect the overall bit budget, non−RoI , Eq. 16 must be then satisfied after encoding each non-RoI block.
Let us assume that the first non-RoI block of the example in Fig. 4 is encoded using 1 bits, where 1 < 1 . In other words, the target bit budget of block b = 1, 1 , is underspent. To satisfy Eq. 16, the unused bits 1 = 1 − 1 should be re-allocated among the uncoded (non-RoI) blocks adjacent to block b = 1 based on the entries of matrix P. In this example, the uncoded (non-RoI) blocks adjacent to block b = 1 are blocks b = 2 and b = 6 (see Fig. 4 ). After re-allocating 1 , the new bit budget of block b = 2 is then 2 = 2 + ( 1 × p 1,2 ) . Similarly, the new bit budget of block b = 6 is 6 = 6 + ( 1 × p 1, 6 ), where p 1,2 + p 1,6 = 1 by definition of matrix P. If block b = 2 is the next non-RoI block to be encoded, any bit budget difference, 2 , should be then reallocated only to its adjacent uncoded (non-RoI) blocks based on the entries of matrix P, i.e., blocks b = 3 and b = 7, and not to block b = 1, which has already been coded (see Fig. 4) . Consequently, matrix P should be updated as blocks are sequentially encoded so that any nodes representing coded blocks be sequentially removed from G. This idea is illustrated in Fig. 4 .
In general, any bit budget difference incurred after encoding non-RoI block b, b , is re-allocated to the bit budget of its adjacent uncoded blocks, represented by set J , as follows:
where σ = 0.95, ς = 1.05, p b, j is the {b, j } entry of matrix P, and j p b, j = 1. Note that if non-RoI block b is adjacent to an uncoded RoI block j , probability p b, j is effectively 0 due to weight W bj = 0, as defined by Eq. 6. Also note that σ < 1 and ς > 1 guarantee that the bit budget j is not dramatically decreased if overspending or increased if underspending, respectively. In cases where b is not fully re-allocated among blocks in set J , the bit budget re-allocation in Eq. 17 is iteratively applied to uncoded blocks adjacent to those in set J until Eq. 16 is satisfied.
After encoding non-RoI block b and re-allocating any bit budget difference, matrix P is re-calculated by removing from G the node representing block b. In other words, after encoding block b, we compute the random walk matrix of graphG = (Ṽ ,Ẽ), denoted byP. The finite set of nodes, V ⊆ V , and the corresponding set of edges,Ẽ ⊆ E, are computed as follows:Ṽ
where V encoded is the finite set of nodes of G representing coded blocks and E encoded is the corresponding set of edges incident on them.
We finish this section with some comments about the advantages of our graph-based RC algorithm to achieve quality consistency in the non-RoI. When computing QPs on a perblock basis based on coding costs, it is important to guarantee that adjacent blocks are reconstructed at similar qualities in order to reduce blocky artifacts, especially at very low target bit rates. These artifacts arise, for example, when a highcoding cost block is adjacent to a low-coding cost one and these two blocks are assigned bit budgets that result in very different QPs. To reduce these blocky artifacts, it is common to clip the QP of the current block in a narrow range determined by the QPs of previously coded adjacent blocks [28] , [31] . This clipping process, however, may result in blocks encoded at bit rates that greatly differ from their target bit rates, which inevitably results in overspending or underspending the overall bit budget. Our graph-based RC algorithm avoids this problem by distributing the overall bit budget according to the structure of the graph representing the coding cost similarities of blocks. Specifically, our graph-based bit budget allocation results in a smooth bit budget distribution, as exemplified in Fig. 3h . This bit budget distribution helps to minimize blocky artifacts by smoothly transitioning from high coding-cost regions to low coding-cost ones. Moreover, our graph-based bit budget re-allocation allows to re-allocate any bit budget differences to uncoded non-RoI blocks according to the structure of the graph, which also helps to minimize blocky artifacts. Our graph-based RC algorithm, therefore, requires no clipping of QPs to attain quality consistency in the non-RoI.
IV. EXPERIMENTAL EVALUATION
We implement our graph-based RC algorithm in the HEVC standard using the reference software HM16.9 [49] . HEVC is a block-based PTC standard for video compression that allows for the compression of individual images by using the intra-prediction coding mode, which can be employed in a lossless or a lossy fashion [27] . HEVC employs a tree structure to define the size of the constituent coding blocks (CBs) of the image. It employs the coding tree unit (CTU) as the basic unit, which consists of a luma coding tree block (CTB) and the corresponding chroma CTBs. For color images, one luma CB and two chroma CBs form a coding unit (CU) [11] .
Current implementations of HEVC include an RC algorithm based on an R-λ model that takes into account the hierarchical coding structure of the standard to distribute a bit budget to each coding level, i.e., Groups-Of-Picture (GOPs), pictures and CUs; and to compute the best set of QPs to attain a target bit rate [31] . Specifically, a QP is computed for each largest CU (LCU). This RC algorithm also updates the model's parameters, α and β, as pictures and LCUs are encoded when using inter-prediction. Unfortunately, for the case of encoding of a single image using intra-prediction, the algorithm does not update the model's parameters after encoding each LCU, which usually results in large discrepancies between the target and actual bit rates if α and β do not accurately reflect the R-D characteristics of the image [15] .
We evaluate four distinct approaches: 1) the current RC algorithm available in the HM reference software when α and β are computed a priori for each test image; 2) the current RC algorithm available in the HM reference software when α and β are computed a priori for a large set of training images; 3) the RC algorithm proposed in [15] for HEVC, which is based on an R-λ model and updates the model's parameters after encoding each LCU; and 4) our proposed graph-based RC algorithm.
It is important to note that approaches 1 and 2 do not update the model's parameters, α and β, after encoding each LCU. However, approach 1 is expected to attain the target bit rate most accurately, as the model's parameters used by this approach for each image are computed using the same image as training data. For this reason, approach 1 is used as a baseline. It should also be noted that approach 1 requires compressing each test image, a priori, at a wide range of bit rates in order to determine their specific R-D characteristics and the corresponding model's parameters, which is not practical.
The accuracy of all evaluated approaches is computed in terms of the bit-rate error (BRE), which measures how accurately the target bit rate is attained; negative numbers indicate underspending non−RoI , while positive numbers indicate overspending non−RoI .
A wide range of pathology images with a single or multiple RoIs are evaluated, as tabulated in the first three columns of Tables I and II. These images are available through the Center for Biomedical Informatics and Information Technology of the US National Cancer Institute [50] . The test images are compressed using intra-prediction as a single RGB frame in 4:4:4 format with an LCU size of 64 × 64 samples. The HM reference software is modified in order to allow for lossless RoI coding in approaches 1 and 2. This is done by feeding residual blocks depicting the RoI directly to the entropy coder and by-passing any processing that affects the perfect reconstruction of these blocks. The LCUs representing the RoIs and the non-RoI are signalled to the encoder and decoder by a binary mask, which is computed a priori by manually delineating the RoIs. Any LCU that contains RoI pixels is considered as part of the RoI. A variety of target bit rates, expressed in terms of bits per pixel per component (bpppc), is used to compress the non-RoI of each of these test images, ranging from 0.067 bpppc to 2.0 bpppc. All images are 8 bpppc. Fig. 5 depicts four of the test images and the corresponding heat energy accumulated by each of the constituent blocks after convergence of the diffusion process. It can be seen that our graph-based RC algorithm distributes the heat energy smoothly across all non-RoI blocks even when multiple RoIs are defined. Note that image LYMP3 includes sections depicting no tissue. In this case, the diffusion process prevents the corresponding blocks from accumulating a large amount of energy, since these smooth white sections are very easy to encode. This is evident in the lower left corner of Fig. 5g . Tables I and II , along with the maximum and minimum absolute BRE values attained in each case, and the values attained per tissue type and for all tissue types. The last row of Table II also tabulates results for all the test images. Approach 1 attains the best performance, with average absolute BRE values very close to zero for all tissue types. Let us recall that approach 1 is the baseline approach and is evaluated only to show the accuracy of the current RC algorithm in HEVC when the appropriate model's parameters are used. Since this approach requires computing these parameters a priori, its applicability is very limited. Note however that for image KIRC4 (see Table II ), approach 1 attains a maximum absolute BRE of 26.464%, which is attained at the very low target bit rate of 0.067 bppc. Since the model's parameters used by this approach are obtained for the whole image, i.e., non-RoI and RoIs, it is evident that when used to compress only the non-RoI, these parameters do not accurately represent the R-D characteristics of this region. As a consequence, approach 1 tends to perform poorly for this image at this very low target bit rate.
As expected, approach 2 attains the worst performance across all tissue types since this approach does not update the model's parameters after encoding each LCU. Consequently, if these parameters do not accurately reflect the R-D characteristics of the non-RoI, this approach fails to compute Approach 3 performs better than approach 2 since the model's parameters are updated after encoding each LCU. This approach can also attain minimum absolute BRE values very close to zero for some of the target bit rates, as tabulated in the corresponding columns labeled min. However, it still attains very high average absolute BRE values for the majority of the test images. One reason for its poor performance is the fact that this approach has no mechanism to compensate for any bit budget differences incurred as blocks are sequentially encoded, which inevitable results in underspending or overspending the overall bit budget. This is an important disadvantage for pathology images, which are very large images comprising several blocks, since the individual inaccuracies of all the blocks tend to amount to a very large value. Moreover, approach 3 heavily relies on the accuracy of the R-D model and the bit budget allocation process, which is based on the coding cost of the current block, the coding costs of already compressed non-RoI blocks and the number of bits left in the bit budget without considering the coding cost similarities of adjacent blocks [15] . Consequently, approach 3 can easily fail if the model's parameters or the bit budget allocation are inaccurate. Note however that for some of the test images; i.e., SKNF5, LYMP2 and PANC2, approach 3 attains a very good performance. This indicates that the updating process results in a set of model's parameters that accurately represent the R-D characteristics of the non-RoI of these images.
Our proposed graph-based RC algorithm attains a consistent performance for all tissue types with the lowest average absolute BRE values. Specifically, the average absolute BRE value attained by our algorithm for all test images is 0.459%, which is much lower than that attained by Approach 3 (22.536 %) and Approach 2 (70.124 %). The minimum and maximum absolute BRE values attained by our algorithm are also very close to zero for all of the test images. Note that for image KIRK3, the maximum absolute BRE values attained by our algorithm and approach 3 are 39.13% and 568.02%, respectively, which are attained at very low bit rates (<0.133 bpppc). These very high absolute BRE values can be explained by the fact that although both approaches update the model's parameters after encoding each LCU, the limited range of QP values available in HEVC makes it very challenging to accurately attain very low target bit rates for each LCU if the initial model's parameters are very different from those that accurately describe the R-D characteristics of the nonRoI. However, note that our algorithm still attains the lowest average absolute BRE for this image. Fig. 6 shows the BRE values attained by all evaluated approaches plotted against bpppc values for test images SKNF6, END1, LNGF1, PANC5, and KIRC8. Note that the baseline approach, i.e., approach 1, indeed attains the lowest BREs with values very close to zero. Approach 3 attains very low BRE values for high target bit rates; however, it usually performs poorly for low target bit rates. This is particularly evident for image END1. Let us recall that approach 3 attains quality consistency in the non-RoI by clipping the QP of the current block in a narrow range determined by the QPs of previously coded adjacent blocks. When multiple RoIs are defined, like in the case of image END1, non-RoI blocks are likely to be surrounded by multiple RoI blocks, which may prevent the clipping process from having enough QPs to compute an accurate narrow range to clip the current QP. This inevitably results in inaccurately attaining the overall target bit rate. Our graph-based RC algorithm, on the other hand, assigns each non-RoI block a bit budget based on their coding costs similarities with adjacent blocks. These similarities are represented by the structure of the graph, G, representing the blocks. Therefore, when multiple RoIs are defined, the QP selection of a block only depends on the corresponding assigned bit budget. Moreover, any bit budget differences are re-allocated among uncoded blocks based on the structure of the same graph, G, which guarantees that the target bit rate is accurately attained.
Our graph-based RC algorithm consistently attains very low BRE values across all target bit rates and images plotted in Fig. 6 . For image END1, which depicts four RoIs, our algorithm attains BRE values very close to zero, with a maximum absolute BRE value of only 1.375% (see Fig. 6d ). Fig. 7 shows a reconstructed section of the non-RoI of image LYMP2 encoded at the very low target bit rate of 0.133 bpppc, which is a low target bit rate at which the BRE values attained by our graph-based RC algorithm and those attained by approach 1 and approach 3 are the most similar. Note that our algorithm produces less blocky artifacts thanks to the graph-based bit budget allocation and re-allocation processes, both of which take into account the coding cost similarities of blocks. Blocky artifacts are more evident in the images reconstructed by approaches 1 (BRE = −0.005%) and 3 (BRE = −0.006%), despite the fact that their BRE values are closer to zero than that of our algorithm (BRE = −0.439%). These evident blocky artifacts are mainly due to the bit budget assignment, which does not consider the coding cost {28.44, 27.73, 28.50}dB, and {28.55, 27.99, 28.60}dB for approach 1, approach 3 and our algorithm, respectively.
A. Applicability to other medical images
The proposed graph-based RC algorithm is suitable for other medical images. However, it is particularly useful for coding very large medical images, such as pathology images. As previously discussed, when the number of blocks needed to encode an image is very large, RC tends to perform very poorly if there is no mechanism to compensate for the inaccuracies incurred after encoding each block, since the individual inaccuracies tend to amount to a large value.
We have tested our algorithm in other medical images. Specifically, 20 MRI and CT slices, with sizes ranging from 256 × 256 to 1024 × 1024 pixels and up to three RoIs. For these relatively small images, our algorithm attains very similar results to the average results reported in Tables I and II; i.e., average absolute BRE values of only 0.215 %. For these medical images, approach 3 attains accurate results (average absolute BRE values of 2.455 %), as the number of blocks needed to encode them is not very large, and therefore the inaccuracies in attaining the target bit rate of each block do not amount to a large value.
B. Implementation Details
This section discusses the numerical implementation of our graph-based bit budget allocation. The heat kernel in Eq. 8 requires computing the complete eigenspectrum of the Laplacian matrix, L, which may be computationally expensive for very large graphs. For example, the graph for test image ES10 comprises 80 × 70 = 5600 nodes, when blocks of 64×64 samples are used. However, the Laplacian matrices of the graphs of all test images are symmetric, positivedefinite, and very sparse. We take advantage of this fact to reduce the computational complexity by using the Krylov subspace projection technique [51] , which is an iterative method for sparse matrix problems. This particular technique allows to approximate e t A = e −t L by an element of the Krylov subspace κ m ≡ span{t A, (t A) 2 , . . . , (t A) m−1 )}, where m |L|.
The heat kernel in Eq. 8 is then computed using the following approximation:
where V m are the orthonormal basis of the Krylov subspace κ m , H m is the upper Hessenberg matrix resulting from the Arnoldi process, and τ 1 is the first column of the identity matrix I m .
V. CONCLUSION
This paper presented a new graph-based RC algorithm for RoI coding in pathology imaging within the context of block-based PTC. The algorithm encodes the non-RoI in a lossy manner at a specific target bit rate and the RoI in a lossless manner. It employs a graph to represent the coding cost similarities of the constituent blocks of the image. Based on the structure of such graph, the algorithm distributes a target bit budget among the non-RoI blocks using a graph kernel. The target bit rate of the non-RoI is accurately attained by employing an R-λ model to sequentially approximate the R-D characteristics of the non-RoI as the constituent blocks are encoded. The structure of the graph is also exploited to guarantee that the target bit budget is respected by re-allocating any bit budget differences incurred after encoding each nonRoI block. The proposed algorithm is implemented in HEVC and compared to other RC algorithms designed to encode single images using block-based PTC with lossless RoI coding capabilities. Evaluations over a large variety of pathology images with multiple RoIs show that the proposed algorithm is capable of attaining the target bit rate very accurately while minimizing blocky artifacts in the reconstructed non-RoI.
