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Abstract
In this paper, our main objective is to study the effect of appending/deleting a column/row on the shorted
operators. It turns out that for matrices A and B for which the shorted operator S(A|B) exists, S(A1|B1) of
the matrix A1 = [A : a] with respect to the matrix B1 = [B : b], when it exists, is obtained by appending a
suitable column to S(A|B). Moreover, if S(A1|B1) exists, then S(A|B) exists and is obtained from S(A1|B1)
by dropping its last column. In the process, we study the effect of appending/deleting a column/row on the
space pre-order and the parallel sum of parallel summable matrices. Finally, we specialize to the case of nnd
matrices and study the effect of bordering (by an additional column and a row) on the shorted operator. We
conclude the paper with an application to Linear Models with singular dispersion structure.
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1. Introduction and preliminaries
The concept of shorted operator was first introduced by Krein [3] in 1947 in a Hilbert space.
Later in 1971, Anderson [1] studied this operator for finite dimensional vector spaces at length.
He gave an explicit matrix construction as a definition of shorted operator. Anderson and Trapp
[2], generalizing the results in [1] to arbitrary Hilbert spaces, showed that one obtains a shorted
operator as the limit of a certain sequence of parallel sums. Mitra and Puri [5] used this idea to
extend it to a wider class of pairs of matrices. We shall use the same approach as in [5] with some
modifications.
Shorted matrices are important in their own right because of their numerous applications in
network theory and in linear statistical models. Therefore, it will be interesting to study the
behavior of a shorted matrix when a column/row or both are appended to or deleted from the
original pair of matrices. In Section 2, we study the space pre-order and parallel sum of partitioned
matrices. In Section 3, we study the effect of appending/deleting a column on shorted operators. In
Section 4, we deal with the shorted operators of non-negative definite (nnd) partitioned matrices
and give an application to linear models with singular dispersion structure.
We consider the matrices over general field F and shall specify when the field is special like
Complex field C. Let A and B be any two m × n matrices and a, b any two column vectors. We
shall denote by A1, and B1, the matrices [A : a] and [B : b] respectively. For a matrix X, C(X)
denotes its column space and ρ(X), its rank. We follow the same notations as in [7] and in [8].
Definition 1.1 [3]. For matrices A and B we say A is below B under the space pre-order “<s”, if
C(A) ⊆ C(B) and C(A′) ⊆ C(B ′). We write A <s B, whenever A is below B under <s.
Definition 1.2 [5]. Two matrices A and B are said to be parallel summable (and write the pair
A,B is parallel summable or A, B are parallel summable), if A(A + B)−B is invariant under
choice of g-inverses (A + B)−.
If A, B are parallel summable, P(A,B) = A(A + B)−B is called their parallel sum.
It is well known [5] that a pair A, B is parallel summable
⇔ C(A) ⊆ C(A + B) and C(A′) ⊆ C((A + B)′)
⇔ C(B) ⊆ C(A + B) and C(B ′) ⊆ C((A + B)′).
The following result is implicitly assumed while defining the shorted matrix as in Definition
1.4. To our knowledge, this has not been proved earlier. We state and prove.
Lemma 1.3. Let A, B be complex matrices such that A and t0B are parallel summable for some
non-zero complex number t0. Then there exists a complex number t1 such that
∀t with |t |  |t1|, A and tB are parallel summable.
Proof. Let ρ(A + t0B) = r . Since A and t0B are parallel summable, there exist non-singular
matrices R and S and an r × r matrix T such that
A = R diag(T , 0) S and A + t0B = R diag(I, 0)S. Any g-inverse of A + t0B is of the form
(A + t0B)− = S−1
(
I L
M N
)
R−1 for some matrices L,M and N.
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Therefore,
A(A + t0B)−B = R
(
T 0
0 0
)(
I L
M N
)(
(I−T )
t0
0
0 0
)
S
= 1
t0
R
(
T (I − T ) 0
0 0
)
S.
Denote the matrix T (I − T ) by W . Then
A(A + t0B)−B =
(
I
t0
)
R diag(W, 0)S.
Now, let t be any complex number. Then
A + tB = R diag
(
T +
(
t
t0
)
(I − T ), 0
)
S.
Consider Vt = T +
(
t
t0
)
(I − T ) =
(
t
t0
) [
I +
(
(t0−t)
t
)
T
]
. Now T has finite number of char-
acteristic roots, say λ1, λ2, . . . , λk , therefore Vt has its characteristic roots of the form [t+λi(t0−t)]t0 .
If some [t+λi(t0−t)]
t0
= 0, then t = λi t0
(λi−1) . If T has 1 as a characteristic root, say λi = 1, then the
corresponding characteristic root of Vt , is also equal to 1. Thus, if Vt has 0 for its one characteristic
root, it happens when t = λi t0
(λi−1) for some i with 1  i  k. This means that there are only finitely
many values of t for which Vt has 0 for its one characteristic root, so we can find a t1 such that
for all t with |t |  |t1|, Vt does not have characteristic root 0 and so is invertible. This gives for
all t with |t |  |t1|.
(A + tB)− = S−1
(
V −1t Lt
Mt Nt
)
R−1.
Therefore,
A(A + tB)−B = R
(
T 0
0 0
)(
V −1t Lt
Mt Nt
)(
(I−T )
t0
0
0 0
)
S
= R
((
1
t0
)
V −1t (I − T ) 0
0 0
)
S.
From this it is clear that A(A + tB)−B is invariant under choice of (A + tB)−. Thus, A and
tB are parallel summable.
Notice if A and tB are parallel summable for sufficiently large t , then
(
1
t
)
A and B are parallel
summable. Thus, we can say, if A and t0B are parallel summable for some complex number t0,
then tA and B are parallel summable for each sufficiently small t . 
Definition 1.4 [5]. Let A,B be a pair of complex matrices such that A and t0B are parallel
summable for some non-zero complex number t0. If
lim
t→0 A(tA + B)
−B
exists we call the limit the shorted matrix of the matrix A with respect to the matrix B and denote
it by S(A|B).
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It is clear that S(A|B) = S(A|αB) for each non-zero number α whenever both sides exist.
Therefore, without loss of generality we can assume that the matrix B is such that A and B are
parallel summable. Moreover, if S(A|B) exists, we can also take
S(A|B) = lim
t→∞A
((
A
t
)
+ B
)−
B, where t is a real or natural number.
Let A and B be parallel summable and LR be a rank factorization of A + B. Then there exists
a matrix D such that A = LDR and B = L(I − D)R. The following theorem of Mitra and Puri
[5] will be useful in the proof of our main result, Theorem 3.1.
Theorem 1.5 [5]. Let A and B be parallel summable. Then the following are equivalent:
(a) The shorted matrix S(A|B) exists,
(b) ρ(B(A + B)−B) = ρ(B),
(c) The matrix I − D is of index  1.
2. Space pre-order and parallel sum
We begin by studying the conditions under which A1 <s B1, when it is known that A <s B
and vice versa.
Theorem 2.1. Let A, B be matrices of same order. Then
A1 <
s B1 ⇔
{
A <s B and a = AB−b, in case b ∈ C(B) and
A <s B and a − bα ∈ C(B) for some scalar α, in case b /∈ C(B).
Proof. We have A1 <s B1 ⇔ A1 = A1B−1 B1 = B1B−1 A1 where B−1 is any g-inverse of B1.
Moreover, if the equality in RHS above holds for some g-inverse of B1, then it holds for all
g-inverses of B1.
We consider two cases viz. b ∈ C(B) and b /∈ C(B).
Case 1. b ∈ C(B). Then H1 =
(
B−
0
)
is a g-inverse of B1, where B− is any g-inverse of B [4].
Therefore,
A1 <
s B1 ⇔ A1H1B1 = B1H1A1 = A1
⇔ [AB−B : AB−b] = [BB−A : BB−a] = [A : a]
⇔ AB−B = BB−A = A and AB−b = BB−a = a
⇔ A <s B and AB−b = BB−a = a.
However, if A <s B and AB−b = a, then a ∈ C(A) and C(A) ⊆ C(B), so a ∈ C(B). This
gives BB−a = a. Conversely, if AB−b = a, then, A1 = A1HB1 = B1HA1. Thus, A1 <s B1 ⇔
A <s B and AB−b = a, when b ∈ C(B),
Case 2. b /∈ C(B). We know by [7, p. 189] that there exists a column vector c such that c′B = 0
and c′b = 1. Let B− be any g-inverse of B and d = B−b. Then H0 =
(
B− − dc′
c′
)
is a g-inverse of
B1 [4]. Now,
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A1 <
s B1 ⇔ A1H0B1 = B1H0A1 = A1
⇔ [{A(B− − dc′) + ac′}B : A(B− − dc′)b + ac′b]
= [B(B− − dc′)A + bc′A : B(B− − dc′)a + bc′a] = [A : a]
⇔ [AB ′B − (AB−b)c′B + ac′B : AB−b − (AB−b)c′b + ac′b]
= [BB−A − BB−bc′A + bc′A : BB−a − BB−bc′a + bc′a]
= [A : a].
Notice thatA1 <s B1 ⇒ C(A′) ⊆ C(B ′). However,A1 <s B1 ⇔ A′1 <s B ′1, so,A1 <s B1 ⇒
C(A) ⊆ C(B). Since, c′B = 0, c′A = 0, and c′b = 1, we have
A1 <
s B1 ⇔ [AB−B : a] = [BB−A : BB−a − BB−bc′a + bc′a] = [A : a]
⇔ A <s B and a − bc′a ∈ C(B).
Taking α = c′a, we have
A1 <
s B1 ⇔ A <s B and a − bα ∈ C(B) for a some scalar α.
Note that in this case, if A <s B and a − bα ∈ C(B) for some scalar α, then α is actually
equal to c′a. For, a − bα ∈ C(B) ⇒ BB−(a − bα) = a − bα. Pre-multiplying by c′ and using
c′B = 0 and c′b = 1, we have α = c′a. 
Theorem 2.2. (a) Let A, B be matrices of same order. Then A1, B1 are parallel summable
⇔ (i) A and B are parallel summable matrices and
(ii)
⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
b = B(A + B)−(a + b) or equivalently
a = A(A + B)−(a + b) when a + b ∈ C(A + B),
and
a − (a + b)α ∈ C(A + B) for suitable scalar α or
equivalently b − (a + b)β ∈ C(A + B), when
a + b /∈ C(A + B).
(b) If A1, B1 are parallel summable then
P(A1, B1) =
⎧⎨
⎩
[P(A,B) : A(A + B)−b], when a + b ∈ C(A + B)
[P(A, , B, ) : A(A + B)−{(a + b)α + a} + a(1 − a)],
where α is as in (ii) when a + b /∈ C(A + B).
Proof. Follows from Theorem 2.1, once we observe that matrices C and D of same size are
parallel summable if and only if C <s C + D or equivalently, D <s D + C. 
Remark 2.3. In (ii) of Theorem 2.2(a), α = c′a, where c′(A + B) = 0 and c′(a + b) = 1, hence
β = 1 − α.
3. Shorted matrix
In this section, we shall explore conditions under which the shorted matrix S(A1|B1) ex-
ists when S(A|B) exists and A,B are parallel summable. Interestingly, when S(A|B) exists
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and A1, B1, are parallel summable, S(A1|B1) exits except for the case when b ∈ C(B) but
b ∈ C(A + B) and a + b /∈ C(A + B). We also obtain the expression for S(A1|B1) in terms
of S(A|B) whenever A1, B1 are parallel summable. We further show that whenever A1, B1 are
parallel summable and S(A1|B1) exists, then S(A|B) exists and can be obtained from S(A1|B1)
by dropping the last column. In this section, all matrices are complex matrices.
Let A and B be parallel summable matrices and ρ(A + B) = r . Then as in the para before
Theorem 1.5, let (L,R) be a rank factorization of A + B where L is an m × r matrix and R an
r × nmatrix. SinceA andB are parallel summable, there is an r × r matrixD such thatA = LDR
and B = L(I − D)R. Clearly, D and therefore, I − D is unique up to similarity transformations.
Henceforth we assume that D is already in the Jordan canonical form,
D = diag[J1, J2, J3];
where J1 consists of the Jordan block corresponding to the non-zero eigen-values other than 1,
J2 consists of the Jordan blocks corresponding to the eigen-value 1, and J3 consists of Jordan
blocks corresponding to the eigen-value 0 and so is nilpotent.
Theorem 3.1. (i) Let A1 and B1 be parallel summable matrices of same order. Let the shorted
matrix S(A|B) of matrices A and B exists. Then the shorted matrix S(A1|B1), of matrices A1
and B1 exists if and only if either a + b ∈ C(A + B) or a + b /∈ C(A + B) and b ∈ C(B).
(ii) Let each of the pairs A,B and A1, B1 be parallel summable and S(A|B) exists. Then
(a) When a + b ∈ C(A + B) or when a + b /∈ C(A + B) and b ∈ C(B),
S(A1|B1) = [S(A|B) : S(A|B)B−b].
(b) When a + b /∈ C(A + B), b /∈ C(B),
S(A1|B1) = [S(A|B) : a], provided D does not have eigenvalue 1.
= 0, when D has eigenvalue 1 alone, in which case B = 0.
(iii) Let A1 and B1 be parallel summable matrices and let S(A1|B1) exists. Then A and B
are parallel summable and S(A|B) exists and is obtained from S(A1|B1) by deleting the last
column.
Proof. (i) Suppose A1 and B1 are parallel summable matrices. By Theorem 1.5, it is enough to
show that ρ(B1(A1 + B1)−B1) = ρ(B1).
Case 1: a + b ∈ C(A + B).
In this case(
(A + B)
0
)−
is a ginverse of A1 + B1.
So, (B1(A1 + B1)−B1) = [B(A + B)−B : B(A + B)−b].
By Theorem 2.2, b = B(A + B)−(a + b), so b ∈ C(B). This gives ρ(B1) = ρ(B) and
B(A + B)−b ∈ C(B(A + B)−B). Therefore,
ρ(B1(A1 + B1)−B1) = ρ(B(A + B)−B).
Since S(A|B) exists, ρ(B(A + B)−B) = ρ(B), so ρ(B1(A1 + B1)−B1) = ρ(B1). Hence,
S(A1|B1) exists.
Case 2:a + b /∈ C(A + B). We shall consider three subcases: (1)b ∈ C(B), (2)b /∈ C(A + B),
and (3) b /∈ C(B) but b ∈ C(A + B).
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Subcase 2.1: a + b /∈ C(A + B) and b ∈ C(B).
In this case any g-inverse (A + B)− of (A + B) a g-inverse of A1 + B1 is
(
(A + B)− − dc∗
c∗
)
,
where column vector c is such that c∗(A + B) = 0, c∗(a + b) = 1 and d = (A + B)−(a + b).
Since A1 and B1 are parallel summable, by Theorem 2.2(a) we have A and B are parallel
summable and a − (a + b)α ∈ C(A + B) for suitable scalar α. So, b ∈ C(B) ⇒ b ∈ C(A + B).
It follows that a − aα ∈ C(A + B). Ifα /= 1, we have a ∈ C(A), which gives a + b ∈ C(A + B),
a contradiction. Hence α = 1. As b ∈ C(B) we have c∗b = 0, so, c∗a = 1. Therefore,
(B1(A1 + B1)−B1) = [B(A + B)−B : (A + B)−b]
and
B(A + B)−b ∈ C(B(A + B)−B),
giving ρ(B1(A1 + B1)−B1) = ρ(B(A + B)−B). However, ρ(B(A + B)−B) = ρ(B), since
S(A|B) exists, so ρ(B1(A1 + B1)−B1) = ρ(B1). Hence S(A1|B1) exists.
Subcase 2.2: a + b /∈ C(A + B) and b /∈ C(A + B).
Clearly, ρ(B1) = ρ(B) + 1.
Since a + b /∈ C(A + B), proceeding as in subcase 2.1 we have
B1(A1 + B1)−B1 = [B(A + B)−B : B(A + B)−b − B(A + B)−(a + b)c∗b + bc∗b].
We first note that, if c∗b = 0, c∗a = 1. By Theorem 2.2(ii) and Remark before it, b ∈
C(A + B), a contradiction. Therefore, c∗b /= 0. Clearly,B(A + B)−b − B(A + B)−(a + b)c∗b +
b(c∗b) /∈ C(B(A + B)−B) for b ∈ C(B) and so, belongs to C(A + B), a contradiction. There-
fore, we have ρ(B1(A1 + B1)−B1) = ρ(B(A + B)−B) + 1. Since, S(A|B) exists, it follows
ρ(B1(A1 + B1)−B1) = ρ(B1). So S(A1|B1) exists.
Subcase 2.3. a + b /∈ C(A + B), b /∈ C(B) but b ∈ C(A + B).
In this case ρ(B1) = ρ(B) + 1. Proceeding as in subcase 2.2. and noting that c∗b = 0, we
have c∗a = 1, so
B1(A1 + B1)−B1 = [B(A + B)−B : B(A + B)−b].
Now,B(A + B)−b ∈ C(B(A + B)−B), soρ(B1(A1 + B1)−B1) = ρ(B(A + B)−B). Clearly
ρ(B1(A1 + B1)−B1) /= ρ(B1), so S(A1|B1) does not exist.
(ii) Case 1: When a + b ∈ C(A + B).
By parallel summability of A1 and B1,C(A1 + B1) = C(A1) + C(B1). Also,
(
1
t
)
A1 and
B1 are parallel summable for all t ( suitable t0). So, for t  t0,C
((
1
t
)
A1 +B1
)
=C
((
1
t
)
A1
)
+
C(B1) = C(A1) + C(B1) = C(A1 + B1). Since, a + b ∈ C(A + B) and b ∈ C(B), we have a ∈
C(A + B). This gives ( 1
t
)a + b ∈ C
((
1
t
)
A + B
)
. Now,
S(A1|B1) = lim
t→∞A1
[(
1
t
)
A1 + B1
]−
B1
= lim
t→∞
[
A
((
1
t
)
A + B
)−
B : A
((
1
t
)
A + B
)−
b
]
= [S(A|B) : S(A|B)B−b] (by Theorem 2.2(b)).
Case 2: When a + b /∈ C(A + B) and b ∈ C(B).
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It is easy to show that for t  t0,
(
1
t
)
a + b /∈ C
((
1
t
)
A + B
)
and
(
1
t
)
A1 and B1 are parallel
summable. So,
S(A1|B1) = lim
t→∞A1
[(
1
t
)
A1 + B1
]−
B1
= lim
t→∞A1
(((
1
t
)
A + B
)− − dc∗
c∗
)
B1,
where d =
((
1
t
)
A + B
)− (( 1
t
)
a + b
)
, c∗
((
1
t
)
A + B
)
= 0 and c∗
((
1
t
)
a + b
)
= 1.
= lim
t→∞
[((
1
t
)
A + B
)−
B : A
((
1
t
)
A + B
)−
b
]
,
(since b ∈ C(B) ⊆ C
((
1
t
)
A + B
)
= [S(A|B) : S(A|B)B−b].
(iii) Case 2: b /∈ C(A + B) and b /∈ C(B).
Here also, it is easy to show that for t  t0,
(
1
t
)
a + b /∈ C
((
1
t
)
A + B
)
and
(
1
t
)
A1 and B1
are parallel summable. So,
S(A1|B1) = lim
t→∞A1
[(
1
t
)
A1 + B1
]−
B1
= lim
t→∞A1
(((
1
t
)
A + B
)− − dc∗
c∗
)
B1,
where d =
((
1
t
)
A + B
)− (( 1
t
)
a + b
)
, c∗
((
1
t
)
A + B
)
= 0 and c∗
((
1
t
)
a + b
)
= 1.
= lim
t→∞
[((
1
t
)
A + B
)−
B : A
((
1
t
)
A + B
)−
b
−A
((
1
t
)
A + B
)− ((1
t
)
a + b
)
c∗b + ac∗b
]
.
We must find
lim
t→∞
((
1
t
)
A + B
)−
b − A
((
1
t
)
A + B
)− (a
t
+ b
)
c∗b + ac∗b.
Now,
lim
t→∞
[((
1
t
)
A + B
)−
b − A
((
1
t
)
A + B
)− ((1
t
)
a + b
)
c∗b + ac∗b
]
= lim
t→∞
((
1
t
)
A + B
)− (
b −
((
1
t
)
a + b
)
c∗b
)
+ ac∗b.
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Also as t → ∞, c∗b → 1. So, when t → ∞, b −
((
1
t
)
a + b
)
c∗b → 0. Thus,
lim A
((
1
t
)
A + B
)− (
b −
((
1
t
)
a + b
)
c∗b
)
+ ac∗b exists and equals a, provided
lim
((
1
t
)
A + B
)−
exists as t → ∞.
Now,
((
1
t
)
A + B
)− = [L (I − D + D
t
)
R
]−
where A + B = LR is rank factorization and
A = LDR, B = L(I − D)R and D is in the Jordan form,
D = diag[J1, J2, J3], as pointed out in the beginning of the section.((
1
t
)
A + B
)− = R1 [(I − D + Dt )]− L1 where L1 is a left inverse of L, R1 is a right inverse
ofR. Notice that the matrix I − D + D
t
is invertible for large t andJ2 is a unit matrix of appropriate
size, since I − D is of index 1. Also,(
I − D + D
t
)−1
= diag
((
I − J1 + J1
t
)−1
, tJ2,
(
I − J3 + J3
t
)−1)
.
It is easy to see that limt→∞
((
1
t
)
A + B
)−1
will not exist in case D has a eigen-value 1.
Thus,
lim
t→∞
[((
1
t
)
A + B
)−
b − A
((
1
t
)
A + B
)− (a
t
+ b
)
c∗b + ac∗b
]
exists and equals a, provided D does not have a eigen-value 1 in which case
S(A1|B1) = [S(A|B) : a].
In case D has eigen-value 1 alone, B = 0 and it is easy to S(A1|B1) = 0.
(iii) By Theorem 2.2(b) A,B are parallel summable and b = B(A + B)−(a + b),
when a + b ∈ C(A + B) and a − (a + b)α ∈ C(A + B) for suitable scalar α, when a + b /∈
C(A + B). Since, S(A1|B1) exists,
ρ(B1(A1 + B1)−B1) = ρ(B1).
However, when a + b ∈ C(A + B), we have b ∈ C(B) and B1(A1 + B1)−B1 =
[B(A + B)−B : B(A + B)−b], so,ρ(B1) = ρ(B) andρ(B1(A1 + B1)−B1) = ρ(B(A + B)−B).
Therefore, ρ(B(A + B)−B) = ρ(B). So S(A|B) exists.
Now, let a + b /∈ C(A + B). Then as in (ii) subcase 2.1, b ∈ C(B). So, ρ(B1) = ρ(B) and
B1(A1 + B1)−B1 = [B(A + B)−B : B(A + B)−b − B(A + B)−(a + b)c∗b + bc∗b]
= [B(A + B)−B : B(A + B)−b],
as c∗b = 0. This gives ρ(B1(A1 + B1)−B1) = ρ(B(A + B)−B), so once again existence of
S(A1|B1) implies existence of S(A|B).
However, in subcase 2.2, b /∈ C(A + B), so b /∈ C(B).
Clearly, ρ(B1) = ρ(B) + 1 and
B1(A1 + B1)−B1 = [B(A + B)−B : B(A + B)−b − B(A + B)−(a + b)c∗b + bc∗b].
We first note that a − (a + b)α ∈ C(A + B) implies
(A + B)(A + B)(a − (a + b)α) = a − (a + b)α.
S. Malik, P. Bhimasankaram / Linear Algebra and its Applications 425 (2007) 150–161 159
Pre-multiply by c∗, we have c∗a = α. As noted in subcase 2.2 c∗b /= 0, so, B(A + B)−b −
B(A + B)−(a + b)c∗b + bc∗b /∈ C(B(A + B)−B). Hence, ρ(B1(A1 + B1)−B1) = ρ(B(A +
B)−B) + 1. Since S(A1|B1) exists, ρ(B1(A1 + B1)−B1) = ρ(B1), so, ρ(B(A + B)−B) =
ρ(B). So S(A|B) exists. 
4. A statistical application
In this section, we give a statistical application of the shorted matrices over complex field.
However, before this we shall find the shorted matrix a pair of partitioned nnd matrices. It is
known [5] that the shorted matrix S(A|B) of an nnd matrix A with respect to an nnd matrix B is
also an nnd matrix.
Let X be any nnd matrix. Then for a x ∈ Cn and α ∈ C the matrix X1 =
(
X x
x∗ α
)
is nnd if and
only if α is real, x ∈ C(X) and α − x∗X†x  0, where X† is the Moore Penrose inverse of X.
Let
A1 =
(
A a
a∗ α
)
, B1 =
(
B b
b∗ β
)
, (1)
where A,B are nnd matrices, a, b ∈ Cn and α, β ∈ C. It is clear that A1, B1 are nnd matrices ⇔ α
is real, AA†a = a and α − a∗A†a  0, β is real, BB†b = b and β − b∗A†b  0 respectively.
Moreover, A1 + B1 is nnd when A1, B1 are nnd matrices, therefore,
(A + B)(A + B)†(a + b) = (a + b)
and
(α + β) − (a + b)∗(A + B)†(a + b)  0.
Theorem 4.1. Let A,B be nnd matrices a, b ∈ Cn and α, β ∈ C. Let A1, B1 be as defined in (1)
and are nnd. Then the shorted matrix of A1 with respect to B1 is given by
S(A1|B1) =
(
S(A|B) a
a∗ α
)
.
Proof. Now, S(A1, B1) = limt→∞ A1(A1/t + B1)−B1. Since A1/t + B1 is nnd for any real
t > 0, so (A/t + B)(A/t + B)†(a/t + b) = (a/t + b) and kt = (α/t + β) − (a/t + b)∗(A/t +
B)†(a/t + b)  0. We consider two cases. Case (i) kt = 0 for all t > 0.
In this case an nnd g-inverse (A1/t + B1)− of A1/t + B1 is(
(A/t + B)† 0
0 0
)
.
As A1/t, B1 are parallel summable, A1 = A1((1/t)A1 + B1)−((1/t)A1 + B1) and A1 =
((1/t)A1 + B1)((1/t)A1 + B1)−A1.
Moreover, A1 = A1((1/t)A1 + B1)−((1/t)A1 + B1) implies a = A(A/t + B)†(a/t + b),
a∗(A/t + B)†(A/t + B) = a∗ and α = a∗(A/t + B)†(a/t + b). Therefore, a∗(A/t + B)† =
b∗(A/t + B)†A and α = a∗(A/t + B)†(a/t + b). As t → ∞, we have a∗ = a∗A†S(A|B) =
b∗B†S(A|B) and α = a∗A†S(A|B)B†b∗. It is easy to check that
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S(A1|B1) = lim
t→∞
(
A a
a∗ α
)(
(A/t + b)† 0
0 0
)(
B b
b∗ β
)
=
(
S(A,B) a
a∗ α
)
.
Case (ii) kt /= 0 for some t .
If kt /= 0 for some t , then there exists a t0 such that for all t > t0, kt /= 0. From parallelism
conditions of A1/t, B1, we have (A/t + B)(A/t + B)†a = a, which gives S(A|B)A†a = a as
t → ∞.
An nnd g-inverse (A1/t + B1)− of A1/t + B1 is given by(
(A/t + B)† 0
0 0
)
+ (1/kt )
(
Xt
−1
) (
X∗t −1
)
,
where Xt denotes the vector (A/t + B)†(a/t + b).
We can write S(A1, B1) as
S(A1, B1) = lim
t→∞
(
A a
a∗ α
)(
(A/t + B)† 0
0 0
)(
B b
b∗ β
)
+ lim
t→∞A1(1/kt )
×
(
(A/t + B)†(a/t + b)(a/t + b)∗(A/t + B)† −(A/t + B)†(a/t + b)
−(a/t + b)†(A/t + B)† 1
)
B1.
Now,
lim
t→∞
(
A a
a∗ α
)(
(A/t + B)† 0
0 0
)(
B b
b∗ β
)
=
(
S(A,B) S(A,B)B†b∗
a∗A†S(A,B) h
)
,
where h = a∗A†S(A|B)B†b∗; and
lim
t→∞A1(1/kt )
(
XtX
∗
t −Xt
−X∗t 1
)
B1 = lim
t→∞(1/kt ) × limt→∞A1
(
XtX
∗
t −Xt
−X∗t 1
)
B1.
The scalar kt = (α/t + β) − (a/t + b)∗(A/t + B)†(a/t + b) tends to β − b∗B†b =
−(δ − β), where δ = b∗B†b as t → ∞. Moreover,
A1
(
XtX
∗
t −Xt
−X∗t 1
)
B1
=
(
AXtX
∗
t B − aX∗t B − AXtb∗ AXtX∗t b − aX∗t b − βAXt + βa
a∗XtX∗t B − αX∗t B − a∗Xtb∗ + αb∗ a∗XtX∗t b − αX∗t b − βa∗Xt + αβ
)
.
Taking limits as t → ∞, we have AXtX∗t B − aX∗t B − AXtb∗ = (AXt − a)(X∗t B − b∗)
tends to 0. AXtX∗t b − aX∗t b − βAXt + βa = (AXt − a)(X∗t b − β) tends to (−S(A|B)A†a +
S(A|B)B†b)(δ − β),
a∗XtX∗t B − αX∗t B − a∗Xtb∗ + αb∗ = a∗XtX∗t B − αX∗t B − a∗Xtb∗ + αb∗
= a∗Xtb∗ − αb∗ − a∗Xtb∗ + αb∗ = 0.
Finally, a∗XtX∗t b − αX∗t b − βa∗Xt + αβ = (a∗Xt − α)(δ − β), which tends to a∗A†
S(A|B)B†b∗ − α. Therefore, the above matrix in limit is
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(
0 −(δ − β)[S(A|B)A†a − S(A|B)B†b]
0 −(δ − β)(α − a∗A†S(A|B)B†b∗)
)
,
and so,
S(A1|B1) =
(
S(A|B) S(A|B)A†a
a∗A†S(A|B) α
)
=
(
S(A|B) a
a∗ α
)
.
An application: Consider the linear model (Y,X, 2V) whereXmay be deficient in rank and
V is a known nnd matrix. Note that the mean of Y is X and the dispersion matrix of Y is 2V. It
is clear from Mitra and Puntanen [9] that the shorted operator of V with respect to XX ′ denoted
above by 2S(V|XX′) is the dispersion matrix of the BLUE of X.
Suppose S(V|XX′) is available. Now bring in a new observation y into the model and let
the new model be
((
Y
y
)
,
(
X
w′
)
, 2
(
V u
u′ c
))
. Then the dispersion matrix of the BLUE of
(
X
w′
)

is given by σ 2S
((
V u
u′ c
)
,
(
XX′ Xw
w′X′ w′w
))
. It may be noted that this is precisely what we have
obtained above from 2S(V|XX ′). 
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