In many scientific applications, including model reduction and image processing, 4
this division, and modifies the subspace during the evaluation process to better meet 40 the current conditions for the reduced state vector prediction. 41 Online subspace adaptation can be approached from a geometric perspective: 42 The set of all subspaces U ⊂ R n of a certain fixed dimension p forms the Grassmann as the same object. As in [25], we will make use throughout of the quotient representa-133 tion (1) of the Grassmann manifold with matrices in St(n, p) acting as representatives 134 in numerical computations. From the manifold perspective, each p-dimensional sub-135 space of R n is a single point on Gr(n, p). 136 For a rectangular, full column rank matrix X ∈ R n×p , the orthogonal projection 137 onto the column span of X is 138 (2) Π X : R n → colspan X, y → X(X T X) −1 X T y. 139 We will consider special orthogonal projectors associated with the Cartesian coordi-140 nate directions. Let e j ∈ R n denote the jth canonical unit vector, j = 1, . . . , n. Given Throughout, whenever a mask matrix P ∈ R n×m is applied to a subspace repre-148 sentative U ∈ St(n, p), we assume that m > p and that the matrix of selected rows 149 P T U ∈ R m×p has full column rank p. 150 Organization. Section 2 recaps the GROUSE approach and transfers the idea of 151 the geometric subspace adaptation to the context of model reduction. It also reviews 152 the essentials on the numerical treatment of Grassmann manifolds. Section 3 presents 153 the core methodological contributions of this paper, where we derive a closed-form 154 of the Grassmann rank-one update that solves the underlying least-squares residual 155 equation exactly. Example applications in the context of adaptive model reduction 156 and image processing are presented in Section 4, and Section 5 concludes the paper. 157 2. Problem statement. In this section, we first summarize GROUSE following 158 Ref. [7] . We then develop the connection between the theory of GROUSE and the 159 task of adapting a low-dimensional subspace for model reduction. Lastly, we discuss 160 relevant concepts in the numerical treatment of Grassmann manifolds. U ∈ St(n, p) of the subspace U, see (1) . The subscripts P, b will be dropped, when 174 This manuscript is for review purposes only. where U 0 ∈ St(n, p) is a matrix representative of U 0 . The standard case in model 202 reduction is that the set of state vectors X is the solution manifold of a parametric 203 partial differential equation (PDE) . 204 In the following, we consider the special case that only incomplete information 205 on a state vector y ∈ X is available. This case is encountered in the model reduction Under the requirement that y be contained in U 0 , the underdetermined equation (9) 211 translates into the overdetermined masked least-squares problem (3) with correspond-212 ing solution (4). This establishes a direct link to the GROUSE approach.
213
The objective of our work is to find a subspace U * ∈ Gr(n, p) close to U 0 such 214 that the best subspace-restricted least-squares solution y(U * ) features an exact zero 215 residual, r(U * ) 2 = 0. In solving this equation for the unknown U * , we adapt 216 the original reduced subspace U 0 according to the least-squares problem arising from 217 the new (partial) information about y. The requirement of U * being close to U 0 is 218 important in the context of model reduction because we want the approximation (8) 219 to remain valid for U * .
220
We formalize the objective. Define the feasibility set
The set Z is non-empty. 2 From GROUSE, it is known that the geodesic curve t → U(t) 223 that starts in U(0) = U 0 with velocity given by the direction of steepest descent of the 224 residual norm function (5) is a matrix curve of rank-one updates on the initial subspace 225 U 0 , see (7) . We will show that this curve crosses the feasibility set Z and determine the 226 first intersection point. By writing the residual vector as r(
is the orthogonal projection (2) onto colspan(P T U 0 ), this objective becomes 228 a nonlinear equation on the Grassmann manifold:
231
A contribution of this paper is an explicit formula for the time-dependent residual 232 r(U(t)) = b − Π P T U (t) b derived in Section 3, from which the solution to (11) can be 233 read off in closed form. In contrast to GROUSE, whose overall aim is the iterative 234 global minimization of (6), we focus on the single adaptation steps and the nonlinear 235 residual equation on Gr(n, p). We arrive in this way at the same formula for t * that 236 was obtained in [49, Alg. 1, §3.1, App. C] as the optimal greedy step size in an 237 iterative subspace updating scheme based on complete right-hand side vectors.
238
In summary, our approach is a method for determining a subspace U * contained 239 in the set Z from (10) that can be reached via a geodesic path along the descent 240 direction starting in U 0 . Figure 1 below and Section S1 from the supplement illustrate 241 this principle. In Subsection 3.3, we show that this is not restricted to the special 242 case of masked least-squares problems P Tỹ − b 2 but can be generalized to arbitrary
3. Numerical aspects of the Grassmann manifold. Our approach to solve 245 (11) is presented in Section 3 and builds on geometric concepts on the Grassmann 246 manifold Gr(n, p). This subsection reviews a few essential aspects of the numerical 247 treatment of Grassmann manifolds. We refer to [1, 2, 25] 
Graphical illustration of the geometric subspace adaptation: The sphere visualizes the Grassmann manifold Gr(n, p). The solid line marks the set Z of all subspaces in Gr(n, p) that contain zero-residual solutions to the least-squares problem (3). The black triangle shows the initial subspace U 0 . The dashed line is the geodesic starting in U 0 with velocity given by minus the gradient of the least-squares residual function. Our goal is to compute the subspace U * , where the geodesic meets the set Z.
its canonical metric being ∆,∆ Gr = tr(∆ T∆ ), [25, §2.5]. Endowing each tan-254 gent space with this metric turns Gr(n, p) into a Riemannian manifold. A geodesic 255 t → U(t) on Gr(n, p) is a locally length-minimizing curve. A geodesic is uniquely de-256 termined by its starting point U(0) and its starting velocityU(0) = ∆ ∈ T U0 Gr(n, p),
257
[2, p. 102].
258
The corresponding Riemannian exponential mapping is 259 Exp U0 : T U0 Gr(n, p) → Gr(n, p), ∆ → Exp U0 (∆) := U(1).
260
The Riemannian exponential maps a tangent vector ∆ ∈ T U0 Gr(n, p) to the endpoint 261 U(1) of a geodesic path U : [0, 1] → Gr(n, p) starting at U(0) = U 0 ∈ Gr(n, p) with 262 velocity ∆ ∈ T U0 Gr(n, p).
263
An efficient algorithm for evaluating the Grassmann exponential is derived in [25, 264 §2.5.1]. The explicit form of the associated geodesic is
The exponential mapping gives a local parametrization from the (flat, Euclidean) 267 tangent space to the manifold. This is also referred to as to representing the manifold 
Then the exponential mapping Exp [U ] is a radial isometry on B [U ],spec (0, π/2). Proof. Let ∆ SVD = ΦΣV T with Σ = diag(σ 1 , . . . , σ p ) and σ 1 = ∆ 2 < π 2 . The 304 exponential projection of ∆ onto Gr(n, p) is
The SVD of U TŨ is V cos(Σ)V T , so that 0 ≤ θ k := arccos(cos(σ k )) = σ k < π 2 .
307
Hence, (σ 1 , . . . , σ p ) T = (θ 1 , . . . , θ p ) T := Θ ∈ R p is precisely the vector of canonical 308 angles between [U ] and [Ũ ] (when listing the canonical angles in descending order), 309 see (13). As a consequence,
312
A subtlety of Proposition 1 is that the length condition on ∆ is with respect to the 313 spectral norm rather than the canonical norm.
314
This manuscript is for review purposes only. subsection, we derive a formula for orthogonal projectors under rank-one updates that 325 turns out to be an essential building block in solving (11). As this result is also of 326 independent interest, we state it in a more general setting.
327
Let X ∈ R m×p . Recall from (2) that the orthogonal projection onto colspan X is 
Then the orthogonal projection onto colspan(X new ) is
Proof. We start with a decomposition inspired by [16, eq. (3)]. Note that (Q, q) ∈ 346 St(m, p + 1) by construction. It holds that
Let g ∈ R p+1 be such that (Q, g g ) ∈ O p+1 is an orthogonal completion ofQ. Because
and, as a consequence,
Hence, it is sufficient to determine g, which is characterized up to a scalar factor by 357Q T g = 0. Since colspan(M ) = colspan(Q), this condition is equivalent to M T g = 0.
358 Let g p ∈ R p denote the first p components of g and let g p+1 ∈ R be the last entry 359 such that g T = (g T p , g p+1 ). When writing the equation g T M = 0 as 
The t-dependent residual vector along the geodesic descent direction is
Proof. Reconsider (7) and let 378
This manuscript is for review purposes only.
Since P T U (t) is a rank-one update of P T U 0 , Lemma 2 applies.
391
We have Q T r = 0 and thus Q T x(t) = cos(ts1)−1
This leads toq(t) = sin(t) r 2 r 392 and q(t) 2 = | sin(t)| as well as q(t) = sign(sin(t)) r r 2 = ±q, were we standardize
It holds cos(ts1)
| sin(ts1)| q(t) = cos(ts1) sin(ts1) q. Hence, according to (18), we may consistently work 398 with +q and cos(ts1) sin(ts1) = cot(ts 1 ). In order to evaluate the updated projection (18), we
Substituting these identities in (18), we arrive at
as was claimed.
409
Note that the only special property of P that is exploited in the proof is that P T P r = 410 r. Hence, the result holds when P is replaced with an arbitrary column-orthogonal 411 matrix.
412
There is a number of conclusions that can be drawn from Theorem 3:
413
Corollary 4. 1. The t-dependent residual norm along the steepest descent
. 416 2. The residual norm function is continuous and π s1 -periodic along the steepest descent direction with
3. The first root along the geodesic descent direction is at
The associated matrix U * :
Hence, y * can be readily obtained without computing any of t * , α * , U * . 426 5. The first maximum along the geodesic descent direction is at
Proof. By taking into account that r is orthogonal to colspan(Q), Pythagoras'
428
Theorem gives cot(ts 1 ) r
The formula (21) is now an immediate consequence of (20). From (21), the statements 430 2., 3., and 5. of the corollary are straightforward.
431
On statement 4.: From 3., we know that there exists α * ∈ R p such that P T U * α * −b = 432 0. After plugging in the explicit expression for U * , we obtain the equation
If the unmodified least-squares problem (3) features a nonzero residual, then b is not 435 contained in colspan P T U 0 . Hence, both quantities in the round brackets must be zero,
The calculation of y * is straightforward.
437
Appendix A features a short cut to statements 3. and 4. of Corollary 4. An example 438 of a plot of the residual norm function (21) from a practical application is displayed 439 in Figure 5 .
440
Remark 5. The GROUSE convergence analysis in [9] is based on local consider-441 ations and a step length oft = 1 s1 arcsin r 2 α 2 , which matches the t * in (22) up to 442 terms of third order, when the residual and therefore the ratio r 2 / α 2 is small.
443
In the fully sampled case, that is, when complete right-hand side data is available,
444
Ref.
[49] shows that the same t * of (22) is also the greedy-optimal step with respect The proof of Proposition 1 shows that the distance between the subspaces [U 0 ] and
Hence, when performing the t * -optimal rank-one Theorem 3 but that it is not required to actually compute the rank-one update and the 460 associated quantities Q, q, g in order to obtain the optimal t * and the subspace [
]. MATLAB code that considers this fact is in the supplement in Section S4. 462 We draw a corollary that corresponds to the special case where the mask matrix 463 P is the identity I n , i.e., the case where complete data is available. Recall that the 464 best least-squares approximation to a given vector b that is contained in a subspace 
Remark 7. Corollary 6 has a connection with rank-one SVD updates as consid-477 ered in [18, 15, 16] . One application in [16, Table 1 ] is to revise an existing SVD 
where the operator A ∈ R m×n , m ≤ n is arbitrary but such that AU 0 has full column 510 rank, we can proceed as follows. Let QR = A T be the thin qr-decomposition of A T 511 with Q ∈ St(n, m), R ∈ R p×p . Then
Since Q is column-orthogonal, we may apply Theorem 3, Corollary 4 to the least-
As a consequence, AU * α − b 2 = 0. In summary: 
The subspace U * is given by U c ∈ St(n, p − l) and a portion U l ∈ St(n, l) that is subject to change, so that 539 U = (U c , U l ) ∈ St(n, p−l)×St(n, l). By fixing U c , we obtain a function f l :
544
Note that S l and V l are (l × l)-matrices. For each t, the matrix U l (t) ∈ St(n, l) is a 545 feasible orthogonal subspace representative. Yet, we have to consider the possibility 546 that the compound matrix (U c , U l (t)) ceases to be a valid subspace representative in 547 St(n, p). 4 It is even conceivable that [U l (t)] moves towards the subspace [U c ] spanned 548 by the fixed basis vectors so that the compound matrix (U c , U l (t)) not only loses the 549 orthogonal-columns property but even becomes rank deficient. One way to avoid this, 550 is to re-orthogonalize U l (t) against U c , say, by conducting an extra Gram-Schmidt 551 procedure. However, Proposition 9 below implies that the orthogonality between the 552 columns of the matrices U l (t) and the constant columns of the matrix block U c is 553 preserved along the geodesic path in direction of the least-squares gradient, so that in 554 this case, the corresponding compound matrix (U c , U l (t)) is also an orthogonal matrix 555 representative in St(n, p) and a Gram-Schmidt re-orthogonalization is unnecessary.
556
Proposition 9. 
558
where it is understood that ∇ [Uc] f c and ∇ [U l ] f l denote the gradients of the restrictions
⊂ Gr(n, l) be the geodesic path 561 along the descent direction −∇ [U l,0 ] f l . Then U T c U l (t) = 0 for all t.
562
Therefore, the corresponding curve of concatenated matrices (U c , U l (t)) ⊂ R n×p is a 563 curve of orthogonal matrices in St(n, p). Hence, for each t, [(U c , U l (t))] ∈ Gr(n, p), in 564 consistency with the quotient space view point (1) .
565
Proof. Let U 0 = (U c , U l,0 ) ∈ St(n, p), where U c ∈ St(n, p − l) and U l,0 ∈ St(n, l).
566
The gradient with respect to f is a tangent vector in
As can be seen from the proof, the proposition is not specific to the GROUSE context 574 nor does it depend on the rank of the gradient. It holds in general, whenever the 575 gradient splitting of (25) holds. This, however, is not always the case, see Appendix B.
576
The objective function F of (5) features this property: When allowing only the last 577 l directions of (U c , U l ) to vary, we obtain a differentiable F l :
The associated gradient, now a rank-one (n × l)-matrix, reads and U l (t * ) = U l,0 + (cos(t * s 1 ) − 1)U l v l + sin(t * s 1 ) P r r v T l .
594
Then U * := U (t * ) := (U c , U l (t * )) is such that the subspace U * := [U * ] is contained 595 in the set Z from (10), i.e.,
596
F (U * ) = miñ α∈R p P T U * α − b 2 = 0, 597 which means that t * solves (11) .
598
Proof. According to Proposition 9, the concatenated matrix (U c , U l (t)) is a valid 599 subspace representative in St(n, p) for all t. Applying the mask operator P to 600 (U c , U l (t)) leads to the matrix curve
602
Because Φ l , S l , V l stem from an SVD of the rank-one gradient −G l , we have that 603 S l = diag(s 1 , 0, . . . , 0), s 1 = 2 r 2 α l 2 . It follows that
where v l = α l α l 2 is the first column of V l . This is again a rank-one update on P T U (t) 608 and the rest of the proof is analogous to the proof of Theorem 3.
609
Remark 11. When we are adapting only the last column u p 0 of the initial matrix corresponding to the time steps t 1 , . . . , t K , respectively. Let n ∈ N denote the di-642 mension of the discrete state space. We have the system matrices A ∈ R n×n and 643 E ∈ R n×n . The nonlinear function f : R n → R n corresponds to the nonlinear terms 644 of the dynamical system. The state vector at time step t i is denoted as y i ∈ R n . The 645 initial condition is y 0 ∈ R n . We consider here the case where the nonlinear function f 646 is evaluated componentwise at the state vector y i , see, e.g., [21] . We further assume 647 the well-posedness of (28).
648
To derive a reduced model of the full model (28), we select a set of n s ∈ N 649 snapshots {y j1 , . . . , y jn s } ⊂ {y 1 , . . . , y K } at the time steps t j1 , . . . , t jn s with indices 
The POD-DEIM-Galerkin reduced model of (28) at a time step t i , i = 1, . . . , K is
The reduced model (31) is often orders of magnitude faster to solve than the full model 673 (28) and the reduced state vectorsỹ 1 , . . . ,ỹ K ∈ R nr lead to accurate approximations 674 Vỹ 1 , . . . , Vỹ K ∈ R n of the full state vectors y 1 , . . . , y K ∈ R n , respectively. 
682
To compute the reduced state vectorỹ 1 , we first adapt the DEIM basis matrix U 0 683 and the mask matrix P 0 to U 1 and P 1 , respectively, and then use the adapted DEIM 684 interpolant (U 1 , P 1 ) in the reduced model (31) to compute the reduced state vector 685ỹ 1 . The DEIM basis matrix U 0 is adapted to U 1 using the GROUSE rank-one update, 686 as we will discuss in detail in Section 4.1.3. This process is continued iteratively, i.e., 687 at time step t i , we adapt U i−1 and P i−1 to obtain U i and P i , respectively, and then 688 use the adapted interpolant (U i , P i ) for computing the reduced state vectorỹ i at time 689 step t i . Note that the POD basis matrix V and the reduced linear operatorsẼ and 690Ã are kept unchanged online (although in principle they too could be adapted). 
The solution α of (32) is
The regression problem (32) fits into the framework of the GROUSE subspace adap-709 tation approach of Subsection 2.2, so that we can find the adapted DEIM basis matrix Construct mask matrix S i from points q i−1 1 , . . . , q i−1 p , q i p+1 , . . . , q i p+s 8:
Evaluate nonlinear function at sampling points b = S T i f (Vỹ i−1 ) 9:
{Employ Corollary 4 to adapt U i−1 } 10:
Set v = α/ α 2 , s 1 = 2 r 2 α 2 , and t * = s −1 1 arctan( r 2 / α 2 )
12:
Adapt basis matrix
13:
Adapt interpolation points matrix P i−1 to P i with [43, Algorithm 2] 14:
else 15: static adapt, optimal adapt, asym. optimal adapt, constant adapt, decaying step size Fig. 3 . The plot reports the error of the online adaptive POD-DEIM reduced model for different step sizes. The label "adapt, optimal" refers to the residual annihilator derived in Corollary 4, "adapt, asym. optimal" refers to the step sizet mentioned in Remark 5, "adapt, constant" to the constant step size 0.05, and "adapt, decaying step size" to the step size 0.05/i, where i is the counter variable in Algorithm 1. Note that the curves of "adapt, optimal" and "adapt, asym. optimal" are on top of each other. t 500 , t 1500 , . . . , t K−500 . Thus, the error is measured at time steps other than where the 727 snapshots were taken. are adapted every 50th time step. The optimal and the asymptotically optimal step 756 size lead to similar results (the curves are on top of each other), which was to be 757 expected, since the functions arctan and arcsin match up to terms of third order.
758
The less sophisticated choices "adapt, constant" and "adapt, decaying step size" lead 759 to poor results which are even worse than those produced by the static subspace for 760 DEIM basis dimensions of 8 and 10. This shows that for the application at hand, 761 it is crucial to select a residual-related step size based on the ratio r 2 α 2 , e.g., the 762 minimizer t * from Corollary 4. 
801
The update leads to a subspace representative U * that allows for a perfect re- production of the picture excerpt but also makes use of the information that was 803 previously sampled. We repeat the exercise with modifying only the last column of 804 the initial POD subspace representative U 0 according to Corollary 10.
805
The gappy POD approximations using the adapted subspaces are shown in the The important thing is how the adapted subspaces have changed. This can be 809 visualized by projecting the initial snapshot ensemble onto the adapted subspaces, 810 see Fig. 7 . Apart from the fact that the bright white spots in the original data 811 set are reproduced in a graying way when projected onto the last-column adapted 812 subspace, these two data sets look almost the same (Fig. 7, bottom rows) . In contrast, 813 the original data set projected onto the fully adapted subspace features the property 814 'glasses-on' throughout ( Fig. 7, top row) . Nevertheless, the subspace distance between to produce subspaces that contain elements that match the selected components. We λ cos(t * s 1 ) 1 − tan(t * s 1 )
By setting t * = 1 s1 arctan r 2 α 2 , the terms involving P T U 0 cancel which leaves an 861 equation for λ:
The solution is λ = 1 cos(arctan In addition to its concision, this approach has the advantage that it simultaneously 865 gives both t * and the associated vector of coefficients α * = ( r 2 α 2 + 1)α ∈ R p . On 866 the other hand it does not allow to keep track of the residual depending on t, because 867 for t = t * , a defining equation is missing and α(t) and α are not collinear.
868
Nevertheless, we remark that the above short cut approach may be adapted to 869 apply also in the setting of Corollary 10 from Subsection 3.4. In this case, one can 870 work from the ansatz α * = (α 1 , . . . , α p−l , λ(α p−l+1 , . . . , α p )) T .
871
One may also start by first applying the orthogonal coordinate transformation rule, we see that the Grassmann gradient is
Likewise, for f 1 :
Splitting up the original gradient into an (n × (p − l)) and an (n × l) matrix gives
In particular, U T 1 ∇ [U2] f 2 = U T 1 xy T U 2 + U T 1 yx T U 2 = 0 and the geodesic U 2 (t) in Gr(n, l) along the gradient direction ∇ [U2] f 2 is not orthogonal to U 1 ,
A sufficient condition for (25) and Proposition 9 to hold is (
890
(The sign of λ * depends on the sign of b, P T u 0 .) 28 We may construct another solution via following a shortest path along the negative 29 of the gradient of the Grassmann function F from (5) that is associated with (S1).
30
It turns out that this path crosses the feasibility set Z. We denote the resulting 31 solution by [u * ] ∈ Gr(3, 1). In Section 3, we derive a closed formula for computing 32 such subspaces [U * ] on Grassmann manifolds of arbitrary dimension. Fig. S1 . Reference point u 0 and the set of least-squares optimal solutions Z = {Z(λ)} to the problem (S1). The associated subspaces are spanned by the vectors pointing to the curve Z. On Z lie the arbitrary 'trivial' solutions u tr1 , u tr2 as well as the optimal solution Z(λ * ) to (S2) and the solution u * obtained by following a shortest path along the negative of the gradient associated with (S1) starting in u 0 .
38
S2. Additional comments on the connection of GROUSE and rank-39 one SVD updates. In Remark 7 and Remark 11, we have briefly commented on 40 the connection between the residual-annihilating GROUSE t * -update and the SVD 41 update procedures of [S3, S2] and [S1]. In particular, it was claimed in Remark 11 42 that the 'revise'-method of [S2, Table 1 ] and the GROUSE t * -update restricted to the 43 last column of a given initial subspace representative U 0 coincide. Here is the proof: 44 Written column-wise, U 0 = (u 1 0 , . . . , u p−1 0 |u p 0 ). When using the method of Subsection 3.4 applied to the last column u p 0 , we arrive at U * = (u 1 0 , . . . , u p−1 0 |u p 0 (t * )).
This manuscript is for review purposes only. where P is the mask matrix and r = b − P T U 0 α, α = (α 1 . . . , α p ) T .
47
The 'revise'-method of [S2, Table 1 ] proceeds as follows: In our setting, U 0 = 48 (u 1 0 , . . . , u p−1 0 |u p 0 ) ∈ R n×p plays the role of [X, c] from [S2, Table 1 ]. The objective 49 is to replace the column c = u p 0 with a new column d = U 0 α + P r. Obviously that a subspace that contains this direction d is in the 'feasibility set' Z introduced 52 in (10).
53
In [S2], the column exchange is rewritten as a rank-one update of the following form: 54 U S V T = U SV T + ab T here = U 0 + ab T , a = d − c, b T = e T p = (0, . . . , 0, 1).
55
The matrix U 0 + ab T is precisely the matrix U 0 with the last column replaced by d, i.e., U 0 + ab T = (U p−1 0 |d) = (U p−1 0 |U 0 α + P r).
In particular, for the U -factor in the revised SVD: ). This is just the Gram-Schmidt step. Note that 59 Π p−1 ⊥ (U 0 α + P r) = u p 0 α p + P r, so that the last column of (S4) indeed coincides with 60 the last column of (S3). All additional operations like subspace rotations that are 61 inherent in the procedure of [S2] do not affect the column-span.
62
In order to comment on the connection to [S1], we go into full detail. The method requires to compute the SVD of M but this is equivalent to computing Q times the 76 SVD of R. Up to a rotation, we obtain always the same 'subspace factor', as the 77 theory predicts.
78
In [S1, Alg. 3], a similar decompositon (U, q)M as in (S5) appears. The difference 79 is that there, the matrix factorM is a square (p + 1) × (p + 1)-matrix, 80M = I p α 0, . . . , 0 q 2 ∈ R (p+1)×(p+1) .
81
The matrix M ∈ R (p+1)×p in (S6) features the same last column but shifted to the left.
82
While this corresponds to replacing data in the original subspace representative, the 83M from [S1, Alg. 3] corresponds to appending data, which is followed by a truncation 84 procedure. The first approach is as follows: we start with the unprocessed snapshot matrix 91 Y = (y 1 , . . . , y 10 ) ∈ R 4096×10 . Then, we compute the snapshot mean vector y mean = 92 1 10 10 k=1 y k and replace the entries P T y mean with those of the picture excerpt, i.e., we 93 construct y add ∈ R 4096 such that P T y add = P T y g where y g is the gappy data vector.
94
The remaining entries of y add coincide with those of the mean vector. We add y add 95 to the snapshot matrix, recompute the SVD and truncate to the original dimension 
