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Abstract 
Well-known metric spaces for modelling finitely branching and image finite systems are shown 
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Introduction 
In the area of metric semantics, various metric structures have been proposed to 
model a wide spectrum of programming notions (see, e.g., [5]). In this paper, we fo- 
cus on metric structures for modelling nondeterministic systems which may give rise 
to both terminating and nonterminating computations. The systems we have in mind 
are labelled transition systems [161. A large variety of programming notions can be 
modelled by means of these systems (see, e.g., [22]). The models we consider are 
linear (cf. [23]). In these models, the locations in a computation where a nondetermin- 
istic choice is made are not visible. These linear models are usually contrasted with 
branching models (cf. [lo]). In those models, the positions in the computation where 
a nondeterministic choice is made are administrated. 
Typical examples of linear metric structures proposed in the literature are sets of 
words (see, e.g., [21]) and sets of pomsets (see, e.g., [6]). Other examples can be found 
in, e.g., [7]. Here, we concentrate on sets of finite and infinite words. The words over a 
set A of actions, denoted by AW, are provided with a Baire-like metric [3]. The distance 
between two words is given in terms of the length of their longest common prefix. The 
set PPn (A”) of nonempty sets of words is endowed with the induced Hausdorff metric 
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[13]. This space is not a metric space, but only a pseudometric space. The restriction 
to the subspaces P,,k (A”) of nonempty and compact sets of words and Pnc (A”) of 
nonempty and closed sets of words gives us a complete metric space [19, 111. 
Like in automata theory, one can associate to a labelled transition system 
($A, -+, L) - where S is the (possibly infinite) set of states, A is the (possibly 
infinite) set of actions, + is the transition relation, and 1 tells us in which states 
a computation may (but not necessarily has to) terminate - and an (initial) state s E S, 
the corresponding language 
{ ala2.. . a,Is=so~-!,~...~is,1}U{ala*...Is= s(J 4q 2 . f }. 
In this way, we assign to each system and state of the system a point of the linear 
space P,, (AD”). These points we call the linear processes. The subspace pPnk (Am) 
is well-suited for handling finitely branching labelled transition systems - a system 
is finitely branching if every state has only many finitely outgoing transitions - and 
the subspace 9,,, (Am) is used to deal with image Jinite labelled transition systems 
_ a system is image finite if every state has only finitely many outgoing transitions 
labelled by the same action. Reminiscent to the classical result linking finite automata 
and regular languages [17], finitely branching systems correspond to the points of the 
space pPnk (A”) - therefore we call these points the jinitely branching linear processes 
_ and image finite systems correspond to the points of the space Pnc (A”) - the points 
of this space are called the image finite linear processes. These results are folklore (see, 
e.g., [20]) and are based on Konig’s lemma [18]. 
During the last decade, the insight gradually grew that systems like the above- 
mentioned labelled transition ones can be described as coalgebras. Among these coal- 
gebras (of an endofunctor on a category), the terminal one plays an important role. It 
provides us with definitions and proofs by coinduction (see, e.g., [ 151). The branching 
metric structures introduced in [8,9] were already known to be the carrier of terminal 
coalgebras (see [24], cf. [ 1,4]). Here we show that so also are the above-mentioned 
linear metric structures. This result can be exploited by coinductively defining opera- 
tions on the metric spaces (e.g., the merge) and by coinductively proving properties of 
these operations (e.g., the commutativity of the merge). We do not provide the reader 
with such an example, because the examples presented in, e.g., [15] can be adapted 
to our setting straightforwardly. Our observation that the metric spaces of linear pro- 
cesses are terminal coalgebras shows that these spaces fit into the general coalgebra 
framework. 
Related linear structures have been studied in, e.g., [14,26,25] in an order- and set- 
theoretic setting. In those papers, only finitely branching linear processes are considered. 
Here we also deal with image finite ones. In the other papers, the structures involved 
are supplied with a join operation. Also the metric spaces p,& (Am) and PPnc (Aa) 
have a natural join: the set-theoretic union. Whether all this can also be carried out in 
a setting where the (complete) metric spaces are supplied with a (nonexpansive) join 
operation and how this relates to the work presented here is left for future research. 
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The rest of this paper is organized as follows. In Section 1, we introduce the metric 
spaces Yp,k (A”) and Ppnc (A”). These metric spaces are shown to be the carrier of 
terminal coalgebras in Section 2. The reader is assumed to have some basic knowledge 
of metric spaces and category theory. 
1. The metric spaces Y,,k (A” ) and YpnC (Aa ) 
The well-known complete metric spaces .yPnk (Am) and .Ync (As) of finitely branch- 
ing and image finite linear processes are introduced. Furthermore, some simple oper- 
ations on complete metric spaces ‘, which we need to define the functors in the next 
section, are presented. To define the spaces ?,& (Aa) and PPnc (Am) we first endow 
the set A” of finite and infinite words over the nonempty set A of actions with the 
following Baire-like metric [3]. 
Definition 1. The function dA= : A” x A” + [0, l] is defined by 
dAcc (wl,w2) = ’ 
if WI = w2 
2-” otherwise, 
where n is the length of the longest common prefix of WI and w2 
Exercise 2. Check that A” is a complete metric space. 
Next, we endow the set 8, (Ax) of nonempty sets of words with the induced Hausdorff 
metric [13]. This only gives us a pseudometric space but not a metric space. By 
restricting ourselves to the subspaces p,& (A”) of nonempty and compact sets of 
words and YPnc (Am) of nonempty and closed sets of words we do get a metric space. 
On these subspaces the induced Hausdorff metric amounts to the following. 
Definition 3. The function d Y,,~ (,dOC: 1 : y,& (AX > x Y,,k (Am ) + LO, 11 is defined by 
d,Y,,i (A=)(WI, IV,) = max{ max min dA_ (wI.w~), max min dAm (w2,w1)}, 
M’ / E w, I,‘: E w, M’: t w: w E w, 
and the function d,(p,,, (A-) : ,i-p,Ic (A”) x .YPnc (A”) + LO, 11 is defined by 
d Y,,, (,4-)(WI, W2) = max { sup inf dA= 
,$.,EW, WEWZ 
(WI > w2 ), sup inf dAm (w2, WI I>. 
,,zz E w7 U’l E WI 
Note that in the compact case, we can replace sup and inf by max and min, respec- 
tively. 
Proposition 4 (Kuratowski [19] and Hahn [ll]). ptik (A”) und PPnc (Am) ure com- 
plete metric spaces. 
’ For the metric spaces (X,dx) we encounter in this paper, the set A’ is assumed to be nonempty and the 
metric dx is presupposed to be I-bounded. To simplify notations, we shall sometimes write X instead of 
(Xdx). 
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Proof. See [ 19, Lemma 31 and [ll, Sections 9.6 and 18.101. 0 
We conclude this section with some simple operations on complete metric spaces. 
We start with an elementary 
Example 5. The set 1 = (0) with the obvious metric dt is a complete metric space. 
The operation that leaves the set unchanged and multiplies the metric by a i is con- 
sidered in 
Exercise 6. Let (X, dx) be a complete metric space. Verify that (X, idx) is also a 
complete metric space. 
Given a nonempty set I and a complete metric space (X, dx), we turn the set Z + X 
of functions from I to X into a complete metric space as follows. 
Definition 7. The function dl,x : (Z +X> x (Z -+ X) + LO, 11 is defined by 
d/+x (j-1, f2 > = ;E+J dx U-I (i>, f2 (i)>. 
Exercise 8. Check that I + X is a complete metric space. 
Let I be a nonempty set and, for all i E I, let (Xi,d~) be a complete metric space. By 
&,Xi we denote the disjoint union of the Xi’s. The elements of this disjoint union 
are written as (i,x) where x E Xi for i E I. Instead of uiEIo,,) Xi we usually write 
Xa JJXi and we sometimes use 2 . X to denote X fl X. 
Definition 9. The function du,E,x, : uiEl& x &Xi -+ [0, l] is defined by 
dusE,x, @1,x2) = 
dx, (X1,X2) if xi, X2 E Xi, 
1 otherwise. 
Exercise 10. Prove that &,I Xi is a complete metric space. 
2. ,!??,,k (Am) and L?,,, (A”) are terminal coalgebras 
A category CMS of complete metric spaces and endofunctors %g and 9% on this 
category are introduced. Both functors are shown to have a unique (up to isomorphism) 
fixed point which is a terminal coalgebra. Furthermore, the space %,& (AO”) of finitely 
branching linear processes and the space 9,, (Am) of image finite linear processes are 
proved to be fixed points of %a and Y%, respectively. 
Definition 11. The category CMS has complete metric spaces as objects and non- 
expansive functions as arrows. 
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Exercise 12. Verify that CMS is indeed a category. Prove that uic,Xi is a coproduct 
object in CMS. 
Obviously, u can be extended to a functor. Also the constant 1 can be turned straight- 
forwardly into a fimctor. The extension of the operations 4 and I + to functors is left 
as 
Exercise 13. Extend $ and I + to an endofimctor on CMS. 
The functors 3% and 99 are composed of the above introduced functors. By gpnf (A) 
and YPn (A) we denote the set of nonempty and finite sets of actions and the set of 
nonempty sets of actions, respectively. 
Theorem 14. The endofunctors 
.FB=lIJ2. LI (I+ i-1 (1) 
JWJ,,, (A) 
und 




on CMS haue a unique (up to isomorphism) jxed point which is u terminal co- 
algebra. 
Proof. From [2, Theorem 5.41 we can derive that the functors - our functor JJ being 
the obvious generalization of their + - are locally contractive (see [24, Definition 4.21). 
Hence, we can conclude from [24, Corollary 4.91 that the functors have a unique (up 
to isomorphism) fixed point which is a terminal coalgebra. 0 
From the results of [4] we can deduce that the corresponding endofunctors on Set 
~ these are obtained by simply forgetting about the metric - also have a terminal 
coalgebra. We conjecture that similar results can also be obtained in the order-theoretic 
setting. 
Let (X, f) be an *a-coalgebra, i.e., X is a complete metric space and f : X -+ 
3%(X) is a nonexpansive function. We can view X as a state space. From f we 
can derive a transition relation and a termination predicate as follows. Consider a state 
x E X. We distinguish three cases. 
Case 1: 
Case 2: 
Let f(x) = (0,O). Th en, we cannot make a transition from the state X, but 
we may terminate in x. 
Let f (x) = (1, Z, c). The set I consists of the (initial) actions by which the 
outgoing transitions of the state x are indexed. The function c : I -+ $Y 
gives us for each initial action a its continuation c(a); the state reached 
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from x by the transition labelled by a. Furthermore, the state x is not a 
terminating one. 
Case 3: Let f(x) = (2,Z, c). The only difference with the previous case is that we 
may terminate in the state X. 
Note that the obtained system is finitely branching. Furthermore, the system is non- 
deterministic, i.e. no state has multiple outgoing transitions with the same label. Like 
in automata theory, one can easily construct for a nondeterministic system a corre- 
sponding deterministic one. Similarly, 99-coalgebras can be viewed as image finite 
systems. The way these systems are described is reminiscent to the interpretation of 
state machines in [12]. 
Theorem 15. p,& (Am) ccnd LPnc (AO”) are a jixed point of (1) and (2), respeciively. 
In the rest of this section we prove that p,& (Am) is a fixed point of (1). The fact 
that 9,,, (Am) is a fixed point of (2) can be shown similarly. Combining Theorem 14 
and 15, we can conclude that p,,k (Aw ) and 9”nc (Am) are terminal coalgebras - the 
result announced in the abstract. 
To conclude that pp,k (A”) is a fixed point of (1) we have to show that gp,k (AM) 
is isomorphic to .E@ (p& (Am)) in CMS. For that purpose we introduce the functions 
e and p, 
show that these functions are arrows of CMS, and prove that they form an isomorphism 
in the category. 
Definition 16. The function e : g)nk (A”) --f FB (gnk (Am)) is defined by 
if W = {E}, 




and the function c : I + ig,& (Am) is given by 
c(a)={w~A== Iaw~ W}. 
The function p : 9?%(~,,k (A”)) + gnk (Am) is defined by 
P (O,O) = {&I> 
p(l,z,c)={awEAm lull andwEc(u)}, 
p(2,1,c)={uw~A~ ]a~Zandw~c(a)}U{~}. 
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Exercise 17. Check that the functions e and p are well defined. 
Next, we verify that the functions e and p are nonexpansive. 
Proposition 18. The functions e and p are arroIz>s of CMS. 
Proof. We only show that p is nonexpansive. The nonexpansiveness of e can be 
proved similarly. We only consider the following case. The other cases can be dealt 
with similarly or are trivial. 
~.~,,~(A~)(P(~,~,cI),P(~,~,c~)) 
= d,p8,, (A-)({ aw E Am 1 a E I and w E CI ((z)}, 
{awEAx /aEZ and WEC~(LZ)}) 
= sup du,,, (A-) ({ aw E Am 1 w E CI (a)}, { aw E A” I w E c2 (a)}) 
llEl 
= SUP i dp.i (A-) (CI (a),c2 (a>) 
L7El 
= d((l,z,c,),(l,Z,c2)). 0 
Showing that ep = l,~),~ (A=) and pe = LE~~Q~(P,,~ (A=+)) is left as 
Exercise 19. Verify that e and p form an isomorphism in CMS. 
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