We introduce bidiagonal coordinates, a new set of spectral coordinates on open dense charts covering the space of real symmetric tridiagonal matrices of simple spectrum. In contrast to the standard inverse variables, consisting of eigenvalues and norming constants, reduced tridiagonal matrices now lie in the interior of some chart. Bidiagonal coordinates yield therefore an explicit atlas for TΛ, the manifold of real tridiagonal matrices with given spectrum Λ. These new coordinates are convenient for the study of asymptotics of isospectral dynamics, both for continuous and discrete time.
Introduction
As is familiar to numerical spectral theorists, many algorithms to compute spectra operate on Jacobi matrices yielding, by iteration, approximations of diagonal or at least reduced tridiagonal matrices. The purpose of this paper is to provide coordinates on a family of large open sets covering the full space of tridiagonal matrices with simple spectrum. Thus, given a limit point for such an iteration, there is a coordinate system containing such point in the interior thus reducing the study of asymptotic behavior to a matter of local theory. Algorithms related to the QR factorization admit a very simple description in these new bidiagonal coordinates: this technique is applied to study the asymptotics of Wilkinson's shift iteration in [12] . Moreover, bidiagonal coordinates are related to the more familiar norming constants on Jacobi matrices by simple formulae.
Jacobi matrices are frequently parametrized by inverse variables, consisting of its (simple) eigenvalues and of the vector of first coordinates of its normalized eigenvectors, the norming constants. The recovery of a Jacobi matrix from inverse variables, dating back to Stieltjes, is detailed in [14] and [6] , for example. Let J Λ be the set of Jacobi matrices conjugate to Λ = diag(λ 1 , . . . , λ n ), where λ 1 < · · · < λ n : it follows that J Λ is diffeomorphic to R n−1 . Inverse variables break down at the boundary of J Λ , and new techniques are required to study its closureJ Λ within the space of symmetric matrices. In [20] ,J Λ was proved to be homeomorphic to a convex polytope P Λ and the boundary ofJ Λ was described as a union of cells of reduced tridiagonal matrices. Also, the setJ Λ is a cell of maximal dimension in the decomposition of the compact manifold T Λ of all tridiagonal matrices of spectrum λ 1 < · · · < λ n .
The bidiagonal coordinates λ i , i = 1, . . . , n, and β π i , i = 1, . . . , n − 1, play the role of inverse variables: these are defined on a cover U π Λ , indexed by permutations π, of open dense subsets of T Λ , thus giving an explicit atlas for the manifold T Λ . More precisely, for a permutation π, set Λ π = diag(λ π(1) , . . . , λ π(n) ). Diagonalize T = Q * π Λ π Q π ∈ T Λ for some orthogonal Q π , factor Q π = L π U π , where L π is lower unipotent and U π is upper, and write B π = L −1 π Λ π L π = U π T U −1 π ; B π is lower bidiagonal:
. . . . . .
The LU factorization of Q π may not exist: U π Λ ⊂ T Λ is characterized as the set of matrices T for which the above construction is possible. It turns out that J Λ ⊂ U π Λ for all π. As far as we know, this construction of the matrices L π and B π was first used by Terwilliger in his study of Leonard pairs ( [19] ); our matrix L π , for example, appears in his lemma 4.4 as E r . Carnicer and Peña ( [4] ) also consider changes of basis leading to bidiagonal matrices in their study of oscillatory matrices.
We now outline the two classes of isospectral dynamics on tridiagonal matrices, QR type iterations and Toda flows, which will be shown to be amenable to study under bidiagonal coordinates. Excellent references for the spectral theory of Jacobi matrices are [7] , [10] and [16] . Many algorithms for the computation of the spectrum of Jacobi matrices are related by the iteration of the following simple step. For an invertible M , write the unique QR factorization M = Q(M )R(M ), where Q(M ) is orthogonal and R(M ) is upper triangular with positive diagonal. For some function f taking nonzero values on the spectrum of a tridiagonal symmetric matrix T 0 , the QR step induced by f is the map
From both equalities, we learn that F (T ) is also tridiagonal, with same signs and zeroes along the off-diagonal entries than T . The standard QR step corresponds to f (x) = x. In particular, QR steps preserve J Λ and T Λ . If the numbers |f (λ 1 )|, . . . , |f (λ n )| are distinct then the sequence F n (J 0 ), J 0 ∈ J Λ , converges to a diagonal matrix.
Jacobi matrices are the usual phase space for another collection of isospectral dynamical systems, the family of Toda flows, which solve
Here the bracket is the usual Lie bracket on matrices [A, B] = AB − BA, g is a function defined on the spectrum of J 0 and Π a (M ) is the skew-symmetric matrix having the same lower triangular entries as M . In the early eighties, a connection between QR steps and Toda flows was identified ( [17] , [18] , [6] ). In a nutshell, QR steps for appropriate functions f are time one maps of flows in the Toda family. The standard inverse variables played a key role in the understanding of this fact: in [14] and [6] , for example, one can find the evolution of such coordinates under Toda flows and QR steps. Toda flows or QR iterations on Jacobi matrices usually converge to reduced matrices. By using bidiagonal coordinates, asymptotic issues may be treated by local theory, either of discrete or continuous dynamical systems.
The nicer behavior of bidiagonal coordinates at reduced matrices should imply better stability for an inverse algorithm based on the new variables: an inverse algorithm based on bidiagonal coordinates might be of interest.
The manifold T Λ is a natural candidate for an enlarged phase space in which to study QR steps. Enlarging phase space from J Λ to its closureJ Λ and then to the tridiagonal isospectral manifold T Λ is just one among other choices of geometric scenarios and coordinates. Alternatives may be found in the works of Bloch [5] ) and Fried ([8] ). Section 2 contains the basic facts about Jacobi matrices, inverse variables and the isospectral manifold T Λ of tridiagonal matrices with given simple spectrum. We describe in detail an example for 3 × 3 matrices. The definition of bidiagonal coordinates on appropriate charts in which they act as diffeomorphisms and their relation to the standard inverse variables come up in section 3. This obtains an atlas for the isospectral tridiagonal manifold T Λ : again, an example for the case 3 × 3 is presented explicitly. In section 4, Toda flows and QR steps are converted to bidiagonal coordinates. Allowing for the functional parameter f to depend on the point T gives rise to new evolutions, both continuous and discrete, which extend beyond Jacobi matrices. We will apply bidiagonal coordinates to construct trespassing vector fields: each such vector field induces a real analytic flow which, starting at a Jacobi matrix, reaches a reduced matrix having a zero in a prescribed off-diagonal position in finite time and extends (analytically), back to unreduced matrices. The vector fields are presented in matrix coordinates, but its characteristic properties are proved by using bidiagonal coordinates. Said differently, such flows slice matrices isospectrally: numerical aspects, however, are not considered in this text.
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Tridiagonal matrices
Recall that J is a Jacobi matrix if it is a real, tridiagonal, n × n symmetric matrix, with strictly positive entries in positions (i + 1, i), i = 1, . . . , n − 1. The following facts are well known ( [14] ). The eigenvalues of J are distinct, and the first coordinate of each eigenvector is nonzero. In particular, eigenvalues can be labelled λ 1 < λ 2 < . . . < λ n . The normalized diagonalization of a Jacobi matrix J is the factorization J = Q * ΛQ, where Λ = diag(λ 1 , . . . , λ n ) and Q is the unique orthogonal matrix having an eigenvector associated to λ i in the i-th row and so that w = Qe 1 has positive coordinates, the norming constants.
Conversely, consider the pair of inverse variables (Λ, w), where Λ = diag(λ 1 < · · · < λ n ) and w is a unit vector with positive coordinates. This pair retrieves a unique Jacobi matrix as follows. Set W = diag(w), the diagonal matrix with entries w i , V Λ the Vandermonde matrix with (i, j) entry equal to λ j−1 i . Then W V Λ is the n × n matrix with columns w, Λw, . . . , Λ n−1 w. In the notation from the introduction, write the QR factorization
is the set of Jacobi matrices with spectrum λ 1 , . . . , λ n .
, [6] ) The map J → (Λ, w) is a diffeomeorphism between the set of n × n Jacobi matrices and the product
In particular, this map is a diffeomorphism between J Λ and {w ∈ R n | ||w|| = 1, w i > 0}.
The set T Λ = {T = Q * ΛQ | T is tridiagonal} is an orientable manifold. This is proved in [20] by showing that simple spectra are regular values for the function T → (λ 1 ≤ · · · ≤ λ n ) from the space of real tridiagonal matrices to R n . Bidiagonal coordinates provide an explicit atlas and therefore an alternative proof of this fact but this point of view will not be stressed. We call T Λ the tridiagonal isospectral manifold. Clearly, J Λ is an open subset of T Λ ; its closureJ Λ is the set of tridiagonal matrices with spectrum λ 1 , . . . , λ n and nonnegative off-diagonal entries. The setJ Λ is homeomorphic to a convex polytope ( [20] ).
For π ∈ S n , let P π be the permutation matrix with (i, j) entry equal 1 iff i = π(j) (thus P π1π2 = P π1 P π2 and P π e i = e π(i) ). For Λ = diag(λ 1 , . . . , λ n ), with λ 1 < · · · < λ n , set
Let P Λ be the convex hull of the set of n! matrices Λ π , π ∈ S n . Take T = Q * ΛQ ∈J Λ for some choice of Q ∈ O(n). Consider the matrix QΛQ * : this is not well defined (due to the ambiguity in Q) but its diagonal is. Following Bloch, Flaschka and Ratiu ( [1] ), define ι(T ) to be the diagonal matrix coinciding with QΛQ * on the diagonal. Notice that ι(Λ π ) = Λ π −1 .
The map ι :J Λ → P Λ is a homeomorphism and a smooth diffeomorphism between interiors.
A matrix T in the boundaryJ Λ −J Λ naturally splits into Jacobi blocks T 1 , . . . , T k ordered along the diagonal. Define Λ 1 , . . . , Λ k to be ordered diagonal matrices with spectra σ(T 1 ), . . . , σ(T k ), where σ(A) is the spectrum of the matrix A. Clearly, σ(Λ 1 ), . . . , σ(Λ k ) form an ordered partition of σ(Λ). Each such ordered partition corresponds to a face ofJ Λ of dimension n − k, homeomorphic to the product P Λ1 × · · · × P Λ k .
The face structure onJ Λ lifts to T Λ . A tridiagonal matrix is unreduced if its off-diagonal entries are nonzero: any tridiagonal matrix T splits into unreduced blocks T 1 , . . . , T k along the diagonal. The interior of a face in T Λ , which we also call an open face, is characterized by a partition Λ 1 , . . . , Λ k and the signs of the off-diagonal entries of each T i ; again, the face is homeomorphic to P Λ1 × · · · × P Λ k . Let E ⊂ O(n) be the set of diagonal matrices with entries equal to ±1; for E ∈ E, the function T → ET E from T Λ to T Λ changes signs of some off-diagonal elements of T and takes faces to faces diffeomorphically.
We now present in detail the case n = 3, where T Λ ,J Λ and P Λ have dimension 2. Take Λ = diag(4, 5, 7); P Λ is the hexagon whose vertices are diagonal matrices with entries (4, 5, 7), (4, 7, 5), (5, 7, 4) , (7, 5, 4) , (7, 4, 5) and (5, 4, 7) contained in the plane x + y + z = 16. The spacesJ Λ and P Λ are given in figure 1. The polygon P Λ is drawn in scale; the sides ofJ Λ are half circles and are drawn as arcs of circles; consecutive sides meet at right angles and the sides are drawn in scale. where θ goes from 0 to π/2, c = cos θ and s = sin θ. There is a similar diagram for T Λ , which we now display. The manifold T Λ consists of 4 copies ofJ Λ , labelled by the signs of the offdiagonal entries. Vertices are diagonal matrices and edges with the same label are identified. In this case, T Λ is a bitorus.
Bidiagonal coordinates
We construct an open cover U π Λ for T Λ , indexed by permutations π ∈ S n and define charts for T Λ , i.e., diffeomorphisms between R n−1 and each U π Λ . The inverse of such maps are bidiagonal coordinates, which play the role of generalized norming constants. The sets U π Λ will be centered at the diagonal matrices Λ π . For n = 3, Λ = diag(4, 5, 7) and π given by π(1) = 3, π(2) = 1, π(3) = 2 so that Λ π = diag (7, 4, 5) the set U π Λ is the interior of the polygon in figure 2 . Asymptotic properties of algorithms which converge to a diagonal matrix, or, more generally, which approach reduced matrices, may be then studied by performing local theory using these charts.
For T ∈ T Λ , write T = Q * ΛQ for some Q ∈ O(n). Write the P LU factorization of Q, i.e., Q = P LU where P is a permutation matrix, L is lower unipotent and U is upper triangular. This is usually possible for P = P π for several permutations π ∈ S n . Indeed, since Q is invertible, there is a matrix P −1 Q obtained by permuting the rows of Q for which all the leading principal minors are invertible. For a permutation π, define U π Λ to be the set of matrices T ∈ T Λ for which P −1 π Q admits an LU factorization. For T ∈ U π Λ , we define the π-normalized diagonalization as the unique factorization T = Q * π Λ π Q π for which the LU factorization of Q π yields a matrix U with positive diagonal. Notice that Q π = EP −1 π Q for some E ∈ E. As in section 2, a computation with Vandermonde determinants shows that when π is the identity and T is a Jacobi matrix this yields the normalized diagonalization.
The following lemma provides other descriptions of U π Λ .
Lemma 3.1 Take T ∈ T Λ with unreduced blocks T 1 , . . . , T k of sizes n 1 , . . . , n k along the diagonal. Then T ∈ U π Λ if and only if the eigenvalues of T i are λ π n1+···+ni−1+1 , . . . , λ π n1+···+ni−1+ni .
Alternatively, U π Λ is the union of all open faces in T Λ adjacent to Λ π . Also, for
Proof: First consider an unreduced tridiagonal matrix T =Q * Λ πQ : for an appropriate E ∈ E, J = ET E is a Jacobi matrix. The vector formed by the absolute value of the entries in the first column of the matrix EQ is w π = E ′ EQe 1 = P −1 π w, where w is the vector of norming constants of J and E ′ ∈ E. An inspection of the inverse algorithm in section 2 reveals that it yields a Jacobi matrix even if the entries of the diagonal matrix are not ordered. Applying the algorithm to the pair (Λ π , w π ), we get E ′ EQ = Q(W π ) where W π has columns w π , Λ π w π , . . . , (Λ π ) n−1 w π . An argument with Vandermonde determinants shows that the leading principal minors of both W π andQ are invertible. Thus any unreduced tridiagonal matrix T is in the intersection of the sets U π Λ for all permutations π. In general, consider T ∈ T Λ with unreduced blocks T 1 , . . . , T k . If π is a permutation such that the eigenvalues of T i are λ π n1+···+ni−1+1 , . . . , λ π n1+···+ni−1+ni then, from the previous paragraph, there exist orthogonal matrices
where L i and U i are triangular matrices and (Λ π ) i is a block in Λ π :
(Λ π ) i = diag(λ π n1+···+ni−1+1 , . . . , λ π n1+···+ni−1+ni ).
LetQ, L and U be the matrices with blocks Q i , L i and U i , respectively: T = (Q) * Λ πQ andQ = LU yield T ∈ U π Λ . Conversely, assume that T ∈ U π Λ admits a block decomposition. Then T = (P π LU ) −1 Λ(P π LU ) yields
Thus
The last claim is now immediate. We now construct charts for T Λ , φ π : R n−1 → U π Λ and φ −1 π : U π Λ → R n−1 with φ π (0) = Λ π ∈ U π Λ . For T ∈ U π Λ , consider its π-normalized diagonalization T = Q * π Λ π Q π and Q = P π Q π so that T = Q * ΛQ. Write Q π = L π U π (which is possible because the leading principal minors of Q π are positive) and therefore P π L π = QR π , where R π = U −1 π is also upper triangular. Set
Notice that the columns of L −1 π are the eigenvectors of B π . From B π = R −1 π T R π , B π is upper Hessenberg and from B π = L −1 π Λ π L π , it is lower triangular with diagonal entries λ π 1 , . . . , λ π n . Summing up, B π is lower bidiagonal:
Define ψ π to be the map just constructed taking T ∈ U π Λ to (β π 1 , . . . , β π n−1 ); this map will turn out to invertible and φ π , to be constructed independently below, will be its inverse. We call β π 1 , . . . , β π n−1 (together with λ π 1 , . . . , λ π n ) the π-bidiagonal coordinates of T .
The lemma below appears in [15] .
Proof: An LU factorization as above clearly exists since the leading principal minors are themselves nonzero Vandermonde determinants. By construction, the (i, j) entry of L Λ π is of the form p j (λ π i ) where p j is a polynomial of degree j − 1 having roots λ π 1 , . . . , λ π j−1 and satisfying p j (λ π j ) = 1.
Lemma 3.3 Let Λ π , B π and L π be as above, so that B π = L −1 π Λ π L π . Then, for 1 ≤ j < i ≤ n,
(λ π n −λ π 1 )(λ π n −λ π 2 )···(λ π n −λ π n−1 ) β π 2 ···β π n−1 (λ π n −λ π 2 )···(λ π n −λ π n−1 )
and, if all β π i are nonzero, then L π =W L Λ π (W ) −1 , where L Λ π is given in lemma 3.2 and
, . . . , β π 1 · · · β π n−1 (λ π n − λ π 1 ) · · · (λ π n − λ π n−1 )
.
Proof: Write B π = Λ π +N , from which L π N = Λ π L π −L π Λ π . Expanding the (i, j) entry of both sides we have (L π ) i,j+1 β π j = (L π ) ij (λ π i − λ π j ). Solve recursively for each i starting from j = i, i.e., (L π ) ii = 1 to obtain the first formula. The fact that L π and L Λ π are diagonally conjugate is now a straightforward computation.
Given β π 1 , . . . , β π n−1 and Λ π = diag(λ π 1 , . . . , λ π n ), we construct a lower triangular unipotent matrix L π with B π = L −1 π Λ π L π as in the previous lemma. Consider the QR factorization L π = Q(L π )R(L π ) and set φ π (β π 1 , . . . , β π n−1 ) = Q(L π ) * Λ π Q(L π ).
Theorem 3.4 The map ψ π : U π Λ → R n−1 is a diffeomorphism with inverse φ π :
Proof: By construction, both φ π and ψ π are smooth. If all β π i are nonzero then, from lemma 3.3, Q(L π ) = Q(W V Λ π ) and the inverse algorithm (section 2) implies that φ π (β π 1 , . . . , β π n−1 ) is tridiagonal. Continuity of φ π implies tridiagonality in general. The fact that φ π is the inverse of ψ π is now trivial.
From the proof, bidiagonal coordinates are, up to scaling, quotients of norming constants.
Corollary 3.5 For any permutation π and any T ∈ U π Λ , the norming constants w π i and the π-bidiagonal coordinates β π i are related by
We say that a function α : T Λ → R is even if α(ET E) = α(T ) for any T ∈ T Λ and E ∈ E. The following lemma translates this definition to bidiagonal coordinates. Lemma 3.6 If E = diag(σ 1 , . . . , σ n ) ∈ E, T ∈ U π Λ , and ψ π (T ) = (β π 1 , . . . , β π n−1 ) then ψ π (ET E) = (σ 1 σ 2 β π 1 , . . . , σ n−1 σ n β π n−1 ). A function α : T Λ → R is even if and only if each α • φ π : R n−1 → R is even in each coordinate.
Proof: From the previous lemma, if T ∈ U π Λ thenT = ET E ∈ U π Λ . Let then T = Q * π Λ π Q π andT =Q * π Λ πQ π be π-normalized diagonalizations for which Q π = L π U π andQ π =L πŨπ with lower unipotents L's and upper U 's with positive diagonal. As before, B π = L −1 π Λ π L π andB π =L −1 π Λ πL π . Write ET E = (EQ * π E)Λ π (EQ π E) and factor EQ π E = (EL π E)(EU π E); since normalizations match,L π = EL π E and thereforeB π = EB π E, implying the first statement. The second statement is now easy.
As an example of bidiagonal coordinates, let Λ = diag (4, 5, 7) . Set π(1) = 3, π(2) = 1, π(3) = 2. Matrices will be described by their π-bidiagonal coordinates x = β π 1 and y = β π 2 . Since B π = L −1 π Λ π L π , we obtain Λ π = 
where r 1 = 36 + 4x 2 + 9x 2 y 2 and r 2 = 36 + 36y 2 + x 2 y 2 . From T = Q * π Λ π Q π , T = Λ π + M/(r 2
This is an explicit parametrization φ π : R 2 → U π Λ ⊂ T Λ of the polygon in figure 2. From this formula, x = 0 implies (T ) 11 = 7 and (T ) 12 = 0 while y = 0 gives (T ) 33 = 5, (T ) 23 = 0, consistent with the description of U π Λ in lemma 3.1.
Flows and iterations in U π

Λ
The set T Λ is a manifold and it is natural to consider tangent vectors: a known collection ( [14] ) is given by
where Π a M is the only skew-symmetric matrix for which M − Π a M is upper triangular. Constant linear combinations of these vector fields define the Toda flows. Implicit in this statement is the fact that, despite T k not being tridiagonal for k > 1, [T, Π a T k ] is symmetric and tridiagonal. These vector fields are linearly independent exactly on the dense open set of unreduced matrices; on reduced matrices they all preserve the block structure of T . More generally, for a function g, define the vector field X g with X g (T ) = [T, Π a g(T )] and integrate it to obtain paths τ : R → T Λ satisfying d dt τ = X g (τ (t)) = [τ (t), Π a g(τ (t))] for all t ∈ R: the image of such a path τ is always contained in an open face of T Λ (in the face decomposition described in section 2), i.e., the signs and zeroes of off-diagonal entries of τ (t) are the same for all t. 
Proof: Consider the path τ (t) = T +tY k and let λ i (t) be the i-th eigenvalue of τ (t). Clearly, τ (t) and τ (−t) are conjugate and therefore the smooth functions λ i are even and λ ′ i (0) = 0. Since T Λ is the regular preimage under the ordered spectrum ([20]) of (λ 1 (0) < · · · < λ n (0)) we are done.
A functionF : T Λ → T Λ is odd ifF (ET E) = EF (T )E for all T ∈ T Λ and E ∈ E. Said differently, changing signs of off-diagonal entries in T merely has the effect of performing the same sign changes inF (T ). From the symmetry properties of ψ π described in lemma 3.6,F is odd if and only if its translationF ψπ into π-bidiagonal coordinates,F ψπ = ψ −1 π •F • ψ π : R n−1 → R n−1 , is odd in each variable (for all π). For a function f : R → R taking nonzero values on each λ i , there is a smooth map F : T Λ → T Λ given by F (T ) = Q(f (T )) * T Q(f (T )).
Since T and f (T ) commute, we also have
From the first formula, F (T ) is symmetric; from the second, it is upper Hessenberg with sub-diagonal elements with the same signs as in T . Furthermore, for E ∈ E, f (ET E) = Ef (T )E and Q(f (ET E)) = E Q(f (T )) E, whence F (ET E) = EF (T )E and F is odd. Thus, F : T Λ → T Λ preserves faces and the open subsets U π Λ ; in particular, F takes Jacobi matrices to Jacobi matrices. 
. . , f (λ π(n) ) f (λ π(n−1) ) β π n−1 Proof: In the notation of section 3, write T = Q * π Λ π Q π and Q π = L π U π , so that T = Q * ΛQ where Q = P π Q π = P π L π U π and B π = L −1 π Λ π L π . We have f (T ) = Q * f (Λ)Q = Q * π P −1 π f (Λ)P π L π U π and Q(f (T )) = Q * π Q(f (Λ π )L π ). Thus,
Write the π-normalized diagonalization T ′ = F (T ) = (Q ′ π ) * Λ π Q ′ π . Comparing the last two equations, Q ′ π = E Q(f (Λ π )L π ) for some E ∈ E. Thus Ef (Λ π )L π R −1 = L ′ π U ′ π for some upper triangular matrix R with positive diagonal. We now match normalizations:
Since R −1 and U ′ π both have positive diagonals, the diagonal matrix Ef (Λ π ) must have positive entries: Ef (Λ π ) = |f |(Λ π ) and L ′ π = |f |(Λ π )L π (|f |(Λ π )) −1 . Thus,
π Λ π L π (|f |(Λ π )) −1 = |f |(Λ π )B π (|f |(Λ π )) −1 and this finishes the proof.
The following result, which follows by direct computation, relates Toda flows and QR iterations ( [18] ). Proposition 4.3 Let Λ be a diagonal matrix with simple spectrum, g : R → R be a smooth function, X g be the vector field X g (T ) = [T, Π a g(T )] and τ : R → T Λ be a path satisfying d dt τ = X g (τ ), τ (0) = T 0 . Then τ (t) = Q(exp(t g(T 0 ))) * T 0 Q(exp(t g(T 0 ))) = R(exp(t g(T 0 )))T 0 R(exp(t g(T 0 ))) −1 , or, in other words, τ (t) = F (T 0 ) where f (x) = exp(t g(x)).
We now describe Toda vector fields in bidiagonal coordinates. Proposition 4.4 Let X(T ) = [T, Π a g(T )] be a tangent vector field to T Λ . Then, in π-bidiagonal coordinates, X(Λ, β π 1 , . . . , β π n−1 ) = n−1 i=1 (g(λ π i+1 ) − g(λ π i ))β π i ∂ ∂β π i or, using the matrix B π , X(B π ) = [g(Λ π ), B π ]. Said differently, the differential equation d dt τ = X(τ ) in π-bidiagonal coordinates becomes d dt β π i = (g(λ π i+1 ) − g(λ π i ))β π i .
Proof: Write ψ π (τ (0)) = (β π 1 , . . . , β π n−1 ). From propositions 4.2 and 4.3, ψ π (τ (t)) = e (g(λ π
2 )−g(λ π 1 ))t β π 1 , . . . , e (g(λ π n )−g(λ π n−1 ))t β π n−1 and the result follows by taking derivatives.
For each permutation π, the vector fields ∂ ∂β π i form a basis on U π Λ of smooth commuting tangent vector fields. Thus, every matrix T ∈ T Λ is in the interior of the domain of some such basis and, more, such flows trespass lower dimensional faces. We present related vector fields Z π i in Lax pair form. Given π, let g π 1 , . . . , g π n−1 be functions satisfying g π i (λ π j ) = 1 if j > i and 0 otherwise (here λ π i = λ π(i) ). For unreduced T , set
Theorem 4.5 The vector fields Z π i extend smoothly to U π Λ and form a basis for the tangent space to T Λ at these points.
Proof: From proposition 4.4, the vector field b i Z π i = [T, Π a g π i (T )] when written in bidiagonal coordinates becomes b i Z π i = β π i ∂ ∂β π i = (0, . . . , β π i , . . . , 0).
The off-diagonal coordinate b i is a smooth function of β π 1 , . . . , β π n−1 which equals 0 if and only if β π i does, since T = R π B π R −1 π (in the notation of section 3). More, from lemma 4.1, wherever b i = 0, the gradient of b i (or, more precisely, of b i • φ π : R n → R) is nonzero and β π i /b i is a smooth function on U π Λ which is never equal to 0. Thus the vectors Z π i = β π i b i ∂ ∂β π i form a smooth basis on U π Λ .
