Abstract Model selection is a crucial issue in machine learning and a wide variety of penalisation methods (with possibly data-dependent complexity penalties) have recently been introduced for this purpose. However, their empirical performance is generally not well documented in the literature. It is the goal of this paper to investigate to which extent such recent techniques can be successfully used for the tuning of both the regularisation and kernel parameters in support vector regression (SVR) and the complexity measure in regression trees (CART). This task is traditionally solved via V-fold cross-validation (VFCV), which gives efficient results for a reasonable computational cost. A disadvantage, however, of VFCV is that the procedure is known to provide an asymptotically suboptimal risk estimate as the number of examples tends to infinity. Recently, a penalisation procedure called V-fold penalisation has been proposed to improve on VFCV, supported by theoretical arguments. Here, we report on an extensive set of experiments comparing V-fold penalisation and VFCV for SVR/CART calibration on several benchmark datasets. We highlight cases in which VFCV and V-fold penalisation provide poor estimates of the risk, respectively, and introduce a modified penalisation technique to reduce the estimation error.
Introduction
Learning algorithms generally depend on a small number of real-valued or discrete parameters such as the size of a tree in hierarchical methods, the stopping criteria in boosting algorithms or explicit regularisation/smoothing parameters. These parameters naturally determine the complexity of the output function, and by doing so, also strongly influence generalisation ability. In a general sense, the more ''complex'' the learnt function is, the more likely it is to overfit to the data. On the contrary, a simple predictor will be suboptimal if the data is informative with regard to the learning problem. From the model selection point of view the challenge consists in selecting values of the parameters of interest with a theoretical risk as small as possible. From a global perspective, there exist essentially two major approaches to model selection: methods related to data-splitting, with cross-validation [1] and its variants, and methods related to penalisation of the empirical risk (that obtained on the training set), with in particular the Structural Risk Minimisation principle [36] . Penalisationbased approaches aim to approximate the ideal model by adding a penalty or complexity-based term to the empirical risk, generally based on theoretical arguments (i.e. on probabilistic distribution-free upper bounds for the excess of risk). V-fold cross-validation (VFCV in abbreviated from) is widely used in machine-learning practice due to its (relative) computational tractability and empirical evidence of its good behaviour. However, there is little theoretical justification concerning VFCV [3] and the question of an automatic choice of the parameter V remains widely open [7] . On the other hand, penalisation procedures generally suffer from two possible drawbacks, despite the fact that they are theoretically well founded: either they are designed in a simplified framework and thus are not robust to complex situations (typically the case for Mallows' C p in regression [25] ), or they are of general purpose, as for instance the so-called Rademacher complexities [4] , but are inaccurate in many cases. To refine Rademacher penalties, several authors proposed localisation techniques, giving rise to local Rademacher complexities [22] , but these more accurate capacity functions are essentially of theoretical interest and cannot be used in practice due to the presence of unknown constants in their definition.
Combining both the robustness of cross-validation estimates and theoretical guarantees of penalisation procedures, a new type of general purpose penalisation procedures, called V-fold penalisation, has been recently proposed [2] . Both empirical and mathematical evidence of its efficiency have been shown in a heteroscedastic with random design regression framework, when considering the selection of finite-dimensional histogram models. While the selection of regressograms studied in [2] is convenient for theory since it allows precise mathematical investigations and is, however, general enough to show some relevant complex phenomena, we investigate in this paper the behaviour of V-fold penalties, and compare it to VFCV, for the tuning of the hyperparameters involved in the Support Vector Regression algorithm (SVR, [13] ) and Classification and Regression Trees (CART, [6] ) for regression. Indeed, these algorithms are two of the most extensively used regression tools in a wide variety of areas and the choice of efficient hyperparameters is known to be a decisive step of the learning process to attain good generalisation performance. Model selection for SVR has been addressed by several authors and many attempts, theoretically well founded, have been proposed to answer this problem, among which: estimation of the hyperparameters from the data and the level of noise [11, 23, 33] , leave-oneout bounds for SVR [10] . However, methods based on resampling procedures for the evaluation of the risk of each model have been proven to be significantly better than most of the other proposed automatic procedures [11, 28] and VFCV is generally the chosen method in practice [34] . For CART regression, the issue of model selection has not received as much attention, however, [17] provides a theoretical validation of the standard CART pruning criterion. In this paper, our aim is to study V-fold penalisation for model selection and give insights into situations when one can improve on VFCV in practice. Particularly, the comparison of V-fold penalisation with VFCV on the problem of SVR and CART calibration takes importance, due to the highlighted relevance of VFCV in this central issue.
The remainder of this paper is organised as follows: Sect. 2 describes the statistical framework related to model selection for kernel SVR and CART. In Sect. 3, we recall VFCV and related works, we introduce V-fold penalisation and our improved penalisation approach in Sect. 4 . Experiments are addressed in Sect. 6, and conclusions are presented in Sect. 8.
Background and preliminaries
As a first go, we outline the statistical setting of the model selection we shall subsequently study (generally referred to as the distribution-free regression setup). Here and throughout, a column vector is written in bold lowercase e.g. x. Let X Â Y be a measurable space endowed with an unknown probability measure P, with Y ¼ R. X is called the input space and is usually a compact subset of R d , d ! 1, and Y is the target space. We observe n i.i.d. labelled observations or examples S ¼ f x 1 ; y 1 ð Þ; . . .; x n ; y n ð Þg & X Â Y. Furthermore, X; Y ð Þ denotes a generic random variable, independent from the data S, drawn from P. Let S be the set of all measurable functions s : X ! Y mapping from the input to target space. In the present paper, focus is on the mean absolute deviation:
The regression task can thus be rewritten in these notations as finding minimum of the so-called least absolute Bayes loss s Ã , defined by:
LðsÞ:
Support vector regression
The SVR prediction function is of the form f ðxÞ ¼ hw; xi þ b where w 2 R d is a weight vector and b is a constant. In this case, one is interested in errors greater than a user-defined value 2 R þ (known as the -insensitive loss). Hence, the optimisation task can be written as:
where n i and n 0 i are slack variables, and C is a user-defined trade-off between minimising the norm of the weight vector w (which can be seen as regularisation) and penalising errors greater than . A high value of C thus corresponds to a low regularisation level and the objective becomes then closer to that of minimising the empirical risk. The value of affects the number of Support Vectors (SV's in short), with larger values resulting in fewer SV's. In a slight abuse of notation, minimum values of w and b form a prediction function t. The SVR algorithm is often performed using kernels to model non-linear functions, where a kernel function j : XÂX !R is used to find the inner product of the transformation of the input space X into its associated Reproducing Kernel Hilbert Space (RKHS), denoted by H j . Note that j can be written in terms of a transformation / from input to kernel space u; v h i H j ¼ /ðuÞ; /ðvÞ h i¼ jðu; vÞ. Kernel functions usually depend on one or a few hyperparameters, e.g. polynomial, Gaussian Radial Basis Function (RBF) and sigmoid kernels [31] . The Gaussian RBF kernel is one of the most commonly used kernels and Boser, Guyon and Vapnik suggested its widespread use [5, 18, 35] . In the experiments described in Sect. 6, we therefore consider the Gaussian RBF kernel,
which depends on one real-valued positive parameter c. In the following, we denote the Gaussian RBF kernel j c , c 2 R þ . The optimal value of the regularisation parameter C can significantly change, and depends on the data. To ensure the performance in prediction of the SVR algorithm, the regularisation parameter, as well as the kernel, should thus be calibrated in each application. Formally, the question to be addressed is to find the best parameters c; C; ð Þin terms of prediction. We thus aim at estimating the oracle, which is the model with the smallest risk, [where t c; C; ð Þis the SVR learnt using parameters c; C; ], arg min
which is unknown since it depends on the law P of data and which optimises the least squares error.
CART regression
Another important algorithm for regression is CART in which one learns a tree like the one exemplified in Fig. 1 .
To regress a new example x, it is filtered down to a leaf node via a decision at each link and then assigned a real number target. In the illustration, if the first feature of x, x ð1Þ h 1 , for some threshold h 1 , then it is labelled 0:0. Similarly, if x ð1Þ [ h 1 and x ð2Þ [ h 3 then the example is labelled À0:3. Regression trees have been successfully used in a variety of applications such as vector quantisation [12] , meteorology [9] and medicine [37] for example, and have the crucial advantage of being easy to interpret and easy to compute.
To construct a regression tree, one starts with the root node which contains all of the training examples S 0 ¼ S. One then decides how to split the examples based on a feature k and a threshold h. Given a choice of these values, the left child contains the examples S L ¼ fðx; yÞ 2 S 0 j x ðkÞ hg and the right one is S R ¼ fðx; yÞ 2 S 0 j x ðkÞ [ hg. The optimal feature-threshold pair k Ã ; h Ã is found by minimising the squared error of the split, i.e. k Ã ; h Ã are found using:
where
y are the mean labels for the left and right nodes and hence, ðy À l S 0 Þ 2 is the squared error between y and the mean label. A simple way to solve this optimisation is to iterate through each feature and threshold and choose the one with the lowest objective value. After splitting on the root node, one recursively splits on the resulting child nodes until no more splits are possible, i.e. a node contains fewer examples than a user-defined value '. Following the growing phase, one prunes the resulting tree as smaller trees have been shown to improve generalisation error. In CART, one uses an approach called cost complexity pruning which generates a series of trees pruned from the original tree and then selects one of the trees in the sequence. For the ith node in the unpruned tree which contains examples S i , one computes the error if the tree was pruned at that node and compares it to the error if the subtree starting at that node R i is kept. The difference in these errors divided by the number of leaves of the subtree gives an indication of the error difference per leaf, i.e.
in whichLðS i ; R i Þ is the squared error of a set of examples S i using subtree R i ,R i is the root of R i , and jR i j l is the number of leaves in R i . In simple terms, the higher the value of a i , the bigger the reduction in error of the subtree per leaf. One can compute a i for all nodes in the tree and hence, if we prune nodes with a i greater than a threshold r 2 fa 1 ; . . .a jTj g, where jTj is the number of nodes in the tree, we obtain a sequence of trees which decrease in size as r increases. Instead of choosing r directly in the model selection stage, we pick a threshold t and choose the largest tree smaller or equal in size to t. Therefore, as before, the model selection task can be written in terms of search for the parameter t. We aim at estimating the oracle [where f t ð Þ is the decision tree learnt using parameter t],
Estimating the oracle is a model selection task, each model being represented here by a fixed value of t, where penalisation is a natural way to proceed, as explained in Sect. 4 below. However, let us first briefly recall the method which is usually employed for model selection, namely V-fold cross-validation.
V-fold cross-validation
The idea of cross-validation for model selection is to estimate the risk of the considered estimator on each model using a repeated data-splitting scheme, and then to select the model that minimises these estimates of the risk. The fact that data-splitting strategies give accurate estimates of the risks only relies on the independence between each training and testing set. Consequently, the interest of CV is that it is based on a heuristic that can be applied with great universality. Many data-splitting rules have been proposed, such as leave-one-out (LOO, [1] ), leave-p-out (LPO, [32] ), balanced incomplete CV (BICV, [32] ), repeated learning-testing (RLT, [6] ). V-fold crossvalidation (VFCV) was introduced by Geisser [16] , see also [6] as a computationally efficient alternative to LOO cross-validation. We will consider primarily VFCV, which is certainly the most commonly used cross-validation rule in practice. Moreover, it is generally the procedure which is considered for the calibration of the SVR hyperparameters [20, 34] . In VFCV, the examples are partitioned into V subsamples of n=V examples each (with a maximal deviation of one) B 1 ; . . .; B V . At the jth fold, one trains on S n B j and then evaluates the error on B j , and one averages the errors over all V folds. For model selection, this is repeated over a grid of parameters to select those with the lowest error. Despite the generality of the heuristic underlying the procedure, there are two drawbacks in the V-fold cross-validation method for model selection. First, at a fixed V, the procedure is known to be asymptotically suboptimal in the sense that the risk of the selected estimator is not equivalent to the risk of the oracle when the number of data tends to infinity. More precisely, [2] shows in a heteroscedastic with random design regression framework that VFCV with fixed V satisfies an oracle inequality with a constant A [ 1 which relates the excess risk of the selected model to the excess risk of the oracle, and that this suboptimal constant cannot be improved asymptotically. The keystone of such a result is that at a fixed V, the VFCV criterion is biased compared to the true risk [8, 30] . Indeed, since the validation sets are independent of their respective training sets, the expectation of the VFCV criterion can be related to the expectation of the true risk E½crit VFCV s Q ð Þ for a learner s with parameter set Q 2 Q as follows,
where s ½À1 Q ð Þ is the output of the learner trained with
is the learner trained with S n B j , and L ðjÞ S is the loss with respect to the partition B j of S. Since the true risk generally decreases with more data, it appears that the expectation of VFCV criterion roughly overestimates the expectation of the true risk, and that this bias should be decreasing whenever V increases. The previous observation suggests that, to mimic the oracle in terms of performance in prediction, one should take a V which is as large as possible. This is where appears the second drawback concerning VFCV: there is no rule in practice to choose the optimal V. Indeed, the best CV estimator of the risk is not necessarily the best model selection procedure, and [7] highlights that LOO is the best estimator of the risk, whereas 10-fold cross-validation is more efficient for model selection purpose. This can be explained by the fact the bias in the VFCV estimation of the risk is actually an advantage for model selection with a few or medium number of examples, contrary to the asymptotic framework. Indeed, as claimed in [2] , a slightly over-pessimistic estimation of the risk, as in VFCV, gives for a fixed number of observations a more robust model selection procedure and roughly contradicts the bad effects of the variance of risk estimation.
V-fold penalisation
Penalisation is a natural strategy for the task of estimating the oracle s Q Ã ð Þ. Indeed, the definition of the oracle can be rewritten as the sum of the empirical loss and an unknown term, which is thus an ideal penalty in the sense that it allows one to recover the oracle:
in which sðQÞ is a function mapping from input to target space under hyperparameters Q, and the ideal penalty is as follows,
Hence, penalisation aims at mimicking the oracle by selecting for a known penalty function, the estimator arg min
A good penalty in terms of prediction is one which gives an accurate estimate of the ideal penalty pen id . The central idea of V-fold penalties proposed in [2] is to directly estimate the ideal penalty by a subsampled version of it.
For some constant
and so the corresponding selected hyperparameters are given by arg min
where D is a discrete grid upon the set Q. The V-fold penalty indeed mimics the structure of the ideal penalty, in such a way that the quantities related to the unknown law of data P (respectively, to the empirical measure P S ) are replaced by quantities related to the empirical measure P S (respectively, to the subsampling measures P ðÀjÞ S ), in the same analytic manner. The design of the V-fold penalties is thus an adaptation of Efron's resampling heuristics [14] to the subsampling scheme of the V-fold procedure. It has been shown in [2] by considering the selection of regressograms in a heteroscedastic regression framework that V-fold penalisation with C V ¼ V À 1 is asymptotically optimal for a fixed V, whereas in this case, VFCV is asymptotically suboptimal, due to its bias on the estimation of the risk. Moreover, the choice of C V ¼ V À 1 in the definition of the V-fold penalty corresponds to the Burman's corrected VFCV criterion [8] . Therefore, we use in our experiments C V ¼ V À 1 although we also explore different values. Another advantage, highlighted in [2] , of V-fold penalisation, compared to VFCV, is that it seems to be more regular with respect to the choice of V. At a heuristic level, this can be explained by observing that since V-fold penalisation corrects the bias of VFCV, it is only variability of V-fold estimates that matters here, a variability which is smaller for a larger V. Finally, it should be noted that the constant C V in the definition of the V-fold penalty can be viewed as a degree of freedom, which potentially allows to deal with the bias of the proposed risk estimation, without varying the value of V, contrary to VFCV where only V fixes simultaneously and in a tricky manner, the bias and variance of the risk estimation. In [2] it is shown that choosing C V to overpenalise (i.e. pen VF is larger than pen id even in expectation) can improve prediction performance when the signal-to-noise ratio is small. The choice is a difficult one; however, and according to the empirical results on synthetic datasets, it depends on the sample size, noise level and smoothness of the regression function.
A complexity-based selection of C V
In practice, as we shall later see, for a fixed training set and V, the approximate penalty as given by pen VF often poorly approximates the ideal penalty and it cannot be improved by varying the penalisation constant C V . Rather, the penalty should vary according to the complexity of the model which in turn depends on the parameters. To study further the problem, we analyse the pen VF criterion relative to the ideal penalty. Consider the first term in the sum of pen VF 
and the term inside the square brackets is the empirical expectation of the error on the test set minus the error on the training set. If we relate these two losses to those of the ideal penalty, one can say that this an approximation of the ideal penalty using ðV À 1Þn=V examples since the loss term on the right side is computed over S n B j . A variety of error bounds have the penalty proportional to a complexity measure and inversely proportional to the number of examples to some power of a learning rate bðQÞ (see [24] for example). In other words, for a learner s with parameters Q, we consider the following form of the penalty:
where DðQÞ is the complexity of sðQÞ, bðQÞ is a learning rate, C V =V is the proportionality constant, and we have replaced the square bracketed term in pen VF with DðQÞ=ðnðV À 1Þ=VÞ bðQÞ . A learning rate of 0 implies a large penalty and that we have overfitted the data and hence, for a fixed V and sample size we do not learn anything (in other words one predicts on a test set randomly). As the sample size increases, one continues to overfit and hence the penalty term is C V DðQÞ=V regardless of the sample size. In contrast when bðQÞ ¼ 1, the penalty is small, and rapidly decreases with the sample size, and also with V. A limit of 1 for bðQÞ is natural for the learning rate since this is the bound often used in complexity bounds.
The ideal penalty has the form DðQÞ=n bðQÞ for n examples and hence, we would like to choose C V in Eq. 6 so that 
and solving gives C V ¼ ðV À 1Þ bðQÞ =V bðQÞÀ1 . A learning rate of 0 which occurs with complex models (e.g. large decision trees) implies C V ¼ V and similarly for small models where bðQÞ ¼ 1 we have C V ¼ V À 1 as suggested asymptotically above. In this latter case, we recover exactly the value of C V suggested in [2] . On the whole, pen V ðQÞ is an estimation of the ideal penalty using pen VF and the model complexity DðQÞ. It remains to consider how one computes the learning rate. We equate Eq. (6) with pen VF and then taking logs results in logðpen VF ðQÞ=C V Þ equal to À logðVÞ À bðQÞ logðnðV À 1Þ=VÞ þ logðDðQÞÞ:
One finds the gradient of logðpen VF ðQÞ=C V Þ þ logðVÞ versus logðnðV À 1Þ=VÞ for a selection of different V values whilst fixing Q and n, to find the learning rate bðQÞ. Whilst this approach is more rigorous than V-fold penalisation it requires approximately r times more computation, where r is the number of values of V used to compute learning rates. In practice, however, we shall see that the approach is more useful when the number of training examples is small.
Experimental setup
We study the behaviour of VFCV and V-fold penalisation on a collection of benchmark datasets. Notice that simulation studies comparing V-fold penalisation and VFCV are conducted in [2] . We use the scikit-learn library in Python [29] to generate the output of the RBF SVR and CART algorithms.
In total, ten datasets from the UCI machine-learning repository [15] and DELVE [27] are used. Each dataset is split into 100 training and test realisations/sets after being processed so that the examples and labels have zero mean and unit standard deviation. Details are provided in Table  1 . When comparing model selection algorithms, a statistically significant improvement of one method over another is such that the mean error is greater using a Wilcoxon signed-rank test [38] . For the Wilcoxon signed-rank test, we take the sample of errors over all realisations for two methods, then compute a p value and reject the null hypothesis that the means are equal, if p\0:01. In all experiments, we use the mean absolute error, i.e. for a prediction function f : X ! Y, the error is 1 n P n i¼1 kf ðx i Þ À y i k 1 .
Model selection
In all of the following experiments, we use a grid to approximate the set of hyperparameters. The SVR penalty is chosen as C 2 f2 À10 ; 2 À8 ; . . .; 2 12 g, the kernel width as c 2 f2 À10 ; 2 À8 ; . . .; 2 2 g, and 2 f2 À4 ; 2 À3 g. More sophisticated ways of searching in the hyperparameter space actually exist, such as the iterative process derived from the so-called active sets method and used in [11, 19, 28] to walk along the entire path of the SVR: c is fixed and all values of C are considered. Others heuristics involve e.g. genetic algorithms [21] , local search methods [26] . However, some degeneracies can occur and so, a search on a grid should be more stable. Moreover, the grid-search has also the advantage of being easily parallelised, because each value of c; C; ð Þ is independent from the others. In the case of CART regression, we pick the bound on the tree size t from f2 1 À 1; round ð2 1:5 À 1Þ; . . .; 2 7 À 1g. An important characterisation of the model picked during the selection phase is its complexity. In all of the model selection techniques, we choose a set of parameters over nðV À 1Þ=V examples; however, the final predictor is training using all n examples. Ideally, we would like the complexity to be identical in both model selection and whilst training using all examples, since the penalty is a function of complexity (Eq. 6). For the SVR, the norm of the weight vector is the measure of complexity used in error bounds (see [34] ). For this reason, we compute the mean norm of the SVR weight vector kwk, for each value of C; c; used in model selection and store kw Ã k, the norm corresponding to the lowest error, as well as the corresponding values c Ã ; Ã . When we train using all n examples, we again compute kwk's corresponding to each value of C, for c Ã ; Ã , and choose C with corresponding norm closest to kw Ã k. In the case of CART trees, we can be slightly more direct: for the optimal bound on the tree size, t Ã , we compute the real mean tree size found during model selection and round to the nearest integert. The value oft is then used to train over all n examples.
Primary setup
To test the model selection techniques, we take random training subsamples of either 50, 100 or 200 examples of the learning sets to observe model selection on a limited number of examples. Furthermore, we test using 2; 4; . . .; 12 folds. Model selection is performed using each subsample and then SVR or CART is trained using the optimal parameters and the entire subsample. This is repeated for each realisation and results are averaged over the entire set of realisations. As well as recording the error obtained using model selection over the realisations, we also store the difference between the ''ideal'' and approximated penalty. This former quantity is computed simply as the difference between the V-fold penalty and the penalty as computed using the test set. All results for V-fold penalisation are evaluated with C V ¼ ðV À 1Þa with a 2 f0:6; 1:2; . . .; 1:6g being the multiplier for the penalisation. We denote the types of model selection methods as: VFCV, V-fold penalisation (PenVF) and V-fold penalisation using a learning rate (PenVF?).
For the PenVF? method, one needs to compute learning rates for each model (set of parameters). We use the same training sets as above and vary V from the set f2; 3; . . .; 12g. The quantities logðpen V ðQÞÞ þ logðVÞ versus logðnðV À 1Þ=VÞ are computed and the gradient, found using linear regression, provides bðQÞ which in turn is used to calculate C V ¼ ðV À 1Þ bðQÞ =V bðQÞÀ1 . As this estimation of bðQÞ can be unstable especially with small training sets we clip its value to lie within the valid range ½0; 1.
Experimental results

Comparison of penalisation and VFCV with V ¼ 2
We start by studying the SVR results in Table 2 which show errors for all datasets when V ¼ 2, a ¼ 1:0. We consider V ¼ 2 in this case since it is the smallest and hence most biased value of V and provides the greatest distinction between the model selection methods. The value of a ¼ 1:0 represents the theoretical optimal; however, we explore the variation of this parameter in Sect. 7.3. For PenVF? many of the results are comparable to VFCV when we also consider the standard deviations. As the same time, PenVF? does not always improve upon PenVF. In contrast, PenVF can perform significantly worse than both VFCV and PenVF?, for example with abalone, winequality-red and winequality-white. Also of note is that the difference in error between VFCV and PenVF does not improve with m ¼ 200 with abalone for example: it is 0:08; 0:089; 0:089 with m ¼ 50; 100; 200.
Also shown at the bottom of Table 2 is the equivalent CART result. It is evident that error rates are generally worse than the SVR with the exception of pumadyn32nh. Also, we see that penalisation provides a larger advantage relative to VFCV in this case. One explanation is that CART is more sensitive to its hyperparameters. We observe that PenVF? is equivalent or improves over VFCV in nearly every case, and there are 5; 7; 7 wins for m ¼ 50; 100; 200, respectively. Again, we see that PenVF performs poorly with abalone, winequality-red and winequality-white. Table 3 shows the results of the Wilcoxon signed-rank tests to compare PenVF with a ¼ 1:0 and PenVF? with VFCV. Consider first the SVR results. Here, we see that there are no statistically significant differences between tenfold CV and PenVF?. Indeed, results indicate that as V increases both of the penalisation methods and VFCV become more similar. PenVF fares worse against VFCV: we see more wins relative to PenVF? but at the same time more losses. Our later analysis will shed light on why this is the case. We also compared the ''ideal'' model, in which the test set is used during model selection, with VFCV and found that one can gain improvements every case.
Wilcoxon test comparison with VFCV
The CART results at the bottom of Table 3 show that for V [ 4 penalisation is at least as good as VFCV and improves upon it in several cases. We have already examined the V ¼ 2 case and with V ¼ 4 we see improvements in 3; 2 and 1 cases for PenVF? for m ¼ 50; 100 and 200. The performance of PenVF is on the whole better in this case although improvement diminish when V increases. With the ideal errors we see again that using the test set enables us to improve over VFCV in every case.
Optimal penalisation constant is dataset dependent
To discover the effect of overpenalisation, observe Fig. 2 which shows the errors on two datasets as a varies when V ¼ 10. The effect of a is clearly dataset dependent: on abalone observe that the error tends to decrease with the SVR with more penalisation, and hence a slight amount of overpenalisation (a ¼ 1:2) is recommended. In contrast, overpenalisation increases the error with slice-loc. In total, five of the datasets benefited from overpenalisation and three improved with underpenalisation. With pumadyn and parkinsons-total, a value of a ¼ 1:0 as predicted by the theory gave optimal results. Results were similar with CART except that seven of the datasets benefit from underpenalisation. Notice that as sample size m increases the choice of a becomes less important since estimates of error for each model are more reliable and the penalty terms become small. We noticed that with CART, VFCV consistently underestimates the tree size, whereas PenVF chooses larger sizes in general and this can be an advantage or disadvantage depending on the variation of error with t. Also observed is that as expected VFCV provides a pessimistic error compared to the ideal case and PenVF is generally more accurate than VFCV, however, as in model selection since we pick the model with the lowest error, this does not always translate into the best predictor. Table 3 Number of statistically significant losses (left block), draws (middle block) and wins (right block) against standard errors for CV and across different numbers of folds using a ¼ 1:0. The sample size m is 50 (top), 100 (middle), and 200 (bottom). As V increases, the penalisation methods become more similar to VFCV. In particular for CART, when V [ 4 penalisation is identical to VFCV 7.4 On the estimation of the ideal penalty Next, we study the approximated penalty and how it differs from the ''ideal'' penalty in the case of CART with V ¼ 2, see Fig. 3 . Notice that the curves for PenVF and PenVF? are shorter than the ones for the ''ideal'' penalty since only half of the examples are used for training, limiting the tree size. The PenVF method diverges from the ideal case when we grow large trees, but is close to the ideal case for small trees. This change occurs with relatively small trees: size 4 with m ¼ 50 and size 11 with m ¼ 100. This pattern was observed with most of the datasets. When we looked at a greater number of folds, PenVF was close to the ideal penalty. In contrast, PenVF? does not diverge as the tree size increases, however, it seems to slightly overestimate the penalty.
The question remains about which cases PenVF improves over VFCV for low values of V for CART. Figure 4 demonstrates that the error estimation for PenVF is generally optimistic as model size increases. With abalone for example the optimal tree was of size 7 nodes; however, PenVF chooses one of size 22. In contrast, on some datasets, large trees did not overfit the test set and hence, in these cases PenVF can perform better than VFCV. This also sheds some light on Fig. 2 where we see that overpenalisation helps in some cases but not in others. PenVF? provides the best estimate of the error in general, however, it also results in a larger tree size than the ideal case.
Extended setup
In this final set of experiments, we explore further the distinction between penalisation and VFCV with CART by considering m ¼ 500 and using the same set of folds as in SVR, abalone SVR, slice-loc CART, slice-loc CART, winequality-white (a) (b) (c) (d) Fig. 2 The variation in error with a for some sample datasets with V ¼ 10. With abalone and the SVR, and winequality-white with CART overpenalisation improves results, however, it makes them worse with slice-loc for both the SVR and CART the original setup, see Table 4 . The interesting figures in this case are those corresponding to twofold and fourfold in which we see that PenVF? wins for 9 and 4 datasets, respectively, and PenVF wins for 6 and 5 datasets. This points to the efficacy of the penalisation methods with low values of V even on relatively large training samples. Note in this table that with parkinsons-motor and sliceloc one cannot improve upon VFCV using the test set with V [ 4.
Key points
Our experimental analysis has painted a detailed picture of penalisation versus cross-validation for model selection.
The bias in VFCV is evident with small values of V and small training sets, and we observed that as V and the training set sizes increase the model selection methods become more similar. With the SVR, PenVF makes a number of loses relative to VFCV and these losses are nearly all corrected with our modified penalisation Pen-VF?. Penalisation is more effective in general with CART: when V [ 4 both PenVF and PenVF? are at least as good as VFCV, and for V ¼ 2, PenVF? is as good as VFCV and improves over it in many cases, winning 7; 8; 9 times for m ¼ 50; 100; 200 examples. In contrast, PenVF is more variable in comparison to VFCV and one reason for this is that it underestimates the penalty to a large degree with large models. On some datasets, larger trees did not increase the error and hence, in these cases PenVF performs well. In general, PenVF? provides a better approximation of the ideal penalty compared to PenVF. The most striking results were with CART and V ¼ 2 in which we saw that PenVF? improves over VFCV in 9 out of 10 cases with m ¼ 500 examples.
Conclusions
Model selection is a critical part of machine learning as it can dramatically affect generalisation performance. In practice, cross-validation over a grid of parameter values is often used, and it has been shown to be very effective in a variety of cases. We studied V-fold penalisation which is a general purpose penalisation procedure that aims at improving on VFCV by correcting its bias and is proved in [2] to be asymptotically optimal in a histogram regression setting. V-fold penalisation is simple to implement and the (a) m =50 (b) m =100 Fig. 3 The variation in penalty for CART in the ''ideal'' case (i.e. using the test set) relative to PenVF a ¼ 1:0, and PenVF? with V ¼ 2 and abalone. PenVF? estimates the ideal error well across a range of t's, whereas PenVF underestimates it for large t penalised error can be computed using the same predictions as cross-validation and hence at negligible additional computational cost. Furthermore, we propose an improvement of penalisation, called PenVF?, which takes into account learning rates to correct underpenalisation with large models. We conducted an extensive empirical investigation into VFCV and V-fold penalisation over a collection of ten well-known benchmark datasets using an SVR with the RBF kernel and CART. With low values of V, penalisation can provide an advantage over VFCV but this advantage rapidly diminishes as V increases. Furthermore, in some cases, penalisation fared worse than cross-validation. When we compare the penalty with the ''ideal'' penalty, we observed that PenVF underestimates the penalty with large models and PenVF? improves penalty estimation in these cases. Hence, there is no fixed overpenalisation constant even for a particular dataset, but rather the penalisation should vary with model complexity as with PenVF?. 8  10  12  2  4  6  8  10  12  2  4  6  8  10  12   PenVF+  0  0  0  0  0  0  1  6  8  9  8  10  9  4  2  1  2  0   PenVF  2  0  0  0  0  0  2  5  7  8  8  10  6  5  3  2  2  0   Ideal  0  0  0  0  0  0  0  0  2  2  2  3  10  10  8  8  8  7 
