A gradient method for general valence bond wave functions is presented. The electronic energy is used as a Lagrange multiplier. The derivatives of the normalization and of the first-and second-order cofactors present in the energy expression have to be evaluated, giving rise to first-, second-, and third-order cofactors. This evaluation is done using an extension of methods described previously. The use of gradients is illustrated with some calculations on organic molecules, viz. ethene, 1, 4-butadiene, and benzene.
INTRODUCTION
Analytical gradients have become very important in quantum chemistry. The availability of the gradient of the energy with respect to the nuclear coordinates makes the search for minima and saddle points in the potential energy surface much easier. The gradients therefore help to get insight into the structures of molecules and their reactions. Furthermore they are needed in the evaluation of responses to, for example, electric or magnetic fields, and they simplify the evaluation of force constants.
For orthogonal methods the pioneering work of Pulay [1] [2] [3] has been important. Other developments can be found in a book by Yamaguchi, Osamura, Goddard, and Schaefer. 4 In general the methods described in these works do not work for nonorthogonal valence bond ͑VB͒ models. claim to be able to calculate the gradient for their CASVB 8 wave function of the spin-coupled type. 9 However, they do not show how the different restrictions on the VB wave function, as compared to multiconfiguration self-consistent field ͑MCSCF͒, are taken into account in the Lagrangian needed for the gradient evaluation. They also do not give examples of the use of gradients. Moreover these wave functions are limited VB wave functions. In a letter 10 we have described the use of a Lagrange multiplier to evaluate the gradient for very general valence bond ͑VB͒ wave functions. In this paper we will give a more elaborate description of the calculation of VB gradients, including the calculation of the higher order cofactors, and the way we implemented it into the TURTLE 11 -GAMESS-UK 12 program package. The method will be illustrated with VB calculations on some organic molecules, using three valence bond models. In our previous letter we have already shown that the method gives correct results for the HF molecule, using classical and breathing orbital VB calculations.
Further methodological work might deal with the improvement of the algorithms for the evaluation of the gradients, and the development of analytical second-order derivatives. For the latter the current methods have to be extended, and coupled VB equations have to be defined.
METHOD

Hellmann-Feynman
For exact wave functions the Hellmann-Feynman 13, 14 theorem states that the derivative of the energy with respect to a nuclear coordinate x equals the expectation value of the derivative of the Hamiltonian,
When the wave function is expanded, using expansion parameters c, this theorem still holds if ‫ץ‬E/‫ץ‬cϭ0, or when ‫ץ‬c/‫ץ‬xϭ0. The first is the case for completely optimized wave functions and the second for wave functions where some, or all, of the coefficients are frozen. This can be seen when we write the derivative of E with respect to x as a sum of two terms, dE͑x ͒ dx ϭ ‫ץ‬E͑x;c ͒ ‫ץ‬x ϩ ‫ץ‬E͑x;c ͒ ‫ץ‬c
The first term contains the direct dependence on x, the second the dependence on x through c. When ‫ץ‬E/‫ץ‬cϭ0 ͑fully optimized͒, or ‫ץ‬c/‫ץ‬xϭ0 ͑frozen coefficients͒ the second part disappears, and we arrive at
Valence bond Lagrangian
A VB wave function can in general be written as a linear combination of structures,
The structures ⌽ i , with coefficients C i , are spin-adapted linear combinations of determinants. The coefficients C i are optimized in the calculation. These determinants contain orbitals with coefficients c k , which may be completely optimized, localized on atoms or fragments, or fixed. In all these cases either ‫ץ‬E/‫ץ‬c k ϭ0, or ‫ץ‬c k /‫ץ‬xϭ0 holds. The only restriction left, that we have to take into account for the gradient evaluation, is that the wave function has to be normalized, i.e., ͗⌿͉⌿͘ϭ1. To take this restriction into account, we can make use of the Lagrange multiplier formalism. We devise a Lagrangian by adding the restriction multiplied by a Lagrange multiplier ,
The Lagrange multiplier is determined by requiring that the derivatives of the Lagrangian with respect to the structure coefficients C k and orbital coefficients c k are zero. For the structure coefficients this leads to In the orbital optimization use is made of the generalized Brillouin theorem, 15 ͗⌿͉Ĥ ϪE͉⌿ i j ͘ϭ0.
͑7͒
In this equation ⌿ is the optimized wave function. The ⌿ i j are the singly excited states, in which orbital i from ⌿ has been replaced by virtual orbital j. This means that the interaction between the wave function and singly excited states is zero for the optimal wave function. When we now consider the effect of a change in orbital i by mixing of basis function k, the change in the H-matrix element is ͗⌿͉H͉⌿ ik ͘ and the change in the overlap is ͗⌿͉⌿ ik ͘. 15 The derivative of L with respect to the coefficient of basis function k in orbital i becomes
͑8͒
When we compare this to the generalized Brillouin theorem in Eq. ͑7͒, we again find that equals the energy E. Another way to see that E is the required Lagrange multiplier is by taking the derivative of the energy expression for an unnormalized wave function,
͑9͒
When we now add normalization of ⌿ so that ͗⌿͉⌿͘ϭ1,
and use
Eϭ͗⌿͉Ĥ ͉⌿͘, ͑10͒
we again obtain
͑11͒
The only restriction we have used to arrive at Eq. ͑11͒ is the normalization of the wave function by taking the derivative of the energy of an unnormalized wave function. We can not take the derivative of the energy like we did in Eq. ͑9͒ in the general case, because very often orbital orthonormality is used as well. If, however, loss of orthonormality does not change the energy, like in self-consistent field ͑SCF͒ and complete active space self-consistent field ͑CASSCF͒, we can use the same formalism and use Eq. ͑11͒. In those cases we have to proceed in the same way we will here.
Equation ͑11͒ gives the final expression for the derivative of the energy. Now we have to evaluate the derivatives of the Hamiltonian and overlap matrix elements. Because the wave function is a linear combination of structures, which in turn are linear combinations of Slater determinants, we have to take the derivatives of the interactions between those determinants. So,
In this equation C p and C q are the coefficients of the determinant ⌬ p and ⌬ q . According to Löwdin, 16 the interaction between two determinants ⌬ p and ⌬ q is
while the overlap is
In these equations, h ik and S ik are the one-electron matrix elements for orbital i and
are the first-and second-order cofactors of the overlap matrix, which are signed minors of it. For more about cofactors, we refer to Appendix A. The orbitals in Eqs. ͑13͒ and ͑14͒ are the orbitals occupied in the determinants ⌬ p and ⌬ q . So the indices i and j refer to the occupied orbitals in ⌬ p , and the indices k and l to occupied orbitals in ⌬ q . S is the overlap matrix between the occupied orbitals of ⌬ p and ⌬ q .
When we take the derivatives in Eq. ͑12͒ for determinants ⌬ p and ⌬ q , we find derivatives of the one-and twoelectron integral matrix elements, derivatives of the determinant of the overlap matrix, and derivatives of its first-and second-order cofactors. We introduce ‫ץ‬E pq /‫ץ‬x as the contribution to the derivative of the combination of determinants ⌬ p and ⌬ q ,
There are two parts. The first part contains the derivatives of the integrals. These are provided by standard gradient packages and also appear in gradient expressions for molecular orbital ͑MO͒ methods. The new part contains the derivatives of the overlap matrix and of its first-and second-order cofactors. These terms do not appear when orthonormality is imposed, and we need to devise techniques for their evaluation. This means that we need to find the derivative of the determinant of the overlap matrix, and of its cofactors. Because cofactors are determinants themselves, we can apply the same rules for determinants and cofactors alike. A determinant can be expressed as a sum of products of its matrix elements. When we take the derivative of a product of matrix elements we have to take the derivative of one matrix element and multiply this by the product of the other matrix elements. This has to be done for all the matrix elements in the product, and the results have to be added. Another way to look at a determinant is by expanding it in its first-order cofactors ͓see also Eq. ͑14͔͒.
Now the determinant is a linear combination of matrix elements of a row ͑or column͒ times the corresponding cofactors. This shows that the weight of a certain matrix element in the determinant is given by its first-order cofactor. When we combine this with what we have stated about the derivative, we find that the derivative must be the sum of the derivatives of the matrix elements times their cofactors, like shown in the next equation,
Because cofactors are subdeterminants we can immediately write down their derivatives. The first-order cofactors of first-order cofactors are second-order cofactors, and firstorder cofactors of second-order cofactors introduce thirdorder cofactors.
As suggested in the above equations there is also a sign involved, which depends on the relative positions of the original indices i, j, k, and l with respect to r and s. The first indices refer to the original overlap matrix, while r and s should refer to the matrix where row i ͑and j͒ and column k ͑and l͒ have been removed. To keep the equations simple we will omit this sign in our equations. When we plug Eqs. ͑17͒ and ͑18͒ into ͑15͒ we arrive at the final expression for the gradient part involving determinants ⌬ p and ⌬ q ,
From the above equation it is clear that we have to evaluate third-order cofactors.
HIGHER ORDER COFACTORS
For the calculation of cofactors the algorithms devised previously, 17 for first-and second-order cofactors, have to be extended. These algorithms were based on work by Löwdin, 16 and Prosser and Hagstrom. 18, 19 An overview of the theory of determinants, cofactors, adjugates, and compound matrices can be found in a book by Aitken 20 and in Appendix A.
The calculation of the first-order cofactors is simplified by performing an L-d-R decomposition of the overlap matrix. L and R are lower and upper diagonal matrices, respectively. They have ones on the diagonal and therefore their determinant is one as well. L and R are chosen in such a way that when S is premultiplied by L and post-multiplied by R the result is a diagonal matrix d.
Because the determinants of L and R are one, the determinant of S equals the determinant of d.
Now the first-order cofactors can be calculated by using Eqs. ͑20͒, ͑A7͒, and ͑A6͒.
When the matrix S is singular, d will be as well. If the nullity of S is one, one element of d will be zero. Therefore the adjugate of d will only have one element. When the nullity is higher more elements of d will be zero and therefore the adjugate of d will be completely zero, as will the adjugate of S.
The algorithms to be used are described below for different nullities.
Nullity 0
When the matrix is not singular we can make use of the Jacobi ratio theorem ͑A9͒ and rewrite it to express higher order adjugates in terms of the compound matrices of the first-order adjugate.
So the nth-order adjugate can be expressed in terms of the nth-order compound matrix of the first-order adjugate. This implies that we have to calculate nth-order determinants of the adjugate.
Nullity 1
The Jacobi ratio theorem cannot be used when the overlap matrix is singular. In that case a different method has to be applied. We have extended the method used previously for the calculation of the second-order cofactors. 17, 21 We can change a matrix element of S according to,
S pq
Ј ϭS pq ϩt.
͑24͒
Then the determinant of S changes as
Because cofactors are determinants as well, the changes in the cofactors are similar.
This procedure can be used to eliminate the singularities by changing the zero ͑diagonal͒ element of d after an L-d-R decomposition. In the above equations a sign is introduced, in the same way as with the derivatives of the cofactors. Again this sign depends on the ordering of p and q with respect to i, j, k, l, m, and n. However, if we move the singularity to the last position of d, the sign is just plus.
To obtain the third-order cofactors for a singular matrix, with nullity 1 we have to interpolate between two values of t. We can add the third-order cofactors of SЈ for tϭ1 and t ϭϪ1, and extract the third-order cofactors of S from the result.
And so the third-order adjugate becomes
For cofactors of arbitrary order we can just replace the order of 3 in the above equation by the order required.
Nullity 2
When the nullity equals 2, two matrix elements of S have to be changed. We now introduce an extra parameter v, which changes S to SЉ, according to
The determinant then changes as
And the third-order cofactors become
͑31͒
Now we need four points to interpolate. Adding the cofactors for the points (t,v):(1,1),(1,Ϫ1),(Ϫ1,1), and ͑Ϫ1, Ϫ1͒, the third-order cofactors of S become
͑32͒
And, accordingly, the third-order adjugate is
͑33͒
Details of the practical evaluation of this equation are given in Appendix B. The higher order adjugates can again be obtained by replacing the order in the equation above.
Nullity greater than 2
When the nullity is greater than 2 the interpolation algorithm can be extended by introducing extra parameters. When the nullity is k there are also k parameters. When we take for every parameter 1 and Ϫ1 and add all the terms we get in this way we can obtain an equation for the adjugate. The number of terms is now 2 k , and we have to evaluate determinants of order n, where n is the order of the adjugates we need. Of course n must be bigger than k. When n is smaller all cofactors are zero. When k equals n we obtain the case described below.
Nullity equals the order of the adjugates "n…
When the nullity equals the order of the adjugates the evaluation can be done in an easier way, and we can extend an algorithm by Prosser and Hagstrom. 18, 19 When we write S as L
Ϫ1
•d•R Ϫ1 we can write the adjugate of S as
The determinants of L and R are one, and we can make use of Eq. ͑A5͒ to introduce the nth order compound matrices of R and L.
The nullity equals n, and therefore the diagonal matrix d has n zero elements. Because of this the nth-order adjugate has only one nonzero element. Therefore only one row of R (n) and a column of L (n) remain in the product, and the nth-order adjugate of S reduces to the product of this row and column times the only element of the nth order adjugate of d.
The above equations are general and can be used in all other cases as well. The amount of work is determined by the number of elements of the adjugate of d that remain, and by the required order.
Scaling
Because the third-order adjugate has N 6 elements, the calculation of the third-order cofactors scales with N 6 , where N is the number of electrons. The scaling of the orbital optimization involves N 4 operations for the second-order adjugates. It also involves the evaluations of the interactions between at most nN singly excited states, where n is the number of basis functions. This gives a scaling of N 6 for the gradients compared to n 2 N 6 for the orbital optimization, with nӷN. This makes the calculation of the gradients cheap compared to the orbital optimization. Note that the prefactors will be different, however.
When we compare the scaling of the calculation of the third-order cofactors to a method derived by Cooper et al. 22 we find that our algorithms are much more efficient for larger systems. In their method the first-and second-order cofactors are constructed from the third-order cofactors. This leads to the calculation of about N 6 minors. The calculation of each minor requires (NϪ3) 3 operations. This leads to a N 9 scaling for the calculation of the third-order cofactors. The scaling is more favorable for small numbers of electrons, but our algorithm is already more efficient for NϾ5.
IMPLEMENTATION
We have adapted our VBSCF 23, 24 program TURTLE 11 for the calculation of the gradients. The TURTLE program calculates the VB wave function and evaluates the first-, second-, and third-order cofactors, needed for the energy and the derivatives.
In order to calculate the gradient, Eq. ͑19͒ has to be evaluated for all combinations of determinants,
The total gradient then becomes
We can write this equation in an easier form by introducing the one-electron reduced density matrix d, the second-order reduced density matrix D, and a matrix L. The density matrices contain the added contributions for all the determinants to a specific integral derivative in Eq. ͑37͒, and to the integrals in the energy expression. So finally the derivative of the energy can be written as
This equation is similar to the equations used in orthogonal methods. [1] [2] [3] [4] The matrix L is then due to the Lagrangian. For SCF the L ik 's are simply the orbital energies, and only the diagonal elements remain. In MCSCF and CASSCF the matrix is potentially full. We can therefore use the density and L matrices from VB in MCSCF gradient routines to obtain the VB gradient. We have made use of this by integrating TURTLE with the GAMESS-UK program package. 12 
TURTLE
generates the first-and second-order density matrices and the L matrix. GAMESS then calculates the gradients, and performs the search for minima and saddle points, returning a new geometry through new integrals to TURTLE.
APPLICATIONS
To illustrate our method we have performed geometry optimizations for some organic molecules, namely ethene, 1,4-butadiene, and benzene, using two models. We already showed in our previous report 10 that the equations for the gradients are correct, by comparing analytical and numerical results for several types of VB calculations on the HF molecule, including breathing orbital VB.
Both models used for the calculations have doubly occupied sigma orbitals that are delocalized over the molecule The -systems are described with singly occupied orbitals of p character on each carbon atom. We are allowed to orthogonalize the orbitals. The p orbitals are orthogonal onto them as well, but nonorthogonal onto each other. All orbitals, and p , are completely optimized.
The difference between the two models used was that the first has p orbitals that are strictly localized on the carbon atoms, while the second model uses orbitals that are allowed to delocalize, while still being centered on one of the carbon atoms. The first model therefore corresponds to the Heitler-London 25 -type wave function for the -system, while the second model uses orbitals of the CoulsonFischer 26 type. All calculations were done using a 6-31G 27 basis set. The structures used in the calculations are shown in Fig.  1 . The ethene molecule was described with the two -electrons coupled into a singlet. For the butadiene molecule two Rumer-type spin-functions were used, where in the second one the outer -electrons were coupled into a singlet. We described benzene using the two Kekulé structures in the wave function.
The geometries were optimized to within a maximum gradient of 10 Ϫ4 . The results for the optimizations are given in Table I . Selected geometric parameters given in the table are shown in Fig. 2 .
We can see from the table that a model with localized orbitals gives longer C-C bond lengths. This is related to the fact that for a proper description of the bond ionic structures are needed. Delocalizing the orbitals also gives a better description of the bonding, and has the same effect. To see the influence of ionic structures we also performed two calculations on butadiene with local orbitals, including the ionic structures shown in Fig. 3 . We used the same orbitals in all three structures. The structures used in the two calculations are given in Fig. 3 .
The first calculation was done using the six structures in the first row of the figure, the second using all structures. The electrons denoted with a dot are coupled to singlets. The results for these calculations are also shown in Table I , and are similar to those of the delocalized calculation. The only difference is that CC 1 is a bit longer in the first calculation with ionic structures. The inclusion of all the structures fixes this. There is also a large resonance energy in the molecule, caused by the ionic structures. This is to be expected and does not say anything about the resonance between the structures in Fig. 1 . The large effect of the ionic structures can also be seen in their weights, these are 43.6% and 43.9% in the two calculations, respectively.
TIMINGS
The CPU times involved in the calculation of gradients have also been investigated. The results are shown in Table  II . The table shows the average time needed for the orbital optimization per geometric point, and the time needed for the calculation and evaluation of the gradient at each point on a 300 MHz R12K processor of an SGI Origin 2000.
The time spent on the construction of the density matrices and Lagrangian term depends on the complexity of the wave function. That means that the number of structures, the number of orbitals, and the amount of nonorthogonality determine the time needed for the gradients. When the orbital optimization becomes more time consuming because of delocalization, or less time consuming because of a simpler algorithm, the time needed for the construction of the density matrices and Lagrangian does not change. The time spent on the integral derivatives is less than the time needed for density matrices and Lagrangian, and only depends on the basis set. It is clear that the time needed for the analytical gradients is small compared to the time spent on the orbital optimization, in accordance with the remarks made about scaling. Therefore analytical gradients are very favorable compared to numerical gradients, because in the last case more orbital optimizations are needed. This implies that the gradients are relatively cheap in VB compared to orthogonal methods. In the case of the benzene molecule there is a factor of more than 100 between the time needed for the gradients and the time spent on the optimization of the orbitals.
CONCLUSIONS
We have now derived and implemented gradients for general valence bond methods. Important features of the method are that the energy is used as a Lagrange multiplier and that the derivatives of the normalization and of the cofactors present in the energy expression are needed. This leads to an evaluation of first-, and second-, and third-order cofactors.
In the total equation for the gradient the derivatives of the integrals are combined with the first and second density matrices, and the derivatives of the overlap are combined with a new term. This new term consists of first, second-and third-order cofactors combined with the energy, one-and two-electron integrals, respectively.
The gradients have been successfully used for calculations on the HF molecule and some organic molecules. Timings from the last calculations show that the evaluation of gradients is cheap compared to the work done in optimizing the wave function.
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APPENDIX A: MATRICES AND DETERMINANTS
All theory is extensively described in the book by Aitken. 
Determinants
Consider a 2ϫ2 matrix A,
͑A1͒
The determinant of A, denoted as ͉A͉, is defined as Here the summation is over all N! permutations p of the 2nd indices ␣,␤,...,v. The sign depends on the number of interchanges needed going from natural order (1,2,...,n) to the permuted order. If that number is even, the sign is plus, otherwise the sign is minus.
The following rules are important with respect to determinants:
͑a͒ The determinant does not change when:
͑i͒ the matrix is transposed; ͑ii͒ a row or column multiplied by a constant is added to another row or column. ͑b͒ When rows or columns are interchanged the determinant changes sign. ͑c͒ ͉ABC͉ϭ͉A͉•͉B͉•͉C͉ ͑d͒ The order of the determinant equals the dimension of the matrix.
Minors
The minors of B are obtained when the determinant is calculated of an n by n submatrix constructed from the original matrix by removing N-n rows and columns. The order of the minor is the dimension of the submatrix n. 
Cofactors
A cofactor is a signed minor, with sign,
The summation is over the indices of the rows i and columns j that have been removed to obtain the minor. The order of the cofactors equals the number of rows and columns removed N-n ͑opposite to the order of the minor͒. The kth-order cofactor is denoted by B (i 1 ,i 2 ,..,i k , j 1 , j 2 ,.., j k ) . The total determinant can be expressed as a weighted sum of first-order cofactors
The summation in the above equation is over an arbitrary row or column ͑in the equation over the elements of column j͒. The elements of the row or column are multiplied by the corresponding cofactor and added.
Rank and nullity
The rank of a matrix is r when all minors of order r ϩ1 are zero and at least one minor of order r is not. This rank equals the number of linear independent rows or columns, whichever is smallest. The nullity of a square matrix is defined as its dimension minus its rank.
Compound matrix
The kth-order compound matrix, denoted as A (k) , is the matrix with the kth-order minors as elements. The minors in the compound matrix appear in lexical order, with respect to the indices of the rows and columns from the original matrix appearing in the minor. So minors from row 1, 2, and 4 will appear before minors from row 1, 3, and 4.
Adjugate matrix
The kth-order adjugate, denoted as ad j (k) (B), is the matrix with the kth-order cofactors as elements. The cofactors are ordered in the same way as the minors, but now the indices come from the removed rows and columns, and the cofactors are put at the transposed positions.
Rules concerning adjugates and compound matrices
These are,
I is the unit matrix. This can be used to relate the inverse of B to its adjugate, ad j͑B͒ϭ͉B͉B Ϫ1 . ͑A6͒
Note that ad j (1) (B) means ad j(B). The adjugate of a product of matrices is the product of the adjugates, where the order is reversed,
The following relation holds for the inverse of a matrix and the inverse of its compound matrix:
The Jacobi ratio theorem relates the kth-order compound of the adjugate to the kth-order adjugate,
APPENDIX B: PRACTICAL EVALUATION
Equation ͑33͒ suggests that four third-order adjugates have to be constructed. Because of the similarity of the matrices the evaluation can be done in an easier way. We will illustrate this for the case of nullity 2; nullity 1 is easier.
We can write the third-order adjugate of the adapted matrix SЉ, with two parameters t and v, as We denote the matrix for which the nonzero elements are inverted with a tilde. Then we can rewrite the inverse of dЉ as a sum of three matrices.
The third-order adjugate now reduces to
When we now use Eq. ͑33͒ for the third-order adjugate of S and fill in the values 1 and Ϫ1 for t and v we obtain,
