I. INTRODUCTION
We are concerned with the behavior and structure of digital systems, whether of microprocessors, digital signalprocessor (DSP) cores, application-specific integrated circuits (ASIC's), or individual submodules. The transfer of data between registers in such systems needs to be regulated so as to ensure that data are current and valid whenever they are processed. The standard approach is to synchronize the entire system to a common periodic signal (the clock). Asynchronous, or self-timed, design contrasts with this approach in that the task of regulation is devolved to local control signals [11] , [40] .
In the same way that the rising and falling edges of a clock start or stop the flow of data through latches in a synchronous circuit, the transitions (not simply the levels) of local control signals regulate activity in an asynchronous circuit. In Section II, we shall look at the behavior of logic gates, in terms of how they propagate signal transitions. State Graphs will be introduced as a convenient notation for modeling this switching behavior.
Complex control functions can be realized by combining gates into burst-mode circuits or speed-independent (SI) circuits (Section III). These two classes of circuits differ in how their correct operation depends upon the relative delays along different signal paths.
When designing control circuitry, one begins by writing a specification. A variety of notations have been devised for that purpose and a selection of these will be illustrated in Section IV. Synthesis takes us from specification down to logic implementation. In Section IV, we shall also consider some of the automated computer-aided design (CAD) tools currently available.
Data processing is our concern in Section V. The problem here is to determine when the processing task has completed. We introduce and contrast the two approaches of data-bundling and delay-insensitive coding.
At a higher level of abstraction, asynchronous systems can be constructed out of modules (engaging in control and data-processing functions) and channels. Handshaking as the means of communication and synchronization between modules is central to this systems architecture, as is discussed in Section VI. Moreover, high-level algorithmic descriptions can be automatically translated into such asynchronous networks.
II. SWITCHING BEHAVIOR OF LOGIC GATES
Digital logic design is concerned with the processing of signals with discrete values, the logic levels zero and one. The basic processing element is the logic gate, which computes an output signal as a function of input signals. For example, the function computed by an OR gate with two inputs, named and , and an output, named , is 0018-9219/99$10.00 © 1999 IEEE ). An understanding of the switching behavior of logic gates is fundamental to an appreciation of asynchronous circuit design. To gain this understanding, one needs to think in terms of signal transitions, i.e., changes in level, either from zero to one or from one to zero. Fig. 1 shows two representations of a switching sequence involving an input transition followed by an output transition.
The transition of a signal can be denoted by or simply by itself. Alternatively, an up-going transition can be denoted by or by , and a down-going transition by or . A Boolean equation translates directly to a set condition, which determines when an up-going transition can occur. Its complement, the reset condition, determines when a down-going transition can occur. For example, the set and reset conditions for an OR gate might be written and , or and [28] . The class of logic gates can be extended to allow stateholding operators, in which case the reset condition can be stronger than the complement of the set condition. For example, the commonly-used C-element [32] is defined by the Boolean equation . Its output is set to one when both inputs are one, it is set to zero when both inputs are zero, and it holds its state when the logic levels of and differ. More formally, the set and reset conditions can be written as and , respectively.
A (binary-coded) State Graph is a form of finite-state machine [12] . It can be derived systematically from the set and reset conditions of a logic gate and provides a more explicit model of the switching behavior of the gate. A logic gate with inputs and one output can be modeled by a machine with states. A state is stable if: 1) the set condition is met, but the output is already at logic one; 2) the reset condition is met, but the output is already at logic zero; or 3) neither set nor reset condition is met. In an unstable state, i.e., when the set condition is met and the output is at logic zero, or when the reset condition is met and the output is at logic one, the output is said to be excited. For example, the State-Graph models (Fig. 2 ) of an OR gate and of a C-element both have 2 8 states, with 000 one of the stable states and 110 one of the unstable ones.
The following three rules govern the switching behavior of logic gates. 1) If a gate is in a stable state, then it will remain in that state until one (or more) of its inputs is transitioned. For example: would cause the OR gate or C-element to move from state 000 to state 100; concurrent transitions and would cause them to move from 000 to 110-in Fig. 2 Fig. 2(a) , is in state 100; indeed and can take place concurrently. Otherwise, the transition is unsafe because it could result in a glitch-this is sometimes called computation interference, a conflict situation, or simply a hazard. For example, may be unsafe in state 100 (an unstable state of the OR gate) because 000 is a stable state.
III. COMBINING GATES INTO CIRCUITS
We can obtain reliable circuits by combining gates so as to avoid glitches. Such circuits are called "hazard free" or "semi-modular," depending on whether they are designed to operate in "fundamental mode" or in "input-output mode," as we shall see. Furthermore, we can distinguish between the primary outputs of a circuit, which must be free from glitches, and any internal signals, which need not.
The classic problem is to realize a Boolean function as a sum of products, i.e., in hazard-free two-level logic. The fundamental mode of operation is assumed, viz., the circuit will be given time to settle in a stable state before inputs are allowed to change. In the simplest case, only one input transition is allowed at a time (single-input-change). We can solve the problem by drawing a Karnaugh map-there is no need to construct a State Graph-and either adding "redundant" AND gates, or selecting an alternative set of AND gates (i.e. logic cover), to avoid "static-one hazards," e.g., Fig. 3 solves the problem for . A generalization of the problem (burst-mode operation [10] , [34] ) allows specified multiple-input changes (concurrent input transitions) to occur when the circuit is in a given stable state.
Unfortunately, it is impossible to implement reliably certain functions with any logic circuit. For example, we can see from the K-map of Fig. 3 that, if and are both allowed to transition in state , the output change may be enabled, then immediately disabled. This is because may change first, causing the circuit to pass through state 0100 (in which is excited) before entering state 1100. Such an input change is said to have a "function hazard." The same problem arises, in different guises, in both burst-mode (function hazards) and SI methods (violation of semi-modular constraints). Fortunately, starting from most real-world specifications, function hazards are usually avoidable: they tend to represent irregular behaviors (i.e., disabling an output before processing it) that do not arise in practice. Still, synthesis methods typically must ensure that function hazards are not introduced as a by-product of the various synthesis steps.
Given an input change which is function-hazard-free, a further generalization of the problem is to realize several functions together (multiple-output functions), which allows the implementation to share product terms. Tools, such as HFMIN [14] and IMPYMIN [39] , are available that automatically and efficiently perform hazard-free two-level logic minimization.
In combining gates into circuits we often make use of feedback loops. Fig. 4 illustrates two possible implementations of the C-element using an AND-OR-NOT gate and an inverter. The first implementation is designed to function correctly no matter what the speeds of the two gates, also called an SI circuit. Unlike burst mode, these circuits typically operate in input-output mode: new inputs can be accepted as soon as an output is generated (i.e., no fundamental mode timing assumptions). An important requirement of SI circuits is the "isochronic fork" assumption: whenever a signal transition is forked to several gates, the wire delays on each fork must be equal. The implementation of isochronic forks in very large scale integration (VLSI) needs some care [2] , [27] .
The second burst-mode implementation assumes that the circuit is in a stable state before each new burst of input transitions arrives. (The danger is that a single transition or might occur while the inverter is excited, resulting in a premature transition .)
In this example, the burst-mode implementation may enjoy a speed advantage because an inverter delay is removed from the critical path. Whether or not it does so depends on the load on ; also, the output signal of one implementation is the complement of the output signal of the other. So which implementation is preferable depends on the context. (Fig. 4 does not show the initialization circuitry that is sometimes needed for a C-element.)
In general, SI circuits are more robust, portable, and easier to verify than circuits that rely on timing assumptions (e.g., relative speeds of gates and delays in the environment). The disadvantage is that they may be larger and slower. Burst-mode circuits have very robust combinational circuitry: the circuits are guaranteed hazard free under all possible gate and wire delays (without any isochronic fork assumptions). However, for correct sequential operation, burst-mode requires two constraints to be satisfied: 1) generalized fundamental-mode operation (allowing multipleinput changes) and 2) a lower bound on the latency of each feedback path (delays must be inserted into the circuit if these bounds are not met).
Reliable circuits can also be obtained if any glitches that might occur are never propagated to the environment. An example is when a glitch feeds directly into an OR gate and the other input to that gate is at logic one for the duration of the glitch. Fundamental-mode circuits can take advantage of this assumption by relaxing the hazard-freedom requirements on the combinational logic. Other examples are arbiters and synchronizers. These are problematic because it takes an unbounded time for a signal in a metastable region [37] to resolve either to logic zero or logic one. In a synchronous design, we can only hope to reduce the mean time between failure. In asynchronous design, we can take special measures (analog filters) [22] , [28] to shield the output signals of arbiters and synchronizers from glitches-e.g., see [23] .
IV. SPECIFICATION AND SYNTHESIS OF CONTROL CIRCUITS
Designers of asynchronous logic face the usual synthesis problem of determining what control circuitry will implement a given specification. We begin this section by considering a few of the notations that are available for writing specifications. 1) (Abstract) State Graphs. Fig. 5(a) , for example, specifies a join operator on transitions employing a more abstract kind of State Graph than that used in Section II. The number of states and transitions would double if we wanted to distinguish between up-going and down-going transitions, e.g., by labeling states with a vector of signals, as in Fig. 2 . Nevertheless, the indirect representation of concurrent transitions (of signals and , in this example) by all their possible interleavings (transition followed by transition ; and followed by ) adds to the complexity of such a specification. Translation into a binary-coded State Graph can be carried out automatically once the signal levels of the initial (marked) state have been chosen. 2) Delay-Insensitive Processes. A join operator will function correctly even if its inputs and output are subjected to arbitrary delays. Delay-insensitivity implies that if a given sequence of transitions is allowed (e.g., ), then certain other sequences (e.g., ) must be allowed too. This makes it possible to write succinct specifications in DI-Algebra [21] , e.g., the join operator can be specified by the recursively defined process J = a?;b?;z!;J. This process can be translated automatically into the State Graph of Fig. 5(a) [26] .
3) Burst-Mode Specifications. In this form of graph, the number of vertices is reduced at the cost of a more complex labeling of the edges, e.g., Fig. 5 Observe that a Muller C-element meets the specification of a join operator. Actually, the C-element is capable of additional functionality that will not be exercised when it fulfills this function, e.g., from state 000 it is safe for to be followed immediately by . How do we get from specification to implementation? A number of automatic synthesis and verification tools for asynchronous logic have been developed. For SI circuits, these include tools by Chu [6] , Varshavsky et al. [42] , Martin [28] , van Berkel [3] , and Beerel [1] , among others. For example, this Special Issue contains a paper [24] on the PETRIFY tool [9] for SI circuits. The tool performs the following steps.
1) Construction of a State
Graph from an STG. In order to achieve a consistent state coding, additional signals must be inserted in a way that does not introduce timing dependencies. PETRIFY includes heuristics for signal insertion based on the "theory of regions" [8] . 2) Extraction of output and next-state functions from the State Graph, and generation of a set of Boolean equations by logic minimization. 3) Decomposition of high-fanin gates so as to preserve speed independence (SI) [24] and mapping on to a library of gates.
The verification tool AVER for SI circuits described in Dill's Ph.D. dissertation [12] is well known and can be readily used to verify such circuits. Likewise, many CAD tools and algorithms have been developed for the synthesis and verification of burst-mode circuits. Synthesis tools include the locally clocked method [34] , three-dimensional (3-D) method [44] , MEAT [10] , and ACK [25] . A comprehensive burst-mode CAD environment, called MINIMALIST [15] , has recently been introduced. 1 Each of these methods performs the following steps: 1) state minimization and state assignment, using constraints so as to avoid function hazards and critical races [14] , [34] , [44] ; 2) hazard-free logic minimization [14] , [34] ; 3) technology mapping [20] .
Chakraborty et al. have contributed a paper [5] to this Special Issue on an algorithm for timing analysis. This can be used (as illustrated in their paper) to determine timing constraints that ensure the reliable operation of burstmode circuits. As an example, the tool is applied to circuits produced by the 3-D synthesis tool [44] , [45] .
V. REPRESENTATION AND PROCESSING OF DATA
When designing data paths for synchronous systems, a designer trades off clock rate against complexity of each processing stage so as to ensure that data are valid at the beginning and end of each clock period. The issues of data validity and completion detection of processing are handled very differently in asynchronous design, either by careful matching of delays or by special data coding schemes. Both approaches allow processing to take place at the natural frequency of the task, rather than under the worst-case conditions required by a global clocking scheme. Unfortunately, the performance of asynchronous systems is hard to predict; care must be taken to avoid bottlenecks. In this Special Issue, one paper [13] a theoretical analysis of the performance of asynchronous pipelines, and another paper [31] describes an experiment which reveals just how fast asynchronous pipelines can be made to perform.
In Section V we examine the two most common approaches to the representation of data that are available to the asynchronous designer. How the choice of representation affects the implementation of data-processing functions will also be illustrated.
A. Data Bundling
The most area-efficient representation of data (in terms of number of wires and, hence, number of gates driving those wires) employs one wire per bit-it is called single rail. In this case, asynchronous designers are free to use standard (i.e., nonhazard-free) implementations of functional units (such as adders). This Special Issue describes several systems [17] , [23] , [33] , [38] that use single rail.
The single-rail representation requires a data-valid signal to be "bundled" with the data wires. It is therefore necessary to detect when processing by a functional unit has completed so that the data-valid signal that accompanies its output data can be asserted. The data-valid signal is typically implemented as a matched delay, designed to equal or exceed the delay of the stage's worst-case computation. Matched delays are typically built out of inverter chains, or else by replicating a critical path of the stage.
As an example, when a multiplexer is used to merge two data streams, the data-valid signals themselves should be multiplexed so as to match the delay of multiplexing each bit. These data-valid signals can also be forked into an set-reset (RS) latch which switches the multiplexer (if necessary) so that it will input from the corresponding data stream (Fig. 6) [35] . (Here we have assumed that at most one of these signal is asserted at any time. Also, in general, data matching requires care to be taken with drive strengths and layout.)
A key advantage of bundled data paths is the use of single-rail area-efficient function blocks. However, a drawback in some applications is that by using a matched delay, the operation is fixed to the worst-case: a stage cannot exhibit data-dependent operation. 
B. Delay-Insensitive (DI) Coding
A very different approach to the representation of data involves DI codes [43] . These have the attractive property that a receiver is able to determine that a codeword has arrived without relying on any timing assumptions, thus promoting robustness, portability, and ease of design. As a result, a stage can indicate its true data-dependent completion-it is not timed for worst-case operation.
A two-phase (return-to-zero) discipline is usually adopted in which data communication alternates between a working phase and an idling phase [42] . Data changes from spacer (zero state) to proper codeword in the working phase and changes back again in the idling phase.
Consider once again the problem of merging two data streams and into a third stream . With a two-phase delay-insensitive representation of data, this can be achieved very simply. It requires an array of OR gates since we want for , assuming at least one of the streams is in state at any time. The most popular delay-insensitive code employs two wires ( and , say) per bit -it is called double-rail or dual-rail [37] . If the spacer is represented by both wires at logic zero, then in the working phase either the transition occurs (to communicate ) or occurs (to communicate ), leaving the wires in state 10 or 01, respectively. A down-going transition on the same wire takes place in the idling phase. Further delay-insensitive codes can be formed by concatenation of double-rail codewords. Table 1 illustrates two "two-out-of-four" delay-insensitive codes, each formed by concatenation of two double-rail encoded bits, and , and and , respectively.
A self-timed functional unit [37] ensures that input of a proper codeword precedes output of a proper codeword, and input of a spacer precedes output of a spacer. For its part, the circuit to which such a unit connects must ensure that output of a proper codeword precedes input of a spacer, and output of a spacer precedes input of a proper codeword.
One might think that there is a 100% area overhead on the data path when delay-insensitive coding is used instead of single rail. However, differential (i.e., true and complement) signals are frequently required in processing single-rail data, so the penalty need not be so severe. For example, implementation of a single-rail half-adder in Fig. 7(a) ] requires at least 12 transistors (four for the NAND gate and eight for the AND-OR-NOT gate), but one may also need a further four transistors (two inverters) to obtain signals and . On the other hand, a dynamic CMOS implementation [ Fig. 7(b) ] of a half adder using the delay-insensitive codes of Table 1 can be obtained with 19 transistors by following Martin's technique [29] .
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A key challenge in the design of DI-encoded circuits is to construct an efficient completion-detection circuit. Such a circuit detects when data are valid and is used to signal completion (e.g., to an earlier stage). The challenge is to implement this circuit with minimum overhead; a number of techniques have been developed (see, e.g., [29] and [37] ).
As technology continues to shrink, delay-insensitive coding of data may become more attractive than is currently the case. A recent microprocessor design [30] uses two-phase delay-insensitive codes to represent data.
VI. ASYNCHRONOUS NETWORKS
Asynchronous control and data-processing units can be conveniently packaged into modules that are connected together by channels. Each channel connects a port of one module to a port of another. Synchronization between modules can be accomplished on a channel consisting of two wires, one for requests and the other for acknowledgments. Such systems are called macromodular [7] , [41] .
Suppose request and acknowledgment on port are represented by signals and , respectively, and similarly for port . A four-phase (return-to-zero) handshake between active port and passive port [ Fig. 8(a) ] then involves the sequence of transitions . Note that handshaking is insensitive to wire delays.
Data communication between modules obviously requires a channel with more wires but can still be accomplished by following a four-phase handshaking protocol. Such channels can be classified as push [ Fig. 8(b) ] or pull [ Fig. 8(c) ] according to whether the active port is the producer of data and the passive port the consumer, or vice versa. Consider, for example, a push channel, so that the acknowledgments are generated by the consumer. In the single-rail case [ Fig. 8(b, left) ] the data-valid signal represents a request whereas in the delay-insensitive case [ Fig. 8(b, right) ] it is the codeword itself that serves this purpose.
An important module is the pipeline register, which has a passive port on which it captures data and an active port on which it passes data on, i.e., it communicates with other modules through two push channels. A pipeline (Fig. 9) is a linear array of such registers, with modules that perform data-processing functions inserted between registers, as required. Fig. 10(a) shows a simple implementation of a pipeline register for bundled data, using a C-element to close the D-type latches as soon as data have passed through them and to reopen the latches once that data have been assimilated. Although data can flow through an empty pipeline with minimal delay and the level-sensitive latches are simpler than the edge-triggered latches typically used in synchronous pipelines, this implementation only allows 50% pipeline occupancy. With more complex control circuitry, however, it is possible to increase the decoupling between the register's two ports, and in particular to allow a pipeline to fill all its stages [16] . Fig. 10(b) shows another pipeline register implementation, this time for data words consisting of bits in doublerail. The combination of two C-elements and an OR gate serves to latch one bit and generate an acknowledgment signal [32] . Here, we have chosen to "daisy-chain" such units together, e.g., low-order bits are captured and passed before high-order bits. If this matches the order of processing, no loss of performance need result. (If necessary, bits can be latched in parallel by forking acknowledgment signals to their respective C-elements and joining the acknowledgments so generated.) To improve on area and energy efficiency, Martin [30] integrates data processing and latching functions into one module implemented as a single precharge logic block.
Modules can be designed so as to be testable for fabrication faults. For a module to be testable, its input signals have to be controllable and its output signals observable. One of the papers in this Special Issue [36] is devoted to the topic of design-for-test; other papers [17] , [23] discuss the testability of actual chips.
A high-level approach to asynchronous design is possible using parallel programming languages in which handshaking is available as a primitive for communication and synchronization, as in CSP [18] or OCCAM. From such algorithmic descriptions, one can apply syntax-directed translation rules to create a network of handshaking modules [3] , [4] , [28] . In the case of the TANGRAM language, a silicon compiler can generate a handshaking circuit and then a layout entirely automatically. Different back-ends have been developed, allowing a choice of single-rail [35] and double-rail [3] representation of data. Various tools (for functional simulation, fault-coverage and area, power and performance estimation) are available within Philips that facilitate the exploration of the design space at the program level. This Special Issue includes a paper [23] that describes how the TANGRAM tool-set facilitated the design of a standby circuit for a low-power pager.
VII. CONCLUSION
When designing digital systems, a designer must make high-level decisions concerning systems architecture. When the target circuit-implementation technology is asynchronous, the decisions involve structuring a system as a network of modules that synchronize and communicate with each other by handshaking over channels. A number of papers in this Special Issue are concerned with systems architecture for low power and high performance (microprocessors [17] , pagers [23] , hearing aids [33] , multimedia processors [38] , and microprogrammed controllers [19] ).
Once the handshaking protocols and data representations employed on channels have been determined, each module can be designed independently of the rest. Through simulation, those modules can be identified that are the bottleneck in system performance and those that are draining too much power or occupying too much area. The design effort can be directed at those modules without having to worry about global system timing.
In order to implement modules, control logic may be separated from the data path, while provision must be made for initialization and testing [36] . If data bundling is used, the data path will look much the same as that in a synchronous implementation. The main differences are likely to be the routing of a data valid signal and the use of latches controlled by local signals, rather than registers controlled by a global clock signal. If double-rail coding is used, the logic blocks on the data path may resemble domino logic [30] .
For control logic, the behavior of the module must be defined, perhaps as a burst-mode specification or as an STG. This specification is then used to synthesize a circuit, perhaps an SI circuit using PETRIFY [9] or as a burst-mode circuit using 3D [45] or MINIMALIST [15] . The control logic generated by such tools is guaranteed to be free from hazards. However, any timing assumptions must still be verified, viz., delay margins required for bundled data or burst-mode circuits [5] , or isochronic fork assumptions for SI circuits. Of course, timing verification is mandatory in synchronous circuit design.
Alternatively, a system's structure and behavior can be captured in an algorithmic description language, such as TANGRAM, from which an implementation can be generated automatically based on standard choices for handshaking protocol, data representation and circuit timing model. This silicon compilation approach has now been successfully demonstrated on a number of low-power IC's within Philips, e.g., [23] .
