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Distributed Stochastic Nested Optimization via Cubic Regularization
Tor Anderson Sonia Martı´nez
Abstract—This paper considers a nested stochastic dis-
tributed optimization problem. In it, approximate solutions to
realizations of the inner-problem are leveraged to obtain a
Distributed Stochastic Cubic Regularized Newton (DiSCRN)
update to the decision variable of the outer problem. We
provide an example involving electric vehicle users with various
preferences which demonstrates that this model is appropriate
and sufficiently complex for a variety of data-driven multi-
agent settings, in contrast to non-nested models. The main two
contributions of the paper are: (i) development of local stopping
criterion for solving the inner optimization problem which
guarantees sufficient accuracy for the outer-problem update,
and (ii) development of the novel DiSCRN algorithm for solving
the outer-problem and a theoretical justification of its efficacy.
Simulations demonstrate that this approach is more stable and
converges faster than standard gradient and Newton outer-
problem updates.
I. INTRODUCTION
Motivation. As applications emerge which are high dimen-
sional and described by large data sets, the need for powerful
optimization tools has never been greater. In particular,
agents in distributed settings are commonly given a global
optimization task where they must sparingly exchange local
information with a small set of neighboring agents for the
sake of privacy and robust scalability. This architecture can,
however, slow down convergence compared to centralized
ones, which is concerning if obtaining the iterative update
information is costly. Gradient-based methods are commonly
used due to their simplicity, but they tend to be vulnerable
to slow convergence around saddle points. Newton-based
methods use second-derivative information to improve con-
vergence, but they are still liable to be slow in areas where
higher order terms dominate the objective function and even
unstable when the Hessian is ill conditioned. A powerful
tool for combating these Newton-based vulnerabilities is
imposing a cubic regularization on the function’s second-
order Taylor approximation, but the current work on this
technique does not unify distributed, stochastic, and noncon-
vex elements. Motivated by this, we study the adaptation of
the Stochastic Cubic Regularized Newton approach to solve
a distributed nested optimization problem.
Literature Review. One of the most widely used stochas-
tic optimization method is stochastic gradient-based (first-
order) methods, see [3], [4], [14] as broad references. These
methods are powerful because they necessitate only a small
sampling of the data set to compute an update direction
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at each iterate. However, these first-order algorithms suffer
from slow convergence around saddle-points [13], which
are disproportionately more present in higher-dimensional
nonconvex problems [12]. By contrast, higher-order Newton-
based methods tend to perform more strongly across ap-
plications in terms of number of calls to an oracle or
total iterations, see [20], [21] for examples in stochastic
non-strongly convex and nonconvex settings, respectively,
and [2], [15], [18] for various multi-agent examples.
An issue with many of the aforementioned algorithms
is they are vulnerable to slow convergence or instability
in the presence of saddle-points and/or an ill-conditioned
Hessian matrix. A growing body of works thus focuses on
using a cubic-regularization term in the second-order Taylor
approximation of the objective function. Nesterov and Polyak
laid significant groundwork for this method in [16], and
substantial follow-ups are contained in [8], [9], which study
adaptive batch sizes and the effect of inexactness in the cubic
submodel on convergence. Excitement about this topic has
grown substantially in the last few years, with [7] showing
how the global optimizer of the nonconvex cubic submodel
can be obtained under certain initializations of gradient de-
scent, and [17] being one of the first thorough analyses of the
algorithm in the traditional stochastic optimization setting.
In [10], the authors consider the stochastic setting from an
adaptive batch-size perspective and [19] is, to our knowledge,
the only existing work in a distributed application, with
an alternative approach that allows for a communication
complexity analysis. Both [10] and [19] assume convexity,
and [19] is nonstochastic. As far as we know, no current work
has unified distributed, stochastic, and nonconvex elements,
particularly in a nested optimization scenario.
Statement of Contributions. We begin the paper by formu-
lating a nested distributed stochastic optimization problem,
where approximate solutions to realizations of the inner-
problem are needed to obtain iterative updates to the outer
problem, and we motivate this model with an example based
on electric vehicle charging preferences. The contributions
of this paper are then twofold. First, we develop a stopping
criterion for a Laplacian-gradient subsolver of the inner-
problem. The stopping criterion can be validated locally by
each agent in the network, and the relationship to solution
accuracy aids the synthesis with the outer-problem update.
Second, to that end, we formulate a distributed optimization
model of the stochastic outer problem and develop a cubic
regularization of its second-order approximation. This formu-
lation lends itself to obtaining a Distributed Stochastic Cubic-
Regularized Newton (DiSCRN) algorithm, and we provide
theoretical justification of its convergence.
II. PRELIMINARIES
This section establishes notation1 and background con-
cepts to be used throughout the paper.
A. Cubic-Regularized Newton Algorithm
Here we provide a brief background on the Cubic-
Regularized Newton method. See [16] and [8], [9] for more
information. Consider the problem of minimizing a (possibly
nonconvex) function f : Rd → R:
min
x∈Rd
f(x). (1)
As nonconvex optimization is typically intractable in high
dimensions, a typical objective is instead to converge to an
ε-second-order stationary point.
Definition 1. (ε-Second-Order Stationary Point). A point
x⋆ is an ε-second-order stationary point of f if
‖∇xf(x⋆)‖ ≤ ε and λmin(∇2xxf(x⋆)) ≥ −
√
ρε. (2)
Here, ρ is commonly taken to be the Lipschitz constant
of ∇2xxf , which we will formalize in Section III. One useful
iterative model for minimizing f(xk) when the function is
strictly convex at the current iterate xk, i.e. ∇2f(xk) ≻ 0,
is descent on a second-order Taylor expansion around xk:
xk+1 = argmin
x
{
f(xk) + (x− xk)⊤∇f(xk)
+ (x− xk)⊤∇2f(xk)(x− xk)
}
= xk −∇−2f(xk)∇f(xk).
(3)
This closed form expression for xk+1 breaks down when f
is nonconvex due to some eigenvalues of ∇2f(xk) having
negative sign. Further, when ∇2f(x2) is nearly-singular, the
update becomes very large in magnitude and can lead to
instability. For this reason, consider amending the second-
order model with a cubic-regularization term, to obtain the
cubic-regularized, third-order model of f at xk as:
mk(x) ,
{
f(xk) + (x− xk)⊤∇f(xk)
+ (x− xk)⊤∇2f(xk)(x− xk) +
ρ
6
‖x− xk‖3
}
.
(4)
The update is naturally given by a minimizer to this model:
xk+1 ∈ argmin
x
mk(x). Unfortunately, this model does not
beget a closed-form minimizer as in (3), nor is it convex if
f is not convex. The model does, however, become convex
for x very far from xk, which can be seen by computing
the Hessian of mk as ∇2mk(x) = ∇2f(xk)+ρ‖x−xk‖In.
1The set of real numbers, real n-dimensional vectors, and real n-by-m
matrices are written as R,Rn, and Rn×m, respectively. The transpose of
a matrix A is denoted by A⊤, the n × n identity matrix is written as
In, and we write 1n = (1, . . . , 1)⊤ ∈ Rn and 0n = (0, . . . , 0)⊤ ∈ Rn.
Orthogonality of two vectors x, y ∈ Rn is denoted x ⊥ y ↔ x⊤y = 0. The
standard Euclidean norm and the Kronecker product are indicated by ‖·‖,⊗,
respectively. For a function f : Rn → R, the gradient and Hessian of f with
respect to x ∈ Rn at x are written as ∇f(x),∇2f(x), respectively. When
f : Rn×Rm → R takes multiple arguments, we specify the differentiation
variable(s) as a subscript of ∇. We use E to denote expectation, δa to
denote the Dirac delta function centered at a ∈ R, and U [a, b] to denote
the uniform distribution on [a, b].
Additionally,mk is an over-estimator for f , which is seen by
considering the cubic term and recalling Lipschitz properties
of ∇2f ; we describe this observation in more detail later
in the paper. Therefore, mk possesses some advantages
over other simpler submodels as it possesses properties of
a more standard Newton-based, second-order model while
being sufficiently conservative.
Finally, [7] recently showed that simply initializing x =
xk− r∇f(xk)/‖∇f(xk) for r ≥ 0 is sufficient to show that
gradient descent on mk converges to the global minimizer
of (4) (under light conditions on r and the gradient step size).
B. Graph Theory
We refer the reader to [6] for basic notions on Graph
Theory and more background on the Laplacian matrix.2
III. PROBLEM FORMULATION
This section details the two problem formulations which
are of interest, where the first problem P 1 takes the form of
a stochastic approximation whose cost is a parameterization
of the cost of the second problem P 2. Problem P 2 is a
separable resource allocation problem in which n agents
i ∈ N must collectively obtain a solution that satisfies
a linear equality constraint while minimizing the sum of
their local costs. (This problem commonly appears in real-
time optimal dispatch for electric grids with flexible loads
and distributed generators, see e.g. [1].) Thus, P 1 can be
treated as a nested optimization, with an objective F that
takes stochastic arguments, and is not necessarily available
in closed form if P 2 cannot be solved directly and/or the
distribution D being unknown. These problems are stated as
P 1 : min
x∈Rd
F (x) = Eχ∼D [Fχ(x)] .
P 2 : min
p∈Rn
f(x, p) =
n∑
i=1
fi(x, pi),
subject to
n∑
i=1
pi = Pref + χ = Pref +
n∑
i=1
χi, χi ∼ Di .
In P 1, Fχ(x) ≡ f(x, p⋆), where p⋆ is the solution to P 2 for
a particular realization χ ∼ D = D1× · · · × Di× · · · × Dn.
The elements pi ∈ R of p ∈ Rn and terms χi are each
associated with and locally known by agents i ∈ N , and
Pref ∈ R is a given constant known by a subset of agents
(we discuss its interpretation shortly with an example). First,
for Fχ to be well defined, it helps if solutions p
⋆ to P 2 are
unique for fixed x and χ, which we now justify by stating
convexity assumptions for fi.
Assumption 1. (Function Properties: Inner-Problem Ar-
gument). The local cost functions fi are twice differentiable
2For a connected, unweighted, undirected graph G = (N , E) with n
vertices, L ∈ Rn×n has diagonal elements Lii equal to the degree of
vertex i ∈ N , and off-diagonal elements Lij equal to −1 if (i, j) ∈ E and
zero otherwise. Lastly, L  0 has a simple zero eigenvalue associated with
an eigenvector in the span of 1n.
and ωi-strongly convex in pi for any fixed x. Further, the
second derivatives are lower and upper bounded:
0 < ωi ≤ ∇2pifi(x, pi) ≤ θi,
∀x ∈ Rd, pi ∈ R, and i ∈ N .
This implies ∀x ∈ Rd, pi, pˆi ∈ R and i ∈ N :
ωi‖pi−pˆi‖ ≤ ‖∇pifi(x, pi)−∇pifi(x, pˆi)‖ ≤ θi‖pi−pˆi‖,
We also use the shorthands ω , minωi and θ , max θi.
This assumption will be required of our analysis in Sec-
tion IV-A. We now state some basic assumptions about F .
Assumption 2. (Function Properties: Lipschitz Outer-
Problem Argument). The function F has l-Lipschitz gra-
dients and ρ-Lipschitz Hessians:
‖∇F (x)−∇F (y)‖ ≤ l‖x− y‖, ∀x, y ∈ Rd,
‖∇2F (x)−∇2F (y)‖ ≤ ρ‖x− y‖, ∀x, y ∈ Rd.
Assumption 3. (Function Properties: Bounded Variance
Outer-Problem Argument). The function Fχ possesses the
following bounded variance properties:
E
[
‖∇Fχ(x)−∇F (x)‖
2
]
≤ σ21 ,
E
[
‖∇2Fχ(x)−∇
2F (x)‖2
]
≤ σ22 ,
‖∇Fχ(x)−∇F (x)‖
2 ≤M1 almost surely,
‖∇2Fχ(x)−∇
2F (x)‖2 ≤M2 almost surely.
Assumption 4. (Function Properties: Lipschitz Intercon-
nection of Variables). The gradient and Hessian of the
function f with respect to x are Lipschitz in p; that is, there
exists constants ψg, ψH > 0 such that
‖∇xf(x, p)−∇xf(x, pˆ)‖ ≤ ψg‖p− pˆ‖,
‖∇2xxf(x, p)−∇
2
xxf(x, pˆ)‖ ≤ ψH‖p− pˆ‖,
∀x ∈ Rd, p, pˆ ∈ Rn.
Assumption 1 is relatively common in the convex opti-
mization literature, and it lends itself to obtaining approx-
imate solutions to P 2 very quickly with stopping criterion
guarantees. Assumption 2 is unanimously leveraged in litera-
ture on Cubic-Regularized Newton methods, as the constant
ρ pertains directly to the cubic submodel, while Assump-
tion 3 is a common assumption in the stochastic optimization
literature [17]. We note that, although Assumptions 2 and 3
do not give a direct relationship with the local functions
fi(x, pi), they do imply an implicit relationship between
x, p, and D in the sense that solutions p⋆ to P 2 (and there-
fore the distributions Di) must be “well-behaved” in some
sense. This relationship, along with a broader interpretation
of the model P 1 and P 2, is illustrated more concretely in
the following real-world power distribution example.
Example 1. (EV Drivers with PV Generators). Consider
two EV drivers who each have an EV charging station
and a PV generator. Each driver’s system also includes a
micro-controller, and the controllers are each responsible for
modulating the EV charging rate, sensing power output from
the PV inverter, and communicating with the other driver’s
controller to run a distributed algorithm.
The goal of this small grid system is to consume net
zero power from the perspective of the tie line to the bulk
grid, thus Pref = 0. The distributions D1,D2 represent the
power output distributions of the PVs, and we consider
two scenarios for these in this example: (1) a “sunny day”
scenario, where the realizations χ1, χ2 ∼ D1,D2 of PVs 1
and 2 are deterministic, and (2) a “cloudy day” scenario,
where intermittent cloud cover induces some uncertainty in
the moment-to-moment PV generation.
Let A ∈ {sunny, cloudy} indicate the weather forecast.
The model is then fully described as
Di =
{
δ1.5, A = sunny,
U [0, 1.5], A = cloudy
for both i = 1, 2, and
f1(x, p1) = (2x+ p1 − 1)2, f2(x, p2) = (x+ p2 − 2)2.
For x = 0, these quadratic functions have local minima at
p⋆ = (p⋆1, p
⋆
2) = (1, 2), which is interpreted as drivers 1 and 2
preferring to charge at rates of 1 unit and 2 units, respectively,
if there are no external incentives. On a sunny day, both PVs
deterministically produce χ1, χ2 = 1.5, which effectively
balances the unconstrained p⋆ and both drivers can charge
at their preference to maintain
∑
i pi = Pref +
∑
i χi.
However, the problem becomes more complicated on
cloudy days. The generation of the PVs is no longer deter-
ministic and now 0 ≤ χi ≤ 1.5. This is where the variable
x comes in to play, which can represent a government credit
that the drivers value differently. Driver 1 values the credit
more than driver 2, as evidenced by the factor 2 multiplying x
in his cost function. The role of x is to shift the cost functions
such that the unconstrained minima are near lower charging
values in consideration of the lower expected generation from
PVs 1 and 2. The optimal x⋆ to P 1 is the value which gives
the lowest expected cost of an instance of P 2 given χ1, χ2
realizations from the A = cloudy distributions D1,D2.
IV. DISTRIBUTED FORMULATION AND ALGORITHM
In this section, we describe the inner-loop Laplacian
gradient-based algorithm used to solve P 2, and we derive
a stopping criterion which guarantees sufficient accuracy.
These approximate solutions are used as batches for imple-
menting DiSCRN updates to the outer problem.
A. Inner Loop Gradient Solver
For this section, consider x to be fixed and known by all
agents. Further, let χi be fixed (presumably from a realization
of Di) and known only to agent i. We adopt the following
assumption on the initial condition p0.
Assumption 5. (Feasibility of Inner-Problem Initial Condi-
tion). The agents are endowed with an initial condition which
is feasible with respect to the constraint of P 2; that is, they
each possess elements p0i of a p
0 satisfying 1⊤n p
0 = Pref+χ.
The assumption is easily satisfied in practice by commu-
nicating Pref to one agent i and setting p
0
i = Pref + χi, with
all other agents j using p0j = χj . An alternative to this
assumption consists of reformulating P 2 with distributed
constraints and using a dynamic consensus algorithm as
in [11], which would still retain exponential convergence.
We impose Assumption 5 for simplicity. Finally, we assume
connectedness of the communication graph:
Assumption 6. (Graph Properties). The communication
graph G is connected and undirected; that is, a path exists
between any pair of nodes and, equivalently, its Laplacian
matrix L = L⊤  0 has rank n − 1 with eigenvalues
0 = λ1 < λ2 ≤ · · · ≤ λn.
The discretized Laplacian-flow dynamics are given by:
p+ = p− ηL∇pf(x, p). (5)
Note that these dynamics are distributed, as the sparsity
of L implies each agent need only know ∇pifi(x, pi) and
∇pjf(x, pj) for j ∈ N i to compute p+i . We now justify
convergence of (5) to the solution p⋆ of P 2:
Proposition 1. (Convergence of Discretized Laplacian
Flow). Let p⋆ ∈ Rn be the unique minimizer of P 2. Given
Assumption 5 on the feasibility of the initial condition,
Assumption 6 on connectivity of the communication graph,
and Assumption 1 on the Lipschitz gradient condition of
the function gradients, then, under the dynamics (5) with
0 < η < 2θλn , p converges asymptotically to p
⋆.
Proof. Using a standard quadratic expansion around the
current iterate p (see e.g. §9.3 of [5]), bounding by the
Lipschitz gradient constant θ, and substituting (5), we obtain
f(p+)− f(p) ≤ θη2/2‖L∇pf(x, p)‖2
− η∇pf(x, p)⊤L∇pf(x, p). (6)
Note that ∇pf(x, p)⊤L∇pf(x, p) = ‖L1/2∇pf(x, p)‖2.
Let ∇pf(x, p) = ξ1 1n /√n + ξ2v2 + · · · + ξnvn be a
decomposition of ∇pf(x, p) in the eigenspace of L with
orthonormal eigenvectors v1 = 1n /
√
n, v2, . . . vn, whose
associated eigenvalues are λ1 = 0 < λ2 ≤ · · · ≤ λn. Then,
from an eigendecomposition of L and the triangle inequality
‖L∇pf(x, p)‖ ≤ λ2|ξ2|+ . . . λn|ξn|,
‖L1/2∇pf(x, p)‖ ≤ λ1/22 |ξ2|+ . . . λ1/2n |ξn|.
Multiplying the bottom line by λ
1/2
n gives ‖L∇pf(x, p)‖ ≤
λ
1/2
n ‖L1/2∇pf(x, p)‖, and squaring this inequality gives
‖L∇pf(x, p)‖2 ≤ λn‖L1/2∇pf(x, p)‖2, motivating a factor
of λ−1n in the design of η. We also justify that for p 6= p⋆
the norm quantities are strictly greater than zero. It is known
that p⋆ is unique for fixed x due to f strictly convex in p,
and ∇pf(x, p) ∈ span1n for feasible-but-nonoptimal p is a
contradiction due to first-order conditions of strict convexity.
Therefore, ∇pf(x, p) /∈ span1n (∇pf(x, p⋆) ∈ span1n
is obtained from KKT conditions). Putting this together
with (6), it follows that the righthand side of (6) is strictly
negative for 0 < η < 2θλn and p 6= p⋆, and convergence to
p⋆ follows from boundedness-from-below of f .
We now provide an additional result on exponential con-
vergence of the state error with a further-constrained step
size as compared to the statement in Proposition 1.
Proposition 2. (Exponential Convergence with Bounded
Error). Let Assumptions 5, 6, and 1 hold as before. For
0 < η < 2ωλ2/θ
2λ2n, the quantity ‖p − p⋆‖ converges
exponentially to zero under the dynamics (5). For η =
ωλ2/θ
2λ2n, the rate is ‖p+ − p⋆‖ ≤
√
1− ω2λ22/λ2nθ2‖p−
p⋆‖, and ‖pK − p⋆‖ ≤ ∆ for K ≥ log(∆/‖p0 −
p⋆‖)/ log(√1− ω2λ22/λ2nθ2).
Proof. Consider V (p) = ‖p− p⋆‖2. Substituting (5) gives
V (p+)−V (p)=2η(p⋆ − p)⊤L∇pf(x, p) + η2‖L∇f(x, p)‖2
≤ 2ηλ2(p⋆ − p)⊤(∇pf(x, p)−∇pf(x, p⋆))
+ η2λ2n‖∇pf(x, p)−∇pf(x, p⋆)‖2
≤ −2ηλ2ω‖p− p⋆‖2 + η2λ2nθ2‖p− p⋆‖.
The first inequality follows from applying bounds via the
eigenvalues of L, and the second inequality from applying
Assumption 1 and the following general property of a ν-
strongly convex function g: (∇g(x) − ∇g(y))⊤(x − y) ≥
ν‖x− y‖2. Adding V (p) to both sides and collecting terms:
V (p+) ≤ (η2λ2nθ2 − 2ηλ2ω + 1)V (p).
The parenthetical is a quadratic function of η, and will be
strictly less than 1 for 0 < η < 2λ2ω/λ
2
nθ
2, as suggested by
the proposition statement. Further, substituting the minimizer
η = ωλ2/λ
2
nθ
2 and applying a square root gives
‖p+ − p⋆‖ ≤
√
(1 − ω2λ22/λ2nθ2)‖p− p⋆‖, (7)
which implies exponential convergence at a rate of√
(1− ω2λ22/λ2nθ2).
Despite Proposition 2, it may not be practical to estimate
‖p−p⋆‖ at a given p due to lack of information about ‖p0−
p⋆‖. Therefore, we propose a distributed stopping criterion
to obtain a certificate of convergence to a p˜ satisfying ‖p˜−
p⋆‖ ≤ ∆. Ultimately, ∆ is required for our analysis of the
outer-problem algorithm.
Proposition 3. (Distributed Stopping Criterion). Under
the dynamics (5) and Assumption 5 on the feasibility of
the initial condition, Assumption 6 on connectivity of the
communication graph, and Assumption 1 on the Lipschitz
condition of the function gradients, agents can locally check
the condition |p+i − pi| ≤ ∆ηλ2ω/
√
n. If this holds for all
agents i, then ‖p+ − p⋆‖ ≤ ∆.
Proof. First, the Lipschitz condition implies
ω‖p− p⋆‖ ≤ ‖∇pf(x, p)−∇pf(x, p
⋆)‖,
λ2ω‖p− p
⋆‖ ≤ ‖L(∇pf(x, p)−∇pf(x, p
⋆))‖
= ‖L∇pf(x, p)‖ = 1/η‖p
+ − p⋆‖ ≤ ∆λ2ω.
Finally, 1/
√
n comes from breaking p+−p into components
and since, for v ∈ Rn, if |vi| ≤ c/√n implies ‖v‖ ≤ c.
With this result, we are ready to transition to the discussion
on obtaining a DiSCRN update to P 1.
B. Outer-Loop Cubic-Newton Update
We endow each agent with a local copy xi of the variable
x, and we let x ∈ Rnd be the stacked vector of these local
copies. Thus, a distributed reformulation of P 1 is
P 1 : min
x∈Rnd
F¯ (x) = Eχ∼D
[
F¯χ(x)
]
,
subject to (L⊗ Id)x = 0nd,
where F¯χ : R
nd → R is analagous to Fχ : Rd → R in the
sense that each agent evaluates fi(xi, p
⋆
i ) with its local copy
of xi. Note that the constraint (L ⊗ Id)x = 0nd imposes
xi = xj , ∀i, j (Assumption 6), so F¯χ and Fχ are equivalent
in the agreement subspace (and P 1 is equivalent to P 1).
Being our problem nested and stochastic, there is a lack of
access to a closed form expression for F¯ , and of F¯χ. Thus,
we introduce the idea of an empirical-risk, approximate
objective function and Lagrangian. To this end, let FS(x) =
1/S
∑S
s=1 F
∆
χs(x) be the empirical-risk approximation of F¯
for S samples of χs ∼ D, where F∆χs ≡
∑
fi(xi, p˜i) and
‖p˜−p⋆‖ ≤ ∆ for realization χs. In this sense, F∆χs implicitly
depends on p˜, and the ∆ superscript is a slight abuse of
notation. Then, a Lagrangian for a FS would be given by
LS(x, µ) = FS(x) + µ⊤(L⊗ Id)x . (8)
Ultimately, we intend to use batches LS rather than the
exact L to implement DiSCRN. Before stating a cubic-
regularized submodel, we introduce some notation
gk =
[∇x LS(xk, µk)
∇µ LS(xk, µk)
]
=
[∇xFS(xk) + (L⊗ Id)µ
(L⊗ Id)x
]
,
Hk =
[∇2
xx
LS(xk, µk) ∇2
xµ LS(xk, µk)
∇2µx LS(xk, µk) ∇2µµ LS(xk µk)
]
=
[∇2FS(xk) (L⊗ Id)
(L⊗ Id)⊤ 0
]
.
At a particular (xk, µk), the distributed cubic submodel is:
mkLS(x, µ) = LS(xk, µk) +
[
x−xk
µ− µk
]⊤
gk
+
1
2
[
x−xk
µ− µk
]⊤
Hk
[
x−xk
µ− µk
]
+
n∑
i=1
ρ
6
‖xi − xki ‖3. (9)
Note that there is a slight difference between (9) and the
more standard cubic submodel (4) in that the regularization
terms are directly separable; which is crucial for a distributed
implementation, but which does not affect the convergence
result much, as the following property still holds:
Lemma 1. (Upper Bound Property). The distributed cubic
submodel mkLS is an upper bound of LS.
mkLS(x, µ) ≥ LS(x, µ).
Further, for fixed x, mkLS(x, µ) = LS(x, µ), ∀µ.
Proof. Rewriting LS(x, µ) with a line integral from a nom-
inal point (xk, µk):
LS(x, µ) = LS(xk, µk) + U⊤gk +
1
2
U⊤HkU
+
∫ 1
0
(1− τ )u⊤(∇2
xx
FS(xk +τu)−∇2
xx
FS(xk))u dτ
≤ mk
LS
(x, µ),
The cross terms of the Hessian line integral cancel due to
being constant, and the inequality follows from Assumption 2
to the cubic terms of mkLS . The last statement of the Lemma
follows from direct inspection of mkLS and LS.
We are interested in finding (x+, µ+) satisfying
(x+, µ+) = argmin
x
argmax
µ
mkLS(x, µ). (10)
Although the submodel mkLS is possibly nonconvex, we note
from the discussion in Section II-A that it becomes convex
in x for ‖x−xk ‖ sufficiently large. It was recently shown
for (4) that gradient-descent converges exponentially to the
global solution under light assumptions on the step size and
initialization [7]. Thus, a main focus of this paper is not to
compute (10); rather, we obtain a satisfactory (xk+1, µk+1)
from a subsolver. In simulation, we obtained very reliable
convergence via the saddle-point dynamics (11), though a
rigorous analysis of (11) is beyond the current scope.[
x
k+1,t+1
µk+1,t+1
]
=
[
x
k+1,t−α∇xmkLS(xk+1,t, µk+1,t)
µk+1,t + α∇µmkLS(xk+1,t, µk+1,t)
]
.
(11)
Here, α > 0 is a small step size and it is recommended
(xk+1,0, µt+1,0) = (xk, µk)−rgk/‖gk‖ with 0 ≤ r ≪ 1 [7].
Lemma 2. (Optimizer of Cubic Submodel is Feasible). A
solution x+ of (10) is a feasible point of P 1 at any k, i.e.
it satisfies xk+1i = x
k+1
j , ∀i 6= j.
Proof. Suppose (x+, µ+) satisfies (10) but not (L⊗Id)x+ =
0nd. Let V = null (L × Id), dimV = d. Then, x+ /∈ V and
µk+1 6⊥ x+ would naturally be unbounded and increase the
x
⊤(L ⊗ Id)µ term of mkLS to infinity. Thus, the argmaxµ
produces an unbounded solution µk+1 in a pointwise sense
for each possible x+ /∈ V , andmkLS(x+, µk+1)→ +∞. This
contradicts with x+ being the solution of a minimization,
therefore x+ ∈ V and xi = xj , ∀i, j.
Our aim is to converge to an ε-second-order stationary
point, as in Definition 1. The above discussion is just
intended to set up the following condition, assumed on any
subsolver a user may implement to solve (10).
Condition 1. (Subsolver Output). Let (x+, µ+) satisfy (10)
and (xk+1, µk+1) be the output of a subsolver for (10), then
(i) xk+1 satisfies (L⊗ Id)xk+1 = 0nd.
(ii) For any small constant c > 0, xk+1 satisfies one of the
following at each k:
a) max{mkLS(xk+1, µk+1)−LS(xk, µk+1), F¯ (xk+1)−
F¯ (xk)} ≤ −Ω(√ε3/ρ).
b) ‖xk+1−xk ‖ ≤ ‖x+−xk ‖ + c√ε/ρ. Further, if
‖x+−xk ‖ ≥ 1
2
√
ε/ρ, then mkLS(x
k+1, µk+1) ≤
mkLS(x
+, µ+) + c
12
ρ‖x+−xk ‖.
Part (i) is already implied by Lemma 2 for our particular
subsolver. The (ii) condition closely resembles that of Con-
dition 1 in [17], where (iia) represents the case that both
the function and submodel decrease are large, while (iib)
represents the case where subsolver update is not too large
compared to the true solution update. We note that (ii) could
be fairly easily satisfied by (11) for f convex in x, as in our
simulation, as this implies convex-concavity of mkLS in x, µ.
We now give a brief outline of the entire algorithm.
DiSCRN Algorithm
1) Initialize x0 s.t. (L⊗ Id)x0 = 0nd, any µ0
2) Realize χ and initialize p0 per Assumption 5
3) Implement (5) until |p+i − pi| ≤ ∆ηλ2ω/
√
n, ∀i
4) Repeat from step 2 S times, storing p˜s at each s
5) Compute locally required elements of gk, Hk
6) Compute an (xk+1, µk+1) satisfying Condition 1, e.g.
via (11); repeat from step 2
This describes a fully distributed algorithm, as each step can
be performed with only local information. Ostensibly, x0
could be initialized arbitrarily, but the first outer-loop would
be a “garbage” update until agreement is obtained in step 6.
Theorem 1. (Convergence of DiSCRN). Let F satisfy
Assumption 2, on Lipschitz gradients and Hessians, and
Assumption 3, on variance conditions, and let f satisfy As-
sumption 4, on Lipschitz interconnection of x and p. Assume
a subsolver outputs (xk+1, µk+1) satisfying Condition 1 with
c. For S ≥ max{M1c¯ε , σ
2
1
c¯2ε2 ,
M2
c¯
√
ρε ,
σ2
2
c¯2ρε}O(log ((ε1.5ζc¯)−1))
with c¯ε+ψg∆ ≤ cε and c¯√ρε+ψH∆ ≤ c√ρε, then for all
ζ > 0 the DiSCRN algorithm will return a ε-second-order
stationary point of F with probability ≥ 1−ζ within at most
O(ε−3.5) total instances of P 2.
Proof. The result relies on Theorem 1 in [17]. Invoking (i)
of Condition 1, the cross term of (8) becomes zero and
mkLS(x, µ) = F
S(xk, µk) + (x−xk)⊤∇xFS(xk)
+
1
2
(x−xk)⊤∇2
xx
FS(xk)(x−xk) +
n∑
i=1
ρ
6
‖xi − xki ‖3.
Let gk⋆ =
1
S
∑S
s=1
∑
i∇xifi(xki , p⋆i ) and Hk⋆ =
1
S
∑S
s=1
∑
i∇2xixifi(xki , p⋆i ). Lemma 4 of [17] justi-
fies that for arbitrary c¯ > 0, choosing S ≥
max{M1c¯ε , σ
2
1
c¯2ε2 ,
M2
c¯
√
ρε ,
σ2
2
c¯2ρε}O(log ((ε1.5ζc¯)−1)) implies that
‖gk⋆ − ∇F¯ (xk)‖ ≤ c¯ε and ‖(Hk⋆ − ∇2xxF¯ (xk))v‖ ≤
c¯ε
√
ρε‖v‖, ∀v with probability 1− ζ.
Let φkg = g
k − gk⋆ , φkH = Hk − Hk⋆ . Substitutions and
applying Assumption 4 gives:
‖gk −∇xF¯ (xk)‖ ≤ ‖gk⋆ −∇xF¯ (xk)‖+ ‖φkg‖
≤ c¯ε+ ψg∆,
‖(Hk −∇2
x x
F¯ (xk))v‖ ≤ ‖(Hk⋆ −∇2xxF¯ (xk))v‖ + ‖φkH‖
≤ c¯√ρε+ ψH∆, ∀v.
Applying c¯ε + ψg∆ ≤ cε and c¯√ρε + ψH∆ ≤ c√ρε from
the theorem statement satisfies the conditions of Theorem 1
in [17], which we apply to complete the proof.
V. SIMULATION
Consider a group of EV users i ∈ {1, . . . , n} = N with
PV generator distributions Di = U [0, 1.5], ∀i, similarly to
Example 1. The costs are taken to be fi(x, pi) = 1/2(αix+
pi − βi)2, with each αi ∈ U [0.1, 5] and βi ∈ U [0, 10].
We compare our DiSCRN method with gradient-based and
Newton-based updates of the same batch sizes, where the
gradient-like and Newton-like updates are computed via:
mkg(x, µ) = L
S(xk, µk) +
[
x−xk
µ− µk
]⊤
gk +
∑
i
ηg
2
‖xi − x
k
i ‖
2,
mkH(x, µ) = L
S(xk, µk) +
[
x−xk
µ− µk
]⊤
gk
+
1
2
[
x−xk
µ− µk
]⊤
Hk
[
x−xk
µ− µk
]
+
∑
i
ηH
2
‖xi − x
k
i ‖
2,
and (xk+1, µk+1) are the argmin, argmax of these models
at time k, obtained empirically for all three methods by
implementing (11) until the updates became very small. Both
ηg and ηH must be sufficiently large to ensure stability,
and, were f chosen to be nonconvex in x, then ∇xF (x) ≻
−ηHId to ensure mkH is bounded from below in x. Here,
∆ = 0.1, S = 20, n = 40, | E | = 120, Pref = 40,Di =
U [0, 1.5] ∀i, ρ = 5, ηg = 100, ηH = 50.
It is clear from the top graph of Figure 1 that DiSCRN
far outperforms the gradient and Newton methods in terms
of convergence rate. One possible explanation for this is the
need to take ηg, ηH significantly larger than ρ; in fact, we
found that it was necessary to do this in almost all cases to
prevent divergence of the gradient and Newton approaches.
By contrast, the choice of ρ seems to be very flexible,
with even very small ρ being stable for most problem data.
This is intuitive: the cubic terms of mkLS grow very quickly
compared to the quadratic terms of mkg and m
k
H , so the
regularization is more robustly imposed and is guaranteed to
dominate the submodel for large deviations from xk. Finally,
we noticed a clear tradeoff between S and ∆, with small
S ∼ 100 requiring ∆ ∼ 10−1 to converge and large S ∼ 103
converging even for large ∆ ∼ 102.
VI. CONCLUSION
Here, we studied a nested, distributed stochastic optimiza-
tion problem and applied a Distributed Stochastic Cubic-
Regularized Newton (DiSCRN) algorithm to solve it. In or-
der to compute the DiSCRN update, a batch of approximate
solutions to realizations of the inner-problem are obtained,
and we developed a locally-checkable stopping criterion to
certify sufficient accuracy of these solutions. The accuracy
parameter is directly leveraged in the analysis of the outer-
problem, and simulations justify both faster and more robust
convergence properties than that of comparable gradient-like
and Newton-like approaches. Future work involves weak-
ening the conditions on the cubic submodel solver and
exploring adaptive batch size techniques.
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Fig. 1. Comparison of CRN method with gradient-based and Newton-
based approaches. Top: empirical approximation of F (xk), obtained by
averaging f(xk, p⋆) over 500 realizations of P 2 at each k. Bottom: agents’
disagreement on the value of x, quantified by ‖(I − 11⊤/n)xk‖2.
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