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Abstract
The fact that the founding papers of Density Functional Theory are among the most
cited papers ever, testifies for the importance of Quantum Mechanics and its (often)
counter intuitive features in characterizing many-particle systems at a nano and
sub-nano scale. Density Functional Theory has enabled one to use the computer to
predict quantitatively several of the properties of the aforementioned many-particle
systems. The prediction of new materials, often exhibiting meta-stability, is one of
its distinctive features. In this work we will discuss a new class of meta-materials
which, being silicon based, exhibit properties which in no way resemble those of its
main constituent. We investigate the feasibility of assembling the exceptionally sta-
ble isovalent X@Si16 (X=Ti, Zr and Hf) nanoparticles to form new bulk materials.
We use first principles density functional theory. Our results predict the formation
of stable, wide band-gap materials crystallizing in HCP structures in which the cages
bind weakly, similar to fullerite. The present study suggests new pathways through
which endohedral cage clusters may constitute viable means toward the production
of synthetic materials with pre-defined physical and chemical properties. Within
the same first-principles framework we will investigate the vibrational modes and
infrared spectra of the isovalent X@Si16 (X=Ti, Zr and Hf) nanoparticles. Our re-
sults predict the existence of high-intensity modes of low frequency. An estimate of
the electron-phonon coupling strength λ is also provided based on a single-molecule
method introduced recently. The large value of λ combined with predicted stability
of bulk materials assembled with these nanoparticles suggest that these new ma-
terials, when appropriately doped, may exhibit high-temperature superconducting
properties.
Keywords:
Nano-Structured Materials, Silicon Clusters, Density Functional Theory, Superconductivity.

Chapter 1
Introduction
A fundamental challenge for nanotechnology is to control fabrication with atomic
precision in order to assemble new materials with outstanding properties or func-
tions. Modern theoretical and computational methods are already able to predict
the properties of such materials. The importance of this has been recognized with
the 1998 Nobel Prize award to Walter Kohn for his development of the Density Func-
tional Theory [1,2] (DFT) and to John Pople for his development of computational
methods in quantum theory. Today, theoretical predictions are competitive with
experimental techniques for controlling single molecule chemistry given that the re-
quired hardware for performing computer simulations is often orders of magnitude
cheaper and more effective than experiments. The quantitative predictions based
on DFT rely on Quantum Mechanics which itself is on the basis of the technological
revolution of the XXth century. Much of what is considered now the information
technology revolution has been dependent of an ever increasing miniaturization of
devices based on silicon. The number of transistors that can be placed in an in-
tegrated circuit, which is a measure of its computing power, has doubled every 20
months since 1971. However, physical limits to miniaturization of devices based on
bulk silicon have already been met in the recent 45 nm generation of devices, where
a high-k dielectric material like HfO2 has replaced SiO2 as a gate insulator [3] for
the first time since the beginning of the integrated circuit. The potential ”brick
wall” facing Moore’s Law [4] has motivated an incredible amount of experimental
and theoretical work in the search for alternative materials to bulk silicon. Silicon
clusters in particular have been under focus, given that nano-structured materials
are known to exhibit very different properties from their bulk counterparts. This
attribute of nanomaterials was perhaps best epitomized with the discovery of the
C60 molecule by Kroto & Smalley in 1985 [5].
Early synthesis of the fullerenes was done using a laser ablation technique. Minute
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quantities of C60 molecules were then identified in the gas phase by means of time-
of-flight spectrometry. In 1990 Kra¨tschmer, Huffman and co-workers were able to
synthesize a new solid phase of carbon based on C60 molecules [6]. Using a new
methodology allowed for the preparation of large quantities of soot containing C60.
New purification and crystallization techniques were also devised to prepare gram
quantities of this new molecular material named fullerite. Soon after, Haddon et
al. discovered that the intercalation of alkali metal atoms in the space between C60
molecules in bulk fullerite dramatically alters its electronic properties yielding rela-
tively high transition temperature superconductors [7]. Belonging to the same group
IV of semiconductors, carbon and silicon are however very different elements and
unfortunately the lessons learned on the fullerenes cannot be directly applied to sili-
con clusters. Covalent sp2 bonds in carbon allow for quasi-planar carbon structures
which are essential in the formation of hollow carbon clusters. Bonding in silicon
is sp3 thus favoring 3-dimensional compact structures. Furthermore, contrary to
fullerene-like carbon clusters, pure silicon clusters have been found to be chemically
reactive, precluding the synthesis of cluster assembled materials [8]. On the other
hand, early experiments by Beck [9,10] indicated the feasibility of using metal atoms
to nucleate silicon atoms into stable X@Sin clusters, of which X@Si16 was found to
be particularly stable. Recent experimental [8, 11–17] and theoretical [18–26] work
has confirmed these results for a variety of mixed metal-silicon sandwich [11,27] and
cage [18,19,25,26] clusters, and a special class of clusters with stoichiometry X@Si16,
with X a metal atom, has been identified [18] as especially stable by means of ab-
initio computer simulations. In particular, the stability of X@Si16 (X=Ti, Zr and
Hf) nanoparticles has been confirmed experimentally [28], via selective formation of
neutral gas phase clusters, using a dual laser vaporisation technique of pure metal
and pure silicon targets in an inert helium atmosphere. An additional experimen-
tal confirmation of the synthesis of these nanoparticles has been reported recently
using a magnetron co-sputtering technique [17]. In a sense, the current stage of
research regarding the X@Si16 (X=Ti, Zr and Hf) nanoparticles is analogous to the
one of fullerenes before the groundbreaking work of Kra¨tschmer et al. that allowed
the synthesis of fullerite. Unfortunately, to our knowledge, no research group has
been able to devise an experimental technique to synthesize these metal-silicon clus-
ters in macroscopic quantities. At the theoretical and computational level however,
methods and techniques are available to address some pertinent questions regarding
hypothetical materials assembled using these nanoparticles.
In this work we investigate the feasibility and the main structural and elec-
tronic properties of molecular materials assembled using the especially stable X@Si16
3(X=Ti, Zr and Hf) nanoparticles. We use first-principles density functional theory.
The main theoretical and computational methodology is addressed in Chapter 2.
In Chapter 3 we present our results concerning bulk materials assembled using the
Ti@Si16 nanoparticles. In Chapter 4 we further extend our previous theoretical
characterization to include Zr@Si16 and Hf@Si16. In Chapter 5 we investigate the
vibrational modes and infrared spectra of the X@Si16 (X=Ti, Zr and Hf) nanopar-
ticles and discuss the possibility that materials assembled using these nanoparticles
may exhibit high temperature superconducting properties. Conclusions and further
prospects are addressed in Chapter 6.
Parts of this work are already published in peer review journals:
• Chapter 3:
”Stability analysis of a bulk material built from silicon cage clusters: A first-
principles approach”,
C. L. Reis, J. L. Martins & J. M. Pacheco,
Physical Review B 76, 233406 (2007).
• Chapter 4:
”Bulk materials made of silicon cage clusters doped with Ti, Zr, or Hf”,
C. L. Reis & J. M. Pacheco,
Journal of Physics.: Condensed. Matter 22, 035501 (2010).
• Chapter 5:
”Vibrational spectra of silicon cage clusters doped with Ti, Zr, or Hf”,
C. L. Reis & J. M. Pacheco,
Physical Review B, 82, 155440 (2010).
• Appendix A:
”First-principles norm-conserving pseudopotential with explicit incorporation
of semicore states”,
C. L. Reis, J. M. Pacheco & J. L. Martins,
Physical Review B, 68, 155111 (2003).
The author wishes to clarify that he had the predominant contribution in the pro-
duction of data, analysis of results and writing of the aforementioned articles.

Chapter 2
Theory and Methods
The main theoretical and computational adopted framework is the subject of the
current chapter, where the main results relevant to this work are summarized, leaving
to key references those details which are not directly required. Additional specific
details and methods can be found in the introductory sections of Chapters 3, 4, 5
and Appendix A.
2.1 The Many-Body Problem
The properties of atoms, molecules and extended condensed matter systems are
determined by the interaction between the constituent nuclei and electrons. Such
properties can be in principle determined solving the quantum mechanical many-
body problem. In the following, spin polarization and other relativistic effects are
omitted to improve readability. The time independent Schro¨dinger equation for a
system of N electrons and NA nuclei can be written as:
Hψk(R, r) = Ekψk(R, r), (2.1)
where R ≡ (R1,R2, · · · ,RNA) and r ≡ (r1, r2, · · · , rN) are the Cartesian positions
of the nuclei and of the electrons respectively relative to some reference frame. In
atomic units, ~ = me = e2/4piε0 = 1, with me being the electron mass; energies are
given in Hartree ' 27.2116 eV, the unit of length is the Bohr ' 0.5292 A˚ and the
exact non-relativistic, time independent Hamiltonian is given by:
H = −∑
i
1
2
∇2i + −
∑
i,A
ZA
riA
+
∑
i>j
1
rij
+
∑
A>B
ZAZB
RAB
+
∑
A
1
2MA
∇2A
≡ Te(r) + VeN(r, R) + Vee(r) + VNN(R) + TN(R).
(2.2)
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The operators defined are: the kinetic energy of the electrons, Te(r), the interac-
tion potential between the electrons and the nuclei, VeN(r, R), the electron-electron
interaction potential, Vee(r), the interaction potential between nuclei, VNN(R) and
the kinetic energy of the nuclei, TN(R). The distances appearing the potential terms
are riA = ‖ri −RA‖, rij = ‖ri − rj‖ and RAB = ‖RA −RB‖. If a Hamiltonian is
separable in a sum of two terms, each a function of distinct sets of coordinates:
H = H1(q) +H2(q), (2.3)
it can easily be shown that its eigenfunctions are products of functions of these
coordinates:
[H1(q1) +H2(q2)]φ1(q1)φ2(q2) = (E1 + E2)φ1(q1)φ2(q2). (2.4)
One can see that there is only one term in Eq. (2.2) preventing such separation:
VeN(r, R) = −
∑
i,A
ZA
riA
; (2.5)
it corresponds to the interaction potential between nuclei and electrons. However,
the mass of each nucleus is ∼ 104 times the mass of the electron. It is reasonable
to assume that the nuclei move much slower than the electrons, i.e., the electron
wave-functions will deform slowly and progressively with the nuclei movement and
that no transitions between electronic states will be induced by this movement. This
adiabatic principle [29] suggest that the nuclear kinetic term can be ignored from
the electronic problem so that the electronic Schro¨dinger equation will depend only
parametrically of the nuclei positions via VeN(r, R). Let us assume for a moment
that the nuclei are frozen in a given position R0 - clamped nuclei approximation -
Then:
Helϕ(r;R0) = Eel(r;R0)ϕ(r;R0), (2.6)
with:
Hel = Te(r) + VeN(r, R0) + Vee(r) + VNN(R0). (2.7)
The last term, VNN(R0), can be ignored, since it is constant for a fixed set of nuclei
positions R0 and its effect is merely a shift in the eigenvalues. Therefore:
Hel = Te(r) + VeN(r, R0) + Vee(r), (2.8)
Helϕ(r;R0) = Eelϕ(r;R0). (2.9)
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Eq. (2.9) is an eigenvalue equation. Its eigenvalues can be designated by Ee,q(R0)
and the corresponding eigenfunctions by ϕe,q(R0) with q = (1, 2, · · · ). These eigen-
functions form a complete basis set, that can be assumed orthonormal, that is:∫
drϕ∗e,p(r;R0)ϕe,q(r;R0) = δp,q. (2.10)
Considering all possible values of the atomic positions, a solution for the Schro¨dinger
equation of electrons and nuclei can be written in the form:
Ψl(r, R) =
∑
q
Fl,q(r, R)ϕl,q(r, R). (2.11)
The expansion coefficients Fl,q(r, R) describe, for each l, the nuclei movement when
the electrons are in a state q. Let us insert Ψl(r, R) in the Schro¨dinger equation:
HΨl(r, R) = EtotΨl(r, R), (2.12)
with:
H = TN(R) + VNN(R) +He(r, R), (2.13)
and construct: ∫
drφ∗e,p(r, R)HΨl(r, R), (2.14)
so that:
0 =
∫
drφ∗e,p(r, R)[H − Etot]Ψl(r, R) =
=
∑
q
∫
drφ∗e,p(r, R)[TN(R) + VNN(R) +He(r, R)− Etot]Fl,q(R)φe,q(r, R).
(2.15)
Noting that:∑
q
∫
drφ∗e,p(r, R)[VNN(R) +He(r, R)− Etot]Fl,q(R)φe,q(r, R) =
=
∑
q
[VNN(R) + Ee,q(R)− Etot]Fl,q(R)
∫
drφ∗e,p(r, R)φe,q(r, R) =
=
∑
q
[VNN(R) + Ee,q(R)− Etot]Fl,q(R)δp,q =
= [VNN(R) + Ee,p(R)− Etot]Fl,p(R),
(2.16)
therefore:∑
q
φ∗e,p(r, R)TN(R)φe,q(r, R)Fl,q(R)+ [Ee,p(R)+VNN(R)−Etot]Fl,p(R) = 0, (2.17)
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with (l, q = 1, 2, · · · ). The nuclear kinetic term,
TN(R)φe,q(r, R)Fl,q(R) ≡
∑
A
1
2MA
∇2Aφe,q(r, R)Fl,q(R), (2.18)
can be re-written, using the differentiation rules:
∇2Aφe,q(r, R)Fl,q(R) = φe,q(r, R)∇2AFl,q(R) + Fl,q(R)∇2Aφe,q + 2∇Aφe,q · ∇AFl,q(R),
(2.19)
and assuming:
∇Aφe,q  ∇AFl,q(R), (2.20)
that is, that the electronic wave function deforms progressively with the nuclei move-
ment, then: ∑
q
∫
drφ∗e,p(r, R)TN(R)φe,q(r, R)Fl,q(R) =
=
∑
q
∫
dr
∑
A
1
2MA
φ∗e,p(r, R)φe,q(r, R)∇2AFl,q(R) =
=
∑
q
δp,q
∑
A
1
2MA
∇2AFl,q(R) = TN(R)Fl,p(R),
(2.21)
and Eq. (2.17) can be written as:
[TN(R) + El,p(R) + VNN(R)]Fl,p(R) = EtotFl,p(R). (2.22)
A particular value of p for the electronic wave function can always be assumed, say
p = 1 - the electronic ground state - and for each l one can make:
Fl(R) = φN(R). (2.23)
Two Schro¨dinger equations are obtained. The first describes the motion of the
nuclei:
[TN + Ee + VNN ]φ(R) = Etotφ(R), (2.24)
The second is the electronic Schro¨dinger equation in the adiabatic approximation:
Heφe(r, R) =
[
−
∑
i
1
2
∇2i −
∑
i,A
ZA
riA
+
∑
i>j
1
rij
]
φe(e, R) = Ee(R)φe(r, R). (2.25)
2.2 Density Functional Theory
In this section a brief introduction to density functional theory (DFT) is provided.
A clear and detailed discussion can be found in the book of Parr & Yang [30]. The
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modern formulation of DFT starts with the Hohenberg & Kohn theorem [1] in which
a fundamental role is assigned to the electronic density of a system of interacting
electrons in the ground state. All properties of the electronic system can be described
by functionals of the ground state electronic density and therefore this density can
be regarded as a basic variable. The proofs are disarmingly simple. However no
explicit functionals are provided and DFT would have remained an elegant theory
of no practical consequence without the Kohn & Sham [2] ansatz. By replacing
the original interacting electron problem with an equivalent independent particle
formulation, approximate functionals can be constructed. Consequently previously
intractable calculations of atomic, molecular and condensed matter become feasible
in the computer. There are of course other methods [31] that can, in principle, be
more accurate than the current approximations to DFT. All of these, however, come
at a computational cost which is typically orders of magnitude more demanding in
both CPU time and memory requirements. Therefore it is not surprising that the
majority of ab-initio electronic structure calculations are done within the Density
Functional Theory framework.
2.2.1 Variational Principle for the Ground State
If a system is in a generic electronic state φ which may not necessarily satisfy the
electronic Schro¨dinger equation:
Hφ =
[
−
∑
i
1
2
∇2i −
∑
i,A
ZA
riA
+
∑
i>j
1
rij
]
φ = Eφ, (2.26)
the average of many energy measurements is given by:
E[φ] = 〈φ|H|φ〉 =
∫
drφ∗Hφ, (2.27)
supposing that φ is normalized. Each particular measurement of the energy gives
one of the eigenvalues of H, therefore E[φ] ≥ E0, where E0 is the electronic ground
state. Full minimization of the functional E[φ], that is, the energies obtained with
the trial functions φ, will give the true ground state φ0 and the ground state energy
E[φ0] = E0.
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2.2.2 The Hohenberg-Kohn Theorems
For clarity let us re-write Eq. (2.25) in the form:
Heφe(r, R) =
[
(T + U) + V
]
φe(e, R) = Ee(R)φe(r, R), (2.28)
with the straightforward identification,
T = −
∑
i
1
2
∇2i , U = +
∑
i>j
1
rij
, V = −
∑
i,A
ZA
riA
. (2.29)
Clearly the ”external” potential V fixes the Hamiltonian and together with the
number of electrons N determines all the properties for the ground state. The first
theorem of Hohenberg and Kohn [1] on the other hand legitimizes the use of the
electronic density,
ρ(r) =
∫
d3r2 · · · d3rNφ∗e(r, r2, · · · , rN)φe(r, r2, · · · , rN), (2.30)
as a basic variable:
”The ground state density ρ(r) of a bound system of interacting
electrons in some potential V (r) determines this potential uniquely.”
The proof is simple. Consider the electron density ρ(r) for the non-degenerate
ground state of some N-electron system,
N =
∫
d3rρ(r), (2.31)
in the potential V1(r) corresponding to the ground state φ1 and energy E1. Then:
E1 = 〈φ1|H1|φ1〉 =
∫
d3rV1(r)ρ(r) + 〈φ1|(T + U)|φ1〉 , (2.32)
where H1 is the total Hamiltonian corresponding to V1. Now assume that there
exists a second potential V2(r) 6= V1(r) + constant, with ground state φ2, necessarily
6= eiθφ1, which gives rise to the same ρ(r). Then:
E2 = 〈φ2|H2|φ2〉 =
∫
d3rV2(r)ρ(r) + 〈φ2|(T + U)|φ2〉 . (2.33)
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Since φ1 is assumed to be non-degenerate, the variational principle for the ground
state for φ1 gives the inequality:
E1 < 〈φ2|H1|φ2〉 = 〈φ2|H2|φ2〉+ 〈φ2|H1 −H2|φ2〉
= E2 +
∫
d3r[V1(r)− V2(r)]ρ(r).
(2.34)
Similarly:
E2 ≤ 〈φ1|H2|φ1〉 = E1 +
∫
d3r[V2(r)− V1(r)]ρ(r). (2.35)
Note that the ”≤” was used, since the non-degeneracy for φ2 was not assumed.
Adding the last two equations leads to the following contradiction:
E1 + E2 < E1 + E2. (2.36)
Therefore by reductivo ad absurdum the assumption of the existence of a second
potential V2(r) which is 6= V1(r) + constant and gives the same ρ(r) must be wrong.
The theorem is thus proved for a non-degenerate ground state. The ρ determines
N and V and hence all the properties of the ground state, for example the kinetic
energy T [ρ], the potential energy V [ρ] and the total energy E[ρ]:
E[ρ] = T [ρ] + U [ρ] + V [ρ] = FHK [ρ] +
∫
d3rρ(r)V (r), (2.37)
with:
FHK [ρ] = T [ρ] + U [ρ]. (2.38)
The second Hohenberg and Kohn theorem formulates the variational principle for
the ground state in terms of trial densities ρ˜ rather than the trial wave functions φ˜:
”For a trial density ρ˜(r), such that ρ˜(r) ≥ 0 and ∫ d3rρ(r) = N :
E0 ≤ E[ρ˜(r)],
where E0 is the ground state energy and E[ρ] is the energy functional
defined in Eq. (2.37)”
To prove this theorem note that the previous theorem assures that ρ˜(r) determines
a corresponding V˜ (r), a Hamiltonian H˜ and a wave function φ˜, which can be taken
as a trial function for the problem of interest, having an external potential V :〈
φ˜|H|φ˜
〉
= FHK [ρ˜] +
∫
d3rρ˜(r)V (r) = E[ρ˜] ≥ E[ρ]. (2.39)
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Assuming differentiability of E[ρ], the variational principle stated in the last
theorem requires that the ground state density satisfy the stationary principle:
δ
{
E [ρ]− µ
[∫
d3rρ(r)−N
]}
= 0, (2.40)
which gives the Euler-Lagrange equation:
µ =
δE[ρ]
δρ(r)
= V (r) +
δFHK [ρ]
δρ(r)
. (2.41)
The quantity µ is the chemical potential. Note that FHK [ρ] is defined independently
of the ”external” potential V (r) which means that FHK [ρ] is a universal functional of
ρ(r). If the exact FHK [ρ] was known then Eq. (2.37) would be an exact equation for
the ground state electron density. Once an explicit form (approximate or accurate)
of FHK [ρ] is available it can be used in any system.
2.2.3 The Kohn-Sham Method
It is remarkable that the ground state energy of a many-electron system can be
obtained as the minimum of the deceptively simple energy functional:
E[ρ] = T [ρ] + U [ρ] + V [ρ] = FHK [ρ] +
∫
d3rρ(r)V (r). (2.42)
Unfortunately, nobody knows an explicit form for the universal functional FHK [ρ].
One can, however rewrite the last equation as:
E[ρ] = T [ρ]+U [ρ]+V [ρ] = T [ρ]+Ts[ρ]−Ts[ρ]+EH [ρ]−EH [ρ]+U [ρ]+V [ρ], (2.43)
or:
E[ρ] = Ts[ρ] + V [ρ] + EH [ρ] + Exc[ρ], (2.44)
where Exc[ρ] is defined as:
Exc[ρ] = T [ρ]− Ts[ρ]− EH [ρ] + U [ρ]. (2.45)
Here Ts[ρ] is the kinetic energy functional of a system of non-interacting electrons,
which is given by:
Ts[ρ] = 〈Ψs|
N∑
i
−1
2
∇2i |Ψs〉 =
N∑
i
〈ψi| − 1
2
∇2 |ψi〉 (2.46)
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for which there will be an exact determinantal ground state wave function:
Ψs =
1√
N !
det[ψ1ψ2 . . . ψN ], (2.47)
a Slater determinant, constructed with N single particle states ψi. The other new
term is the classical self-repulsion (or Hartree) energy of a charge distribution ρ (r):
EH [ρ] =
1
2
∫∫
ρ(r)ρ(r′)
|r− r′| d
3rd3r′. (2.48)
The Euler-Lagrange equation for the density ρ which minimizes E[ρ] is now:
µ =
δE[ρ]
δρ(r)
= V (r) +
δTs[ρ]
δρ(r)
+
δEH [ρ]
δρ(r)
+
δExc[ρ]
δρ(r)
= veff (r) +
δTs[ρ]
δρ(r)
, (2.49)
with:
veff (r) = V (r) +
δEH [ρ]
δρ(r)
+
δExc[ρ]
δρ(r)
= V (r) +
∫
ρ(r′)
|r− r′|d
3r′ + Vxc[ρ], (2.50)
defining
Vxc[ρ] ≡ δExc[ρ]
δρ(r)
, (2.51)
we may rewrite the Euler-Lagrange equation:
µ = V (r) +
∫
ρ(r′)
|r − r′|d
3r′ + Vxc[ρ] +
δTs[ρ]
δρ(r)
. (2.52)
Multiplying the above by δρ
δφ†i
= φi and noting that:
δTs[ρ]
δρ(r)
δρ(r)
δφ†i
=
δTs[ρ]
δφ†i
= −1
2
∇2φi, (2.53)
the following is obtained:[
− 1
2
∇2 + V (r) +
∫
ρ(r′)
|r − r′|d
3r′ + Vxc[ρ]
]
φi = iφi, (2.54)
with:
ρ(r) =
N∑
i
|ψi(r)|2. (2.55)
These are the Kohn-Sham equations [2]. So far no approximations were introduced.
However the many-body problem of interacting electrons was transformed in an in-
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dependent ”particle” problem which is in principle easier to solve. The problem of
not knowing an explicit form of the universal functional FHK [ρ] has been transfered
to the exchange and correlation energy functional Exc[ρ]. By formulating the prob-
lem in this way and using very simple physical arguments, Kohn & Sham devised
a very clever way to address this issue with the formulation of the Local Density
Approximation (LDA) to density functional theory which will be the subject of the
next sub-section.
2.2.4 The Local Density Approximation (LDA)
If the density ρ(r) varies slowly with position then Exc[ρ] may be approximated by:
ELDAxc [ρ] =
∫
d3rρ(r)εxc(ρ). (2.56)
The function εxc is the exchange and correlation energy per electron in an homoge-
neous electron gas with uniform density ρ. The exchange-correlation potential now
becomes:
V LDAxc [ρ] =
δELDAxc [ρ]
δρ(r)
= εxc(ρ(r)) + ρ(r)
∂εxc(ρ)
∂ρ
. (2.57)
One can show that εxc can be written as a sum of exchange and correlation parts:
εxc(ρ) = εx(ρ) + εc(ρ), (2.58)
with:
εx(ρ) = −3
4
(
3
pi
) 1
3
[ρ(r)]
1
3 . (2.59)
The scale of the density is generally represented by the Wigner-Seitz radius, rs. It
is defined as being the radius of a sphere that contains a unit charge:
4pi
3
ρr3s = 1. (2.60)
For the uniform electron gas, εx can be written as a function of rs:
εx = −3
4
(
3
pi
) 1
3
(
3
4pi
) 1
3
r−1s = −
3
4pi
(
9pi
4
) 1
3
r−1s , (2.61)
or simply as:
εx = −0.45817
rs
. (2.62)
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The rs parameter is large for a low density electron gas and small for a high density
electron gas. In metals the values of rs are usually in the range 1-6. This represents
a relative variation of the electron density of ∼ 0.005.
The correlation part εc(ρ) has been calculated by several authors. Here, the approach
of Ceperley & Alder [32] will be briefly introduced. They solved the problem of a
gas of electrons of uniform density in the computer using the Quantum Monte-Carlo
method (QMC). As is usual in QMC simulations, the wave function has a pre-defined
form. They obtained the total energy for a system of N-electrons. Dividing by N
one obtains the ground state energy per electron. The energy was calculated for
the metallic densities (rs = 1, 2, 5). After subtraction of the exchange and kinetic
energies one obtains the correlation part. The following formula is an interpolation
of the Ceperley-Alder 3 points by Perdew & Zunger [33]. For rs > 1:
εc =
γ
1 + β1
√
rs + β2rs
, (2.63)
where γ = −0.1423, β1 = 1.0529 and β2 = 0.3334. A different formula is used for
high density which is important for atomic systems calculations. For rs < 1 :
εc = B +Drs + (A+ Crs)ln(rs), (2.64)
where A = 0.0311, B = −0.048, C = 0.0020 and D = −0.0116.
2.2.5 The Generalized-Gradient Approximation (GGA)
The local density approximation can be improved in principle by defining the func-
tional:
EGGAxc [ρ] =
∫
d3rρ(r)εx(ρ)Fxc
[
ρ; |∇ρ| ; ∣∣∇2ρ∣∣ ; · · · ], (2.65)
where εx is the exchange energy for the homogeneous electron gas defined in the
previous sub-section and Fxc is a dimensionless functional which involves the density
and its gradients. The form of Fxc can be in general very complex. Perdew, Burke
and Ernzerhof [34] (PBE) suggested a relatively simple formulation of GGA which
also does not involve any adjustable parameters. The exchange part of Fxc is given
by:
Fx(s) = 1 + κ− κ
1 + µs2/κ
, (2.66)
with κ = 0.804 and µ = 0.21951. The dimensionless gradient s is given by:
s =
|∇ρ|
2kFρ
=
|∇rs|
2(2pi/3)1/3rs
. (2.67)
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The correlation part is given by:
EGGA−PBEc =
∫
d3rρ [εc (rs, ζ) +H (rs, ζ, t)], (2.68)
ζ = ρ
↑−ρ↓
ρ
is the spin polarization, t is another dimensionless gradient:
t =
|∇ρ|
2φkTFρ
, (2.69)
with the Thomas-Fermi screening wavenumber given by kTF =
√
4kF/pi, kF =
3(2pi/3)1/3r−1s and φ =
[
(1 + ζ)2/3 + (1− ζ)2/3
]
/2. The gradient contribution has
the following expression:
H = γφ3 log
(
1 +
β
γ
t2
1 + At2
1 + At2 + A2t4
)
, (2.70)
with:
A =
β
γ
[
exp
(−εc
γφ3
)
− 1
]−1
, (2.71)
β = 0.066725 and γ = 0.031091. The GGA-PBE approximation was used in all
pseudopotential plane wave computer simulations reported in this work.
2.2.6 Total Energy
The sum of the eigenvalues obtained by solving the Kohn-Sham equations is itself
a functional:
Es [ρ] =
∑
i
εi, (2.72)
since it corresponds to the energy of a system of non-interacting electrons. By
multiplying the Kohn-Sham equation:[
−1
2
∇2 + veff (r)
]
φi = εiφi, (2.73)
with φ∗i from the left, integrating and summing over the eigenvalues, one obtains
the following expression:
∑
i
∫
d3rφ∗i
[
−1
2
∇2
]
φi +
∑
i
∫
d3rφ∗i veff (r)φi =
∑
i
εi (2.74)
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and therefore the kinetic energy functional can be expressed as:
Ts =
∑
i
εi −
∑
i
∫
d3rφ∗i veff (r)φi. (2.75)
The remaining integral is trivially obtained:∑
i
∫
d3rφ∗i veff (r)φi =
∫
d3rρ (r)V (r) +
∫
d3rd3r′ ρ(r)ρ(r
′)
|r−r′| +∫
d3rρ (r)Vxc (r)
(2.76)
and therefore:
TS =
∑
i
εi − V [ρ]− 2EH [ρ]−
∫
d3rρ (r)Vxc (r). (2.77)
The expression for the total energy can be re-written as:
Etot [ρ] = Ts [ρ] + V [ρ] + EH [ρ] + Exc [ρ] + ENN =∑
i
εi − EH [ρ] + Exc [ρ]−
∫
d3rρ (r)Vxc (r) + ENN ,
(2.78)
or equivalently:
E [ρ] =
∑
i
εi− 1
2
∫
d3rd3r′
ρ (r) ρ (r′)
|r− r′| +
∫
d3rρ (r) [εxc (r)− Vxc (r)] + ENN . (2.79)
2.2.7 Forces on Atoms
The determination of the ground state geometry of a polyatomic system may be
greatly simplified with the knowledge of the forces acting on the nuclei. The gra-
dients of the energy with respect to the nuclei positions can then be used with
local optimization algorithms such as the conjugate gradient method or the BFGS
(cf. 2.5) to efficiently determine the set of nuclear coordinates that locally minimizes
the total energy. Moreover the set of forces acting on the nuclei is needed in molec-
ular dynamics methods such as the QLMD (cf. 2.5.1). The starting point is the
Hellmann-Feynman theorem [35] which states that the derivative of the eigenvalue
of a Hamiltonian Hλ that is a function of a parameter λ is given by the expectation
value of the derivative of the Hamiltonian:
∂E
∂λ
= 〈ψλ| ∂Hλ
∂λ
|ψλ〉 . (2.80)
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In the adiabatic approximation the nuclei positions are parameters of the electronic
Hamiltonian and therefore the force on the nuclei I is given by:
FI = −∂E (R)
∂RI
= −〈ψ (R) |∂H (R)
∂RI
|ψ (R)〉 . (2.81)
Making use of (2.78) this expression can be written in terms of the electronic density:
FI = −
∫
d3rρ (r)
∂VR (r)
∂RI
− ∂ENN (R)
∂RI
, (2.82)
recalling that:
VR (r) = −
∑
i,A
ZA
|ri−RA| , ENN (R) =
∑
A>B
ZAZB
|RA −RB| . (2.83)
2.2.8 Linear Response
Density functional theory can also be used to address phenomena that are related
to variations of the total energy around the equilibrium configuration. Thermal
and mechanical properties, lattice vibrations and phonon dispersions, infrared and
Raman spectra, electron-phonon interactions and superconductivity are all related
to the derivatives of the total energy with respect to perturbations such as the
atomic displacements and/or homogeneous electric fields. These perturbations can
be efficiently calculated using density functional perturbation theory [36] (DFPT).
A first order change in the electronic density is obtained by standard perturbation
theory as:
∆ρ (r) = 2 Re
∑
i
ψ∗i (r)ψi(r), (2.84)
where the variation of the Kohn-Sham state is given by:
(H − εi) |∆ψi〉 = − (∆Veff −∆εi) |ψi〉 , (2.85)
with the first order change in the eigenvalue:
∆εi = 〈ψi|∆Veff |ψi〉 , (2.86)
and the change in the potential given by:
∆Veff (r) = ∆V (r) +
∫
d3r′
∆ρ (r′)
|r− r′| +
∫
d3r′
dVxc (r)
dρ (r′)
∆ρ (r′). (2.87)
2.3 Periodic Solids 19
In perturbation theory the standard approach would be to construct the first order
correction to the Kohn-Sham orbital:
∆ψn (r) =
∑
m 6=n
ψm (r)
〈ψm|∆Vscf |ψn〉
εn − εm (2.88)
and this leads to the density response:
∆ρ (r) = 2
∑
n
∑
m6=n
ψ∗n (r)ψm (r)
〈ψm|∆Vscf |ψn〉
εn − εm . (2.89)
The summation in (2.88) however requires the full spectrum of H which would
lead to an extensive sum over unoccupied states. Since only the occupied states
are needed in the right side of (2.85) it is more effective to employ the following
modification to (2.85):
(H − εi) |∆ψi〉 = −Pˆempty∆Veff |ψi〉 , (2.90)
with the projection operator being defined as:
Pˆempty = 1−
∑
i
|ψi〉 〈ψi| (2.91)
and the sum being over the occupied states. The linear response algorithm consists
of solving self-consistently (2.90) with the change in potential given by (2.87) which
is a function of the change in density given by (2.84).
2.3 Periodic Solids
The structure of a bulk material is defined by the positions of the constituent atomic
nuclei. A material can be amorphous, crystalline or polycrystalline. Amorphous ma-
terials are typically formed by rapid cooling of molten substances and as a result
the distribution of atomic positions in these materials is similar to the one found
in the liquid. There is some order but only in a statistical sense, such as the mean
separation of nearest neighbour atoms or a radial distribution function. Polycrys-
talline materials are assembled from small crystals or crystallites. Slow cooling of
molten substances allows the settling of atomic motion toward minimal energy con-
figurations. The process often results in the formation of crystals.
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2.3.1 Crystal Structures
In crystalline materials the nuclei are arranged in periodic three-dimensional pat-
terns. The ideal crystal is assembled from small structural units repeated indefinitely
in space. The structural unit is designated a basis. These structural units, which
can be atoms, groups of atoms, molecules, clusters, ions, etc, are associated with a
lattice of points, a Bravais lattice, which defines the crystal structure. This basis is
positioned in every point of the lattice with the same orientation and composition.
Crystal Structure = Bravais Lattice + Basis
The Bravais lattice is the set of all points in space with position vectors of the form:
R = n1a1 + n2a2 + n3a3, (2.92)
where the a1, a2, a3 are three vectors (not all in the same plane), designated prim-
itive vectors and n1, n2, n3 are integers. There are of course many possible lattices
for a given crystal structure, but those are fixed once a particular basis is chosen.
Also for a particular Bravais lattice the choice of vectors is not unique but they
are usually chosen to have a simple or symmetric expression in Cartesian coordi-
nates. The primitive vectors can be used to define a parallelepiped whose axes are
a1, a2, a3. This region is designated the primitive cell, and its volume is given by
τ = |a1 · (a2 × a3)| . (2.93)
The basis, i.e., the positions of the n atoms in the primitive cell can be expressed
using the primitive vectors:
rj = xja1 + yja2 + zja3. (2.94)
The set {xj, yj, zj} is then designated by lattice or fractional coordinates. Some
important examples are given in the next figures along with common choices of the
primitive vectors (in units of the lattice constant a).
• Simple Cubic (SC): Although very few natural occurring elements crystallize
in this structure under normal pressure, the importance of the simple cubic
lattice is two-fold: The primitive vectors of this lattice have the simplest ex-
pression in Cartesian coordinates and are all orthogonal to each other:
a1 = ex, a2 = ey, a3 = ez, (2.95)
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Simple Hexagonal (HEX).Body Centered Cubic (BCC).
Face Centred Cubic (FCC).Simple Cubic (SC).
Figure 2.1: The figure displays some important examples of Bravais lattices represented in
the conventional lattice. The edge is the length of the lattice constant a.
where ex, ey, ez are the Cartesian unit vectors. The other important feature
is that more complex crystal structures can be described as a simple cubic
lattice with a basis. One simple example is the Caesium Chloride structure in
which two simple cubic lattices (one composed of Caesium ions, the other of
Chlorine ions) interpenetrate each other. In this case the primitive lattice is
simple cubic and the basis consist of one Caesium ion at 0 and one Chlorine
atom at the centre of the cube: a
2
(ex + ey + ez). If the atoms were chosen
to be of the same species, this would correspond to the description of a Body
Centred Cubic lattice (see below).
• Face Centred Cubic (FCC): Due to the high packing ratio of this lattice
(≈ 0.74) a large number of natural occurring solids crystallize in this structure.
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Hexagonal Close Packed (HCP).Diamond Type (DIA).
Figure 2.2: The figure depicts two important examples of crystal structures obtained from
Bravais lattices using a basis of two identical atoms. The Diamond type structure is con-
structed using a basis relative to the FCC lattice primitive cell and the Hexagonal Close
Packed structure is constructed using a basis relative to the Hexagonal primitive cell.
The primitive vectors can be chosen to have the symmetric form:
a1 =
a
2
(ey + ez) , a2 =
a
2
(ez + ex) a3 =
a
2
(ex + ey) . (2.96)
The diamond structure of Fig. 2.2 can be described using a two atom basis
relative to the FCC primitive vectors:
r1 = 0,
r2 =
1
4
a1 +
1
4
a2 +
1
4
a3. (2.97)
• Body Centred Cubic (BCC): The high packing factor for this lattice (≈ 0.68)
is responsible for the large number of naturally occurring elements that crys-
tallize in this structure. A symmetric set of primitive vectors for this lattice
can be chosen to be:
a1 =
a
2
(−ex + ey + ez) , a2 = a2 (ex − ey + ez) a3 = a2 (ex + ey − ez) .
(2.98)
• Hexagonal (HEX): This non cubic lattice has two vectors forming an angle of
120 degrees. A simple expression for the primitive vectors for this lattice is:
a1 = aex, a2 =
a
2
(
ex +
√
3ey
)
a3 =
c
a
ez. (2.99)
The Hexagonal Close Packed (HCP) structure depicted in Fig. 2.2 is obtained
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using a primitive hexagonal lattice c
a
=
√
8
3
and a basis of two atoms relative
to the primitive vectors given by:
r1 = 0,
r2 =
2
3
a1 +
1
3
a2 +
1
2
a3. (2.100)
2.3.2 The Reciprocal Lattice
The Bravais lattice was defined in the previous sub-section as the set of vectors {R}
given by:
R = n1a1 + n2a2 + n3a3 (2.101)
and n1, n2, n3 ∈ Z. A plane wave with the form eiK·R will have the periodicity of
the Bravais lattice if, for any given vector r, eiK·(r+R) = eiK·r, that is:
eiK·R = 1, (2.102)
for all R points in the lattice. The reciprocal lattice is then defined by the set of
points {K} satisfying the relation (2.102). If one chooses to write the elements of
this set {K} as linear combinations of vectors {bi}:
K = K1b1 +K2b2 +K3b3, (2.103)
with the following definitions:
b1 = 2pi
a2×a3
a1·(a2×a3)
b2 = 2pi
a3×a1
a1·(a2×a3)
b3 = 2pi
a1×a2
a1·(a2×a3)
, (2.104)
then:
K ·R = 2pi · (K1n1 +K2n2 +K3n3), (2.105)
since it is easily seen that the {bi} vectors are orthogonal to the primitive vectors
{ai}; bi · aj = 2piδij and since one requires that eiK·R = 1 then it follows that
K1n1 + K2n2 + K3n3 must be an integer and so must K1, K2, K3. The set of
{K} vectors defines therefore a Bravais lattice with the definition (2.103) and the
requirement K1, K2, K3 ∈ Z. The primitive vectors of this Bravais lattice, the
reciprocal lattice, are constructed from the original or direct Bravais lattice primitive
vectors using (2.104).
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2.3.3 The Bloch Theorem
One important consequence of the translational invariance in crystals is that the
electronic density has the same periodicity of the underlying lattice. Since all prim-
itive cells are equivalent it follows that the probability density of finding an electron
in the state ψn must be the same in identical lattice points, so:
|ψn(r + R)|2 = |ψn(r)|2, (2.106)
for all lattice points R. Then one can write:
ψn(r + R) = e
iα(R)ψn(r) (2.107)
and α(R) does not depend on r. Also α(R) must be linear, since:
ψn(r + R1 + R2) = e
iα(R1+R2)ψn(r) = e
iα(R1)eiα(R2)ψn(r) (2.108)
and therefore α(R1 + R2) = α(R1) + α(R2). One can write this linear function as:
α(R) = k1R1 + k2R2 + k3R3 + λ. (2.109)
The constant λ can be ignored since it would otherwise lead to a phase factor
constant in all cells and the coefitients ki (i = 1, 2, 3) do not depend on R, therefore:
ψn(r + R) = e
ik·Rψn(r). (2.110)
If the (perfectly valid) following expression
ψn(r) = e
ik·runk(r), (2.111)
is used for the one electron wave function then:
ψn(r + R) = e
ik·(r+R)unk(r + R) = eik·reik·Runk(r + R). (2.112)
The requirement 2.110 then implies:
ψn(r + R) = e
ik·Rψn(r) = eik·reik·Runk(r), (2.113)
so that:
unk(r) = unk(r + R). (2.114)
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In a periodic crystal the one electron states have the form:
ψn(r) = e
ik·runk(r), (2.115)
where unk(r) is a function with the periodicity of the lattice.
2.4 Pseudopotential Plane Wave Formulation
Computational resources are always scarce. This seems paradoxical given that the
increase in the computational power accessible to a large number of people (and
research groups) that occurred in the last two decades is unprecedented in Human
history. With increasing computational power new (and old) problems become fea-
sible in the computer. In electronic structure calculations, good approximations to
the original quantum formulation of the problem of multiple electrons and nuclei
are perhaps even more important than the computational resources. Not only some
of the previously intractable systems became doable but also the relevant features
for some classes of problems become more transparent. In this context the density
functional theory within the framework of LDA and GGA approximations has re-
vealed itself as the most successful method in electronic structure calculations. The
pseudopotential plane wave formulation [37, 38] further reduces the complexity of
the all-electron Kohn-Sham problem without compromising its numerical accuracy.
The conceptual idea behind the pseudopotential approximation is simple. The
bonding in a polyatomic system is mainly due to the valence electrons. The effect
of ”core” electrons manifests itself indirectly in the node structure of the valence
electron wave-functions due to the orthogonality between orbitals. Besides this
effect, which is associated with the Pauli repulsion, there is also the electrostatic
influence of the nuclei combined with the shielding from the core electrons as well
as the exchange and correlation between these two types of electrons. With the
pseudopotential approximation one replaces the atomic potential due to the nucleus
and all the electrons with an effective potential that not only reproduces the effects
of the aforementioned all-electron potential in the valence electrons but also enables
that the ”core” electrons can be discarded in a polyatomic calculation. The end
result is a calculation for a system with only the valence electrons under the influence
of the pseudopotentials for each atomic species that in principle should give the same
results of the calculation with all the electrons.
Given the physical constraints just mentioned there is however some flexibility
in the pseudopotential generation procedure that can be used to further enhance
the computational efficiency. For periodic systems it is intuitive to use a basis of
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plane waves in the numerical implementation of the problem and in fact much of the
success obtained by using pseudopotentials is within this framework. In the outer
regions of the atom the wave functions are smooth and can be easily expanded in
such a basis. However this procedure becomes impractical in the atomic ”core”
region where the node structure of the wave functions leads to strong oscillations.
The ”norm-conserving” pseudopotentials [39–42] introduced in the 80’s and 90’s
address this problem in a rather efficient way: The valence electrons of an atom are
described by smooth pseudo-wave functions that coincide with the true valence wave-
function only in the exterior of a chosen atomic region but which remain smooth in
the core region, unlike the true valence wave-function. Although there is still some
flexibility for the shape of the pseudo-wave function in the core region the norm
conservation dictates that the electronic probability density inside and outside that
region must be equal to the one obtained in an all-electron atomic calculation. Since
the pseudo wave functions are smooth they can be easily expanded in a plane wave
basis. Together with modern efficient diagonalization algorithms and minimization
procedures the ground state of periodic structures is determined with controlled
numerical accuracy and consequently a plethora of associated physical properties
becomes accessible to computer simulations.
Each of the available pseudopotential generation procedures implements a scheme,
a set a conditions that translates in a number of parameters to be determined and a
pseudopotential which is a function of the latter. A given scheme is usually chosen
by its transferability, i.e. the ability to accurately reproduce the electronic structure
in a polyatomic environment which is very different from the original atom, but also
its ”smoothness” therefore allowing the use of the least possible number of plane
waves to achieve a given accuracy. In this context it is undeniable the success of
a method such as the Troullier & Martins [42] which has been used extensively to
generate pseudopotentials for a large number of elements participating in an mul-
titude of molecules, clusters and crystals studied within DFT framework. In the
following sub-section the pseudopotential construction will be addressed in some
detail, starting with a description of the preceding atomic all-electron calculation to
the norm-conserving generating scheme of Troullier & Martins. In sub-section 2.4.2
the pseudopotential plane wave formulation of the Kohn-Sham electronic problem
is addressed. Some key aspects of calculations using plane waves are discussed in
the remaining sub-sections. In the final sub-section some practical aspects of the
computer simulations within the pseudopotential plane wave formulation are briefly
addressed. These were the methods chosen to perform all the computer simulations
of the metal-silicon clusters and cluster-assembled materials reported in this thesis.
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2.4.1 Pseudopotential Construction
2.4.1.1 The All-Electron Atomic Calculation
The initial step in the pseudopotential construction is a numerical calculation for the
isolated atom. To simplify the treatment only the non-relativistic case is addressed.
Electronic spin enters only in the orbital occupation number and the all-electron
atomic potential is treated in a spherical approximation. In the DFT framework the
goal is to minimize the functional:
E [ρ] = T [ρ] + EH [ρ] + Exc [ρ] +
∫ (
−Z
r
)
ρ(r)d3r, (2.116)
where T [ρ] is the kinetic energy functional for the ground state of the non-interacting
system with electronic density ρ; EH [ρ] is the Hartree term:
EH [ρ] =
1
2
∫
ρ(r)ρ(r′)
|r− r′| d
3rd3r′, (2.117)
that is, the energy due to the electrostatic repulsion energy between electrons; Exc [ρ]
is the exchange and correlation energy and:∫ (
−Z
r
)
ρ(r)d3r, (2.118)
is the electrostatic energy due to the nucleus of charge Ze. The minimum of the
functional E [ρ] is determined solving self-consistently the Kohn-Sham equations:[
−1
2
∇2 + V [ρ; r]− εi
]
ψi(r) = 0, (2.119)
for the potential:
V [ρ; r] =
∫
ρ(r)
|r− r′|d
3r +
δExc [ρ]
δρ(r)
− Z
r
. (2.120)
The electronic density is given by:
ρ(r) =
∑
i
fi|ψi(r)|2, (2.121)
where fi is the occupation number of the orbital i,
fi = 1 ⇐ εi < εF
0 ≤ fi ≤ 1 ⇐ εi = εF
fi = 0 ⇐ εi > εF ,
(2.122)
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with the normalization condition N =
∫
ρ(r)d3r, for the N electrons in the atom.
Usually it is assumed a spherical approximation for the density ρ(r) = ρ(r) which
simplifies considerably the original atomic problem. The Kohn-Sham orbitals can
be written as products of radial functions and spherical harmonics:
ψi(r) = Rnili(r)Ylimi(rˆ) (2.123)
and the radial Kohn-Sham equation is therefore obtained:[
−1
2
d2
dr2
+
l(l + 1)
2r2
+ V [ρ; r]− εnili
]
rRnili(r) = 0, (2.124)
for the potential:
V [ρ; r] = VH [ρ; r] + Vxc [ρ; r]− Z
r
, (2.125)
with:
Vxc [ρ; r] =

[
1 + ρ (r) ∂
∂ρ
]
εXC−LDA (ρ (r))[
∂
∂ρ
−
3∑
i=1
∇i ∂∂∇iρ
]
ρ (r) εXC−GGA (ρ (r) ; |∇ρ (r)|)
, (2.126)
which depends on the approximation being used, LDA ”Local Density Approxima-
tion” or GGA ”Generalized Gradient Approximation ” with several available rep-
resentations for the exchange and correlation energies per electron εXC−LDA(ρ(r))
and εXC−GGA (ρ(r); |∇ρ(r)|) which are functions of the local density (and its gradi-
ent in the GGA case). Due to the spherical symmetry the electronic states with the
same quantum numbers ni = n and mi = m are degenerate in energy and equally
occupied:
0 ≤ fi ≤ fnl
2l + 1
. (2.127)
The electronic density is therefore:
ρ(r) =
1
4pi
∑
n=1
n−1∑
l=0
fnl|Rnl(r)|2, (2.128)
with: 
fnl = 2(2l + 1) ⇐ εnl < εF
0 ≤ fnl ≤ 2(2l + 1) ⇐ εnl = εF
fnl = 0 ⇐ εnl > εF
(2.129)
and the total number of electrons in the atom given by N =
∑
nl
fnl.
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2.4.1.2 The Troullier & Martins Method (TM)
The pseudopotentials used in this work are all generated with this method [42]. A
brief description is given.
Having obtained the valence orbitals RAEl (r) for the all-electron calculation, the
next step is to write an analytical expression for the pseudo wave functions which
will describe the valence electrons of the atom and are the eigenfunctions of the
pseudopotential that will be obtained. The pseudo-orbital is defined as:
RPPl (r) =
{
RAEl (r) ← r ≥ rcl
rlep(r) ← r ≤ rcl
, (2.130)
where rcl is a chosen cut-off radius. Since e
p(r) is positive the pseudo wave function
will be node-less. In the TM method p(r) is a polynomial of degree 12:
p(r) = c0 + c2r
2 + c4r
4 + c6r
6 + c8r
8 + c10r
10 + c12r
12. (2.131)
The polynomial coefficients are determined from the following conditions:
1. Charge conservation inside the region with radius rcl:
rcl∫
0
∣∣RPPl (r)∣∣2r2dr = rcl∫
0
∣∣RAEl (r)∣∣2r2dr. (2.132)
2. Continuity of the pseudo-orbital up to the fourth derivative at r = rcl:
RPPl (rcl) = R
AE
l (rcl)
R
′PP
l (rcl) = R
′AE
l (rcl)
·
·
R(4)
PP
l (rcl) = R
(4)AE
l (rcl).
(2.133)
3. The null curvature of the shielded potential at r = 0:
V ′′scr,l(0) = 0. (2.134)
Since RPPl (r) is a node-less function the radial equation:[
−1
2
d2
dr2
+
l(l + 1)
2r2
+ Vscr,l(r)− εl
]
rRPPl (r) = 0, (2.135)
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can be inverted and the pseudopotential Vscr,l(r) can be determined. Furthermore,
the pseudopotential can then be written as a function of the polynomial p(r) and
its first derivatives:
Vscr,l(r) =
{
VAE(r) ← r ≥ rcl
εl +
l+1
r
p′(r) + p
′′(r)+[p′(r)]2
2
← r ≤ rcl
. (2.136)
It can be easily shown that the above conditions can be written as functions of the
polynomial, its derivatives and the coefficients:
1. ln
rcl∫
0
r2(l+1)e2p(r)dr = ln
rcl∫
0
∣∣RAEl (r)∣∣2r2dr
2.
p(rcl) = ln
[
P (rcl)
rcll+1
]
≡ b1
p′(rcl) =
P ′(rcl)
P (rcl)
− l + 1
rcl
≡ b2
p′′(rcl) = 2VAE(rcl)− 2εl − 2(l + 1)
rcl
p′(rcl)− [p′(rcl)]2 ≡ b3
p′′′(rcl) = 2V
′
AE(rcl) +
2(l + 1)
rcl2
p′(rcl)− 2(l + 1)
rcl
p′′(rcl)− 2p′(rcl)p′′(rcl) ≡ b4
p′′′′(rcl) = 2V
′′
AE(rcl)−
4(l + 1)
rcl3
p′(rcl) +
4(l + 1)
rcl2
p′′(rcl)
− 2(l + 1)
rcl
p′′′(rcl)− 2[p′′(rcl)]2 − 2p′(rcl)p′′′(rcl) ≡ b5
3. c22 + c4(2l + 5) = 0,
where P (r) = rRAEl (r) as been defined. The conditions in 2) are linear in the
coefficients c2, · · ·, c10 which is explicit writing them in the matrix form:
r2cl r
4
cl r
6
cl r
8
cl r
10
cl
2rcl 4r
3
cl 6r
5
cl 8r
7
cl 10r
9
cl
2 12r2cl 30r
4
cl 56r
6
cl 90r
8
cl
0 24rcl 120r
3
cl 336r
5
cl 720r
7
cl
0 24 360r2cl 1680r
4
cl 5040r
6
cl


c2
c4
c6
c8
c10
 =

b1 − c0 − c12r12cl
b2 − 12c12r11cl
b3 − 132c12r10cl
b4 − 1320c12r9cl
b5 − 11880c12r8cl
 . (2.137)
The system of equations is easily solved using Gauss-Jordan elimination [43] and the
coefficients c2, · · ·, c10 are determined. There is of course a functional dependence
of these coefficients on c0 and c12 but the latter can be determined solving the
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2-dimensional non-linear problem: ln
rcl∫
0
r2(l+1)e2p(r)dr − ln
rcl∫
0
∣∣RAEl (r)∣∣2r2dr = 0
[c2(c0, c12)]
2 + (2l + 5)c4(c0, c12) = 0
. (2.138)
Having determined all coefficients, the screened pseudopotential is obtained from
the equation that results from the radial equation inversion (2.136). Since the ra-
dial equation is a second order differential equation and the pseudo-orbitals are
continuous functions up to the fourth derivative, the screened pseudopotential will
be continuous up to the second derivative.
In some particular problems it becomes necessary to include as active electrons
in the polyatomic calculation, in addition to the valence, the semicore electrons.
The TM method can be generalized to this case using the Multi-Reference pseu-
dopotential generation scheme discussed in Appendix A.
2.4.1.3 Pseudopotential Unscreening
Typical norm-conserving pseudopotential generation procedures such as the TM
scheme described above give a screened potential that includes not only the effects
of the nucleus and the core electrons but also the effects of the valence electrons.
Since the objective is to use the pseudopotential in a chemical environment differ-
ent from the one used in its construction (the isolated atom) it becomes necessary
to remove the contribution of the valence electronic density from the potential ob-
taining therefore the ionic potential V PPion,l(r). The usual procedure is to subtract
the Hartree VH(r) and exchange and correlation Vxc(r) terms from the screened
potential V PPscr,l(r):
V PPion,l(r) = V
PP
scr,l(r)− V PPH (r)− V PPxc (r). (2.139)
With this construction each valence pseudo orbital is under the influence of a dif-
ferent pseudopotential which depends of the angular momentum quantum number
l. Formally however one can always write:
V PPion (r) = V
PP
ion,local(r) +
∑
l
Vnonlocal,l(r)Pˆl, (2.140)
with:
Vnonlocal,l(r) = V
PP
ion,l(r)− V PPion,local(r), (2.141)
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where V PPion,local(r) is defined as the local potential and Pˆl is a projector which has
the effect that Vnonlocal,l(r) only acts over the l component of the wave function.
The local potential can be chosen among the available V PPion,l(r). The final form for
the non-local components of the pseudopotential is in most cases obtained using the
Kleinman & Bylander [44] transformation:
V KBnonlocal,l(r) =
|Vnonlocal,l(r)ΦPP,0l (r) >< ΦPP,0l (r)Vnonlocal,l(r)|
< ΦPP,0l (r)|Vnonlocal,l(r)|ΦPP,0l (r) >
, (2.142)
where ΦPP,0l (r) is the reference atomic pseudo wave function. The the use of this
transformation allows for substantial savings of CPU time and memory require-
ments.
2.4.2 Plane Wave Calculations for Polyatomic Systems
With the (norm-conserving) pseudopotential approximation introduced in the pre-
vious sub-section the Kohn-Sham problem for polyatomic systems is considerably
simplified. Within this approximation the complex all-electron problem is replaced
by an equivalent system consisting of only the valence electrons of the atomic species
and the corresponding effective potentials which include the bare nuclear potentials
but also the effect of core electrons. Using the results and definitions presented in
the preceding sections, the Kohn-Sham equation for the polyatomic system in the
pseudopotential approximation is therefore:[
−1
2
∇2 + V PPion,local(r) +
∑
l
V PPnonlocal,l(r)Pˆl + VH(r) + Vxc(r)
]
ψn(r) = εnψn(r).
(2.143)
The pseudopotential terms include implicitly a sum of all the corresponding contri-
butions from the unscreened pseudopotentials generated for the participating atoms
evaluated at their fixed Cartesian positions. Including the Hartree and exchange
and correlation due to the electronic density of the polyatomic system in the local
potential this equation can be a little rearranged:[
−1
2
∇2 + VL(r) +
∑
l
V lNL(r)Pˆl
]
ψn(r) = εnψn(r), (2.144)
with the abbreviations:
VL(r) ≡ V PPion,local(r) + VH(r) + Vxc(r), (2.145)
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V lNL(r) ≡ V PPnonlocal,l(r). (2.146)
Equation (2.144) has a particularly simple and elegant formulation in momentum
space. In crystal systems where the potentials are periodic the Bloch theorem of
sub-section 2.3.3 can be used and the electron states are expressed as:
ψn(r) = e
ik·runk(r) =
∑
j
ei(k+Gj)·rψnk(Gj), (2.147)
with the plane wave expansion coefficients given by:
ψn(G) =
1
Ω
∫
Ω
d3runk(r)e
−iG·r, (2.148)
where Ω is the primitive cell volume. The expansion in plane waves must be trun-
cated at some point and in practice the plane waves are selected with a kinetic
energy less then a chosen cutoff:
1
2
(k + Gj)
2 ≤ Ecut (2.149)
The secular equation is obtained using the plane wave expansion of the Kohn-Sham
states, multiplying both sides of equation (2.144) by e−i(k+Gi)·r and integrating:
∫
d3re−i(k+Gi)·r
{
−1
2
∇2 + VL(r) +
∑
l
V lNL(r)Pˆl
}∑
j
ei(k+Gj)·rψnk(Gj)
= εnk
∫
d3re−i(k+Gi)·r
∑
j
ei(k+Gj)·rψnk(Gj). (2.150)
The right side is easily obtained:
εnk
∫
d3re−i(k+Gi)·r
∑
j
ei(k+Gj)·rψnk(Gj) = εnk
∫
d3r
∑
j
ei(Gj−Gi)·rψnk(Gj)
= Ωεnk
∫
d3r
∑
j
δijψnk(Gj) = Ωεnkψnk(Gi), (2.151)
where the orthogonality of plane waves has been used:
1
Ω
∫
Ω
d3re−iq
′·reiq·r = δq′q. (2.152)
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The kinetic energy term is diagonal in this representation:∫
d3re−i(k+Gi)·r
{
−1
2
∇2
}∑
j
ei(k+Gj)·rψnk(Gj)
=
∑
j
∫
d3re−i(k+Gi)·r
1
2
|k + Gj|2ei(k+Gj)·rψnk(Gj)
=
∑
j
∫
d3rei(Gj−Gi)·r
1
2
|k + Gj|2ψnk(Gj) = Ω
∑
j
1
2
δij|k + Gi|2ψnk(Gj). (2.153)
The local potential VL(r) has the periodicity of the lattice and therefore can be
expanded in a Fourier series:
VL(r) =
∑
j′
VL(Gj′)e
iGj′ ·r, (2.154)
with:
VL(G) =
1
Ω
∫
Ω
d3rVL(r)e
−iG·r. (2.155)
Therefore the local potential term in the equation becomes:
∫
d3re−i(k+Gi)·r
{∑
j′
VL(Gj′)e
iGj′ ·r
}∑
j
ei(k+Gj)·rψnk(Gj) =
=
∑
jj′
∫
d3rei[Gj′−(Gi−Gj)·r]VL(Gj′)ψnk(Gj)
= Ω
∑
jj′
δGj′ ,Gi−GjVL(Gj′)ψnk(Gj)
= Ω
∑
j
VL(Gi −Gj)ψnk(Gj). (2.156)
The non-local potential term is obtained using the known expansion of plane waves
in spherical harmonics:
eiq·r = 4pi
∑
lm
iljl(qr)Y
∗
lm(qˆ)Ylm(rˆ), (2.157)
2.4 Pseudopotential Plane Wave Formulation 35
where jl(qr) are the spherical Bessel functions and Ylm are the spherical harmonics.
Using this expansion the non-local term becomes:
∫
d3re−i(k+Gi)·r
{∑
l
V lNL(r)Pˆl
}∑
j
ei(k+Gj)·rψnk(Gj) =
∑
j
∫
d3r
∑
l′m′
4pi(−i)l′jl′ (|k1| r)Yl′m′
(
kˆ1
)
Y ∗l′m′ (rˆ)
×
∑
l
V lNL(r)Pˆl
∑
l′′m′′
4piil
′′
jl′′ (|k2| r)Y ∗l′′m′′
(
kˆ2
)
Yl′′m′′ (rˆ)
=
∑
j
∫
d3r
∑
l′m′
4pii−l
′
jl′ (|k1| r)Yl′m′
(
kˆ1
)
Y ∗l′m′ (rˆ)
×
∑
lm
V lNL(r)4pii
ljl (|k2| r)Y ∗lm
(
kˆ2
)
Ylm (rˆ) . (2.158)
To simplify a little the notation the following vectors were defined: k1 = k + Gi,
k2 = k + Gj. Using the orthonormality condition for the spherical harmonics:
pi∫
θ=0
2pi∫
ϕ=0
sin2θdθdϕY ∗lm(rˆ)Yl′m′(rˆ) = δll′δmm′ , (2.159)
the non-local term can be further simplified by integrating the angular part:
∑
j
∫
d3r
∑
l′m′
4pii−l
′
jl′ (|k1| r)Yl′m′
(
kˆ1
)
Y ∗l′m′ (rˆ)
×
∑
lm
V lNL(r)4pii
ljl (|k2| r)Y ∗lm
(
kˆ2
)
Ylm (rˆ)
=
∑
j
∫
r2dr
∑
l′m′
4pii−l
′
jl′ (|k1| r)Yl′m′
(
kˆ1
)
×
∑
lm
V lNL(r)4pii
ljl (|k2| r)Y ∗lm
(
kˆ2
)
δll′δmm′
=
∑
j
∫
r2dr
∑
lm
(4pi)2jl (|k1| r)Ylm
(
kˆ1
)
V lNL(r)jl (|k2| r)Y ∗lm
(
kˆ2
)
. (2.160)
Using the spherical harmonics addition theorem:
Pl(cos γ) =
4pi
2l+1
m=l∑
m=−l
Y ∗lm
(
kˆ1
)
Ylm
(
kˆ2
)
, cos γ = k1·k2|k1||k2| , (2.161)
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the final expression for the non-local term is then:
∑
j
∫
r2dr
∑
lm
(4pi)2jl (|k1| r)Ylm
(
kˆ1
)
V lNL(r)jl (|k2| r)Y ∗lm
(
kˆ2
)
=
∑
j
∑
l
4pi(2l + 1)Pl(cos γ)
∫
r2drjl (|k1| r)V lNL(r)jl (|k2| r) . (2.162)
Inserting in (2.150) the expressions obtained in (2.151), (2.153), (2.156) and (2.162)
the Kohn-Sham equation in a plane wave basis is:∑
j
Hij(k)ψnk(Gj) = εnkψnk(Gi), (2.163)
with:
Hij(k) =
1
2
δij|k + Gi|2 + VL(Gi −Gj) +
∑
l
V lNL(k + Gi,k + Gj), (2.164)
and:
V lNL(k + Gi,k + Gj) =
4pi(2l+1)
Ω
Pl(cos γ)×∫
r2drjl (|k + Gi| r)V lNL(r)jl (|k + Gj| r) .
(2.165)
The elements of the non-local operator given in Eq. (2.165) have however the disad-
vantage of requiring evaluating the integrals of a 2-D object. If instead the form of
Kleinmann & Bylander is used, Eq. (2.142), then these matrix elements are given
by:
V lKB(k+Gi,k+Gj) =
l∑
m=−l
T (k + Gi)Ylm(k̂ + Gi)T (k + Gj)Y
∗
lm(k̂ + Gj)
< ΦPP,0l (r)|V lNL(r)|ΦPP,0l (r) >
, (2.166)
with:
T (q) =
∫
r2drΦPP,0l (r)V
l
NL(r)jl(|qr|) (2.167)
This form involves only products of 1-D integrals and therefore can lead to substan-
tial savings in memory requirements.
2.4.3 Brillouin Zone Integration and k-point Sampling
In the pseudopotential plane wave formulation of the Kohn-Sham problem described
in the previous sub-section the Hamiltonian and related quantities are given as
functions of the wave vector k. In an infinite periodic system, the number of electrons
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to be described is also infinite. But so should be the number of these vectors,
commonly designated k-points. Fortunately the Kohn-Sham orbitals for very closely
spaced k-points will be virtually identical. The evaluation of properties like the
total energy requires that quantities such as the electronic density will have to be
integrated over the Brillouin zone. Denoting this integrated function by f¯ then:
f¯ =
1
Nk
∑
k
f(k). (2.168)
The integrands are generally smooth and periodic in k and can be expanded in a
Fourier series:
f(k) =
∑
R
f(R)eik·R, (2.169)
where R are the translation vectors of the crystal. It can be shown that if f(k) is a
sufficiently smooth periodic function the f(R) terms decay rapidly with increasing
|R| and the sum can be truncated. Also special points can be chosen for efficient
integration. The most used method for efficient k-point sampling is from Monkhorst
& Pack [45] which results in a grid of equally spaced k-points given by a simple
formula [38]:
kn1,n2,n3 =
3∑
i
2ni −Ni − 1
2Ni
bi. (2.170)
The generated 3-dimensional grid indexed by the integers n1, n2, n3 is a function
of the number Ni of k-points in each direction of the reciprocal lattice vectors bi.
A function sampled with this set of k-points is exactly integrated if its Fourier
components extend up to NiRi in each direction. The set of k-points can be further
reduced using the underlying symmetries for each crystal structure. The integrations
over the Brillouin zone are replaced by integrations over the Irreducible Brillouin
Zone (IBZ)
f¯ =
∑
k∈IBZ
wkf (k) (2.171)
and the integration weights are given by wk =
Nk
N
, where N is the total number of
k-points in the Brillouin zone and Nk is the number of symmetry equivalent k-points.
2.4.4 Electronic Density and Self-Consistency
One important operation in solving self-consistently the secular equation is the cal-
culation of electronic density. It can be obtained from the Kohn-Sham states and
38 Theory and Methods
performing a sum over the Brillouin zone:
ρ (r) =
1
Nk
∑
nk
f(εnk)|ψnk (r)|2, (2.172)
where f(εnk) are the occupation numbers of the states nk. Using the expansion in
Fourier series:
ψn(r) =
∑
j
ei(k+Gj)·rψnk(Gj), (2.173)
the electronic density can be constructed from the momentum space representation
of the Kohn-Sham states:
ρ (r) =
1
Nk
∑
nk
f(εnk)|ψnk (r)|2
=
1
Nk
∑
nk
f(εnk)
∑
ij
e−i(k+Gi)·rei(k+Gj)·rψ∗nk (Gi)ψnk (Gj)
=
1
Nk
∑
nk
f(εnk)
∑
ij
ei(Gj−Gi)·rψ∗nk (Gi)ψnk (Gj). (2.174)
The double sum over is however avoided in most implementations, by transforming
the ψnk (Gj) states to the direct space with Fast Fourier Transforms [43] (FFT) and
using equation (2.172) to calculate the electronic density directly. This density ρ (r)
is eventually used with previous densities using different mixing schemes [38] (which
can be linear or more sophisticated) to obtain an updated electronic density ρ˜ (r).
The Hartree and exchange and correlation potential terms VH(r), Vxc(r) entering in
the local part of the potential
VL(r) ≡ V PPion,local(r) + VH(r) + Vxc(r), (2.175)
are re-calculated from this density in the real space grid. The final step consists in
performing an inverse FFT of these potentials to momentum space and to solve the
secular equation corresponding to the updated electronic density. The procedure is
repeated until self-consistency is achieved.
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2.4.5 Total Energy and Forces
Taking (2.79) as a starting point the total energy can be written as:
Etot =
1
Nk
∑
nk
f(εnk)εnk + Ω
∑
G
[εxc (G)− Vxc (G)] ρ∗ (G)
+
[
EEwald − 124piΩ
∑
G 6=0
|ρ(G)|2
G2
]
+ Ne
Ω
∑
k
αk.
(2.176)
This slightly more complex expression arises from the correct treatment of the
individual divergent terms due to long-range interactions in infinite periodic sys-
tems [37,38,46–48]. The Ewald energy is given by:
EEwald =
1
2
∑
s
Zsγss′Zs′ , (2.177)
where Zs is the nuclear charge number and τ s is the position in the unit cell of the
atom s. The Ewald constants can be given by:
γss′ =
4pi
Ω
∑
G6=0
1
G2
cos [G · (τ s − τ s′)] exp
(
− G2
4η2
)
− pi
η2Ω
+
∑
j
erfc(η|Rj+τ s−τ s′ |)
|Rj+τ s−τ s′ | −
2η√
pi
δss′ ,
(2.178)
where erfc(x) = 1− erf(x) = 2√
pi
∫∞
x
e−t
2
dt is the complementary error function, Rj
are direct lattice vectors and η is a parameter which is usually tuned to make the
sums converge rapidly both in real and reciprocal spaces. The last term in (2.176)
is a contribution from the non-Coulombic part of the local pseudopotential with:
αs =
1
Ω
∫
d3r
(
V
(s)
L (r) +
Zs
r
)
. (2.179)
The force acting on atom s is given by the negative derivative of Etot relative to its
position τ s:
Fs = −dEtot
dτ s
= −dEEwald
dτ s
+ iΩ
∑
G
Gρ∗(G)e−iG·τ sV (s)L (G)
− i
Nk
∑
n,k,G,G′,l
f(εnk)ψnk
∗(k + G)ψnk(k + G′)(G−G′)ei(G−G′)·τ sV (s)lNL (k + G,k + G′)
(2.180)
40 Theory and Methods
and the Ewald contribution to the force is given by:
− dEEwald
dτ s
=
1
2
Zs
∑
s′ 6=s
Zs′
[
4pi
Ω
[∑
G 6=0
G
|G|2 sin[G · (τ s − τ s′)] exp(−|G|
2/4η2)
]
+
∑
j
[
xerfc(η |x|)
|x|3 +
2ηx√
pi|x|2 e
−|x|2
]
x=Rj+τ s−τ s′
]
. (2.181)
2.4.6 Solving the Secular Equation. Iterative Methods
Despite the obvious savings in computing resources gained with the pseudopoten-
tial plane wave formulation, the diagonalization of the secular equation is still a
formidable problem using conventional diagonalization techniques. The number of
operations scales with N3PW , where NPW is the number of plane waves and the
memory requirements are of the order N2PW . Furthermore with this procedure all
of the Kohn-Sham states are calculated, but in practice only a small number, the
lowest M eigenvalues up to a few states above the Fermi level are actually needed
and M << NPW . By making use of the properties of the Hamiltonian matrix, full
diagonalization can be avoided with substantial savings in the number of operations
and storage requirements. In the following sub-sections two alternative iterative
methods to solve the secular equation are briefly introduced. Of course many vari-
ants and alternative exist. The following are implemented in each of the computer
codes used in this work.
2.4.6.1 RM-DIIS
The residual minimization with direct inversion of the iterative subspace algo-
rithm [38,49–52], RM-DIIS, has its roots in the Jacobi and Gauss-Seidel relaxations
methods [43]. The idea in an iterative matrix diagonalization technique is to rewrite
the original eigenvalue problems as:
(H − εn) |ψn〉 = |Rn〉 , (2.182)
where εn and |ψn〉 are the approximate eigenvalues and eigenvectors respectively
in each iteration step n. With sufficient application of the above procedure the
improved eigenvalues and eigenvectors will converge and the norm of the residual
|Rn〉 will vanish below a certain numerical tolerance. In the pseudopotential plane
wave formulation the Hamiltonian is diagonally dominant since the kinetic energy
operator is diagonal and the off-diagonal elements of the potential are bounded.
Diagonally dominant matrices can be diagonalized with the Jacobi or Gauss-Seidel
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iterative methods. The eigenvalue problem is rewritten as
∣∣ψn+1〉 = D−1 (H − εn) |ψn〉+ |ψn〉 , (2.183)
with D a non-singular matrix and:
εn =
〈ψn|H |ψn〉
〈ψn|ψn〉 . (2.184)
If D is chosen to be equal to the diagonal of H then this formulation leads to the
Jacobi method. If D is chosen to be the upper triangular part of H then it is the
Gauss-Seidel relaxation method. If the following definition is made:
∣∣δψn+1〉 = ∣∣ψn+1〉− |ψn〉 (2.185)
and:
|Rn〉 = (H − εn) |ψn〉 , (2.186)
then (2.183) can be written as:
D
∣∣δψn+1〉 = |Rn〉 . (2.187)
D should be chosen so that this linear equation is easier to solve than the original
eigenvalue problem. In the RM-DIIS method, D is chosen as the diagonal part of H
augmented with the off-diagonal elements Hij such that i, j ≤M and M << NPW .
Furthermore the new states in each iteration are obtained as linear combinations of
the previously obtained states, such that:
∣∣ψn+1〉 = c0 ∣∣ψ0〉+∑
j
cj
∣∣δψj〉 , (2.188)
with the requirement that the coefficients cj minimize the magnitude of the residual:
〈
Rn+1|Rn+1〉 = 〈ψn+1|H − εn |ψn+1〉〈ψn+1|ψn+1〉 . (2.189)
This minimization procedure is equivalent to solve a generalized eigenvalue problem
in the iterative subspace
P |c〉 = λQ |c〉 , (2.190)
with Pkl =
〈
δψk
∣∣H ∣∣δψl〉, Qkl = 〈δψk ∣∣δψl〉 and λ = εn + 〈Rn+1 |Rn+1〉. This eigen-
value problem is easy to compute, since the iterative subspace is typically small with
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k, l < 10. The time consuming steps are the computation of the products H
∣∣δψl〉
and the diagonalization of the ”small” matrix D. However by combining FFT with
this method one can obtain the products of the operators of the Hamiltonian in the
most convenient space, the kinetic energy operator in reciprocal space and the poten-
tials in the direct space. The matrix multiplications require only O(NPW log2NPW )
floating point operations and the storage of an array of size O(NPW ). The diago-
nalization of the small matrix D requires O(M3) operations but only the storage of
of (M2 +NPW ) elements. Finally the matrix elements of the Hamiltonian are never
explicitly calculated and they not need to be stored in memory.
2.4.6.2 The Conjugate Gradient Method
The problem of finding the nearest local minimum of a function F of n variables can
be efficiently solved if, besides the function, its derivatives, ∂F
∂xi
with i = (1, · · · , n),
are also available at any requested point. The conjugate gradient method [43,53] is
particularly efficient at this task. It can be shown that for a function F, given by a
quadratic functional:
F (x) =
1
2
x ·H · x, (2.191)
with x = (x1, · · · , xn), the algorithm will converge in exactly n steps. The gradients
for this functional are given by:
g = −∂F
∂x
= −H · x. (2.192)
A one-dimensional minimization procedure will allow for the determination of the
minimum x(n+1) of F at iteration n+ 1, along a particular search direction direction
d(n) established in the previous iteration n:
x(n+1) = x(n) + α(n+1)d(n). (2.193)
This directional derivative will be zero at the minimum:
0 =
∂F
∂α(n+1)
=
∂F
∂x(n+1)
∂x(n+1)
∂α(n+1)
= −g(n+1) · d(n). (2.194)
This means that the gradient at the line minimization minimum is orthogonal to
the search direction and also g(n+1) ·g(n) = 0, if x(n) is itself a line minimum. In the
conjugate gradient method, a sequence of search vectors d(1), · · · ,d(n) with d(0) =
g(0) is constructed such that each search direction is orthogonal to the previous one,
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not in the euclidean sense, but rather in a space with a metric given by H:
d(n) ·H · d(n+1) = 0. (2.195)
These directions are obtained from the previous search direction and the gradient
at the current point:
d(n+1) = g(n+1) + γ(n+1)d(n). (2.196)
The coefficients are easily obtained since,
d(n+1) ·H · d(n) = g(n+1) ·H · d(n) + γ(n+1)d(n) ·H · d(n) (2.197)
and therefore:
γ(n+1) = −g
(n+1) ·H · d(n)
d(n) ·H · d(n) . (2.198)
The coefficients can also be computed from the gradients alone, since from (2.193)
one obtains:
H · x(n+1) = H · x(n) + α(n+1)H · d(n)
−g(n+1) = −g(n) + α(n+1)H · d(n) (2.199)
and using g(n+1) · d(n) = 0 and g(n+1) · g(n) = 0 :
γ(n+1) = −g
(n+1)·(g(n)−g(n+1))
d(n)·(g(n)−g(n+1))
= g
(n+1)·g(n+1)
d(n)·g(n)
= g
(n+1)·g(n+1)
(g(n)+γ(n)d(n−1))·g(n) ,
(2.200)
leading to the well known Fletcher-Reeves expression [54]:
γ(n+1) =
g(n+1) · g(n+1)
g(n) · g(n) . (2.201)
This same procedure using equations (2.193), (2.196) and (2.201) can be successfully
used with any nonlinear function provided that there is a way to calculate the
gradient at each line minimum. The knowledge of the Hessian H is not needed. In
this case the algorithm will converge to a minimum in a number of steps greater
than n but quadratically nonetheless when sufficiently close the minimum.
2.4.6.3 Band-by-Band Minimization
This iterative procedure [52, 55] starts with an initial guess for the band i: ψ
(0)
i .
From this point on and at a subsequent iteration n, a gradient for this band is
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obtained from the application of the Hamiltonian to the current state:
g
(n)
i = −
(
H − ε(n)i
)
ψ
(n)
i . (2.202)
However, unlike the unmodified conjugate gradient method, the orthogonalization to
the other ψ0, · · · , ψj already calculated states must be enforced and a Gram-Schmidt
orthogonalization procedure should be applied to this gradient:
g
(n)
i → g(n)i −
∑
j 6=i
〈
ψj|g(n)i
〉
ψj. (2.203)
Preconditioning [55], followed by another orthogonalization procedure can also be
applied to further enhance convergence. The conjugate direction is constructed from
the already orthogonalized gradient and the previous search direction:
d
(n)
i = g
(n)
i + γ
(n)d
(n−1)
i , (2.204)
with:
γ(n+1) =
〈
g
(n)
i |g(n)i
〉
〈
g
(n−1)
i |g(n−1)i
〉 . (2.205)
The computed directions are also orthogonalized to the calculated states. The last
step is a line minimization procedure where the updated state is constructed from
the previous state and current search direction by using the following expression
which also maintain orthogonality by construction:
ψ
(n+1)
i = cos(θ)ψ
(n)
i + sin(θ)d
(n)
i , (2.206)
where θ is chosen to minimize the eigenvalue ε
(n+1)
i . After convergence of state ψi
the whole process is then repeated for the remaining ψi+1, · · · , ψM desired states.
2.5 Structure and Stability Analysis
The ground state structure determination of periodic solids is generally a complex
global optimization problem. The task is to find the set of parameters, namely the
unit cell vectors and the position of the atoms within the unit cell, that minimize
the total energy. Not only does the number of energy evaluations becomes pro-
hibitive large with increasing number of atoms per unit cell, but in addition, each
energy determination when done in a density functional pseudopotential plane wave
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framework, is computationally very demanding since it generally involves solving a
self-consistent problem which translates into multiple diagonalizations of large ma-
trices and fast Fourier transforms. One very simple but effective approach is to
compute a set of total-energy points as a function of the unit cell volume, or as
function of the distance between atoms or molecules for different crystal structures.
Using this procedure in general only the most symmetrical crystal structures are
investigated but typically one of these will have a curve minimum very near the
ground state. Once the candidate structures have been established one can pro-
ceed to determine the minimum of the energy within the framework accuracy. This
can be done employing a numerical minimization procedure such as the conjugate
gradient, described in 2.4.6.2 or a similarly efficient Quasi-Newton method like the
BFGS [43]. Both methods minimize the function by making use of its derivatives
with respect to the parameters at a given point of the search space. Applied to
the local structure determination of periodic solids the derivatives of the function to
minimize, i.e the total energy, correspond to the forces and stress tensor components
which are calculated with respect to the atomic positions and to the unit cell vectors
respectively. In practice the updates of the nuclei positions and the unit cell vectors
are constrained by enforcing a particular crystal group symmetry. The procedure
outlined explores a limited subset of the energy landscape. It is efficient in finding
the structure minima particularly in systems with a few atoms per unit cell. A
global optimization procedure, like the one described in the following sub-section
can explore the search space without constraints and further ascertain the stability
or meta-stability of the candidate local minima.
2.5.1 Quantum Langevin Molecular Dynamics
The simulation of a polyatomic system in a heat bath can be used to assess its
thermal stability at a given temperature. The simulated annealing technique [56]
was originally introduced with the Metropolis Monte Carlo (MC) method as a mean
to address difficult global optimization problems such as the traveling salesman
problem and the design of complex electronic circuits. By slowly ”cooling” the
systems in a way entirely analogous to the annealing technique used in metallurgy,
the authors showed that MC simulations can be used to find the global minimum
of a general function of many independent variables. Although it is a very robust
method well adapted to very dissimilar problems, simulated annealing with MC is
not the most efficient method in the simulation of polyatomic systems. Molecular
Dynamics (MD) methods make use of the gradients of the potential energy surface
and therefore are more efficient in eventually finding the absolute or global minimum
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but can also become trapped in local minima of complex energy surfaces. MD
methods can be combined with realistic quantum mechanical calculations within
the density functional framework. The evaluation of the gradients of the energy,
i.e atomic forces and stress are performed at almost no cost once the energy is
determined. With the knowledge of the atomic forces the positions of all the atoms
are updated at each step. This is generally more efficient than a MC procedure where
the position of a single atom is updated at each step, followed by a recalculation
of the energy. The simulated annealing of polyatomic systems can be efficiently
implemented in a Quantum Langevin Molecular Dynamics [57](QLMD) simulation.
It combines some of the advantages of MC and MD simulations. By exploiting
the energy gradient the method the atoms move collectively to the minima thereby
efficiently sampling the configuration space. The system is immersed in a heat bath
and the atoms are subjected to viscous friction and rapidly fluctuating forces. The
random forces eventually help the system to escape from local minima. These forces
are controlled by the temperature of the system. The ionic positions RI are updated
according to the equation:
MIR¨I = −∇RIE ({RJ})− γMIR˙I + GI , (2.207)
where E ({RJ}) is the total energy of the system, MI is the ion mass and the last
two terms are the Langevin dissipation and fluctuation forces. These are obtained
from a Gaussian distribution with white spectrum:
〈GαI (t)〉 = 0 (2.208)
and a correlation function:
〈GαI (t)GαJ (t′)〉 = 2γMIkBTδIJδ (t− t′) . (2.209)
The angular brackets denote time averages and α is the Cartesian coordinate. With
this form for the correlation function the average energy gained by the particle due
to the random force GI is dissipated by viscous friction: -γMIR˙I . In QLMD the
forces acting on the atoms ∇RIE ({RJ}) can be efficiently determined at each step
by the self-consistent solution of the Kohn-Sham equations using pseudopotentials
and a plane wave basis.
QLMD can be used to simulate systems at constant volume and in this case
the primitive cell geometry is held fixed but can also be used to simulate systems
at constant pressure, and in this case the cell shape and volume must be allowed
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to vary. This is also the typical scenario in a laboratory setup where the intensive
variables temperature and pressure can be controlled instead of extensive variables
like the energy and volume. Additionally one is frequently interested on the struc-
tural stability of a system at a given temperature and/or pressure. By allowing the
variation of the size and shape of the simulation cell the QLMD simulations can
provide valuable information on the occurrence of structural phase transitions on a
given temperature range. The degrees of freedom of the cell must be included in the
dynamics. Of course this cell dynamics is fictitious and there are several choices for
the equations of motions associated with the cell degrees of freedom. However the
equations of motion have a particular simple form if they do not depend on a partic-
ular orientation in space of the cell. A symmetric metric tensor can be constructed
from the primitive cell vectors a1, a2, a3: gij = ai · aj The diagonal components
provide information on the vector lengths and the off-diagonal components contain
information on the angles between vectors. The contravariant components of the
tensor are obtained from the reciprocal lattice vectors b1,b2,b3:
gij = bi · bj. (2.210)
The primitive cell volume is given by:
V =
√
det gij. (2.211)
The Cartesian position of an atom in the primitive cell can be obtained from its
lattice coordinates sk (i):
r (i) = s1 (i) a1 + s
2 (i) a2 + s
3 (i) a3 = s
k (i) ak. (2.212)
The Einstein summation convention for repeated indices was used in the last equal-
ity. The distance between any two points is correctly given as a function of the
metric:
∆s =
t1∫
t0
√
s˙igij s˙jdt. (2.213)
A fictitious Lagrangian can be constructed for the extended system:
L = 1
2
∑
k
m (k) s˙i (k) gij s˙
j (k)− U (si (k) , gij)
+W
g
2
(det gij) g˙jig
ikg˙klg
lj − pext
√
det gij,
(2.214)
where W g is the fictitious cell mass, pext is an external applied pressure and U is
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the potential energy per cell which includes interactions between atoms of different
cells. The equations of motion for the atomic coordinates are given by:
m (k) s¨i (k) = gijFj (k)−m (k) gij g˙jls˙l (k) , (2.215)
where:
Fj (k) ≡ ∂U
∂sj (k)
, (2.216)
are the contravariant components of the force. Finally the equations of motion of
the cell variables (which are contained in the metric tensor) are:
W gg¨ij =
1
2
1√
det gij
(
Pij√
det gij
− pextgij
)
+W g
(
g˙ikg
klg˙lj − gklg˙klg˙ij
)
+W
g
2
(
g˙klg
lmg˙mng
nk
)
gij,
(2.217)
with the contravariant components of the internal stress tensor given by:
P ij =
∑
k
m (k) s˙i (k) s˙j (k)− 2 ∂U
∂gij
. (2.218)
Variable cell shape quantum Langevin molecular dynamics simulations constitute a
very accurate and efficient means to study structural optimizations, phase transitions
and many thermodynamical properties in polyatomic systems.
2.6 Superconducting Transition Temperature
In the last decades, discoveries of new materials [58–64] with unusually high super-
conducting transition temperatures - Tc have showed that some of the previously
believed limits to the classical theory of phonon-mediated superconductivity were
clearly unfounded. An excellent review of Carbotte [65] in 1990 already made it clear
that the Migdal-Eliashberg [66, 67] theory of phonon-mediated superconductivity
does not predict a limit to Tc in the strong coupling regime. This misunderstand-
ing is probably rooted in some popular approximations such as the McMillan [68]
equation and the fact that at that time the highest Tc found in conventional super-
conductors was a few Kelvin at best. The limits to Tc are indeed present but only
indirectly in the structural instabilities of candidate materials due to an eventual
large electron-phonon interaction strength [65]. Fortunately the discoveries of super-
conducting alkali-doped fullerides [62,63] and more recently magnesium diboride [64]
with Tc ≈ 40 K have prompted a reevaluation of the current understanding of the
theory. Superconductivity is still being found in several materials for which there is
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a theory that makes remarkably accurate predictions of the superconducting prop-
erties. For the true high Tc superconductors such as the cuprates [69] there is still
no solid theory that explains the observed record transition temperatures found on
these materials. Therefore, despite the lower Tc, the situation is in a sense more
favorable to the conventional superconductors for which there is already a well es-
tablished theory. When coupled with modern electronic structure techniques, the
Migdal-Eliashberg theory of phonon-mediated superconductivity is already capa-
ble of predicting new superconductor materials before they are synthesized. The
isotropic Eliashberg equations are two non-linear coupled equations [65] for the for
the Matsubara gaps ∆(iωn) and the renormalization factors Z(iωn) in the imaginary
frequency axis:
∆(iωn)Z(iωn) = piT
∑
m
[
λ(iωm − iωn)− µ∗(ωc)θ(ωc − |ωm|)
]
∆(iωm)√
ω2m + ∆
2(iωm)
(2.219)
and
Z(iωn) = 1 +
piT
ωn
∑
m
λ(iωm − iωn) ωm√
ω2m + ∆
2(iωm)
, (2.220)
where µ∗(ωc) accounts for the Coulomb repulsion between electrons opposing super-
conductivity typically of the order 0.1. In both equations λ(iωm − iωn) is related
to the phonon mediated electron-electron attraction between electrons interacting
around the Fermi surface and is obtained from the electron-phonon spectral density
α2F (ω) with ω being the frequency of the exchanged phonon:
λ(iωm − iωn) = 2
∫ ∞
0
dω
α2F (ω)ω
ω2 + (ωn − ωm)2 , (2.221)
where iωn = ipiT (2n− 1) is the nth Matsubara frequency (n = 0,±1,±2, . . . ), with
T being the temperature. The two non-linear coupled Eliashberg equations can be
solved numerically [70, 71] for the superconducting transition temperature Tc given
the input spectral function α2F (ω) and µ∗:
α2F (ω) = 1
N↑(εF )
∑
ν,nk,n′k′
∣∣gνnk,n′k′∣∣2
×δ (εF − εnk) δ (εF − εn′k′) δ
(
ω − ωνk−k′
)
,
(2.222)
where N↑(εF ) is the density of states per spin at the Fermi level εF . Practical
details concerning the numerical solution of the Eliahsberg equations are given in
Chapter 5. In the evaluation of α2F (ω) the sum is done over all the phonon modes
ν, electron bands n, n′ and wave vectors k,k′. The matrix elements gνnk,n′k′ encode
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the scattering of an electron from a state nk to the state n′k′ while emitting or
absorbing a phonon of frequency ω, mode ν and wave vector k− k′, while the first
two delta functions restrict the scattering to electrons in the Fermi surface. These
matrix elements can be obtained using ab-initio Density Functional Perturbation
Theory typically within a pseudopotential plane wave framework [36]:
gνnk,n′k′ =
∑
τ,α
uντ,α√
2Mτων
〈kn| dVSCF
dRτ,α
|k′n〉 . (2.223)
These are obtained from the self-consistent variations of the electronic potential
by displacing the atoms of mass Mτ in the Cartesian directions α and the phonon
eigenmodes uντ,α of frequency ω
ν and performing the summation for all atoms and
directions.
There are some useful approximations that can be made to estimate Tc without
having to solve the Eliashberg equations, especially in situations where a complete
knowledge of α2F (ω) and µ∗ is not available. The most popular approximation is
the McMillan equation [65,68,70]:
Tc =
ωln
1.2
exp
[
− 1.04(1 + λ)
λ− µ∗(1 + 0.62λ)
]
, (2.224)
where:
ωln = exp
[
2
λ
∫ ∞
0
dωln(ω)
α2F (ω)
ω
]
(2.225)
and the effective electron phonon coupling strength is given by:
λ = λ(iωm = iωn) = 2
∫ ∞
0
dω
α2F (ω)
ω
. (2.226)
The McMillan equation is only valid in the weak coupling regime with λ < 1.2
and care should be taken not to exceed its limits of applicability. Another useful
approximation valid for 1.2 < λ < 2.4 is the formula of Leavens and Carbotte [65]:
Tc = 0.148
∫ ∞
0
dωα2F (ω). (2.227)
Especially useful for very strong coupling, an upper bound for Tc can be easily
obtained from [70]:
Tc ≤ 0.18
√
λ 〈ω2〉, (2.228)
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where the moments of the spectral function are:
〈ωn〉 = 2
λ
∞∫
0
dωα2F (ω)ωn−1· (2.229)
2.7 Practical Calculations
This work relied in two main computer codes that implement the pseudopoten-
tial plane wave formulation of density functional theory. Both CPW [72] and
ABINIT [73] employ state-of-the-art numerical algorithms to solve the Kohn-Sham
equations in reciprocal space within the LDA/GGA approximations to DFT and also
allow the use of Troullier-Martins norm-conserving pseudopotentials. Both codes,
written in the Fortran language, use Fast Fourier Transforms [43] coupled with iter-
ative methods and machine-optimized linear algebra routines [74] (BLAS) to solve
the secular equation. The CPW code has the advantage of being less complex and
implementing a full variable-cell-shape quantum Langevin molecular dynamics algo-
rithm not found in ABINIT. The ABINIT code has more features and was used in
single point energy calculations, local structure optimization with optional variable-
cell-shape, band structure determination as well as linear-response calculations such
as the normal-mode determination, Born effective charges and electron-phonon in-
teractions.
2.7.1 Setup
The codes, ABINIT v. 5.6.4 and CPW v. 4.50 were assembled to binaries with
the Fortran compiler [75] from Intel: ifort v. 10.1.012. Among the free compilers
available for the Fortran language, the ones from Intel produced the fastest code,
particularly when used in Intel processors and in conjunction with the Math Kernel
Library v. 10.0.1.014 also from Intel implementing BLAS [76]. Main speed optimiza-
tion compiler flags were used. Processor specific optimization flags were also used
enabling the use of the available Streaming SIMD Extensions [77] in the CPU core(s).
The codes typically ran on PC clusters assembled with computer nodes running the
Linux operating system and interconnected by network cards. A queue manager,
the Sun Grid Engine [78] (SGE) was used in the computer clusters to manage job
execution and resource allocation. Trivial parallelization was achieved with scripting
in conjunction with the queue system in the multiple single-point energy evaluations
needed for structure determination. It was also possible to make use of the paral-
lelization features available in ABINIT by compiling the code with the appropriate
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flags and the LAM v. 7.1.4 Message Passing Interface (MPI) library [79]. Non triv-
ial MPI integration with SGE was also achieved. The MPI version of ABINIT was
extensively used. Using this feature, calculations involving multiple k-points and/or
multiple perturbations were effectively done in parallel with minimal performance
degradation per CPU resulting from inter-node communication. With CPW it was
possible to use the efficient FFT parallelization features available in the code for
multi-core CPUs using the OpenMP multithread library [80].
2.7.2 Additional Software and Techniques
Scripting using Bash [81] and Perl [82], was used particularly for job management
and data manipulation. Small custom programs to perform pre and post-processing
of calculation data were written mainly in object oriented C++ enforcing code reuse.
Xmgrace [83] was used for 2D-plots whereas XBS [84], JMOL [85] and POV-Ray [86]
were used in addition to custom codes to view and render 3D graphics.
Chapter 3
Stability analysis of a bulk
material built from silicon cage
clusters: A first-principles
approach
Abstract:
We predict a stable bulk material whose constituent units are the exceptionally
stable Ti@Si16 clusters. We use first-principles density functional theory. Our results
provide compelling evidence of a stable, wide band-gap material crystallizing in a
hexagonal close packed structure in which cages bind weakly, similar to fullerite.
We further characterize the structural and electronic properties of this material.
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The search for new forms of matter, whose constituents have predefined prop-
erties designed at the nanoscale, constitutes one of the fundamental challenges of
nano-technology. In this context, the synthesis of the C60 fullerite has opened new
alleys of research aimed at designing novel cluster assembled materials. Due to its
technological importance [4], the feasibility of designing silicon derived materials
has been under focus (for a review, see Ref. [8] and references therein), albeit with
limited success: Pure silicon clusters are chemically reactive, and materials based
on mixed silicon-metal clusters have proven elusive to date [8].
The early experiments of Beck [9, 10, 87] indicated the feasibility of using metal
atoms to stabilize silicon clusters. Experimental [8,11] and theoretical [18,19,25–27]
work has been carried out to study the stabilizing role of metal atoms in the forma-
tion of mixed silicon-metal clusters, in which sandwich [11,27] and cage [18,19,25,26]
clusters have been investigated. More recently, theoretical work [18] has confirmed
the results of Beck [9, 10, 87], indicating that clusters with stoichiometry X@Si16,
with X a metal-atom, are especially stable. Indeed, ab initio computer simulations
have identified [18] the nanostructure Ti@Si16 as exceptionally stable. It exhibits a
Frank-Kasper cagelike shape (depicted in Fig. 3.1). In the center of such a nanocage,
one titanium atom is able to bind together 16 silicon atoms, with a cohesive energy
per atom of −4.14 eV , a very large highest occupied-lowest unoccupied molecular
orbital gap of 2.36 eV , together with an electronic density distribution concentrated
inside the cage, indicating a remarkable level of chemical inertia. Moreover, recent
ab initio computer simulations [26] have shown that, structurally, these clusters are
also particularly stable, with a melting temperature of ≈ 2250 K.
In other words, as an isolated system, this nanoparticle satisfies all properties
attributable to a magic cluster. Such remarkable properties, predicted by means of
first-principles density functional theory calculations, have been recently confirmed
experimentally [13] with the selective formation of neutral gas phase Ti@Si16 clusters
using a dual laser vaporisation technique of pure titanium and pure silicon targets
in an inert helium atmosphere.
In this Brief Report we use first-principles computer simulations within density
functional theory to investigate the feasibility of a stable bulk form of matter using
Ti@Si16 clusters as elementary building blocks. Not only do we find a stable, bulk
form of matter, but also we characterize its main structural and electronic properties.
It will be shown that Ti@Si16 cages bind weakly together, similar to fullerite. Unlike
fullerite, however, the most stable crystal structure is hexagonal close packed (HCP),
the stable crystal exhibiting a wide band-gap. It will also be shown that, similarly
to fullerite (which constitutes a metastable phase of carbon), HCP bulk Ti@Si16 is
55
Figure 3.1: The Frank-Kasper cage structure, corresponding to the equilibrium shape of the
Ti@Si16 nanoparticle. This highly symmetric structure, exhibiting several C3 symmetry axes,
will be used as the building block of a molecular solid.
also metastable.
All ab initio calculations were performed within the generalized gradient ap-
proximation [34] (GGA) to density functional theory (DFT) using norm-conserving
pseudopotentials [42] and a plane-wave basis. An energy cutoff of 30.0 Hartree was
used throughout, guaranteeing well converged forces within 0.01 eV/Ang [88]. This
value was also used as a stopping criteria for geometry optimizations. The atomic
coordinates of the isolated cluster Ti@Si16 were obtained using a conjugate gradient
algorithm and a sufficiently large unit-cell [89] to avoid mirror-image interactions.
Once the coordinates of the isolated cage are known, we proceed to investigate
bulk forms of this cluster assembled material. To this end, we calculated the cohe-
sive energy per cluster while varying the distance between clusters in a number of
different bulk structures. We kept the cluster geometry frozen. Several bulk struc-
tures were investigated: simple cubic (SC), diamond type (DIA), body centered
cubic (BCC), face centered cubic (FCC) and hexagonal close packed (HCP) [92].
From the outset, the existence of a C3v axis in the Frank-Kasper cage may favor the
HCP structure, since C3v is the point symmetry group of the crystallographic P3m1
hexagonal group. Nonetheless, we investigated other possibilities. The cohesive en-
ergy curves for the SC, BCC and FCC structures all exhibit well defined minima
for cage-cage distances close to 16.54 Bohr, but, as expected, all these structures
are less stable than the HCP structure as shown in Fig. 3.2 (upper panel and lower
panel, left scale), where the cohesive energy per cluster is plotted as a function of
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Figure 3.2: Cohesive energy per cluster as a function of distance between clusters in bulk-
Ti@Si16. Upper panel: The lowest solid (black) line with circles depicts the change of
cohesive energy as a function of the distance between titanium atoms of neighboring cages.
For all crystal structures, nearest neighbor cages are all at the same distance from any focal
cage (for the HCP structure (c/a =
√
8/3, see main text for details). The corresponding curves
for the FCC, BCC and SC are drawn with solid (blue), dashed (red) and dotted (green) lines,
respectively. The only curve which exhibits no bound state corresponds to the DIA structure,
drawn with a (black) dotted line. Lower panel, left scale: (Black) solid circles correspond
to the values of the cohesive energy per cluster drawn with a solid (blue) line in the upper
panel. The solid (red) line passing through the points illustrates the quality of the cubic spline
fit to the data, which was subsequently used in computing the pressure, drawn with respect to
the scale on the right of the lower panel., Lower panel, right scale: The pressure curve as a
function of cage-cage distance is shown with dashed (blue) line. It was obtained by computing
the numerical derivative of the spline-fit to the solid (red) line. The open (orange) squares
represent the pressure curve as a function of cage-cage distance obtained from a fit of the the
Birch-Murnaghan equation of state [90] to the energy points [91] (solid black circles). The fit
leads to a bulk modulus of 1.25 GPa.
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the cage-cage distance. An entirely different behavior was found for the DIA struc-
ture, also shown in Fig. 3.2, indicating that this structure is unstable. The value of
−0.2 eV at the minimum indicates that the clusters bind weakly. The significant
reduction of the binding compared to fullerite [cohesive energy per cage of −1.6 eV
Ref. [93]] is related to the role played by the central titanium atom, which effectively
”pulls” the valence electronic charge to within the cage [94]. Relaxation of both the
internal cluster coordinates and the lattice parameters, starting at the minimum
structure of Fig. 3.2, leads to the HCP cohesive structure shown in the upper panel
of Fig. 3.3. The atom rearrangements within each cluster are negligible compared to
the isolated cluster geometry as well as the overall change in cohesive energy. The
resulting lattice parameters at equilibrium are a = 16.54 Bohr and c = 27.13 Bohr,
with the ratio c/a being within 0.5% of the ideal packing value of
√
8/3.
Fig. 3.2 also reveals that, despite the well developed minimum in the cohesive
energy per cluster, this minimum is separated by a barrier from another equilibrium
structure. This new structure turns out to be more stable (see below). We searched
for the path joining these two structures. To this end, we performed a fully uncon-
strained geometry relaxation, varying both the cluster coordinates and the unit cell
parameters, starting from a HCP structure with inter-cluster distance of 14.40 Bohr,
that is, significantly compressed with respect to the equilibrium HCP configuration
(see dotted line in upper panel of Fig. 3.2). We found that the system relaxes to a
an amorphous structure where silicon atoms of neighboring clusters bind covalently
after segregating the titanium atoms out of the silicon cages. The reemergence of the
covalent binding between silicon atoms leads to an absolute increase of the cohesive
energy per cluster to −2.2 eV .
Since the HCP minimum corresponds to a metastable phase, it is relevant to in-
vestigate under which conditions will a structural phase transition occur which will
drive the system away from the metastable HCP phase. To this end we computed
the pressure curve as a function of inter-cage distance using the data from the HCP
cohesive energy curve and found a pressure maximum of 0.8 GPa [94](lower panel
of Fig. 3.2, right scale). The value is high enough to ensure that the structure
will remain stable in the HCP phase under normal pressure and room temperature
conditions.
Finally, quantum Langevin molecular dynamics (QLMD) simulations [57], start-
ing at the HCP equilibrium structure, provide compelling evidence that the HCP
phase remains stable at room temperature, as shown in Fig. 3.4. QLMD simula-
tions provide a very efficient test of the overall stability of the system, given the
feasibility of observing the occurrence of structural phase transitions whenever they
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Figure 3.3: Upper panel: Equilibrium structure of bulk-Ti@Si16. Each cage occupies the
site of an HCP lattice, with parameters at equilibrium a = 16.54 Bohr and c = 27.13 Bohr,
such that the ratio c/a deviates only 0.5% from the ideal packing value of
√
8/3. Lower panel:
Band structure of bulk-Ti@Si16. This molecular material is predicted to be an indirect gap
semiconductor. It is well known that DFT underestimates the true gap in semiconductors.
Hence, we expect that our computed value of 1.3 eV to correspondingly underestimate the
experimental gap.
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Figure 3.4: Upper Panel: Change of total energy per cage (with respect to equilibrium
HCP configuration) as a function of time for a variable cell-shape quantum Langevin molecular
dynamics of bulk-Ti@Si16. Simulation started from the HCP structure at a temperature of
300 K. Lower Panel: Time dependence of the percentual deviation (with respect to the
equilibrium value) of the average radius of each cage. The results show the small amplitude of
the oscillations taking place at room temperature, and confirm the predicted stability of this
material. The time step used in each iteration is 2 × 10−15 sec, and the simulation ran for a
total of 1× 10−12 sec.
actually take place. Moreover, QLMD allows for changes in the relative orientations
of neighboring cages, which may be of relevance given the covalent nature of the
interaction between silicon atoms. As a result, we were able to confirm that the
structure depicted in Fig. 3.3 is the most stable one. In the top panel, we depict
the energy difference (per cage, in eV) between the actual configuration at time t
and the equilibrium configuration, where one can observe small oscillations around
an average energy value reflecting the fact that the crystal is at finite temperature.
In the lower panel, we depict the time dependence of the deviation from the equilib-
rium value of the average cage radius (in percentage). Both numbers illustrate the
small amplitude nature of the oscillations taking place, testifying for the overall sta-
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bility of this crystal [95]. Clearly, our results provide evidence that the remarkably
stable Ti@Si16 cage cluster can be used to successfully synthesize a different bulk
material, provided the cages are constrained such that they coalesce softly during
the aggregation process. In the lower panel of Fig. 3.3, we show the band structure
of bulk Ti@Si16 associated with the HCP structure depicted in the upper panel of
same figure. The large, indirect band gap of 1.3 eV indicates that this molecular
solid is a semiconductor.
In summary, making use of first-principles computer simulations in the frame-
work of density functional theory, we investigated the main structural and electronic
properties of the Ti@Si16 molecular solid. We predict this material to have the P3m1
hexagonal structure with lattice parameters a = 16.54 Bohr c = 27.13 Bohr, bulk
modulus 1.25 GPa and phase stability under isotropic compression up to 0.8 GPa
at room temperature. Remarkably, this material should have a large band gap. Our
computed direct gap was 1.3 eV , and taking into account that GGA systematic
underestimates band gaps, it is likely that the true band gap lies around 2 eV .
Synthesis of micro-crystallites of this material should be attainable in laboratory
conditions possibly using a selective dual laser vaporisation of pure silicon and tita-
nium targets followed by mass selection and cooling in an inert atmosphere.
Financial support from FCT-Portugal is gratefully acknowledged.
Chapter 4
Bulk materials made of silicon
cage clusters doped with Ti, Zr, or
Hf
Abstract:
We investigate the feasibility of assembling the exceptionally stable isovalent X@Si16
(X=Ti, Zr and Hf) nanoparticles to form new bulk materials. We use first principles
density functional theory. Our results predict the formation of stable, wide band-gap
materials crystallizing in HCP structures in which the cages bind weakly, similar to
fullerite. The present study suggests new pathways through which endohedral cage
clusters may constitute viable means toward the production of synthetic materials
with pre-defined physical and chemical properties.
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4.1 Introduction
The synthesis of new materials using suitable nano-structures constitutes a main
challenge in nanotechnology. The properties of such nano-structures which enable
a successful synthesis of stable bulk materials are not yet completely understood,
despite the recent advances [8, 96].
In this quest, considerable attention has been paid to silicon and silicon clusters,
given the technological importance of this element in the development of electronic
devices [4]. Physical limits to miniaturization of devices based on bulk silicon have
already been met in the recent 45 nm generation of devices, where a high-k dielectric
material like HfO2 has replaced SiO2 as a gate insulator [3] for the first time since
the beginning of the integrated circuit. Contrary to fullerene-like carbon clusters,
pure silicon clusters have been found to be chemically reactive, precluding the syn-
thesis of cluster assembled materials [8]. On the other hand, early experiments by
Beck [9, 10] indicated the feasibility of using metal atoms to nucleate silicon atoms
into stable X@Sin clusters, of which X@Si16 was found to be particularly stable.
Recent experimental [8,11–17] and theoretical [18–26] work has confirmed these re-
sults for a variety of mixed metal-silicon sandwich [11, 27] and cage [18, 19, 25, 26]
clusters, and a special class of clusters with stoichiometry X@Si16, with X a metal
atom, has been identified [18] as especially stable by means of ab-initio computer
simulations. In particular, the stability of X@Si16 (X=Ti, Zr and Hf) nanoparticles
has been confirmed experimentally [28], via selective formation of neutral gas phase
clusters, using a dual laser vaporisation technique of pure metal and pure silicon
targets in an inert helium atmosphere. An additional experimental confirmation of
the synthesis of these nanoparticles has been reported recently using a magnetron
co-sputtering technique [17]. An important feature of this class of clusters is the
fact that most of the valence electronic charge density is pulled into the interior of
the cage, conferring them an appreciable amount of chemical inertia. The Ti@Si16
nanoparticle, in particular, has been subject of considerable attention.
In a previous work [97] we have investigated the possibility of using this remark-
able stable cluster to synthesize a stable molecular solid. In this work we extend
our previous results to include the especially stable clusters Zr@Si16 and Hf@Si16.
The fact that Zr and Hf are isovalent to Ti provides an intuitive basis for expecting
that bulk materials using Zr@Si16 and Hf@Si16 as constituent units are also feasible.
However, we have found [97] that the feasibility of bulk Ti@Si16 relied on a detailed
interplay between intra- and inter-cage binding. Consequently, a careful analysis is
needed before any conclusions can be drawn. Furthermore, by changing the nature
of the nucleating element, one introduces an additional handle with which to fine-
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tune the structural and electronic properties of these materials. The extent to which
one can profit from these extra degrees of freedom will be addressed here as well.
Using first-principles computer simulations within density functional theory we
investigate the main electronic properties of Zr@Si16 and Hf@Si16 clusters and cluster-
assembled bulk forms. We show the feasibility of using the clusters as elementary
building blocks to synthesize stable bulk materials, and find that all the X@Si16
(X=Ti, Zr and Hf) cluster-assembled materials crystallize in hexagonal closed packed
structures (HCP). We further characterize the main structural and electronic prop-
erties of these materials, while illustrating their differences.
We predict that these materials should be possible to stabilize in a meta-stable
phase at room temperature and normal pressure conditions. This phase is predicted
to be maintained under isotropic compression up to ∼ 1 GPa. Similar to Ti@Si16,
both Zr@Si16 and Hf@Si16 are especially stable semiconductors with GGA (see be-
low) band gaps of 1.6 eV, 0.3 eV larger than that previously found for bulk Ti@Si16.
This paper is organized as follows: In section two details of the method and
simulations carried out are provided. Results and discussion are left to section
three, whereas the main conclusions and future prospects are postponed to section
four.
4.2 Methods
All ab-initio calculations were performed within the generalized gradient approxi-
mation (GGA [34]) to density functional theory (DFT) using norm-conserving pseu-
dopotentials [42] and a plane-wave basis [98, 99]. An energy cut-off of 30.0 Hartree
(816 eV) was used throughout, leading to well converged forces within 0.02 eV/Bohr.
This value was also used as a stopping criteria for structural optimizations. Large
energy cutoffs are crucial to ensure reliable results (and good convergence of the
forces). We note that if less restrictive (and consequently, less computer demand-
ing) parameters are used in structural optimizations the forces (gradients of the
energy with respect to atomic positions) will be poorly determined. As a conse-
quence artificial structures and cage breakup can be obtained using X@Si16 clusters
as building blocks.
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4.2.1 Isolated Clusters
4.2.1.1 Structural optimization
The atomic coordinates of the isolated clusters were computed employing a super-cell
hexagonal lattice with parameters a = c = 27.0 Bohr to avoid mirror-image inter-
actions. To ensure proper structure determination we performed several Quantum
Langevin Molecular Dynamics [57] (QLMD) simulations at different temperatures
starting from arbitrary configurations of Si atoms always nucleated around the cen-
tral metal atom. Subsequently we performed geometry optimizations employing a
conjugated gradient algorithm starting from the lowest energy configurations ob-
tained in the QLMD runs.
4.2.1.2 Electronic properties
We computed the total energy, the one-electron Kohn-Sham levels as well as the
total valence electronic density ρ(r) of each nano-structure at the equilibrium con-
figuration. From the electronic density ρ(r) we constructed the radial electronic
density, ρ(r) = ρ(|r|) by calculating its average over the solid angle:
ρ(r) =
1
4pi
∫
Ω
ρ(r)dΩ (4.1)
The number of valence electrons is given by:
N =
∫
d3rρ(r) =
∫ ∞
0
dr4pir2ρ(r) ≡
∫ ∞
0
drη(r) (4.2)
The quantity η(r) defined in the last integral can be useful in quantifying the elec-
tronic density inside the nanoparticle, providing a qualitative measure of its chemical
inertia.
We computed the cohesive energy per atom for each cluster subtracting from the
total energy Etot the atomic energies E
Si
ps and E
X
ps (X=Ti, Zr, Hf) of the pseudopo-
tential calculation, Ecoh = (Etot − 16ESips − EXps)/17.
4.2.2 Bulk phase
4.2.2.1 Structural optimization
In a first step, we investigate bulk forms of cluster assembled materials, using the
equilibrium structures of the isolated cages. To this end, we computed the cohesive
energy per cluster varying the distance between clusters in a given bulk structure,
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while freezing the cluster geometry and the angles between primitive lattice vectors.
The cohesive energy per cage in the bulk Ebcoh is defined: E
b
coh = (E
b
tot −NcEI)/Nc
where Ebtot is the total energy per untit cell, EI is the energy of the isolated cluster
and Nc is the number of clusters in the unit cell. Several bulk structures were inves-
tigated: Simple Cubic (SC), DIAmond-type (DIA), Body Centered Cubic (BCC),
Face Centered Cubic (FCC) and Hexagonal Close Packed (HCP). We placed 1 clus-
ter per unit cell in the SC, BCC and FCC structures, and 2 in DIA and HCP. We
have also tried to use supercells for the different lattices but the corrections in en-
ergy were found to be negligible. We have carefully chosen the k-point sampling
in each calculation (particularly for small inter-cluster distances) in order to ensure
well converged results. We used the following Monkhorst-Pack grids: 2 × 2 × 2 for
DIA, 4× 4× 4 for SC, BCC and FCC and 3× 3× 2 for HCP.
Subsequently we performed a full geometry relaxation of both atomic coordinates
and lattice parameters taking as a starting point the configuration corresponding to
the minimum of the cohesive energy per cluster as a function of distance between
clusters for the different bulk structures we found before.
4.2.2.2 Pressure curve and bulk modulus
Given the cohesive energy per cluster as a function of the distance d between clusters,
Ecoh(d), we can obtain the pressure as a function of inter-cage distance P (d) by
computing the numerical derivative from a cubic spline fit to the cohesive energy
points:
P (d) = −∂E
∂V
= −∂E
∂d
(
∂V
∂d
)−1
(4.3)
For a hexagonal lattice in the ideal packing structure (HCP), the volume of the
primitive cell is V =
√
2d3. Thus:
P (d) = − 1
3
√
2d2
∂E
∂d
= −254.845
d2
∂E
∂d
, (4.4)
which provides the pressure in GPa for lengths in Bohr and energies in eV. The
Bulk modulus B is determined by fitting the cohesive energy points to the Birch-
Murnaghan equation of state [90]:
E(V ) = E0 +
9V0B0
16

[(
V0
V
) 2
3
− 1
]3
B′0 +
[(
V0
V
) 2
3
− 1
]2 [
6− 4
(
V0
V
) 2
3
]
(4.5)
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Figure 4.1: The Frank-Kasper [100, 101] cage-structures, corresponding to the equilibrium
of the X@Si16 nano-particles. These highly symmetric structures, exhibiting several C3 sym-
metry axes, will be used as building blocks of molecular solids. Selected bond angles are also
represented. Angle values are given in Table 4.1.
Table 4.1: Selected bond angles depicted in figure 4.1 for the X@Si16 clusters (X=Ti, Zr and
Hf)). Similar values for the angles have been identified in amorphous Silicon [102].
X@Si16 a b c d e f g
Ti 54.6◦ 62.7◦ 60.0◦ 53.1◦ 63.4◦ 120.0◦ 106.4◦
Zr 54.0◦ 63.0◦ 60.0◦ 52.6◦ 63.7◦ 120.0◦ 108.4◦
Hf 54.0◦ 63.0◦ 60.0◦ 52.6◦ 63.7◦ 120.0◦ 108.4◦
4.3 Results and Discussion
4.3.1 Isolated Clusters
The structures of the isolated X@Si16 nano-particles obtained using the procedure
outlined in the previous section are shown in figure 4.1.
All these nano-particles exhibit Frank-Kasper [100,101] cage structures with C3v
symmetry. In Table 4.2 the parameters characterizing the structural properties of
these clusters are given. We choose three sets of distances: The distance from the
metal atom to the four silicon atoms on the tetrahedral sites r1; the distance from
the metal atom to the remaining twelve silicon atoms r2, and the minimum nearest
neighbour Si-Si distance rnnmin. The Zr@Si16 and Hf@Si16 have larger dimensions than
Ti@Si16: r1 and r2 are 3% and 1% larger than the ones found for Ti@Si16.
Once the ground state geometries have been determined, we computed their main
electronic properties. In Table 4.3 we list the calculated cohesive energy per atom
and HOMO-LUMO (highest occupied - lowest unoccupied molecular orbital) gap for
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Table 4.2: Structural parameters for the X@Si16 clusters with X=Ti, Zr and Hf. r1 is the
distance from the metal atom to the four silicon atoms on the tetrahedral sites, r2 is the
distance of the metal atom to the remaining twelve silicon atoms and rnnmin is the minimum
nearest neighbour Si-Si distance.
X@Si16 r1 (Bohr) r2 (Bohr) r
nn
min
Ti 4.93 5.34 4.49
Zr 5.09 5.40 4.54
Hf 5.09 5.40 4.54
Table 4.3: Cohesive energy per cluster and HOMO-LUMO gaps for the X@Si16 clusters with
X=Ti, Zr and Hf.
X@Si16 Ecoh/Atom (eV) H − L Gap (eV)
Ti -4.96 2.3
Zr -4.99 2.4
Hf -4.97 2.5
these clusters. Whereas the cohesive energies are almost identical for all cages the
Zr@Si16 and Hf@Si16 gaps are ∼ 6% larger than the one found for Ti@Si16. In figure
4.2 we show the radial electronic density of all the three clusters, which is remarkably
similar. Besides their large HOMO-LUMO gaps, another indication of stability in
these clusters is that almost all of the electronic density is concentrated inside the
cage clusters. The vertical bars represent the outer limits of the cage-cluster, taking
into account the cage radius and the silicon atomic radius (cf. Table 4.2). ∼ 96%
of the electronic charge density is concentrated inside a sphere of radius 8 Bohr,
suggesting a remarkable level of chemical inertia.
In figure 4.3 we display the one-electron energy levels. The three nanoparticles
exhibit energy level distributions which are qualitatively similar. The degeneracies
of the energy levels can be qualitatively organized in the following sequence:
2, 6, 10, 2, 14, 6, 18, 10 . (4.6)
This sequence is in excellent agreement with that resulting from a spherical-like
(jellium) super-atom:
s, p, d, s, f, p, g, d . (4.7)
Hence, and on top of a structurally stable and highly symmetric cluster, the 68
valence electrons of each cage cluster also organize into into a spherical closed-shell
electronic system. Consequently these cages qualify as ”double magic”.
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Figure 4.2: Normalized radial electronic densities η(r) = 4pir2ρ(r) plotted as a function of the
distance to the central metal atom for isolated clusters Ti@Si16 (orange, solid line), Zr@Si16
(red, dash-dotted line) and Hf@Si16 (brown, dashed line). The radial electronic density ρ(r)
is obtained from the calculated ground state total electronic density ρ(r) taking its average
over the solid angle Ω. See Eq. (4.2). The total area subtended by each curve is 1.
4.3.2 Bulk phase
We investigate now the possible stability of bulk forms of the cluster assembled
materials. We restrict our analysis to the Frank-Kasper [100, 101] cage structures
even though we are aware that other isomers of M@Si16 have been reported in the
literature [18, 23, 24]. However no structure of comparable stability has been iden-
tified to date with stoichiometry M@Si16. Hence we believe this choice is justified.
The existence of a C3v axis in the Frank-Kasper [100,101] structure may favour the
HCP structure, since C3v is the point symmetry group of the crystallographic P3m1
hexagonal group; nonetheless we investigated other possibilities. In figure 4.4 we
plot the cohesive energy per cluster as a function of cage-cage distance for the three
cluster assembled materials in their different bulk structures - SC, DIA, BCC, FCC
and HCP. In all cases, the cohesive energy curves for the SC, BCC, and FCC struc-
tures exhibit well defined minima around 17 Bohr. They are, however, less stable
than the HCP structure. An entirely different behaviour is found for the DIAmond
structure indicating that in all cases this structure is unstable. In figure 4.5 we
show in detail the cohesive energy curves for the three cluster assembled materials
in the HCP structure. The curve for HCP Ti@Si16 has a minimum for a cage-cage
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Figure 4.3: Energy levels for the X@Si16 clusters with X=Ti, Zr and Hf. The electronic
occupancy of each level is 2. The plotted levels are grouped according to their approximated
degeneracies corresponding to levels in a spherical (jellium) shell structure with angular mo-
menta s, p, d, s, f, p, g, d.
distance of 16.54 Bohr and a value at the minimum of only −0.2 eV indicating that
the cages bind weakly. The significant reduction of the binding compared to ful-
lerite [93] (cohesive energy per cluster of −1.6 eV ) is related to the role played by the
central metal atom which effectively pulls the valence charge density to within the
cage, increasing not only the cluster structural stability but also the HOMO-LUMO
gap therefore reducing its chemical reactivity. The curves for Zr@Si16 and Hf@Si16
have minima at cage-cage distances of 17.2 Bohr and 17.1 Bohr respectively. The
inter-cage distance in these two structures is ∼ 4% larger than the one found for
HCP Ti@Si16. The values of −0.14 eV and −0.15 eV at the minimum also indicate
that the binding in these bulk materials is weaker than in the bulk Ti@Si16. These
results correlate with the fact that both Zr@Si16 and Hf@Si16 nanoparticles have
a cage radius ∼ 3% larger than Ti@Si16. Indeed, a larger cage radius induces an
increase of the inter-cage distance for the cluster assembled materials and also a
decrease of the binding between clusters given that the same electronic charge is
spread in a larger cluster volume.
Relaxation of both the internal cluster coordinates and the lattice parameters
starting at the minimum structures of figure 4.5 leads to HCP structures character-
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Figure 4.4: Cohesive energy as a function of inter-cage distance for bulk structures of X@Si16
clusters with X=Ti, Zr and Hf. For all crystal structures, nearest neighbor cages are all at
the same distance from any focal cage (for the HCP structure (c/a =
√
8/3, see main text
for details). The curves for the HCP, FCC, BCC and SC are drawn with solid lower (black),
solid upper (blue), dashed (red) and dotted (green) lines, respectively. The only curve which
exhibits no bound state corresponds to the DIA structure, drawn with a (black) dotted line.
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Figure 4.5: Cohesive energy as a function of inter-cage distance for the HCP molecular solids
Ti@Si16 (orange, solid line), Zr@Si16 (red, dashed-dotted line) and Hf@Si16 (brown, dashed
line).
Table 4.4: Lattice parameters for the X@Si16 HCP molecular solids with X=Ti, Zr and Hf.
∆ is the deviation of the ratio of lattice parameters c/a from the ideal packing value
√
8/3.
X@Si16 a (Bohr) c (Bohr) ∆ (%)
Ti 16.54 27.13 0.5
Zr 17.11 27.94 0.01
Hf 16.93 28.14 1.8
ized by the lattice parameters summarized in Table 4.4. The atomic rearrangements
within each cluster are negligible compared to the isolated cluster geometry, the
same applying to the overall changes in cohesive energies. The orientation of the
clusters in the Zr@Si16 and Hf@Si16 HCP structures is compatible with the p3m1
crystallographic group and identical to that of Ti@Si16 in Ref. [97] where it has been
explicitly illustrated.
Figure 4.5 also reveals that, despite the well developed minima in the cohesive
energy per cluster, these minima are separated by barriers from other equilibrium
structures [97], which turn out to be more stable.
Similar to what was found for Ti@Si16 [97] these systems will relax to an amor-
phous structure where silicon atoms of neighbouring cages bind covalently when
subject, e.g., to very high pressures. This covalent binding leads to an absolute
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Figure 4.6: Computed pressure as a function of inter-cage distance for the HCP molecular
solids Ti@Si16 (orange, solid line), Zr@Si16 (red, dash-dotted line) and Hf@Si16 (brown, dashed
line). The curves were obtained by computing the numerical derivative of the cubic spline fit
to the cohesive energy points used to plot figure 4.5. See Eq. (4.4).
increase of the cohesive energy per cluster to −2.2 eV . However from figure 4.5 it
is apparent that the values of the barrier maxima for both Zr@Si16 and Hf@Si16 are
larger than the 0.16 eV found for Ti@Si16. This translates into an increase in the
applied pressure necessary to drive the Zr,Hf@Si16 bulk materials away from their
metastable equilibrium HCP structure. Fully unconstrained geometry relaxations,
varying both the cluster coordinates and unit cell parameters, starting from a config-
uration significantly compressed with respect to the equilibrium HCP configuration
show no sign of amorphous transition at normal temperature. In figure 4.6 we plot
the pressure as a function of inter-cage distance for the three X@Si16 X=Ti, Zr and
Hf bulk materials using the data from the cohesive energy curves and Eq. (4.4). We
found that the maxima of the pressure curves are 0.87 GPa for bulk Zr@Si16 and
0.85 GPa for bulk Hf@Si16, values ∼ 8% larger than the 0.79 GPa obtained for the
bulk Ti@Si16 indicating that both bulk Zr@Si16 and Hf@Si16 are more stable than
bulk Ti@Si16 against applied pressure. The values for the bulk modulus B, obtained
by fitting the Birch-Murnaghan equation of state, Eq. (4.5), to the cohesive energy
points are given in Table 4.5.
Quantum Langevin molecular dynamics (QLMD) simulations [57], starting at the
Ti@Si16 HCP equilibrium structure, suggest that the HCP phase is probably stable
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Table 4.5: Bulk modulus for the X@Si16 HCP molecular solids with X=Ti, Zr and Hf.
X@Si16 Bulk Modulus (GPa)
Ti 1.25
Zr 0.90
Hf 0.97
at room temperature, as shown in figure 4.7. QLMD simulations provide a very
efficient test of the overall stability of the system, given the feasibility of observing
the occurrence of structural phase transitions, whenever they actually take place.
QLMD combines some of the advantages of Metropolis Monte Carlo (MC) and MD
simulations. By exploiting the energy gradient the atoms move collectively to the
minima thereby efficiently sampling the configuration space. This is generally more
efficient than a MC procedure where the position of a single atom is updated at
each step, followed by a recalculation of the energy. The evaluation of the gradients
of the energy, i.e atomic forces and stress are performed at almost no cost once the
energy is determined.
The startting point of the simulation is the equilibrium HCP structure previously
determined. Each atom was given an average initial kinetic energy corresponding
to a temperature of 300 K. Throughout the simulation the system was in contact
with a heat bath at a constant temperature of 300 K. In the top panel we depict the
energy difference (per cage, in eV) between the actual configuration at time t and
the equilibrium configuration, where one can observe small oscillations around an
average energy value reflecting the fact that the crystal is at finite temperature.In
the lower panel we depict the time dependence of the deviation from the equilibrium
value of the average cage radius (in percentage). Both numbers illustrate the small
amplitude nature of the oscillations taking place [103].
Finally in figure 4.8 we show the calculated band structures for the three bulk
structures determined above. All three molecular solids are semiconductors with
indirect band gaps of 1.3 eV (Ti@Si16) and 1.6 eV (Zr@Si16 and Hf@Si16).
4.4 Conclusions
Making use of first principles computer simulations in the framework of density func-
tional theory, we have investigated the main structural and electronic properties of
the isovalent X@Si16 (X=Ti, Zr and Hf) nanoparticles. We showed the feasibility of
using these remarkably stable clusters to synthesize molecular solids and we charac-
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Figure 4.7: Upper Panel: Change of total energy per cage (with respect to equilibrium
HCP configuration) as a function of time for a variable cell-shape quantum Langevin molecular
dynamics of bulk-Ti@Si16. Simulation started from the HCP structure at a temperature of
300 K. Lower Panel: Time dependence of the percentual deviation (with respect to the
equilibrium value) of the average radius of each cage. The results show the small amplitude of
the oscillations taking place at room temperature, and suggest the probable stability of this
material. The time step used in each iteration is 2 × 10−15 sec, and the simulation ran for a
total of 2× 10−12 sec.
terized their main structural and electronic properties. Similar to bulk Ti@Si16, we
found that bulk Zr@Si16 and Hf@Si16 also crystallize in HCP structures with ∼ 4%
larger inter-cage distance, compared to HCP-Ti@Si16. These bulk materials have a
phase stability under isotropic compression up to ∼ 1 GPa and bulk modulus also
∼ 1 GPa. Fully unconstrained QLMD simulations of the bulk structures suggest
their stability at room temperature and normal pressure. Our calculations lead to
band gaps of 1.6 eV for Zr@Si16 and Hf@Si16. Taking into account that GGA sys-
tematically underestimates semi-conductor band gaps it is likely that the true band
gap is larger than 2 eV . Synthesis of microcrystallites of these materials should be
attainable in laboratory conditions [17,28].
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Figure 4.8: Calculated band structures of bulk X@Si16 with X=Ti, Zr and Hf. These molec-
ular materials are predicted to be indirect gap semiconductors. Both Zr@Si16 and Hf@Si16
have larger band gaps than Ti@Si16.
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The results obtained here suggest an interesting hierarchical rationale for the
design of cluster assembled materials. Starting from the well known properties of
the atoms, one can design target nanoparticles with pre-defined properties which,
as such, are the constituent elements of new bulk materials. Furthermore, as shown
here, when the nano-cage nucleates around a central atom, one can use at profit the
size of the nucleating atom - via isovalent replacement - to manipulate the cage size
and, consequently, the bulk lattice, with direct implications on the band gap.This
provides an additional degree of freedom which may prove very useful in, e.g., the
quest for nano-designed, superconducting alloys. Taking fullerite as a model tem-
plate, to the extent that doped bulk-X@Si16 is superconducting, changing the doping
element and the nucleating nano-cage atom may provide additional laboratory knobs
to tune the superconducting gap. In this context, it is noteworthy that Zr and Hf
exhibit properties similar in most respects; however, Tables 4.4 and 4.5 show that
the inter-cage organization in the crystal has subtle differences which may be of
relevance. Work along these lines is in progress. We further hope that our results
stimulate experiments aiming at synthesizing these materials in the lab [17,28].
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Chapter 5
Vibrational spectra of silicon cage
clusters doped with Ti, Zr, or Hf
Abstract:
We investigate the vibrational modes and infrared spectra of the exceptionally sta-
ble isovalent X@Si16 (X=Ti, Zr and Hf) nanoparticles, making use of first principles
density functional theory. Our results predict the existence of high-intensity modes
of low frequency. An estimate of the electron-phonon coupling strength λ is also pro-
vided based on a single-molecule method introduced recently. The large value of λ
combined with predicted stability of bulk materials assembled with these nanopar-
ticles suggest that these materials, when appropriately doped, may exhibit high
temperature superconducting properties.
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5.1 Introduction
The X@Si16 (X=Ti, Zr and Hf) nanoparticles are the most stable neutral silicon
clusters known to date. These metal-silicon clusters were predicted theoretically in
2001 [18] and their stability has been confirmed experimentally using laser ablation
[13] or magnetron co-sputtering [17] techniques. Recently we investigated the pos-
sibility of using these nano-templates to synthesize stable molecular solids [97,104].
Our results predict the formation of stable, wide band-gap materials crystallizing
in HCP structures in which the nanoparticles bind weakly while maintaining their
structural integrity. We also identified the ”double-magic” nature of the isolated
nanoparticles, which translate into low chemical reactivity, large HOMO-LUMO
gaps and a self-organization of one-electron energy shells similar to a spherical-like
jellium super-atom, thus providing crucial hints towards the design of feasible new
cluster assembled materials. In this work we use first-principles computer simu-
lations within density functional theory to investigate the vibrational modes and
infrared spectra of the isolated X@Si16 (X=Ti, Zr and Hf) clusters. These results
further extend our previous theoretical characterization [104], which can be used
in conjunction with experiments to help identify these nanoparticles in the labora-
tory [105,106].
Furthermore, making use of the vibrational spectra of these 17-atom clusters, we
provide an estimate of the electron-phonon interaction strength λ of hypothetical
superconductors assembled using these nanoparticles. Indeed, the recent discovery
of superconductivity in boron doped diamond [107, 108] has once again revived the
interest in covalent superconductors. Despite the low superconducting transition
temperature Tc ≈ 4K this result helped consolidating an increasingly unified ap-
proach to the understanding of superconductivity in covalent materials [109, 110].
Covalent materials in appropriate conditions, such as intercalated graphite [58, 59],
high pressure silicon [60] and germanium, carbon nanotubes [61], alkali-doped ful-
lerides [62,63] and magnesium diboride [64] are all superconductors. These materials
have a lower Tc than the cuprates [69] but contrary to the cuprates case, the the-
oretical understanding of the superconducting mechanism in these materials seems
solid. The Migdal-Eliashberg [66,67] theory of phonon mediated superconductivity
coupled to modern electronic structure density functional theory has been success-
fully applied to such covalent superconductors. As a consequence the field is now
at a point where theorists can benefit from valuable insights of experiments and
experiments can be designed to target materials with pre-designed properties de-
fined theoretically. Furthermore, molecular fragments can be used to estimate the
electron-phonon coupling strength and even estimate Tc in hypothetical supercon-
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ductors [111,112], as we shall do in this work.
The paper is organized as follows: In section two details of the method and
simulations carried out are provided. Results and discussion are left to section
three, whereas main conclusions and future prospects are postponed to section four.
5.2 Methods
All ab-initio calculations were performed within the generalized gradient approxi-
mation (GGA [34]) to density functional theory (DFT) using norm-conserving pseu-
dopotentials [42] and a plane-wave basis [98, 99]. An energy cut-off of 30.0 Hartree
(816 eV) was used throughout, leading to well converged forces within 0.02 eV/Bohr.
5.2.1 Vibrational Modes
The vibrational modes of frequency ω are obtained via a periodic displacement in
time of each nuclei I:
uI (t) = uIe
iωt (5.1)
This leads to the following eigenvalue equation:
− ω2MIuI =
∑
J
∂2E (R)
∂RI∂RJ
uJ (5.2)
which involves second derivatives of the ground state energy E (R) with respect to
all N nuclei positions RI (I = 1, · · · , N). Solving these equations leads to a set of
frequencies ων (ν = 1, · · · , 3N) and corresponding normal modes uν = uντ,αeα in-
volving the collective displacements of the nuclei (τ = 1, · · · , N) along the Cartesian
directions (α = x, y, z).
5.2.2 Infrared Spectrum
The absolute infrared intensity of the mode ν is given by [113]:
IIRν = K
∣∣∣∣∣∑
τ,α,β
Z∗τ,α,βu
ν
τ,β
∣∣∣∣∣
2
(5.3)
with τ = 1, · · · , N and α, β = x, y, z. For intensities in (D/A˚)2amu−1 and Z in
atomic units, K = 4.2056× 104. The Born effective charge tensor Z∗ is the second
order derivative of the energy with respect to both the electric field G and the nuclei
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displacement Rτ :
Z∗τ,α,β =
∂2E
∂Gα∂Rτ,β
· (5.4)
The second derivatives of the ground state energy, with respect to atomic displace-
ments and/or homogeneous electric fields are computed using density functional
perturbation-theory (DFPT) [114,115].
5.2.3 Estimates of the electron-phonon coupling strength
Phonon mediated superconductivity is currently best described by the Eliashberg
equations [66,67] which themselves are extensions of the BCS theory [116]. The key
quantity in this theory is the electron-phonon spectral function α2F . Assuming an
isotropic gap function this quantity is given by:
α2F (ω) = 1
N↑(εF )
∑
ν,nk,n′k′
∣∣gνnk,n′k′∣∣2
×δ (εF − εnk) δ (εF − εn′k′) δ
(
ω − ωνk−k′
) (5.5)
where N↑(εF ) is the density of states per spin at the Fermi level εF . The sum is done
over all the phonon modes ν, electron bands n, n′ and wave vectors k,k′. The matrix
elements gνnk,n′k′ encode the scattering of an electron from a state nk to the state
n′k′ while emitting or absorbing a phonon of frequency ω, mode ν and wave vector
k− k′, while the first two delta functions restrict the scattering to electrons in the
Fermi surface. The double sum over the Brillouin zone in Eq. (5.5) requires a large
number of matrix elements. Therefore in general an accurate calculation of α2F is
computationally very demanding. There are however some approximations that can
be made which do not sacrifice most of the physics. The electron-phonon interaction
is generally short ranged. In molecular solids, in particular, the dispersion of both
the phonons and the electrons may be small. It is hence reasonable to consider
only the coupling of the electrons to the intramolecular modes. This approach has
been previously applied in several molecular systems using different metrics for the
electron-phonon interaction strength [63,111,112]. Considering only intramolecular
i.e. Γ-point phonons (q = k− k′ = 0, that is, a single k-point, k = 0) but retaining
the off-diagonal elements this function reduces to:
α2FΓ (ω) =
1
N↑(εF )
∑
ν,n,n′
∣∣gνn,n′∣∣2
×δ (εF − εn) δ (εF − εn′) δ (ω − ων)
(5.6)
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The electron-phonon matrix elements are obtained from the self-consistent varia-
tion of the electronic potential by displacing a nucleus τ in the direction α. These,
however can be obtained directly from the DFPT computation of the vibrational
modes. By transforming them to phonon coordinates and summing all the contribu-
tions from all atoms and directions the matrix elements for each mode ν are given
by:
gνn,n′ =
∑
τ,α
uντ,α√
2Mτων
〈n| dVSCF
dRτ,α
|n′〉 · (5.7)
In the calculation of α2F (ω) using Eq. (5.6) the delta functions have been replaced
by normalized Gaussians with a smearing value of 0.01 Hartree. Using this value, the
difference between the computed density of states (DOS) of the isolated nanoparti-
cles at the Fermi level and the corresponding DOS of the cluster assembled materials
is minimized. From the Eliashberg spectral function the isotropic electron-phonon
coupling strength can then be calculated:
λ = 2
∞∫
0
dω
α2F (ω)
ω
· (5.8)
Molecular materials assembled with the the X@Si16 (X=Ti, Zr and Hf) nanopar-
ticles are predicted to be insulators [97, 104]. However by appropriately doping
these materials with electron donor atoms one hopefully expects these extra elec-
trons from the dopant atoms to occupy some conduction bands of the bulk materials
without altering much the overall band structure. Both α2FΓ (ω) and λ have an im-
plicit dependence on the Fermi level: α2FΓ (ω) = α
2FΓ (ω; εF ) and λ = λ (εF ).
By varying εF then λ (εF ) can be estimated for a set of electronic levels in the
hypothetical conducting material. In particular this information can be used to
maximize the electron-phonon coupling strength. Choosing carefully the number of
valence electrons of the dopant atoms we can try to maximize the electron-phonon
coupling strength and therefore the superconducting transition temperature since
in the strong coupling regime Tc ∼
√
λ 〈ω2〉. This methodology has been recently
employed by Moussa & Cohen [112] to estimate the electron-phonon coupling and
possible superconductivity in hypothetical covalent materials. These authors used
a somewhat different metric for the electron-phonon coupling strength (which is
independent of the phonon details), and also an upper bound of Tc: see Eqs. (2)
and (1) respectively of [112]. A similar methodology was also used to successfully
describe superconductivity in boron-doped diamond [117] in this case with a Γ-point
approximation to the Eliashberg spectral function. In line of what was done in [117]
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we choose to retain the phonon details of the molecule on the calculation of λ but
use a single k-point.
5.2.4 Estimates of the superconducting transition temper-
ature
The superconducting transition temperature Tc was estimated by solving numeri-
cally [70, 71] the Eliashberg gap equation for an electron-phonon spectral function
α2F (ω) and a parameter µ∗ which is the coulomb pseudopotential opposing super-
conductivity. µ∗ is typically between 0.1 and 0.15 in metals and variations in this
interval only affect the determination of Tc in a few percent. We use µ
∗ = 0.1 in the
estimation of Tc. The isotropic linearized Eliashberg gap equation in the Mastsubara
representation can be written as:
ρ∆¯ (iωn) =
N∑
m=−N−1
[
λ (n−m)− µ∗ (N)− δmn|ω˜n|
piT
]
×∆¯ (iωm)
(5.9)
where ∆¯ is a modified gap parameter:
∆¯ (iωn) =
|ω˜n/ωn |∆ (iωn)
|ω˜n|+ piTρ (5.10)
ρ is a pair-breaking parameter and ω˜n is a renormalized frequency:
ω˜n = ωnZ(iωn) = ωn + piT
[
λ (0) + 2
n∑
l=1
λ (l)
]
(5.11)
where ωn = 2pinT . The parameter µ
∗ (N) is the rescaled µ∗ taking into account the
necessary numerical truncation at ωN :
1
µ∗ (N)
=
1
µ∗
+ ln

√
〈w〉2
ωN
 (5.12)
with the moments of the spectral function given by:
〈ωn〉 = 2
λ
∞∫
0
dωα2F (ω)ωn−1· (5.13)
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Finally the electron-phonon interaction parameters λ (n) are defined by:
λ (n) = 2
∞∫
0
dω
α2F (ω)ω
ω2 + (2pinT )2
· (5.14)
After a simple manipulation Eq. (5.9) can be cast as a simple eigenvalue problem:
N∑
n=0
(Kmn − ρδmn) ∆¯ (iωn) = 0 (5.15)
with:
Kmn = λ (m− n) + λ (m+ n+ 1)− 2µ∗ (N)
−δmn
(
2m+ 1 + λ (0) + 2
m∑
l=1
λ (l)
)
· (5.16)
The pair-breaking parameter ρ is only a simple mathematical device introduced to
solve the Eliashberg equation. At the critical temperature it becomes zero. Tc is then
determined by lowering T from a sufficiently large value. At this initial temperature
all the eigenvalues of Eq. (5.15) are negative. However, as T is lowered towards Tc
one of the eigenvalue becomes zero while all the others remain negative.
5.3 Results and discussion
The structures of the X@Si16 (X=Ti, Zr and Hf) nanoparticles were obtained using
the procedure outlined in a previous work [104]. Following the ground state struc-
ture determination, a computation of the second order derivatives of the energy
with respect to this set of coordinates was carried out. The mixed second order
derivatives of the energy with respect to the coordinates and the electric field were
also determined. The set of frequencies ων , normal mode displacements uν and the
Born effective charges Z∗ were then determined from the second order derivatives
of the ground state energy of each nanoparticle.
In Fig. 5.1 we show the results of the calculation of the infrared spectrum using
the procedure described in the previous section. To facilitate the comparison with
experiments and previous theoretical work, the calculated intensities are replaced
with normalized Gaussian functions with intrinsic width 10 cm−1. In all three
cases the normal modes have frequencies which are low compared to, e.g. isolated
fullerenes, exhibiting sizable intensity ∼ 200 cm−1. This picture is consistent with
a weaker bonding of the silicon atoms in the X@Si16 (X=Ti, Zr and Hf) nanopar-
ticles compared to the carbon atoms in the fullerene clusters. The IR spectrum
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Figure 5.1: The calculated infrared spectrum of the X@Si16 (X=Ti, Zr and Hf) nanoparticles.
for Ti@Si16 depicted in the upper panel of Fig. 5.1 is nearly identical to the one
obtained by Nakajima and coworkers [16] using a localized basis set method. One
interesting feature apparent in Fig. 5.1 is a progressive softening of the frequency
spectrum with the increasing mass of the central metal atom. This is accompanied
with a simultaneous decrease in IR activity which is most pronounced for Hf@Si16.
The peaks of highest intensity at 380 cm−1 and 360 cm−1, for Ti@Si16 and Zr@Si16
respectively, correspond to the three normal modes depicted in the upper part of
each panel of Fig. 5.2. In the case of Ti@Si16 these are essentially displacements of
the central metal atom in the cluster with minor rearrangements of the surrounding
silicon atoms. For the Zr@Si16 the movement of the central metal atom is accom-
panied by a more sizable distortion of the silicon cage. This is also the case for the
three modes corresponding to the second most intense peak for both Ti@Si16 and
Zr@Si16 at 246 cm
−1 and 205 cm−1 respectively. In the case of Hf@Si16 the peak of
highest IR activity is located at 180 cm−1. These modes are depicted in the upper
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Figure 5.2: Selected normal modes for the Ti@Si16 (uppper panel) and Zr@Si16 (lower panel)
nanoparticles. In each panel the three top modes correspond to the peak of highest IR activity
whereas the lower three modes correspond to second most intense peak.
part of Fig. 5.3 whereas the second most intense peaks correspond to the six normal
modes depicted in the lower part of Fig. 5.3.
Using the procedure described in section 2 we estimate the electron-phonon cou-
pling strength λ as function of the electronic level for the isolated X@Si16 (X=Ti, Zr
and Hf) nanoparticles. The results are given in Fig. 5.4. The vertical bars are placed
at the energy εL of the first set of 3-fold degenerate unoccupied molecular orbitals.
The calculated electron-phonon coupling strength for this level, λ (εL) corresponds
to the weak coupling regime (λ (εL) < 1) in all three cases. Very large values for λ
occur however for the second set of 3-fold degenerate unoccupied molecular orbitals
ε∗L. These correspond to the large peaks in Fig. 5.4. This result is rather unexpected
given that these large values for the electron-phonon coupling strength are unusual
for covalent materials. We note however that by optimizing electron or hole doping
using a similar procedure, Moussa & Cohen obtained recently [112] unusually large
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Hf
Figure 5.3: Selected normal modes for the Hf@Si16 nanoparticles. The three top modes
correspond to the peak of highest IR activity whereas the lower six modes correspond to
second most intense peaks.
values for λ for hypothetical materials based on C4O6 molecular units. A value as
large as λ ≈ 70 was reported together with a room temperature Tc. The calculated
Eliashberg spectral functions for the second set of 3-fold degenerate unoccupied
molecular orbitals α2FΓ (ω; ε
∗
F ) are depicted in Fig. 5.5. The large peaks at 33cm
−1
for Ti@Si16 and 26cm
−1 for Zr@Si16 and Hf@Si16 respectively are responsible for a
large part of the calculated electron-phonon coupling strength (≈ 90%).
These results strongly suggest that attempts to synthesize molecular materi-
als assembled with the X@Si16 (X=Ti, Zr and Hf) nanoparticles should be carried
out. In a previous work [97,104] we predicted that these materials should be stable
under normal pressure and room temperature. The calculated band gaps 1.3 eV
(Ti@Si16) and 1.6 eV (Zr@Si16 and Hf@Si16) indicate that these materials should be
insulators. The predicted bulk structure is hexagonal close packed with a distance
between nanoparticles in the bulk ≈ 17 Bohr. This large space between nanopar-
ticles in the bulk opens an interesting possibility. Electron donor atoms can be
5.3 Results and discussion 87
0
10
20
30 Ti
0
10
20
30
λ
Zr
-10 -8 -6 -4 -2 0
ε (eV)
0
10
20
30 Hf
εLεL
*
Figure 5.4: Calculated electron-phonon coupling as a function of the molecular orbital energy
level ε for the isolated X@Si16 (X=Ti, Zr and Hf) nanoparticles. The solid (dashed) lines
represent the energy εL (ε
∗
L) of the first (second) set of degenerate unoccupied molecular
orbitals.
placed interstitially in the molecular materials (see Fig. 5.6). Assuming no sig-
nificant structural transformation, the extra electrons from the dopant atoms will
hopefully populate some of the conduction bands of the previously insulating molec-
ular materials. Furthermore the number of valence electrons of the dopant atoms
can be adjusted to obtain a maximal electron-phonon coupling. If we further as-
sume that the calculated α2FΓ (ω; ε
∗
F ) is a reasonable approximation to the spectral
functions of hypothetical materials assembled with the X@Si16 (X=Ti, Zr and Hf)
nanoparticles and doped with electron donor for maximal coupling then the super-
conducting transition temperature can also be estimated by solving numerically the
Eliashberg equations for the model spectral function α2FΓ (ω; ε
∗
F ). These estimates
are summarized in Table 5.1. The obtained Tc values are unusually high for covalent
materials. We emphasize that these are only estimates of possible high tempera-
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Figure 5.5: Eliashberg spectral functions α2FΓ (ω; ε
∗
F ) at maximal electron-phonon coupling
strength for the isolated X@Si16 (X=Ti, Zr and Hf) nanoparticles.
ture superconductivity in molecular materials assembled with the X@Si16 (X=Ti,
Zr and Hf) nanoparticles. It is also important to note that the class of molecu-
lar, narrow bandwidth superconductors is experimentally observed to be close to a
metal-insulator transition [118]. If the bandwidth is too narrow, superconductivity
may not occur without applied pressure. Additionally, important properties such as
the structure of the doped molecular material and its structural stability, electronic
band structure and a computation of the Eliashberg spectral function using Eq. (5.5)
for the bulk material should be carried out for a more accurate determination of the
superconducting transition temperature. We believe that the results obtained here
justify the significant increase in computational effort to pursue such a program.
Work along these lines is in progress.
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Figure 5.6: Electron donor atoms (green spheres) can be inserted in the spaces between
X@Si16 (X=Ti, Zr and Hf) nanoparticles in the bulk. The nanoparticles are predicted to as-
semble in stable hexagonal closed packed structures. The representation is in the conventional
hexagonal cell.
5.4 Conclusions
Making use of first principles computer simulations in the framework of density
functional theory we calculated the vibrational modes and infrared spectra of the
exceptionally stable isovalent X@Si16 (X=Ti, Zr and Hf) nanoparticles. Our re-
sults predict modes with sizable intensity and low frequency ω < 500 cm−1. Based
on these results, we used the framework developed in Refs. [112, 117] to carry out
estimates of the electron-phonon coupling strengths for the intramolecular modes.
Given the large values obtained for λ we explored the possibility that appropriately
doped bulk materials assembled with the X@Si16 (X=Ti, Zr and Hf) nanoparticles
can exhibit high temperature superconducting properties. Estimates of the critical
superconducting transition temperature were obtained by solving numerically the
Eliashberg equations for an approximated spectral function. The preliminary values
for λ and Tc can be unusually high for covalent materials. These are very encour-
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Table 5.1: Estimated electron-phonon coupling strength λ and superconducting temperature
Tc for hypothetical materials assembled with X@Si16 (X=Ti, Zr and Hf) clusters and doped
with electron donor atoms. The results are calculated at maximal electron-phonon coupling
strength from α2FΓ (ω; ε
∗
F ).
X@Si16 λ Tc (K)
Ti 14.8 87
Zr 25.9 87
Hf 26.5 80
aging results and we further hope that they stimulate experimental work aimed at
synthesizing these materials in the lab, as well as the pursuit of computer simulations
to obtain more accurate values for these quantities.
Financial support from FCT-Portugal is gratefully acknowledged.
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5.5.1 Absolute IR activities for X@Si16 (X = Ti, Zr, Hf)
Frequency Intensity Frequency Intensity Frequency Intensity
# cm-1 (D/Å)2 cm-1 (D/Å)2 cm-1 (D/Å)2
1 33.21 0.0000 26.55 0.0000 26.37 0.0000
2 65.72 0.0000 42.11 0.0000 43.26 0.0000
3 65.74 0.0000 42.11 0.0000 43.26 0.0000
4 65.78 0.0000 42.11 0.0000 43.27 0.0000
5 137.58 0.0000 111.67 0.0000 114.87 0.0000
6 137.60 0.0000 111.67 0.0000 114.87 0.0000
7 166.61 0.0089 146.10 0.0068 144.97 0.0277
8 166.62 0.0089 146.10 0.0068 144.97 0.0277
9 166.67 0.0084 146.10 0.0064 144.98 0.0261
10 167.96 0.0001 168.81 0.0000 172.17 0.0000
11 167.99 0.0000 168.81 0.0000 172.17 0.0000
12 168.00 0.0000 168.83 0.0000 172.18 0.0000
13 197.95 0.0000 192.01 0.0000 181.68 0.2095
14 197.96 0.0000 192.04 0.0001 181.68 0.2095
15 197.97 0.0000 192.04 0.0001 181.72 0.1992
16 210.44 0.0417 205.31 0.1770 191.61 0.0000
17 210.46 0.0414 205.31 0.1770 191.64 0.0000
18 210.49 0.0390 205.35 0.1666 191.64 0.0000
19 235.20 0.0000 224.47 0.0000 224.29 0.0230
20 235.20 0.0000 224.47 0.0000 224.29 0.0230
21 246.20 0.0092 231.25 0.1005 224.37 0.0237
22 246.33 0.1800 231.25 0.1005 224.97 0.0001
23 246.35 0.1826 231.32 0.0986 224.97 0.0001
24 246.49 0.1685 247.57 0.0000 250.54 0.0000
25 266.99 0.0000 247.57 0.0000 250.54 0.0000
26 266.99 0.0000 247.57 0.0000 250.54 0.0000
27 267.00 0.0000 263.83 0.0002 265.72 0.0002
28 277.69 0.0358 273.25 0.0016 274.08 0.0005
29 277.72 0.0359 273.25 0.0016 274.08 0.0005
30 277.84 0.0350 273.46 0.0013 274.28 0.0003
31 305.74 0.0000 301.90 0.0000 303.22 0.0000
32 307.55 0.0000 301.98 0.0000 303.76 0.0000
33 307.55 0.0000 301.98 0.0000 303.76 0.0000
34 340.52 0.0314 322.64 0.0546 316.58 0.1264
35 340.53 0.0313 322.64 0.0546 316.58 0.1264
36 340.55 0.0299 322.68 0.0520 316.64 0.1210
37 381.47 0.7091 358.09 0.5393 337.99 0.1109
38 381.49 0.7095 358.09 0.5393 337.99 0.1109
39 381.53 0.6811 358.14 0.5163 337.99 0.1063
40 389.96 0.0000 369.70 0.0000 373.89 0.0000
41 389.97 0.0000 369.70 0.0000 373.89 0.0000
42 410.98 0.0560 387.46 0.0338 392.22 0.0168
43 410.99 0.0557 387.46 0.0338 392.22 0.0168
44 411.00 0.0553 387.46 0.0329 392.23 0.0165
45 475.55 0.0000 449.00 0.0000 454.73 0.0000
Ti@Si16 Zr@Si16 Hf@Si16
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5.5.2 Normal Modes for Ti@Si16
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5.5.4 Normal Modes for Hf@Si16
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Chapter 6
Conclusion
The X@Si16 (X=Ti, Zr and Hf) nanoparticles are the most stable neutral silicon
clusters known to date. These metal-silicon clusters were predicted theoretically
in 2001 and their stability has been confirmed experimentally by two independent
groups. Making use of first principles computer simulations in the framework of
density functional theory, we have investigated the main structural and electronic
properties of the isovalent nanoparticles. We showed the feasibility of using these
remarkably stable clusters to synthesize molecular solids and we characterized their
main structural and electronic properties. We predict the cluster assembled materi-
als to crystallize in HCP structures with an inter-cage distance ∼ 17 Bohr. The bulk
materials are predicted to have a phase stability under isotropic compression up to
∼ 1 GPa and bulk modulus also ∼ 1 GPa. Fully unconstrained QLMD simulations
of the bulk structures suggest their stability at room temperature and normal pres-
sure. Our calculations lead to band gaps of 1.3 eV for Ti@Si16 and 1.6 eV for Zr@Si16
and Hf@Si16. Taking into account that GGA systematically underestimates semi-
conductor band gaps it is likely that the true band gap is larger than 2 eV . Within
the same methodology we also calculated the vibrational modes and infrared spectra
of the isolated X@Si16 (X=Ti, Zr and Hf) nanoparticles. Our results predict the
existence of high-intensity modes of low frequency. On one hand, these results can
be used in conjunction with experiments to help identify these nanoparticles in the
laboratory. Perhaps more importantly, they allow us to provide an estimate of the
electron-phonon interaction strength and superconducting transition temperature
of hypothetical superconductors assembled using these metal-silicon clusters. We
obtained these last results based on a single-molecule method introduced recently
within the Migdal-Eliashberg theory of phonon mediated superconductivity.
The large value obtained for the interaction strength combined with predicted
stability of bulk materials assembled with these nanoparticles suggest that these ma-
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terials, when appropriately doped, may exhibit high temperature superconducting
properties. Our preliminary estimates indicate a superconducting transition tem-
perature - Tc > 80 K. In this thesis, we have taken advantage of the quantitative
predictive power of density functional theory to define a general framework based on
which one can i) design new bulk materials at the nano scale, ii) test these materials
for stability and relevant structural and electronic properties, and finally, iii) define
variables by means of which the validity of the computational experiments can be as-
sessed in the lab. To this end we combined methodologies which have been standing
far apart from a historical perspective: the atomistic view developed during many
decades in the framework of Atomic Physics and Quantum Chemistry, and the bulk,
Materials Science view of extended, translational invariant materials and associated
properties. The connection between these two (in so many ways) opposite schools
has been possible by adopting first-principles, norm-conserving pseudopotentials,
which allow one to treat individual atoms efficiently in an extended framework. I
believe that by combining these alternative perspectives one can bring theory much
closer to the lab. This, as is well-known, is what made Physics the most successful
science during the XXth century.
6.1 Future prospects
The results obtained in this work are encouraging. The unusually large values
obtained for both the electron coupling strength and superconducting transition
temperature estimates were unanticipated. Clearly these justify a detailed search
and stability analysis for hypothetical superconductors, assembled using the X@Si16
(X=Ti, Zr and Hf) nanoparticles and electron donor atoms. Following the ground
state determination of the hypothetical bulk material, a computation of the electron-
phonon matrix elements in a sufficiently dense grid of phonon and electron wave-
vectors should be done to obtain a converged Eliashberg spectral function. To
pursue such a program would require a significant but justifiable increase in the
computational effort. At present, such computer simulations are no longer feasible
in the group’s cluster, despite its sophistication, speed and environmental friendli-
ness, to which I have modestly contributed during my PhD studies, among other
side projects (cf. Appendix B). We further hope that these results also stimulate
experimental work aimed at synthesizing these materials in the lab. An experi-
mental technique to synthesize, purify and crystallize macroscopic quantities of the
nanoparticles would prove invaluable.
Appendix A
First-principles norm-conserving
pseudopotential with explicit
incorporation of semicore states
Abstract:
We develop a pseudopotential generation scheme which provides, in a systematic
way, first-principles, transferable, norm-conserving pseudopotentials which include,
in addition to the standard valence electrons, the semicore electrons. The scheme
improves the quality of the pseudopotential for some transition metal polyatomic
systems where the semicore states can play an active role in the chemical bonding of
those systems. The method is employed to generate pseudopotentials for Ti and Cu,
taken as limiting examples of 3d transition metals, which are then used to study
the structural properties of both homonuclear dimers and the bulk solid of these
elements. The results obtained put in evidence the excellent agreement obtained in
all cases between the pseudopotential results and benchmark all-electron calculations
for the same systems.
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A.1 Introduction
Electronic-structure calculations performed within the framework of Density Func-
tional Theory (DFT) in its different approximation flavours, have demonstrated
their capacity not only to describe accurately but also to predict, different physi-
cal and chemical properties of complex molecular, liquid and solid state systems,
ranging from phase transitions, defects in semiconductors, structural and electronic
properties of atomic clusters, the structure of and diffusion on surfaces, as well as
the electromagnetic excitations in molecules and solids.
In many of these applications use has been made of pseudopotentials.
Replacing the effect that chemically inert core states exert on the chemically ac-
tive valence states by means of an effective pseudopotential dates back to the early
work of Fermi [119] and Phillips and Kleinman [120], and has seen a sizeable amount
of interest and further improvements since the development of norm-conserving
pseudopotentials [39, 41, 121]. The physical reasoning behind the pseudopotential
approximation is simple: Since the core electron wavefunctions of an atom remain
essentially unchanged when placed into different chemical environments and since to
a large extent the contribution of the core wavefunctions to chemical bonding is to
enforce the orthogonality between the valence wavefunctions and the core states, the
true atomic potential can indeed be replaced by a pseudopotential that reproduces
the effects of the core electrons. As a result, transferable ab initio pseudopoten-
tials [40, 42, 122, 123] have been successfully developed and used in band structure
and total-energy calculations for complex polyatomic systems [37]. For calculations
with a plane wave basis (PW) set, a pseudopotential that gives a fast convergence of
the calculated properties with increasing basis set size is commonly called a “soft”
pseudopotential [124]. Due to the popularity of PW calculations a great deal of ef-
fort has been made in identifying the characteristics of softness in a pseudopotential,
and in developing new generation methods that produce softer pseudopotentials. An
example of such a type of soft pseudopotential is the Troullier and Martins pseu-
dopotential (TM) [42] which allows the numerical simulation of complex systems to
be carried out with significant savings of memory and computing time, and which
we generalize in the present work in order to incorporate semicore states (see below).
One can easily generate a TM for any element of the periodic table. For most
elements and applications this pseudopotential is very accurate, in the sense that
the error associated with replacing the cores by a pseudopotential is significantly
smaller than the error introduced by replacing the exact exchange and correlation
by an approximate functional such as the Local Density Approximation (LDA). In
other words, the difference between similar pseudopotential and all-electron (AE)
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calculations is smaller than the difference between AE and experiment. There are
however a few cases where the pseudopotential approximation is not satisfactory
and an even smaller number of cases where it fails. Those cases correspond to
atoms where the basic assumption of the pseudopotential approximation — that
the core and valence electron wave functions are well separated in both space and
momentum — is not well verified, that is when the core states have a large extension
or are not strongly bound. Such states are called semicore states. Situations for
which the predictions of usual pseudopotentials such as the TM fail are the bond
lengths of titanium, vanadium or chromium dimers and small clusters [125]. These
3d transition metal dimers have a surprisingly short bond length. For instance,
the distance between atoms in Ti2 is only 65 % of the nearest neighbour distance
in the bulk metal, and the type of bonding is truly exotic (δ bonds). Another
(albeit related) situation is the lack of accuracy in the quasi-particle calculations
of electronic energies and lifetimes of transition metals [126]. Indeed, these are
situations in which the role of semicore electrons — that is, those electrons in the
completely filled shells below the valence shell — cannot be ignored, and indeed
several methods have been proposed which allow the inclusion of semicore electrons
as active in the pseudopotential [127,128].
The problem with the 3d transition metals is that their valence configuration is
4sn4p03dm, and due to the lack of d electrons in the core the 3d wavefunctions are
compact and overlap significantly with the 3s and 3p semicore states. This effect is
larger in the early elements of the series where those semicore states are less bound
and more extended. An obvious solution would be to include those 3s and 3p semi-
core states as part of the valence in the pseudopotential generation scheme. That
would require only a somewhat larger energy cutoff in the plane-wave expansion
with respect to the 3d electrons and a larger number of electrons in the valence,
corresponding to a manageable increase in the necessary computing resources. For
a large class of pseudopotentials, however, such a generalization is not possible for a
technical reason, namely if a screened pseudopotential is generated by inverting the
Schro¨dinger equation for a pseudo-wavefunction then the procedure is valid only for
nodeless pseudo wave functions, and one can only have a single pseudo-wavefunction
of a given orbital with quantum number l, in order to warrant its nodeless structure.
As the 4p orbitals are unoccupied one can easily include the 3p electrons in those
class of schemes by considering a 3p64sn3dm valence configuration. However, in this
way one treats the 3s and 3p electrons on a different footing, a feature which is
not easy to justify. One can also generate pseudopotentials from an ionized con-
figuration 3s23p63dm (implying 4s0), but pseudopotentials generated from ionized
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configurations tend to be less accurate. Finally one can generate pseudopotentials
with several different reference energies, [123] in this way bypassing the Schro¨dinger
equation inversion step, but that requires the rewriting of the computer codes for
the bulk that rely on the traditional pseudopotential form.
In this work we overcome this limitation of traditional pseudopotentials in general
and of the TM scheme in particular by developing a new pseudopotential generation
scheme which allows the inclusion of semicore states, while keeping the traditional
semi-local form of the pseudopotential, which means they can be used without fur-
ther changes in bulk computational codes. The strategy constitutes a generalization
of the ideas underlying the TM method which have been repeatedly shown to pro-
vide a highly efficient pseudopotential generation scheme. Application of this new
scheme - which will be denoted on the following as the Multi Reference Pseudopoten-
tial (MRPP) — to selected, representative elements shows that the present method
is not only capable of producing high quality results for diatomics and bulk matter
— when benchmarked against AE results - but also that one can now use semicore
electrons efficiently in a PW framework.
This paper is organized as follows: After a brief review of general pseudopotential
theory in section two, section three will review the TM method, which will be
generalized to the new MRPP recipe in section four, in order to incorporate semicore
electrons. We test the method in section five for several 3d transition metals. We
choose the rather unfavourable (in a PW sense) case of dimers as well as the more
suitable bulk phases of these elements and compare the results obtained with the new
pseudopotentials with those originating from AE calculations as well as with those
associated with the standard TM pseudopotentials. In section six we summarize
the main conclusions of this work. The method developed here is implemented in
a code which, similarly to what happens for many years with the TM, is freely
available [129].
A.2 General Pseudopotential Theory
The majority of the pseudopotentials currently used in electronic structure calcu-
lations are generated from AE atomic calculations. Within DFT this is done by
assuming a spherical approximation for the potential in the self-consistent solution
of the radial Kohn-Sham equation[
− 1
2
d2
dr2
+
l(l + 1)
2r2
+ V [ρ; r)
]
rRnl(r) = nlrRnl(r), (A.1)
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where V [ρ; r) is the self-consistent one electron potential
V [ρ; r) = −Z
r
+ VH [ρ; r) + V
LDA
XC
(
ρ(r)
)
, (A.2)
ρ(r) is the sum of the electron densities associated with the occupied wavefunctions
Rnl(r), VH [ρ; r) is the Hartree potential, and V
LDA
XC
(
ρ(r)
)
is the local density ap-
proximation for the exchange-correlation potential. The notation VH [ρ; r) indicates
a functional dependence on the density ρ. Here and elsewhere in the article we use
atomic (Hartree) units unless otherwise indicated.
Most pseudopotentials are then constructed such that they satisfy four general
conditions [40–42]:
1. The valence (the principal quantum number n is here omitted for simplicity)
pseudo-wave-functions generated from the pseudopotential should contain no
nodes. This stems from the fact that one would like to construct smooth
pseudo-wave-functions and therefore the wiggles associated with the nodes are
undesirable. This condition will be necessarily superseeded in section four in
order to account for semicore states.
2. The normalized atomic radial pseudo-wavefunction (PP) with angular mo-
mentum l is equal to the normalized radial AE wavefunction beyond a chosen
cutoff radius rcl,
RPPl (r) = R
AE
l (r) for r > rcl, (A.3)
or converges rapidly to that value.
3. The charge enclosed within rcl for the two wavefunctions must be equal∫ rcl
0
|RPPl (r)|2r2dr =
∫ rcl
0
|RAEl (r)|2r2dr. (A.4)
4. Of course, the valence AE and PP eigenvalues must be equal,
PPl = 
AE
l . (A.5)
If a pseudopotential meets the conditions outlined above, it is commonly referred
to as a ‘norm-conserving pseudopotential’ [41]. Constructing a pseudo-wavefunction
that fulfills these requirements can be accomplished using many different schemes
[40, 42, 122]. The nonuniqueness of these pseudopotentials is a clear indication of
the available variational freedom which can be used at profit to produce a smooth
pseudopotential.
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Once the pseudo-wavefunction is obtained, the screened pseudopotential is then
recovered by inversion of the radial Kohn-Sham equation (Eq. A.1); explicitly,
V PPscr,l(r) = l −
l(l + 1)
2r2
+
1
2rRPPl (r)
d2
dr2
rRPPl (r). (A.6)
According to Eq. A.6, for a nodeless pseudo-wavefunction the pseudopotential does
not have any singularities, except possibly at the origin. From Eq. A.6 we can also see
two more important details. Indeed, if we wish the pseudopotential to be continuous,
then the pseudo-wavefunction must have continuous derivatives up to and including
the second derivative. Moreover, if we wish to avoid a hard-core pseudopotential
with a singularity at the origin, the pseudo-wavefunction must behave as rl near the
origin.
The screening from the valence electrons depends strongly on the environment
in which they are placed. If we remove the screening effects of the valence electrons
and generate a so-called ionic pseudopotential, we can then use this potential in a
self-consistent procedure to determine the electron screening in other environments.
This is done by subtracting the Hartree V PPH (r) and exchange-correlation V
PP
XC (r)
potentials calculated from the valence pseudo-wave-functions from the screened po-
tential to generate an ionic pseudopotential,
V PPion,l(r) = V
PP
scr,l(r)− V PPH (r)− V PPXC (r). (A.7)
A major consequence of the pseudopotential generation procedure just outlined
is that each angular momentum component of the wavefunction will see a different
potential. The ionic pseudopotential operator is then
Vˆ PPion (r) = V
PP
ion,local(r) +
∑
l
Vnon,l(r)Pˆl, (A.8)
where V PPion,local(r) is the local potential and
Vnon,l(r) = V
PP
ion,l(r)− V PPion,local(r) (A.9)
is the non local (or more precisely semi-local) potential for the angular momentum
component l, and Pˆl projects out the l
th angular momentum component from the
wavefunction. The local potential can in principle be arbitrarily chosen, but since
the summation in Eq. A.8 will need to be truncated at some value of l, the local
potential should be chosen such that it adequately reproduces the atomic scattering
for all the higher angular momentum channels.
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A.3 The TM Scheme
As our new scheme connstitutes a generalization of the TM procedure, we describe
first the essential points of the TM, laying the grounds for the generalization to be
carried out in the next section.
The TM fully complies with the four norm-conservation conditions stated previously,
taking advantage of the variational freedom to impose additional constraints which
in turn lead to particularly smooth pseudopotentials. The radial part of the pseudo-
wavefunction is first defined by the equations
RPPl (r) =
{
RAEl (r) if r ≥ rcl
rlep(r) if r ≤ rcl
(A.10)
where p(r) is a polynomial of order six in r2,
p(r) = b0 + b2r
2 + b4r
4 + b6r
6 + b8r
8 + b10r
10 + b12r
12. (A.11)
The seven coefficients of the polynomial are determined from the following seven
conditions [42]: i) norm-conservation of charge within an input core radius rcl; ii-vi)
continuity of the pseudo-wavefunction and its first four derivatives at rcl (which in
effect imposes the continuity of Vscr,l(r) and its first two derivatives at rcl) and vii)
zero curvature of the screened pseudopotential at the origin. This seventh condition
leads to especially smooth pseudopotentials.
The derivatives of the wavefunction and screened potentials are evaluated from
the numerical AE wavefunction and screened potential using seven-order finite dif-
ference formulas, whereas the integrations required to ensure the norm-conservation
condition are evaluated numerically. In the final step the screened pseudopotential
is obtained by inverting the Kohn-Sham radial equation (Eq. A.1), and in this case
Eq. A.6 can be written explicitly:
Vscr,l(r) =
{
VAE(r) if r ≥ rcl
εl +
l+1
r
p′(r) + p
′′(r)+[p′(r)]2
2
if r ≤ rcl
(A.12)
A.4 The MRPP Scheme
In the new formulation we must distinguish between those states of a given l for
which there will be a single pseudo-wavefunction from those for which there will be
more than one pseudo-wavefunction. For the former states, the TM scheme will still
hold, which means it will be maintained, whereas for the latter states a new scheme
114 First-principles norm-conserving pseudopotential...
must be developed. Since we are interested here in transition metal elements we
will, for the sake of simplicity in the notation, give the scheme for those elements,
but obviously the scheme is completely general. In the 3d transition metals the
semicore states are the 3s and 3p states. Therefore, and for each l < 2 value, we
require that the pseudopotential one wants to generate provides, as a solution of
the radial Kohn-Sham equation, nodeless pseudo-wave-functions which match the
“semicore” orbitals for r ≥ rcl and also single-node pseudo-wave-functions which
match the valence orbitals for r ≥ rcl. We achieve this goal by generating the
MRPP pseudopotential in the following way:
1. We start by defining the form of the pseudo-wavefunction for the semicore s and
p states (l < 2) as well as to the valence states with l ≥ 2. These pseudo-wave-
functions will be nodeless. Explicitly,
l < 2, RPP0,l (r) =
{
RAEsc,l(r) if r ≥ rcl
rleq(r) if r ≤ rcl
(A.13)
l ≥ 2, RPP0,l (r) =
{
RAEv,l (r) if r ≥ rcl
rlep(r) if r ≤ rcl
(A.14)
where p(r) is a polynomial of order six in r2 as written in Eq. A.11, and q(r) is a
polynomial of order nine in r2,
q(r) = c0 +c2r
2 +c4r
4 +c6r
6 +c8r
8 +c10r
10 +c12r
12 +c14r
14 +c16r
16 +c18r
18. (A.15)
The index 0 inRPP0,l explicitly indicates that these are nodeless pseudo-wave-functions
for which the inversion of the Kohn-Sham equation is possible. RAEsc,l(r) are the
inner-shell (semicore) AE wavefunctions with l < 2, whereas for l ≥ 2 we can use
the outer-shell (valence) AE wavefunctions, denoted by RAEv,l (r).
We exploit the variational freedom in the three additional polynomial coefficients
ci in q(r) to supplement the standard set of seven conditions enumerated in the
previous section, and which are applicable to the nodeless semicore pseudo-wave-
functions, with a group of three additional conditions applied to the single-node
valence pseudo-orbitals with l < 2:
viii)
RPP1,l (rcl) = R
AE
v,l (rcl) (l < 2) (A.16)
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ix)
rcl∫
0
∣∣RPP1,l (r)∣∣2 r2dr = rcl∫
0
∣∣RAEv,l (r)∣∣2 r2dr (l < 2) (A.17)
x)
εPP1,l = ε
AE
v,l (l < 2) (A.18)
As a result, we obtain a system of linear equations for the new unknowns c2, c4, c6,
c8 and c10, which, in turn, become implicit functions of the remaining five unknowns
c0, c12, c14, c16 and c18. These coefficients, in turn, are the solution of the following
non-linear system of equations:
ln
rcl∫
0
r2(l+1)e2q(r)dr − ln
rcl∫
0
∣∣RAEsc,l(r)∣∣2 r2dr = 0
c22 + c4(2l + 5) = 0
RPP1,l (rcl)−RAEv,l (rcl) = 0
ln
rcl∫
0
∣∣RPP1,l (r)∣∣2 r2dr − ln rcl∫
0
∣∣RAEv,l (r)∣∣2 r2dr = 0
εPP1,l − εAEv,l = 0
(A.19)
We solve this system of equations numerically using a multidimensional secant
method of Broyden [43]. As with any nonlinear system of equations we need a
good starting point. This is provided by the TM method applied to the semicore
states, that is we start from q(r) = p(r) which means that c14 = c16 = c18 = 0.
By solving the nonlinear problem we determine numerical values for the coefficients
c0, c12, c14, c16 and c18, which in turn enables us to obtain explicit values for the
remaining coefficients.
A.5 Results and Discussion
In order to assess the reliability of the MRPP scheme, we tested the new pseudopo-
tentials for all transition metals (plus copper) in two extreme coordination number
cases: homonuclear dimers and the bulk solid. Here we only show the results for
two elements, titanium and copper, selected from the two sides of the 3d series.
All calculations were performed in the Local Density Approximation to DFT, and
the exchange-correlation functional used corresponds to the Perdew and Zunger
parametrization [33] of the Quantum Monte-Carlo results obtained by Ceperley and
Alder [32]. As is well known, the LDA does not describe the magnetization of 3d
transition metals very well, and the multiplets of transition metal dimers are dif-
ficult to converge to self-consistency. The objective of our work is the accuracy of
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Element Ti Cu
rcut(TM) 2.54 2.96 2.25 2.08 2.30 2.08
rcut(MRPP) 1.75 1.75 1.65 1.50 1.50 1.80
cell-size(dimer) 27 27
Ecut(dimer) 40 40
Ecut(bulk) 71 64
Table A.1: Values utilized in the calculations leading to the results discussed in the main
text, are shown for each of the elements considered. All distances are in Bohr, and energies in
Hartree. In a PW calculation of molecules, the size of the unit cell should be large enough so
that the atoms in a given cell do not interact with those in any of the neighbouring cells. In all
cases, rcut specifies the l-dependent values for the cutoff radii used in the construction of the
different pseudopotentials. Three values are tabulated for each pseudopotential corresponding,
from left to right, to the cutoff radii used for the s, p, and d components, respectively. For the
MRPP pseudopotentials, and for each l-value, only one value for the cutoff radius has been
used, although this is by no means compulsory (see main text for details).
the pseudopotential approximation and therefore how close it reproduces the corre-
sponding AE results. By restricting ourselves to the LDA and using a temperature
broadening of 2000K for state occupancy, we simplify our computational task while
focusing on the difference between the pseudopotential and the corresponding AE
results, which is the ultimate benchmark for any pseudopotential approximation.
In spite of numerous constraints imposed in the construction of the pseudo-
wave-functions, there is still variational freedom to construct the pseudopotentials.
This reflects itself in, e.g., the different possibilities for the choice of the cutoff
radii. For each element we took one single value of rcut for each l-value which, in
addition to ensuring the inexistence of ghost states upon the Kleinman and Bylander
transformation [44], also optimizes the results for the homonuclear dimers. The final
choices for rcut are given, in atomic units, in Table A.1, together with other relevant
parameters of the PW calculation. Input files to generate all 3d transition metal
pseudopotentials are freely available, together with the pseudopotential generation
code [129].
Figure A.1 shows a comparison between the MRPP and the TM pseudopotentials
for the elements explicitly considered in this work. Because of the higher ionic charge
in the case of the MRPP, the associated pseudopotential is significantly deeper than
the TM, also to be able to accommodate not only the semicore but also the valence
pseudo-wave-functions.
Of course this more pronounced spatial variation of the MRPP as compared to
the TM reflects itself in the higher cutoff energies required to ensure full convergence
of the PW calculations. Nevertheless, the values used for the energy cutoff are
still reasonable, as shown in Table A.1. The cutoff energy is larger for the bulk
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Figure A.1: Comparison of different pseudopotentials for titanium and copper. The MRPP
pseudopotentials are displayed (upper panels) in comparison with the standard TM pseudopo-
tentials (lower panels) for titanium (left panels) and copper (right panels). In each panel the
s component is drawn with a solid line, the p component is drawn with a a dotted line and
the d component is drawn with a dash-dotted line.
than for the dimer calculations, since we are using the internal pressure in the
optimization of the cell shape [130]. For the dimers we computed the cohesive
energy as a function of the interatomic distance, shown in Figure A.2, whereas for
the bulk phase we computed the equilibrium lattice parameters, shown in Table A.2.
For each of these quantities we provide results obtained at three levels of description:
The present MRPP, the traditional TM results and the AE results obtained with
the ADF package [131] for the dimer and taken from the literature for the bulk. The
agreement between the MRPP results and the AE results is excellent in all cases,
the MRPP providing an overall improvement with respect to the TM results.
In the case of the Ti dimer the improvement is dramatic, as can be judged from
Figure A.2. The curve predicted by the TM pseudopotential has a double well with
a second low lying minimum at 1.7 Bohr, in a region where the AE curve is strongly
repulsive. That is a clear failure of the traditional pseudopotential for the Ti dimer.
The inclusion of the semicore states and the valence states in the pseudopotential
corrects the problem, and the curve predicted by the MRPP falls on top of the
AE curve. This double well feature is also present for scandium and vanadium at
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Figure A.2: Cohesive energy of dimers. The cohesive energy of homonuclear dimers of
titanium (left panel) and copper (right panel) have been computed as a function of atomic
separation and at three levels of description of each constituent atom, leading to three curves
per panel: AE (solid lines), MRPP (solid squares) and TM (dash-dotted lines). The MRPP
results exhibit an overall agreement with the AE results, eliminating the spurious double well
potential obtained for titanium at the TM level.
the TM level, disappearing at the MRPP level. It should be pointed out that this
double well is unphysical. Indeed, at the distances of the shorter minimum there is
a sizeable overlap of the semicore electrons of the two systems with consequent large
Pauli repulsion which is absent in the TM pseudopotential, but accounted for in
both the MRPP and AE calculations. In the bulk, the double well feature observed
for the titanium dimer does not occur since for the large coordination number of
bulk, δ bonds do not appear and interatomic distances are never so short as for the
dimer.
For copper both the TM and MRPP pseudopotentials reproduce closely the AE
curve. The 3s and 3p states are much deeper in copper and can be safely treated as
core states, as far as structural properties are concerned. However for the calculation
of excitation energies, there is some indication of GW calculations that they cannot
be neglected. Our new scheme would allow their inclusion in such calculations [126].
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Element Lattice type TM MRPP AE
Ti HCP a 5.46 5.42 5.42
c 8.73 8.60 8.60
Cu FCC 6.74 6.72 6.73
Table A.2: The calculated equilibrium lattice constants are compared for three different
methods for bulk Ti and Cu. The TM and MRPP results were computed with the parameters
specified in Table A.1, whereas the AE results for titanium were taken from ref. [132] and
those for copper were taken from ref. [133].
A.6 Conclusions
We have developed a systematic scheme to generate first-principles, transferable
norm-conserving pseudopotentials which, while explicitly including semicore elec-
trons which are known to play an important role in the physics and chemistry of
transition metal atoms, are still sufficiently smooth to enable the efficient and accu-
rate simulation of both low and high-dimension materials involving these types of
elements. The scheme developed uses the TM as a starting point, thereby taking
advantage of the smoothing constraints already developed in the TM scheme. The
results obtained in the two limiting bonding situations corresponding to homonu-
clear dimers and bulk solid show, in all cases, an excellent agreement between the
predictions of the MRPP and those resulting from benchmark AE calculations of
the same systems.
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Appendix B
Some history and side projects
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Throughout the elaboration of this thesis I really enjoyed the working atmo-
sphere inside the ATP-group. I particularly benefited from the numerous informal
discussions with my supervisor, group members and visiting researchers on a wide
number of different subjects not strictly related to my main area of research. These
often included modeling of complex systems, networks, evolutionary dynamics and
biology, optimization methods, computer hardware, clusters and operating system
setup, parallel computing and of course computer languages and programming meth-
ods. It is amazing how so many important problems in so many different areas of
knowledge and at so many different length scales can be addressed with the right
models and computational tools.
Of all the subjects besides quantum physics and condensed matter I often find
myself ”irresistibly” being drawn towards exploring modern computer programming
techniques like graphical user interfaces (GUI) libraries and object oriented pro-
gramming. This lead to the development of some utility programs using GUIs that
turned out to be very useful. QAtom is a rewrite using Trolltech (now Nokia) Qt
GUI library of the ”Atom Graphical Interface”, a program that I developed during
my master’s degree studies, to interface a pseudopotential generating package called
Atom [72]. The generated pseudopotentials are to be used with plane wave programs
like CPW and also with Siesta [134], a program which uses localized basis sets. I
used Siesta as an exploratory tool in the early stages of my PhD studies to a large
extent because it is really fast compared to a program using plane waves. Much
later on, we developed an interface which we called QSiesta. While I was program-
ming and adding more features to it, I found, somewhat to my own surprise, that
QSiesta was really fun to use making the whole experience with Siesta a lot more
interactive and productive. Eventually QAtom and QSiesta were used by master’s
degree students in the classroom during one semester for their studies in Electronic
Structure.
Siesta, while being really fast and reasonably accurate for studying some systems,
was giving us results that where contradictory to plane wave calculations particularly
when it came to the binding energy between two or more clusters, both in periodic
systems and in clusters of clusters. These results were never published but from then
on I did all my simulations related to this work using plane waves. The down side for
the accuracy was that the calculations were really taking a lot of time to complete,
particularly during the first years. ABINIT, at that time, had already implemented
some parallelization features mainly on k-points. I thought that really this was the
only way to go. It took me some failed attempts and a non-negligible amount of
time to learn how to compile and set up, a working, parallel version of ABINIT with
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all the optimizations. Integrating MPI programs with the cluster job management
system, SGE, was also tricky but eventually it worked. I was really happy having
lots of plane wave simulations running effectively in parallel and cutting individual
simulation times in factors ranging from 5 to 50 depending on the task. It speeded
up considerably my work.
In late high school I had become fascinated with the subjects of cell biology and
genetics. I never completely lost my interest in them although I eventually turned
to physics. One day my supervisor discussed with me some of the work that he had
done during his sabbatical with Professor David Dingli from Mayo Clinic, Rochester
on the dynamical interplay between virus and tumor cells and how interesting it
would be to model and explore these dynamics in 3D tumors. I felt this was a very
interesting subject and that it would combine some of my keen interests in modeling,
GUIs, object oriented programming and cell biology. We discussed the model and I
started implementing the program with a GUI so that we could refine more easily
our assumptions and explore the relevant parameter space. David Dingli came to
Lisbon to work with us for a few weeks. I immediately liked him and I really enjoyed
working with him on this project. Our discussions lead to further developments of
the model and by the time he left we had a final version. I started running the
parallel simulations in our group computer cluster and soon enough we had some
amazing results. Our findings were later presented at the Boston conference:
”The impact of architecture and dynamics on the outcome of tumor virotherapy”
Carlos L. Reis, Jorge M. Pacheco, David Dingli.
Annual meeting of the American Society of Gene Therapy, Boston, U.S.A (2008).
Sometime after we wrote a paper that was published in a journal of the Royal Chem-
istry Society:
”In silico evolutionary dynamics of tumor virotherapy”
Carlos L. Reis, Jorge M. Pacheco, Matthew K. Ennis and David Dingli
Integr. Biol., 2, 41 (2010).
One late afternoon I was having one of those pleasant, unending conversations with
my supervisor, and at some point our conversation had drifted away from the main
topic. By then we started discussing that the group’s computer cluster has high
peaks of usage while at some other periods of time the machines were doing nothing
while wasting energy. Then he suggested that it would be nice to have some software
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monitoring our cluster load, powering off machines when they were idle but auto-
matically waking them up when needed. I immediately liked the idea and started
coding. Eventually we came up with a small utility program we called SPIRIT
and we liked it so much that we have it running ever since in two clusters here at
”Complexo”. We began wondering how much SPIRIT was saving in energy and
associated carbon emissions. We decided to quantify these things and the results
surprised us, particularly when we saw the energy consumption involved in parallel
computer infrastructures worldwide. We set up a webpage [135] for anyone inter-
ested to download the software and presented our results at an IEEE conference in
Nice where it won a best paper award:
”Minimizing CO2 Emissions in a Computing World,”
Carlos L. Reis and Jorge M. Pacheco,
ICSEA, pp. 395-399,
2010 Fifth International Conference on Software Engineering Advances, (2010).
There were other small projects, utilities and tools that I worked on that really
helped me during this work. Most are too specialized or incomplete to be useful to
others, although in some cases they have proved very useful when teaching Physics
students subjects such as Computational Physics, Numerical methods, or Electronic
Structure. Some are GUIs, some are command line tools and scripts and are written
in several different programming languages. Some alleys of research and results were
never published. But I learned with each of them. Working at the ATP-group made
it all possible.
Resumo em Portugueˆs
O facto de os artigos que estabeleceram a teoria do funcional da densidade serem
dos mais citados de sempre demonstra bem a importaˆncia da mecaˆnica quaˆntica e
das suas caracter´ısticas nem sempre intuitivas quando aplicada a sistemas de muitas
part´ıculas a` escala do nano´metro. A teoria do funcional da densidade tornou poss´ıvel
o uso do computador para fazer previso˜es quantitativas sobre muitas propriedades
dos referidos sistemas de muitas part´ıculas. Prever a possibilidade de sintetizar
com sucesso novos materiais que em muitos casos se revelam meta-esta´veis (meta-
materiais) e´ uma das caracter´ısticas que distinguem esta teoria. Neste trabalho e´
discutida uma nova classe de meta-materiais que embora sejam baseados em sil´ıcio
possuem propriedades que na˜o se assemelham de todo a`s do seu constituinte prin-
cipal. Esta caracter´ıstica foi demonstrada claramente com a descoberta do C60 em
1985 por Kroto e Smalley usando uma te´cnica de evaporac¸a˜o por laser que lhes
permitiu sintetizar e identificar quantidades microsco´picas dos enta˜o denominados
fullerenos que sa˜o mole´culas ocas inteiramente constitu´ıdas por carbono. Passados
cinco anos o grupo de Kra¨tschmer conseguiu produzir em laborato´rio uma nova
fase so´lida de carbono usando te´cnicas inovadoras que lhes permitiram sintetizar,
purificar e cristalizar quantidades macrosco´picas dos fullerenos. Pouco depois o
grupo de Haddon descobriu que inserindo metais alcalinos nos interst´ıcios da rede
cristalina do novo material designado por fullerite se obtinha um supercondutor
de alta temperatura. Nota´veis propriedades para um novo material baseado num
elemento comum.
Embora pertencendo ao mesmo grupo qu´ımico, o carbono e o sil´ıcio sa˜o ele-
mentos muito diferentes e a metodologia empregue na s´ıntese de materiais basea-
dos no carbono na˜o pode ser aplicada directamente aos agregados de sil´ıcio. As
ligac¸o˜es qu´ımicas do tipo sp2 que permitem a formac¸a˜o de estruturas planas e quase
planas de carbono sa˜o essenciais na s´ıntese de agregados ocos. A ligac¸a˜o qu´ımica
no sil´ıcio e´ do tipo sp3 favorecendo a formac¸a˜o de estruturas tridimensionais com-
pactas. Acrescente-se ainda que, ao contra´rio do que acontece nos fullerenos, os
agregados unicamente constitu´ıdos por sil´ıcio sa˜o quimicamente reactivos impedido
assim a formac¸a˜o de materiais formados por estes. No entanto as experieˆncias efec-
tuadas por Beck no final dos anos 80 ja´ evidenciavam a possibilidade de efectuar
a nucleac¸a˜o de a´tomos de sil´ıcio em torno de metais de transic¸a˜o resultando assim
agregados esta´veis do tipo X@Sin dos quais se revelaram particularmente esta´veis
aqueles com estequiometria X@Si16. Estudos recentes, quer laboratoriais quer de
natureza teo´rica e computacional confirmaram estes resultados para uma multiplici-
dade de agregados mistos de metais de transic¸a˜o e sil´ıcio com a forma de ”sandwich”
e de gaiola. Uma classe especial destes agregados com estequiometria X@Si16 sendo
X um metal de transic¸a˜o, foi identificado como sendo especialmente esta´vel atrave´s
de simulac¸o˜es computacionais de primeiros princ´ıpios. Em particular a estabili-
dade das nano-part´ıculas X@Si16 (X=Ti, Zr e Hf) foi confirmada em laborato´rio
recorrendo a` formac¸a˜o selectiva de agregados na fase gasosa usando uma te´cnica
de vaporizac¸a˜o por laser de dois alvos separados de metal e de sil´ıcio puros numa
atmosfera inerte de he´lio. Uma confirmac¸a˜o laboratorial adicional da s´ıntese destas
nano-part´ıculas na qual se usou uma te´cnica de espalhamento por micro-ondas foi
tambe´m publicada recentemente. Num certo sentido o estado actual da investigac¸a˜o
sobre as nano-part´ıculas X@Si16 (X=Ti, Zr e Hf) e´ semelhante aquele que existia
antes do fabuloso trabalho de Kra¨tschmer et al. e que conduziu a` s´ıntese da fullerite.
Infelizmente desconhecemos que algum grupo tenha conseguido criar as te´cnicas ex-
perimentais necessa´rias a` s´ıntese, purificac¸a˜o e cristalizac¸a˜o destes agregados mistos
de metal e sil´ıcio em quantidades macrosco´picas. No entanto a um n´ıvel teo´rico
e computacional, com as te´cnicas existentes e com a metodologia aqui delineada
e´ poss´ıvel determinar de uma forma quantitativa algumas propriedades relevantes
de materiais hipote´ticos sintetizados com estas nano-part´ıculas. Neste trabalho e´
investigada a possibilidade de usar as nano-part´ıculas X@Si16 (X=Ti, Zr e Hf) para
sintetizar novos materiais. E´ usada a teoria do funcional da densidade. Os nossos
resultados preveˆem que a formac¸a˜o dos materiais baseados nestes agregados cristal-
izam em estruturas do tipo hexagonal compacto (HCP) com uma distaˆncia entre
agregados ∼ 17 Bohr. Preveˆ-se que os materiais so´lidos possuam uma estabili-
dade da fase so´lida para compresso˜es isotro´picas ate´ ∼ 1 GPa e um mo´dulo de
compressibilidade tambe´m ∼ 1 GPa. Simulac¸o˜es de dinaˆmica molecular quaˆntica
do tipo Langevin incluindo variac¸o˜es da ce´lula unita´ria e sem qualquer tipo de re-
stric¸a˜o nos graus de liberdade para as estruturas so´lidas sugerem que estes materiais
sera˜o esta´veis em condic¸o˜es normais de temperatura e pressa˜o. Os nossos ca´lculos
preveˆem para os materiais so´lidos valores para o hiato de banda indirecto de 1.3 eV
para Ti@Si16 e 1.6 eV para Zr@Si16 e Hf@Si16. Tendo em conta que os ca´lculos
efectuados na aproximac¸a˜o de gradientes generalizada a` teoria do funcional da den-
sidade (GGA) subestimam sistematicamente o valor do hiato nos semicondutores e´
prova´vel que o real valor do hiato seja superior a 2 eV . Ainda dentro da mesma
metodologia de primeiros princ´ıpios foram calculados os modos de vibrac¸a˜o e o es-
pectro de infravermelhos para as nano-part´ıculas isoladas X@Si16 (X=Ti, Zr e Hf).
Os resultados preveˆem a existeˆncia de modos de vibrac¸a˜o de baixa frequeˆncia. Por
um lado estes resultados podera˜o ser u´teis na identificac¸a˜o destas nano-part´ıculas
em laborato´rio. Talvez mais interessante seja o facto que estes resultados permitem
tambe´m obter uma estimativa do valor da interacc¸a˜o electra˜o-fona˜o e da temper-
atura cr´ıtica para supercondutores hipote´ticos sintetizados com estes agregados de
metal-sil´ıcio. Estes u´ltimos resultados foram obtidos usando uma metodologia de
mole´cula u´nica introduzida recentemente no aˆmbito da teoria de Migdal-Eliashberg
para a supercondutividade mediada por fono˜es. Os valores elevados obtidos para a
interacc¸a˜o combinados com a estabilidade prevista dos materiais sintetizados com
estas nano-part´ıculas sugerem que estes materiais quando dopados apropriadamente
podera˜o exibir propriedades de supercondutividade de alta temperatura. As nossas
estimativas preliminares apontam para uma temperatura critica superior a 80 K.
Os resultados obtidos neste trabalho sa˜o sem du´vida animadores. Os valores anor-
malmente elevados que foram estimados para a interacc¸a˜o electra˜o-fona˜o bem como
para a temperatura cr´ıtica de supercondutividade na˜o foram de todo antecipados.
Por outro lado eles sugerem um interessante racioc´ınio hiera´rquico na engenharia
de materiais sintetizados a partir de agregados (na˜o necessariamente de sil´ıcio).
Comec¸ando pelas propriedades bem conhecidas dos a´tomos constituintes poder-se-
a´ desenhar nano-part´ıculas com propriedades predefinidas que como tal sera˜o os
elementos constituintes de novos materiais so´lidos. Adicionalmente quando a nano-
estrutura se encontra nucleada em torno de um a´tomo central poder-se-a´ manipular
o tamanho do a´tomo nucleante atrave´s de uma substituic¸a˜o isovalente para manip-
ular o tamanho do agregado e consequentemente a estrutura cristalina do material,
o que tera´ uma implicac¸a˜o directa no hiato de banda. Uma outra varia´vel sera´ o
uso de a´tomos dopantes nos interst´ıcios da estrutura cristalina anfitria˜. Todos estes
graus de liberdade poder-se-a˜o revelar muito u´teis por exemplo na procura de novos
materiais supercondutores desenhados a` nano-escala. Espera-se que os resultados
aqui apresentados tambe´m sirvam como est´ımulo no trabalho laboratorial com vista
a` s´ıntese destes materiais em laborato´rio. Para tal seria necessa´rio uma te´cnica para
sintetizar, purificar e cristalizar quantidades macrosco´picas das nano-part´ıculas.
Palavras Chave: Materiais Estruturados a` Escala do Nano´metro, Agregados de Sil´ıcio, Teo-
ria do Funcional da Densidade, Supercondutividade.
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