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ОПТИМАЛЬНЕ КЕРУВАННЯ РЕЖИМАМИ 
МЕДИКАМЕНТОЗНОЇ ТЕРАПІЇ ТА ФІЗІОТЕРАПІЇ В ЗАДАЧІ 
РЕКОНСТРУКЦІЇ КІСТКОВОЇ ТКАНИНИ 
В.П. МАРЦЕНЮК, Д.В. ВАКУЛЕНКО, І.Є АНДРУЩАК 
Представлено задачу побудови режимів медикаментозної терапії та фізіотера-
пії як задачу оптимального керування із фазовими обмеженнями для моделі 
реконструкції кісткової тканини. У моделі враховуються такі фактори: попу-
ляції остеоцитів, остеобластів, остеокластів та щильність матриксу. Цей підхід 
був чисельно реалізований за допомогою програмного середовища VisSim.  
ВСТУП 
Протягом попереднього десятиріччя робилися значні спроби для аналізу 
режимів медикаментозної терапії під час лікування різних захворювань 
шляхом використання детермінованих математичних моделей. Однією з 
причин такої великої уваги є значне поширення серед населення різних кра-
їн остеопоротичних переломів, раку кісткової тканини, що визначає велику 
соціальну роль цих патологій.  
Застосування оптимального керування медикаментозною терапією та 
фізіотерапією для реконструкції кісткової тканини ми не зустрічали. 
Завданням буде перевірити оптимальність існуючих методів приписування 
ліків та фізіотерапевтичних процедур і там, де відповідь негативна, запро-
понувати альтернативні методики.  
Мета роботи — досягти компромісу між оптимальним рівнем щіль-
ності матриксу та токсичною дією на кісткову тканину в цілому. У роботі 
використовується модель хіміотерапії, яка запропонована в [14]. 
ПОСТАНОВКА ЗАДАЧІ 
Модель, що вивчатиметься, складається із системи диференціальних рів-
нянь. Одне з рівнянь описуватиме динаміку щільності матриксу, тоді як інші 
характеризуватимуть динаміку кількох популяцій клітинних елементів кіст-
кової тканини. При цьому щільність матриксу не може виходити за межі 
певних заданих рівнів. Такі вимоги до методик лікування відповідають об-
меженням на токсичність медикаментозної терапії. Метою лікування є 
досягнення нормальної щільності матриксу. 
Введемо такі позначення: )(tC — концентрація остеоцитів ⎟⎠
⎞⎜⎝
⎛
3см
клітин  
— це популяція клітин, які розміщені в кісткових лакунах (порожнинах) у 
складі звапнованого міжклітинного матриксу кісткової тканини; )(tB  — 
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концентрація остеобластів ⎟⎠
⎞⎜⎝
⎛
3см
клітин
 (остеобласти — популяція клітин, які 
продукують практично всі інгредієнти кісткового матриксу); )(tK  — кон-
центрація остеокластів ⎟⎠
⎞⎜⎝
⎛
3см
клітин
 (остеокласти — популяція клітин, які 
розсмоктують кісткову тканину); )(tM  — щільність матриксу ⎟⎠
⎞⎜⎝
⎛
3см
г
; 
)t(uCh  — концентрація медикаментозного препарату, який взаємодіє з ос-
теоцитами та матриксом; )t(uM  — процедура масажу, яка призводить до 
змін у кістковій тканині шляхом покращення кровопостачання та інервації 
кісткової тканини. 
Припускається, що популяція клітин кісткової тканини і матрикс — 
однорідні. Тобто, динаміка їх росту однакова для всіх ділянок кісткової тка-
нини. 
Враховуючи результати робіт [15–18], приходимо до такої задачі опти-
мального керування. Нехай +− MM ,  — мінімальне та максимальне значен-
ня щільності матриксу; −−− KBC ,,  — мінімальні та +++ KBC ,,  — макси-
мальні значення концентрацій популяцій клітинних елементів здорової 
кісткової тканини. Критерій якості: 
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який вказує на бажану щільність матриксу, що відповідає значенням здоро-
вої кістки.  
Для системи рівнянь: 
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задамо початкові умови: 
 ,)( 0CtC =  0)( BtB = , 0)( KtK = , 0)( MtM = .  (3) 
Тут CBβ , Cd , Bβ , Bd , BMγ , Kβ , Kd , KMα , Ck , Bk , KMk , Mk , 2,1=i  
— невід’ємні задані параметри задачі [1].  
Обмеження «комфортності лікування»: 
 max)()(0 ututu MCh ≤+≤ δ ,  ],0[ Tt∈ . (4) 
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Якщо 0max =u , то це означає, що відповідне керування відсутнє.  
Обмеження токсичності: 
 +− ≤≤ MtMM )( ,  +− ≤≤ BtBB )( , +− ≤≤ CtCC )( ,  +− ≤≤ KtKK )( , 
 0)()(1 ≥−= −CtCth ,  0)()(2 ≥−= + tCCth ,  0)()(3 ≥−= −BtBth ,  
 0)()(4 ≥−= + tBBth ,  0)()(5 ≥−= −KtKth ,  0)()(6 ≥−= + tKKth , 
 0)()(7 ≥−= −MtMth ,  0)()(8 ≥−= + tMMth . (5) 
Обмеження (4) має такий зміст: одночасно пацієнт може отримати не 
більше MCh uuu δ+=max  одиниць медикаментозного препарату та масажу, а 
також може бути застосований лише один фактор керування. При цьому 
константа δ  вказує на той факт, що процедуру масажу в δ  разів комфорт-
ніше (або навпаки — менш комфортно) отримати в порівнянні з медикамен-
тозним препаратом. Процедура масажу проводиться перед медикамен-
тозною терапією, що підвищує її ефективність.  
Для знаходження підозрілого на оптимальне керування задачі (1)–(5) 
скористаємося принципом максимуму Л.С. Понтрягіна для задачі з фазо-
вими обмеженнями [15]. На жаль, зробити це в аналітичному вигляді не 
вдається. 
Змішані обмеження відсутні, тобто ,0≡ig  2,1=i . 
РОЗВ’ЯЗОК ЗАДАЧІ ОПТИМАЛЬНОГО КЕРУВАННЯ ПРОЦЕСОМ 
РЕКОНСТРУКЦІЇ КІСТКОВОЇ ТКАНИНИ 
Для розв’язку цієї задачі використовуємо результат [3]. Введемо функцію 
Понтрягіна задачі (1)–(5). 
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),,,,,,,( MCh uu
MMMpuCKBMtH λλ  
 ++−+−+ )()( 21 MBBdBpCdBp BMBBCCB γββ  
 ++++−+ CuukpMKKdKp MChCKMKK )(()( 43 αβ  
 ,))( MkMKkBMuuk MKMMChB −−++   (6) 
де })()(0;),{( 2 BtutuRuuU MChMCh ≤+≤∈= δ . 
Розглянемо нерегулярний випадок 00 =λ . Функція Понтрягіна прийме 
вигляд:  
 ++−+−= )()(),,,,,,( 21 MBBdBpCdBppuCKBMtH BMBBCCB γββ  
 ++++−+ CuukpMKKdKp MChCKMKK )(()( 43 αβ    
Оптимальне керування режимами медикаментозної терапії та фізіотерапії … 
Системні дослідження та інформаційні технології, 2011, № 3 111
 ,))( MkMKkBMuuk MKMMChB −−++   (7) 
а функція Лагранжа запишеться так: 
 ++−+−= )()(),,,,,,( 21 MBBdBpCdBppuCKBMtL BMBBCCB γββ  
 −+++++−+ BMuukCuukpMKKdKp MChBMChCKMKK )()(()( 43 αβ  
 +−+−+−− +− ))()(())()(() 21 tMMtMtMtMkMKk MKM µµ  
 +−+−+−+ −+− ))()(())()(())()(( 543 BtBttCCtCtCt µµµ  
 . ))()(())()(())()(( 876 tKKtKtKttBBt −+−+−+ +−+ µµµ  (8) 
Майже по всій [ ]T,0  виконується принцип максимуму 
 =)(* tu  
 )),(,,,),(),(),(),(,(maxarg 0
****
))(),(),(),(,( ****
tuutMtKtBtCtH MCh
tMtKtBtCtu
λλ
Ω∈
=  
 [ ]Tt ,0∈ . (9) 
Умова стаціонарності по u  функції Лагранжа:  
 [ ] [ ] ,0** == tHtL uu  (10) 
де ),,,),(),(),(),(),(),(,( 0
***** gtututMtKtBtCt
u
LL MChu µλλ∂
∂=  — часткова 
похідна L  по u , обчислена протягом оптимального процесу. Спряжена век-
тор-функція )(tp  майже всюди задовольнятиме системі диференціальних 
рівнянь: 
 ).()(),()(),()(),()( *4
*
3
*
2
*
1 tLtptLtptLtptLtp MKBC −=−=−=−= ••••   (11) 
Повні похідні по t  функції H  та L  співпадають протягом оптимально-
го процесу та рівні частковій похідній по t  функції L : 
 
t
tL
dt
tdL
dt
tdH
∂
∂== ][][][
***
. 
Множники Лагранжа (вектор-функції )(tµ ) задовольняють умові: 
 ,0][)( * =tht iiµ   0)( ≥tiµ ,  8,,1…=i .  (12) 
Введемо функцію перемикання )(tMΦ  та )(tChΦ : 
 )()( 4 BMkCkpt BCM +=Φ , )()( 4 BMkCkpt BCCh +=Φ . 
Для знаходження оптимального керування за допомогою масажу та 
хіміотерапії розв’яжемо задачу:  
 
Uu
M t ∈
→Φ sup)( ,  або 
UuM
t ∈→Φ− inf)( , 
В.П. Марценюк, Д.В. Вакуленко, І.Є. Андрущак 
ISSN 1681–6048 System Research & Information Technologies, 2011, № 3 112
 
Uu
Ch t ∈
→Φ sup)( , або  
UuCh
t ∈→Φ− inf)( .  
Знайдемо оптимальне керування, використовуючи принцип максимуму 
Понтрягіна: 
 
⎩⎨
⎧
<Φ
>Φ=
,0)(,
,0)(,0
)(
max
*
tu
t
tu
Ch
Ch
Ch    ⎪⎩
⎪⎨
⎧
<Φ
>Φ
=
.0)(,
,0)(,0
)( max
*
t
u
t
tu
M
M
M
δ
 (13) 
Кількість перемикань функцій Mu  та Chu  на відрізку ],0[ T  пов’язана з 
числом зміни знака функції )(tMΦ , )(tChΦ  та )(tpi , 4,3,2,1=i . Спряжені 
функції задовольняють системі інтегральних рівнянь: 
 ,))(()( 121
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41 ∫ ∫ ∫−+−+−=
T
t
T
t
T
t
CMChC ddddpuukptp µµτ  
 ∫ ++++−+−=
T
t
MChBBMBBCB dMuukpMdpptp τγββ ))()(()( ***4*212  
 ∫∫ −+
T
t
T
t
dd 34 µµ , 
 ,))(()( 56
*
4
*
33 ∫ ∫∫ −+−+−−=
T
t
T
t
T
t
KMKMKK dddMkpMdptp µµταβ  
 ∫ +++−+−=
T
t
MChBKMKMBM duuBkpkppKBptp ταγ ))()(()( ***443**24  
 ∫∫ −+
T
t
T
t
dd 78 µµ .  (14) 
Припустимо, що міри iµ  мають густину: 
 ,dtd ii ρµ =   ,0≥iρ  ,8,,2,1 …=i   (15) 
де iρ  — густина міри. Продиференціюємо рівняння (14) по t , враховуючи 
припущення (15). Спряжена вектор-функція )(tp  майже скрізь задовольняє 
системі диференціальних рівнянь:  
 ,)()( 12
**
411 ρρ −++−=∂
∂−=• MChCC uukpdpC
Ltp  
 −+−−−=∂
∂−=• )()( *212 MdppB
Ltp BMBBCB γββ  
 ,)( 34
***
4 ρρ −++− Muukp MChB  
 ,)()( 56
*
3
*
43 ρραβ −++−−=∂
∂−=• MdpMkp
K
Ltp KMKKKM  
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 −−−−=∂
∂−=• )()( 43**24 KMKMBM kppKBpM
Ltp αγ  
 .)( 78
***
4 ρρ −++− MChB uuBkp   (16) 
Невід’ємні міри 0≥idµ , 8,,2,1 …=i , які визначено на множинах iT , 
,8,,2`,1 …=i  задовольняють умовам: 
 ,0)( 1
* =− − µdCC  ,0)( 2* =−+ µdCC  ,0)( 3* =− − µdBB  ,0)( 4* =−+ µdBB  
 ,0)( 5
* =− − µdKK  ,0)( 6* =−+ µdKK   
 ,0)( 7
* =− − µdMM  0)( 8* =−+ µdMM . (17) 
Використовуючи (15), та враховуючи те, що 0>dt , отримаємо: 
 ,0)( 1
* =− − ρCC  ,0)( 2* =−+ ρCC  0)( 3* =− − ρBB , ,0)( 4* =−+ ρBB  
 ,0)( 5
* =− − ρKK  ,0)( 6* =−+ ρKK  ,0)( 7* =− − ρMM  0)( 8* =−+ ρMM . 
Умови трансверсальності мають вигляд [4]: 
 [ ] [ ]TTTp 121 )( µµ −= , [ ] [ ]TTTp 342 )( µµ −= ,  
 [ ] [ ]TTTp 563 )( µµ −= , [ ] [ ]TTTp 784 )( µµ −= . (18) 
Множник Лагранжа 0λ  визначає чутливість оптимального розв’язку 
задачі до виду інтегральної частини функціонала. У виродженому випадку 
00 =λ  функція H  є лінійною по Chu  та Mu , тому її максимум досягається 
на кінцевих Chu  та Mu  тільки за 0)( ≡tµ  (в силу (16)), що суперечить умо-
вам теореми [18]. Тому далі можна покласти 10 =λ . 
Розглянемо регулярний випадок 10 =λ . 
Функція Понтрягіна прийме вигляд:  
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 ++++−+ CuukpMKKdKp MChCKMKK )(()( 43 αβ  
 ),)( MkMKkBMuuk MKMMChB −−++  (19) 
а функція Лагранжа матиме такий вигляд: 
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CdBpuuMMMpuCKBMtL CCBMCh β  
 ++−++−+ )()( 32 MKKdKpMBBdBp KMKKBMBB αβγβ  
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 +−−++++ ))()((4 MkMKkBMuukCuukp MKMMChBMChC  
 +−+−+−+ −+− ))()(())()(())()(( 321 CtCttMMtMtMt µµµ  
 +−+−+−+ +−+ ))()(())()(())()(( 654 tBBtBtBttCCt µµµ  
  )).()(())()(( 87 tKKtKtKt −+−+ +− µµ  (20) 
Запишемо принцип максимуму Понтрягіна: 
 =)(* tu  
)),(,,,),(),(),(),(,(maxarg 0
******
))(),(),(),(,( ****
tuutMtKtBtCtH MCh
tMtKtBtCtu
λλ
Ω∈
=  
 [ ]Tt ,0∈ . (21) 
Для знаходження оптимального керування розв’яжемо задачу:  
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utuBCCh ChCh
BMkCkupu ≤≤→++−  
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2
utuBCM ChM
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Введемо функцію перемикання )(tMΦ  та )(tChΦ : 
 )()( 4 BMkCkpt BCM +=Φ , )()( 4 BMkCkpt BCCh +=Φ . 
Оптимальне керування має вигляд: 
 ,sup)(
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M t ∈
→Φ   ,inf)(
UuM
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 ,sup)(
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Ch t ∈
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Знайдемо оптимальне керування, використовуючи принцип максимуму 
Понтрягіна: 
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Кількість перемикань функцій Mu та Chu  на відрізку ],0[ T  пов’язана з 
числом зміни знака функції )(tMΦ , )(tChΦ  та )t(pi , 4,3,2,1=i . Спряжені 
функції для оптимального керування за допомогою хіміотерапії та масажу 
мають однаковий вигляд та задовольняють системі інтегральних рівнянь: 
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 ∫∫ −+
T
t
T
t
dd 34 µµ , 
 ,))(()( 56433 ∫ ∫∫ −+−+−−=
T
t
T
t
T
t
KMKMKK dddMkpMdptp µµταβ  
 ∫ +⎟⎟⎠
⎞
⎜⎜⎝
⎛ ++−+−=
T
t
MChBKMKMBM d
uuBkpkppKBp
tp ταγ
2
)()(
)(
***
4432
4  
 ∫∫ −+
T
t
T
t
dd 78 µµ .  (23) 
Продиференціюємо рівняння (14) по ,t  враховуючи припущення (15): 
 ,)()( 12
**
411 ρρ −++−=∂
∂−=• MChCC uukpdpC
Ltp  
 −+−−−=∂
∂−=• )()( *212 MdppB
Ltp BMBBCB γββ  
 ,)( 34
***
4 ρρ −++− MChB uuMkp  
 ,)()( 56
*
3
*
43 ρραβ −++−−=∂
∂−=• MdpMkp
K
Ltp KMKKKM  
 +++−+=∂
∂−=•
2
)()(
)(
***
443
**
2
4
MChBKMKMBM uuBkpkppKBp
M
Ltp
αγ
 
 .78 ρρ −+  (24) 
Дослідимо рух по фазовій границі: 
 ⎪⎩
⎪⎨
⎧
=
<= −
−
,,
,,0
1 CCС
CCµ    ⎪⎩
⎪⎨
⎧
=
<= +
+
,,
,,0
2 CCC
CCµ    ⎪⎩
⎪⎨
⎧
=
<= −
−
,,
,,0
3 BBB
BBµ  
 ⎪⎩
⎪⎨
⎧
=
<= +
+
,,
,,0
4 BBB
BBµ    ⎪⎩
⎪⎨
⎧
=
<= −
−
,,
,,0
5 KKK
KKµ    ⎪⎩
⎪⎨
⎧
=
<= +
+
,,
,,0
6 KKK
KKµ  
 ⎪⎩
⎪⎨
⎧
=
<= −
−
,,
,,0
7 MMM
KMµ    ⎪⎩
⎪⎨
⎧
=
<= +
+
.,
,,0
8 MMM
MMµ  (25) 
З принципу максимуму випливає, що оптимальне керування задо-
вольняє умовам: 
 ),()( tptu i=∗   ,4,,1…=i   ),()( 1* tptC =
•
 
 ),()( 2 tptB =∗
•
  ),()( 3 tptK =∗
•
  )()( 4 tptM =∗
•
. 
Використовуючи (2–5) та (16–17), отримаємо: 
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 ,)( 12
**
41 ρρ −++−=
••
MChCC uukpdpC  
 ,)()( 34
***
4
*
21 ρργββ −++−+−−−=
••
MMBkCkkpMdppB BCBBMBBCB  
 ,)( 56
*
3
*
4 ρραβ −++−−=
••
MdpMkpK KMKKKM  
 .
2
)()(
78
***
443
**
2 ρραγ −+++−+=•• MChBKMKMBM uuBkpkppKBpM  (26) 
З умови доповнюючої не жорсткості при +− << MtMM )( , <<− )(tBB  
+< B , +− << CtCC )( , +− << KtKK )(  0=iµ , 8,,2,1 …=i . Якщо 0C > , 
0>B , 0>K , 0>M , то функції MKBC ,,,  задовольнють рівнянням 
.,,, MMKKBBCC ==== ••••••••  Виходячи з (1): 
 ττ −+= BeAeM . (27) 
Оскільки 
•
M  є неперервною функцією, то в першій точці τ  контакту M  
із фазовими обмеженнями виконується умова ∗= MM )(τ . Похідні функції 
справа та зліва співпадають і 0)( =• τM . Ми маємо систему рівнянь для ви-
значення параметрів руху τ,, BA . Початковими значеннями для щільності 
матриксу приймемо 0M , значення ∗M  вздовж оптимального процесу .M  
 
⎪⎩
⎪⎨
⎧
=+=
=−=
=−=
∗−
∗−
.)(
,)0(
,)(
0
MBeAeM
MBAM
MBeAeM
ττ
ττ
τ
τ
 (28) 
Розв’язуючи систему (27), знаходимо значення сталих τ,, BA : 
 ,0=B   0MA = ,  .ln 0
*
⎟⎟⎠
⎞
⎜⎜⎝
⎛=
M
Mτ  
Обчислимо функцію Понтрягіна протягом оптимального розв’язку: 
 =),,,,,,,( puuCKBMtH MCh  
 +−+−−⎟⎟⎠
⎞
⎜⎜⎝
⎛ +−−=
+−
)(
2 1
22
2
* CdBpuuMMM CCBMCh β  
 ++−++−+ )()( *3*2 KMKdKpBMBdBp KMKKBMBB αβγβ  
 ).)()(( **4 MkMKkBMuukCuukp MKMMChBMChC −−++++   (29) 
Приведене обчислення показує, що функція Понтрягіна є сталою по 
всій оптимальній траєкторії по M . Цього і слід було очікувати через авто-
номність вказаної задачі. 
Побудова аналітичного розв’язку цієї задачі має певні складності. Тут 
ми сформулювали тільки крайову задачу принципу максимуму, яка може 
бути розв’язана чисельними методами. 
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ЧИСЕЛЬНИЙ ЕКСПЕРИМЕНТ 
За допомогою VisSim (візуальний стимулятор — програма моделювання 
технічних та фізичних об’єктів та систем) здійснено кількісне дослідження 
оптимального керування медикаментозної терапії для моделі реконструкції 
кісткової тканини на основі звичайних диференційних рівнянь у випадку, 
коли: 
 0,78=βCB ⎟⎠
⎞⎜⎝
⎛
⋅
⋅
3смдіб
клітинг , 0,8=dC ⎟⎠
⎞⎜⎝
⎛
⋅
⋅
3смдіб
клітинг ,  21=Bβ ⎟⎠
⎞⎜⎝
⎛
⋅
⋅
3смдіб
клітинг , 
 22=d B ⎟⎠
⎞⎜⎝
⎛
⋅
⋅
3смдіб
клітинг ,  47,0=γBM ⎟⎟⎠
⎞
⎜⎜⎝
⎛
⋅
⋅
6
2
смдіб
клітинг ,  10000=βK ⎟⎠
⎞⎜⎝
⎛
⋅
⋅
3смдіб
клітинг , 
 1=d K ⎟⎠
⎞⎜⎝
⎛
⋅
⋅
3смдіб
клітинг ,  10=αKM ⎟⎟⎠
⎞
⎜⎜⎝
⎛
⋅
⋅
6
2
смдіб
клітинг ,  12,0=kB ⎟⎟⎠
⎞
⎜⎜⎝
⎛
⋅
⋅
6
2
смдіб
клітинг
, 
 12,0=kM ⎟⎠
⎞⎜⎝
⎛
⋅
⋅
3смдіб
клітинг
,  ⎟⎠
⎞⎜⎝
⎛
⋅
⋅= 312,0 смдіб
клітингkC ,  12,0=kKM ⎟⎟⎠
⎞
⎜⎜⎝
⎛
⋅
⋅
6
2
смдіб
клітинг . 
Початкові умови: 
 ⎟⎠
⎞⎜⎝
⎛= 30  0,7 см
клітинC ,  ⎟⎠
⎞⎜⎝
⎛= 30  2,42 см
клітинВ , 
 ⎟⎠
⎞⎜⎝
⎛= 30  0,2 см
клітинК ,  ⎟⎠
⎞⎜⎝
⎛= 30  0,6 см
гМ . 
Обмеження «комфортності лікування»: ⎟⎠
⎞⎜⎝
⎛= 3max см 5
гu . 
Обмеження токсичності: 
 ,7,0 3 ⎟⎠
⎞⎜⎝
⎛=−
см
клітинC   ,2,2 3 ⎟⎠
⎞⎜⎝
⎛=+
см
клітинC   ,6,0 3 ⎟⎠
⎞⎜⎝
⎛=−
см
клітинB  
 ,5 3 ⎟⎠
⎞⎜⎝
⎛=+
см
клітинB   ,0 3 ⎟⎠
⎞⎜⎝
⎛=−
см
клітинK   ,5,1 3 ⎟⎠
⎞⎜⎝
⎛=+
см
клітинK  
 ,9,0 3 ⎟⎠
⎞⎜⎝
⎛=−
см
клітинM   .1,1 3 ⎟⎠
⎞⎜⎝
⎛=+
см
клітинM  
Приймемо значення по всьому оптимальному процесу для 
 ,1
3
* ⎟⎠
⎞⎜⎝
⎛=
см
клітинC ,1 3
* ⎟⎠
⎞⎜⎝
⎛=
см
клітинB ,1 3
* ⎟⎠
⎞⎜⎝
⎛=
см
клітинK  ⎟⎠
⎞⎜⎝
⎛= 3* 1 см
клітинM . 
Було розв’язано систему з восьми звичайних диференціальних рівнянь 
та блок-схеми, що зображено на рис. 1, рис. 2. На рис. 3 зображено блок-
схему оптимального керування (19). У блок-схемах рис. 1–3 вказано назви 
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змінних у програмі на VisSim, які відповідають змінним й параметрам моде-
лі, яка розглядається (1)–(5). У результаті розв’язку системи з восьми зви-
чайних диференціальних рівнянь було отримано оптимальне керування 
процесу ремоделювання кісткової тканини (рис. 4). З біологічної точки зору, 
для приведення щільності кісткової тканини до норми необхідно з першого 
по четвертий, з шостого по восьмий, з дванадцятого по тринадцятий (вісім-
надцятий) день ввести пацієнту медикаментозноий препарат, який би 
збільшив концентрацію остеобластів на ⎟⎠
⎞⎜⎝
⎛= 3max см 5
клітинu . Результати роз-
рахунку зміни щільності матриксу під впливом керуючого фактора u  (дії 
медикаментозного препарату та масажу) показано на рис. 5. На рис. 6, 7, 8 
зображено результати розрахунку зміни концентрацій остеобластів, остео-
цитів, остеобластів під впливом керуючого фактора u . 
Рис. 1. Блок-схема системи рівнянь (2) 
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Рис. 2. Блок-схема спряженої системи рівнянь (24) 
p1+
-
C-
+
-
*
1/S
p4
p1
u*
+
+
+
dC
*
*
kC
C
-X
C+
+
-
p2
1/S
*betaCB
p1
betaB *
p2
*
dB
p2
*
gamaBM *
p2
M*
kB
*p4 *
u*
*
+
+
+
+
-
+
+
+
B
B +
-
B-
+
-
+
-
B+
p3
K-
+
-
+
-
1/S
p4
p3
M*
K
K
kM
**
*
betaK
*dK
*
alphaKM
+
-
*
+
+
+
+
-
K+
+
-
p4
+
-
1/S
p3
p2
M
B*
*
*
gamaBM
*
*
alphaKM
+
-M-
M
kM
*p4
+
-
*
+
+
+
kB
*p4 *
u*
B*
*
M+
+
-
+
+
+
M
2
*
K*
В.П. Марценюк, Д.В. Вакуленко, І.Є. Андрущак 
ISSN 1681–6048 System Research & Information Technologies, 2011, № 3 120
 
 
 
 
 
 
umerge
b
t
f
p4
>=lr0
0
B1
Рис. 3. Блок-схема оптимального керування (22) 
Рис. 4. Результати розрахунку оптимального керування процесом ремоделювання 
кісткової тканини 
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Рис. 5. Результати розрахунку зміни щільності матриксу під впливом керуючого 
фактора u  
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Рис. 6. Результати розрахунку зміни концентрації остеобластів під впливом керую-
чого фактора u  
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ВИСНОВКИ 
Таким чином, розглянуто задачу побудови режимів медикаментозної терапії 
та масажу як задачу оптимального керування з фазовими обмеженнями. 
Запропоновану методику можна використовувати як для перевірки оп-
тимальності вже існуючих режимів медикаментозної терапії та масажу, так і 
для побудови нових. Відзначимо, що розглянута система може бути викори-
стана також для моделювання терапевтичного лікування під час допомоги n  
терапевтичних методик з впливом на інші ланки процесу реконструкції кіс-
ткової тканини шляхом введення додаткових змінних. Цей підхід було чисе-
льно реалізовано за допомогою програми VisSim, що дозволило знайти оп-
тимальне керування з фазовими обмеженнями для реконструкції кісткової 
тканини. 
В подальших дослідженнях необхідно врахувати неоднорідність 
кісткової тканини, а також блокуючу дію медикаментозної препаратів на 
клітинні цикли. 
Рис. 7. Результати розрахунку зміни концентрації остеоцитів під впливом керуючо-
го фактора u  
Time (days) 
2,5 
2 
1,5 
1 
0,5 
Рис. 8. Результати розрахунку зміни концентрації остеокластів під впливом керую-
чого фактора u  
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