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Nature and engineering commonly present multi-physics problems, i.e., complex sys-
tems involving a number of mutually interacting subsystems that can be modelled by
(non linearly coupled) Partial Differential Equations (PDEs). Examples range from
fluid-structure interaction [52], to climate models [25], or thermomechanics [4]. The
discretization of these systems of PDEs naturally leads to the use of multiple grids:
• Using different grids for independent problems joined at an interface, where the
meshes need to be coupled and exchange information.
• Using different grids for different aspects of the physical problem on the same
portion of space.
Whether it occurs in the bulk, or at the interface, coupling of different systems is a
complex endeavour. From a modelling perspective, multiple, interacting components
require additional effort. From a computational perspective, the need to accurately
transfer information between meshes is an expensive operation. In addition, the imple-
mentation of this operation in a parallel, distributed environment poses a number of
challenges connected with the lack of locality of the information.
When it is possible, the most natural way to model coupled system is through
aligned interfaces and grids, implementing the coupling through boundary or transmis-
sion conditions. Although ideal, this situation is often impractical or computationally
intractable.
In this work, we are interested in studying coupled problems through non-matching
methods. Broadly speaking, non-matching methods are techniques that allow the cou-
pling of different PDEs discretized on separate, independent, grids, or the solution to a
PDE defined on a complex domain using a simpler domain (typically a structured grid).
This strategy has been developed in a number of different methods and variations; here
we report a simple description of some notable examples:
Penalty methods These methods use a “penalty” term to impose boundary condi-
tions (see, e.g., [8]).
The general principle is summarized in [70] as follows: consider a minimization
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where W (B) is an opportune functional space. The penalty method can be thought of




0 if x ∈ B
+∞ if x ∈ Ω \B .




where V (Ω) is an opportune functional space such that W (B) ⊂ V (Ω).
A simple implementation is obtained by considering a nonnegative function Ψ such
that B := {x ∈ Ω: Ψ(x) = 0}, where B is the complex domain we are considering,
embedded in the simpler domain Ω. Defining the following approximated functional:
K = K +
1

Ψ,  > 0,





Ψ(x) = PB(x) for every x ∈ Ω,
and we can expect that the minimizer u of the approximated problem will approach the
minimizer u of the original problem (assuming existence and uniqueness for the solution
in both cases).
Composite finite element method This method was introduced in [42]: consider
an immersed domain B into the bigger domain Ω. In this case, we modify the basis
functions in the vicinity of the boundary to express the boundary conditions.
This strategy is suitable for complex geometries but requires an ad-hoc implemen-
tation of the finite element strategy.
XFem The eXtended Finite Element Method (XFEM) was originally developed for
applications concerning fractures [15, 72], but has since been extended to several other
applications for its ability to describe discontinuities, localized deformations, and com-
plex geometries.
Unlike in the composite finite element method, this is not achieved through a mod-
ification of basis functions, but through a local enrichment of the approximation space,
by adding to the finite elements space some extra functions that mimic the analytical
behaviour of the solution.
The enrichment is based on the partition of unity concept: a global partition of




Let {uj}Nj=1 be the base of the standard finite element space; a generic function uh of











5where cj , qi are the function coefficients, i.e., the unknowns describing the solution,
and we call Ψ global enrichment function. The choice of Ψ depends on the sort of
discontinuity we are expecting.
Immersed boundary methods Peskin introduced the immersed boundary (IB)
method in the seventies, to simulate flow patterns in the heart. Since then, they have
been applied successfully to a number of fluid-structure problems (see [80], and the
references therein).
The IB method is both a mathematical formulation and a numerical scheme, that
employs a mixture of Eulerian and Lagrangian variables; this idea is particularly effective
in fluid-structure interaction problems, where the Eulerian framework, used to describe
a fluid in terms of velocity and pressure fields, has to be coupled with the Lagrangian
framework, used to describe the displacements of an elastic material.
The numerical scheme arising from the use of two frameworks for the mathematical
formulation, employs a fixed Cartesian mesh for the Eulerian variables. The Lagrangian
variables are then defined on a curvilinear mesh which can move freely through the fixed
Cartesian mesh, without any constraint. A smooth approximation of the Dirac delta
function is then used to pass information between the two frameworks.
Fictitious domain methods To solve an elliptic boundary value problem on a gen-
eral domain B, these methods immerse it into a simpler domain Ω, the so-called fictitious
domain, extending the right-hand side to Ω. This framework has two key advantages in
constructing computational schemes [37]:
• The extended domain is geometrically simpler, admitting simpler meshes and, po-
tentially, specialized fast solution methods, such as fast solvers for elliptic problems
on rectangular domains.
• The extended domain might be time-independent, allowing the use of a fixed mesh
even in time-dependent problems.
A Lagrange multiplier is then used to enforce the original boundary conditions, so that
the solution to the extended problem matches the original one on B.
The extended problem is described by a symmetric saddle point problem, which
can be studied using, for example, the well-known inf-sup conditions from Mixed Finite
Elements [27]. Once the solution on the fictitious domain is found, it can be restricted
to B, obtaining the solution to the original problem.
Even for smooth data, the solution to this saddle point problem is, in general, non
smooth; this affects the convergence and optimality of the numerical methods used to
study the problem. To solve these convergence problems, some adaptive refinement
schemes have been proposed, see, e.g. [17, 16].
Fictitious-domain methods were first introduced by Hyman [57], and studied also by
Saul’ev [93], who coined the term “fictitious domain”. The pioneering work of Babusˇka
[7] inspired the Lagrange multiplier approach, which was then introduced in [38, 36], for
a Dirichlet problem. During the nineties, fictitious-domain methods became popular,
and their use was extended to the study Navier-Stokes equations [39], fluid-structure
interaction problems (see, e.g., [21]), particulate flows [37], and other problems.
As shown in [36], in the case of a particular finite element approximation, there are
two main problems when considering this approach:
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• compatibility conditions between the discretizations of B and Ω might impose
some limitations, e.g., on the mesh size,
• the extension of the right hand side, from B to Ω, might affect the regularity of
the solution over Ω. This problem is particularly apparent when considering a
constrained solution, as in Chapter 2 and Chapter 4, where the right hand side is
prescribed over the whole Ω.
The aim of this work is to study these methods, and extend their use to a continuum
mechanics model of fiber reinforced materials. Our objective is to obtain a model which
does not require aligned grids, and is computationally efficient.
1.1 Outline of the thesis
This thesis is divided into four chapters; in Chapter 2 we describe the fictitious domain
method through an example model problem: a constrained Poisson equation, where the
constraint is applied either to a codimension one domain or to a codimension zero do-
main. This allows us to introduce the basic mathematical tools needed for non-matching
coupling, and show the numerical challenges connected to these problems. Chapter 3
deals with the technical problems related to the implementation of the coupled system,
with a focus on the computation of coupling matrices, developing the first algorithm for
the numerical coupling between arbitrarily distributed non-matching meshes. After de-
scribing the algorithms developed for the deal.II library, we show some benchmarks for
both in serial and parallel examples. Finally, we show an application of these methods
in Chapter 4, where we use the fictitious domain method to study composites materials,
in particular fiber reinforced materials. After introducing the necessary tools of contin-
uum mechanics and differential geometry, we develop a full three-dimensional model,
where the effect of the fibers is imposed through a distributed Lagrange multiplier ap-
proach. We study our model using inf-sup conditions from Mixed Finite Elements (see,
e.g., [19]). A numerical discretization of the fibers through three-dimensional meshes
is expensive; thus, a one-dimensional approximation is often considered. In literature,
to guarantee the existence of a coupling operator between the three-dimensional elastic
matrix, and the one-dimensional fibers, Weighted Sobolev Spaces are used. As a new
alternative, we propose a reduced model where the fibers are approximated with one-
dimensional objects, and the coupling is obtained through an average operator. This
method needs some additional modellistic hypotheses but does not require the use of
some special functional spaces. Finally, we validate our model through some numerical
simulations, where we compare the results of our coupled model with other solutions
found in literature.




In this chapter, we introduce the problem of coupling multiple PDEs; after describing a
general version of the problem, where a system of different, coupled, PDEs is introduced,
we study the example of a constrained Poisson Equation.
The Poisson Equation, in its most basic form, reads: given a domain Ω, and a
function f defined on Ω, find the function u such that
−∆u = f on Ω
u = 0 on ∂Ω.
(2.1)
This equation is suitable to model a number of physical problems involving, for example,
fluid mechanics, electromagnetism and heat transfer, and has numerous application in
pure mathematical fields, such as probability and number theory [85, 34].
With some regularity conditions on the domain Ω, and on the function f , it is
possible to prove existence and uniqueness of a solution for Equation 2.1, and in a
number of cases it is also possible to find an explicit analytical solution.
One great difficulty remains when studying this problem for complex geometric
shapes, which are typical of real-world problems. In these cases, the standard solving
strategies involve the use of numerical methods; multiple difficulties are connected to the
application of numerical methods on complex geometries: from the high computational
costs to the very generation of meshes (which remains a challenge, especially in the three-
dimensional case), to all problems connected with time evolution and large deformations
of a mesh [64].
A number of solutions to these difficulties have been proposed and, among these, the
fictitious domain method sees many successful applications. Variations of this technique
are presented in the literature using also other names, such as the immersed finite
element method or the distributed Lagrange multiplier method. The idea is to embed
the complex geometry of the domain B in a larger, simpler domain Ω ⊃ B of the same
dimension, where the PDE is solved. This allows to keep the discretization of the two
grids, and their relative finite element spaces, completely independent, but requires the
development of a method to “transfer” the original boundary equation from the complex
geometry to the simple domain.
This technique is particularly efficient for the simulation of fluid-structure interaction
problems, where the configuration of the embedded structure is part of the problem
itself, and one solves a (possibly non-linear) elastic problem to determine the (time
dependent) configuration of B, and a (possibly non-linear) flow problem in Ω \B, plus
coupling conditions on the interface between the fluid and the solid.
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This extension problem is closely related to constrained problems, where the value
of the solution is prescribed on a certain subdomain B ⊂ Ω.
To describe the constraint we consider a function g defined over B; then our con-
strained problems consists in looking for a solution u of the Poisson problem defined
over Ω, and such that its restriction to B coincides with g.
A possible numerical strategy for the discretization of constrained problems involves
the use of matching discretizations, where the alignment between the meshes of Γ and
Ω is enforced; this approach is often not practical in applications requiring complex
geometries and a time dependent domain [64]. As an alternative, we propose the use of
Lagrange multipliers on non-matching grids. The arguments of this chapter are based
on a tutorial of the deal.ii library: step 60 [62], written with prof. Luca Heltai, where it
is shown how to solve the Poisson problem on Ω, with an additional constraint defined
on a non-matching subdomain B, of codimension zero or one.
We discuss the constrained Problem following Glowinski [38], using this example
to show the mathematical and numerical tools needed for non-matching coupling. To
conclude we report some numerical results, and provide some details of the numerical
implementation.
2.1 The model problem
Consider the n-dimensional domain Ω ⊂ Rn, let B be a subdomain of Ω such that
B b Ω; then B ∩ ∂Ω = ∅. Define Ωˆ := Ω \ B, we assume Ωˆ is also an n-dimensional
domain. Let V (Ω) be a functional space defined over Ω, let Vˆ (Ωˆ) be a functional space
defined over Ωˆ, such that for every v ∈ V (Ω), v∣∣
Ωˆ
∈ Vˆ (Ωˆ). Let W (B) be a functional
space define over B. We assume that there exists a continuous operator
γ : V (Ω)→W (B),
which we call coupling operator. Given a function u ∈ V (Ω), we can think of γu as,
essentially, the restriction of u over the domain B. This coupling operator allows to
couple different PDEs, and to enforce certain conditions for the solution on B:
Problem 1 (Generic coupled problem). Consider two elliptic operators A1 and A2,
defined respectively on Vˆ (Ωˆ) and W (B). Then, through the coupling operator γ, we can




) = f1 in Ωˆ
A2(γu) = f2 in B
u = 0 on ∂Ω,
(2.2)
where f1, f2 are some functions defined on Ωˆ and B.
Equation 2.2 is a very generic way to interface two different PDEs, that is, two
different physical problems. Indeed it may not have solution unless certain compatibility
or transmission conditions are imposed. Assuming the existence and uniqueness of the
solution, we now show how this problem is connected with an application of the fictitious
domain method.
Assuming that operator A1 can be extended to V (Ω), and that f1 can be extended
to f on Ω, we would like to modify Problem 1, considering only the operator A1, and
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replacing the problem on B by defining g = A−12 f2. This is equivalent to controlling
arbitrarily the value of the solution u on a part of the domain, imposing γu to be equal
to the function g on B:
A1u = f in Ω
γu = g in B
u = 0 on ∂Ω.
(2.3)
As previously stated, Equation 2.3 has no solution unless certain compatibility con-
ditions are satisfied; a strategy to modify the equation and impose these conditions
is through the fictitious domain method with distributed Lagrange multipliers. Let
γT : W (B)′ → V (Ω)′ be the transpose of the coupling operator, Equation 2.3 can then
be modified by imposing an arbitrary value for γu, and obtaining a Problem which, given
some hypotheses on the domains and the boundary conditions, has a unique solution:
Problem 2 (Generic constrained problem). Consider the elliptic operator A1 on V (Ω).
Through the coupling operator γ, it is possible to define the following coupled problem:
find u ∈ V (Ω) and λ, Lagrange multiplier defined over B, such that:
A1u+ γ
Tλ = f in Ω
γu = g in B
u = 0 on ∂Ω,
(2.4)
where f, g are some functions defined on Ω and B respectively.
In general, the value of g may be given as an external datum, or it may be related
to the solution to a coupled problem on B, i.e., g = A−12 f2 (we provide an example in
Chapter 4).
To fix ideas, in this Chapter we study the following prototype of a Poisson problem
on Ω constrained over B:
Problem 3 (Model problem). Given a forcing term f defined on Ω, and a constraint
g defined on B, find u satisfying:
−∆u = f in Ωˆ
γu = g in B
u = 0 on ∂Ω,
(2.5)
where, for simplicity, we consider a homogeneous Dirichlet condition on ∂Ω.
Equation 2.5 can be written in a distributional form over the entire domain Ω, by
introducing a Lagrange multiplier λ.
Problem 4 (Distributional model problem). Given a forcing term f defined over Ω, a
constraint g defined on B, find u ∈ V (Ω), and λ defined over B satisfying:
−∆u+ γTλ = f in Ω
γu = g in B
u = 0 on ∂Ω.
(2.6)
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Where λ is a Lagrange multiplier that enforces the condition
γu = g in B,
in a variational form. As an example we use the duality product W (B)′×W (B) for the
Lagrange multiplier λ (as done in, e.g., [21]). The weak formulation can then be found
as a saddle point of the Lagrangian:
L(u, λ) := 1
2
(∇u,∇u)Ω − (w, f)Ω − 〈λ, γu− g〉, (2.7)
where (·, ·)Ω represents the L2 scalar product over Ω, and 〈·, ·〉 represents the duality
product W (B)′ ×W (B). The weak variational formulation reads:
Problem 5 (Weak constrained formulation). Given a forcing term f defined over Ω, a
constraint g defined on B, find u ∈ V (Ω), and λ ∈W (B)′ satisfying:
(∇u,∇v)Ω + 〈λ, γv〉 = (f, v)Ω ∀v ∈ V (Ω)
〈γu, q〉 = 〈g, q〉 ∀q ∈W (B)′.
Assuming the restriction operator to be continuous, the second equation of Problem
5 can be rewritten as:
〈q, γu− g〉 = 0 ∀q ∈W (B)′.
2.1.1 The coupling operator
The coupling operator γ allows to use a function defined over B to “transmit informa-
tion” to u, in this case constraining its value. The most obvious choice for this task is
to consider the restriction of u over B; when considering continuous functions over a
domain B, it is always possible to define the restriction operator:
γc : C
0(Ω¯)→ C0(B) ⊂ L2(B)
u 7→ γu = u∣∣
B
∈ C0(B).
Our aim is to extend this operator to an operator γ : V (Ω)→W (B).
We set Problem 5 in standard Sobolev Spaces; this has some consequence when
considering the restriction of a function on B. To differentiate between codimension
cases, instead of a generic B, we introduce the following domains:
• Ω ⊂ Rn, a n dimensional subdomain of Rn,
• Ωa b Ω, a subdomain of codimension 0,
• Γ := ∂Ωa, a subdomain of codimension 1, which we assume to be the boundary of
Ωa,
• Ωˆ = Ω \ Ωa, a subdomain of codimension 0.
We assume all of these domains to be Lipschitz regular, and assume Ω, Ωa, and Γ to be
connected.
In the codimension 0 case, it is well known that the operator γ can be extended to
a continuous operator on H1(Ω), mapping functions in H1(Ω) to functions in H1(Ωa).
2.1. THE MODEL PROBLEM 11
Figure 2.1: Example configuration for the domains: Ω contains Ωa, of codimension 0,
and its boundary Γ.
The codimension 1 case is more complicated, but if the domain Γ is Lipschitz and
does not have a boundary, it is possible to extend γ to the so-called trace operator : a
continuous operator mapping H1(Ω) into H1/2(Γ), losing some regularity.
If B has codimension 2 or more, it is not possible, in general, to extend γ to H1(Ω),
and more involved approaches are necessary.
One possible solution for B of codimension 2, is to use weighted Sobolev spaces and
graded meshes, as in [29]. Defining L2α(Ω) as the Hilbert space of measurable functions
u such that: ∫
Ω
u(x)2d2α(x)dx <∞,





For m ∈ N we can then define the weighted sobolev space:
Hmα (Ω) := {Dβu ∈ L2α(Ω), |β| ≤ m},
where β is a multi-index and Dβ is the corresponding distributional partial derivative.
Using the distance operator from B as a weight in the scalar product guarantees the
existence a continuous restriction operator over B.
Another possibility is to substitute the “restriction operator”, with some other op-
erator which has the same purpose, e.g., considering the restriction of the elements of
V (Ω) after a regularization through a convolution. For example, given η ∈ Cc(Rn), and
extending u as 0 on Ωc, we define η ∗ u for every x ∈ Rn as
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Then η ∗ u ∈ C(Rn), and we can consider its restriction [26].
The coupling operator might be defined in a number of other ways, for example, in
Chapter 4 we study the codimension 2 case using an average operator, which approxi-
mates the restriction operator (in the case of continuous functions), and is well defined
over the functional space V (Ω) = H10 (Ω).
All these examples share two properties, which make coupling hard from a numerical
point of view:
• Given a point x ∈ B, we need to evaluate functions defined over another grid,
i.e. Ω, on x; the operation of transferring a point from one grid to the other is
computationally intensive.
• The coupling at x ∈ Rn requires information about both grids in a neighbourhood
of x. In a distributed setting, this information might be spread across multiple
processes, making it not (easily) available.
For more details on these numerical challenges see Section 3.1.1.
2.1.2 Codimension one
Consider Ω, Ωa, Ωˆ and Γ as above, define the following spaces:
V := H10 (Ω)
W := H1/2(Γ)
Q := L2(Γ).
Let γ : V → W be the trace operator, and γT : W ′ → V ′ be its transpose operator;
identifying L2(Γ) with its dual, and since L2(Γ) ⊂ W ′, we can state the constrained
problem in strong form as follows:
Problem 6 (Strong problem in codimension 1). Given a forcing term f ∈ L2(Ω), and
a constraint g ∈W , find (u, λ) ∈ V ×Q satisfying:
−∆u+ γTλ = f in Ω \ Γ
γu = g in Γ
u = 0 on ∂Ω,
(2.8)
An equivalent formulation can be found as a critical point of the Lagrangian func-
tional L : V × L2(Γ)→ R:
L(v, λ) := 1
2
(∇v,∇v)Ω − (v, f)Ω − (λ, v − g)Γ. (2.9)
Obtaining the following variational constrained problem:
Problem 7 (Weak constrained formulation). Given a forcing term f ∈ L2(Ω), and a
boundary term g ∈ W , find (u, λ) ∈ V ×Q satisfying:
(∇u,∇v)Ω + (λ, γv)Γ = (f, v)Ω ∀v ∈ V
(γu, q)Γ = (g, q)Γ ∀q ∈ Q.
(2.10)
2.1. THE MODEL PROBLEM 13
The additional term γTλ guarantees that the Laplacian is defined on the whole
domain Ω. To better interpret the value of λ, we integrate by parts the first Equation
of 2.10; assuming zero boundary conditions on ∂Ω and a sufficiently regular solution u:





v + (f, v)Ω
Testing with functions v such that γv = 0 we obtain f = −∆u almost everywhere on
Ωˆ. Then:
(λ, q) = (
∂u
∂ν
, q) q ∈ L2(Γ).
Using a similar procedure one can prove that λ is, in general, the L2 projection of the
jump of ∂u∂ν at Γ (see [38]).
In the article [38] Glowinski et. alia used as space W (Γ) for the Lagrange multiplier
λ, the space H1/2(Γ), and proved that the multiplier λ is the solution to a bound-
ary equation involving a Steklov-Poincare´ operator; the theory of these operators is
fundamental in the study of boundary value problems [84].
Discrete formulation
To solve Problem 7 numerically we need to discretize the spaces V,W and Q; which we
build using using Finite Elements:
Vh = span{vi}Ni=1 ⊂ V,
Wh = span{wj}Mj=1 ⊂W,
Qh = span{qk}Mk=1 ⊂ Q.
respectively, where N is the dimension of Vh, and M the dimension of Wh and Qh; we
also assume:
Wh ⊆ Qh.
Problem 8 (Discrete formulation). Given a forcing term f ∈ L2(Ω), and a boundary
term g ∈ W , find (uh, λh) ∈ Vh ×Qh satisfying:
(∇uh,∇vh)Ω + (λh, γvh)Γ = (f, vh)Ω ∀vh ∈ Vh
(γuh, qh)Γ = (g, qh)Γ ∀qh ∈ Qh.















Kij := (∇vj ,∇vi)Ω i, j = 1, . . . , N
Cαj := (vj , qα)Γ j = 1, . . . , N, α = 1, . . . ,M
Fi := (f, vi)Ω i = 1, . . . , N.
Gα := (g, qα)Γ α = 1, . . . ,M.
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The matrix K is the standard stiffness matrix for the Poisson problem on Ω, the vectors
F and G are the standard right-hand-side vectors for a finite element problem with
forcing terms f and g defined, respectively, on Ω and Γ. The coupling between the
two non-matching grids is handled by the matrices C and its transpose CT , two non-
standard matrices. Each entry of the matrix C is computed as:




where vj and qα are the basis functions from the respective spaces. To compute the
integral, using finite elements, we split it into contributions from all cells K of the
triangulation used to discretize Γ; then the integration over K is transformed into an
integral on the reference element Kˆ, where we use a quadrature formula. Here FK is
the mapping from Kˆ to K:
















Computing this sum is non-trivial because we have to evaluate (vj ◦FK)(xˆi). In general,
if Γ and Ω are not aligned, the point FK(xˆi) is completely arbitrary with respect to the
grid of Ω. Moreover, when running the computation in parallel and using distributed
meshes, it is not guaranteed that the process which is computing the integral over
the cell K ∈ Γ has the required information about the functions vj ∈ Vh which have
supp(vj) ∩K 6= ∅; for more details on this problem see Section 3.1.1.
Once the matrices of Problem 2.11 are assembled, it is possible to solve the final












A sufficient condition for convergence as h → 0 is the following inf-sup condition






It is difficult to prove this condition for two general, independent meshes; Glowinski
proved the convergence directly in, e.g., [38] for a very specific configuration and as-
suming g = 0.
2.1.3 Codimension zero
Consider Ω, Ωa, Ωˆ and Γ as above. For certain geometries, e.g., when solving a Problem
on the Ωˆ shown in Figure 2.3a, it might be advantageous to consider the extended Prob-
lem on Ω, imposing a constraint for the solution on Ωa. Similarly, it might be interesting
to require a physical constraint to be satisfied over a codimension zero domain.
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Consider g, defined over Ωa, the constrained Poisson problem over Ω can be obtained
through Lagrange multipliers, as in Subsection 2.1.2. Consider the spaces:
V := H10 (Ω),
W := H1(Ωa).
Let γ : V → W be the restriction from V to W , then we can describe the following
constrained problems:
Problem 9 (Constrained distributional formulation on codimension 0). Given a forcing
term f ∈ L2(Ω), and a constraint term g ∈ H1(Ωa), find (u, v) ∈ V × L2(Ωa) such
that:
−∆u+ γTλ = f in Ω
γu = g on Ωa
u = 0 on ∂Ω.
(2.13)
Using similar procedures, and imposing the condition γu = g through a Lagrange
multiplier in L2(Ωa), we obtain the equivalent weak formulation:
Problem 10 (Constrained weak formulation on codimension 0). Given a forcing term
f ∈ L2(Ω), and a constraint term g ∈ H1(Ωa), find (u, λ) ∈ V × L2(Ωa) such that:
(∇u,∇v)Ω + (λ, γv)Ωa = (f, v)Ω ∀v ∈ V
(γu, q)Ωa = (g, q)Ωa ∀q ∈ L2(Ωa).
(2.14)
Existence and uniqueness of the solution for Problems 9 and 10 can be studied on the
two subdomains Ωˆ and Ωa. Existence and uniqueness on Ωˆ follows from the existence
and uniqueness of a solution for the classic Poisson equation on Ω with forcing term
f − χΩaλ and 0 boundary condition, where χΩa is the characteristic function of the set






As in Subsection 2.1.2, define Vh,Wh and Qh finite dimensional subspaces of V,W , and
L2(Ωa) respectively, with Wh ⊆ Qh. The discretized form of Problem 10 reads:
Problem 11 (Constrained discrete formulation on codimension 0). Given a forcing
term f ∈ L2(Ω), and a constraint term g ∈ H1(Ωa), find (uh, λh) ∈ Vh×Wh satisfying:
(∇uh,∇vh)Ω + (λh, vh)Ωa = (f, vh)Ω ∀vh ∈ Vh (2.15)
(uh, qh)Ωa = (g, qh)Ωa ∀wh ∈ Qh. (2.16)
If g is regular enough, it is possible to prove a general convergence result, with no
particular dependence between the spaces Vh and Wh, see [38].
2.2 Numerical experiments
The results here reported were generated using the deal.II library; the Schur complement
was solved using the conjugate gradient algorithm, with a tolerance of 1e−12.
16 CHAPTER 2. NON-MATCHING GRID CONSTRAINTS
Figure 2.2: An example solution were u is not smooth.
Consider the following example problem: find (u, λ) such that:
−∆u+ γTλ = 0 in Ω
γu = 1 in Γ
u = 0 on ∂Ω,
where Ω = [0, 1]2, and Γ is the circumference of center (0.4, 0.4) and radius 0.3.
A numerical solution can bee seen in Figure 2.2: even with very regular boundary
conditions (in this case we are using constants); as expected, the gradient ∇u presents
a discontinuity over Γ. This is one of the problems affecting the convergence rate for
the discretized problem.
2.2.1 Codimension 1
As a first example we consider Ω to be the square [0, 1]2, let Ωa be the circle of radius
0.3, with center in (0.4, 0.4), and consider its circumference Γ := ∂Ωa. Consider the
following terms f and g on Ω:
f := 2pi2 sin(pix) sin(piy)
g := sin(pix) sin(piy).
The solution u to the Poisson problem is in C∞(Ω):
u = sin(pix) sin(piy).
Let N be the number of degrees of freedom of Vh, M be the number of degrees of freedom
of Wh; convergence Table 2.1 shows the error with respect of the analytic solution. Here
h is the diameter of the cells of Ω’s triangulation; the diameter hg of the cells of Γ is
hg ≈ 1.3h, and we are using linear elements for both meshes.
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M N h L2 error rate H1 error rate L∞ error rate
9 81
√
2/23 0.0050 - 0.2578 - 0.0238 -
17 289
√
2/24 0.0012 1.99 0.1262 1.03 0.0047 2.31
33 1089
√
2/25 2.7e-4 2.22 0.0630 1.00 0.0011 2.13
65 4225
√
2/26 6.7e-5 2.01 0.0314 1.00 2.8e-4 1.93
129 16641
√
2/27 1.7e-5 1.98 0.0157 1.00 7.3e-5 1.95
257 66049
√
2/28 4.2e-6 1.96 0.0078 1.00 1.9e-5 1.94
513 263169
√
2/29 1.1e-6 2.03 0.0039 1.00 5.0e-6 1.92
Table 2.1: Convergence rate with linear elements, u ∈ C∞(Ω).
In this case the value of g coincides with the one of the solution for the Poisson
problem without a constraint on Γ; thus we have the convergent rates of 2 and 1 for,
respectively, L2 and H1 norms.
To obtain a less regular solution, we modify the function f as follows: let r =
(x− 0.4)2 + (y − 0.4)2
fˆ :=
{
2pi2 sin(pix) sin(piy) in Ωˆ,
2pi2 sin(pix) sin(piy) + 0.032 − r2 in Ωa.
Using the same g function, we obtain the following solution on Ω:
uˆ :=
{
sin(pix) sin(piy) in Ωˆ,
sin(pix) sin(piy)− r416 + 0.03
2r2
4 in Ωa.
The discontinuity of ∇u over Γ is small in norm, but as we can see in Table 2.2, this is
sufficient to affect convergence rates.
What we can see from Table 2.2 (the parameters h and hg are the same of the
previous example), is that the H1 error initially converges linearly, but the rate quickly
drops. In the case of L2 and L∞ the convergence stops after reaching a certain threshold.
A similar “stall” in the solution quality can be seen also using second order elements,
or changing the relative mesh size: this effect is a consequence of the use of uniformly
refined meshes.
Some solutions to this convergence problem can be found in literature: through
adaptive refinement techniques it is possible to recover the convergence of the method
and, in some cases, the optimality of the convergence (see, e.g., [13, 16]).
2.2.2 An example on a more complex geometry
Consider the curve Γ with the following parametrization:
s→ (R+ r cos(wpis)) cos(2pis) + cx; (R+ r cos(wpis)) sin(2pis) + cy),
where R = .3, cx = .5, cy = .5, r = .1, w = 12, the domain is shown in Figure 2.3a.
This geometry is too complex for an uniform refinement strategy, but refining addi-
tionally cells of Ω which are close to the Γ boundary allows to better capture the geome-
try of Γ. Figure 2.3b shows the numerical solution with f = 0, g = 2(x−0.5)2−2(y−.5)2,
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M N h L2 error rate H1 error rate L∞ error rate
9 81
√
2/23 0.0050 - 0.2578 - 0.0223 -
17 289
√
2/24 0.0013 1.89 0.1263 1.02 0.0058 1.98
33 1089
√
2/25 5.1e-4 1.37 0.0633 0.99 0.0023 1.31
65 4225
√
2/26 4.7e-4 0.13 0.0322 0.97 0.0017 0.42
129 16641
√
2/27 4.7e-4 0.00 0.0172 0.90 0.015 0.14
257 66049
√
2/28 4.7e-4 0.00 0.0104 0.71 0.015 0.01
513 263169
√
2/29 4.7e-4 0.00 0.0079 0.39 0.015 0.00
Table 2.2: Convergence rate with linear elements with a non-smooth solution.
(a) A complex example for the curve Γ
(b) Solution with
f = 0, g = 2(x− 12 )2 − 2(y − 12 )2, and
additional refinement close to Γ.
Figure 2.3: Solving on a complex geometry
with 4 uniform refinements of Ω and three additional refinements to the cells which are
close to Γ.
2.2.3 Codimension 0
Consider Ω to be the square [0, 1]2, and Ωa be the circle of radius 0.3, with center in
(0.4, 0.4). We run our simulations with the same parameters of Subsection 2.2.1, and




can see in Table 2.3, convergence rates for the H1 norm are similar to the ones of the
codimension 1 case, but the L2 and L∞ rates show some oscillations.
As a second numerical experiment we consider the functions:
f := 2pi2 sin(pix) sin(piy)
g := sin(pix) sin(piy)− x(0.32 − (x− 0.4)2 − 2(y − 0.4)2)2.
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M N h L2 error rate H1 error rate L∞ error rate
25 289
√
2/23 0.0011 - 0.1270 - 0.0047 -
81 1089
√
2/24 3.2 e-4 1.79 0.0649 0.97 0.0031 0.61
289 4225
√
2/25 8.11 e-5 1.98 0.0324 1.00 0.0011 1.42
1089 16641
√
2/26 1.99 e-5 2.02 0.0161 1.00 6.4e-4 0.84
4225 66049
√
2/27 4.19 e-6 2.25 0.0078 1.04 1.34 e-5 5.58
16641 263169
√
2/28 1.85 e-6 1.17 0.0039 1.00 6.27 e-6 1.09
Table 2.3: Codimension 0: convergence rate with linear elements, u ∈ C∞(Ω).
M N h L2 error rate H1 error rate L∞ error rate
25 289
√
2/23 0.0011 - 0.1269 - 0.0047 -
81 1089
√
2/24 3.3 e-4 1.8 0.0648 0.97 0.0031 0.61
289 4225
√
2/25 8.15 e-5 2.03 0.0323 1.00 0.0011 1.42
1089 16641
√
2/26 1.99 e-5 2.03 0.0161 1.00 6.2e-4 0.86
4225 66049
√
2/27 4.85 e-6 2.03 0.0079 1.02 4.91 e-5 3.66
16641 263169
√
2/28 2.38 e-6 1.02 0.0039 1.01 3.21 e-06 0.61
Table 2.4: Codimension 0: convergence rate with linear elements with a non-smooth
solution.
The solution u to the Poisson problem is:
uˆ :=
{
sin(pix) sin(piy) in Ωˆ,
g in Ωa,
which is non-smooth; as shown in Table 2.4, in this case the convergence rates do not
stall, even though the solution is non-smooth.
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Chapter 3
Numerical coupling
In Chapter 2 we introduced the theory behind the problem of numerical coupling for
non-matching meshes through Lagrange multipliers. We now wish to solve the chal-
lenges which need to be addressed when implementing these methods, and show how to
design algorithms which use efficiently modern hardware, with its characteristics and
limitations.
The main objective of this chapter is the numerical evaluation of an example of the
prototypical coupling problem: the coupling matrix C, used in the fictitious domain
method. This task requires to efficiently transfer information between non-matching
grids. Moreover, we are interested in extending these algorithms to the case of a dis-
tributed setting.
After describing the state of the art for numerical coupling, we analyse the algorithms
present in deal.II 8.5.1 for this task, and then describe how to improve then, and how
to adapt them for a distributed environment. The coupling algorithms we describe are
quite generic, and can be used to solve a number of problems in finite elements, finite
volumes, or finite differences, whenever a form of coupling is required.
The tools we developed include a Cache class, to memorize computationally intensive
data, and a Parameter class, to better handle recurring parameters.
This chapter was developed as the final project for the MHPC (Master in High
Performance Computing), and the code implemented was developed on top of the deal.II
8.5 library, and included in the deal.II library version 9.0 [5, 3].
3.1 Introduction
Computer clusters with thousands of cores are going to be the heart of most scientific
computing, at least for the foreseeable future [9]; as a consequence, dedicated parallel
codes have to be incorporated into scientific software.
As the number of cores increases, two common strategies used to facilitate the writing
of parallel code become bottlenecks, hindering the code’s performance:
• data replication across all processes,
• all-to-all communications.
The solution is apparently simple: using point-to-point communication, and distributed
data structures [9]. Unfortunately these strategies are more complex, and become par-
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ticularly difficult in simulations requiring coupling. Without expensive, dedicated al-
gorithms, the parallel decompositions of geometric domains do not correlate and are
independent [95]: while data distribution makes it possible to fit the simulation in the
system, it inherently complicates the process of coupling, making it necessary to resort
to complex communication patterns and strategies.
In Section 3.1.1, we formalize a general coupling problem and show the example of
the coupling matrix C. After discussing some of the strategies found in the literature,
we propose some improvements to the current implementations present in the deal.II
library, version 8.5.1. After showing how, the absence of data locality makes this ap-
proach fail in a distributed setting, we propose and analyse a distributed algorithm,
and study its performance. To conclude, we briefly report on furtherer improvements
obtained though the use of trees data structures.
3.1.1 Generalized Coupling
Consider two physical problems defined on (possibly different) domains A,B ⊆ Rn.
Assume that V (A) and W (B) are some functional spaces on A and B respectively, a
generic definition of coupling between fields defined on A and fields defined on B can
be regarded as a continuous bi-linear operator in the form:
C : V (A)×W (B) 7→ R. (3.1)
Among all possible couplings, the computation of the coupling matrix is an example
of a wide class of couplings, depending on a function in the form
K : A×B → R,






v(x)K(x, y)w(y)dAx dBy, (3.2)
where V (A) and W (B) are some standard functional spaces, the above integrals are
well defined, and the functional C is bounded.
As an example, consider the case where B ⊂ A, and fix V (A) to be the space of
continuous functions on A, i.e., V (A) := C0(A), and W (B) the space of distributions
on B, i.e., W (B) := D(B). Define the coupling kernel as K(x, y) := δ(x−y), where δ is





δ(x− y)v(y)dy, ∀v ∈ C0(Rn). (3.3)
In this very particular case, if we pick a subset of points yi contained in the domain
B ⊂ A, and associate a Dirac delta to each of these points as an element of W (B), say
wi(y) := δ(y − yi), (3.4)
the coupling defined above between an arbitrary function v ∈ V (A) and wi reduces






v(x)K(x, y)wi(y)dAx dBy =
∫
B
v(y)wi(y)dBy = v(yi), (3.5)
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where the Kernel K removes the first integral in dAx by the definition in (3.3), and
the definition of the distributions wi remove the second integral in dBy using the same
principle.
When the spaces and the Kernel are chosen as above, the coupling is simply called
interpolation on the points yi of the function v. The typical application of this interpo-
lation operator is when the field V (A) represents some physical quantity, for example
a continuous temperature field, and yi are the vertices of an embedded triangulation,
not aligned with A, where we would like to evaluate this physical quantity, e.g., the
temperature.
Different definitions of the spaces V (A) and W (B), and of the coupling kernel K
lead to different coupling operators. In this chapter we will restrict our examples to the
interpolation coupling above.
In the non-matching case, the domains A and B are discretised using independent
triangulations, and are split on non-intersecting cells.
When physical fields are defined on one of these triangulations, say for example on
A, they use the seperation on M cells to restrict the possible choice of functions to
a finite dimensional space of dimension N , constructed using a linear combination of
some basis functions, defined through the triangulation itself.
In general this construction is done in four steps:
• triangulate the domain A into a collection of M ∈ N cells
Ah := ∪Mi=1(Ki = Fi(Kˆ)),
images under M (possibly non linear) isomorphisms of a reference cell Kˆ;
• define a set of nloc ∈ N basis functions on the reference element Kˆ, {vˆi}nloci=1 ;
• define some global basis functions on Ah, as the push forward of vˆj under Fi on
K = Fi(Kˆ), i.e.,
vˆj(xˆ) := vl(Fi(xˆ))|K ,
where l is an appropriate global numbering depending on j and i
• enumerate the global basis functions so that we have Vh(A) ⊂ V (A) and Vh(A) :=
span{vi}Ni=1, where N ∈ N is the dimension of the discrete space.






where the functions vi(x) are different from zero only on a limited number of cells K
of Ah, namely supp(vi) := {K ∈ Ah s.t. vi|K 6= 0}. Notice that, on any K, only nloc
global basis functions are different from zero. For the space Vh(Ah), the interpolation
coupling on a collection of points yα ∈ Bh, the triangulation of the domain B, can be
expressed by the interpolation matrix C:
Cαi := C(vi, wα) := vi(yα), (3.7)
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Figure 3.1: Interpolation Problem
such that, when it is multiplied with the vector of coefficients vi of a generic function




i = C(vh, wα) :=
N∑
i=1
vivi(yα) = vh(yα). (3.8)
Numerically only vˆi, Fi and F
−1
i can be computed directly: to evaluation of Equation






This translates in the following steps, which are illustrated in Figure 3.1:
1. Use the triangulation Bh to identify yα in the real space.
2. Find the cell Ki of the triangulation of A for which yα ∈ Ki.
3. Use the triangulation of A to obtain F−1i and compute F
−1
i (yα).
4. Evaluate the result on the basis functions vi.
3.1.2 Existing Solutions
To fix the terminology: in a distributed mesh each process1 “owns” a number of cells, of
which it knowns all the variables and on which it runs computations; we call these cells
1Since this work is algorithmic, we use “process” as a generic term not making distinctions between
processors, processor cores or MPI processes
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locally owned. We shall use the term “own” to describe any object, such as cells and
particles, for which the current process is the one knowing all information and running
all computations.
Typically each process maintains the information of one or more layers of cells sur-
rounding its locally owned cells, these belong to other processes and are called ghost
cells; each process knowns all variables relative to ghost cells but can’t modify their
value. All remaining cells, which are not locally owned nor ghost, are called an artificial
cells; their existence is purely instrumental to the chosen data structure, but has no
participation in the solution of the actual physical problem
Particle-in-Cell Methods
The particle-in-cell (PIC) method is used to solve a certain class of partial differential
equations (PDEs); the technique consist in tracking individual particles, which have a
position and a number of individual properties, in a Lagrangian frame; at the same time
moments of a distribution, e.g., such as densities of some physical fields, are computed
on a stationary mesh. PIC methods have a long history, which sparked with applications
in plasma physics [89].
Only recently PIC methods have been implemented in a fully distributed setting;
Rene Gassmoeller et al. published a paper [35] describing how to implement PIC meth-
ods in a state-of-the art fluid dynamic solver, and implemented it using the ASPECT
library [47, 10].
Our coupling problem has some similarities to the ones studied by Gassmoeller and,
in fact, we benefited greatly from their work; but there are some important differences.
In a PIC method, each process owns a number of cells and generates particles inside
it using an algorithm, e.g., randomly, or following particular patterns. After generating
the particles, each process owns both the cells and the particles inside them; when
working with independent meshes this is no longer the case (see the next paragraph on
the Data Transfer Kit).
The method described by Gassmoeller requires a bound on the speed of each particle;
this simplifies the algorithm because, if a particle exists the locally owned part of the
mesh, it will most likely end up on a ghost cell, i.e., in which case the new owner
is known to the current process, and it is possible to transfer the particle. If this is
not possible, because the particle is lying on an artificial cell, the algorithm deletes it,
approximating the result. As shown in [35], the bound on the particle’s speed results
in a low probability of a particle entering an artificial cell: given the small amount of
deleted particles, the numerical effects are small.
While the strategy of communicating points lying on ghost cells clearly adapts to
our cases, where coupling can be computed on ghost cells, eliminating a part of a mesh
is not an option in a coupling problem. In general coupling problems we have little
control on the topological distribution of the locally owned parts of the domains A and
B: given a process, the spatial intersection of these parts might be small or even empty.
One solution to this problem, is to create a balanced configuration where the par-
tition guarantees that, spatially, a process owning a cell K of A owns also the spatial
cells of B which intersect K. This can be done, for example, with multi-constraint
partitioning techniques [94].
Another approach, which is more flexible, is to develop a strategy to communicate
points in all possible distributed settings. This would also allow the possibility to
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change the distribution of each mesh during a simulation, allowing to re-initialize the
mesh distribution even at running time, with a different number of processes and/or a
different distribution scheme.
Data Transfer Kit
Many modern physical simulations make use of a partitioned approach: different kernels,
handling different parts of the problem, work together to solve a complex problem. For
example, in a fluid-structure interaction problem, a kernel might handle fluid equations
and another might handle the structure; in this scenario accuracy and speed at data
transfer is fundamental.
The Data Transfer Library (DTK) [96] makes this kind of transfer possible through
rendezvous algorithms. These algorithms were developed by Plimpton et. al. [83], and
allow to generate balanced meshes and transfer information between different triangu-
lations, with some additional communication costs. This is how the algorithm is briefly
described in [95]:
for mesh-based data transfer generates the rendezvous decomposition which
behaves as a hierarchical parallel and geometric search tree. Using this al-
gorithm, a secondary decomposition of a subset of the source mesh that will
participate in data transfer is generated, forming the rendezvous decompo-
sition as described in the example above. The rendezvous decomposition is
encapsulated as a separate entity from the original geometric description of
the domain. It can be viewed as a temporary copy of the source mesh sub-
set that intersects the target geometry. With the rendezvous decomposition,
we effectively have a search structure that spans both parallel and physical
space.
This “search structure that spans both parallel and physical space” is the missing
step in the solution of our interpolation problem, which is absent in the PIC solution;
this structure is implemented in DTK using trees of bounding boxes which are needed
for the initial partition.
We shall create a similar structure, without constraints on the methods used for
mesh partitioning.
3.2 DAG Structure
The structure of modern general purpose numerical libraries is organized to offer an
abstraction to the user, while optimizing the object structure and the performance.
This is often achieved structuring the code with a Directed Acyclic Graph (DAG) [18].
A DAG is a directed graph with topological ordering: each node structurally repre-
sents an object, and the directed edges stemming from it, represent how it can be used
to generate new objects or data; a simple example is shown in Figure 3.2. This structure
is efficient and has many benefits for a parallel code, but creates some “asymmetries”,
i.e., for certain operations it favours access along one direction, while making the inverse
operation slower.
An example of this effect, in the deal.II library, is related to vertices and cells: finding
the vertices of a cell is a very efficient operation but, given a vertex, it is inefficient to
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Figure 3.2: Example of the DAG structure in a numerical library: the hierarchy of the
objects imposes a “preferred” way to access them.
find its neighbouring cells. For an algorithm requiring access to the neighbouring cells
of a vector, this “inverse operation” is likely to be an important bottleneck; the only
possible solution is to provide, with a new function or class, a new edge with the inverse
direction in the DAG structure.
deal.II Utilities
The numerical simulations described in this thesis were made using and developing the
deal.II library [11, 3]. The deal.II library is a modern example of a state of the art
numerical library; as stated in the deal.II website (http://www.dealii.org/):
deal.II is a C++ program library targeted at the computational solution of
partial differential equations using adaptive finite elements. It uses state-of-
the-art programming techniques to offer a modern interface to the complex
data structures and algorithms required.
The main aim of deal.II is to enable rapid development of modern finite
element codes, using among other aspects adaptive meshes and a wide array
of tools classes often used in finite element program. Writing such programs
is a non-trivial task, and successful programs tend to become very large and
complex. We believe that this is best done using a program library that takes
care of the details of grid handling and refinement, handling of degrees of
freedom, input of meshes and output of results in graphics formats, and the
like. Likewise, support for several space dimensions at once is included in a
way such that programs can be written independent of the space dimension
without unreasonable penalties on run-time and memory consumption.
3.3 Serial Case
In Figure 3.3 we see a generic coupling example in two dimensions: two meshes intersect,
and the point yi ∈ B needs to be evaluated by A.
Compute Point Locations





• Find which cell Ki of A contains yα.
• Use the triangulation of A to obtain F−1i and compute F−1i (yα).
28 CHAPTER 3. NUMERICAL COUPLING
Figure 3.3: Coupling of two meshes, point yi is known by B, and has to be
communicated to A.
In a fully serial environment, all the information is present and, in the deal.II library
version 8.5.1., these operations are coded in a function called compute point locations,
which implements the following algorithm:
Input: A triangulation, a list of points
Output: cells containing points and their transformed
Initialization:
p = first point of the list;
Find the cell K surrounding p and compute q = F−1K (p);
set p as found;
while there are points not found do
for p in points left do
compute q = F−1K (p);
if q inside unit cell then
add p and q to the cell’s list;
set p as found;
end
end
if there are points not found then
p = first point not found;
Find the cell K surrounding p and compute q = F−1K (p);
set p as found;
end
end
Algorithm 1: Compute Point Locations in deal.II 8.5.1
The following should be noted on algorithm 1:
• If points are pre-ordered by cell the computation is faster: at every step the number
of “not found” points decreases by the amount of points. This assumption is often
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satisfied when working with meshes and their vertices.
• Using the inverse function F−1K to check if the points are inside the cell is inefficient.
• The cell surrounding p is found using find active cell around point, which has a
high computational cost, as it does not follow the DAG structure (see Subsection
3.2).
This is how find active cell around point was implemented in deal.II 8.5.1.
Input: A triangulation, a point p
Output: cell containing the point and it’s transformed
initialize the vector distances;
for v in triangulation’s vector do
compute the distance ||p− v||;
add it to distances;
end
Find the minimum in distances;
Save the corresponding vector v;
Initialize the cell’s vector neighbours;
for K in triangulation’s cell do
if v is a vertex of K then
Add K to neighbours;
end
end
for K in neighbours do
compute q = F−1K (p);
if q inside unit cell then
return q and K;
end
end
Algorithm 2: Find active cell around point in deal.II 8.5.1
Algorithm 2 suffers from requiring the the relation from vertex to neighbour cells,
and using the inverse function F−1K (p), instead of a simpler method to guess which cell
is most likely contain p.
The computational results of Subsection 3.5.1 confirm the poor performance of this
approach.
3.4 Parallel Case
In addition to what stated in Subsection 3.1.2, we make the following general assump-
tions on distributed meshes (as reported in [9]):
• Common coarse mesh: all cells are derived by refinement from a common coarse
mesh, which needs to capture the topology of the computational domain. Each
cell is hierarchically refined into four (2d) or 8 (3d) children, which may be further
refined, forming a forest.
• Distributed storage: Each processor in a parallel program may only store a part
of the entire forest (the locally owned part).
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(a) A partitioned square (b) A partitioned ball
Figure 3.4: Partitioned meshes
As an example consider, in R2, the unitary square [0, 1]2 with its triangulation A, and
the ball of radius 0.35 and center in (0.4, 0.45) with its triangulation B. Figure 3.4 shows
an example, obtained with deal.II, of a possible distribution for the two triangulations
A and B: each color represents a different process. The two images are separated for
better visualization, even though the ball is contained inside the square. To compute
Equation 3.9, the process owning the point yα which lies on B, must also own the cell
K of A containing yα; as the figures shows, in a distributed setting this condition is
most likely not satisfied, and ghost cells are not enough to solve the problem.
Figure 3.5 shows a three-dimensional example: the mismatching between colors
identifies situations where coupling is not possible, unless information is transferred
between different processes.
The problem which needs to be solved has become an ownership problem: “which
process owns the part of A in which p lies?” or “Is a part of B inside this portion of
space?”.
3.4.1 Bounding Boxes
An accurate description of the boundaries of each locally owned domain would answer
to the problem, but this solution is not feasible, as it would require no data distribution.
As a solution, we develop an approximated description, which we can find the process
owning a point, possibly among few “guesses”.
A new data structure has to be introduced; ideally this structure should be efficient
and reliable while using as little memory and communication as possible. The natu-
ral solution is using simple containers, such as bounding spheres (BS) or axis-aligned
bounding boxes (AABB). Both solutions are covered by a wide literature because of
their applications ranging in the most diverse areas: from robotics to computer graph-
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Figure 3.5: Distributed cube and sphere
ics (see, e.g., [33]). Our choice was to use AABB, as done in the DTK library, because
of their best fitting abilities.
Bounding Boxes Computations
An AABB is described through a pair of points describing the bottom-left and top-
right corners of the box. A number of standard functions to quickly check if a point is
inside/outside a bounding box, computing the intersection and union of two bounding
boxes etc. are well known in literature (see, e.g., [33]).
The intersection of two bounding boxes b1, and b2 coincides with their intersection as
closed sets; but, if we define the operation unionsq as the union of two bounding boxes which,
given two bounding boxes b1 and b2, returns the smallest bounding box contianing both
b1 and b2, then b1 unionsq b2 ⊆ b1 ∪ b2 (see Figure 3.6). In the second example we see a case
in which b1 unionsq b2 = b1 ∪ b2; we shall call such cases “mergeable”. For the algorithm
implemented it is of importance to understand if two bounding boxes are mergeable or
not; this is computed with Algorithm 3.
Given a refinement level which has enough coarse cells to describe the space it is
possible to create a description of the space occupied by the locally owned cells. This
is a sketch of the algorithm used:
Algorithm 4 is guaranteed to return a collection of bounding boxes which contains all
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Figure 3.6: Non-mergeable and mergeable bounding boxes
Input: Two bounding boxes b1 and b2 in the space of dimension
spacedim
Output: True if the bounding boxes are mergeable
compute b3 = b1 ∩ b2;
if b3 is empty or has dimension ≤ spacedim-2 then
return false;




Algorithm 3: Checking if bounding boxes are mergeable
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Input: A triangulation, a refinement level
Output: A list of bounding boxes
initialize the list of bounding boxes b list;
for K in triangulation’s cell of refinement level do
if children of K are locally owned then
Create a bounding box bb surrounding all locally owned cells inside K;




for b1 in b list;
do
merge happened = false;
for b2 in b list;
do
if b1! = b2 and b1, b2 are mergeable then
Add b1 unionsq b2 to b list;
Remove b1 and b2 from b list;
merge happened = true;
end





Algorithm 4: Creating a description of the locally owned meshes
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locally owned cells; but, because of the quadratic time required in the merging section
of algorithm, it is suitable only for meshes obtained from a relatively small number of
coarse cells. Another flaw is the need to choose a refinement level which works well
with the current mesh. However, coupling complexity for the coupling is so high that
Algorithm 4 suits our needs without using any relevant computing time. Moreover, in
Section 3.6 we show how the use of the boost library recently offered an alternative
solution, without the quadratic time limitation.
Guessing Ownership Once every process has a global description of the mesh, in
terms of bounding boxes, a search through the bounding boxes allows to guess the
possible “owners” of each point.
Bounding Boxes Exchange
It is important for the global description returned, for example, by of Algorithm 4,
to contain few bounding boxes, as these boxes are communicated with a collective
“allgather”, and replicated on each process. This operation allows to build a container,
global bounding boxes, containing an approximated description of the locally owned part
of the whole mesh.
Given a point, a search through global bounding boxes, returns one (or few) processes
owning the point. This allows to solve the coupling problem through one (or few) point-
to-point communications (see Subsection 3.4.1).
Object Communication Sending multiple, different, objects using MPI is often dif-
ficult, complicated and impractical. A key ingredient to simplify our implementation,
was the definition of two interfaces for an “all gather” and a “some to some” func-
tions which can send arbitrary objects. This is made possible implementing a simple a
serialize function for the Boost library [24].
This interface, allows to avoid the manual de-construction and reconstruction of
objects, or the use of MPI Types, making the code simpler and cleaner, and saving time
in both the writing and debugging part of the implementation.
Distributed Compute Point Locations
This function uses the structure we just described, to run the same computation as
compute point locations, but in a distributed setting.
The function returns the output of compute point location, as if it was called on the
points geometrically inside the locally owned domain, with the addition of a list of the
points for which the output is presented, the rank of the process originally owning that
point, and an id for each point .
The idea behind a “distributed compute point locations” is the following:
• Use the bounding boxes to guess where each point lies
• Use send and receive for points lying on parts of the domain which are not locally
owned
• Use compute locations on all the points which lie on the locally owned part of the
domain
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Input: A triangulation, global bounding box description, a list of
points
Output: cells containing points located inside the locally owned
part of the mesh, their transformed, and unique point ids
Use global bounding boxes to guess the owners of each point;
Call compute point location on the points which are probably local;
Send and receive points which have a single owner;
Send the output of compute point location and relative points for what
resulted to be in ghost cells;
Call compute point location on the points which received and owned;
Send and receive points with multiple possible owners;
Call compute point location on points which might be owned;
Build output from all computed data;
Algorithm 5: A scheme for distributed compute point locations
A sketch of the algorithm follows
The practical implementation has some complications, for example:
• The tasks are either communication intensive or computation intensive; task
spawning was used in an attempt to minimize communication overhead
• Merging the output of multiple calls to compute point location has a non trivial
computational cost
Final results for this function are presented in section 3.5.3.
3.5 Benchmarks
3.5.1 Serial Baseline
We shall call the version of compute point locations present in deal.II version 8.5.1 “ver-
sion 1” (from now on: v1). The initial benchmark 3.7 was run with random points on
a square grid.2
Even though the growth is linear, computational cost is extremely high: taking more
than 20 seconds to find 4000 points inside a grid of 4000 cells. For a deeper analysis,
callgrind and kcachegrind were used; results are reported in Table 3.2.
This preliminary analysis results can be summarized in the following:
• Function’s performance is mediocre
• The biggest computational burden lies in tranform real to unit cell i.e. F−1K (p),
which is called 10176 to classify 200 points: this can probably be avoided
• The second big cost lies on find active cell around point
2This preliminary result was obtained on a laptop running ArchLinux on an Intel(R) Core(TM)
i7-6700HQ CPU @ 2.60GHz; afterwards the benchmarks were run on SISSA’s cluster Ulysses, which
runs on Intel(R) Xeon(R) CPU E5-2640 0 @ 2.50GHz.
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Figure 3.7: compute point locations v1: varying number of points



















Figure 3.8: compute point locations v1: varying number of cells
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Table 3.1: Kcachegrind analysis for v1 with 200 cells, 200 random points
CEst CEst per call Count Callee
87.68 25372 10176 tranform real to unit cell
11.73 300388 115 find active cell around point
0.15 146937 3 dl runtime resolve avx
0.02 560 115 std::allocator〈 std::vector〈 Point〈 2 〉〉〉
Table 3.2: Kcachegrind analysis for v1 with 400 cells, 200 random points
CEst CEst per call Count Callee
82.08 25499 13657 tranform real to unit cell
17.29 513026 143 find active cell around point
0.17 247442 3 dl runtime resolve avx
0.07 2135 143 std::allocator〈 std::vector〈 Point〈 2 〉〉〉
Figure 3.9: The DAG structure, with the additional direction provided by the Cache
class.
Find active cell around point
As pointed out when describing Algorithm 2 the deal.II implementation of find active
cell around point is quite slow but, because of its relevance to our problem we quickly
report on the improvements brought by Dr. R. Gassmoeller and Prof. L. Heltai.
The initial improvements are due to Gassmoeller et al. [35], who implemented them
in the ASPECT library [47, 10], and we ported then the code to the deal.II library:
• Adding a storing system, GridTools::Cache, to compute only once non DAG
information
• Implementing an algorithm to guess which cell among the neighbours of v is most
likely to be the one containing p.
There are many simple methods to guess which cell might contain a point, such as
checking the distance from the point to the center. A better algorithm, based on the
angle between the vector p − v and the vectors going from each cell’s center to v, was
developed by Rene Gassmoeller et al. [35].
These improvements radically changed the performance of find active cell around
point, with a great benefit for compute point locations.
The cache class Let c be a generic cell of a grid, let v be a vertex, we use the symbol
v ∈ c to state that v is one of the vertices of c. In a library with the classic DAG
structure described in Figure 3.2, given the vertex v, the only way to find those cells c
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for which v ∈ c, is to use a search on all cells. Running this operation, without further
optimizations, results in two main drawbacks:
• for a simple operation on vertices the complexity O(N), where N is the number
of cells in the grid, is quite high,
• if the operation has to be repeated, e.g. when computing the coupling matrix C, it
results in huge waste of computation as cells are visited multiple times, repeating
the same operation with a waste of computational power.
As a solution we included a caching mechanism, in the class GridTools::Cache,
where the association between vertices and cells is computed only once. While the
initial operation of building the cache is slower than a single search, as memory has to
be allocated and the whole mesh has to be traversed, the performance gain is usually
apparent already at the second or third search.
3.5.2 Improvements for the Serial Code
The algorithm for compute point locations was improved in the following ways.
Calls to tranform real to unit cell The first problem is that tranform real to unit cell
is always used to identify whether or not a point is inside a cell, even if it could be
discarded using simpler methods, such as the distance from the cell’s center.
In particular, given a cell K, let pK be its center, and dK the cell’s diameter; then the
following “distance check” can be used to avoid many calls to tranform real to unit cell
when checking if the point p is inside. The tranform real to unit cell function is called
only if:
||p− pK || < 1
2
dK
This method reduces the number of calls to tranform real to unit cell cell by more
than an order of magnitude, with a great impact on performance. We shall call the
function with this improvement “version 2”.
Looping on all the points The second bottleneck comes from the fact that the
algorithm always loops on all remaining points: this number is potentially huge and,
thus, even discarding them using the distance from the cell center is not sufficient.
Thanks to Subsection 3.5.1 the now improved speed of find active cell around point
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makes it possible to use a completely different approach:
Data: A triangulation, a list of points
Result: cells containing points and their transformed
Initialize the vector with cells, points,qpoints;
for p in points do
Find the active cell K around p and q = F−1K (p);
if K in cells then
add p and q to the points in K;
else
Add K to cells;
add p and q to the points in K;
end
end
return cells, points, qpoints;
Algorithm 6: Compute Point Locations, version 3
This algorithm is much more elegant than the previous ones, and its cost lies almost
entirely on find active cell around point, making it benefit greatly from the improve-
ments of 3.5.1. Its performance is quite consistent and remains quite efficient even for
unordered configurations of points.
Searching for K in the cell list has a high cost but, in many practical problems
coming from mesh coupling, points are clustered, making the number of cell’s they
occupy low compared to the number of points.
Using different Containers In order to reduce the searching cost different containers
were used instead of vectors; unordered maps and unordered multimaps were used,
because of their constant O(1) access time [97], depending on the hashing function; in
this case the unique active cell index was used. The versions compared are:
• version 2
• version 3
• version 3 modified to check if the point is inside the last found cell (to take
advantage of point’s order, see Paragraph 3.5.2 ).
• version 3 which uses an unordered multimap and merges the different mapped
values.
• version 3 which uses and unordered map and then creates an output vector.
As shown in 3.10 this results in a speed up of approximately 5%.
Mixing Both Approaches To improve the function’s performance in the case of
coupling, we make the assumption that p is probably in the last found cell, or close to
it.
This leads to two algorithm changes:
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Figure 3.10: Container Comparison
1. Before calling the search function, check if the current cell coincides with the last
one found.
2. Use the distance from the cell center, to evaluate if the last cell is a good hint cell
for find active cell around point.
Passing a wrong hint cell to find active cell around point greatly reduces the perfor-
mance, as the function looks for v, the closest vertex of the hint cell to p and checks if p
is inside one v’s neighbours; these checks waste computational power before calling the
standard algorithm, slowing down the function. At the same time a simple test such as
the distance test, represents only a small overhead with a random set of points, but it
allows to safely use hint cells in any scenario.
2d Serial Benchmarks
Test in two dimensions were run with the following settings:
• a “Random Benchmark”: random points, as shown in Figure 3.11a
• a “Clusterized Benchmark”: points lying on a spiral with parametrization p →
p
2pi (sin(p), cos(p)), with 0 < p < 2pi (see Figure 3.11b)
If Ncells is the target number of cells and Nchild the number of children obtained from





Data: A triangulation, a list of points
Result: cells containing points and their transformed
Initialize the vector with cells, points,qpoints;
Find the active cell K around p and q = F−1K (p);
Compute the K’s center pK and diameter dK ;
for p in points do
if ||p− pK || < dK then
Find the active cell with hint cell K;
else
Find the active cell;
end
if K== last cell then
add p and q to the points in K;
else
Look for K in cells;
Same as version 3;
end
end
return cells, points, qpoints;
Algorithm 7: Compute Point Locations, version 4
times3, and then further cells were refined reaching a total number of cells between
Ncells and Ncells +Nchild − 1.
To time the code the the timing tools offered by deal.II and deal2lkit [91] were used.
Here we report the profiling for a clustered simulation on 100000 points and 50000 cells:
3It’s the greatest number of possible uniform refinements without exceeding Ncells


















Figure 3.11: 2D benchmarks examples
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Version 2
-------------------------------------------------------------
Timer Name Global time (num calls)
-------------------------------------------------------------
Add new cell 0.04804 (399)
add point to existing cell 0.5034 (9.96e+04)
Bench v2 114.1 (1)
Loop on points of cell 106.9 (2.1e+07)





Timer Name Global time (num calls)
-------------------------------------------------------------
Bench v3 12.56 (1)
add new cell 0.002193 (400)
add point to existing cell 0.5158 (9.96e+04)





Timer Name Global time (num calls)
-------------------------------------------------------------
Bench v4 1.185 (1)
add new cell 0.002221 (399)
add point to existing cell 0.4949 (9.96e+04)
find if cell is present 0.002243 (399)
find_active_cell 0.03758 (4)
find_active_cell hint 0.5732 (1e+05)
=============================================================
The time needed to add new cells and points it’s the same among all versions, and
this operation can not be optimized.
Remaining observations endorse what has been written in Subsection 3.5.2: a com-
parison between v3 and v4 shows that, using the distance to evaluate if the old cell is
a reasonable hint, makes the finding process much faster while for v2 the cost of find
active cell around point is low, but the time needed to loop on all points slows down
the process.
For the random example, version 1 is used only in the simplest test, as it is extremely
slow. The speedups depend on the problem complexity and, in our examples, we reached
a speed-up of 236 in a clustered example, and one of 780 in an example with randomly
distributed points.
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Table 3.3: Clustered Benchmark: running times and speedups for different versions of
compute point locations on 105 ordered points on a mesh with 5 · 104 cells
Points Cells v1 v2 speedup v3 speedup v4 speedup
105 5 · 104 - 114.1 - 12.56 - 1.185 -
5 · 104 2 · 104 137.9 43.35 3.18 3.169 43.5 0.584 236
104 2 · 104 26.96 7.67 3.51 0.6298 42.8 0.1233 219
104 5 · 103 11.81 3.999 2.95 0.2818 41.9 0.1144 103
Table 3.4: Random Benchmark: running times and speedups for different versions of
compute point locations on 105 random points on a mesh with 5 · 104 cells
Points Cells v1 v2 speedup v3 speedup v4 speedup
105 5 · 104 - 8227 - 13.86 - 14.04 -
5 · 104 2 · 104 - 1879 - 3.451 - 3.58 -
104 2 · 104 - 171.6 - 0.6645 - 0.6654 -
104 5 · 103 231.6 86.06 2.69 0.2979 777 0.297 780
3D Serial Benchmarks
For 3D simulations, a spiral with parametrization t 7→ (0.4 cos(t) + 0.5, 0.4 sin(t) +
0.5, ht + 0.1) was used. Table 3.5 shows that v4 remains the is the best function in
the clustered case, and its timing in the random case is comparable with v3, while v2
now becomes extremely slow with random points. Speed-ups are reported separately,
as version 1 is too slow for the tests shown in Table 3.6.
In both clustered and random tests, the scaling is linear, but as shown in Figure
3.12, v3 is slow in comparison to the others. The speed ups reported in Table 3.6 show
numbers reduced in comparison with the 2d case. In three dimensions the algorithm used
in find active cell around point is slower because of the increased number of neighbouring
cells.
Final 3D Benchmarks We have shown that different containers can improve the
speed of about 5%. For this reason a new implementation of version 4, which uses an
unordered map as container, was added. The tests were done in a 3D setting: the outer
grid is a cube and the points are arranged in a spherical shape (see Figure 3.5).
Table 3.7 shows how, using unordered maps as containers gives a boost of about 5%
Table 3.5: Timings for random and clustered benchmarks of different versions of
compute point locations on 105 random points on a three-dimensional mesh with
5 · 104 cells
Benchmark Type v2 timing v3 timing v4 timing
Clustered 12.27 29.56 2.091
Random 8434 30.84 30.98
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Table 3.6: Speed ups with respect of v1, for random and clustered benchmarks in 3D:
different versions of compute point locations
Benchmark Type (points, cells) v2 speedup v3 speedup v4 speedup
Clustered (104, 5103) - 1.77 5.27
Random (104, 5 · 103) 1.98 395 385
















Figure 3.12: 3D Benchmark With Random Points
Table 3.7: v5 with unordered map comparison on random benchmark
(Points,Cells) v5 v5 with unordered map Speed Up
(3431, 4096) 0.1797 0.1427 1.26
(27967, 32768) 4.082 3.927 1.04




In our initial test we used a cube and a sphere, as in Figure 3.5, partitioned among a
varying number of processes.
=================================================
TimeMonitor results over 12 processors
Timer Name MeanOverProcs
-------------------------------------------------
Compute and merge other points 0.1 (1)
Compute mesh predicate box 0.001423 (1)
Constructing points to be sent 0.0001599 (1)
Dcploc, cube 4 sphere: 3 0.2365 (1)
Merge ghost 0.07784 (1)
Using BBoxes to guess owner 0.001361 (1)
all gather for bboxes 0.001553 (1)
some_to_some ghost part 0.01146 (1)
some_to_some other points 0.005509 (1)
some_to_some owned points 0.01564 (1)
=================================================
The profiling on 12 processes shows how Compute and merge other points takes most
of the time: this is the section of the code were compute point locations is run on points
received from other processes and then added to the current output. This operation is
slowed down because, after calling compute point locations, an additional search on cells
is needed to merge the output.
Making a weak scaling test for this problems is complicated, as depending on the
mesh distribution the number of points which needs to be computed or communicated
varies. A preliminary scaling result is shown in Figure 3.13: in this case compute point
locations was run on a total of 10k points; as we can see there are some scaling problems.
Using unordered maps To improve scaling we used another container, an unordered
map, and of version 6 of compute point locations.
The test was run using a cube and a sphere inside it, as shown in figure 3.5. The
following profiling results show that the algorithm is now well-balanced. Figure 3.14
shows the preliminary scaling results: clearly, for this particular use-case, unordered
multimaps outperform vectors.
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Weak scaling with 10k points per process
Current
Ideal scaling
Figure 3.13: Weak Scaling test
TimeMonitor results over 20 processors
Timer Name MinOverProcs MeanOverProcs
-------------------------------------------------------------------
Compute and merge other points 0.03702 (1) 0.03702 (1)
Compute mesh predicate box 0.00342 (1) 0.003455 (1)
Constructing points to be sent 0.0001049 (1) 0.0001074 (1)
Dcploc, cube 5 sphere: 4 0.07959 (1) 0.07962 (1)
Merge ghost 0.000176 (1) 0.003586 (1)
Using BBoxes to guess owner 0.00106 (1) 0.001089 (1)
all gather for bboxes 0.002365 (1) 0.002371 (1)
some_to_some ghost part 0.000526 (1) 0.009646 (1)
some_to_some other points 0.001664 (1) 0.001669 (1)
some_to_some owned points 0.0008979 (1) 0.0009018 (1)
Notice that the distribution of the sphere cells among processes, and the points dis-
tribution, change with every new number of processes uses: his affects the performance
of compute point locations and it’s behind the apparent super-linear scaling. The plot
clearly shows that the algorithm is scaling well at least with up to a few dozens of cores.
3.6 Further developments
A number of improvements were introduced thanks to efficient search trees algorithms
implemented in the boost library [24]. Among the others, the following functions were
added to GridTools::Cache:
1. Cache.get vertex kdtree(): generates a kdtree containing the vertices of the
triangulation.
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Figure 3.14: Weak Scaling test
2. Cache.get cell bounding boxes rtree(): generates an rtree of bounding boxes,
where each bounding box covers a cell.
3. Cache.get covering rtree(): generates an rtree of bounding boxes which, given
a point, allows to identify the owner or the possible owners of the cell containing
the point.
These additions resulted in the following improvements:
• The kdtree spanning all vertices can be used to speed up the search for vertices
in compute point locations, if no candidate is found.
• The function compute point locations benefits from a tree spanning the cells of the
mesh because, instead of using the diameter, the bounding boxes can be used to
test if a point belongs to a cell. This operation is faster, and usually returns less
false positives.
• Through the intersection of trees spanning the meshes it is possible to generate
more efficiently the coupling matrix.
• The function distributed compute point locations benefits from a tree describing
the “ownership”, implementing a fast search option to find processes which might
own a point.
• The rtree describing the “ownership” can be used to generate a good local de-
scription of the mesh, without the need for a dedicated computation. The only
drawback of this approach is that, currently, the only function implemented in
the boost library returns a single, global bounding box. Multiple boxes can be
obtained with some technical tricks, i.e., implementing a visitor which travels the
tree and requesting all boxes after a certain number of splits.
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Chapter 4
Fiber reinforced materials
In this chapter we show an application of non-matching coupling methods applied to a
continuum mechanics problem: the study of fiber reinforced materials. We describe a
full 3D model, where both the fibers and the underlying material are modelled as three-
dimensional meshes, and then study a reduced model, where fibers are approximated
with tubular neighbourhoods of one-dimensional meshes.
Composite materials are the prototypical example of problems requiring the cou-
pling between multiple, complex geometries. During the past fifty years, the interest
in composite materials flourished multiple times; at first it sparked for the applications
of composites to new materials in aerospace engineering [45], civil engineering [71],
materials science [14, 68], and other engineering fields.
During the nineties, the increasing importance of biomechanics in life sciences lead
to the development of numerous models describing, e.g., arterial walls [55], soft tissues
[53], and muscle fibers [56].
Recent years saw the rise of new application fields, such as the study of natural fiber
composites [81], and engineering methods to accurately recover the three-dimensional
structure of a material sample, e.g., [58, 59].
From the first studies on composites, it has been clear that their properties are
strongly dependent on their internal structure: the volume ratio between each compo-
nent, the orientation, the shape, all contribute substantially to the material’s properties
[45, 46]. One of the most wide-spread and significant example of composites is that of
Fiber Reinforced Materials (FRMs), where thin, elongated structures (the fibers) are
immersed in an underlying isotropic material (the elastic matrix).
We may separate the approaches used to study FRMs into two broad groups: i) “ho-
mogenization methods”, which study a complex inhomogeneous body by approximating
it with a fictitious homogeneous body that behaves globally in the same way [101], and ii)
“fully resolved” methods, which use separate geometrical and constitutive descriptions
for the elastic matrix and the individual fibers.
As examples of analytical “homogenization methods” we recall the rule of mix-
tures [44] and the empirical Halpin-Tsai equations [43], used to study a transversely
isotropic unidirectional composite, where fibers are uniformly distributed and share the
same orientation. The development of homogenization theory led, in recent years, to
more complex models, e.g., [54, 12].
More intricate homogeneization approaches rely on numerical methods to provide a
“cell” behaviour, which is then replicated using periodicity, using, e.g., the Finite Ele-
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ment Method (FEM) [1, 76, 65], Fourier transforms [74, 75, 32], or Stochastic Methods
[66].
The fundamental limit of all “homogenization methods” approaches is the impos-
sibility of adapting them to study composites with little regularity. In these cases,
the different phases are typically modeled separately, as a continuum. This approach
began with Pipkin [82] on two dimensional membranes, and was then expanded to
three-dimensional examples by others (see, e.g., [61] for a detailed bibliography).
Fully resolved methods allow richer structures, but require a high numerical res-
olution, especially when material phases have different scales. The complex meshing
and coupling often result in an unbearable computational cost, limiting the use of these
methods.
The purpose of this chapter is to introduce a new approach which is fit for materials
that have intermediate properties, i.e., they posses no particular regularity, and are made
by a relatively high number of fiber components. We propose an FRMs model inspired
by the Immersed Boundary Method (IBM) [80], and by its variational counterparts [22,
48, 50, 88, 51], where the elastic matrix and the fibers are modeled independently, and
coupled through a non-slip condition. We aim at providing an efficient numerical method
for FRMs that allows the modeling of complex networks of fibers, where one may also
be interested in the elastic properties of single fibers, without requiring the resolution
of the single fibers in the background elastic matrix. From the computational point of
view, this approach allows the use of two independent discretizations: one describing the
fibers, and one describing the whole domain, i.e., both the elastic matrix and the fibers.
A distributed Lagrange multiplier is used to couple the independent grids, following the
same spirit of the finite element immersed boundary method [20, 22], separating the
Cauchy stress of the whole material into a background uniform behavior and a excess
elastic behavior on the fibers.
We begin this chapter introducing the tools needed for our Problem: in Section 4.1
we introduce the basic tools of continuum mechanics which are needed for the description
of the composite materials, we then introduce hyperelastic materials in Subsection 4.1.2,
and report some useful properties of linearized elastic equations in Subsection 4.1.3.
In Section 4.2 we recall some notion of differential geometry, these tools are needed
for Subsection 4.2.1, where we introduce the tubular neighbourhoods of curves, and
Subsection 4.2.2, where we describe some useful coordinate systems for the description
of the gradient on tubular neighbourhoods.
Section 4.3 introduces the classical fully resolved model of a collection of fibers
immersed in an elastic matrix. For simplicity, we do not include dissipative terms,
and restrict our study to linearly elastic materials. The problem is then reformulated
exploiting classical results of mixed finite element methods (see, e.g., Chapter 4 of [19]),
following ideas similar to those found in [21], proving that both the continuous and
discrete formulations we propose are well-posed with a unique solution.
The use of a full three-dimensional model for the fibers still results in high computa-
tional costs; the obvious simplification is to approximate the fibers with one-dimensional
structures. This approach is non-trivial because it is not possible to consider the restric-
tion of a Sobolev function defined on a three-dimensional domain to a one-dimensional
domain. A possible solution involves the use of weighted Sobolev spaces, combinded
with graded meshes [30, 29] but, if the number of fibers is large, graded meshes may still
be too computationally intensive. In Section 4.4, we propose and analyze an alternative
solution, where additional modellistic assumptions enable a 3D−1D coupling that relies
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on local averaging techniques. A similar procedure is used in [49] to model vascularized
tissues. To conclude, we validate our thin fiber model in Section 4.5.
4.1 Basic notions of elasticity
Starting from some basic definitions, we now introduce kinematic description of the
main balance laws needed for the mathematical description of linear elasticity.
4.1.1 Balance Equations
With Lin(n), where n ∈ N, we denote the vector space of all linear applications of Rn
in Rn. With Lin+(n) the subspace of Lin(n) of applications with positive determinant.
We denote the subspace of all symmetric applications in Rn with Sym(n).
When the dimension n of the space is understood, we shall often omit the script
“(n)”.
An important subset of the linear transformations set is the orthogonal group:
O(n) := {O ∈ Lin(n) : OOT = I(n)},
where I(n) is the identity matrix in Rn.
In mechanics we are particularly interested to the subgroup of O(n) containing
applications with positive determinant, as in dimensions n = 2 and n = 3 it coincides
with rigid rotations; the orthogonal group is defined as:
SO(n) := O(n) ∩ Lin+(n).
Bodies have an intrinsic property: they occupy a region of space. This property
allows to define a body reference configuration as a regular subset Ω of the Euclidean
space E3.
To study the body’s deformation we define a vector field φ, called deformation:
φ : Ω→ R3,
with the deformed configuration of the body being φ(Ω).
Remark. It is often necessary to include an explicit dependency on the time t for the
deformation, which becomes
φ : [0, T ]× Ω→ R3,
with T a positive constant, and [0, T ] a time interval.
A point can be described by its Lagrangian coordinate p ∈ Ω, and by its Eulerian
coordinate x = φ(p).
We indicate the deformation gradient with F := ∇φ. This value describes locally
the volume after deformation per unit original volume, and we assume J := detF > 0,
i.e., F (p) ∈ Lin+.
The displacement vector of a point p ∈ Ω is defined as:
u(p) := φ(p)− p,
implying
F = I +∇u.
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Let ρ0 be the mass density in the reference configuration, and let ρ be the mass den-
sity in the deformed configuration. Considering bodies with a continuous distribution
of mass and imposing the conservation of mass for each (measurable) subset of Ω, leads
to the equation:
ρJ = ρ0.
Internal contact forces are described by the following axiom:
Axiom 1 (Cauchy’s hypothesis). Let S ⊂ Ω be an oriented surface inside Ω. There
exists a surface force density s(n, x), with positive unit normal n at x ∈ S, describing
the force per unit area exerted across S upon the material on the negative side of S by
the material on the positive side.
This leads to the following statement for the conservation of linear momentum in






where b is the density of the external force per unit mass.
A fundamental milestone in continuum mechanics is Cauchy theorem [40], which
states that s(n, x) is linear in n.
Theorem 4.1.1. Let (s, b) be a system of forces for a body Ω. Then a necessary and
sufficient condition for the momentum balance laws to be satisfied is that there exists a
spatial tensor field T , called the Cauchy stress, such that:
• for every unit normal vector n
s(n) = Tn
• T ∈ Sym(n)
• T satisfies the conservation of linear momentum:
div T + ρb = 0.
The Cauchy stress tensor describes the contact force per unit area in the deformed
configuration and, in the case of elastic body, it is assumed to depend on the deformation
gradient:
T = T (x, F (x)).
The same quantity can be represented in the reference configuration using the first
Piola-Kirchhoff stress tensor P , defined as:
P = JF−1T.
4.1.2 Hyperelasticity
A common strategy to simplify the study of elastic materials, is to assume the internal
dissipation to be zero during any admissible motion: the second law of thermodynamics
becomes an equality, and no heat is produced. This idea is formalized in the concept of
perfect elasticity: a material is said to be perfectly elastic if it does not produce entropy
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when deformed [100]. One such material is called hyperelastic if there exists a strain
energy density, called Ψ, depending only on the deformation gradient F .
Starting from the second law of thermodynamics, it is possible to prove that the






where P is the First Piola-Kirchhoff stress.
This simplified model is appropriate, for example, to describe the first soft material
that has been extensively studied, especially by Treolar [99]: rubber. Rubber materials
can maintain an elastic behaviour even when subjected to large deformations, e.g., an
extension ratio of 3.0 as shown in Figure 4.1.
Figure 4.1: Two dimensional extension on S-rubber from the original article [99]; curve
a) show the points obtained in the experiment, curve b) the agreement between the
two curves, when increasing and reducing the extension.
Using the constitutive restrictions from continuum mechanics, it is possible to detail
the dependence of Ψ on F . To avoid the possibility of an infinite deformation of the
material with a finite amount of energy, Ψ should satisfy the non-degeneracy axiom:{
Ψ(F )→ +∞ for det(F )→ 0+,
Ψ(F )→ +∞ for
√
tr(F TF ) +
√
tr(F−TF−1)→ +∞.
A material is isotropic if its energy is independent of the reference frame:
Ψ(F ) = Ψ(QF ) for every F ∈ Lin(3), and for every Q ∈ SO(3),
Recall the right Cauchy-Green tensor is defined as:
C = F TF.
It is possible to prove that the strain energy density can be expressed as a function of
the principal invariants of C:
Ψ = Ψ(I1, I2, I3),
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where




By making additional hypotheses on the material, it is possible to find more precise
formulations for Ψ. For example we can consider the Mooney-Rivlin model [73, 86],
which describes an incompressible model, i.e., detF = 1, in this case the Ψ can be
expressed in the following form:
Ψ(F ) = C10(I1 − 3) + C01(I2 − 3),
where C10 and C01 are two material parameters. For this model the shear modulus µ
can be expressed as:
µ = 2(C10 + C01).
A special case of this model is the neo-Hookean model, in which C01 = 0, see [73].
4.1.3 Linear elasticity
The most widely used model for elasticity is the linear elastic model; this theory is
appropriate when considering small deformations, and can be obtained linearizing the
equations proposed in Section 4.1.2.
We now report some widely known results, for more details see [41] and Section 4.3
of [69].












called the elasticity tensor.
The elasticity tensor C has a number of properties, such as being symmetric and
invariant under the symmetry group of the material, or that C[W ] = 0 for every W ∈
Skw, the subspace of skew matrices:
Skw := {W ∈ Lin: W = −W T }
Theorem 4.1.2. Assume that the material is isotropic. Then there exists scalars λ and
µ, called Lame` moduli, such that:
C[E] = 2µE + λ(tr(E))I,
for every E ∈ Sym
Theorem 4.1.2 is particularly important as, given the gradient ∇u of the displace-
ment, it allows to write the constitutive law of the material as:
C∇u := 2µEu+ λ(div u)I,
where Eu := ∇u+∇u
T
2 is the symmetric part of the gradient.
An important property of elastic tensor is the strong ellipticity: there exists a
positive constant c > 0 such that:
Cijklvivjwkwl ≥ c‖v‖2‖w‖2,
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for all vectors v, w ∈ Rn, where n is the dimension of the space we are considering
(typically 3).
In the case of linear elasticity there exists a characterization of this property:
Theorem 4.1.3. Let C be an isotropic an homogeneous elasticity tensor with Lame`
moduli λ and µ. Then
C is strongly elliptic⇔ µ > 0, 2µ+ λ > 0.
Strong ellipticity is a common and important property for elastic models; in this
thesis we chose, for simplicity, the linear elastic model for our numerical simulations.
Finally we describe pointwise stability, a stronger property than ellipticity: C is
pointwise stable if, for every symmetric vij
Cijklvijvkl > 0.




µ+ λ > 0.
4.2 Basic notions of differential geometry
The description of fiber reinforced materials, and their approximation as tubular neigh-
bourhoods, requires some basic notions of differential geometry, which we briefly collect
here; for a more detailed reference see, e.g., [60].
In the second part of this Section, we introduce the description of the Laplacian
using coordinates on the curve, which is mostly used in physics-related fields for the
description of particle trajectories.
Consider Γ, a one-dimensional curve immersed in R3; let I ⊂ R be a finite interval,
and ω : I → Γ be the arclength parametrization of Γ.
Assuming the curve is C3, at each point x ∈ Γ, there exists an s ∈ I such that x =









b(s) = t(s)× n(s).
Here t is the vector tangent to the curve at x, while n and b generate the plane
orthogonal to the curve at x; for an example see Figure 4.2.

















Figure 4.2: The Frenet trihedron.
A curve with torsion identically zero is called planar curve, as it can be embedded
inside a plane.













The concept of tubular neighbourhoods is one of the basic tools in differential geometry;
the basic properties of a tubular neighbourhoods which we report here are often shown
as examples of exercises in multidimensional real analysis and multivariable calculus
books, e.g., [31].
Given a radius a ∈ R, a > 0, and a curve Γ in R3, we define the tubular neigh-
bourhood of Γ of radius a, as the set of all points in R3 at distance at most a from the
curve:
Ωa := {x ∈ R3 : dist(x,Γ) ≤ a}.
If Γ is regular enough, and has an arclength parametrization ω, then Ωa can also be
defined as:





We require ∂Ωa to be non-intersecting. This hypothesis is satisfied locally if ω is






For a plane curve, the osculating circle has radius maxs∈I 1κ(s) , and can be seen as
the intersection of normals for infinitely closed points; because a is smaller than the
radius, perpendicular disks do not intersect.
If the torsion τ is non-zero, then we can repeat the argument in space using the

















Figure 4.3: Frenet-Serret and the rotated coordinate systems.
after noticing that R(s) ≥ 1κ(s) .
To describe the tubular neighbourhood, we introduce the following definition: for
all x = ω(s) ∈ Γ, we define Da(x) as the two-dimensional disk perpendicular to Γ, with
radius a, centered at x:





4.2.2 A reference system on one-dimensional fibers
The use of Frenet-Serret coordinates is used in physics to study wave propagation, optics
and particle trajectories [63].
To simplify our computations we shall rotate the orthogonal vectors, as proposed
by Tang [98], and then transform the plane < n, b > using polar coordinates, as done
in [90].
Recall that each point x of a the tubular neighbourhood Ωa can be written as
x = ω(s) + x0n(s) + y0b(s),
with x0, y0 ∈ [−a, a], where x0 and y0 are the distances from x to the centerline Γ,
along the normal and binormal directions. Using the Frenet-Serret formulas 4.2, we can
compute the metric tensor:
dx · dx = dx20 + dy20 + [(1− κx0)2 + (x20 + y20)τ2]ds2 + 2τ(x0dy0 − y0dx0)ds.
The metric is non-orthogonal because of the mixed term 2τ(x0dy0 − y0dx0)ds.
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where the initial value θˆ can be fixed arbitrarily. Define the rotated vectors:
e1(s) = cos(θ(s))n(s)− sin(θ(s))n(s) (4.3)
e2(s) = sin(θ(s))n(s) + cos(θ(s))n(s), (4.4)
each point x ∈ Ωa can be written in the new system of reference as:
x = ω(s) + x1e1 + y1e2.
The metric of the the coordinates (t, e1, e2) is orthogonal:
dx · dx = dx21 + dy21 + [1− κ(x1 cos(θ) + y1 sin(θ))]2ds2.
We assume fibers to be cylindrical in their reference configuration; a natural de-
velopement for our model is for fibers to be axisymmetric. This suggests the use of a
coordinate system where the orthogonal plane to a point x of the curve, is described
through polar coordinates.
Consider the coordinate system (r, ϑ, s), where (r, ϑ) are defined so that:
x1 = r cos(ϑ) (4.5)
y1 = r sin(ϑ). (4.6)
This coordinate system is shown in Figure 4.3; the metric for the coordinate system
(r, ϑ, s) is:
dx · dx = dr2 + r2dϑ2 + (1− κr cos(ϑ− θˆ))2ds2.
This allows to write the gradient in the coordinates (r, ϑ, s):














Many bi-phasic materials present a relatively simple fiber structure but result in a very
intricate elastic matrix. Consider, for example, Figure 4.4: constructing a discretization
grid for the fibers themselves maybe simple enough, but building a fully resolved grid
for the surrounding elastic matrix, in this case, may require eccessive resolution, and
result in a computationally hard problem to solve. We wish to describe a new approach,
where we substitute the complex mesh needed for the elastic matrix with a simple one
describing the whole domain, and overlap the fiber structure independently with respect
to the background grid, coupling the two systems via distributed Lagrange multipliers.
4.3.1 On the coupling bond
To introduce our model, it is useful to briefly report some well-known properties of
FRMs (for more details see [28], Chapter 16).
The mechanical characteristics of a FRM do not depend only on the properties of
the two phase materials, but also on the degree to which an applied load is transmitted
from the elastic matrix to the fiber. The transmission depends on:
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Figure 4.4: An example of a fiber structure for which the mesh generation for the
fibers would be trivial, but the resulting three-dimensional elastic matrix would be
much more expensive to resolve in full.
• The fiber-matrix bond strength τc, i.e., the degree to which an applied load is
transmitted to the fibers through the interfacial bond between the fiber and the
matrix phases
• The fiber length, because the matrix-fiber bond greatly reduces at the extremities;
see Figure 4.5.
The fact that, at the edges of the fiber, the load transmittance reduces, leads to the




If the fibers are shorter than this critical value lc, the stress transference becomes neg-
ligible, while longer fibers generally result in better reinforcement for the material [28].
Fibers for which the length l is l lc are called continuous fibers.
To simplify our model we consider continuous fibers with a “perfect bond” between
the two phases, leading to the same deformation of both materials. Mathematically, the
bond is imposed using a non-slip condition between the two phases.
For the simplified one-dimensional model, we introduce the average non-slip con-
dition using the integral average; in the case of thin fibers, assuming the solution is
piecewise continuous, this can be seen as an approximation of the classical non-slip
condition.
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Figure 4.5: Deformation pattern around a fiber subjected to a load.
4.3.2 Problem formulation
As a model bi-phasic material, we consider a linearly elastic fiber reinforced material. To
simplify the treatment of the problem, in this work we limit ourselves to the quasi-static
small strain regime. The extension to finite strain elasticity and dynamic problems does
not present additional difficulties and is going to be be the subject of a future work.
To describe the composite we use a connected, bounded, Lipschitz domain Ω ⊂ Rd of
dimension d = 3, composed of a fiber phase Ωf ⊂ Ω, which we assume to be a Lipschitz
domain, and an elastic matrix phase Ωˆ := Ω \ Ωf ⊂ Rd. The fiber phase is obtained as
the union of the nf ∈ N fibers, each described through a connected, Lipschitz domain;
for simplicity we shall fix nf = 1. The results hereby reported can be easily extended







Example of a two-dimensional section of an FRM with uniformly oriented fibers.
Remark. The results of this section hold for a general domain Ωf , union of multiple
components with the required regularity. The property of the fibers of being thin, elon-
gated, structures, is only needed for the model of Section 4.4, and plays no role in this
section, where they could be considered “elastic inclusions”.
Given a displacement field u : Ω → Rd, representing a deformation from the equi-
librium configuration, the corresponding stress tensor on Ω can be expressed using the
stress-strain law [40]:
S[u] = C∇u,
4.3. THREE-DIMENSIONAL MODEL 61




Cf in Ωf .
(4.7)
Here CΩ and Cf are assumed to be constant over their respective domains, and
represent the elasticity tensors of the elastic matrix and of the fibers. The classical
formulation of static linear elasticity can be thought of as a force balance equation (see,
for example, [40]):
Problem 12 (Classic Strong Formulation). Given an external force density field b, find
the displacement u such that
−div(Cu) = b in Ω,
u = 0 on ∂Ω.
(4.8)
Due to the piecewise nature of C, it is natural to reformulate Problem 12 into a
variational or weak formulation. Given a subset D of ∂Ω, we introduce the notation for
the subspace of the Sobolev space H1(Ω) with functions vanishing on a subset D of the
boundary ∂Ω:
H10,D(Ω)
d := {v ∈ H1(Ω)d : v∣∣
D
= 0},
with norm ‖ · ‖V = ‖ · ‖H1(Ω) := ‖ · ‖Ω + ‖∇ · ‖Ω, where the symbol ‖ · ‖A represents the
L2(A) norm over the measurable set A ⊂ Ω, and (·, ·)A represents the L2 scalar product





= {v ∈ H1(Ω)d : v∣∣
∂Ω
= 0},
The standard weak formulation reads:
Problem 13 (Classic Weak Formulation). Given b ∈ L2(Ω)d, find u ∈ V such that:
(C∇u,∇v)Ω = (b, v)Ω ∀v ∈ V. (4.9)
The main idea behind our reformulation is to rewrite Problem 13 into an equivalent
form, where we define two independent functional spaces. The novelty we introduce is
to define the functional spaces on Ω and Ωf , and not on Ωˆ and Ωf . To achieve this,
we define two fictitious materials: one with the same properties of the elastic matrix,
occupying the full space Ω, and one describing the “excess elasticity” of the fibers
separately, defined on Ωf only. The first step in this direction is to split the left-hand
side of Equation 4.9 on the two domains:
(C∇u,∇v)Ω = (Cf∇u,∇v)Ωf + (CΩ∇u,∇v)Ωˆ
= (Cf∇u,∇v)Ωf + (CΩ∇u,∇v)Ωˆ + (CΩ∇u,∇v)Ωf︸ ︷︷ ︸
Ω
−(CΩ∇u,∇v)Ωf
= (CΩ∇u,∇v)Ω + (δCf∇u,∇v)Ωf ,
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For simplicity, we improperly use the expression “elastic matrix equation” and “fiber
equation”, even though they should be really considered as the “whole domain equa-
tion”, and a “delta fiber equation”.
This formal separation does not change the original variational problem, which can
still be stated explicitly: given b ∈ L2(Ω)d, find u ∈ V such that:
(CΩ∇u,∇v)Ω + (δCf∇u,∇v)Ωf = (b, v)Ω ∀ v ∈ V. (4.10)
To simplify the coupling between the fibers and the elastic matrix, we need to split
Equation 4.10 on two functional spaces, describing their boundary conditions.
The boundary of the domain Ω induces a natural splitting on the boundary of the
fibers: we define the following partition of ∂Ωf :
Bi := ∂Ωf \ ∂Ω (4.11)
Be := ∂Ω ∩ ∂Ωf , (4.12)
where Bi is the interface between the fibers and the elastic matrix, and Be is the interface
between the fibers the exterior part of Ω, that lies on the boundary ∂Ω.






With the explicit introduction of the space W we can modify Problem 13 by sep-
arating the solution into two components, one describing the whole matrix, the other
describing the fibers. To enforce the continuity at the boundary of the two components
we impose an interface condition: the following non-slip constraint for the solution





To easily the continuity at the boundary of the two components and Equation 4.14, one
should choose matching grids for Ω and Γ. To avoid this inconvenience we follow the
distributed Lagrange multiplier approach described in [20, 6, 23].
The modified problem can be described as a constrained minimization problem:















(δCf∇w,∇w)Ωf − (b, u)Ω. (4.16)
To impose the non-slip constraint of Equation 4.14 in weak form, several choices are
possible. One may use, for example, the scalar product of W , or the duality product
W ′ ×W as in [21]. In this work, we use the latter, let Q := H−10,Be(Ωf )d = W ′, which
enforces the transmission condition on the interface (see [6, 23]):
〈q, u∣∣
Ωf
− w〉Q×W = 0 ∀q ∈ Q. (4.17)
For simplicity we shall avoid the subscript Q×W from now on.
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The constrained minimization expressed in Equation 4.15 is equivalent to the saddle
point problem:















(δCf∇w,∇w)Ωf + 〈λ, u
∣∣
Ωf
− w〉 − (b, u)Ω.
A solution to Equation 4.18 is obtained by solving the Euler-Lagrange equation:
〈Duψ, v〉+ 〈Dwψ, y〉+ 〈Dλψ, q〉 = 0 ∀ v ∈ V, ∀ y ∈W, ∀ q ∈ Q, (4.19)
that is:
Problem 14 (Saddle Point Weak Formulation). Given b ∈ L2(Ω)d, find u ∈ V,w ∈
W,λ ∈ Q such that:
(CΩ∇u,∇v)Ω + 〈λ, v
∣∣
Ωf
〉 = (b, v)Ω ∀v ∈ V (4.20)
(δCf∇w,∇y)Ωf − 〈λ, y〉 = 0 ∀y ∈W (4.21)
〈q, u∣∣
Ωf
− w〉 = 0 ∀q ∈ Q, (4.22)
or, equivalently,
KΩu +BTλ = (b, ·)Ω in V ′
Kfw −MTλ = 0 in W ′
Bu −Mw = 0 in Q′,
(4.23)
where
KΩ : V → V ′ 〈KΩu, ·〉 := (CΩ∇u,∇·)Ω
Kf : W →W ′ 〈Kfw, ·〉 := (δCf∇w,∇·)Ωf
B : V → Q′ 〈Bu, ·〉 := 〈·, u∣∣
Ωf
〉
M : W → Q′ 〈Mw·〉 := 〈·, w〉.
(4.24)
4.3.3 Well-posedness, existence and uniqueness
The theory for saddle point structure problems is well known and can be found, for
example, in [19]. To verify well-posedness, existence and uniqueness of the solution to
such a problem, it is sufficient for certain inf − sup and ell − ker conditions to be
satisfied.
To make our notation closer to the one used in [19], we introduce the following
Hilbert space, with its norm:
V := V ×W,
‖(u,w)‖2V := ‖u‖2V + ‖w‖2W .
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We indicate with u := (u,w), v := (v, y) the elements of V, and define the following
bilinear forms:
F : V× V −→ R
(u,v) 7−→ 〈KΩu, v〉+ 〈Kfw, y〉 = (CΩ∇u,∇v)Ω + (δCf∇w,∇y)Ωf ,
E : V×Q −→ R
(u, q) 7−→ 〈Bu, q〉 − 〈Mw, q〉 = 〈q, v∣∣
Ωf
− w〉.
Summing the first two equations of Problem 14 and using the newly defined space
and bilinear forms we can restate the problem as: find u ∈ V, λ ∈ Q such that
F(u,v) + E(λ,v) = (b, v)Ω ∀ v := (v, y) ∈ V,
E(u, q) = 0 ∀ q ∈ Q. (4.25)
Following [19], to state the inf − sup conditions we introduce the kernel
kerE :=
{
v := (v, w) ∈ V : 〈q, v∣∣
Ωf
− w〉 = 0 ∀q ∈ Q
}
.
Since we can identify L2(Ωf ) with its dual, and L
2(Ωf ) ⊂W ′, we have that
〈q, v∣∣
Ωf
− w〉 = 0⇒ (q, v∣∣
Ωf
− w)Ωf = 0⇒ v
∣∣
Ωf
= w a.e. (4.26)
A sufficient condition for the problem to be well-posed, and prove existence and
uniqueness of the solution is the following: if there exist two positive constants α1 >












‖u‖V ‖v‖V ≥ α2. (4.28)
These two conditions can be proven with the following propositions:








‖(v, w)‖V ‖q‖Q ≥ α1.
Moreover α1 = 1.
The proof for this proposition, and its discrete version, are variations on the one
found in [21].
Proof. The non slip condition is given by the duality pairing between Q = W ′ and W ;














where the last inequality can be proven fixing v = 0. The final statement is found
dividing by ‖q‖Q and taking the infq∈Q.
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Proposition 4.3.1 proves Inequality 4.27. To prove Inequality 4.28 additional hy-
potheses are needed:
Proposition 4.3.2. Assume CΩ and Cf to be strongly elliptical, with constants cΩ and






‖(v, y)‖V‖(u,w)‖V ≥ α2.
Proof. An immediate consequence of the hypotheses is that δCf is elliptic of constant
cf − cΩ. Following the proof for a similar statement found in [6, 23], given an element
(v, y) ∈ ker(E), the fact that v∣∣
Ωa
= y allows to use the Poincare´ inequality on v to





≥ cΩ(∇u,∇u)Ω + (cf − cΩ)(∇w,∇w)Ωf‖(u,w)‖V
≥ cp min(cΩ, cf − cΩ)
2
(u, u)H1(Ω) + (w,w)H1(Ωf )
‖(u,w)‖V
≥ α2‖(u,w)‖V,
where we used the Poincare´ inequality with its positive constant cp on u ∈ V , with
α2 :=
cp min(cΩ,cf−cΩ)
2 , and we used the scalar product of H
1(Ω):
(u, u)H1(Ω) := (u, v)Ω + (∇u,∇v)Ω,
and the analogous one for H1(Ωf ). The final statement is obtained dividing by ‖(u,w)‖V
and considering the inf(u,w)∈kerE.
Remark. This manuscript does not intend to focus on the choice of elastic tensors.
As stated in Subsection 4.1.3, strong ellipticity is a common property among them, and
holds in the case of linearly elastic materials with some hypotheses on µ and λ: let
u ∈ V , w ∈W
CΩ∇u := 2µΩEu+ λΩ(tr∇u)I = 2µΩEu+ λΩ(div u)I (4.29)
Cf∇w := 2µfEw + λf (tr∇w)I = 2µfEw + λf (divw)I (4.30)
δCf∇w := 2(µf − µΩ)Ew + (λf − λΩ)(tr∇w)I (4.31)
= 2µδEw + λδ(divw)I,
where µδ := µf − µΩ and λδ := λf − λΩ. For our numerical tests we shall use these
equations, with coefficients satisfying the strongly ellipticity hypotheses of Theorem 4.1.3.
Proposition 4.3.2 implies Inequality 4.28, and we conclude that Problem 14 is well-
posed, and has a unique solution.
In the next subsection 4.3.3, we prove Proposition 4.3.2 directly, in the case of a
pointwise stable linear elastic operators.
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Direct proof for the inf-sup
Assuming pointwise stability (see Subsection 4.1.3 ) for the constitutive laws, described
in Equations 4.29 and 4.31, we can prove directly a modified version of Proposition
4.3.2:
Proposition 4.3.3. Assume CΩ and Cf to be pointwise stable linear elastic equations,






‖(v, y)‖V‖(u,w)‖V ≥ α2.
Idea of the proof: for elements of V we can use Korn and Poincare’ inequalities;
using the fact that (u,w) ∈ ker(E) this allows to control also w.
Proof. Define µˆ := 12 min(µΩ, µf ) > 0; if λΩ ≥ 0, using the definition of CΩ:
(CΩˆ∇u,∇u)Ωˆ ≥ 2µΩ‖Eu‖Ωˆ ≥ 2µˆ‖Eu‖Ωˆ.
If λΩ < 0, then the stability condition 2µΩ + 3λΩ > 0 ⇒ µΩ + λΩ > 0. Now using the
fact that ‖Eu‖Ωˆ ≥ ‖tr(Eu)‖Ωˆ = ‖div(u)‖Ωˆ:
(CΩ∇u,∇u)Ωˆ = 2µΩ‖Eu‖Ωˆ + λΩ‖ div(u)‖Ωˆ
≥ µΩ‖Eu‖Ωˆ + (µΩ + λΩ)︸ ︷︷ ︸
>0
‖div(u)‖Ωˆ > µΩ‖Eu‖Ωˆ ≥ 2µˆ‖Eu‖Ωˆ.
Similarly:
(Cf∇w,∇y)Ωf ≥ 2µˆ‖Eu‖Ωf .
Splitting F over Ωˆ and Ωf , and applying last inequality:
sup
(v,y)∈ker(E)
(CΩ∇u,∇v)Ω + (δCf∇w,∇y)Ωf = sup
(v,y)∈ker(E)
(CΩ∇u,∇v)Ωˆ + (Cf∇w,∇y)Ωf
≥ µˆ(Eu,Eu)Ωˆ + 2µˆ(Ew,Ew)Ωf
= µˆ(Eu,Eu)Ω + µˆ(Ew,Ew)Ωf .




‖(v, y)‖V ≥ µˆ
‖Eu‖2Ω + ‖Ew‖2Ωf
‖(u,w)‖V (4.32)
As u ∈ V = H10 (Ω) we can use Korn’s first inequality (see e.g. [77] or [78]): there is
a constant CK such that CK‖∇u‖2Ω ≤ ‖Eu‖2Ω. Using then Poincare´ inequality with its
constant CΩ on H
1
0 (Ω) we obtain:
(Eu,Eu)Ω + (Ew,Ew)Ωf ≥ CK‖∇u‖2Ω + ‖Ew‖2Ωf




+ ‖u‖2Ω + ‖Ew‖2Ωf︸ ︷︷ ︸
(b)
 ,
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where C1 = min(1, CΩCK). Because (u,w) ∈ ker(E) ⇒ u
∣∣
Ωf
= w and ‖u‖2Ωf = ‖w‖2Ωf .
The term (b) can thus be estimated using the second Korn inequality:
‖u‖2Ω + ‖Ew‖2Ωf ≥ ‖w‖2Ωf + ‖Ew‖2Ωf ≥ CK‖∇w‖2Ωf ,
where we assume CK is a constant satisfying both Korn inequalities. Applying Poincare´
inequality on (a):




+ ‖u‖2Ωf + ‖∇w‖2Ωf︸ ︷︷ ︸
(b)
 ,
where C2 = min(CΩ, CK) and (b) = ‖w‖2H1(Ωf ). Apply again Poincare´ inequality on (a):
(Eu,Eu)Ω + (Ew,Ew)Ωf ≥ α2
(
‖u‖2H1(Ω) + ‖w‖2H1(Ωf )
)
= ‖(u,w)‖2V




‖(v, y)‖V ≥ α2
‖(u,w)‖2V
‖(u,w)‖V = α2‖(u,w)‖V
We conclude dividing by ‖(u,w)‖V and evaluating the inf over (u,w) ∈ ker(E).
4.3.4 Finite element discretization
The formulation of Problem 14 makes it possible to consider independent, separate
triangulations for its numerical solution. Consider the family Th(Ω) of regular meshes
in Ω, and a family Th(Ωf ) of regular meshes in Ωf , where we denote by h the maximum
diameter of the elements of the two triangulations. We assume that no geometrical
error is committed when meshing, i.e., Ω =
⋃
Th∈Th(Ω) Th, and Ωf =
⋃
Sh∈Th(Ωf ) Sh. We
consider two independent finite element spaces Vh ⊂ V , and Wh ⊂W .
The duality paring between Q and W can be represented using the L2 scalar product
in Ωa:
〈q, w〉 = (q, w)Ωf .
Thus we discretize the duality pairing as the L2 product, and consider Qh = Wh. To
handle the restriction of functions from Vh to Wh, we first introduce the L
2 projection:
PW : W →Wh ⊂ L2(Ωf ),
which is continuous: for every u ∈W
‖PWu‖L2(Ωf ) ≤ ‖u‖L2(Ωf ).
This condition is too weak for our problem, which involves ∇w. We assume the projec-
tion PW is H
1-stable, i.e., there exists a positive constant c, such that for all w ∈ W :
‖∇PWw‖Ωf ≤ c‖∇w‖Ωf . (4.33)
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). We assume that the H1-stability property holds uniformly on Th(Ω) and
Th(Ωf ), provided that the mesh size h is comparable on the two domains.
To discretize Problem 14, we reformulate the weak non-slip condition of Equation




− wh)Ωf = (qh, vh
∣∣
Ωf
)Ωf − (qh, wh)Ωf
= (qh, PW vh)Ωf − (qh, wh)Ωf = (qh, PW vh − wh)Ωf .
Problem 15 (Discrete Weak Formulation). Given b ∈ L2(Ω)d, find uh ∈ Vh, wh ∈
Wh, λh ∈ Qh such that:
(CΩ∇uh,∇vh)Ω + (λh, PW vh)Ωf = (b, vh)Ω ∀vh ∈ Vh, (4.34)
(δCf∇wh,∇yh)Ωf − (λh, yh)Ωf = 0 ∀yh ∈Wh, (4.35)
(qh, PWuh − wh)Ωf = 0 ∀qh ∈ Qh. (4.36)
As in the continuous case, we study the inf − sup conditions after defining the
following space:
Vh := Vh ×Wh,
equipped with the norm ‖ · ‖V, and the operators:
Fh : Vh × Vh −→ R
(uh, vh) 7−→ (CΩ∇uh,∇vh)Ω + (δCf∇wh,∇yh)Ωf ,
Eh : Vh ×Qh −→ R
(uh, qh) 7−→ (qh, PW vh − wh)Ωf .
Equation 4.25 can now be discretized: find uh ∈ Vh, λh ∈ Qh such that
Fh(uh, vh) + Eh(vh, λh) = (b, vh)Ω, ∀ vh := (vh, yh) ∈ Vh
Eh(uh, qh) = 0 ∀ qh ∈ Qh.
Following Subsection 4.3.3, Problem 15 is well-posed, and there exists a unique















These conditions can be proved modifying Propositions 4.3.1 and 4.3.2:





(qh, PW vh − wh)Ωf
‖(vh, wh)‖V‖qh‖Ωf
≥ α3.
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Proof. The proof is similar to the one of Proposition 4.3.1. For every qh ∈ Qh, by
definition of the Q norm, and using the representation of the duality paring as a scalar









where the last equality holds for the choice of spaces. Using well-known properties of
PW , and the H
1 stability, we can prove there exists a c such that:
‖PW wˆ‖Q ≤ C‖wˆ‖Q.


















and we conclude as in Proposition 4.3.1.
To study the ell − ker condition on Fh we define:
ker(Eh) :=
{




vh := (vh, wh) ∈ Vh : (qh, PW vh)Ωf = (qh, wh)Ωf ∀qh ∈ Qh
}
.
Proposition 4.3.5. Assume CΩ and Cf to be strongly elliptical with constants cΩ and







‖(vh, yh)‖V‖(uh, wh)‖V ≥ α4.
Proof. Mutatis mutandis, the proof follows the one of Proposition 4.3.2.
Error estimate Proposition 4.3.1 and 4.3.2 allow us to apply the theory from Chapter
5 of [19], obtaining the following error estimate:
Theorem 4.3.1. Consider CΩ and Cf , elastic stress tensors satisfying the hypothesis of
Proposition 4.3.2, the domains Ω and Ωf with the regularity required in Section 4.3, and
b ∈ L2(Ω)d. Then the following error estimate holds for (u,w, λ), solution to Problem
14, and (uh, wh, λh), solution of Problem 15:





‖u− vh‖V + inf
yh∈Wh






where Ce > 0, and depends on α3, α4, cΩ, cf and the norm of the operators KΩ and Kf .
We remark how this constant Ce depends on α3, which is affected by the coupling
between the two meshes. As intuition suggests, the quality of the solution does not
depend only the on the ability of V and W to individually describe it, but also on the
coupling between them.
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Non-matching meshes One of the basic assumptions made in the continuous case is
that, for every element v ∈ V , we have that v∣∣
Ωa
∈ W ; similarly every element w ∈ W
can be extended to an element of V .
With an independent discretization of the two meshes the inclusion Wh ⊂ Vh can
not be guaranteed, leading to the use of the projection PW : Vh →Wh, which we require
to be H1-stable, i.e., that Equation 4.33 holds.
Since for every vh = (vh, wh) ∈ ker(Eh)⇒ PW (vh) = wh ⇒ wh ∈ PW (Vh); if the set
PW (Vh) is small, the inf − sup constant can be negatively affected; the extreme case
being PW = 0, which results in ker(Eh) = {(0, 0)}, and the inf − sup condition for Fh
not satisfied.
Under some simple construction hypotheses it is possible to guarantee that globally
constant and linear functions are included in the kernel, ensuring that ker(Eh) 6= {(0, 0)}.
4.4 Thin fibers
The computational cost of discretizing explicitly numerous three-dimensional fibers
might render Problem 15 too computationally demanding: a possible simplification
is suggested by the fiber shape, which can be approximated with a one-dimensional
structure. Constructing this simplified model is a non-trivial task because the restric-
tion (or trace) of a three-dimensional function to a one-dimensional domain is not well
defined in Sobolev spaces.
Instead of resorting to weighted Sobolev spaces and graded meshes, as done in
[30, 29], the solution we propose is to introduce additional modellistic hypotheses, that
allow one to use averaging techniques instead of traces to render the problem well posed.
To simplify the exposition, we shall consider a single fiber; the same results hold
with a finite collection of fibers.
We use the definitions of Section 4.2: let Γ be a one-dimensional connected domain,
embedded in Ω, let ω : [0, L]→ Γ be its arclength parametrization of Γ. We assume the
Frenet trihedron (t(s), n(s), b(s)) to be well defined for every s ∈ [0, L], at every point
ω(s) ∈ Γ, and the function s 7→ (t(s), n(s), b(s)) to be continuous.
We fix a constant radius a ∈ R, a > 0 for the physical fiber Ωa, which is described
by the tubular neighbourhood of Γ or radius a; we assume Ωa ⊂ Ω.
We now modify the definitions of Section 4.3, for the boundaries of ∂Ωa:
Bi := ∂Ωa \ ∂Ω,












with d = 3.
As a reference model, we consider small deformations of an FRM in which fibers
are stiff compared to the underlying matrix. For this model, the fiber radius can be
considered to be approximately constant.
Curved fiber In this section we call Γ be a one-dimensional straight line, immersed in
R3 of finite length, and call Ωa its tubular neighbourhood of radius a, which is a straight
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cylinder. To represent a generic a one-dimensional connected domain we use the symbol
Γ˜, and assume its tubular neighborhood can be obtained through the restriction of the
diffeomorphism
Φ: Ω→ Ω˜, (4.39)
satisfying the following hypotheses:
• It transforms the cylinder into the tubular neighbourhood of the curve Γ˜ with
constant radius a: Ω˜a = Φ(Ωa)
• It transforms the cylinder center line: Γ˜ = Φ(Γ)
• It transforms orthogonal disks to Γ into orthogonal disks to Γ˜: for every x ∈ Γ,
D
a,Γ˜







where we added the subscript to identify the disk as orthogonal to Γ˜ and Γ respectively;
D
a,Γ˜
(Φ(x)) ⊂ Ω˜a, and Da,Γ(Φ(x)) ⊂ Ωa.
Numerous transformations satisfy these properties, e.g., rotations and stretches, but
also transformations modifying the curvature, see Section 4.2.
To simplify the notation we shall avoid making the explicit distinction between Γ,
Γ˜ etc. in this manuscript, except for this paragraph and the next subsection, preferring
then the symbol without tilde.
4.4.1 Regularity of the average
In this subsection we prove that, by considering a certain average for our functions, we
obtain a sufficiently regular “restriction” operator which we can use for our fictitious
domain approach.
To avoid confusion, in this subsection we shall avoid the symbols V,W , writing
explicitly the spaces as H1(Ω), H1(Ω˜a), and so on.
In this Section, domains without tilde, such as Γ, refer to the case of cylinder aligned
with the first axis; domains with tilde, such as Γ˜, are used for other domains.
Let w ∈ H1(Γ˜) (or w ∈ H1(Γ)), the surface gradient along the curve is defined as:
∇
Γ˜
w := t⊗ t∇w¯, (4.40)
where w¯ is a tubular extension of w on a neighbourhood of Γ˜ (or Γ), and we are using
the unitary tangent vector to the curve Γ˜ from the Frenet trihedron (t(x), n(x), b(x)).
We now want to prove that for every u ∈ H1(Ω˜), its average on Γ˜ is also on H1(Γ˜),







We first use cylinders aligned with the first axis, using the axis-aligned coordinates








which can be proven with few changes.
The following lemma is used to prove that, if u is C∞, then u¯ ∈ H1(Γ); later we
shall extend the result to H1 using density.
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Proof. Since we use C∞, we can consider their restrictions: the first coordinate, x1,
shall be used for the cylinder axis, while x2 and x3 are normal to the axis. The first






















The second inequality can be proven in a similar fashion, after recognizing that, for
every x ∈ Γ, the integral domain Da(x1), used to compute u¯(x) does not depend on the
variable x1, and that |∇Γu¯(x)|2 = |∂x1 u¯(x)|2.













































Proposition 4.4.1. Consider a straight cylinder Ωa; then
u ∈ H1(Ωa)⇒ u¯ ∈ H1(Γ).





therefore u¯ ∈ H1(Γ).
Consider now a generic u ∈ H1(Γ), then there exists a sequence of functions
(un)n∈N ⊂ C∞(Ω¯a) such that un H
1−−→ u, and we conclude with a density argument.
We now want to extend Proposition 4.4.1 to the case of a tubular neighborhood
obtained through a diffeomorphism Φ satisfying the hypotheses at the beginning of this
section.
To generalize our result on straight cylinders we use the following Lemma:
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Lemma 4.4.2. Given Φ diffeomorphism with the above hypotheses, for every u ∈
H1(Ω˜a):
‖u ◦ Φ‖H1(Ωa) ≤ C1/2J CΦ‖u‖H1(Ω˜a) (4.44)
‖u¯‖
H1(Γ˜)
≤ (CJCΦ)3/2‖u ◦ Φ‖H1(Γ), (4.45)
where we defined the following positive constants:
CJ := sup
z∈Ω˜a
|JΦ−1(z)| CΦ := sup
z∈Ω˜a
|∇Φ(z)|.
Proof. The proof for the two inequality is, essentially, a change of variables using Φ−1.
For the first inequality, we begin with the L2 part of the norm:
‖u ◦ Φ‖2Ωa =
∫
Ωa
(u ◦ Φ)2dΩ =
∫
Ω˜a
u2|JΦ−1|dΩ˜ ≤ CJ‖u‖2Ω˜a .
Similarly, for ‖∇(u ◦ Φ)‖2Ωa :














(∇u(z˜))2 |JΦ−1|dΩ˜ ≤ CJC2Φ‖u‖2Ω˜a .
To prove the second inequality we split the change of variables, considering the re-
strictions of Φ first to the disks, and then to the centerline of the tubular neighbourhood.
The symbols we use for these restrictions are, respectively, ΦD and ΦΓ. With a slight



























































dx = C3J‖u ◦ Φ‖2Γ,






= u(Φ(y)). To conclude
we apply the same procedure to the gradient norm.
Proposition 4.4.2. Consider a cylinder Ω˜a, and Φ with properties above; then:
u ∈ H1(Ω˜a)⇒ u¯ ∈ H1(Γ˜).
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Proof. Notice that u ◦ Φ is defined on a straight cylinder.
Combining Lemma 4.4.2 and Lemma 4.4.1:













which concludes the proof.
4.4.2 Gradient equality








where cΓ := pia
2.
This is not true in general but, as we shall prove, it is possible to define a function g
defined on Γ, which allows to reduce the integral to a one-dimensional one, by describing
the geometry of the tubular neighbourhood.
Proposition 4.4.3. For a general tubular neighborhood Ωa of a curve Γ, for which cur-







Proof. Let ω : I → Γ be the arclength parametrization of Γ; the proof is based on the
idea of computing (δCf∇Ew,∇Ew)Ωa on the reference described in Subsection 4.2.2.
In this reference, consider an element w ∈ H1(Γ), and its extension as constant on




















For every vector component of the gradient (for simplicity we avoid adding a specific

















































1− κ(s)r cos(θ − θˆ)drdθ.
Once g is computed, it is possible to compute the energy (δCf∇Ew,∇Ew)Ωa using
a linear integration. In the case of a straight cylinder κ(s) ≡ 0, and we obtain again
Equation 4.46.
The condition r ≤ a < maxs 1/κ(s) is fundamental for the definition of g on the
whole disk. Assume the curvature κ(s) to be continuous, then g(s) is continuous and
there exist a constant Cg > 0 such that g(s) ≥ Cg > 0.
To conclude, under the previous hypotheses on the domains, we introduce the ex-
tension operator:
E¯ : H1(Γ˜)→ H1(Ω˜),
w → w ◦ PΓ,
where PΓ is the geometric projection from the domain Ω˜ to Γ˜; for every y ∈ Ω˜, PΓy is
the element of Γ˜ such that:
dist(y, PΓy) ≤ dist(y, x) for every x ∈ Γ˜.
As a consequence of our hypotheses on the fiber, for every x ∈ Ω˜, we have x ∈ Da(PΓ(x)).
The operator E¯ is clearly bounded in L2, to prove it is bounded in H1 we can use
a strategy analogous to the one used in the proof of Proposition 4.4.3.
4.4.3 Modellistic Hypotheses
After proving that the average operator is continuous, we can finally describe the mod-
ellistic hypotheses we make on our model.
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First modellistic hypothesis: fixed radius We assume the fiber’s radius a to
remain constant. This implies that the fiber displacement w is an element of Wˆ , where:
Wˆ := {w ∈W : for a.e. x ∈ Γ, E¯w¯ = w a.e. on Da(x)}. (4.48)
It is useful to introduce the space of functions of V which, restricted to Ωa, belong
to Wˆ :
Vˆ := {v ∈ V : v∣∣
Ωa
∈ Wˆ}.






The following Proposition is an immediate consequence of the choice of our spaces:
Proposition 4.4.4. The spaces WΓ and Wˆ are isomorphic.
Second modellistic hypothesis: average non-slip condition Consider u ∈ V
and w ∈WΓ, it is well known that in the case of thin fiber it is not possible to consider





With the results of Section 4.4.1 we can formulate following average non-slip condi-
tion:
u¯ = w. (4.50)
As a second modellistic hypothesis we assume that the average non-slip condition can
replace the non-slip condition.
As a justification, notice that when considering w ∈ Wˆ , u ∈ Vˆ , the classic non-
slip condition, described in Equation 4.14, is equivalent to Equation 4.50. Moreover,
with continuous function and a small radius a, the two conditions can be considered
approximately the same.
4.4.4 Problem formulation
We assume the Modellistic Hypotheses described in the previous section hold:
• the fiber displacement w is contained in Wˆ (we shall use WΓ, since it is isomorphic
to Wˆ ),
• we can impose the coupling between fibers and elastic matrix through the average
non-slip condition .
This allows us to modify Problem 14 for the 3D− 1D case; the weak formulation of
the average non-slip constraint on Γ is:
〈q, u¯− w〉 = 0 ∀ q ∈ QΓ,
with QΓ := H
−1(Γ)d.
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For every (u,w, q) ∈ V ×WΓ ×QΓ, we define the energy functional of our problem
as:
ψT (u,w, λ) =
1
2
(CΩ∇u,∇u)Ω + cΓ(gδCf∇Γw,∇Γw)Γ + (q, u¯− w)Γ − (b, u)Ω.
Then the saddle point problem becomes:









Using the Euler-Lagrange equations as in Section 4.3.2, we obtain:
Problem 16 (1D-3D Weak Formulation). Given b ∈ L2(Ω)d, find u ∈ V,w ∈ WΓ, λ ∈
QΓ such that:
(CΩ∇u,∇v)Ω + 〈λ, v¯〉 = (b, v)Ω ∀v ∈ V,
cΓ(gδCf∇Γw,∇Γy)Γ − 〈λ, y〉 = 0 ∀y ∈WΓ,
〈q, u¯− w〉 = 0 ∀q ∈ QΓ.
We now re-define the space V := V × WΓ, and its norm: for every (v, y) ∈ V,
‖(v, y)‖V := ‖ · ‖V + ‖ · ‖WΓ . We define the operators for the tubular fiber Ωa:
FT := (CΩ∇u,∇v)Ω + cΓ(gδCf∇Γw,∇Γw)Γ,
ET := 〈q, u¯− w〉,
obtaining a new saddle-point problem, which we study using the inf − sup conditions.
4.4.5 Well-posedness, existence and uniqueness
Similarly to the three-dimensional case, to prove the well-posedness and the existence
and uniqueness of a solution we prove the following sufficient condition: there exist two













‖u‖V ‖v‖V ≥ α6,
Following a procedure similar to the one of Equation 4.26:
kerET := {v := (v, w) ∈ V : 〈q, v¯ − y〉 = 0 ∀q ∈ QΓ}
= {v := (v, w) ∈ V : v¯ = w a.e. on Ωa} .
With a variation on the proof of Proposition 4.4.2, it is possible to prove that there
exists a positive constant cb > 0, such that:
v¯ = w a.e. on Ωa ⇒ ‖w‖Γ = ‖v¯‖Γ ≤ cb‖v‖Ωa
These conditions can be proved with the following Propositions:
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〈q, v¯ − w〉
‖(v, w)‖V‖q‖QΓ
≥ α5.
Moreover α5 = 1.
Proof. The non slip condition is given by the duality pairing between QΓ = W
′
Γ and W ;







〈q, v¯ − w〉




where the last inequality can be proven fixing v = 0.
The final statement is found dividing by ‖q‖QΓ and taking the infq∈Q.
Proposition 4.4.6. Assume CΩ and Cf to be strongly elliptical, with constants cΩ and






‖(v, y)‖V‖(u,w)‖V ≥ α6.





≥ cΩ(∇u,∇u)Ω + cΓCg(cf − cΩ)(∇Γw,∇Γw)Γ‖(u,w)‖V
≥ cpcΓcb min(cΩ, Cg(cf − cΩ))
2






The result is obtained dividing and considering the inf(u,w)∈kerET .
Using the saddle point theory we conclude that, under our modellistic assumptions,
Problem 16 is well-posed, and has a unique solution.
Remark. An analogous of Proposition 4.3.3 holds in the 3D − 1D case; its proof uses
the same arguments and Equality 4.4.3.
4.4.6 Finite element discretization
The discretization of Problem 16 for thin fibers follows the steps of Section 4.3.4, on
the domains Ω and Γ (the fiber’s one-dimensional core). Consider two independent
discretizations for these domains; the family Th(Ω) of regular meshes in Ω, and a family
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Th(Γ) of regular meshes in Γ. We assume no geometrical error is committed when
meshing. We consider two independent finite element discretizations Vh ⊂ V, Wh ⊂WΓ.
Similarly to the three-dimensional case, the duality paring between QΓ and WΓ can
be represented using the L2 scalar product in Γ:
〈q, w〉 = (q, w)Γ.
Thus we discretize the duality pairing as the L2 product, and consider Qh = Wh. To
handle the restriction of functions from Vh to Wh, we introduce the L
2 projection:
PW : WΓ →Wh ⊂ L2(Γ),
which is continuous: for every w ∈WΓ
‖PWw‖L2(Γ) ≤ ‖w‖Γ.
This condition is too weak for our Problem, which involves the gradient. We make the
further assumption that the restriction PW
∣∣
W
6= 0, and is H1-stable, i.e., there exists a
positive constant c, such that for all w ∈WΓ:
‖∇ΓPWw‖Γ ≤ c‖∇Γw‖Γ. (4.52)
We assume that the H1-stability property holds uniformly on Th(Ω) and Th(Ωf ), pro-
vided that the mesh size h is comparable on the two domains.
We can now write the discretization of Problem 16:
Problem 17 (1D-3D Discretized Weak Formulation). Given b ∈ L2(Ω)d, find uh ∈ Vh, wh ∈
Wh, λh ∈ Qh such that:
(CΩ∇uh,∇vh)Ω + (λh, v¯h)Γ = (b, vh)Ω ∀vh ∈ Vh, (4.53)
cΓ(gδCf∇Γwh,∇Γyh)Γ − (λh, yh)Γ = 0 ∀yh ∈Wh, (4.54)
(qh, u¯h − wh)Γ = 0 ∀qh ∈ Qh. (4.55)
To study the saddle-point problem we define the Hilbert space Vh := Vh×Wh, with
its norm, and the operators
FT,h : Vh × Vh −→ R
(uh, vh) 7−→ (CΩ∇uh,∇vh)Ω + cΓ(gδCf∇Γwh,∇Γyh)Γ,
ET,h : Vh ×Qh −→ R
(uh, qh) 7−→ (qh, v¯h − wh)Γ.
Then we can rewrite problem 17 in operatorial form, showing its saddle-point structure:
find uh ∈ Vh, λh ∈ Qh such that:
FT,h(uh, vh) + ET,h(vh, λh) = (bh, vh)Ω ∀ vh := (vh, yh) ∈ Vh
ET,h(qh,uh) = 0 ∀ qh ∈ Qh.





(qh, v¯h − wh)Γ
‖(vh, wh)‖V‖qh‖Γ ≥ α7.
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Proof. The proof is similar to the one of Proposition 4.3.4. For every qh ∈ Qh, by
definition of the Q norm, representing the duality product as a scalar product in L2,









Using well-known properties of PW , and the H
1 stability, we can prove there exists a c
such that:
‖PW wˆ‖Q ≤ c‖wˆ‖Q.
Inserting this in Equation 4.56:















and we conclude as in Proposition 4.3.1.
To study the inf-sup condition for FT,h define:
ker(ET,h) := {vh ∈ Vh : (qh, v¯h − wh)Γ = 0 ∀qh ∈ Qh}
= {v ∈ Vh : (qh, v¯h)Γ = (qh, wh)Γ ∀qh ∈ Qh} .
Proposition 4.4.8. Assume CΩ and Cf to be strongly elliptical, with constants cΩ and
cf respectively such that cf > cΩ > 0; then there exists a constant α8 > 0, independent






‖(vh, yh)‖V‖(uh, wh)‖V ≥ α8.
Proof. The proof is almost identical to the one of Proposition 4.4.6.
One-Dimensional Approximation The approach of Section 4.4 hides a computa-
tional difficulty: given vh ∈ Vh, the average v¯h is obtained computing a number of two-
dimensional integrals, nullifying the computational advantage of using one-dimensional
fibers.
Since we are using finite element functions, there is a straight-forward solution to
this problem: approximate v¯h with the restriction vh
∣∣
Γ
. This approximation is exact
for every vh ∈ Vˆ , and can be justified by the fact that for every vh ∈ Vh:
lim
a→0
v¯h(x) = vh(x) for every x ∈ Γ,
coherently with the initial choice of v¯h as a “substitute” of vh.
While this approach simplifies our computations, it makes difficult the derivation of
a formula for the error committed. The theoretical basis for such an estimate have been
described in this paper, the estimate itself shall be the subject of future work.
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4.5 Numerical validation
The analytical solution of Problems 14 and 16, even for simple configurations, is non-
trivial: we chose some FRMs structures which are studied in literature, and used the
known approximated solutions as a comparison for our model.
Using the deal.II library [3, 11, 67, 92], and the deal.II step-60 tutorial [62] we
developed a model for thin fibers proposed in Section 3, and compared it with the Rule
of Mixtures and the Halpin-Tsai configurations in some pull and push tests.
Numerical Setting For our numerical solution, we now describe how to solve Prob-
lem 17 on a collection of fibers, while reducing the system size; we begin by redefining
our spaces and meshes:
• Ω: the elastic matrix, on which we build the finite element space, of dimension
N ∈ N:
Vh = span{vi}Ni=1 ⊂ H1(Ω).
• Γ ⊂ Ω: the collection of nf ∈ N fibers, i.e., Γ :=
⋃nf
k=1 Γk, with the finite element
discretization, of dimension M ∈ N::
Wh = span{wa}Mi=a ⊂ H1(Γ).
• Qh: the space of the Lagrange multiplier, discretized using the same base of Wh.
We use i, j as indices for the space Vh and a, b as indices for the space Wh, and assume
all hypotheses on spaces and meshes of Subsection 4.4.6 are satisfied.
We assume that each fiber is parametrized by Xk : Ik → Γk, where Ik is a finite
interval in R, and 1 ≤ k ≤ nf . We assume for any 1 ≤ j < k ≤ nf we have Ik ∩ Ik = ∅.
Then we can define X :
⋃nf
k=1 Ik → Γ, which parametrizes all fibers contained in Γ. For





We define the following sparse matrices:
A : Vh → V ′h Aij := (CΩ∇vi,∇vj)Ω,
K : Wh →W ′h Kab := cΓ(gδCf∇Γwa,∇Γwb)Γ,
B : Vh → Q′h Bia := (vi
∣∣
Γ
, wa)Γ = (vi ◦X,wa)Γ,
L : Wh → Q′h Lab := (wa, wb)Γ.
(4.57)
Here B is the coupling matrix from Vh to Wh, M the mass-matrix of Wh.
After defining the vector gi := (b, vi)Ω, Problem 17 can be expressed in matrix form
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This system has size NM2: computationally it is convenient to reduce its size. From
the second line of the Block Matrix 4.58:
Kw = LTλ = Lλ⇒ λ = L−1Kw.













We remove w using the equation Bu = Lw ⇒ w = L−1Bu and obtaining:
(A+BTL−1KL−1B)u = (A+ P TΓ KPΓ)u = g, (4.60)
where PΓ := L
−1B. Boundary conditions are imposed weakly, using Nitsche method
(as in [87]).
4.5.1 Model description






(b) Ω’s faces numbering
Figure 4.7: Elastic cube homogeneous structure and boundary description
The elastic matrix we consider in our tests is the unitary cube Ω := [0, 1]3. All con-
sidered meshes are only uniformly refined hexaedral meshes, and we use only piecewise
bilinear finite elements.
The elastic tensors used are described in Equations 4.29 − 4.31; for the model
description we use the following parameters:
• rΩ: global refinements of the Ω mesh.
• rΓ: global refinements of the Γ mesh.
• λΩ, µΩ: Lame´ parameters for the elastic matrix.
• λf , µf : Lame´ parameters for the fibers.
• β: fiber volume ratio or representative volume element (RVE), i.e., β = |Ωf |/|Ω|.
• a: the radius of the fibers.
For the boundary conditions we refer to Figure 4.7b.
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(a) Pull test example, with rΩ = 4 (b) Pull test example, with rΩ = 6
Figure 4.8: Pull test: comparison on the refinement level of the triangulation for Ω
4.5.2 Homogeneous fibers
In our first test we consider a unidirectional composite, where fibers are uniform in
properties and diameter, continuous, and parallel throughout the composite Ω (see
Figure 4.7a).
We compare the results obtained with our model with the ones obtained using the
Rule of Mixtures [44, 2], which agrees with experimental tests especially for tensile
loads, and when the fiber ratio β is small.





















Multiple tests were run, keeping β constant, while increasing the fiber density and
reducing the fiber diameter; we expect this process to render the coupled model solution
increasingly close to the homogenized one.
Comparing solutions Figures 4.8a and 4.8b illustrate the influence of Ω’s refinement
on the final result, when using few fibers on a pull test. Stiff fibers oppose being
stretched, deforming the elastic matrix Ω through the non-slip condition: near each fiber,
the deformation of Ω should be symmetrical, resembling a cone. This effect is better
described in Figure 4.8b, where the higher value of rΩ results in greater geometrical
flexibility of the elastic matrix, allowing a better description of the effect of each fiber.
Lower values of rΩ result in a non symmetrical solution, as in Figure 4.8a. The lower
geometrical flexibility results in an “averaged” solution which, in the case of few fibers,














(rΩ = 3, rΓ = 1)
(rΩ = 3, rΓ = 2)
(rΩ = 3, rΓ = 3)
(a) Pull Test, λ = λF = 0.4,














(rΩ = 4, rΓ = 3)
(rΩ = 3, rΓ = 3)
(b) Pull Test, λ = λF = 0.4, µ = 1,
µF = 1000, rΩ = 3, rΓ = 3.
Figure 4.9: Pull tests with varying refinements.
is closer to the homogenized model. To describe the slope in the plots, let e1, e2 be
the L2 errors and nf,1, nf,2 are the fiber numbers for two subsequent simulations; to




Pull test along fibers Dirichlet homogeneous conditions is applied to face 0, Neu-
mann homogeneous conditions is applied to faces 2, 3, 4, 5. In the Push Test, the Neu-
mann condition 0.05 is applied to face 1. For the Pull Test, the value −0.05 is applied to
the same face. Boundary conditions are applied only to ∂Ω; the fibers interact through
the coupling with the elastic matrix.
We report here only data from pull tests, as push tests gave comparable results.
The use of the projection matrix PΓ : Vh →Wh, and the error estimate for the fully
three-dimensional case (Inequality 4.38), both suggest that the solution quality on the
elastic matrix depends on both Vh and Wh. This is apparent in Figure 4.9a, where
for rΓ = 1 the mesh of Γ is unable to describe the stretch of the material, resulting in
the error remaining approximately constant after a certain fiber density is reached. A
similar behaviour emerges in the case rΓ = 2.
In a similar manner Figure 4.9b shows that refining only the elastic matrix does not
improve the solution quality: as the number of fibers increases, the error converges to
approximately the same value, which is limited by rΓ.
Figure 4.10 shows an error comparison as the value of µF varies: as expected our
model is better suited for stiff fibers.
4.5.3 Halpin-Tsai equations
For our random-test we compare our model to the Halpin-Tsai equations: and empirical
set of equations introduced in [43]; we use the Halpin-Tsai equations for longitudinal
moduli as described in [2]. The fibers have length l, diameter d, the fiber and the matrix
Young moduli are Ef and Em respectively, β is the volume fraction occupied by the
fibers.















Figure 4.10: Pull Test with varying µF , λ = λF = 0.4, µ = 1, β = 0.1, rΩ = 3, rΓ = 3









This allows to compute the longitudinal and transverse moduli for aligned short fibers:
EL =
1 + (2l/d)ηLβ
1− ηLβ , (4.64)
ET =
1 + 2ηTβ
1− ηTβ . (4.65)
















Since a random fiber composite is considered isotropic in its plane, the Poisson’s ratio





The properties of this composite do not depend directly on the fiber length or radius,
but on the aspect ratio l/d.
4.5.4 Random fibers
Our second test is a pull test on a more complex model: a random chopped fiber
reinforced composite.
We distribute small fibers at a random point of Ω, with a random direction parallel
to the < x, y > plane; the fibers share the same size and properties. If a fiber surpasses
the edge of Ω, it is cut.
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Figure 4.11: Random fibers configuration inside the unitary cube.
Fiber length 0.6 0.4 0.3 0.25 0.225 0.2 0.18
Fiber radius 0.03 0.02 0.015 0.0125 0.01125 0.01 0.009
Number of Fibers 79 268 637 1100 1509 2149 2947
Table 4.1: Fiber Parameters
For more details on the algorithm used to distribute the fibers see the Random Se-
quential Adsorption algorithm [79]; our implementation generates only the plane angle,
and does not implement an intersection-avoidance mechanism. As a comparison model,
we estimate the material parameters using the empirical Halpin-Tsai equations.
Our test setting runs on the unitary cube, with a fiber ratio β = 0.135 and a fiber
aspect ratio of l2r ≈ 10, where l is the fiber’s length and r is the fiber’s radius; the values
used are described in Table 4.1.
We could not find an exact estimate of the error convergence, but we expect the
solution to improve as the number of fibers increases because:
• the fiber radius a reduces, improving of the average non-slip condition,
• more fibers result in a more homogeneous material on the planes parallel to the
< x, y > plane.
Following [79], we consider a short fiber E-glass/urethane composite: the fiber and
matrix Young’s modulus are, respectively, Ef = 70GPa and Em = 3GPa, while the
Poisson ratios are νf = 0.2 and νm = 0.38. These values were converted to the Lame´
parameters using the classic formulas for hyper elastic materials.
Predicted parameters for the composite: EC = 2.20GPa and νC = 0.38GPa;
these are slightly different from [79] because, in the Halpin-Tsai equations, l/d was used
instead of 2l/d, see 4.5.3. The boundary conditions used for the pull tests are the same
of Paragraph 4.5.2.












Figure 4.12: Random Pull Test with one-dimensional approximation; global refinement
of Ω: 4, global refinement of Γ: 2.
We limit the global refinements of Γ, in order to obtain cells of approximately the
same size on both Ω and the fibers. The results are shown in Figure 4.12: as the number
of fiber increases the error reduces, but because the random fiber model is more complex
than the homogeneous one, the final error achieved is higher than the one reached in
the previous test.
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4.6 Conclusions
This thesis deals with the mathematical and numerical modelling of non-matching
coupling problems through distributed Lagrange multipliers. The results provide the
numerical tools needed for fast and reliable coupling between meshes, and a reduced
model for a fiber reinforced material, where fiber are approximated with one-dimensional
meshes immersed inside a three-dimensional elastic matrix.
The research activities concerned both analytical and numerical tasks related to the
coupling problem, with the following results:
• The implementation of a fast algorithm to compute the coupling between non-
matching meshes in a serial environment.
• The first description of an algorithm for the coupling between arbitrarily dis-
tributed non-matching meshes.
• A new result proving the well posedness, existence, and uniqueness a solution
for a reduced coupling problem between one-dimensional and three-dimensional
meshes.
In Chapter 2 we studied a constrained Poisson equation, introducing the basic the-
ory behind the fictitious domain method with distributed Lagrange multipliers. This
example showed there are two main problems when using these methods:
• data transfer : all coupling algorithms require information to be accurately trans-
ferred between the two grids. This task is particularly complex in the case of
independent meshes, as identifying points in the real space is an expensive oper-
ation.
• data locality : modern scientific simulations run on multiple processes. Data repli-
cation between a high number of processes is often infeasible, as it would require
too much memory for the cluster; the typical solution to this memory problem
is the use of distributed data structures. When meshes are distributed indepen-
dently, a data locality problem arises, as the coupling might require information
located on different processes.
To optimize the data transfer problem, we studied some search algorithms and
proved their improved performance with respect to the original one implemented in
deal.II version 8.5.1. To solve the data locality problem, we developed an algorithm
where a local description of the mesh is generated through bounding boxes; this de-
scription is sufficiently small and efficient to be replicated on all processes through a
single global communication. Once this building phases are concluded, the data locality
problem can be solved through efficient one-to-one communications.
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Our simulations show that our solution to the distributed problem scales well, at
least when considering simulations with a few dozen cores.
In Chapter 4, we used the tools developed in the first two chapters to derive a model
for a fiber reinforced material. Even with efficient coupling algorithms, a full three-
dimensional discretization of fibers is often computationally too demanding; the typical
solution consists in approximating fibers with one-dimensional meshes. This poses some
mathematical challenges: the coupling between different meshes requires the existence
of some “restriction” (or trace) operator. Since these PDEs are typically studied on
Sobolev Spaces, the existence of such a trace operator is non-trivial when consider-
ing one-dimensional domains immersed in a three-dimensional one; current approaches
define some ad-hoc Weighted Sobolev Spaces, in order to guarantee its existence.
We introduced a new solution to the problem, which relies on the continuity of
an average operator on tubular neighbourhoods. With the introduction of some mod-
elling hypotheses on the material, this allowed us to consider the coupling between
one-dimensional and three-dimensional domains on standard Sobolev Spaces, proving
well-posedness, existence, and uniqueness for the solution. To conclude we validated
this approach through some numerical experiments.
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