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Résumé
Cet article s’intéresse à la modélisation et la simulation
inter-échelle de textures. Nous considérons ici des modèles
de champs gaussiens conditionnels obtenus comme solu-
tions d’équations aux dérivées partielles stochastiques.
Ces modèles sont utilisés pour la synthèse de texture
non-stationnaire tout en ayant un contrôle sur les pro-
priétés spectrales, statistiques et géométriques des champs
générés. Nous montrons que ces modèles peuvent s’obtenir
à l’aide d’une convolution non-stationnaire d’un bruit
blanc gaussien par un opérateur linéaire associée à la la
fonction de covariance, qui peut notamment prendre en
considération des propriétés géométriques d’anisotropie.
Les versions discrétisées de ces modèles correspondent à
des modèles AR 2D, obtenus à l’aide de la représentation
harmonisable de l’opérateur différentiel.
Ces différents opérateurs sont explicités de manière
analytique dans le cas des champs dits Matérn. L’ap-
port de ces méthodes par rapport à des versions non
paramétriques stationnaires est discuté. Une application
à la super-résolution basée texture d’images satellitaires
associées à des dynamiques turbulentes à la surface de
l’océan permet de valider le modèle proposé.
Mots Clef
EDPS, Synthèse de texture, Super-résolution basée texture.
Abstract
This article focuses on inter-scale texture modeling and
simulation. We consider conditional Gaussian models ob-
tained as solutions of stochastic partial differential equa-
tions. These models are used to synthesize non-stationary
textures while controlling the spectral, geometric and sta-
tistical properties of generated fields. We show that these
models can be obtained using a non-stationary convolution
of of a white Gaussian noise by a covariance-based kernel,
which can account for geometric anisotropy properties.
Disrcretised versions of these models can be regarded as
2D AR models, obtained using the spectral representation
of the differential operator. These various operators are an-
alytically stated in the case of Matérn fields . The contribu-
tion of these methods compared to non-parametric station-
ary versions is discussed. An application to texture-based
super-resolution for the satellite sensing of ocean surface
dynamics allows us to validate the proposed model.
Keywords
SPDE, Texture synthesis, Super-resolution texture-based
1 Introduction et Etat de l’art
Ce papier présente une stratégie de modélisation et de
synthèse multi-échelle de textures, mettant en oeuvre
un modèle probabiliste basé sur des champs gaussiens
conditionnels. Le modèle proposé permet de prendre en
compte des propriétés de géométrie non-stationnaire ainsi
que l’éventuelle caractère non-Gaussien des distributions
marginales associées à un contenu texturé. L’approche
multi-résolution adoptée représente un intérêt certain dans
des applications comme la super-résolution basée sur la
texture.
L’analyse et la synthèse des textures visuelles sont des
thèmes de recherche extrêmement actifs depuis plusieurs
décennies. Les avancées réalisées depuis une dizaine d’an-
nées ont conduit à une amélioration significative des tech-
niques de synthèse de texture. On peut notamment citer les
méthodes qui se basent sur les champs de Markov général-
isation des modèles auto-régressifs, dont le principe con-
siste à définir en chaque pixel des lois conditionnelles par
simple connaissance de l’information au le voisinage. On
peut également mentionner les approches dites basées "ex-
emple" ou encore les méthodes par "patch", ou encore
des avancées récentes basées sur des représentations aléa-
toires des phases de la transformée de Fourier de l’im-
age. En dépit de leurs performances en termes de syn-
thèse de textures visuelles, ces modèles se fondent sur la
formulation de contraintes sur la distribution des niveaux
de gris et n’appréhendent pas explicitement la composante
géométrique des textures. Cela les rend peu adaptées au
contexte applicatif considéré ici, pour lequel la prise en
compte d’a priori géométriques est recherchée. Dans ce
contexte, les cascades multiplicatives fournissent un cadre
conceptuel intéressant pour aborder la synthèse de tex-
tures en intégrant des contraintes géométriques, notam-
ment à travers le spectre multifractal. Chainais et al. [6]
ont proposé une première application à la super-résolution
de texture pour des applications à l’imagerie de la surface
du soleil. Le modèle utilisé repose sur l’exploitation de
propriétés d’invariance d’échelle observées sur les images
considérées et exploite un modèle stochastique multifrac-
tal.
Ce modèle n’exprime toutefois pas de conditionnement
explicite des composantes inter-échelle. Il en résulte no-
tamment que les détails simulés sont stationnaires et spa-
tialement homogène, hypothèse généralement non vérifiée,
comme l’illustre la Figure 2.
Dans un contexte d’analyse multi-échelle, ici pour des
applications en super-résolution, nous souhaitons au con-
traire pouvoir appréhender le caractère non-stationnaire
des structures mises en évidence à haute-résolution à
travers le conditionnement par l’information observée à
une résolution plus faible. Nous privilégions des approches
paramétriques (noyau de Matérn [7]) pour contrôler un
ensemble de caratéristiques des textures (e.g., caractéris-
tiques spectrales, anisotropie locale, non-gaussianité,...).
Cet article est organisé comme suit : Nous présentons
dans un premier temps le modèle Gaussien conditionnel
de synthèse de textures ainsi que des analyses de simula-
tions (Section 2). Enfin, une dernière partie de ce papier
concerne la validation expérimentale des performances de
nos modèles à travers une application à la super-résolution
basée sur la textures de champs de température à la surface
de l’océan. Une étude comparative est menée visant à con-
fronter les modèles probabilistes proposés à ceux de l’état
de l’art.
2 Champs gaussien conditionnels
2.1 Modèle stationnaire
Dans cet article, nous considérons des champs gaussiens
2D. Formellement, ils peuvent être formulés comme des
solutions d’équations aux dérivées partielles stochastiques
dirigées par un bruit blanc gaussien. De manière générale,
ces équations peuvent s’écrire sous la forme suivante [7] :
LX = σdW (1)
où L est un opérateur différentiel linéaire, W est un pro-
cessus de Wiener sur R2 (les accroissements W(du) sont
gaussiens, centrés, indépendants), σ un paramètre positif.
Pour inverser cette équation, on peut utiliser la représen-
tation de l’opérateur différentiel L dans le domaine de
Fourier, ce qui revient à calculer la fonction de Green qui
lui est associée. Ceci est possible grâce notamment à la
proprièté d’échange produit/convolution de la transformée
de Fourier. Dans ce cas, l’équation (1) peut se mettre sous





où G représente la fonction de Green associée à L. Ainsi, le
champ aléatoire X(s), formulé sous forme d’une intégrale
stochastique, suit une loi gaussienne dont la structure de





Il s’agit d’une auto-convolution du noyau G. La version
discrétisée de cette integrale stochastique correspond donc
à un modèle à moyenne mobile spatiale ç.à.d un filtrage
d’un bruit blanc gaussien par un noyau de convolution
G. En reprenant la terminologie de [1], ce processus est
connu sous le nom d’ADSN (pour Asymptotic Discrete
Spot Noise) et intervient comme limite asymptotique aux
modèles de ”Shot Noise” qui résultent de la superposition
des copies du G (appelée également ”Texton” [13]) dont
les centres sont lancés suivant un processus ponctuel de
Poisson. Il peut être remarqué que le modèle de Chainais
et al. [6] peut être vu comme une extension multi-échelle
du modèle ”Shot Noise”. Dans le cadre de la synthèse
des textures gaussiennes stationnaires, ces méthodes non-
paramétriques sont rapides et efficaces. Le noyau de convo-
lution peut être estimé à partir de l’évaluation de la densité




où S˜(w) est un estimateur de la densité spectrale de l’im-
age de référence et F−1 est la transformée de Fourier in-
verse. L’équation (2) se ramène donc à une transformée de
Fourier discrète rapide. Ces méthodes non-paramétriques
ne permettent pas d’appréhender la variabilité spatiale de la
dépendance inter-échelle des structures géométriques ob-
servées. Leur extension non-stationnaire reste à notre con-
naissance à envisager.
Dans cette optique, nous nous intéressons ici à des modèles
gaussiens paramétriques, plus particulièrement à la classe
des champs de Matérn. Ce choix couvre une large gamme
de structure de covariance. Nous en considérons une ve-
rion transformée pour appréhender les propriétés (locales)
d’anisotropie géométrique recherchées. L’intérêt du mod-
èle deMatérn réside également dans la possiblité de dériver
une expression analytique du noyau de convolution utilisé
dans l’équation (2). L’opérateur différentiel associé est un
opérateur fractionnaire s’écrivant sous la forme suivante :
L = (κ2 −∆)ν+1/2 (5)
où ∆ est le Laplacien, κ et ν sont des paramètres positifs.
Dans ce cas, la structure de covariance isotrope associée à





où r = |r|,Kν est la fonction de Bessel modifiée du deux-
ième espèce d’ordre ν et Γ est la fonction gamma.
Le noyau de convolution associé s’exprime comme une
fonction de covariance de Matérn avec les paramètres suiv-
ants : νG = ν/2 − 1/2, σG =
√
σ et κG = κ. Il peut
être noté que les modèles de covariance de type Matérn
comprennent les cas particuliers classiques exponentiel et
gaussien.
Pour prendre en compte des propriétés géométriques
d’anisotropie, nous proposons de généraliser ce modèle à
l’aide d’une transformation linéaire (dilatation et rotation)
du système de coordonnées. Dans ce cas les courbes de
niveaux de la fonction de covariance deviennent ellip-
tiques. Cette démarche revient à appliquer la matrice de
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où R caractérise le facteur d’anisotropie dans la direction
θ et κ−1 représente la longueur de corrélation dans cette
direction principale.
2.2 Calibration du modèle
Le fait de considérer un modèle gaussien paramétrique
permet d’estimer les paramètres du modèle à partir de
données. La méthode d’estimation des paramètres de la
structure de covariance se base sur l’évaluation empirique
de moments du second-ordre à partir d’une image de
référence. Nous considérons notamment les moments as-
sociés aux dérivées secondes de la fonction de covariance
à l’origine. Ces moments sont associés aux dérivées par-
tielles du champ considéré :




où < > dénote la moyenne empirique. En écrivant la fonc-
tion de covariance dans le système de coordonnées prin-
cipales, où elle est isotrope, notamment en terme de r˜i =








où ∆C˜(0) est le laplacien de la fonction de covariance
évalué à l’origine et δij est le symbole de Kronecker qui
est égale à 1 si i = j et 0 sinon. Le laplacian se calcule ex-
plicitement pour la fonction de covariance de Matérn. On
peut montrer que :
∂
∂ri
Cκ,ν(r) = − ri
2ν
Cκ,ν−1(r) (11)
La méthode d’estimation se base donc sur la diagonalisa-






et κ2i = −2Q∗ii/∆C˜(0, 0). Enfin, la direction d’anisotropie
θ correspond à la direction principale associée à la plus
grande valeur propre.
Cette approche peut être étendue pour l’estimation de l’-
exposant fractionnaire ν. Dans l’application considérée, ce
paramètre fournit une degré de liberté supplémentaire pour
contraindre la densité spectrale du champ généré. Il est as-
socié à la dimension fractale du champ [7].
2.3 Modèle non-stationnaire
Nous considérons ici des extensions non-stationnaires des
modèles Gaussiens Matérn. Notre idée pour introduire
la non stationnarité est de faire varier les paramètres de
l’EDPS (1), de sorte à contrôler localement la régularité
géométrique des champs générés conditionnellement à un
champ Y . De manière équivalente, cela est possible no-






où κ, ν, σ, θ et R sont maintenant des champs spatiaux
fonction du champ Y . Cette formulation sera exploitée
dans l’application considérée, pour conditionner le champ
X par un champ extérieur.
2.4 Simulations
Pour illustrer les caractéristiques du modèle proposé, nous
fournissons des exemples de champs simulés pour dif-
férents jeux de paramètres, En utilisant un schéma d’ap-
proximation discret dans le domaine spatial pour le pro-
cessus de convolution non-stationnaire (Eq. 12).
3 Application à la super-résolution
basée texture
Dans le contexte de la télédetection satellitaire de l’océan,
différentes technologies de capteurs satellitaires sont
opérationnels. Ces technologies diffèrents notamment dans
l’échantillonnage spatio-temporel réalisé. A titre d’exem-
ple, pour l’observation de la température à la surface de
la mer, les capteurs micro-onde fournissent des images
avec des résolutions spatiales de quelques dizaines de kilo-
mètres, alors que des capteurs dans des longueurs visi-
bles fournissent des images dites haute-résolution (de l’or-
dre de quelques kilomètres). Ces capteurs différents égale-
ment dans leur sensibilité à la couverture nuageuse, les
capteurs haute-résolution pouvant présenter des taux de
données manquantes extrêmement élevés. La modélisation
inter-échelle est donc un enjeu opérationnel important.
Nous présentons dans cette section l’application du mod-
èle Gaussien conditionnel, présenté dans la section précé-
dente, à la simulation d’observations haute-résolution de
champs géophysiques [17], étant donné une observa-
tion basse-résolution. A travers le modèle stochastique
proposé, l’objectif est de contrôler les caractéristiques
(a) (b) (c)
FIGURE 1 – Simulations de champs Gaussiens non-stationnaires en utilisant un champ d’orientation (a) hyperbolique, (b)
divergent, (c) circulaire. Pour les trois simulations le jeu de paramètres utilisé est : R = 0.3, κ = 5, σ = 0.2 et ν = 3.8
géométriques, spectrales et statistiques des images haute-
résolution simulées. Nous introduisons tout d’abord les no-
tations mathématiques nécessaires pour aborder cette prob-
lématique de super-résolution. Nous présentons ensuite la
mise en oeuvre pratique de la méthode proposée. La per-
tinence de notre approche est évaluée à travers une étude
qualitative et quantitative réalisée sur des images satelli-
taires de la température de surface.
3.1 Super-résolution par champs Gaussiens
conditionnels :
Etant donné une image haute-résolution IHR et une ver-
sion basse-résolution obtenue par un filtrage spatial passe-
bas, le problème de la super-résolution peut être formulé
comme suit :
Trouver I|ILR s.c P[I] = ILR (13)
où P est un opérateur de projection associé à des décom-
positions en ondelettes discrètes qui vérifient des propriétés
d’orthogonalité [11].
Compte tenu de la linéarité de P , le problème de la super-
résolution peut être posé en terme de l’écart résiduel δI =
I − ILR. Dans cette application, nous modélisons δI en
utilisant l’équation EDPS (1) avec un noyau de Matérn :
(κ(s)2 −∆)ν(s)+1/2δI = σ(s)dW (14)
On peut remarquer que la variabilité de ce champ autour
de la basse-résolution n’est pas en général stationnaire. En
particulier, dans l’application considérée, l’analyse quali-
tative des observations réelles haute-résolution des champs
géophysiques à la surface de l’océan, suggère un condition-
nement de la régularité géométrique de δI vis-à-vis de la
norme du gradient local de la manière suivante :
– dans les zones de gradients forts, il est attendu un fort
degré d’anisotropie, avec des longueurs de corrélation
importantes, dans la direction basse-résolution θLR (di-
rection perpendiculaire à la direction du gradient local).
– a contrario, cette anisotropie devient faible dans les
zones de faibles gradients.
Pour prendre en contact des observations expérimentales,
nous proposons de définir les champs R, θ, κ, ν et σ
comme des fonctions du gradient de l’observation basse-
résolution, à savoir en un point p donné :
– La direction d’anisotoprie locale θp est donnée par la di-
rection basse-résolution θLR, perpendiculaire à la direc-
tion du gradient à basse-résolution ;
– La variance locale σ2, le facteur d’anisotropie R et le
paramètre de corrélation κ sont définis comme des fonc-
tions de la norme du gradient à basse-résolution.
Concernant la calibration des paramètres du modèles. Elles
reposent, pour les paramètres σ2, R et κ, sur l’application
de la méthode de moments décrites dans la section (2) pour
des classes de norme de gradient basse-résolution. Concer-
nant l’exposant fractionnaire ν, nous l’exploitons comme
un degré de liberté supplémentaire du modèle condition-
nel proposé pour contrôler les caractéristiques spectrales
globales des champs 2D simulés. Ces caractéristiques spec-
trales peuvent s’exprimer ici comme des mélanges des car-
actéristiques de champsMatérn stationnaires avec une vari-
able latente qui correspond à la norme du gradient basse-
résolution. La calibration du champ ν est alors formulée
comme la minimisation d’un critère d’erreur quadratique
entre d’une part, les densités spectrales radiales observées
et prédites, et d’autre part, les distributions marginales ob-
servées et prédites.
3.2 Résultats
Nous fournissons en Fig.2 une illustration des résul-
tats obtenus par le modèle proposé pour la simulation
haute-résolution de champs de température à la surface
de l’océan à partir d’une observation satellitaire basse-
résolution. L’intérêt du modèle proposé est de pouvoir
simuler des images de température réalistes, avec une
variabilité plus importante par rapport à l’image basse
résolution, tout en retrouvant des caractéristiques at-
tendues (densité spectrale, non-Gaussianité, anisotropie
locale). L’image simulée permet également de distinguer
des structures orientées aux petites échelles associés à
des gradients plus marqués. En particulier, cet exemple
pointe l’importance d’une modélisation conditionnée par
l’observation à basse résolution pour bien appréhender les
différences de variabilité inter-échelle entre des zones de
fort et faible gradient. Le modèle proposé permet égale-
ment de reproduire une autre caractéristique importante
des images haute-résolution : le caractère non-gaussien de
l’incrément haute-résolution. Comme illustré en Figure
2, cet incrément présente une queue de distribution plus
lourde qu’une distribution gaussienne. Cette propriété
résulte du fait que la loi marginale du champ de détails
peut être vue comme un mélange de lois gaussiennes avec
des poids relatifs et des variances données par la distribu-
tion de la norme du gradient basse-résolution. Les Fig.2c
et Fig.2d comparent le modèle proposé à des modèles
de simulation de champs gaussiens avec une covariance
spatiale fourni par la covariance empirique de l’image
haute-résolution et d’autre part un modèle basé unique-
ment sur la loi marginale des coefficients d’ondelettes
dans chaque sous-bande, en supposant l’indépendance
statistique intra-bande. Les résultats fournis montrent que
ces deux modèles ne permettent évidemment pas de cap-
turer la variabilité spatiale de la dépendance inter-échelle
des structures géométriques observées dans les images
observées. En outre, alors que le modèle ADSN permet
de reproduire les caractéristiques spectrales, il ne peut
simuler des marginales non-gaussiennes. Le deuxième
modèle présente un comportement inverse.
4 Conclusion et Perspective
Nous avons dans cet article présenté des modèles de
champs Gaussiens conditionnels obtenus comme solutions
d’équations aux dérivés partielles stochastiques. Ces mod-
èles sont exploités pour la super-résolution basée tex-
ture d’images satellitaires de la température de surface
de l’océan. Cette procédure se base sur l’exploitation du
conditionnement des détails haute-résolution vis-à-vis de
l’observation basse-résolution. Le paramétrage de ce mod-
èle d’EDPS conditionnels dépend directement de l’obser-
vation basse-résolution, à travers la norme de son gradi-
ent. Cela nous permet de contrôler des caractérisitiques
géométriques et spectrales de l’image simulée.
Nos travaux futurs porterons sur l’application du modèle
proposé à l’interpolation multi-résolution de données man-
quantes. Ce problème d’interpolation pourra être formulé
comme un problème de super-résolution similaire à celui
formulé dans ce papier, en intégrant le fait que l’image à
haute-résolution est partiellement connus.
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FIGURE 2 – Simulation haute-résolution d’un champ de température à partir d’une observation basse résolution (a)
Image réelle haute-résolution, (b) Image basse-résolution (sous échantillonnage d’un facteur 16), (c) Image haute-résolution
simulée, (d) Une simulation par un modèle de champ gaussien dont la covariance est la covariance empirique de l’image
haute-résolution [1], (e) Simulation dont le modèle sous-jacent est donné par la distribution empirique des coefficients d’on-
delettes dans chaque sous-bande [9]
(a) (b)
FIGURE 3 – Comparaison (a) des densités spectrales radiales et (b) des distributions des détails haute-résolution pour chaque
image de la figure 2 (a : noir -, b : noir - -, c : rouge -, d : vert-, e : bleu -). Pour illuster le caractère non-Gaussien du champ
des détails, une distribution normale de même variance est également visualisée.
