It is known that the computation of the Voigt/complex error function is problematic for highly accurate and rapid computation at small imaginary argument y << 1, where y = Im [z]. In this paper we consider an approximation based on the Fourier expansion that can be used to resolve effectively such a problem when y → 0.
The complex error function also known as the Faddeeva function is given by [1, 2, 3, 4, 5] w (z) = e −z 2
where z = x + iy is the complex argument. The real part of the complex error function is known as the Voigt function [1, 3, 6, 7] that are widely used in many fields of Physics, Chemistry and Astronomy. The integral on the right side of equation (1) cannot be taken analytically. Consequently, the complex error function requires a numerical solution.
We have shown previously that using the Fourier expansion method the complex error function can be represented as [5, 8] 
where
is a set of the Fourier expansion coefficients, τ m = 12 and N = 23 (for simplicity we assume that x = Re [z] and y = Im [z] are non-negative). The approximation (2) is efficient in computation. In particular, this approximation has been implemented in the latest version of the RooFit package for highly accurate and rapid computation of the Faddeeva function (C++ source code is provided in [9] ). Furthermore, the equation (2) alone can cover with high-accuracy the entire domain 0 < x < 40, 000 and 10 −4 < y < 10 2 required for the HITRAN molecular spectroscopic database [10] . However, as the input parameter y decreases and becomes below 10 −6 , the accuracy of the approximation (2) deteriorates. Although the deterioration in accuracy of approximation (2) with decreasing y is much slower as compared to the Weideman's approximation [2] (see also [5] for more information), it cannot cover the narrow band domain along x-axis at y << 1. It should be noted that the computation of the Voigt/complex error function at small y << 1 is a common problem in many approximations [6, 11, 12] .
Let us show how a trivial rearrangement of the approximation (2) can effectively resolve this problem. Consider the following identity [1, 4] 
that can be simply rewritten as
Substituting the approximation (2) into the right side of identity (3) immediately leads to
Theoretically, the equations (2) and (4) are identical. Practically, however, these equations cover different domains. In particular, while the approximation (2) provides high-accuracy at y 10 −6 , the approximation (4) is highly accurate at y 0.1.
In order to quantify accuracy of the approximation (4) we can define the relative errors for the real and imaginary parts as given by
and
respectively, where w ref.
(z) is the reference. We obtained the highly accurate reference values by using Wolfram Mathematica (version 9) in enhanced precision mode. Figure 1 shows the logarithm of the relative error for the real part of the complex error function. As we can see from this figure the worst accuracy is ∼ 10 −13 . The accuracy rapidly improves with decreasing x. Specifically, at x 2 it becomes ∼ 10 −16 as illustrated in Fig. 1 by dark-blue/purple area along y-axis. Figure 2 depicts the logarithm of the relative error for the imaginary part of the complex error function. We can see from Fig. 2 that the accuracy is nearly perfect as the worst accuracy in the imaginary part is ∼ 10 −15 . The computational test we performed shows that the approximation (4) provides high-accuracy within the domain 0 ≤ x ≤ 10 and 10 −14 ≤ y ≤ 10 −1 . Thus, combining together the equations (2) and (4) we have developed an algorithm that covers with high-accuracy the entire domain required for practical applications.
