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013.02.0Abstract In view of generating optimal trajectories of Bolza problems, standard Chebyshev
pseudospectral (PS) method makes the points’ accumulation near the extremities and rarefaction
of nodes close to the center of interval, which causes an ill-condition of differentiation matrix
and an oscillation of the optimal solution. For improvement upon the difﬁculties, a mapped Cheby-
shev pseudospectral method is proposed. A conformal map is applied to Chebyshev points to move
the points closer to equidistant nodes. Condition number and spectral radius of differentiation
matrices from both methods are presented to show the improvement. Furthermore, the modiﬁca-
tion keeps the Chebyshev pseudospectral method’s advantage, the spectral convergence rate. Based
on three numerical examples, a comparison of the execution time, convergence and accuracy is pre-
sented among the standard Chebyshev pseudospectral method, other collocation methods and the
proposed one. In one example, the error of results from mapped Chebyshev pseudospectral method
is reduced to 5% of that from standard Chebyshev pseudospectral method.
ª 2013 Production and hosting by Elsevier Ltd. on behalf of CSAA & BUAA.
Open access under CC BY-NC-ND license.1. Introduction
For a trajectory optimization with dynamic system described by
differential equations, the optimal methods generally fall into
two categories, direct and indirect methods. Indirect methods,
mostly with the application of Pontryagin’s minimum principle,
result in more accurate overall solution than direct methods.
However, better convergence and programming for computers82338481.
edu.cn (X. Guo), zm_buaa@
ang University.
g by Elsevier
ng by Elsevier Ltd. on behalf of C
18make direct numerical methods to be applied to a number of
practical trajectory optimization problems. Direct solution
methods have been used extensively in the domain of trajectory
optimization. Betts1 has presented several general direct and
indirect numerical methods, which can be further broadly clas-
siﬁed into either shooting methods or collocation methods.
Pseudospectral (PS) method falls into the category of colloca-
tionmethod, which uses global orthogonal Lagrange polynomi-
als to approximate the state and control variables, while the
nodes are selected as the roots of the derivative of the named
polynomial, such as the Legendre–Gauss–Lobatto (LGL)2
and the Chebyshev–Gauss–Lobatto (CGL)3 points. In recent
years, direct trajectory optimization with pseudospectral meth-
ods has a great development and extensive application. Based on
the Chebyshev technique, Vlassenbroeck and van Dooren4,5
successfully transform nonlinear optimal control problems into
systems of algebraic or transcendental expressions in the Cheby-SAA & BUAA. Open access under CC BY-NC-ND license.
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by solving a set of linear equations in the Chebyshev coefﬁcients
with application of Pontryagin’s maximum principle. And in
Ref.3, Fahroo and Ross employed Nth-degree classic Lagrange
polynomial approximations for the state and control variables
with values of these CGL points as the expansion coefﬁcients
to convert the trajectory optimization problem into a nonlinear
parameter optimization problem and with nonlinear program-
ming (NLP) solvers, which yielded the numerical solution with
high degree of accuracy. Benson et al.6 used Gauss pseudospec-
tral method to solve nonlinear optimal control problems. Qi
et al.7 considered a pseudospectral method to compute optimal
controls and proved that a sequence of solutions to the pseudo-
spectral discretized constrained problem converges to the opti-
mal solution of the continuous-time optimal control problem
under numerically veriﬁable conditions. Moreover, in 2011,
Darby et al.8 presented a hp framework for pseudospectral
method using adaptive mesh on direct trajectory optimization.
But in one mesh interval, without increasing the degree of the
polynomial, a method for improvement of the global pseudo-
spectral method is not introduced in the literature.
As is well-known in approximation theory, polynomial
interpolation between CGL points is trigonometric interpola-
tion of even functions between equidistant points, which has
great properties: fast convergence for very smooth functions
and small operator norm. But it also has some drawbacks
mentioned in Ref.9. Under the condition of nodes’ concentra-
tion at the extremities of the interval of interpolation, three
main difﬁculties are presented:
1) ill-conditioning of the derivatives near the extremities;
2) bad distribution of the information over the interval;
3) mediocre approximation of functions with shocks close
to the center, where points are scarcer.
Bayliss and Turkel10 suggested to react to these difﬁculties
by a conformal shift of the nodes toward the equidistant posi-
tion. The transfer preserves exponential convergence and
markedly lessens the difﬁculties. In 1993, for overcoming time
step restriction in some resolution of partial differentiation
equation (PDE) problems, Kosloff and Tal-Ezer11 provided
a concrete conformal map to be adapted for reforming the dis-
tribution of the Chebyshev points in the interval. For solving
PDEs, the mapped pseudospectral method has been applied
successfully.12 But in the domain of optimal control problem,
the shift has not been used to improve the pseudospectral
method for trajectory optimization. And an optimal process
is attached to ﬁnd the most optimal solution in the feasible re-
gion. Some mapping functions are not appropriate for the tra-
jectory optimization. In Refs.13,14, the parameters of
conformal shift were decided by the function forms or the sin-
gularities which are indeﬁnite for trajectory optimization
problems.
In this paper, we apply a Chebyshev pseudospectral method
with conformal shift suggested by Kosloff and Tal-Ezer.
Moreover, barycentric Lagrange interpolation15 is substituted
for the classic Lagrange interpolation. One notable advantage
of Chebyshev pseudospectral method is the high degree of
accuracy that pseudospectral approximations offer. The mod-
iﬁcation in this paper reserves the superiority and improves the
stability. In Section 2, a general trajectory optimization prob-
lem is deﬁned. Then, Section 3 describes the details of themapped Chebyshev pseudospectral method. In Section 4, three
numerical applications are provided.
2. Trajectory optimization problem
Trajectory optimization problem is deﬁned in the region
s0 6 s 6 sf, where the independent variable s is time. Within
the region, the dynamics of the system are described by a set
of variables deﬁned by
X ¼ xðsÞ
uðsÞ
 
ð1Þ
which includes state variables (x 2 Rm) and control variables
(u 2 Rl). They are applied to minimizing a Bolza cost function
of
J ¼MðxðsfÞ; sfÞ þ
Z sf
s0
LðxðsÞ; uðsÞ; sÞds ð2Þ
where L: Rm · Rl · Rﬁ R, M: Rm · Rﬁ R.
Typically, the dynamic constraints of the problem are de-
ﬁned as follows:
f l 6 fð _xðsÞ; xðsÞ; uðsÞ; sÞ 6 f u ð3Þ
and if the upper and lower limitations are both equal to zero,
the formulation can be described as differential algebraic equa-
tions (DAEs):
fð _xðsÞ; xðsÞ; uðsÞ; sÞ ¼ 0 ð4Þ
Additionally, with the of/ox being nonsingular, Eq. (4) can be
transformed into the form of ordinary differential equations
(ODEs):
_xðsÞ ¼ fðxðsÞ; uðsÞ; sÞ ð5Þ
Furthermore, initial conditions at time t0 are deﬁned by
w0l 6 wðxðs0Þ; uðs0Þ; s0Þ 6 w0u ð6Þ
where w0: R
m · Rl · Rﬁ Rh, and w0l, w0u 2 Rh. And at the ﬁ-
nal time, terminal conditions are described as
wfl 6 wðxðsfÞ; uðsfÞ; sfÞ 6 wfu ð7Þ
where wf: R
m · Rl · Rﬁ Rp, and wﬂ, wfu 2 Rp. In addition, the
solution must satisfy the algebraic path constraints of
gl 6 gðxðsÞ; uðsÞ; sÞ 6 gu ð8Þ
where g: Rm · Rl · Rﬁ Rr, and gl, gu 2 Rr represent the lower
and upper bounds of path constraints. Besides, the simple
bounds on the state and control variables are
x1
ul
 
6
xðsÞ
uðsÞ
 
6
xu
uu
 
ð9Þ
Because the CGL points all lie in interval I= [1, 1] while
the time points distribute on J= [s0, sf], a linear map is uti-
lized between I and J,
sk ¼ sf  s0
2
ðtk þ 1Þ þ s0
¼ ½ðsf  s0Þtk þ ðsf þ s0Þ=2 ðk ¼ 0; 1;    ;NÞ ð10Þ
where tk 2 I and stands for the CGL points, and N is the total
number. Consequently, Eqs. (2), (3) and Eqs. (6)–(8) can be
rewritten as
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2
Z 1
1
LðxðtÞ; uðtÞ; tÞdt ð11Þ
f l 6 f
2
sf  s0 _xðtÞ; xðtÞ; uðtÞ; sðtÞ
 
6 f u ð12Þ
w0l 6 wðxð1Þ; uð1Þ; s0Þ 6 w0u ð13Þ
wfl 6 wðxð1Þ; uð1Þ; sfÞ 6 wfu ð14Þ
gl 6 gðxðtÞ; uðtÞ; sðtÞÞ 6 gu ð15Þ
xl
ul
 
6
xðtÞ
uðtÞ
 
6
xu
uu
 
ð16Þ
where x(t) = x(s(t)), u(t) = u(s(t)) and s(t) is deﬁned at Eq.
(10).
3. Mapped Chebyshev pseudospectral method
Pseudospectral method applies orthogonal functions as the ba-
sic function classes to approximate arbitrary functions includ-
ing periodic and nonperiodic ones. And three requirements for
the methods are ﬁgured out in Ref.16. One of the most impor-
tant factors is that the approximations
PN
k¼0ak  /kðxÞ of v(x)
must converge rapidly, where v(x) denotes the function
approximated by the orthogonal functions of /k(x). Consider-
ing the numerical computation, the coefﬁcients ak should be
easily determined by bk, and the relationship between them
are deﬁned as
dvðxÞ
dx
¼ d
dx
XN
k¼0
ak/kðxÞ
 !
¼
XN
k¼0
bk/kðxÞ ð17Þ
For reduction of the computing consumption, it should be fast
to convert between coefﬁcients ak, k ¼ 0; 1; . . . ;N, and the val-
ues for the sum v(xi) at some set of nodes xi, i ¼ 0; 1; . . . ;N.
Polynomial interpolation of functions based on the Cheby-
shev nodes is well-known to provide approximations with
nearly uniform accuracy over [1, 1] and it satisﬁes all the
requirements. Interpolation at the Chebyshev nodes has a
smaller Lebesgue constant compared to interpolation using
Legendre nodes and is far superior to the disastrous one for
equi-spaced interpolation. Moreover, when Lagrange interpo-
lation is adapted, the coefﬁcients are just the function value at
the corresponding points. In addition, by adopting Chebyshev
nodes and barycentric formula, the analytical expression of
differentiation matrix can be achieved.
But the Chebyshev points’ accumulation near the extremi-
ties and nodes scatter close to the center of interval cause an
ill-condition of differentiation matrix and an oscillation of
the optimal solution. To overcome the difﬁculties, conformal
point shifts are introduced. By the conformal map’s properties,
the pseudospectral method based on Chebyshev nodes also
satisﬁes the requirements. The method is described in details
as follows.
3.1. Barycentric formula
Barycentric interpolation is one kind of Lagrange interpola-
tion but with barycentric weights and beautiful symmetry. Be-
sides, it can fall into the category of rational interpolation9,17which applies two polynomials to approximate the numerator
and denominator, respectively. Fornberg16 has illustrated the
relationship between the rates of convergence for polynomial
interpolation of analytic functions and the poles of functions.
But rational interpolation results in more computation com-
pared with barycentric interpolation. Consequently, barycen-
tric formula is adopted for the improvement of numerical
stability of interpolation compared to the classic Lagrange
interpolation.
Barycentric interpolation formula is described as18
rNðtÞ ¼
XN
k¼0
xk
t tk fk
,XN
k¼0
xk
t tk ð18Þ
where fk = f(tk), which is the function’s value at tk, xk is de-
ﬁned as barycentric weight,
xk ¼ 1Y
j–k
ðtk  tjÞ
¼ 1
l0ðtkÞ ð19Þ
where
lðtÞ ¼ ðt t0Þðt t1Þ    ðt tNÞ ð20Þ
Higham19 gave an error analysis of the evaluation of the
interpolating polynomial using barycentric interpolation and
showed that Eq. (18) is unconditionally stability. Additionally,
the barycentric formula is forward stable for any set of inter-
polation points with a small Lebesgue constant. And with a
special series of nodes, such as Chebyshev points, the weights
can be transformed to a simple form.
Chebyshev points of the second kind are picked out as the
collocation nodes,
tk ¼ cosðip=NÞ ði ¼ 0; 1; . . . ;NÞ ð21Þ
Based on Chebyshev points of the second kind, for which
one simply has20
xk ¼ ð1Þkdk; dk ¼
1=2 k ¼ 0;N
1 Otherwise

ð22Þ
And the time histories of status and control are approximated
as
xNðtÞ ¼
XN
k¼0
xklkðtÞ
uNðtÞ ¼
XN
k¼0
uklkðtÞ
8>><>>: ð23Þ
where
lkðtÞ ¼ xk
t tk
XN
j¼0
xj
t tj ð24Þ
and let the coefﬁcients xk and uk be the value of state and con-
trol variables at time tk,
xk ¼ xðtkÞ ¼ xðsðtkÞÞ
uk ¼ uðtkÞ ¼ uðsðtkÞÞ

ð25Þ3.2. Conformal shift
Following Kosloff and Tal-Ezer, the application of a conformal
map can improve upon the difﬁculties mentioned in Section 1
404 X. Guo, M. Zhuby moving the points closer to equidistant. To get the series of
points closer to equidistant, consider, beside the t-space in which
f is to be approximated, another space, with variable
y 2 J= [1, 1], and let gbe a conformalmap formD1 containing
I to a domainD2 containing J. Therefore, a series of new interpo-
lation points is deﬁned on J, yk = g(tk), k ¼ 0; 1; . . . ;N, so the
Eq. (23) can be transformed into the expression of
~xNðykÞ ¼
XN
k¼0
~xklkðg1ðykÞÞ
~uNðykÞ ¼
XN
k¼0
~uklkðg1ðykÞÞ
8>><>>: ð26Þ
where
~xk ¼ ~xðykÞ :¼ xðg1ðykÞÞ ¼ xðtkÞ
~uk ¼ ~uðykÞ :¼ uðg1ðykÞÞ ¼ uðtkÞ

ð27Þ
The conformal map g is deﬁned as11
gðtÞ ¼ arcsinðatÞ
arcsinðaÞ ; a 2 ð0; 1Þ ð28Þ
Fig. 1 presents a series of nodes’ distribution based on dif-
ferent values of a and the map deﬁned by Eq. (28). When
aﬁ 0, ykﬁ ti. Conversely, yk becomes closer to equidistant
as aﬁ 1 and the cumulate nodes near the extremities move to-
wards the center. Through the refurbishment of the center with
nodes, the shocks and oscillations will be abated.
Kosloff and Tal-Ezer suggested several choices of a, in
particular
a ¼ 2=ðtþ t1Þ; t ¼ e1=N ð29Þ
where e is the precision for numerical computation. And there-
fore the mapping function is not affected by the form of
problems.
Baltensperger et al.21 have proved that
~xNðyÞ  xðyÞ  ¼ OðcNÞ ð30Þ
can be obtained uniformly for all y 2 [1, 1]. Even when
a= 0.990, which results in an equal-spaced distribution, the
interpolant approximation based on Chebyshev points with
conformal shift presents a high degree of convergence.
3.3. Differentiation matrix
For barycentric formula Eq. (23), the ﬁrst order derivatives of
x and u can be approximated as
_xNðtÞ ¼
XN
k¼0
xkl
0
kðtÞ
_uNðtÞ ¼
XN
k¼0
ukl
0
kðtÞ
8>><>>: ð31ÞFig. 1 Distribution of nodes based on different values of a and
conformal map.And Schneider and Werner22 have given a very elegant general
formula for the derivatives of rational interpolants in the form
of barycentric formula. In a simple style, the ﬁrst-order deriv-
atives are presented as follows:
l0kðtjÞ ¼
xk=xj
tj  tk k– j

X
j–k
l0kðtjÞ k ¼ j
8><>: ð32Þ
The advantages of Eq. (32) from the view of numerical sta-
bility are discussed in Refs.23,24. What we have just achieved
with the aid of Lagrange interpolation formulas is the compu-
tation of the entries of what are commonly known as ﬁrst-or-
der differentiation matrix,
DchðjkÞ ¼ l0kðtjÞ ð33Þ
where Dch(jk) is the (j, k)th entry of matrix Dch. The matrix Dch
is very ill-conditioned, with eigenvalues scattering in the left
side of the complex plane. While most of the eigenvalues grow
like O(N), a few of them are O(N2). These extreme eigenvalues
are the reason for the severe stability condition.
In addition, to lessen the difﬁculties of classic Chebyshev
pseudospectral method, the conformal map, illustrated by
Eq. (28), is introduced and the approximation is transformed
from t-space to y-space by the conformal map. By taking
derivative of Eq. (26) with y, the ﬁrst-order derivatives of state
and control variables are
d~xNðyÞ=dy ¼
XN
k¼0
~xkdlkðg1ðyÞÞ=dy
d~uNðyÞ=dy ¼
XN
k¼0
~ukdlkðg1ðyÞÞ=dy
8>>><>>>:
ð34Þ
where using multiple derivative technique, the derivatives of lk
for y are
dlkðg1ðyÞÞ
dy
¼ dg
1ðyÞ
dy
 dlk
dt
¼ 1
g0ðtÞ 
dlk
dt
ð35Þ
And the derivative of g utilized is given by
g0ðtÞ ¼ a
arcsin a
 1ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 ðatÞ2
q ð36Þ
Consequently, ﬁrst-order differentiation matrix Dm is sum-
marized as
DmðjkÞ ¼
dlkðg1ðyjÞÞ
dy
¼ 1
g0ðtjÞ l
0
kðtjÞ¼
arcsina
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1ðayÞ2
q
a
l0kðtjÞ ð37Þ
where Dm(jk) is the (j, k)th entry of matrix Dm.
Table 1 presents the comparison between the two differen-
tiation operators on the condition number and spectral radius
q, where a is given by Eq. (29). Additionally, time step restric-
tion can be observed by
Dtm
Dtch
 qðDchÞ
qðDmÞ ð38Þ
For N= 125, the restriction of mapped algorithm is
almost seven times larger than that of a standard Chebyshev
method.
Table 1 Comparison of condition number and spectral radius q of differentiation operator Dch and Dm.
N a Cond (Dch) Cond (Dm) q (Dch) q (Dm)
25 0.8646 7.600 · 1017 4.186 · 1016 50.3501 35.0368
50 0.9630 1.724 · 1017 5.712 · 1016 207.173 85.4015
75 0.9833 1.331 · 1017 3.098 · 1016 459.147 134.447
100 0.9907 2.353 · 1017 4.882 · 1016 826.432 185.594
125 0.9939 1.006 · 1018 3.730 · 1016 1260.70 232.855
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ferentiation matrix’s ill-condition is provided by the conformal
shift. Fig. 2 shows the details of the elements’ value in the dif-
ferentiation matrices and illustrates that by the conformal shift,
the elements in the diagonal line of the differentiation matrix
distribute fairly.
3.4. Integral scheme
For integral section of Bolza trajectory optimization problem,
Clenshaw–Curtis quadrature scheme25 is adopted to discretize
the integral part to a ﬁnite sum, and the scheme is presented asZ 1
1
pðtÞdt ¼
XN
k¼0
pðtkÞ-k ð39Þ
where p is an arbitrary function for variable t and -k weight
for every point. With conformal map, Eq. (39) can be trans-
formed intoZ 1
1
pðyÞdy ¼
Z 1
1
pðgðtÞÞg0ðtÞdt ¼
XN
k¼0
pðgðtkÞÞg0ðtkÞ-k ð40ÞFig. 2 Distributions of values of differentiation matrices ele-
ments’ with two methods, N= 25.And for even N, the weights -k are
26
-0 ¼ -N ¼ 1=ðN2  1Þ ð41Þ
-s ¼ -Ns ¼ 4
N
XN=200
j¼0
1
1 4j2 cos
2pjs
N
s ¼ 1; 2; . . . ;N
2
 
ð42Þ
While N is odd, the weights satisfy
-0 ¼ -N ¼ 1=N2 ð43Þ
-s ¼ -Ns
¼ 4
N
XðN1Þ=200
j¼0
1
1 4j2 cos
2pjs
N
s ¼ 1; 2; . . . ;N 1
2
 
ð44Þ
In Eqs. (42) and (44), the double prime in the summations indi-
cates that the ﬁrst and the last elements have to be halved.3.5. Nonlinear programming problem
The trajectory optimization problem, with the mapped Cheby-
shev points of second kind, is converted into a nonlinear pro-
gramming problem which is to ﬁnd the value of variables at the
nodes yk,
~X ¼ ½ ~x0 ~x1 . . . ~xN ; ~U ¼ ½ ~u0 ~u1 . . . ~uN  ð45Þ
which are the approximate coefﬁcients in Eq. (26) and ﬁnal
time sf to minimize the discretized cost function of
JNð ~X; ~U; sf; s0Þ ¼ Mð~xN; ~x0; sf; s0Þ þ sf  s0
2
XN
k¼0
Lkg
0
k-k ð46Þ
where
Lk ¼ Lð~xk; ~uk; skÞ
subject to
f l 6 f
2
sf  s0 
d~xk
dy
; ~xk; ~uk;~sk
 
6 f u ð47Þ
w0l 6 wð~x0; ~u0; s0Þ 6 w0u ð48Þ
wNl 6 wð~xN; ~uN; sNÞ 6 wNu ð49Þ
gl 6 gð~xk; ~uk; skÞ 6 gu ð50Þ
xl
ul
 
6
~xk
~uk
 
6
xu
uu
 
ð51Þ
where k ¼ 0; 1; . . . ;N. And Eq. (47) in some conditions can be
simpliﬁed into the forms of DAEs (Eq. (4)) and ODEs (Eq.
(5)).
406 X. Guo, M. Zhu4. Numerical examples
In this section, three numerical instances are presented to dem-
onstrate the improvement based on mapped Chebyshev
pseudospectral method and comparisons are illuminated be-
tween mapped Chebyshev pseudospectral method, standard
Chebyshev pseudospectral method and other collocation
methods. All computations are executed by the software,
MATLAB, on a portable computer with a 2 GHz processor
and 2 GB of RAM. And additionally, the function of MAT-
LAB’s optimization toolbox, fmincon with SQP algorithm is
utilized as the nonlinear programming solver.4.1. Example 1
A minimum-energy problem with a second-order state variable
inequality constraints is considered. It is taken from Ref.27 and
Bryson and Ho presented the analytic solution in the litera-
ture, so the absolute accuracy can be obtained. The problem
is to ﬁnd the control variable u to minimize cost function of
J ¼ 0:5
Z 1
0
a2ðtÞdt ð52Þ
The dynamic constraints are
x0 ¼ t; t0 ¼ a ð53Þ
while initial and terminal conditions are
xð0Þ ¼ xð1Þ ¼ 0; tð0Þ ¼ tð1Þ ¼ 1 ð54Þ
And due to the different path constraints of
xðtÞ 6 q ð55Þ
The results are quite different from each other. For 0 < q< 1/
6, the path stays on the constraint boundary for a ﬁnite time.
Overall, solution with this constraint isa ¼
 2
3q
1 t
3q
 
0 6 t 6 3q
0 3q < t 6 1 3q
 2
3q
1 1 t
3q
 
1 3q < t 6 1
8>>>><>>>:
ð56ÞTable 2 Comparison of optimal results from two methods.
Method J |J
Simpson 23.721565 7.
Standard Chebyshev PS 15.914243 0.
Mapped Chebyshev PS 16.004602 0.
Table 3 Comparison of error with the two methods.
Method kX X anakL1
Simpson 1.4745 · 102
Standard Chebyshev PS 4.4861 · 103
Mapped Chebyshev PS 6.6696 · 105t ¼
1 t
3q
 2
0 6 t 6 3q
0 3q < t 6 1 3q
 1 1 t
3q
 2
1 3q < t 6 1
8>>><>>>:
ð57Þ
x ¼
q 1 1 t
3q
 3" #
0 6 t 6 3q
q 3q < t 6 1 3q
q 1 1 1 t
3q
 3" #
1 3q < t 6 1
8>>>><>>>>:
ð58Þ
J ¼ 4
9q
ð59Þ
And in this paper, q is chosen to be 1/36, so the value of ana-
lytic cost function Jana equals 16. To get numerical solution,
the mapped Chebyshev pseudospectral method is used for dis-
cretization of the problem and converts it into a NLP problem,
which is to ﬁnd the variables
~X ¼ ½ ~x0 ~x1    ~xN 
~V ¼ ½~t0 ~t1    ~tN 
~A ¼ ½ ~a0 ~a1    ~aN 
8><>: ð60Þ
and minimize the cost function of
~J ¼ 1
4
XN
k¼0
~a2kg
0ðtkÞ-k ð61Þ
subject to the equality constraints of
2 ~D ~X ¼ ~V; 2 ~D ~V ¼ ~A ð62Þ
and inequality constraints of
~xk ¼ xðgðtkÞÞ 6 1=36 ð63Þ
The initial and terminal conditions are
~x0 ¼ ~xN ¼ 0; ~t0 ¼ ~tN ¼ 1 ð64Þ
Tables 2 and 3 list the optimal results and the errors of
mapped Chebyshev pseudospectral method, classic Chebyshev
pseudospectral method and Simpson collocation method com-
pared with the analytic solution. The solutions are based on 31
nodes, so N= 30. In respect of conformal map, a is deﬁned by
Eq. (28) and with a general machine precision 106,Jana| |JJana|/Jana CPU time/s
721565 0.4826 0.2719
085757 5.3598 · 103 5.6093
004602 2.8763 · 104 3.5468
kv vanakL1 ka aanakL1
6.5515 · 102 7.0209
2.1372 · 102 4.2823 · 101
3.5825 · 103 1.6127 · 102
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L1 norm k  kL1 ¼ max j  j, is introduced to evaluate the dif-
ference between the optimal and analytic solutions. Moreover,
the execution time of the optimal progress on computer is ob-
tained by MATLAB relative command cputime.
The time histories of variables are presented in Fig. 3,
where ‘‘+’’ indicates the solution of mapped Chebyshev
pseudospectral method, ‘‘o’’ is for the one of Chebyshev
pseudospectral method and ‘‘D’’ stands for the results of
Simpson collocation method, while solid line represents theFig. 3 Time histories of variables for Example 1 based on 31
nodes.analytic solution. In Fig. 3, we can notice an obvious differ-
ence between analytical solution and the one by standard
Chebyshev pseudospectral method, especially for the time his-
tory of x. And the results of Simpson collocation method have
the same situation and even a less accuracy.
According to information in Tables 2 and 3, it is evident
that for the same number of Chebyshev nodes, the mapped
Chebyshev pseudospectral method has a better performance
on accuracy and spends less CPU time in the same computing
condition to complete optimization than the classic Chebyshev
pseudospectral method does. The Simpson collocation method
can rapidly obtain the optimal results, but the optimal trajec-
tory is far away from the analytical one. For the classic
pseudospectral method, the obvious difference between ana-
lytic solution is mainly caused by nodes scatter close to the
center of interval. With an uniform distribution of nodes, the
mapped method improves on the ill-condition of differentia-
tion matrix, the accuracy and calculation time.
4.2. Example 2
A hyper-sensitive problem is presented.28,29 A characteristic
three-segment structure constructs the solution of a completely
hyper-sensitive problem, and the optimal trajectory is analo-
gous to an optimal airport-airport route for a transport air-
craft.30 So the solution to hyper-sensitive problem is
important and this problem is extremely difﬁcult to solve using
indirect methods. While Jain and Tsiotras31 solved this prob-
lem using multi-resolution techniques for a higher density of
nodes in the take-off and landing segments, a set of Chebyshev
points naturally accumulated near the extremities. However, in
this example, with the direct standard Chebyshev pseudospec-
tral method, when the points accumulate in the take-off and
landing segments, ill-conditioning of the differentiation matrix
and oscillation in the two phases becomes more serious. Using
the mapped Chebyshev pseudospectral method, this ill-condi-
tioning and the solution’s oscillation are markedly lessened.
Consider that the problem is to minimize
J ¼
Z 10000
0
ðh2ðtÞ þ c2ðtÞÞdt ð65Þ
subject to
_h ¼ h3 þ c ð66Þ
and the bound constraints of
hð0Þ ¼ 1; hð10000Þ ¼ 1:5 ð67Þ
By the two pseudospectral methods, the problem is discret-
ized and transferred into a nonlinear optimal question. The
cost function is
~JN ¼ 1
2
XN
k¼0
ð~h2k þ ~c2kÞg0ðtkÞ-k ð68Þ
Dynamic constraints and bound constraints are
2 ~D ~H ¼  ~H3 þ ~C; ~h0 ¼ 1; ~hN ¼ 1:5 ð69Þ
whereeH ¼ ½ ~h0 ~h1    ~hN ; eC ¼ ½ ~c0 ~c1    ~cN  ð70Þ
Fig. 4 Time histories of variables based on 101 nodes for both methods.
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for both methods. Upon the standard Chebyshev pseudospec-
tral method, an obvious oscillation happens to the time history
of c near the left extremity (shown in Fig. 4(e)) while the result
of mapped Chebyshev pseudospectral method performs more
smoothly. Likewise, for time history of variable h, the same sit-
uation takes place near the right boundary (Fig. 4(f)).Fig. 5 presents that, with a large number of nodes, near the
extremities, the optimal results based on standard Chebyshev
pseudospectral method start to shake, and along with the in-
crease of point numbers, the oscillation amplitude becomes
more severe. In Fig. 5(b) and (d), the optimal variables at
the same point but just with different quantity of nodes do
not converge to the same value. However, the mapped method
Fig. 5 Optimal results with different numbers of nodes for Example 2.
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number of nudes.4.3. Example 3
To demonstrate the practical applicability of the method, a
benchmark problem for trajectory optimization methods is ﬁ-
nally considered, which is to optimize a reentry trajectory of an
Apollo type vehicle.32 Eqs. (71)–(74) describe the equations of
motion.
_t ¼  S
2m
qt2CDðuÞ  g sin cð1þ nÞ2 ð71Þ
_c ¼ S
2m
qtCLðuÞ þ t cos c
Rð1þ nÞ 
g cos c
tð1þ nÞ2 ð72Þ
_n ¼ t
R
sin c ð73Þ
f ¼ t
1þ n cos c ð74Þ
where t is velocity, c ﬂight-path angle, n= h/R the normalized
altitude and f the distance on the Earth’s surface of the trajec-tory of an Apollo type vehicle. One control variable, angle of
attack u, decides the lift and drag by the following equations:CD ¼ CD0 þ CDL cos u; CD0 ¼ 0:88; CDL ¼ 0:52 ð75Þ
CL ¼ CL0 sin u; CL0 ¼ 0:505 ð76Þthe air density is supposed to satisfy q= q0exp(bRn), and
the values of constants areR ¼ 63:7139 105 m; S=m ¼ 4448 105 m2=kg;
q0 ¼ 1:2250 kg=m3; g ¼ 0:2989 104 m=s2;
b ¼ 1=0:0716 105 m1
The cost function denotes the total stagnation point con-
vective heating per unit area, which is given by
J ¼
Z tf
0
10v3
ﬃﬃﬃ
q
p
dt ð77Þ
According to Ref.32, the reentry problem contains either a
control variable constraint or a state variable constraint. The
former situation is considered and the constraints of the initial
position are
410 X. Guo, M. Zhuvð0Þ ¼ 0:10668 105 m=s
cð0Þ ¼ 5:75
nð0Þ ¼ 1:2192=R ðhð0Þ ¼ 121920 mÞ
fð0Þ ¼ 0 m
8>><>>: ð78Þ
In this case, an ability limitation of control variable u is
applied.
juj 6 umax; umax > 0 ð79Þ
The ﬁnal time tf is unspeciﬁed and is described as a param-
eter to attend the optimization. And at the ﬁnal time, the ter-
minal constraints are as follows:
vðtfÞ ¼ 0:00503 105 m=s
nðtfÞ ¼ 0:230215=R ðhðtfÞ ¼ 23021:5 mÞ
fðtfÞ ¼ 15:7554 105 m
8<:
c at the terminal time is not constrained. We solve this
problem with umax = 16 mentioned by Pesch.32
Figs. 6–8 illustrate the time histories of variables for
mapped Chebyshev pseudospectral method and the time his-
tory of u for Chebyshev pseudospectral method. An improve-
ment is presented for the angle of attack u in Fig. 8.Fig. 6 Time histories of v and h for mapped Chebyshev PS
method (umax = 16, n= 56).
Fig. 7 Time histories of f and c for mapped Chebyshev PS
method (umax = 16, n= 56).Table 4 illustrates a comparison between the two meth-
ods with difference numbers of nodes. For the standard
method, with the increase of nodes, the SAK increases a lit-
tle, while the mapped method’s SAK value reduces. Though
the other items in the table seem almost the same, from the
SAK, we can get the idea that the oscillation becomes more
serious for the standard method. In Table 4, SAK is the
sum of all the dynamic constraints, MEBC means the max-
imum error at the boundary conditions, PREC means
precision.
With the Chebyshev pseudospectral method, the optimal
solution of u has a shake, while a better performance and less
shake are presented by the mapped method. With the standard
Chebyshev pseudospectral method, due to the ill-condition of
differentiation matrix caused by points’ accumulation near the
extremities and the big slope of control variable before 75 s, an
intensive oscillation happens to the segment. In the middle seg-
ment, nodes scatter substitutes for the accumulation of points
near the left extremity. Therefore, the shake is weakened. And
near the right extremity, the slope of u almost equals zero, so
the oscillation is prevented in the segment. Fig. 9 presents that
even reducing the number of nodes applied to the optimization
cannot improve the oscillation.
Fig. 8 Time history of u (umax = 16, n= 56).
Fig. 9 Time history of u (umax = 16, n= 36).
Table 4 Comparison of the results for Example 3 with the two methods.
Method J/102 SAK/107 MEBC PREC
Standard Chebyshev PS(N= 36) 1.988051 4.265916 0 1 · 106
Mapped Chebyshev PS(N= 36) 1.988263 1.695331 0 1 · 106
Standard Chebyshev PS(N= 56) 1.988213 3.013815 0 1 · 106
Mapped Chebyshev PS(N= 56) 1.987462 5.758965 0 1 · 106
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A mapped Chebyshev pseudospectral method has been used to
generate the solution of trajectory optimization. In view of the
standard Chebyshev pseudospectral method, the points’ accu-
mulation near the extremities and nodes scatter close to the
center of interval cause an ill-condition of differentiation ma-
trix and an oscillation of the optimal solution. A conformal
shift is adopted to rearrange Chebyshev points so that the
drawbacks from the polynomial approximation based on stan-
dard Chebyshev points can be markedly lessened. From Exam-
ples 1 and 2, according to the improvement on the ill-condition
of the differentiation matrix, the calculative time for the opti-mal progress is signiﬁcantly reduced. The Example 2
demonstrates the application of the new method on the
problems with constraints in the form of DAEs. Moreover,
though new method has almost the same accuracy with
standard Chebyshev pseudospectral method, the distribution
of rearranged points overcomes the ill-condition of
differentiation matrix and weakens the oscillation near the
extremitries.
In conclusion, it can be said that the proposed method
keeps the accuracy of the Chebyshev pseudospectral methods
but also improves the stability and the efﬁcient of trajectory
optimization as well.
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