Abstract. Wide-angle cameras are used to monitor large open areas, but moving objects on the image are often too small to view in detail. However, pan-tilt-zoom (PTZ) cameras have zooming capabilities that can be used to capture close-up images of a moving object. Therefore, the cooperation of these two types of cameras has been studied extensively in recent years. A calibration method is necessary to achieve the above cooperation. For any coordinate on the image plane of a wide-angle camera, this calibration method is needed to obtain the corresponding pan, tilt, and zoom values, known as the point correspondence of the PTZ camera. It is inconvenient to manually establish point correspondences, as shown in previous studies. Therefore, an automatic calibration method is proposed in this paper. The method is mainly based on the matching of feature points on the images of wide-angle and PTZ cameras. A feature point (FP) is extracted based on several edge operators derived from a 2D Gaussian smoothing function. A two-phase FP match is then designed to obtain the point correspondences. In the study of a prototype for capturing close-up images of moving objects, the calibration process took approximately 7 minutes for 44 FPs. The average successful rate of the capturing tasks was 82 percent. It shows that the automatic calibration method is feasible for the cooperation of wide-angle and PTZ cameras.
Introduction
The development of embedded systems and wireless communication has caused IP-based cameras and IP-based surveillance systems to become popular. Unlike traditional digital cameras without computing capability, IP-based cameras usually have an embedded Linux system. They can operate individually and provide some basic services, such as motion detection or object tracking. IP-based cameras can be classified into three categories. One is the passive, i.e., wideangle camera, which is used to monitor a fixed area with a fixed focal lens. Another is the active, i.e., pantilt-zoom (PTZ) camera, which is capable of increasing the monitoring area and enhancing the image quality. The last is designed for special purposes, such as Omni directional cameras or thermal cameras. The Internet connection increases the accessibility of IPbased cameras. The cooperation of multiple cameras has been studied recently for new services, such as consistent object labeling [1] [2] , pedestrian tracking, behavior analysis and so on. For the surveillance of large open areas, the objects in the image of a wideangle camera may be too small to recognize. A PTZ camera can be used to capture a close-up image of an object. However, its field of view (FOV) is limited when zooming in on a specific target. Therefore, the cooperation of wide-angle and PTZ cameras is complementary. This has been extensively studied recent years [3] [4] [5] [6] [7] . The cooperation scenario is shown in Figure 1 . When an object appears in the image of a wide-angle camera, as shown in Figure 1 (a), the PTZ camera can be controlled to capture a close-up image of the object, as shown in Figure 1 It is very difficult for surveillance to manually capture close-up images of all objects passing through an open area. An automatic system is needed. In order to achieve the cooperation of wide-angle and PTZ cameras, camera calibration is the key process. For the coordinate of a specific object in the image of a wideangle camera, the calibration calculates the corresponding pan, tilt, and zoom values needed to control the PTZ camera and capture the close-up image. In this paper, an automatic calibration method is proposed and a prototype system is also presented to achieve the above task. The calibration is based on the feature points (FPs) extracted by using a 2D Gaussian smoothing function [8] . Next, the corresponding pan and tilt values are obtained automatically using two phases: wide-angle FP matching and zoom-in FP matching. The zoom value is computed based on the height of the object. The established FP and pan/tilt correspondences are in the prototype.
The remainder of this paper is organized as follows: Section 2 reviews related works; Section 3 presents the automatic calibration method; Section 4 presents the computation of pan, tilt, and zoom values; Section 5 describes the prototype and the experimental study; Section 6 presents the conclusion indicated by this study.
Related Works
The calibration method of cameras is important for the cooperation of multiple cameras. Methods described in previous studies can be classified into three categories: (1) 3D world coordinate system: This category is based on a common 3D world coordinate system for multiple cameras to compute the desired pan and tilt angles of PTZ cameras [9] . R. Bodor et al. proposed a dual camera system for activity recognition [10] . The calibration is based on the inverse kinematics for computing pan and tilt angles from the 3D world coordinate. Marchesotti et al. also proposed a dual-camera system for face detection [11] [12] . The calibration method is based on the Tsai's method [13] . At least 12 pairs of 2D image plane and 3D world coordinates are needed to achieve precise calibration. [19] . However, it is troublesome to obtain the calibration data for different models of cameras. Lee et al. also proposed a manual calibration method [20] . An image registration technique is used to establish panning, tilting, and zooming tables separately. However, the construction of the pan/tilt/zoom tables is still in convenient for different models of cameras. In a previous study by this researcher, a manual calibration method was proposed [21] . However, the problem still exists. A number of disadvantages are mentioned in the previous studies. Therefore, an automatic calibration method is proposed simply based on the 2D image plane without considering the 3D world coordinate system. It is also scene-independent and general for the cooperation of wide-angle and PTZ cameras.
Automatic calibration method
When a wide-angle camera and a PTZ camera are calibrated, the corresponding pan, tilt, and zoom values can be obtained for any given coordinate on the image plane of a wide-angle camera. Therefore, when a moving object appears on the image plane of a wideangle camera, the obtained pan/tilt/zoom values can be used to control the PTZ camera to focus on the object. An automatic calibration method is designed to establish a set of point correspondences for obtaining the desired pan, tilt, and zoom values. The computation of the desired pan and tilt values is differed from that of the zoom value since the zoom value is related to the size of the object.
The calibration of the pan and tilt values is presented firstly. The process is shown in Figure 2 . The main principle of the process is based on the FPs on the images of the wide-angle and PTZ cameras. If the corresponding pan and tilt values of every FP are obtained, they can be deemed as a point correspondence. The process consists of two phases: wide-angle FP matching and zoom-in FP matching. In the wideangle FP matching phase, the PTZ camera is zoomed out to the maximum wide-angle. The real-time images are captured simultaneously from two cameras. The FPs on two images are extracted based on a 2D Gaussian smoothing function, which is presented later.
Next, a normalized cross correlation (NCC) method is used to match the FPs on two images. A false match is also eliminated to establish the set of FP pairs. After this phase, a set of reference FPs in the image of the wide-angle camera and the corresponding FPs in the image of the PTZ camera in the maximum wide-angle mode is established.
Zoom -in FP matching
Wide -angle FP matching The second phase is zoom-in FP matching. The purpose is to obtain the corresponding pan and tilt value of the FP in every FP pair. Assume two FPs of one FP pair are denoted as PW i and PP i to represent the FP on the image of wide-angle camera and the PTZ camera, respectively. Firstly, the PTZ camera is controlled to centralize and zoom in on PP i . However, minor errors may exist while zooming, since a position on the wide-angle image is mapped into a rectangular area on the zoom-in image. In order to get precise pan and tilt values, a set of new FPs in the zoom-in image are extracted and matched with PW i . Assume the new matched FP is denoted as PP' i . It should be within a pre-defined central area; otherwise, it is discarded. If PP' i satisfies such criteria, the PTZ camera is controlled to centralize on PP' i and get the corresponding pan and tilt values from the PTZ camera. They are the desired correspondences of PW i . After the above process, a set of point correspondences (FPs) in the image of the wide-angle camera and their corresponding pan and tilt values are established automatically.
The key steps of the above process, including the feature point extraction, matching, false matching elimination, and zoom-in FP matching are presented illustratively as follows.
(1) Feature point extraction
An FP is a point of human interest in an image, such as an intersection of two lines, a corner, and so on. In this paper, the set of FPs is extracted based on the method presented in 0. Several edge operators are used to extract FPs. For a specific position (x, y) on an image, the first partial derivatives of the 2D Gaussian smoothing function in x and y directions are denoted as 
where σ is the standard deviation of the associated probability distribution. It is set to 2 for noise suppression. The gradients of an image ( )
in the x and y directions can be computed by using Eq. (2):
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The operator * is a convolution operation. The modulus of the gradient vector of ( )
can be computed by using Eq. (3):
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The position (x, y) is a feature point when it satisfies two conditions. The first condition is that the value According to the above method, an example of extracted FPs is shown in Figure 3 and marked with a red cross. 
(3) False match elimination
The set of FP pairs matched using NCC may contain false matches (such as FPs No. 21 and 26 in Figure 4 ). These false matches cannot be point correspondences and must be eliminated. The elimination is based on their geometric relationship. The above example after false match elimination is shown in Figure 5 . Figure 6 . In Figure 6 (a), the original size of the image containing PW i is shown on the right-hand side. The zoom-in image of PP i is shown in Figure 6 (b). The red dot is the matched PP' i . It is the ideal condition where PP' i is in the precise center of the zoom-in image.
The new matched FP, PP' i , is verified to ensure there is no possible false match. In general, if the PTZ camera is controlled to centralize and zoom in on PP i , the matched PP' i should be within the central area. Otherwise, PP' i is a false match. An example is shown in Figure 7 to illustrate the verification of PP' i . In Figure 7 (a), the yellow cross is the center of the image. Assume the matched PP' i is marked with a red cross and is within the red-dashed pre-defined circle. The PTZ camera is controlled to centralize PP' I again and overlap it with the center of the image as shown in Figure 7 (b). If PP' i is not within the pre-defined circle as shown in Figure 7 (c), it is a false matching and discarded.
(a) (b) 
The computation of pan/tilt/zoom values
For an object in the image of the wide-angle camera, assume its position (x', y') and size (w', h') can be known. Its position is used to compute the corresponding pan and tilt values for the PTZ camera, based on the set of point correspondences established using the automatic calibration process. The object size is used to compute the suitable zoom values. In order to compute the desired pan and tilt values,(x', y') is assumed to the next possible position of a moving object. It is marked with a blue-dashed rectangle, as shown in Figure 8 . Next, the closest FPs of point correspondences to (x', y')in the vertical and horizontal line are found separately and denoted as (x 1 , y 1 ) and (x 2 , y 2 ). Assume the corresponding pan and tilt values for (x 1 , y 1 ) and (x 2 , y 2 ) are (p 1 , t 1 ) and (p 2 , t 2 ), respectively. The desired pan and tilt values, (p', t'), for (x', y') are computed based on a trigonometric formula, as shown in Eq. (4): In advance, the computation of the zoom value is according to the size of the moving object. Before the computation, a look-up table is first established. For the physical zoom values (1 to 14,000 for an AXIS-215 PTZ camera), the zoom-in image sizes are recorded every 500 increments. An example is used to illustrate the measurement of the zoom-in image size as shown in Figure 9 . Figure 9(a) is the wide-angle image with the zoom value set to 1. Figure 9(b) shows the zoom value set to 5000. It is only a partial view of the wide-angle image, and is marked by a red rectangle. Next, the height of the rectangle in Figure 9 (a) is recorded in the look-up According to such a look-up table, a suitable zoom value can be computed for a specific object height. Assume the height of a moving object is denoted as h'. The pre-defined ratio of the zoom-in image to an object is denoted as R. R×h' is the expected height of the zoom-in image. It can be found between two heights in the look-up table, denoted as h 1 andh 2 (h 1 ≤h 2 ). The corresponding zoom values are denoted as z 1 andz 2 . The desired zoom value z' is computed using the following equation.
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The prototype system
A prototype system was implemented using Visual C# 2008. It is designed for capturing close-up images of every object passing through an open area. The system consists of one wide-angle camera and multiple PTZ cameras. The automatic calibration process is performed individually on every PTZ camera to establish the point correspondences. The screenshot of the automatic calibration tool is shown in Figure 10 After the calibration process is finished, the prototype system can perform the automatic close-up image capturing task. The screenshot is shown in Figure 11 . The real-time image of the wide-angle camera is shown in the upper-right part. The moving objects are detected based on the background subtraction technique, and are marked with different colors to represent their status. An object marked with a red, yellow, or blue rectangle denotes its close-up image as being uncaptured, capturing, and captured, respectively. The real-time image of the PTZ camera is displayed at the top of the images on the right-hand side. The images under the real-time image of the PTZ camera are continuous shots of a moving object. When the PTZ camera is rotating or the object is moving, the image may be blurred. Continuous shots enable at least two clear images to be found among all the shots. The actual size of the images is 640×480 pixels. The first four images of the five continuous shots are displayed on the user interface. The continuous shots of two objects are shown in Figure 12 . In advance, two experiments were designed to evaluate the performance of the prototype. The first experiment was to measure the elapsed time of the automatic calibration tool. The time is influenced by the number of FPs. In the experiment, there were 44 FPs and the elapsed time was approximately 7 minutes. However, only one click was required to activate the calibration process, meaning the time required was very short. Conversely, manual calibration requires 14 minutes for the same number of FPs. The above result shows that the automatic calibration process has improved efficiency.
In the second experiment, the system performed close-up image capturing tasks at two different time periods: normal and rush hour. A capturing task is classified into success or failure as defined below:
• Success: If the head of a moving object appears completely in one of the continuous shots, the task is classified as a success.
• Failure: If either the head of a moving object is not captured, or no moving object exists in any of the continuous shots, the task is classified as a failure. Additionally, the same checking step presented in the researchers' previous study was used to examine whether a task was failure 0. If the checking result of the continuous shots fails, the system will repeat the capturing task until either the task is successful or the object leaves the FOV of the wide-angle camera. The experimental results are listed in Table 2 . The number of objects at normal and rush hour for 20 minutes were 173 and 312, respectively. The success percent at normal and rush hour was 82.6 and 80.4 percent, respectively. The average number of captures per object was computed based on the repeat count, and was 1.53 and 1.42 at normal and rush hours, respectively.
Compared with the researchers' earlier prototype using manual calibration methods during the normal hour period0, the success rate of 82.6 percent was lower than that of the previous study (87.8 percent). However, at 1.53 times, the average number of captures per object was better than that of the previous study (2.59 times). This shows that the point correspondences established using the automatic calibration method are precise and useful for close-up image capturing tasks. 
Conclusions
IP-based cameras are becoming more and more popular. This trend simplifies the cooperation of various kinds of cameras. In this paper, an automatic calibration method was proposed for the cooperation of wide-angle cameras and PTZ cameras. The calibration method was mainly based on the FPs detected using a 2D Gaussian smoothing function. A prototype was implemented to fulfill the automatic calibration method for a close-up image capturing task in an open area. The calibration process can be finished quickly with one click. After the point correspondences are established, the desired pan and tilt values can be computed for any given coordinate on the image of the wide-angle camera. According to the experiment, the success rate of close-up image captures was 82.6 percent. If the success rate is expected to improve further, the predictions of the moving object positions and the elapsed time of camera rotation are two main factors that need to be considered. The prototype can also be refined to provide different tasks for different situations. For example, close-up image capturing tasks are suitable for a large numbers of moving objects in an open area. However, tracking tasks are suitable for small numbers of moving objects during specific periods of time. The prototype can be contextaware and switch its task automatically.
