Abstract-In this paper we present an optimal estimator of magnitude spectrum for speech enhancement when the clean speech DFT coefficients are modeled by a Laplacian distribution and the noise DFT coefficients are modeled by a Gaussian distribution. Chen has already introduced a Minimum Mean Square Error (MMSE) estimator of the magnitude spectrum. However, the proposed estimator, namely LapMMSE, does not have a closed form and is computationally extensive. We use his formulation for the MMSE estimator, employ some approximations and propose a computationally effective estimator for the magnitude spectrum.
INTRODUCTION
In increasing number of speech processing applications, the noise reduction is becoming an essential pre-processing to improve the system performance. In the past three decades Minimum Mean Square Error (MMSE)-based singlechannel speech enhancement algorithms have received a lot of attention. In [1] , Ephraim and Malah proposed a basic estimator for the magnitude spectrum of the speech signal. in [2] , they introduced a log spectral amplitude (LSA) estimator and in [3] , Cohen proposed optimally-modified log spectral amplitude (OM-LSA) estimator. Most of the previous works consider a fundamental assumption that the real and imaginary parts of Discrete Fourier Transform (DFT) coefficients of clean speech signal are modeled by Gaussian distribution. More recently, researchers have searched for adopting a statistical model for speech signal in order to enhance speech estimators. In this procedure, nonGaussian distributions have been employed to model real and imaginary parts of DFT coefficients of clean speech signals. Generally, Gamma or Laplacian distribution can be used to model real and imaginary part of clean DFT coefficients [4] - [9] . In [10] , Chen and Loizou have proposed a MMSE estimator of the magnitude spectrum based on Laplacian model for speech probability density function (PDF). The proposed analytical solution is highly non-linear, computationally complex and very time-consuming for implementation. In [10] , Chen showed that the magnitude and phase of the DFT coefficients are statistically independent. In this method, they approximated the probability density function of the DFT coefficient magnitude. This approximate is still computationally far-reaching. In this paper, we present some approximations for Bessel function as well as for the PDF of the magnitude spectrum of clean speech, , to reduce the complexity of the estimator. Simulation results demonstrate the complexity and performance of the resulting estimator. Evaluating the proposed estimator, namely Improved LapMMSE (ImpLapMMSE) shows that the proposed estimator outperforms the previous LapMMSE with lower complexity. The remaining of the paper is organized as follows. In Section II, we explain the estimator proposed by Chen in [10] . In Section III, we derive Improved Laplacian-based MMSE estimator. In Section IV, we evaluate the performance of ImpLapMMSE estimator. Finally, Section V concludes the paper.
II. LAPLACIAN-BASED SHORT-TIME SPECTRAL AMPLITU-DE ESTIMATOR
Suppose that , where , and denote noisy signal, clean speech signal, and additive noise, respectively. Taking the Fourier Transform of , we get:
for where k = 0, 1, 2, . . . , N-1, and N is the frame length. The above equation can be also expressed in the following form: (2) where { , , } denote the corresponding magnitude spectra and { , , } denote the corresponding phase spectra of the noisy, clean and noise signals, respectively.
According to the Ephraim and Malah basic work [1] , the MMSE estimator of the magnitude spectrum is obtained as follows:
where . denotes the expectation operator, for convenience, , is the joint pdf of the magnitude and phase spectra, denotes the noise variance and | , is given by [1] :
Following the procedure in [11] , it is easy to show for a Laplacian distribution that , is given by [10] :
Where is the variance of kth clean DFT coefficients. Substituting Eq. (4) and Eq. (5) into Eq. (3), [10] has reached the following form of estimator:
Let and which denote the a priori and posteriori SNRs, respectively [1] . Substituting these two in (6), the estimator is re-written as follows [10] :
The above equation gives the Laplacian MMSE estimator of the spectral magnitude. We will refer to this estimator as the Laplacian MMSE estimator (or briefly, LapMMSE). To the knowledge of the authors, the closed form solution of this equation does not exist. In [10] , by applying some approximations, Chen proposed alternative solutions and came up with significant results as follows [10] : (8) where 1; 2
where Г . is the gamma function and , ; ; is the Gaussian hypergeometic function. As shown in (8-a)-(8-d) , the derived LapMMSE estimator is highly nonlinear and computationally complex. In the section III, we propose some other approximations to be applied in equation (7) and present a computationally-feasible estimator.
III. DERIVATION OF IMPLAP-MMSE
Chen et al. have already shown that the magnitude and phase of the complex DFT coefficients of clean speech signals are statistically independent and derived , , as follows [10] . Foe the simplicity of notation, the frequency bin index, k, has been dropped. 
Substituting Eq. (9) 
A. Derivation of Approximate LapMMSE Estimator
As it is mentioned in [10] , is given by: 
Since there is no closed form solution for this integrals (nominator and denominator of Eq. (13)), in the following, we introduce some approximation for Bessel function and propose a closed form estimator.
B. The Approximation of Bessel Function
In this section, we approximate Bessel function for two cases:
1.
Bessel function approximation for small arguments 2.
Bessel function approximation for large arguments 1. Bessel function approximation for small arguments For small arguments of SNR, we approximate the Bessel function I 0 using the Tailor series expansion around x = 0. As expressed in [12] , we have:
Substituting this expression into Eq. (13) 
Bessel function approximation for large arguments
For large input arguments, a large value of K is required to accurately approximate via equation (14) . This results in numerical problems and demanding computations. Therefore, for these case the following well-known approximation of is applied [12] :
Substituting this approximation into Eq. (13) 
where 2 and denote parabolic cylinder function. Therefore defining as follows:
We get:
.
Finally, the clean speech component is obtained using the inverse STFT and the weighted overlap-add method. 
IV. IMPLEMENTATION AND PERFORMANCE EVALUATION
In this section, we present experimental results that demonstrate better performance of our proposed estimator, Improved LapMMSE (ImpLapMMSE) with respect to LapMMSE and previous estimators in which Laplacian and Gaussian assumptions were made. For simulation, eight (clean) speech signals (sampled at 16 KHz) were selected from TIMIT data base. Further. We made these signals noisy with Gaussian noise and considered wide range of input SNRs (-10db,-7db,-2.5db, 0db) in this experiment. To evaluate the performance of proposed method, we have used three basic measures: SegSNR, LLR distance and Weighted Spectral Slope WSS. Next, we have compared the output of proposed method with those for MMSE-STSA, MMSE-LSA and OM-LSA, methods.
The results have been listed in Tables I-III for segSNR, LLR distance and WSS values, respectively. As shown in simulation results, we realize that the proposed method in lower SNR values has gained significant performance, In comparison to the amplitude estimation of signal spectrum when Gaussian assumption was considered. Furthermore, the proposed estimator provides better performance than MMSE, LSA and OMLSA methods. Listening tests show that this method has less residual noise than the previous estimators. This is also almost obvious in Fig. 2 
V. SUMMARY AND CONCLUSION
In this paper, we explored the Laplacian MMSE estimator (proposed by Chen et al. in [10] ). The estimator is based on strongly analytical mathematics, and it has a great complexity. In this paper, we employed more accurate approximations to improve MMSE estimator in which DFT coefficients of speech signal are modeled by Laplasian distribution. As a result we obtained a Gain function which can omit the additive noise in a better way. Comparing the proposed method with the previous ones shows this fact and as in [10] , this method has less residual noise, less distortion speech signal and finally better performance in results. 
