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For which error criteria can we solve a nonlinear scalar equation f (x) = 0, where 
f is a real function on the interval [a, b]? The information on f consists of adaptive 
evaluations of arbitrary linear functionals and an algorithm is any mapping based on 
these evaluations. The error of an algorithm is defined by its worst performance. 
For the root criterion we prove there does not exist an algorithm to find a point x 
such that Ix - (z ) 5 c, where (Y is a zero off and E < (b - a)/2. This holds for 
arbitrary information and for the class of infinitely many times differentiable func- 
tions with all simple zeros. We do not assume that f(a)f(b) 5 0. For the residual 
criterion we exhibit almost optimal information and algorithm. More precisely, we 
prove that if x is the value computed by our algorithm using n function values then 
f(x) = 0 (n -‘), where r measures the smoothness of the class of functions f. Finally 
a general error criterion is introduced and some of our results are generalized. 
0 1986 Academic Press. Inc. 
1. INTRODUCTION 
A number of error criteria are commonly used in practice for the approxi- 
mate solution of a nonlinear scalar equation f(x) = 0 where fi [a, b]-, R. 
For instance one may want to find a number x such that one of the following 
conditions is satisfied: 
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root criterion: lx - c+E, (1.1) 
relative root criterion: 1 x - al 5 E(I(YI + S), 6 2 0, (1.2) 
residual criterion: If(4 I 5 6 (1.3) 
relative residual criterion: IfWl 5 4f’(-a (1.4) 
where (Y is a real zero off and E is a given nonnegative number. 
We study for which error criteria it is possible to find such a number x 
and, if it is possible, what is an optimal algorithm for finding x. 
We assume that f belongs to a given class of functions and that we can 
adaptively compute the values of finitely many linear functionals at f. The 
number of such evaluations may vary with f. 
By an algorithm we mean an arbitrary mapping which depends on the 
computed values at f. This definition of an algorithm includes all nonitera- 
tive algorithms, as well as iterative algorithms which terminate after finitely 
many steps. 
We analyze the worst case setting, i.e., the error of an algorithm is 
defined by its performance for a worst function from the class. 
We now discuss the results obtained in this paper. 
For the root criterion we prove that there does not exist an algorithm to 
find x satisfying (1.1) with E < (b - a)/2 for the class of fi of infinitely 
often differentiable functions with simple zeros whose seminorm is bounded 
by one. (We do not assume that f has opposite signs at Q and b.) Note that 
this result holds independently of which and how many linear functionals 
are evaluated. The same result holds for the relative root criterion with 
E < (b - a)/(b + a + 26) and a 2 0. 
For the residual criterion we deal with the class Fz of functions having ze- 
ros whose (r - 1)st derivative is absolutely continuous and the infinity 
norm of the rth derivative is bounded by one, r L 1. We find almost opti- 
mal information and algorithm. The analysis makes extensive use of 
Gelfand n-widths. This information consists of n nonadaptive function eval- 
uations and the algorithm is based on a pair of perfect splines interpolating 
f. This algorithms yields a point x such that f(x) = O(n-'). 
For small r, we present in Section 4 a different algorithm which is also 
almost optimal and whose computation is much simpler than the computa- 
tion of the algorithm based on perfect splines. 
If n is large enough, n = 0(~-‘/‘), then the residual criterion is satisfied. 
By contrast we prove that the relative residual criterion is never satisfied. 
In Section 5 we discuss a general error criterion and find a lower bound 
on the error of optimal algorithm in terms of the Gelfand width. 
We compare the results for root and residual criteria. Consider the class 
Fi with its seminorm given by (If I( = [(f cr) Jim. Then fi is a proper subset of 
Fz. This shows that for the class F, it is possible to satisfy the residual while 
it is impossible to satisfy the root criterion. 
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On the other hand, there exist classes of functions for which one draws 
the opposite conclusion. For example, for the class of continuous functions 
defined on [a, b] which have opposite signs at a and b, one can easily show 
that it is possible to satisfy the root criterion and impossible to satisfy the 
residual criterion. 
This shows how essential it is to specify the error criterion when solving 
nonlinear equations. 
We end this introduction with a brief note on the e-complexity of solving 
nonlinear equations. The e-complexity is the minimal cost required to sat- 
isfy a given error criterion to within E for all functions from the class. Here 
we assume that each function evaluation costs c, and that the cost of arith- 
metic operations, comparisons, and the evaluation of elementary functions 
is taken as unity. Usually c % 1. 
Our negative results for the root, relative root, and relative residual crite- 
ria mean that the e-complexity is infinite. 
For the residual criteria, the results of Sections 3 and 4 imply that for 
small r, the e-complexity is proportional to CE-‘I’. For large r, we can con- 
clude from Section 3 that the ~-complexity is at least proportional to CE-‘1’. 
It may be larger since the computation of the algorithms based on perfect 
splines may require much more than CE-‘I’ arithmetic operations. A survey 
of complexity results for solving nonlinear equations may be found in Sikor- 
ski (1985). 
2. ROT CRITERION 
Let C” = C’[CZ, b] be the linear space of infinitely often differentiable 
functions f, f: [a, b] + R. Let S(f) denote the set of all zeros off, 
S(f) = (2 E [a, b-J :f(z) = 0). (2.1) 
Let 1) - I] be an arbitrary seminorm defined on C”. We consider the subclass 
fi of C” consisting of functions which have only simple zeros and whose 
seminorm is bounded by one, i.e., 
Fl = {f E C” : S(f) # 0, and f’(z) # 0, Vz E S(f), 
and kfll 5 11. (2.2) 
For a given E, E L 0, we want to find a point z satisfying a root criterion, 
i.e., such that 
dist(z, S(f)) 5 E. l (2.3) 
‘For two subsets X and Y of R, by dist(X, Y) we mean dist(X, Y) = inf,u: inf,,,(x - y 1. 
By d&(x, Y) we mean dist({x}, Y). 
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To solve this problem we use an adaptive linear information operator N 
which is defined as follows (see Traub and Woiniakowski, 1980; 
Wasilkowski, 1985). Letf E C” and 
N(f) = [L,(f), L2(f; Yl), . . . , L”(fif; Yl, . * . 7 Ynw)l~ (2.4) 
where y, = Ll(f), yi = L(f; YI t . . . 7 Yi-1)~ and 
~i( * ; ~1, . . . , yi-1): Cm * R (2.5) 
is a linear functional, i = 1, 2, . . . , n(f). 
Here n(f) denotes the total number of evaluations for the function f. The 
number n(f) is determined as follows (see Wasilkowski, 1985). Suppose 
that we have already computed y1 = L1 (f), . . . , Yi = L(J, yl , . . . , yi-1). 
Then we make a decision whether another evaluation is needed. The deci- 
sion is made on the basis of available knowledge of J That is, we have a 
Boolean function teri: R’ + (0, 1}, called a termination function. If teri( Yl, 
. . . ) yJ = 1 then w e t erminate the computation and set n(f) = i. Other- 
wise, if ter,(yl , . . . , yi) = 0, we choose the (i + 1)st functional 
L+l(‘;yl, . . . , Yi) and compute Li+l (f; yl , . . . , yi). This process is 
then repeated. Thus, n (f) is defined as 
n(f) = min{i : teri(yl , y2, . . . , yi) = l}, 
where, as before, yl = L.,(f), y2 = &(f, yJ and so on. (By convention, we 
take min pI = +co.) The maximal number of functional evaluations is called 
the cardinality of N, 
card(N) = sup{n (f) : f E fi}. 
We shall prove a couple of results assuming that the cardinality card(N) 
is finite. Note that the cost of computation of N(f) depends on n(f). If n(f) 
is unbounded then the information N(f) cannot be computed in a finite 
time. Therefore the assumption card(N) < +a~ seems unrestrictive in prac- 
tice. 
Knowing N(f) we approximate a zero off by an algorithm 4 which is a 
mamh 
4: N@i) --, [a, b]. (2.6) 
The error of the algorithm 4 is defined as 
e(9) = SUP dW@(fh S(f)). 
fEFl 
(2.7) 
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Let Q(N) be the class of all algorithms using information IV. From Traub 
and Woiniakowski (1980) and Traub, Wasilkowski, and Woiniakowski 
(1983), we know that 
inf e(4) = r(N), 
W’WJ) 
where r (IV) is the radius of information. It is easy to show that 
r(N) = sup{dist(S(j), S( j))/2 : f, 7 E F,, N(f) = N(J)}. 
We are ready to prove the following theorem. 
THEOREM 2.1. If card(N) < +w, then 
r(N) = (b - a)/2. 
(2.8) 
(2.9) 
(2.10) 
Proof. Setting (b@/(f)) = (a + b)/2 we get e(4) 5 (b - a)/2. Thus 
r(N) I (b - a)/2 due to (2.8). To prove the reverse inequality we con- 
struct for every y, 0 < y < (b - u)/2, two functionsfand 7 from FI such 
that N(f) = N(j) and dist(S(f), S( 7)) 2 b - a - 27. Then (2.10) will 
follow from (2.9) with y tending to zero. 
We first construct the ,function f. Let n = card(N). Define the points 
Xi = a + iy/(n + 1) (2.11) 
fori = 0, 1,. . . , n + 1 and the functions 
1 
exp(l6((n + l/~)~) exp(-l/((x - Xi-l)‘(X - xi)‘)) 
hi(x) = if x E [Xi-*Xi], 
0 otherwise 
fori= 1, 2,. . . , n + 1. Note that hi E C” and maxXE[,,b]J hi(x) 1 = 1. 
Next let d = max(]l 111, m~l,i,,,+lll hill). Take a positive 6. If d > 0, as- 
sume that S < 1/(4(n + 1)d). Let c = [CO, cl, . . . , G+,] E R”+‘, where 
CO E [l, 31 and maxl(isn+l I ci ( = 1. Assume that I ck I = 1. Define the func- 
tions 
n+1 
H(X) = S C shi(x), 
i=l 
if ck < 0 
if ck > 0: 
Note that H E C” andfc E C” for any considered vector c. If d = 0 then 
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Observe thatfc(xJ = 6 andf,((xk-1 + xJ/2) = 6 - co8 < 0. Thusf, has a 
zero. It is easy to see that fc has at most 2(n + 1) zeros and S(fc) C 
[a, u + 71. Further, note that f:(x) = 0 iff x = xi, x = (xi-1 + Xi)/23 
XE[Xj-l,Xj] if Cj=O or XE[U+y,b]. 
For every cl, ~2, . . . , c,,+l, maxl=is,,+l] ci] = 1, there exists 
co * = CljyCl, c2, . . . , CT,+*) E [l , 31 such that C$ I H((Xi-1 + XJ/2) ] # 6 
for i = 1, 2, . . . , n + 1. Let c* = [co*, cl, . . . , c,+J. Then the func- 
tion&* has only simple zeros and&* E F, . 
We now choose cl, ~2, . . . , c,,+I, ma.xlsis,+l( Ci 1 = 1, such that 
NJ4 = N(6), h w ere 6 (x) = 6 for x E [a, b]. Information N is of the 
form (2.4) and (2.5) and generated by functionals L1 , Lz, . . . . Take any 
Cl, c2, . . . , G+I, m~wistt+llciI = 1, such that 
n+l 
2 CiLl(hi) = 0. 
i=l 
Then ~~(5.) = Lo (8) = yl . If terl (y,) = 1, then N(f,*) = N(a) and we are 
done. If not, assume inductively that for some j, 1 5 j 5 n - 1, teri(Yl , 
~‘-’ j ‘1 ‘=’ = 0, where Yi = Li(f,*; YI, . . . , y;-I) = Li(S; YI, . . . 7 
I It , . . . , j. Take any cl, ~2, . . . , &+I, IIMXlsis,+llCiI = 1, 
such that 
C CiL,(hi;yl, . . . ,y,-1) = 0 m = 19 29 . + . sj + l. C2.12) 
i=l 
Such a vector exists since j + 1 < n + 1 implies that there exists a 
nonzero solution of the homogeneous system (2.12). 
We have Yi = Li(f,*; YI, . . . , yi-1) = Li(6; YI, . . . , yi-1) for i = 1, 2, 
. . . , j + 1. If tfXj+*(y*, y2, . . . , yi+l) = 0 then N(f,*) = N(S) and we 
are done. If teri(Yl, . . . , Yi) = 0 for i = 1, 2, . . . , j + 1, then 
j + 1 < n (&a) 5 card(N) = n. Thus j 5 n - 2 and the construction can 
be repeated for j + 1. Since n(j&) I n for any cl, c2, , . . , cn, 
lXiXlss,+llCil = 1, th 
1 and N(f,.) = N(S) 
ere exists an index j-such that terj( Yr , ~2, . . . , Yj) = 
as claimed. We set f = fc*. 
To construct 7 we proceed as above with-xi replaced ,by XT = 
b - iyl_((n + l), i = 0, 1, , . . , n + 1,. Then_ f E FI, N(f) = N(6) 
and S(f) c [b - y, b]. Hence did@(f), S(f)) 2 b - a - 2~. Note 
that N(j) = N( 7). This completes the proof. n 
Theorem 2.1 states that the error of any algorithm is at least (b - a)/2. 
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Thus if E < (b - a)/2 then there exists no algorithm for which the root 
criterion is satisfied. 
3. RESIDUAL CklTERION 
Let K[u, b] be the space of functions f: [a, b] + R whose (r - 1)st 
derivative is absolutely continuous and such that the infinity norm of the rth 
derivative is finite, I]f”)]I- < +m, r L 1. Let w’, = {f E W&[a, b] : 
IIf llm 5 1). Recall that S(f) = {z E [a, b] : f(z) = 0). Let 
Fz = {f E W:, : S(f) # @}. (3.1) 
For a given E > 0 we seek a point x for which the residual criterion is 
satisfied, i.e., 
lfb> I s 65. (3.2) 
To solve this problem, we permit adaptive linear information N and an al- 
gorithm 4 using N defined by (2.4) and (2.6) with Fi replaced by Fz . The 
error of the algorithm is now defined as 
Then (2.8) holds with the radius of information given by (see also Sikorski, 
1984; Traub, Wasilkowski, and Woiniakowski, 1983) 
r(N) = sup inf sup{lf(x) I :j E F, N(f) = N(f)}. 
fEFz x+,bl 
(3.3) 
Let C = C[u, b] be the space of continuous functions defined on [a, b] and 
equipped with the norm (If IIc = max,E[,,~~lf(x) I. 
By d”(Wk, C) we mean the Gelfand nth width of W& in the space C, i.e., 
d”(W:,, C) = L ‘“f, sup{llf IIc : f E w1, L*(f) = * - * = L”(f) = O}, 
1. .n 
(3.4) 
where L,, . . . , L. are linear functionals. It is known (see Tikhomirov, 
1976) that 
d”(K, C) = ( ) y b(W:, C[-1, 11) = 5 rK,(l ( 1 + o(l)), 
as n +- c3,(3*5) 
where K, is the Favard constant, K, E [ 1, n/2]. 
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We first show that the radius r(N) of any information operator N of cardi- 
nality n is no less than d”+‘(WL, C). 
‘IkEoREM 3.1. Let n = card(N). Then 
r(N) 2 d”+‘(Wk, C). 
Proof. Let d”+‘(W:, C). Take q E (0, P+‘). Define the function 
n+l _ 
q if d”+’ < +m, 
otherwise. 
For any linear functionals LI , Lz, . . . , Lj, j 5 n, and a point Z9 
z E [a, b], define 
d = d(L1, L2, . . . , Lj, Z) 
=SUp{l(fII,:fE~,Li(f)=O,i= 1,2 ,..., j,f(Z)=O}. 
(3.6) 
From (3.4) we have d 2 dj+‘(Wk, C) 1 d”+‘. 
Therefore there exists a function f* depending on LI , LZ , . . . , Lj and z 
such thatf* E wi, Li(f*) = 0, i = 1, . . . , j,f*(z) = 0 and 
f*(Y) 2 II 6 IL 
for some point y, y E [a, b]. Note that f* belongs to Fz. For such a func- 
tion f* define 
gw = &;f*) = G) -.f*w. 
Clearly g E I%%, g(z) = I( 8 II > 0 and g(y) 5 0. Thus g also belongs to 
F2. 
Let N be an adaptive linear information of card(N) = n. We now find a 
function f* such that N(g ( . ; f*)) = N(S). This will be done in a manner 
similar to that in the proof of Theorem 2.1. 
Take L1 as the first functional of N and pick up any z, z = (a + b)/2, 
say. Using (3.6) with j = 1 we find fT depending on L1 and z, and 
gl = g(. ; ff). Then Ll(gl) = L,(6) = yl. If terl(y,) = 1 then N(gl) = 
N(6) and we are done. If not, assume inductively that for some j, 
1 I j I n - 1, teri(yl, . . . , yi) = 0, where yi = Li(6; yl, . . . , yi-1) for 
i= 1,2 , j. Here Li is the ith functional of N. 
Take i, 1 L;( * ; yJ, . . . , Lj+l( * ; yl, . , . , yj) and z = (a + b)/2. Using 
(3.6) for such functionals we get a function f: and gj = g ( * ; f:). 
Then 
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L&j; y19 * * * , yi-1) = Li(S; yl, a a a 3 yi-1) = yi 
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fori= 1,2,... ,j + 1. Ifterj+r(yr, . . . , yj+l) = 1 then N(gj) = N(6) 
and we are done. If not, j + 1 < n&j) 5 cad (N) = n. Thus j 5 n - 2 
and the construction can be repeated for j + 1. Since IZ (gj) I n for all j, we 
find an index j*, j * 5 n, for which ter,*( yl , . . . , y,~) = 1 and 
N(g,*1 = N(6). 
Let 4 be any algorithm using N. Applying 4 to the function gj*, we get 
As the final step of the proof, we use (3.6) with functionals L.1, Lz(. ; yr), 
. . . , L,*(*;y,, . . . , yj*-1) and z = ~J(N(S)). Then we takef* depending 
on L, L2( * ; yd, . . . , and z. For the function g*(x) = S(x) -f*(x) we 
have N(g*) = N(6). The algorithm 4 applied to g yields +(N(g)) = 
+(N(S)) = z. We have 
ifd”+’ s +co9 
otherwise. 
Since 7 is arbitrary we get e (4) L P’, which completes the proof. n 
We now exhibit an information operator N* of cardinality n and an al- 
gorithm C#J* using N*, such that e($*) 5 2d”(WL, C). 
Following Micchelli, Rivlin, and Winograd (1976), Tikhomirov (1976, 
pp. 130-135), and Traub and Woiniakowski (1980, p. 129), assume that 
n 2 r and define X,-,. as the class of perfect splines s: [a, b] ---, R of de- 
gree r which have n - r knots, i.e. for every s from X,-,,, there exists 
ti = ti(S), U 5 tl 5 ’ * * 5 t,-, 5 b and ai = ai such that 
s(t) = (t 
r! 
+ 2 C&t'-' + s ‘$:(-1)‘(1 - ti):. 
. I- 
There exists a unique (up to multiplication by - 1) perfect spline s,,-~,~ from 
X,-r,, with the minimal norm, i.e., 
Il~wllc = ,pr lb IL. 
The spline s,,-~,~ has n distinct zeros xt, . . . , x,* and 
Define the information operator 
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We now define the algorithm 4* using N.* as follows. Let u and v be per- 
fect splines of degree r with n - r knots vi and 4, respectively, i = 1, 2, 
that. ’ 
n - r, interpolating f at x*, i.e., u(x*) = v(x*) = f(e$), and such 
u”‘(X) = (-1)i for 7jj C x < 71~+~, i = 0, 1, . . . , It - r, 
where Q = x:, v,,-~+I = x,* , 
u(r)(x) = (-l)i+l for [i<XC5;:+,,i= O,l,. . . ,II -r, 
where 6 = XT and trier+, = x.*. Define 
f-Cd = minbb), v(x)), 
f+(x) = m=bb>, u(x)>. 
It is shown in Gaffney and Powell (1976) that f - and f + are the envelopes 
for the family of functions from WL having the same information as f, i.e., 
f-(x) +<x> ~f'b), x E [a, bl, 
where j E Wk and NJ?) = N,(f). 
Let f* = (f + + f -)/2 and let z* satisfy the equation If*(z*) 1 = 
m&t,, by 1 f*(z) ( . Then the algorithm 4 * is defined as 
4*(w(f)) = z*. 
We now prove 
THEOREM 3.2. e(~$*) I 26” (Wk, C). 
Proof. Let f E F and z be a zero of f. It is known (see Micchelli, 
Rivlin, and Winograd, 1976; Tikhomirov, 1976) that IIf* - f IJc 5 d” = 
d”(WL, C) for every f. Therefore 
If*(z*)l 5 If*(z)1 = If*(z) -f(z)1 5 (If* -f IIc 5 d” 
and 
If(z*)l 5 jf*(z*) - f(z*)l + If*(z*)l 5 2d”. 
The proof is completed by taking the supremum over F. n 
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From Theorems 3.1 and 3.2 we have the following corollary. 
COROLLARY 3.1. The information N,* and the algorithm $* are almost 
optimal, i.e., 
r(N,*) = ~(1 + 0(1))~:~2&=~ r(N) 
as n + w, 
and 
e(4*) = cAr(NZ)(l + o(l)), as n --) cc, 
for some c,, and CA from [ 1, 21. 
To guarantee that the residual criterion is satisfied with x = c$*(Nn*(f)) it 
is enough to define n such that e (4 *) I E. Due to Corollary 3.1 we have 
b-a n = n(c) = y-E -l” vzz&l + o(l)). 
Furthermore this n is almost the minimal one for which the residual criterion 
is satisfied. 
4. ALGORITHMWITHSMALLCOMBINATORYCOST 
The almost optimal algorithm 4* from Section 3 is, in general, nonlinear 
since the computation of 4* requires the solution of two nonlinear systems 
of size n - r (see Gaffney and Powell, 1976). 
Therefore its combinatory cost may be large. In this section we define the 
information Nt* and the algorithm 4** which are almost optimal and easy 
to compute. 
Let n = k * r, where k is a nonnegative integer. Let h = (b - a)/k and 
[ai, bi] = [a + (i - l)h, a + ih] for i = 1, 2, . . . , k. LA 
gi(x) - ai l bi ai ; bix 
be the linear transformation of [- 1, l] on [ai, bi]. Denote xi,j = gi(zj), 
where Zj = cos((2j - l)n/(2r)), j = 1, . . . , r, are the zeros of Cheby- 
shev polynomial T,. 
Let FZ be defined by (3.1). For f E F2 define the information Nt* as 
N.**(f) = [fhd, . . . ,f(x,.r), . . . ,f(.o.,dr . . . ,f(x& (4.1) 
and the interpolatory polynomials wi of degree r - 1 satisfying 
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Wib,j) = fb,j), j = 1, 2, . . . , r. 
We know that 
(4.2) 
Note that 
Define the algorithm +** as 
4**(Nt*(f)) = x**, 
where x** is chosen from [a, b] such that minl,i,J wi(X**) 1 5 A. Note 
that such a point exists. Indeed, since f has a zero cy in some subinterval 
[Uj, bj], then (4.3) yields 
Inequality (4.3) yields 
If(x**)I 5 2A 
Wj(a) ( 5 A. (4.5) 
and therefore e (4**) 5 2A. From this we have 
COROLLARY 4.1. The information Nt* and the algorithm 4** are al- 
most optimal since 
and 
r(N,**) = c,, inf 
N : card(N)~n r(N) 
e(t$**) = cb(N%*), 
where 
G, c,: E [l, Bl, 
for B = (m)r/(r! K,)41-‘(1 + o(1)) as IZ + cc. 
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Note that for large r we have 
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B=2 + o(1)). 
For small r, r I 4 say, it is easy to implement (4.4). For instance we may 
compute f(xl, ,), . . . , ~(xI,,) and check if minlz+,]f(xl,j) 1 5 A. If SO we 
are done. If not we construct w1 and compute a point x1 such that 1 w1 (x1) ) = 
minxE~a,.~l~~ WI(X) 1. If 1 wh) 1 5 A th en we are done; if not we compute the 
next values offat xzP1, . . . , x2,r and repeat the above procedure. As in 
(5.5) there exists a point xi E [ai, bi] such that I wi(xJ I s A for some i, 
where xi is defined by ) wi (xi) ) = mm,+, bil I wi(x) I. 
5. GENERALERRORCRITERION 
One may want to solve a nonlinear equation using an error criterion dif- 
ferent from (1.1) or (1.3). This can be done as follows. 
Let F be a given subclass of functions from a linear space G, and let 
E: G x [a, b] + R+. (5.1) 
For a given E E R+ and any function f from F we want to find a point 
x = x(f, E) such that 
E(f, x) 5 E. (5.2) 
We call (5.2) a general error criterion. The examples of the general error 
criterion are as follows: 
E(f, x) = inf{lx - cy I : o E S(f)} (5.3) 
corresponds to the root criterion (1.1)) 
E(f, x) = inf{lx - (Y l/(1 (Y ( + 6) : (Y E S(f)} (5.4) 
corresponds to the relative root criterion ( 1.2)) 
(5.5) 
corresponds to the residual criterion, and 
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Ifw/f'(x)I iff’(x) f 0, 
E(f,x) = +w iff(x) # 0 andf’(x) = 0, (5.6) 
0 iff(x) = 0 andf’(x) = 0 
corresponds to the relative residual criterion. To find x satisfying (5.2) we 
use an information operator N and algorithm 4 using N which are defined as 
in (2.4) and (2.6). By the error of the algorithm C#J we now mean 
444 = SUP E(f, d@(f))). 
f- 
Thus x = $(N (f)) satisfies (5.2) for any f E F iff e (4) 5 E. It is easy to 
generalize (2.9) and (3.3) by showing that 
?f e(4) = r(N) = sup inf sup{E(j’, c) :f E F, N(f) = N(f)}. (5.7) 
fEF cE[., b] 
We illustrate (5.7) by an example. 
EXAMPLE 5.1. Let F = F, be defined by (2.2) and E by (5.4). Assume 
for simplicity that a 1 0. In the proof of Theorem 2.1 we used two func- 
tions with the same information whose zeros are arbitrarily close to the end- 
points of [a, b]. From this we conclude that 
r(N) 2 .$=fbl max Ic -a( jc-bl b-a 
a+6’ b+6 =b+a+ 26’ 
whenever card(N) < +a. 
Further note that 4 (N(f)) = c* = (2ub + S(a + b))/(a + b + 26) has 
the error 
= (b - a)/(a + b + 26). 
Due to (5.7) we have 
r(N) = e(4) = 
b-a 
a+b+ 28’ 
(5.8) 
Note that for 6 = 0, qb(N(f)) is the harmonic mean of a and b. Since (5.8) 
holds for any information operator N of finite cardinality we conclude that if 
c < (b - a)/(~ + b + 26) then there exists no algorithm for which the 
relative root criterion is satisfied. 
We now assume a special form of the operator E. Let R = FZ be defined 
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by (3.1), G = W&[a, b], and let 
A(f, x) = [L(f, -d, . . . , L(f, x)1, (5.9) 
where Li( - , x) : G --* R is a linear functional, i = 1, 2, . . . , k. Assume 
that E is of the form 
E(f, x) = E(A(.f, 4, 4, (5.10) 
i.e., the dependence on f is through A (f, x). Let d”+‘+’ = dn+k+‘(W2, C) 
be the Gelfand (n + k + 1)st width; see Section 3. We generalize Theorem 
3.1 by proving 
THEOREM 5.1. Let E be s-homogeneous, i.e., 
E(Akf, xl, x) = c”E(A(f, d, x) 
for all (c,f, x) E R X G X [a, b]. Let n = card(N). Then 
r(N) L (d “+lr+‘)rr$fbI E(A(l, t), z). (5.11) 
Proof. We sketch the proof since it is similar to the proof of Theorem 
3.1. 
Assume for simplicity that d = d”+‘+? is finite. Take q E (0, d) and 
define 6(x) = d - q. Let g(x) = 6(x) - f*(x). The function f* is chosen 
from K so that N(g) = N(S), A(f*, z) = O,f*(z) = 0 for z = $@(a)), 
and ]lf* ]jc 2 I] 6 llc. Since +(~(g)) = z, we have 
e(4) 2 E(A(S, z>, z) = (d - q7)“E(A(l, z), z). 
Since rj and q are arbitrary, (5.11) is proven. n 
We illustrate Theorem 5.1 by two examples. Consider the relative resid- 
ual criterion, i.e., E is given by (5.6) and A(f, x) = [f(x),f’(x)]. Then 
s = OandE(A(1, z), z) = + 00, Vz. Thus (5.11) yields r(N) = +a, for N 
of finite cardinality. This means that there exists no algorithm for which the 
relative residual criterion is satisfied no matter how large E. 
As the second example consider A (f, x) = f(x) and 
E(f, x) = If(x) 1’. 
Then E is s-homogeneous and (5.11) holds with K = 1 and E (A (1, z), 
z) = 1. Using Theorem 3.2 it is easy to verify that there exists an informa- 
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tion operator N,, such that r(N.) 5 2”(P)“. This shows that (5.11) is essen- 
tially sharp for this case. 
6. FINALREMARK 
We stress that in this paper we do not assume that a function f from the 
class FI has opposite signs at the endpoints of the interval. If we shrink the 
class F to the subclass F3, defined as F3 = {f E F, : f(a) 5 0, f(b) 2 0 and 
f has one zero which is simple} then the results are very different. It turns 
out (see Sikorski, 1982) that the bisection algorithm and the bisection infor- 
mation are optimal in this case, and the error is (b - a)/2”+‘. This shows 
that the assumption of different signs at the endpoints carries much more in- 
formation than the smoothness off. 
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