BACKGROUND
Many methods of manufacturing cell (MC) formation have been developed. For an extensive review of these see [2] . A more recent review of the algorithms, measures of performance and widely used problems can be found in [3] . Some of the more important and recent research is briefly discussed here. Three of the more popular approaches are the Bond Energy Algorithm or BEA [4] ; the Rank Order Clustering Algorithm or ROC [5] ; and the ROC2 [6] . All of these algorithms identify machine groups and part groups simultaneously. More recently, Askin et al. [7] identify a Hamiltonian Path Heuristic (HPH) approach to machine grouping. They report results superior to the ROC2 approach. Wei and Gaither [8] use a 0-1 binary programming approach for an optimal solution. They used XMP [9] implemented on a Cray supercomputer to solve the 0-1 problems, the largest of which was a 41 part 30 machine problem with 224 variables and 350 constraints. This method is quite flexible since it can incorporate many different types of constraints. Cannon and Hoffman [10] discuss a parallel processing 0-1 algorithm which has the XMP code embedded in the procedure. A 201 variable, 134 constraint problem took 37 minutes of CPU time using VAX 2000 systems. Boctor [11] presents another 0-1 model for smaller problems. He uses simulated annealing to solve larger problems. Askin and Chiu [12] use heuristic graph partitioning in order to solve a 0-1 formulation of the GT problem. They report good solution times. Kaparthi and Suresh [13] report successful results using neural networks to solve a 10000 part, 100 machine problem. Vakharia et al. [14] compare two artificial intelligence approaches; simulated annealing and tabu search. The find that simulated annealing is better than tabu search in both solution quality and solution time.
Tabu search was unable to solve a 325 part 25 machine problem in a reasonable amount of time.
Flynn and Jacobs [15] compare cellular and process layouts using simulation. They report that neither of these layout types dominates the other. Shafer and Meredith [16] compare six different cell formation algorithms using real data and computer simulation. They found that no algorithm was best for all situations. Miltenburg and Zhang [17] compare nine well-known algorithms including the ROC2, BEA and algorithms with similarity coefficients using popular problems from the literature and an experimental data set. Based on their results, they suggest the ISNC algorithm of Chandrasekharan and Rajagopalan [18] as a good general approach for forming cells. Wemmerlov and Hyer [19] surveyed companies that had been using manufacturing cells in order to determine a variety of factors about group technology. They found that over one third of the companies had used formal algorithms and that many companies also performed manual analyses such as modifying part routings.
The SC-TSP procedure proposed here is similar to the ones described above. But it has 3 the capability of solving larger problems than many of the other algorithms.
FORMING MANUFACTURING CELLS FROM A PART-MACHINE MATRIX
Many of the algorithms in cell formation use a part-machine incidence matrix, an example of which is shown in Figure 1 .
Insert Figure 1 about here This matrix shows the relationship between the parts and the machines used to process them. For example, part 1 is processed by machines 1 and 7. Part 4 is processed by machines 1, 3 and 7.
Each cell in the matrix with a '1' is called an element. An example of cells formed from the matrix in Figure 1 is shown in Figure 2 .
Insert Figure 2 about here
The matrix is now in a block diagonal form. Three cells can be formed. Machines 2 and 4 form the first cell, machines 1 and 7 form a second cell, and machines 3, 5 and 6 form the third cell.
All the parts except 4 can be processed entirely within a cell. The element of part 4 that does not fit completely into any manufacturing cell is called an exceptional element. The objective of many of the cell formation algorithms is to minimize these exceptional elements since they represent inter-cell movements.
USING SIMILARITY COEFFICIENTS AND THE CRAFT ALGORITHM IN CELL FORMATION: THE SC-TSP PROCEDURE

Determining Similarity Coefficients
Similarity coefficients (SCs) define relationships between pairs of machines or parts. The closer the relationship is, the higher the SC. The SCs are determined for both parts and machines from the part machine incidence matrix. The two SCs used here are the ones by McAuley [20] for machines and by Carrie [21] for parts. Vakharia and Wemmerlov [22] The SC between machines 1 and 3, (m ) in Figure 1 may be calculated using this method. Part 1 is processed on machine 1 only and parts 3, 5 and 6 are processed on machine 3 only. In addition, 13 kl part 4 is processed on both these machines. So m is 1/5 or 0.20. An m is determined for all possible pairs of machines.
Carrie's SC is very similar to that of McAuley's and is given by: 14 Based on Carrie's coefficients, the SC between parts 1 and 4 (p ) in Figure 1 can be calculated as 
Manufacturing Cell Formation using the TSP
A procedure using the Travelling Salesman Problem (TSP) Algorithm is discussed now. The TSP can be described as: Given N cities, if a salesman starting from his home city is to visit each city exactly once and then return home, find the order of visits (the tour) such that the total distance travelled is minimum. The NP-Completeness issues of the TSP has been discussed in Garey and
Johnson [24] . Lawler et al. [25] is an excellent source for algorithms on the TSP. Though the TSP is NP-Complete, a number of excellent heuristic algorithms are available to solve it. 
Insert
The Parallel Genetic TSP Algorithm
Suppose we have a TSP, X, and we desire to minimize the tour length, T, we can use a genetic algorithm to solve such a problem optimally or near optimally. Genetic algorithms were invented by Holland [26] and differ from standard search algorithms in that the search is conducted using information of a population of tours in X instead of just one tour. This reduces the risk of being trapped in a local optimum when using heuristic algorithms.
A serious drawback of genetic algorithms is their inefficiency when implemented on a sequential machine. However, due to the algorithm's inherently parallel properties, they can be successfully implemented on machines with parallel processors resulting in reduced computation time. The algorithm described here, a parallel genetic algorithm by Jog [27] , is implemented using fine grained parallelism. In this type of parallelism, each processor in the machine would contain one tour. In coarse grained parallelism, more than one tour would reside in a processor. The next section explains the genetic algorithm in detail assuming 64 processors. Figure 4 shows the typical layout of a genetic algorithm. The initial population, P(0) consists of 64 tours generated randomly. A heuristic algorithm, Lin's 2-opt algorithm (28) , is employed to reduce the tour length for each of the tours. Figure 5 shows the 2-opt operator which randomly selects two edges from the tour, here ab and cd and replaces them with two edges ad and cb, if ad+cb < ab+cd. The distances are Euclidean.
Insert Figure 4 about here
This process is repeated until a terminating conditions such as a limit on the number of iterations or a CPU time limit is encountered. In our implementation, 30 evaluations was set as the limit.
As shown in Figure 4 , the genetic algorithm then enters a loop where there are two steps which lead to the new population P(t+1): (1) selection and; (2) recombination. In the selection step, the 64 processors are divided into 16 groups of 4 processors each. In each group, the better than average tours are retained. Some of the poorer tours are also retained based on probabilistic selection. Retaining poor tours is useful in achieving better long run solutions. In each group, since we have not retained every tour and yet we seek to have the same number of tours, some tours may be repeated. However, two copies of the same tour will mate with different tours in the recombination step giving rise to different offspring. So having copies of the same tour does not diminish the effectiveness of the algorithm. The 64 processes are divided into groups in order to reduce computation time. If global selection is done using all 64 processors, then the processors that finish early lie idle waiting for the others to finish. The selection step resembles the 7 'survival of the fittest principle'.
Insert Figure 5 about here
Next, in the recombination step, each of 64 selected tours generates one offspring using crossovers. (Other recombination methods are also available. For a further review of such procedures, see Jog et al. [29] ). A crossover operation produces an offspring from two parent tours. Figure 6 shows a Grefenstette crossover operation [30] . Let parent A be one of the selected tours in P(0). A second selected tour from P(0) is then randomly chosen and compared to the first one as shown in Figure 6 . Let us start from city 1. Looking at parents A and B, we pick the shorter of the two outgoing edges from city 1 as the edge for the offspring. In this case they are equal. Then we look at the outgoing edges for city 2. Edge 2-3 in A is shorter than edge 2-6 in B.
Hence we choose edge 2-3 as an edge for the offspring. This is repeated for each city. If the shorter edge were to create a cycle in the offspring, we would have picked the other edge. If both edges were to create a cycle, an edge that does not form a cycle in the offspring is selected randomly. The number of tours in P(t+1) is equal to that of P(t) ie. the population remains the same. However, the parents are now replaced by the offspring. Again, even if the offspring is worse than the parent, in the long run crossovers are effective. In crossovers also, the different processors can work in parallel to create new offspring thus reducing computation time. After the crossovers are performed ,the 64 offspring tour lengths are reduced using the 2-opt procedure.
Finally, the algorithm loops back to the selection step. The genetic algorithm terminates when the run time limit expires. 
Insert
Using the TSP to obtain part and machine sequences
In the example problem, for the initial part and machine sequences shown in Figures 7a and 7b, we can calculate the similarity coefficients for the parts and machines. These coefficients are converted into distances as explained in the previous section. These distances are then used in the parallel genetic TSP algorithm. Since the genetic algorithm is sensitive to the initial tour, between fifteen and thirty replications are done for each part or machine sequence and the best five in tour length are chosen. The number of replications is greater for the larger problems. The five best tours for the parts and the five best tours for the machines can be combined to give 5x5 or 25 different part and machine combinations. The best combination from the twenty five for our example problem is shown in Figure 8 . Visual analysis along with the two evaluation measures to be discussed later were used to determine the best combination. Combining the parts and machines form Figure 8 into a matrix and filling in the '1's will give us the matrix shown in 
COMPARISONS WITH OTHER ALGORITHMS
Problem Set
In order to test the effectiveness of the SC-TSP procedure, nine problems from the literature were solved. Table 1 shows the different problems and their characteristics.
Insert Table 1 about here. Problems 1, 3, 4, 5 and 6 were solved in [17] using nine different algorithms. In these problems, the SC-TSP procedure results are compared to the results in that paper. In addition, problems 2, 3 and 4 and 9 were solved in [7] using the HPH method. Since the reported results in that paper are better better than that of the ROC2 algorithm, the SC-TSP results from these problems are also compared to the HPH method results. Finally, problems 7 and 8 were solved to optimality in [8] . The optimal solutions to these two problems serve as bench-marks to evaluate the SC-TSP performance.
Performance Measures for Cell Formation Solutions
The results are presented in the form of part-machine incidence matrices which by itself cannot convey the quality of the solution. Therefore, a method is needed to compare these matrices using evaluation measures. Two measures used in [17] are used here. They are: (a) The Grouping Measure; and (b) The Bond Energy Measure. These measures were chosen because together they measure the within cell utilization, inter-cell movement, and the ability to cluster the '1's together.
Thus they are comprehensive in their evaluation of cell formation. The first measure is considered to be the primary measure, while the other is considered to be a secondary measure.
a) The Grouping Measure The notations are the same as those in Table 1 . The more closely linked the '1's are, the higher and better 'b' will be. This measure is a normalized one in order to help in comparisons. In the example in Figure 2 , 'b' is 1.17.
RESULTS
The results presented here are based on the visual analysis of the solutions provided by the SC-TSP procedure. Out of the twenty five candidate solutions, the one in which the cells could be most clearly identified was selected. Often, more than one solution had clearly identifiable cells in which case more than one solution is presented. The results are shown in Table 2 where the SC-TSP results are compared to the SC-Seed in [17] , the HPH, and 0-1 programming. In [17] , with respect to the five problems included here, the SC-Seed performed best with regard to 'e'. The cells from the SC-TSP solutions of the nine problems are shown in the Appendix. All the computer runs were made on a HP 9000/375 computer with a Motorola 68030 processor. The maximum solution time for one replication of any part or machine TSP problem was 0.27 CPU second.
In problems 1, 3 and 5, the SC-TSP grouping measure, 'e', is virtually identical to that of the SC-Seed algorithm. The SC-TSP bond energy, 'b' is better than any of the nine algorithms in all these three problems. The SC-TSP bond energy is even higher than that of the BEA whose objective is to maximize the bond energy.
In problem 2, since multiple solutions were generated, two different solutions were identified (Figures 9a and 9b) . In the three cell solution, the SC-TSP grouping and bond energy measures are identical to that of the HPH method. The two-cell solution grouping measure is higher than that of 11 the three cell solution and was not obtained by the HPH method. This two cell solution has less intercell movement and may be preferable if machines cannot be duplicated, or if part routings cannot be easily modified, or if inter-cell movement is expensive. Thus it is important for the decision maker to have more than one solution for analysis. In problem 3, though the grouping measures are the same, the HPH method obtains slightly better bond energy measures than the SC-TSP procedure.
In problem 4, the SC-TSP grouping measure is comparable to that of HPH, ISNC or SC-Seed and better than or comparable to the other seven algorithms. The SC-TSP bond energy is better than any of the algorithms compared to it except the BEA.
Insert Table 2 about here.
Insert Figure 9a about here.
Insert Figure 9b about here.
In problem 6, two solutions were identified by SC-TSP. The one-cell solution has a grouping measure comparable to the SC-Seed method. The bond energy is bettered only by the BEA. The second SC-TSP solution has two cells. Though the grouping measure in this case is lower, it has a 1 higher within cell utilization (e in Table 2 ). If the exceptional elements can be reduced by routing modifications or machine duplication, this may prove to be a better solution in practice because it breaks a large group into two smaller groups and this is one of the objectives of CM.
In problems 7 and 8 the SC-TSP method was compared to the optimal solutions of the 0-1 programming formulation in [8] where constraints existed on the number of machines in a cell. The SC-TSP procedure imposed no such constraints. In problem 7, where the number of machines in a cell had to be twenty or fewer in [8] , the SC-TSP obtains a four-cell solution, while the 0-1 procedure identifies a two-cell solution. The SC-TSP solution has a higher grouping and bond energy measures. In problem 8, both the SC-TSP and the 0-1 procedure identify two solutions from one final matrix. In the first solution in [8] , the number of machines had to be ten or less and in the second it was constrained to be five or less. The 'e' values for both solutions are identical for both procedures.
The SC-TSP obtains better bond energy measures. So, even when compared to an optimal procedure, the SC-TSP results are good. Thus, it should compare well with other artificial intelligence approaches such as simulated annealing and tabu search which provide near optimal results. The SC-TSP also used considerably less computation time than 0-1 programming. From the data on comparable problems, SC-TSP is also considerably faster than simulated annealing and tabu search (based on the CPU times in [14] ). However, 0-1 programming, simulated annealing and tabu search can incorporate different types of constraints and thus, are more flexible. In problem 9, both evaluation measures are comparable for the SC-TSP and HPH methods.
From published computation times, it appears that that SC-TSP is considerably faster than the nine algorithms in [17] , the HPH method, and the parallel 0-1 programming in [10] .
CONCLUSION
The tests conducted indicate that the SC-TSP procedure is effective for problems with different matrix densities. In all the test problems, it performed well on the grouping measure which is the primary measure of the quality of the solution. This good performance is also due to its effectiveness in increasing the bond energy of a matrix which is the secondary measure of the quality of the solution. This measure indicates the ability of an algorithm to rearrange random part-machine incidence matrices such that it becomes easy to identify cells. As reported in [19] , many companies performed manual analysis. The ability to form clusters will ensure that a decision maker has good solutions to perform the manual analysis of forming cells that suit the particular environment. Thus, performing well on the secondary measure is important. In addition, since multiple solutions are generated, the decision maker now has the flexibility of choosing from many solutions so that the best solution for a particular situation can be selected. For example, as seen in Table 2 , the three-cell 1 solution for Problem 2 has higher within cell utilization (e ) than the two-cell solution, but has higher 2 inter-cell movement (e ) also. If parts can be rerouted or machines duplicated, the inter-cell movement can be reduced and the three-cell solution may be preferable. If part re-routing or machine duplication is expensive, or inter-cell movement will cause significant problems, the two-cell solution may be preferable. So it is important to have multiple solutions to choose from.
A major advantage of the TSP is its ability to solve large problems. Tests have shown that the parallel genetic TSP algorithm can solve a 1000 city problem in about 2700 CPU seconds on a BBN Butterfly machine. Thus, this procedure can be used to form manufacturing cells in large job shops.
In summary, the effectiveness of the SC-TSP approach should make it useful for practicing managers and researchers alike. Further research could involve using an expert system along with this procedure for analyses such as selecting the best solution from a group of 25 solutions, modifying part routings, duplicating machines or subcontracting. Layout of the genetic algorithm Figure 5 Illustration of a 2-opt operation Figure 6 The Grefenstette crossover operator Table 2 
