Abstract-Previous investigations of the dynamic organization of the lower brainstem and its relation to peripheral and other central nervous systems were predominantly performed by linear methods. These are based on time-averaging algorithms, which merely can be applied to stationary signal intervals. Thus, the current concept of the common brainstem system (CBS) in the reticular formation (RF) of the lower brainstem and basic types of its functional organization have been developed. Here, we present experiments where neuronal activities of the RF and the nucleus tractus solitarii (NTS, first relay station of baroreceptor afferents) were recorded together with related parameters of electroencephalogram (EEG), respiration, and cardiovascular system. The RF neurons are part of the CBS, which participates in regulation and coordination of cardiovascular, respiratory, and motor systems, and vigilance. The physiological time series, thus acquired, yield information about the internal dynamic coordination of the participating regulation processes. The major problem in evaluating these data is the nonlinearity and nonstationarity of the signals. We used a set of especially designed time resolving methods to evaluate nonlinear dynamic couplings in the interaction between CBS neurons and cardiovascular signals, respiration and the EEG, and between NTS neurons (influenced by baroreceptor afferents) and CBS neurons.
I. INTRODUCTION

L
IVING systems are exposed to permanent changing of internal and external conditions. So it is a prerequisite for their sufficient and successful functioning that internal organisms processes are able to adapt to these changes and to tune to each other. To achieve this, the organism has the capability to initiate or stop, to accelerate or decelerate individual processes of subsystems.
From this, it follows that an organism must be observed as a complex, dynamic system with predominantly nonlinear and nonstationary properties. In life sciences, it has become a point of major interest how such continuous adaptations operate and how they are achieved. Physiological signals can provide information about global and partial processes in the organism and their coordination. Especially in times of systems adaptation they are characterized by transients, phase transitions, Manuscript received January 6, 1999 or persistent nonstationarities. These properties can be investigated by analytical methods, which do not require stationarity or permit the pursuit of nonstationarities, respectively. Time-resolving procedures are the appropriate tools, since they do not characterize time series by static quantities but by time-dependent functions instead. In this paper, several algorithms for multiple time-series analysis based on the theory of dynamic systems, statistics and timefrequency analysis are applied to biosignals representing the complex couplings of physiological subsystems. In physiological experiments, neuronal activities of the reticular formation (RF) of the lower brainstem and of the nucleus tractus solitarii (NTS) were recorded together with related parameters of EEG, respiration, and the cardiovascular system.
The RF neurons are part of a common brainstem system (CBS) for basic regulation and coordination of several functional systems of the organism. They exert influences on, e.g., respiration, heart, vessels, motor system, and vigilance, thus, realizing behavior patterns [1] , [17] , [34] . Furthermore, they receive afferent influences from somatosensory receptors, visceral receptors-cardiovascular and respiratory systems-and from higher brain structures [27] , [31] , [40] , i.e., the CBS has manifold feedback loops. The complex anatomical and functional organization of the RF has already been described in detail as well as interconnections with other brain areas [1] , [17] , [31] , [34] , [35] , [39] . Some of the important interrelationships of the CBS neurons in the RF are given in the scheme of Fig. 1 . Results concerning the different types of dynamic organization of neurons in the CBS network have been published in detail [4] , [18] , [19] , [23] , [26] - [29] , [40] , [41] .
Activity levels of the peripheral vegetative and somatic system and of the central nervous system (CNS) are adapted to behavior patterns as regulated by the CBS neurons. From the numerous afferent inflows to the CBS the baroreceptor afferents are the most important inhibitory ones. Baroreceptor activation in the carotid sinus or in the aortic arch leads to an activation of neurons in the NTS [20] , [30] , which is the first relay station for baroreceptor afferents in the CNS. From here CBS neurons are inhibited [21] , [26] , [30] . This inhibition induces a decrease in sympathetic activity, blood pressure, and heart rate.
At the same time, respiration, muscle tone and vigilance are reduced also [27] , sleep can be induced [14] . This is a general activity-dampening effect that can initiate and maintain the so-called trophotropic functional organization [11] , [26] , [31] of the organism. The opposite effect is attained by activation of arterial chemoreceptors, which activate the CBS neurons. This leads to excitation in vegetative and somatomotor systems and in the CNS. Sleep can be interrupted and chemoreceptor activation induces ergotropic behavioral patterns [11] , [26] , [31] . The actual functional organization of neuronal structures is then characterized not only by the absolute activity level, but by specific discharge patterns of the CBS neurons also [26] , [27] , [40] , [41] .
The above already mentioned neurons of the dorsomedial part of the NTS receive further afferents from other visceral receptors, e.g., pulmonary receptors and chemoreceptors. In addition, they are influenced by neurons of other CNS structures, e.g., the CBS, hypothalamus, or the amygdala complex. All these inputs together influence the processing of baroreceptor afferent signals by these NTS neurons [20] , [30] , [43] , [44] .
Our concept of the dynamic organization of the CBS neurons under influence of actually effective afferents [26] , [27] , [31] , [40] , [41] , and of processing and transfer of afferent signals is described in former publications [21] - [23] . Temporarily occurring rhythms in neuronal activities are characteristic for distinct changes in functional organization of CBS neurons. The discharging of CBS neurons exhibit rhythms of different time ranges as mainly expressed in respiratory, in EEG delta-theta band and cardiac activity [21] , [23] - [29] . These rhythms occur as well in subsystems influenced by the CBS, e.g., in efferent sympathetic and parasympathetic nerves, in motoneurons and in neuronal activity of higher brain structures, e.g., the amygdala complex [21] - [23] . Certain links between cardiovascular and respiratory rhythms have been shown [9] , [10] , [12] , [15] , [16] , [23] , [28] , [29] , [31] , [36] , [37] , [43] , [44] . Appearance and disappearance of such rhythms as well as the change in phase relations of "relative coordination" are expression of continuously altering coordination of subsystems of the organism. This was shown by a study published recently [23] , which is based on the attentive analysis of the activity of 598 brainstem neurons and their relation to peripheral systems.
We will show how suitable methods can be used for analysis of this kind of nonstationary dynamics and of phase transitions appearing due to changing interrelationship of subsystems. The results of the present paper fit very well to former ones obtained from numerous experiments evaluated by other analytical methods [4] , [20] , [31] , [40] , [41] , [43] , [44] .
II. SIGNAL PROCESSING
A. Recurrence Plots (RP's) for Testing Nonstationarity
Some of the computations described in this section need the phase space embedding of the signals. This was done according to Takens' theorem [45] - [46] using the embedding dimension and the lag . is determined by the position of the first minimum of the first derivative of the signals' autocorrelation function, and is determined using the False Nearest Neighbors algorithm [21] , [43] .
In analyzing dynamic systems so-called recurrence plots (RP's) introduced by Eckmann et al. [6] are most suitable for the detection of nonstationarities. This method generates graphical point patterns to give a visual demonstration of stationarity breaks and other dynamic properties of a time series. The RP consist of matrix of points each of which can be either set (black) or not set (white). For setting a point in this matrix a radius must be selected (usually ) for the search neighborhood in the phase space as well as the maximum number (usually ) of considered nearest neighbors. As the coordinates represent points in time, the RP provides information about the temporal correlation of phase space points. In stationary signals these should not depend on the distance , and consequently the texture of the plot as a whole should (at least on a rough scale) appear homogenous. In contrast, inhomogeneities occur in the texture of RP's of nonstationary signals. An aggregation of points close to the main diagonal indicates, e.g., continuous nonstationarities. A sequence of rectangular blocks of increased point density, on the other hand, represents a phase transition between different modes of operation (e.g., two attractors). If the texture is homogeneous within such a block, a stationary behavior can be assumed for the corresponding subperiod. Thus, RP's prove to be a useful tool for the preprocessing of experimental time series, and provide a comprehensive image of the dynamic course at a glance.
B. Time-Frequency Distributions and Scalograms
The aim of a time-dependent spectral representation is to indicate the intensity of a certain frequency in a signal at a given time . This is called a time-frequency distribution (TFD), the most well known of which is the Wigner-Ville distribution [2] , [46] .
Even so a useful tool for time-dependent spectral analysis, it exhibits some disadvantages as, e.g., occasional negative values [3] . To overcome this we apply a window function . Furthermore, we scale the window function with the frequency to get a fix relation instead of the frequency uncertainty . This can be achieved, i.e., by replacing by
This is called a scalogram, which can be taken as the absolute square of a wavelet transform. Wavelets of this kind are called Morlet wavelets [33] . The computational expense of this procedure is proportional to the length of the time series and the number of sample points in the frequency domain. Concerning its frequency-dependent time resolution, the scalogram is superior to the Wigner-Ville distribution as well as to the conventional spectrogram. Compared to autoregressive moving average spectra it is more robust [47] .
C. Instantaneous Phase
If an oscillating system has a clear (although possibly fluctuating) dominant frequency and a sufficiently narrowbandspectrum the concept of an instantaneous frequency and an instantaneous phase (IP) 1 can be well defined [38] , i.e., the signal can be represented as
Re
Re (2) is the instantaneous phase and the instantaneous frequency [7] . With respect to the preservation of the system dynamics the calculation of the analytical signal can be 1 The expression hhphaseii here describes a property of the signal's course in time and must not be confused with the expression hhphaseii being part of a hhphase spaceii or hhphase transitionii describing the state of a system performed by the Hilbert transform [47] , which delivers and
An appropriate bandpass filtering is necessary as preprocessing. Furthermore, the phase is not a continuous function because the arctan is "wrapped" into the interval from zero to . This problem can be solved with an unwrapping algorithm based on a continuity criterion as postprocessing. A further application of the IP is the use for detection of phase or frequency synchronization of two signals by calculating the instantaneous phase difference (IPD) (4) or the instantaneous frequency ratio (IFR) IFR (5) respectively. This permits a direct visualization of the phase relation. For example, horizontal plateaus in the time course of the IPD indicate the occurrence of phase locking.
D. Coupling Measures
In order to investigate the temporal dynamics of the adaptation processes more closely we apply as coupling measures the pointwise transinformation (PTI) and the pointwise conditional coupling divergence (PCCD) [47] . The PTI is defined according the transinformation [8] for two observable quantities and as derived from Shannon's information concept [42] . We use an estimation of the phase space densities by the calculation of empirical point densities . The are determined within balls of the radius around the points of the reconstructed trajectory in the phase space. Thus, we obtain the PTI for the th time step, lag , and the neighborhood with the radius by PTI
The increase or decrease of the mean PTI level over time gives information about changes in the coupling behavior of the investigated systems. The time resolution of the PTI is principally limited merely by the sampling rate. Thus, one is able to pursue also very fast changes in the coupling behavior, which is not possible with conventional methods (e.g., short-time cross correlation) [47] .
However, only static attractor properties are taken into account and that normalization (e.g., to a measure between 0% and 100%) is difficult. In addition, there is no direct analytic relation to the coupling strength of the interacting subsystems. That is why we introduced as a dynamic measure for the coupling of two subsystems the conditional coupling divergence (CCD). Like the PTI it makes use of a simple phase space reconstruction.
Two points and of coupled systems lying close together in the common phase space should still be neigh-bors after a short period . Therefore, the CCD is defined as the expectation of the conditional probability for one point located in a neighborhood of radius around a reference trajectory in the common phase space at time being still in this neighborhood after time steps [47] , i.e., CCD (7) where . Thus, the CCD is normalized to values betweenzero and one. Applying the ergodic theorem [5] the CCD can be calculated empirically, similar to the transinformation, as an average of local point densities in the reconstructed phase space, i.e., CCD PCCD
with PCCD PCCD (9) where and is the Heaviside function. Since the numerical calculation requires only simple arithmetic and logical operations, it can be implemented efficiently.
Compared to other phase space measures the PCCD is relatively robust against changes of the control parameter because the scaling behavior of the attractors is of minor importance.
III. METHODS
A. Experiments
The methods used in the animal experiments are described in a previous publication [23] . In short, experiments were performed in adult mongrel dogs anesthetized with chloralose-urethane. The dogs were intubated and breathed room air spontaneously. The medulla oblongata was exposed from the dorsal side, musculature removed layer by layer and the squama occipitalis removed osteoclastically. The cerebellum remained, the exposed medulla was covered by mineral oil at body temperature. Brainstem neurons were recorded extracellularly with glass-insulated platinum electrodes of 10-m-diameter riding freely in the tissue, which avoids artifacts due to movements of the brain.
Two RF neurons were recorded in the actual experiment via one electrode (1.1 mm rostral and 2.15 mm right lateral to the obex) and a NTS neuron by another one (0.15 mm rostral and 1.3 mm left lateral to the obex). In addition, measures of blood pressure (via a catheter in the aorta), intrapleural pressure (IPP) as a measure of respiration, ECG, parieto-occipital EEG's left and right, and efferent renal sympathetic nerve activity (symp) were taken.
B. Processing of the Physiological Signals
The recorded signals were stored on polygraph and magnetic tape. Neuronal spikes and R-waves of the ECG were converted into sequences of rectangular pulses by means of window discriminators (shapes and amplitudes of the neuronal spikes were watched by superposition on storage oscilloscopes, using electronic delay circuits). This procedure provides separated sequences of rectangular pulses for the different neuronal activities and the ECG. They were digitized and stored on computer as event trains (accuracy 0.1 ms). From these event trains, equidistant time series of the instantaneous heart frequency and the instantaneous discharge frequencies of the neurons were computed.
Before digitizing (sample rate 1 kHz) the signals were filtered to avoid aliasing (stop band above 500 Hz, 60 dB). The EEG's were filtered (0.1-30 Hz), the renal sympathetic activity was full wave rectified and filtered (0-15 Hz). For sample rate reduction (to 100 Hz) all data were digitally low-pass filtered [finite impulse response (FIR), 50 Hz]. From the arterial blood pressure the envelopes of systolic maxima and diastolic minima were computed by interpolation. By FIR-filtering, EEG's were split into three frequency bands, 0.6-2 Hz , 2.5-7 Hz , and 7.5-12 Hz . The steepness of the FIR-filter rolloff was 40 dB/0.5 Hz, so there was no overlapping of frequency bands. From these signals envelopes of their minima and maxima were computed, and afterwards the differences of these envelopes resulted in time series of , , and . For the analysis of the EEG's only these -series were used. For a further (stepwise) sample rate reduction (to 5 Hz), all time series were digitally low-pass filtered (FIR, 2.5 Hz).
IV. RESULTS
The entire registration of this experiment lasted 42 minutes. Only a short interval of 400-s duration was chosen for the here presented evaluation, because it exposes a spontaneously phase transition. This phase transition can be identified more or less in all signals by RP's. In Fig. 2 an example is given for the activity of the NTS neuron. The transition can be recognized here by the alteration of the texture in the RP at approximately 1180 s. However, the transition does not occur simultaneously in all subsystems. Three epochs can be distinguished for the temporal classification of the dynamic processes:
I. Epoch 1000-1140 s: The first stationary epoch distinguishes itself by striking rhythmic deviations of approximately 0.18 Hz in the NTS neuron (ntsN), the renal sympathetic neurons (symp), and in the cardiovascular parameters [heart frequency (HF), systolic (systBP) and diastolic blood pressure (diastBP)]. One of the reticular neuronal activities acquired (retN) is presented here. It shows a rhythm with a dominant frequency of 0.16 Hz.
II. Epoch 1140-1240 s:
In this epoch, the phase transition actually happens. The strong rhythmicity at 0.18 Hz in the cardiovascular parameters HF, systBP, and diastBP, as well as in the ntsN and in the symp vanishes after a temporary coordination of this rhythm (1160-1200 s) with that of retN The described transitional behavior becomes evident also by the contour line plots of various Morlet wavelet spectra of retN, IPP and systBP represented in Fig. 3 . Due to the distinct rhythmic behavior of the measured signals, the phase coordination between the different subsystems can be well described by the differences of the instantaneous phases (Fig. 4) . Although this is not recognizable at first sight from the time-resolved spectra in Fig. 3 , it becomes clear now that the rhythms of respiration and cardiovascular parameters do not show any phase-locking in epoch I, but only later in epoch III after the phase transition. This is different, e.g., in the coordination between symp and HF, or systBP and ntsN activity. Here, a phase locking occurs in epoch I, which, however, has vanished in epoch III after the phase transition. This points already to a rearrangement of the functional organization of the organism, which is characterized at first by a just slightly changing processing of baroreceptor afferents in the central nervous structures, and later by the rhythmical coordination between respiratory and cardiovascular systems. The coordination between retN and the cardiovascular parameters (systBP, diastBP, HF), which show a phase locking merely in the transitional epoch II (1150-1210 s), indicates that neurons of the RF seem to play an important role in this transition.
This can be recognized by the course of (systBP, retN) in Fig. 5(a) . In the other epochs, the frequency relations are changing. At some points integer frequency ratios occur which results in corresponding levels of the synchronization diagram of Fig. 5(b) . Applying PTI to our data, we find before the phase transition in epoch I that the PTI(systBP ntsN) shows a distinctly stronger coupling than in epoch III [ Fig. 6(a) ] which supports the above mentioned presumption that the transmission of baroreceptor afferent input is reduced at the NTS after the phase transition. The decrease begins around 1180 s and is not completely finished before 1240 s. A similar decrease of coupling is found also in PTI(diast BPntsN) and PTI(symp ntsN) (without figure). However, this is slightly shifted in time, and in PTI(HF ntsN) even a temporary increase occurs between 1210 s and 1225 s. This confirms the assumption that there are different pathways for the effects of baroreceptor afferents on blood pressure and heart rate [20, cf. Discussion].
The coupling between reticular neurons (retN) and cardiovascular parameters and ntsN, respectively, has relatively low levels in epochs I and III, whereas it is distinctly increased in the transitional period between 1140 s and 1190 s [ Fig. 6(b) and (c) ].
This confirms the influence of the RF on the transitional process already stated above. . This pronounced increase in coupling occurs around 0.3 s before the increase in coupling of PTI(retN ntsN) and PTI(retN systBP), respectively. Thus, the trigger event for the phase transition may be considered as identified. Either higher brain structures signalize the beginning of the phase transition to the RF or-even more probable-the CBS in the RF induces general activation in the CNS via its ascending pathways (cf. ARAS in [23] and [34] ).
To sum up, the dynamic course of the phase transition observed here can be represented as follows. At first, the cardiovascular parameters and the activities in the NTS and symp in epoch I are well coordinated with a marked rhythm of approximately 0.18 Hz [ Fig. 8(a) ].
At the beginning of epoch II the phase transition is initiated by a short-time interaction between CBS and higher brain structures, probably by an activation of the CNS initiated by the CBS [or ARAS, respectively, Fig. 8(b) ]. Almost simultaneously, a strong coupling of reticular neurons to the NTS is initiated, which effects a changing in the processing of baroreceptor afferent input there [ Fig. 8(b) ]. This period lasts about one minute. During this time, when actual re-organization occurs, there is not only a strong phase coupling between CBS and NTS (in the sense of an influence on the processing of baroreceptor afferents), but also on the efferent side between CBS and cardiovascular system [ Fig. 8(b) ]. This "latching" temporarily goes along with a deceleration of cardiovascular rhythms and a slight acceleration of the reticular rhythm. During the phase locking, however, the common frequency is not stable, but increases permanently. Here, the phenomenon of "relative coordination" appears as described already by E. von Holst as typical for the transitional dynamics of rhythmically active systems [13] . A similar behavior in the rhythmic coordination of CBS, respiration, circulation, and higher brain structures has recently been described by Lambertz and Langhorst [23] .
In epoch III, the re-organization has been finished. The influence of the CBS on the cardiovascular system is clearly reduced. The processing of the baroreceptor afferent input in the NTS has now been modified. This becomes obvious by the clearly reduced coupling between blood pressure and NTS activity. The subsystems participating in the cardiovascular regulation do not expose the common "6-s rhythm" any longer. Now, below 0.5 Hz, only frequency components common with those of respiration are found, i.e., we find a coordination of respiration and cardiovascular parameters, although with considerably smaller oscillation amplitudes [ Fig. 8(c) ].
V. DISCUSSION
The presented results show that application of advanced tools of time-series analysis can deliver useful information here concerning brainstem dynamics and systems states identification. We think it is noteworthy how the distinct results from the different applied algorithms support each other mutually in characterizing the phase transition and fit entirely to the results of earlier, extensive investigations.
Previous investigations in dynamic organization of the RF in the lower brainstem and its relation to peripheral and other central nervous subsystems have been performed predominantly by linear methods, as auto-and cross-covariance functions, postevent-time histograms, amplitude and power spectra. Due to their time-averaging properties, these methods could be applied merely to stationary signal intervals. Hence, only indirect investigations of phase transitions in coordination in physiological subsystems had been possible by concluding from results gained from sequences of relatively stable subepochs. These former investigations led to the concept of the CBS in the RF of the lower brainstem and the basic types of its functional organization [4] , [18] , [19] , [27] , [31] , [40] , [41] .
The phase transition analyzed here was taken from an experiment not used for the previous studies. However, the results confirm these former investigations on the dynamic organization of the RF in the lower brainstem and their changing relations to peripheral and other central nervous subsystems. The special capabilities of the applied analytical methods in investigating dynamic processes is elucidated by the fact that only one single, relatively short phase transition has been necessary to confirm the results (gained by much more expense) of the investigations obtained up till now. This demonstrates that it is now possible to investigate systems dynamics directly, which previously has not been feasible or only with great experimental and temporal expenditure. Especially, the finding that during phase transitions the way of processing of afferent information in the NTS is changed, is complementary to results of earlier studies obtained by means of other methods [20] , [23] , [30] , [43] , [44] .
Previous investigations on rhythmic coordination of different peripheral and central subsystems [23] , [29] have been confirmed and complemented by these analyses as well. The rhythmic coordination between CBS neurons and the respiratory and cardiovascular system, respectively, were described as longer lasting and of other quality than the short-time couplings between the activities of CBS neurons and the EEG [23] . The latter are short-time phenomena [23] occurring mainly when reticular rhythms in CBS neurons appear or vanish, respectively. These older results, obtained from numerous experiments, are clearly confirmed here, most of all by the PCCD's of reticular neuronal activities and the EEG's.
The more important result, however, is that the analyses yield a quasicontinuous complex description of the functional reorganization in this multifunctional system with its manifold feed-back loops. To the best of the authors knowledge, this has not been presented in the literature before.
Moreover, the phase transition analyzed here is interesting not only for demonstrating the presented methods of nonstationary time-series analysis, but can also be very informative from a general physiological point of view. To what extent the analyzed phase transition is typical for reorganization processes in the CNS, and whether it might be similar to transitions between trophotropic and ergotropic functional states in general [11] , will be subject of further investigations. Nevertheless, the physiological relevance of the presented phase transition is indisputable because it is not the result of external interventions but rather appeared spontaneously in the organism under physiological conditions.
ACKNOWLEDGMENT
The authors wish to thank D. Starke and P. Holzner for preparing the photographs, E. Hofmann for translating and typing the manuscript, and J. Lerch, N. Nitert, and J. Petsch for constructing essential parts of the equipment. They are also grateful to G. Bräunig and M. Lüdcke for their skilful technical assistance.
All computations were performed using the signal and time-series analysis environment DataPlore (Available: HTTP: http://www.datan.de/DataPlore).
