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ASYMPTOTIC BEHAVIOURS GIVEN BY ELLIPTIC
FUNCTIONS IN PI–PV
NALINI JOSHI AND ELYNOR LIU
Abstract. Following the study of complex elliptic-function-type asymptotic
behaviours of the Painleve´ equations by Boutroux and Joshi and Kruskal for PI
and PII, we provide new results for elliptic-function-type behaviours admitted
by PIII, PIV, and PV, in the limit as the independent variable z approaches
infinity. We show how the Hamiltonian EJ of each equation PJ, J = I, . . . ,V,
varies across a local period parallelogram of the leading-order behaviour, by
applying the method of averaging in the complex z-plane. Surprisingly, our
results show that all the equations PI − PV share the same modulation of E
to the first two orders.
1. Introduction
Interest in the Painleve´ equations has grown since they were recognised as uni-
versal models in mathematical physics, in fields such as random matrix theory
[5, 7, 22], quantum gravity [10], quantum field theory [4], nonlinear optics [9], gen-
eral relativity [17] and statistical mechanics [16]. Critical solutions of interest in
such applications were first identified through asymptotic analysis [23, 18] (see also
[6]), usually as the independent variable approaches a fixed singular point at infin-
ity. However, the asymptotic analysis of the Painleve´ equations remains incomplete
in the literature, particularly for the third, fourth and fifth Painleve´ equations in
the complex plane. In this paper, we provide new results describing generic leading
order behaviours of these equations.
To make the asymptotic analysis more explicit, we write the first five Painleve´
equations in the following form (known as Boutroux form for PI − PII [2])
PI : uzz = 6u
2 − 1− uz
z
+
4u
25z2
, (1.1)
PII : uzz = 2u
3 − u− α+ uz
z
+
u
9z2
, (1.2)
PIII : uzz =
u2z
u
+
δ
u
+ γ u3 +
αu2 + β
z
− uz
z
, (1.3)
PIV : uzz =
u2z
2 u
+ 2 u+ 4 u2 +
3
2
u3 − αu
z
− uz
z
+
β
4 z2 u
+
u
8 z2
, (1.4)
PV : uzz =
(
1
2u
+
1
u− 1
)
u2z −
uz
z
+
(u− 1)2
z2
(
αu+
β
u
)
+ γ
u
z
+ δ u
u+ 1
u− 1 .
(1.5)
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Note that PIII and PV are in the original form [8], and PIV is a transformed version
of its conventional form. (See Appendix A.1 for the transformations required for
PI, PII and PIV.)
In the limit |z| → ∞, the above equations become autonomous and these limiting
equations have first integrals. This observation leads us to the following definitions
of slowly varying quantities that play a crucial role in our analysis of PI − PV:
EI :=
1
2
(
u2z − 4u3 + 2u
)
, (1.6a)
EII :=
1
2
(
u2z − u4 + u2
)
, (1.6b)
EIII :=
1
2 u2
(
u2z − γu4 + δ
)
, (1.6c)
EIV :=
1
2 u
(
u2z − u4 − 4 u3 − 4 u2
)
, (1.6d)
EV :=
1
2 u (u− 1)2
(
u2z + 2 δ u
2
)
. (1.6e)
Note that these may be considered as Hamiltonians and are conjugate to the Hamil-
tonians in the literature [20]. We rewrite equations (1.6) as
u2z =: PJ(u;EJ), (1.7)
for J = I, . . .V, and define the corresponding functionals ω
(J)
k , ω˜
(J)
k by
ω
(J)
k =
∮
Ck
du√
PJ(u;EJ)
=
d
dEJ
ω˜
(J)
k , (1.8)
on a universal covering space for u ∈ C, where Ck, k = 1, 2 are independent
closed contours enclosing a pair of roots of PJ. The leading-order behaviour of each
equation PJ is given by an elliptic function with periods given by {ω(J)1 , ω(J)2 }.
For each J = I, . . . ,V, the Picard-Fuchs equations for these elliptic integrals take
the following form:
d2ω˜
(J)
k
dE2J
= FJ(EJ)ω˜
(J)
k , (1.9)
where k = 1, 2. The expressions for the coefficients FJ(EJ) are given in Theorem
1.4 below (see section 1.1).
Such behaviours were first considered by Boutroux [2, 3]. For PI and PII, Joshi
and Kruskal [11, 12, 13] analysed leading-order elliptic-function behaviours in the
limit |z| → ∞ for z ∈ C by developing a complex averaging method to obtain the
modulation of such behaviours as the angle of approach to infinity changes. We
obtain such modulations for the first time for PIII, PIV and PV in this paper.
The prevailing method of asymptotic study for the Painleve´ equations in the lit-
erature relies on the Riemann-Hilbert or isomonodromy approach applied to linear
equations associated with the Painleve´ equations [6]. A review of the application
of the isomonodromy method for elliptic-function-type behaviours of PI and PII
can be found in [15]. Such studies were motivated by the need to find connections
between asymptotic behaviours that hold along certain distinguished directions in
the complex plane. In the Boutroux form for PJ given above, these directions are
given by semi-axes lying along the real and imaginary directions for z ∈ C. To
the best of our knowledge, the Riemann-Hilbert approach has not been used to
find the modulation of elliptic-function-type behaviours in the interior of sectors
bounded by such rays, i.e., quadrants in z ∈ C. In the present paper, we focus
on the problem in the interior of quadrants and deduce new results for the third,
fourth and fifth Painleve´ equations.
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Our main result is given by Theorem 1.4 (see Section 1.1 below). For each J = III,
IV, V, we find that the slow modulation of EJ is given to leading order by complete
elliptic integrals associated to the leading-order elliptic function. It is surprising to
find that the equation for the modulation of EJ, i.e., Equation (1.10), turns out to
be identical for PI to PV; see Theorem 1.4 below. This unexpected result suggests
that the Painleve´ equations share a fundamental asymptotic property, which has
not been observed before.
1.1. Main result. In this section, we state our main result, namely Theorem 1.4.
We start with some preliminary notation to describe initial value problems and and
remarks to clarify the hypotheses of the theorem.
For each J = I, . . . ,V, suppose 0 < ǫ < 1 and a, p ∈ C are given numbers such
that |p| > ǫ and for J = III, IV, V, ǫ < |a|, while for J = V, ǫ < |a− 1|.
Definition 1.1. Assume that Φ lies in an annulus given by Dǫ = {|z| > 1/ǫ}. For
each PJ, define initial values
u(Φ) = a, u′(Φ) = p,
where a 6= 0 for PIII and PIV, and a 6= 0 or 1 for PV. Define the set of numbers Φ,
a, p satisfying the above conditions to be admissible.
Remark 1.2. Note that standard theorems applied to admissible initial data give a
unique solution u(z) in a domain containing Φ in the interior of Dǫ. By the well
known fact that solutions are meromorphic in domains of the universal covering
space not containing the fixed singularities of PJ, the domain of existence of u
can be extended to a large bounded disk punctured at its movable poles (see, in
particular, the description of “cheese-like” regions in [14]).
Remark 1.3. Each admissible a and p gives a value of EJ at Φ. For each J, we
can apply the inverse function theorem to the respective Equation (1.6) in a neigh-
bourhood of Φ, to get two new values of z at which u takes on the value a. This
result is related to the fact that (1.6) defines an elliptic curve for each J, with EJ
providing the modulus of the leading-order elliptic function behaviour. To see that
these new points can be reached by analytic continuation of u, we apply similar
arguments to those given in [14]. The separation between each of these points and
Φ is approximately equal to a period of the leading order behaviour ωi, i = 1, 2,
defined above by Equation (1.8). These results are proved in Theorem 1.4 below.
Let these new points be given by Φ + Ωi, i = 1, 2. Each Ωi is approximated by .
We are now in a position to state our main result.
Theorem 1.4. Given 0 < ǫ < 1, let Φ, a, p be admissible numbers and assume u(z)
is a solution of PJ satisfying u(Φ) = a, u
′(Φ) = p. Define EJ for each respective
J = I, . . . ,V by Equations (1.6). Then for sufficiently large Φ there exist Ωi such
that
EJ(Φ + Ω
(J)
i )− EJ(Φ) = −
ω˜
(J)
i
Φ
+
ω
(J)
i ω˜
(J)
i
Φ2
+O
(
1
Φ3
)
, (1.10)
where i = 1, 2. Moreover, EJ is bounded along a ray going to infinity with a fixed
angle. The corresponding elliptic integrals ω˜
(J)
i satisfy a second order Picard-Fuchs
differential equation ω˜
(J)
i
′′ = FJ(E)ω˜
(J)
i , where primes denote differentiation with
respect to E. The coefficients FJ are given by
FI(E) = −15
4
1
(27E2 − 2) ,
FII(E) = −3
2
1
E (8E − 1) ,
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FIII(E) = −1
4
1
(E2 + δγ)
,
FIV(E) = − 6
E (27E − 16) ,
FV(E) = − 1
E (4E + δ)
.
Furthermore, the distances to the next repeated initial value in the directions of the
two local periods are given by
Ω
(J)
i = ω
(J)
i −
1
Φ
ω˜
(J)
i ω
(J)
i
′
2
− ω
(J)
i
′
Φ
GJ(u(Φ)) +O(1/Φ2), (1.11)
where ′ = ddEJ , and
GI(u(z)) = − 4
15 uz
(6u4 − 9u2 − 6Eu+ 2),
GII(u(z)) = αu− u
5 − 2u3 + (1− 2E)u
3uz
,
GIII(u(z)) =
αu2 − β
u
− γu
4 + δ
uuz
,
GIV(u(z)) = −αu− 3u
4 + 18u3 + 32u2 + (16− 3E)u
6uz
,
GV(u(z)) = −γ
2
u+ 1
u− 1 + δ
u(u+ 1)
uz(u − 1) .
In the remainder of the paper, we provide a proof of this theorem for each of PJ,
J = III, IV,V.
1.2. Background. We use standard notation for asymptotic relations in a limit
(see [1] for further details). The method of averaging [21] is used to describe the
modulation of the leading-order asymptotic behaviours approaching infinity, which
involve (doubly) periodic functions. In this approach, we describe the solution’s
behaviour by separating it into two parts, where the first leading-order averaged
solution is periodic over a long time scale, while the remaining smaller part of the
solution fluctuates on a short time scale. Typically, the method of averaging is
applied after introducing a small parameter. In this paper, the small parameter is
understood to be given locally by the size of 1/|z| < ǫ.
We note that the method of multiple-scales could also have been used in this
context. An extension of the classical multiple-scales method was developed in
[11, 12] to study the global asymptotic behaviour of generic solutions of PI and
PII. However, there is a technical requirement for the periods of the leading-order
solution to be fixed before multiple-scales is applied. This requirement leads to a
non-conformal mapping of the complex plane, which means that the equation and
its solutions needed to be embedded in a framework of non-analytic functions. For
simplicity, to avoid these technicalities, we focus here on the method of averaging
to obtain our results.
1.3. Outline of the paper. The remainder of the paper gives results for each
of PIII, PIV, PV. Section 2 and Appendix B provide a detailed calculation and
necessary arguments for the proof of Theorem 1.4 for PIII. In Section 3, we present
an outline of the proof for PIV, while that for PV is presented in Section 4. The
paper ends with a conclusion and discussion of the main results in Section 5.
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2. The third Painleve´ equation
In this section we give the proof of Theorem 1.4 for PIII, i.e. Equation (1.3). In
particular, we carry out the averaging method for the Hamiltonian EIII, find the
Picard-Fuchs equations for the related elliptic integrals, and deduce the asymptotic
expansion of Ω
(III)
i . For simplicity, we drop the label J = III in this section.
We first make use of a transformation u = ev so that when we do an expansion
the first-derivative term is removed from the leading order equation, see Appendix
A.2 for derivation. This transformation is defined on the universal covering space
U defined by exp : U → C\{0}. One can do this transformation at the step of
calculating E(Φ+Ωi)−E(Φ), however we rather apply this transformation at the
beginning of the analysis to make consistency manifest. Equation (1.3) becomes
vzz = γe
2v + δe−2v − vz
z
+
αev + βe−v
z
. (2.1)
Integrating equation (2.1) once leads to
v2z = γe
2v − δe−2v + 2E, (2.2)
where E is the same as in (1.6c) (after transformation). We take the initial condi-
tions v(Φ) = ln a := b and v′(Φ) = pa := q 6= 0, where a and p are admissible, and
|Φ| ≫ 1. We decompose the solution into two parts: v = V + vˆ, where vˆ ≪ V as
|z| → ∞. Substituting into (2.2), the equation decouples into
V ′′ = γe2V + δe−2V , (2.3a)
vˆ′′ = γe2V
∞∑
n=1
(2vˆ)n
n!
+
δ
e2V
∞∑
n=1
(−2vˆ)n
n!
− V
′ + vˆ′
z
+
αeV+vˆ + βe−V−vˆ
z
, (2.3b)
= 2vˆ(γe2V − δe−2V )− V
′
z
+
αeV + βe−V
z
+ 2vˆ2(γe2V + δe−2V )− vˆ
′
z
+ vˆ
αeV − βe−V
z
+O(z−3).
and the initial values become
V (Φ) = b, V ′(Φ) = q, vˆ(Φ) = 0, vˆ′(Φ) = 0.
Equation (2.3a) tells us that V = O(1), and V and V ′′ have the same order.
A dominant balance analysis on each leading order term in (2.3b) tells us that
vˆ = O(1/z); vˆ, vˆ′ and vˆ′′ are of the same order, moreover V and V ′ are also of
the same order. After integrating equation (2.3a) once, we define two integrals
(analytically continued),
ω˜i =
∮
Γi
√
γe2v + 2E − δe−2v dv, and (2.4)
ωi =
∮
Γi
1√
γe2v + 2E − δe−2v dv, (2.5)
where i = 1, 2. These are elliptic integrals when expressed in u. The linearly
independent contours to be taken are depicted in Fig 1.
2.1. Averaging of the Hamiltonian. In this subsection the averaging of EIII
defined by ∆E := E(Φ + Ωi)− E(Φ), i = 1, 2, is calculated, where
E =
1
2
(
v2z − γe2v + δe2v
)
,
and the subscript i will be dropped hereafter for convenience. Our task is therefore
to evaluate
E(Φ + Ω)− E(Φ) = 1
2
(
v2z(Φ + Ω)− v2z(Φ)
)
. (2.6)
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Γ1
Γ2
Figure 1. The contour choice for ω and ω˜ integrals.
In order to find vz(Φ + Ω), we first use a Taylor expansion on v(z) around Φ + ω.
We remark here that we expect Ω is close to ω. Setting z = Φ+Ω and substituting
v = V + vˆ, we obtain
v(Φ+Ω) =
(
V + vˆ + (Ω− ω)(V ′ + vˆ′) + (Ω− ω)
2
2
(V ′′ + vˆ′′)
)∣∣∣∣
z=Φ+ω
+O((Ω−ω)3).
where ′ = dd z . We solve this equation for Ω− ω to find
Ω− ω =
(
− vˆ
V ′
+
vˆvˆ′
(V ′)2
− V
′′vˆ2
2(V ′)3
)∣∣∣∣
z=Φ+ω
+O((Ω− ω)3), (2.7)
which shows that Ω − ω is of order vˆ, therefore is of order 1z . Using (2.7) and
performing the analogous expansion on vz, we obtain
v2z(Φ + Ω) =
(
(V ′)2 + 2(V ′vˆ′ − V ′′vˆ) + (vˆ′)2 − 2vˆvˆ′′ + V
′′′vˆ2
V ′
)∣∣∣∣
z=Φ+ω
+O(z−3),
where V ′′′ = 2V ′(γe2V − δe−2V ). Therefore the expression (2.6) becomes
E(Φ + Ω)− E(Φ) (2.8)
=
(
(V ′vˆ′ − V ′′vˆ) + 1
2
(vˆ′)2 − vˆvˆ′′ + (γe2V − δe−2V )vˆ2
)∣∣∣∣
z=Φ+ω
+O(z−3).
The goal is to rewrite (2.8) such that the leading order depends only on V and its
derivatives. Notice that vˆ and vˆ′ vanish at z = Φ, hence we can rewrite (2.8) as
∆E =
[
αeV − βe−V
z
]Φ+ω
Φ
+
∫ Φ+ω
Φ
− (V
′)2
z
−V
′vˆ′ − V ′′vˆ
z
+
αeV − βe−V
z2
+O(z−3) dz.
(2.9)
Now, using (2.3), we find
V ′vˆ′ − V ′′vˆ
z
=
αeV − βe−V
z2
− αe
V (Φ) − βe−V (Φ)
Φ z
+
1
z
∫ z
Φ
− (V
′)2
z
dz +O(1/z3).
Using this, we obtain
∆E =
[
αeV − βe−V
z
+
αeV (Φ) − βe−V (Φ)
Φ
ln z
]Φ+ω
Φ
+
∫ Φ+ω
Φ
− (V
′)2
z
+
1
z
∫ z
Φ
(V ′)2
z
dz +O(1/z3) dz.
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Note that the expansion of 1z around Φ is:
1
z
=
1
Φ + z − Φ =
∞∑
n=0
[−(z − Φ)]n+1
Φn
=
1
Φ
− z − Φ
Φ2
+
(z − Φ)2
Φ3
+O(1/Φ4),
together they yield the result
E(Φ + Ω)− E(Φ) = − ω˜
Φ
+
ω ω˜
Φ2
+O(1/Φ3),
using integration by parts. This shows that the Hamiltonian varies slowly and only
depends on the initial point Φ.
2.2. The Picard-Fuchs equation for the elliptic integral ω˜. In this subsection
the Picard-Fuchs equation for ω˜ is derived, leaving some of the detail to Appendix
B. Consider the indefinite incomplete elliptic integral
φ˜(z) :=
∫ v(z)
v(Φ)
√
γe2v + 2E − δe−2v dv,
φ(z) :=
∫ v(z)
v(Φ)
1√
γe2v + 2E − δe−2v dv.
Note that ω˜ = φ˜(Φ + ω) and ω = φ(Φ + ω). Integrating φ˜ by parts yields the
alternative form (see Appendix B):
φ˜ = vz(z)− vz(Φ) + 2Eφ˜′ − 2δΨ (2.10)
where ′ = ddE , and
Ψ :=
∫ v(z)
v(Φ)
1
ev
√
γe4v + 2Ee2v − δ dv,
and a further computation will show that (see Appendix B)
Ψ =
1
e2v(Φ)vz(Φ)
− 1
e2v(z)vz(z)
+ 2γφ˜′′ + 2EΨ′.
Eliminating Ψ and its derivatives from (2.10) and its derivative in E leads to the
following second-order differential equation satisfied by φ˜:
4(E2 + δγ)φ˜′′ + φ˜− γe
2v + δe−2v
vz
∣∣∣∣
v(z)
v(Φ)
= 0. (2.11)
In the special case that φ˜(Φ + ω) = ω˜, the Picard-Fuchs equation satisfied by ω˜ is
obtained:
4(E2 + δγ)ω˜′′ + ω˜ = 0.
We note that the singularities of the above equation occur where the elliptic function
U becomes degenerate.
2.3. The expansion of distance Ω to the next repeated value. Equation
(2.7) can be understood as an expansion of Ω in v in which the leading order term
is simply ω. The expression vˆ/Vz is evaluated in Appendix B. The distances to the
next repeated value of the initial value in u for PIII have the expansion
Ω = ω − ω˜ω
′
2Φ
− 1
Φ
[
αu2(Φ)− β
u(Φ)
− γu
4(Φ) + δ
u(Φ)uz(Φ)
]
+O(1/Φ2).
This concludes our calculation for PIII.
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2.4. Boundedness of E. In this section we show that EIII is bounded along a ray
with fixed angle. We expect that the governing equation for E are the same as PI
and PII to leading order since EI−EV possess the same behaviour to leading order.
E(z), which may not be analytic in z because its derivative is path dependent, see
[11], have the following ‘Taylor’ expansion around Φ using Wirtinger derivative,
E(z) = E + (z − Φ)Ez + (z − Φ¯)Ez
+
1
2
[
(z − Φ)2Ezz + (z − Φ)(z − Φ)Ezz + (z − Φ)2Ezz
]
+ · · ·
evaluating at (Φ + Ωj ,Φ+ Ωj) gives us
E(Φ + Ωj) = E(Φ) + ΩjEz +ΩjEz +
1
2
[
Ω2jEzz +ΩjΩjEzz +Ω
2
jEzz
]
+O
(
1
z2
)
.
After expanding Ω by using (2.12), this becomes
E(Φ + Ωj)− E(Φ) = ωjEz + ωjEz + 1
2
[
ω2jEzz + ωjωjEzz + ω
2
jEzz
]
+O
(
1
z2
)
= − ω˜
Φ
+
ω ω˜
Φ2
+O( 1
Φ3
)
⇒ ωjEz + ωjEz = − ω˜j
z
+O( 1
z2
). (2.12)
Converting (2.12) to polar coordinates z = reiθ , then applying t = ln r gives us
Et =
e−2iθκ− Y
YE
+O(e−t). (2.13)
where
κ := ω˜1ω2 − ω1ω˜2,
Y := ω˜1ω2 − ω1ω˜2,
YE := ω1ω2 − ω1ω2.
Using results from Appendix C, we obtain
Et = −2E + 2e
−2iθ|E|+ E
ln
(
8|E|
|µ|1/2
) +O( 1
E
,
1
E ln |E|
)
where µ = −γδ. This proves that E is bounded on a path to infinity at any fixed
angle.
3. The fourth Painleve´ equation
In this section we briefly repeat the analysis described in Section 2 for the fourth
Painleve´ equation (1.4). The designation J = IV and the subscript i will be
dropped for convenience. Starting with the transformation u = 14v
2, equation (1.4)
is converted to
vzz =
3
64
v5 +
v3
2
+ v − vz
z
− αv
2z
+
2β
z2v3
+
v
16z2
, (3.1)
which does not have a first derivative term in the leading order. This equation has
the corresponding Hamiltonian,
EIV =
1
2
(
v2z −
v6
64
− v
4
4
− v2
)
. (3.2)
The initial conditions are now v(Φ) = b and v′(Φ) = q 6= 0 where |Φ| ≫ 1. The
decomposition v = V + vˆ, where vˆ ≪ V , decouples equation (3.1) into:
Vzz =
3
64
V 5 +
1
2
V 3 + V , (3.3)
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vˆzz = vˆ
(
15
64
V 4 +
3
2
V 2 + 1
)
− 2Vz + αV
2z
+vˆ2
(
15
32
V 3 +
3
2
V
)
− 2vˆz + αvˆ
2z
+
V
16z2
+
2β
z2V 3
+O(1/z3),
and the initial conditions become
V (Φ) = a, V ′(Φ) = q, vˆ(Φ) = 0, vˆ′(Φ) = 0.
By using the same argument as before we find that V = O(1) and vˆ = O(1/z); vˆ,
vˆ′ and vˆ′′ are of the same order; and V , V ′ and V ′′ are of the same order. The
change in the Hamiltonian is
E(Φ + Ω)− E(Φ)
=
(
V ′vˆ′ − V ′′vˆ + 1
2
(vˆ′)2 − vˆvˆ′′ + 1
2
(
15
64
V 4 +
3
2
V 2 + 1
)
vˆ2
)∣∣∣∣
z=Φ+ω
+O(z−3)
= − ω˜
Φ
+
ωω˜
Φ2
+O(Φ−3)
As before, two incomplete elliptic integrals φ and φ˜ are defined from (3.3), and from
using (1.8),
φ(z) =
∫ v(z)
v(Φ)
dv√
v6
64 +
v4
4 + v
2 + 2E
,
φ˜(z) =
∫ v(z)
v(Φ)
√
v6
64
+
v4
4
+ v2 + 2E dv.
The integral φ˜ can be expressed as
φ˜ =
1
4
vvz |v(z)v(Φ) +
3
2
Eφ˜′ +
1
16
Ψ,
where ′ = ddE , and
Ψ :=
∫ v(z)
v(Φ)
v4 + 8v2√
v6
64 +
v4
4 + v
2 + 2E0
dv,
=
(12v
5 + 203 v
3)
vz
∣∣∣∣
v(z)
v(Φ)
− 128
3
φ˜′ −
(
16
3
− 3E
)
Ψ′ − 256E
3
φ˜′′.
Together we have(
9
2
E − 8
3
)
Eφ˜′′ + φ˜−
[
vvz
4
+
3v5 + 40v3 + 8(16− 9E)v
96vz
]v(z)
v(Φ)
= 0.
At φ˜(Φ + ω) = ω˜, we have the Picard-Fuchs equation for ω˜(
9
2
E − 8
3
)
E ω˜′′ + ω˜ = 0.
The distance to the next repeated initial value is:
Ω(Φ) = ω − ω˜ω
′
2Φ
+
ω′
Φ
(3v7(Φ) + 72v5(Φ) + 512v3(Φ) + 64(16− 3E)v(Φ)
768vz(Φ)
(3.4)
+
αv2(Φ)
4
)
+O
(
1
Φ2
)
.
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After transforming equation (3.4) back to the variable u, we have the result stated
in Theorem 1.4. Following the argument from Section 2.4 and using results from
Appendix C give us
Et = −3
2
iE +
3a1
2a0
e−2iθ|E|2/3 + 3a
2
1E
2/3
2a20E
1/3
+O(1), (3.5)
which shows that E is bounded along a ray going to infinity.
4. The fifth Painleve´ equation
As in the previous section, we briefly repeat the analysis for equation (1.5), with
the understanding that J = V and i will remain unspecified. The transformation
u =
(
ev+1
ev−1
)2
eliminates the first derivative terms in the leading order part of PV,
obtaining
vzz = − δ
8e2v
(
e4v − 1)− γ(e2v − 1)
4evz
− vz
z
− 4e
v
[
α(ev + 1)4 + β(ev − 1)4]
z2 (e2v − 1)3 . (4.1)
The Hamiltonian of PV transforms into the following form
E =
1
2
(
v2z +
δ
8
(e2v + e−2v)− δ
4
)
, (4.2)
the term δ4 is added for consistency with the u-equation. The initial conditions are
taken to be v(Φ) = b and v′(Φ) = q 6= 0 where |Φ| ≫ 1. Analogously we use the
decomposition v = V + vˆ, where vˆ ≪ V as |z| → ∞, the equation (4.1) and the
initial conditions decouple into
Vzz = − δ
8
(e2V − e−2V ),
vˆzz = − δ
4
(e2V − e−2V )vˆ − γ
4z
(eV − e−V )− V
′
z
− δ
4
(e2V − e−2V )vˆ2
−γe
V
4z
vˆ(eV + e−V )− vˆ
′
z
− 4
[
α(eV + 1)4 + β(eV − 1)4]
z2
+O(1/z3),
and
V (Φ) = a, V ′(Φ) = q, vˆ(Φ) = 0, vˆ′(Φ) = 0.
By using another dominant balance analysis we find that V = O(1) and vˆ = O(1/z);
vˆ, vˆ′ and vˆ′′ are of the same order; and V , V ′ and V ′′ are of the same order. The
evolution of the Hamiltonian E is
E(Φ + Ω)− E(Φ)
=
(
V ′vˆ′ − V ′′vˆ + 1
2
(vˆ′)2 − vˆvˆ′′ − vˆ
2δ
8
(e2V + e−2V )
)∣∣∣∣
z=Φ+ω
+O(z−3)
= − ω˜
Φ
+
ωω˜
Φ2
+O(Φ−3).
The following integrals are defined corresponding to the analytically continued el-
liptic integrals for v using (1.8):
φ(z) =
∫ v(z)
v(Φ)
1√
− δ8 (e2v + e−2v) + 2E + δ4
dv,
φ˜(z) =
∫ v(z)
v(Φ)
√
− δ
8
(e2v + e−2v) + 2E +
δ
4
dv.
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The differential equations for φ˜ is,(
4E2 − δ
2
16
)
φ˜′′ + φ˜+
δ
8
e2v − e−2v
vz
∣∣∣∣
v(z)
v(Φ)
= 0,
and at φ˜(Φ + ω) = ω˜, the above equation becomes(
4E2 − δ
2
16
)
ω˜′′ + ω˜ = 0.
The exact distance to the next repeated value of u(Φ) of the fifth Painleve´ equation
takes the form
Ω(Φ) = ω − ω˜ω
′
2Φ
− ω
′
Φ
[
−γ
4
(ev(Φ) + e−v(Φ)) +
δ
8
e−2v(Φ) − e2v(Φ)
vz(Φ)
]
+O(1/Φ2).
Once again, transforming the above expression back to the variable u yields the
result stated in Theorem 1.4. Following the same argument from Section 2.4 and
Appendix C gives us
Et = −2E + 2E + |E|e
−2iθ
ln
(
64|E|
|δ|
) +O(1), (4.3)
which shows that E is bounded along a ray going to infinity.
5. Conclusion
In this paper we showed how to describe the leading-order asymptotic behaviours
of the Painleve´ equations PI − PV as the independent variable in each equation
becomes large. The resulting behaviours are given by elliptic functions to leading-
order in the complex plane. Each elliptic function has a modulus which is related
to the Hamiltonian of the respective equation. Our main result shows how the
Hamiltonian is bounded, and changes locally as the independent variable moves
over a domain given by the local period parallelogram. The Picard-Fuchs equation
was derived for each case, and used to estimate intervals between repeated values of
the solution. The results expressing the change of each Hamiltonian are remarkably
similar for all the equations, despite their differences in form.
The similarity of our results for PI−PV suggest a deep connection to the geom-
etry of their initial-value space [19]. Another open question concerns the discrete
Painleve´ equations which share a similar geometry of initial-value spaces. In the col-
lection of all known discrete Painleve´ equations only a few cases have been studied
asymptotically, by different approaches.
Another intriguing question arises for the case of PVI. Known asymptotic results
for PVI do not appear to involve elliptic functions. On the other hand, our results
suggest that some connection to elliptic functions should appear, because PVI has
a coalescence limit to PV. What these behaviours are for PVI remains an open
question.
Appendix A. Transformations needed for this Paper
A.1. Boutroux Transformations for PI, PII, PIV. The first, second and the
fourth Painleve´ equations have the following standard form
PI : ytt = 6y
2 + t,
PII : ytt = 2y
3 + ty + α0, and
PIV : ytt =
1
2
y2t
y
+
β
y
+ 2(t2 − α)y + 4ty2 + 3
2
y3.
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Using the Boutroux transformations:
y = τ1/2u(z), where z =
4
5
τ5/4 (where τ = −t),
y = τ1/2u(z), where z =
2
3
τ3/2 (where τ = −t), and
y = t u(z), where z =
1
2
t2,
after renaming α0 = − 23α, PI, PII and PIV are transformed into the Boutroux form
(1.1), (1.2) and (1.4).
A.2. Transformation that eliminates the first derivative term in PIII−PV.
For (1.3)-(1.5), we would like to eliminate the term
u2z
u . One way of doing this is to
introduce a new dependent variable v and transformation factor f such that
fIII(u)
(
uzz − u
2
z
u
)
= vzz.
Choosing f = 1u corresponds to the simple transformation v = lnu. Similarly for
PVI and PV, we have
fVI(u)
(
uzz − u
2
z
2u
)
= vzz,
fV(u)
(
uzz −
(
1
2u
+
1
u− 1
)
u2z
)
= vzz ,
where fVI(u) =
1√
u
, and fV(u) =
1√
u (u−1) which gives us v = 2u
1/2 and v =
ln
(
1−√u
1+
√
u
)
for PIV, and PV respectively.
Appendix B. Calculation needed for analysis in Section 2
B.1. The differential equation satisfied by the elliptic integrals φ˜i. In this
appendix we provide the details necessary to derive the differential equation satisfied
by φ˜ with respect to E. We use a prime to denote differentiation with respect to
E, and a subscript for differetiation with respect to z. To start, we use integration
by parts
φ˜ =
∫ V (z)
V (Φ)
e−V
√
γe4V + 2E0e2V − δ dV,
= −Vz |V (z)V (Φ) + 2
∫ V (z)
V (Φ)
γe2V + 2E0e
2V − δ − E0e2V + δ
eV
√
γe2V + E − δe−2V
dV,
= −Vz |V (z)V (Φ) + 2φ˜− 2E0φ+ 2δΨ.
This allows us to solve for φ˜ and get
φ˜ = Vz|V (z)V (Φ) + 2E0φ˜′ − 2δΨ,
where
Ψ :=
∫ v(z)
v(Φ)
1
ev
√
γe4v + 2Ee2v − δ dv.
We again use integration by parts to express Ψ in terms of φ˜, Ψ and their derivatives
with respect to E:
Ψ = − 1
e2vvz
∣∣∣∣
v(Φ)
v(z)
+ 2γφ˜′′ + 2EΨ′
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where
φ˜′′ =
dφ
dE
= −
∫ v(z)
v(Φ)
e3v
(γe4v + 2Ee2v − δ)3/2 dv,
Ψ′ =
dΨ
dE
= −
∫ v(z)
v(Φ)
ev
(γe4v + 2Ee2v − δ)3/2 dv.
Putting the above together gives equation (2.11) in which we have also used the
readily proven relation dvzdE =
1
vz
.
B.2. The first order term in the expansion of Ω for PIII. In this appendix
we calculate the order of 1z term of the expansion of Ω (as defined in (2.7)):
vˆ
Vz
∣∣∣∣
z=Φ+ω
=
∫ Φ+ω
Φ
Vz vˆz − vˆVzz
(Vz)2
dz +O(Φ−2),
=
∫ Φ+ω
Φ
1
(Vz)2
[
αeV − βe−V
z
]z
Φ
− 1
(Vz)2
∫ z
Φ
(Vz)
2
z
dz dz +O(Φ−2),
=
1
Φ
∮
αeV − βe−V
(Vz)3
dV − αe
V (Φ) − βe−V (Φ)
Φ
∮
1
(Vz)3
dV
− 1
Φ
∮
1
(Vz)3
∫ V (z)
V (Φ)
VzdV dV +O(Φ−2). (B.1)
The first integral in (B.1) is∮
C
αeV − βe−V
(Vz)3
dV =
∮
C
αe4V − βe2V
(γe4V + 2E0e2V − δ)3/2 dV,
=
∮
Γ
αU3 − βU
(γU4 + 2E0U2 − δ)dU,
=
∮
Γ˜
α
◦
w − β
2(γ
◦
w2 + 2E0
◦
w − δ)3/2 d
◦
w.
In the variable U , we can see clearly that the four branch points are U±± = eV±± =
±
√
−E0±
√
E2
0
+γδ
γ and that each will generically occupy its own quadrant. If the
contour Γ˜ circles two branch points of the opposite sign, then the integral is zero
by cancellation. If the contour Γ˜ circles any other two branch points, then in the
variable
◦
w the contour encloses both of the branch points, so we can enlarge the
contour and instead calculate the residue at infinity. The residue is indeed 0 in this
case. The second integral is simply dωdE0 . For the third integral in (B.1)∮
1
(Vz)3
∫ V (z)
V (Φ)
VzdV dV,
=
∮
1
(Vz)3
φ˜ dV,
=
∮
4(E20 + δγ)φE∂V φEdV −
∮
1
(Vz)3
[
γe2V (Φ) + δe−2V (Φ)
Vz(Φ)
]
dV
+
∮
1
(Vz)3
[
γe2V + δe−2V
Vz
]
dV,
= 4(E20 + δγ)
1
2
(
dω
dE0
)2
+
γe2V (Φ) + δe−2V (Φ)
Vz(Φ)
dω
dE0
,
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= − ω˜
2
dω
dE0
+
dω
dE0
γe2V (Φ) + δe−2V (Φ)
Vz(Φ)
.
Putting this together, we have the desired result
vˆ
Vz
=
ω˜ω′
2Φ
+
[
αeV (Φ) − βe−V (Φ) − γe
2V (Φ) + δe−2V (Φ)
Vz(Φ)
]
ω′
Φ
+O(1/Φ2).
Appendix C. Expansions of ω˜ in E as E →∞
For PIII,
ω˜1 = 2
√
2 πiE1/2w0,
ω˜2 =
√
2
(
ln
µ
4
− 4(ln 2− 1)− 2 lnE
)
E1/2w0 + E
1/2w1,
where
w0 = 1− µ
16
1
E2
− 15µ
2
1024
1
E4
+O(E−6),
w1 =
µ
16
1
E2
+
13µ2
2048
1
E4
+O(E−6).
For PIV:
ω˜1 =
3(3−√3 i)
4
a0E
2/3w0 +
3(3 +
√
3 i)
2
a1E
1/3w1,
ω˜2 =
3(3 +
√
3 i)
4
a0E
2/3w0 +
3(3−√3 i)
2
a1E
1/3w1,
where
w0 = 1− 16
81
1
E
− 512
32805
1
E2
+O(E−3),
w1 = 1− 8
81
1
E
− 640
45927
1
E2
+O(E−3),
a0 =
∫ ∞
0
1√
v4 + 2v
dv,
a1 =
∫ ∞
0
− 2v
3/2
(v3 + 2)3/2
dv.
For PV:
ω˜1 = −
√
2
[
−w1E1/2 ln(E) + 1
E1/2
w0
]
+
(
ln
(
64
δ
)
− 2
)√
2E1/2w1,
ω˜2 = 2
√
2 π iE1/2w1,
where
w0 = − δ
8
+
δ2
1024
1
E
+
δ3
49152
1
E2
+O(E−3),
w1 = 1 +
δ
16
1
E
− 3 δ
2
1024
1
E2
+
5 δ3
16384
1
E3
+O(E−4).
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