 Time-criTical applicaTions need timepredictable computing platforms to deliver results in time. Imagine, as an example, an airbag system in a car. A crash is detected by several sensors and a computer combines the information from these sensors. The computer decides if the information from the sensors is an indication of a crash and the passengers need some additional protection. The result of this decision may be to tighten the safety belts and to fire the airbags. This must be done in time. If the systems react 10 ms too late, it may have catastrophic consequences.
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Antilock braking systems in a car, automatic aircraft flight control systems, and self-driving cars are further examples, where the computer-based control system must respond within a bounded time. Such systems are called real-time systems, as stated by Stankovic [1] :
In real-time computing the correctness of the system depends not only on the logical result of the computation but also on the time at which the result is produced.
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In this paper, the focus is on the worst case rather than average case performance. It is important to understand that the worst-case execution time (WCET) of a task executing on a computer cannot be measured easily or quickly. It must be computed by analyzing the system [2] . This is a complex task typically involving simplifications that result in (safe) overapproximations. Such overapproximations represent a loss of performance, and for conventional processors like the one in a laptop, this can be as high as one or more orders of magnitude.
Several researchers have pioneered the view that we need a new class of computers that are optimized for WCET and intended for use in real-time systems, safety-critical systems, and cyber-physical systems [3] , [4] . It is important to realize that "optimized for the worst case" means more than the processor/ computer itself delivering good performance; it is equally important that it is possible-and hopefully even simple-to compute the WCET of a task with minimum overapproximation. This focus involves all layers: the processor hardware, the memory system, the interconnect, the compiler, the operating system, and the application. However, the starting point is a time-predictable hardware platform.
Future real-time systems require more performance than can be delivered by a single-core processor. Therefore, we propose a time-predictable multicore processor with time-predictable communication between the cores. One example where more processing power will be needed is future self-driving cars. Another advantage of a platform with many processor cores is that tasks can be assigned their own processor cores. This paper presents a multicore architecture that is designed and optimized for time-critical systems and supports WCET analysis. All design decisions consider reduction of the WCET instead of improvement of the average case performance. In our architecture, we use time to trigger and control access to shared resources: memory accesses and message passing. The presented architecture is intended as a platform for safety-critical applications. Figure 1 shows an overview of our timepredictable multicore processor, called T-CREST [5] . T-CREST consists of processor cores, called Patmos, and two communication structures, both implemented as packed switched networks-on-chip (NoC). One NoC, called Argo, is used exclusively for interprocessor communication (message passing) and it uses a bitorus topology [6] . The other NoC uses a tree structure and it supports access to a memory controller administering a shared DRAM memory, serving as main memory. Each processor has a small private scratchpad memory (SPM), built out of static memory cells, and messages are passed by writing data from the sender's SPM into the SPM of the receiving core.
The two NoCs and the memory (controller) are shared resources and, therefore, in principle subject to interference among otherwise unrelated activities. Such interference can severely hurt the WCET of application software executing on the processors. Minimizing or even eliminating interference is obviously highly desirable in a real-time system, and toward this end, we have adopted time division multiplexing (TDM) as the underlying principle. This fundamental decision is motivated and discussed in more detail in the following section.
Our design is in line with the precision timed (PRET) architecture [3] , where Edwards and Lee state: "It is time for a new era of processors whose temporal behavior is as easily controlled as their logical function." Similarly, the Kalray MPPA-256 processor [7] contains 256 processing cores, where the cores are designed to be an easy target for WCET analysis. The processing cores are organized in 16 clusters, where the clusters are connected by an NoC that is designed to guarantee the bandwidth and latency of messages.
The Independable Architecture for Many-Cores (IDMAC) platform [8] uses a similar clustered topology. It is intended for mixed criticality systems. Its NoC is designed to support isolation, and aiming to optimize latency and bandwidth it includes a run-time mechanism that adopts to varying and bursty traffic.
The CoMPSoC platform [9] removes all application interferences by resource reservation. CoMPSoC combines the AEthereal style NoC with customized processor cores from Silicon Hive and a composable memory controller. In contrast to the T-CREST platform, no caches are supported and all codes need to fit into on-chip memory. Our NoC architecture was inspired by the family of AEthereal NoCs, where the packets follow a static, time-driven schedule.
The reduced-complexity many-core architecture [10] proposes to avoid shared memory and to support timing analysis using a fine-grained message passing NoC. We agree on this approach to prefer the Argo message passing NoC over shared memory communication, but also allow shared external memory for larger code and larger data structures.
Time division multiplexing
Using time as an arbitration mechanism is a wellknown scheme and is known as TDM or as time-triggered architecture [11] . The main benefit is that arbitration decisions are calculated offline, and captured Figure 1 . The T-CREST multicore architecture with several processor cores connected to two NoCs: one for core-to-core message passing and other for access to the shared, external memory.
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in a static schedule: time is divided into slots. Each slot represents a point in time where exactly one client can access the resource. The mapping of clients to time slots is prescribed by that static schedule.
In the Argo message passing NoC, the resources are the individual links that connect routers, and it is possible and desirable to compute a global schedule that allows a packet that needs to traverse a sequence of links to traverse these in a pipelined manner. Figure 2 shows an example schedule for processor P 0 in a small system with four processors P 0 , P 1 , P 2 , P 3 . The period of the schedule is three slots and each slot is three clock cycles. In the first slot, P 0 sends a packet (M02) to P 2 , and in the second slot, it sends a packet (M01) to P 1 . The third slot is not used by P 0 . After the TDM schedule is finished, a new one starts with another packet to P 2 .
The use of such static schedules has two main advantages: 1) it is time predictable, as the timing and the time to wait for an access slot can be bounded offline and 2) the hardware for enforcing the static schedule is simple and scales well. When all clients share a common notion of time, it is possible to distribute the schedule and make local arbitration decisions (from which the global and precomputed schedules will emerge).
Individual messages fit exactly into a TDM slot. Therefore, there is no need to preempt any message. When a message is sent within its slot, it moves through the NoC without any blocking or preemption till the destination. If flow control between tasks is needed, it is performed in software.
One known downside of TDM-based arbitration is that this scheme is not what is called work con serving: if a client has reserved a slot but does not use the resource, then the resource is not offered to other clients that could use it. It is our experience that some consider this as waste of resources. When focus is on WCET, we consider this view a fallacy, as meeting deadlines is all that matters.
The alternative is to implement mechanisms that make arbitration decisions on the fly during runtime. This is the approach taken by most designers, but it incurs a considerable hardware cost. In an NoC, run-time arbitration brings with it a need to buffer temporarily stalled data and the hardware implementation of most NoCs is dominated by buffers-possibly several per router port if virtual circuits are used. On top of this comes the arbitration circuitry itself, flow control among buffers, and in some designs, large crossbars that switch among individual virtual circuits in each router port.
In contrast to this, a router for a TDM-based NoC is merely a pipelined X-Y switch, and the area of a TDM router is typically a small fraction of that of a typical router for a work conserving NoC. This means that for the same hardware cost, a TDM NoC can provide substantially higher bandwidth. This invalidates or at least makes doubtful the objections against TDM networks for not being work conserving.
In conclusion, the use of TDM is not only a means to achieve time predictability and guarantee WCET, but also a choice that results in efficient hardware implementations. TDM is a recurrent theme in our architecture, and we use it at several levels:
• at the Argo message passing NoC; • in the network interface (NI) for the Argo message passing NoC; • at the memory NoC; • for DRAM refresh.
Patmos processor
Patmos, the processing core of the multicore processor, was designed to be time predictable. All features are optimized primarily to reduce the WCET bound. We added only features where the WCET analysis is possible. Patmos contains a dual-issue in-order pipeline. The compiler statically schedules multiple instructions that can execute in parallel. The pipeline is organized so that there are no timing dependencies between instructions. For example, all cache misses happen in the same pipeline stage (the memory stage). This independency of instruction timings simplifies the low-level WCET analysis and, furthermore, is a guarantee that there are no timing anomalies.
Patmos contains specialized caches for instructions and data: 1) the method cache (M$) and 2) the stack cache (S$). The method cache stores whole methods (or functions in C). This feature simplifies cache analysis, as cache misses can only happen on function call or function return. All instruction fetches within a function are guaranteed cache hits. The compiler is responsible for splitting large functions into smaller ones, if needed. The stack cache is responsible for caching stack allocated data. Addresses of stack allocated data are relatively easy to deal with in the WCET analysis. Therefore, we provide an extra cache for stack allocated data, the stack cache. The compiler emits instructions on function entry and function return to ensure that the stack cache is valid. This means that all stack access instructions within a function are guaranteed cache hits. The data cache (D$) caches static and heap allocated data. For program-managed code and data, Patmos supports instruction and data SPMs. The data SPM is also used as memory for the Argo message passing NoC. Figure 3a shows Patmos with its caches and the SPM and the connection to the Argo message passing NoC.
Another feature of Patmos is its support of the single-path code paradigm. With single-path code, all data-dependent control flow decisions are transformed to a single execution path and conditional update of processor state. When all data-dependent timing variations are removed, the execution time of a task becomes constant. Therefore, a simple measurement is a valid approach to finding the WCET. A single-path code needs, as WCET analyzable code in general, known upper bounds on loops. Patmos supports the single-path code generation with instructions that can, depending on a predicate, be conditionally executed.
Patmos is supported by a port of the Low Level Virtual Machine (LLVM) compiler. The compiler also supports the special features of Patmos, e.g., generation of instructions for the stack cache, function splitting for the method cache, or generation of the single-path code.
The simplicity of the processor and the timing independence of instructions directly translate into simpler WCET analysis, e.g., no pipeline simulation, with its possible state explosion, is needed during WCET analysis. Up to now, two WCET analysis tools support Patmos: aiT 1 
Argo message passing NoC
Message passing involves copying data from local memory in the sender across a "channel" and into local memory in the receiver. The Argo message passing NoC implements this functionality using TDM and static scheduling, which effectively creates private end-to-end channels. This approach avoids interference between independent traffic flows and it makes it possible to calculate bounds on the worst case latency of sending a message. A similar TDM-based message passing functionality is seen in other multicore platforms; what makes our NoC different is its efficient and low-cost network interface microarchitecture that avoids resources for arbitration, buffering, and flow control. In addition, if using asynchronous router implementations, our NoC supports different forms of relaxed synchrony across the entire platform without the use of synchronization FIFOs. Details on both topics are published in [6] . Below we explain the key features.
The Argo message passing NoC is composed of a packet-switched structure of routers and links in a bitorus topology. By using TDM in combination with source routing the routers are merely pipelined X-Y switches controlled by route information in the packet headers. Each processor is connected to a router using a NI, as seen in Figure 3 , and it is the NIs that implement message passing.
Each NI operates in a synchronous fashion and executes a fraction of the global schedule by sourcing data into the channels that originate from its core. As an analogy, we mention that this is like the list of departures announced at a railway station, and continuing this analogy we observe that if all the wall clocks on all railway stations are synchronized, if all trains depart according to schedule and travel at the prescribed speed, then no train will ever encounter another train on the same track (and hence no signaling lights are needed). In hardware, this corresponds to arbitration and buffering not being needed.
In a platform with N cores, there are typically N − 1 outgoing channels allowing the core to send data to all the other cores. Each of these is driven by a corresponding direct memory access (DMA) controller. If multiple tasks share a processor, some outgoing channels from that processor may have to be shared as well. Alternatively, the NI must be set up to provide multiple channels between pairs of processors, such that tasks can communicate using nonshared channels. The architecture supports this as well.
In a simple and straightforward implementation of the NoC, packets consist of three 32-bit words sent in sequence and a slot in the TDM schedule is also three clock cycles. With 64 cores, a typical TDM schedule is 50-100 slots, corresponding to 150-300 clock cycles. This means that long messages are sent as a sequence of small packets and that messages originating from one core are sent in an interleaved fashion. It also means that the time to transmit a long message is determined by the throughput of the channel rather than by the latency experienced by a single packet. In some applications, it will be relevant to assign multiple slots in a TDM period to a certain channel. The network uses shortest path routing and packets belonging to a message are guaranteed to arrive in order.
Our NI microarchitecture, shown in Figure 3b , integrates DMA controllers and TDM scheduling in a novel way and data are transferred end-to-end from the source SPM and into the destination SPM, controlled by the TDM schedule. Because of this, our design enjoys the properties of TDM: it avoids all buffering and flow control and it is 2-4 times smaller than existing designs with similar functionality [6] .
The TDM counter corresponds to the wall clock in the railway analogy and it repeatedly indexes through the slots in the TDM schedule. For every allocated slot in the schedule the NI may send a packet. If a packet is to be sent the indexed schedule table entry provides the route for the packet and a pointer to the DMA controller that will source the payload data and the target address of the packet. This is illustrated in Figure 3b , where the entry in the schedule table points to an entry in the DMA table. As only one DMA controller can be active at any given time, the read pointer into the source SPM, the write pointer into destination SPM, and the word count are stored as a record in the DMA table. As illustrated, the read pointer is used to read from the local SPM and the outgoing packet is assembled from the route, the write pointer, and the payload data that is read from the SPM at exactly the time it is transmitted. When a packet arrives at an NI the payload data is written directly into the target SPM at the address carried in the packet header. Note that this does not involve a DMA controller or any other form of control.
The mechanism described above naturally lends itself to a globally synchronous implementation. As outlined in [6] implementations with more relaxed timing organizations are possible at no or very little extra hardware. In the most extreme case the NIs can operate with an unknown upward bounded (clock) skew of 1-2 cycles and the processors can operate with completely independent clocks.
Shared memory NoC and DRAM memory interface
For realistically sized applications and larger data structures, external memory is used. Access to this shared memory needs to be time-predictable as well to bound access times for loads, stores, and cache fills or spills.
For the shared external memory, we use a dedicated memory NoC. As access to this memory is a many-to-one relationship between processor cores and the memory, we organize this NoC as a tree with channels toward the memory controller and a return path for read data. Figure 4 shows the organization of the memory NoC. Each processor core is connected to an NI. The NIs are connected by a tree of merge circuits downstream toward the memory interface (MI) and back upstream for the return data. The MI is connected to the on-chip memory controller, which itself is connected to the external memory. The interface between the processor and the NI is the same interface between the MI and the memory controller.
We organize the TDM-based arbitration in a distributed manner. Each core's local NI executes the common TDM schedule. When the time slot for the core arrives, and a memory transaction is pending, the NI acknowledges the transaction to the processor core and the transaction freely flows down the network tree. No flow control, arbitration, or buffering (except pipeline registers to improve clock frequency) is performed along the downstream path. The memory request arrives at the MI and is forwarded to the memory controller.
On a read transaction, the result is sent from the memory back upstream to the processor cores. The NI knows exactly when the read data for its read request shall be returned. The NI uses time to filter out read data targeting other cores.
The worst-case timing of memory accesses (M$ filling and access to shared data) is dependent on the number of cores (number of TDM slots). "Evaluation and discussion" shows how to compute the worst-case memory timing, which itself is included in the WCET analysis.
To enable TDM-based scheduling of memory accesses the worst-case memory access time needs to be known. Standard DRAM controllers optimize for average case performance by reordering requests and keeping pages open. However, for accesses to the memory the worst case is when accesses go to different rows. We optimize for the WCET and use a closed page policy, as this results in the shortest worst-case latency [12] .
DRAM memory needs regular refresh, during which the memory cannot be accessed. In the case of general-purpose computing, this refresh is just a small reduction in performance. However, for realtime systems where the WCET is of primary importance we also need to consider the clock cycles where the memory is not available due to refresh.
When the external memory is a DRAM device that needs refresh, a refresh circuit is added to the memory NoC at the same level as a processor core. Therefore, refresh consumes one TDM slot, but has no further influence on the memory access timing.
Refresh can be considered in real-time systems in two ways: 1) model the refresh as a periodic task and 2) include the possible refresh in the memory access time. For a single core processor, where multiple periodic tasks already need to be considered in the schedulability analysis, the additional task is easy to consider. Typical values for this task are a period of 7.8 s and a WCET of 60 ns.
However, with a multicore processor the memory is already shared with a TDM-based arbiter. Therefore, it is simpler to add a short TDM slot for the refresh into the TDM schedule. For the WCET analysis of memory access, i.e., cache misses, the TDM schedule is already considered. We just increase the worst-case waiting time for the memory access by the additional refresh slot.
Programming the multicore
The T-CREST platform provides the hardware infrastructure to build time-predictable applications, organized as a set of communicating tasks executing on a multicore. However, there is no common agreed approach how to structure real-time applications on multicore processors. Therefore, we aim to support several different programming paradigms to support the future research.
For task scheduling, we provide the following support.
• The Patmos processor supports timer interrupts and therefore classic preemptive real-time operating systems can execute on T-CREST. For example, RTEMS has been ported to T-CREST.
• Due to the TDM approach in the Argo message passing NoC, all cores have a common notion of time, even when connected via an asynchronous version of the NoC. Therefore, T-CREST also supports time-triggered execution of tasks, where time can be used to enforce precedence constraints.
• The NoC also supports cross-core interrupts, which enables implementation of a multicore global scheduler. Therefore, any multicore real-time scheduling algorithm can be explored on T-CREST.
For communication between tasks, we provide the following support.
• Mainstream communication between threads (or tasks) is via data structures allocated in shared memory and is protected by locks. Although this communication does not scale very well on multicore processors, T-CREST supports this form of communication.
• An alternative form of communication between threads/tasks is message passing. It can be implemented via shared memory, which T-CREST supports with time-predictable access to the shared main memory. However, it is more efficient (higher bandwidth, shorter latency, and less energy consumption) when the messages are passed between cores without leaving the chip. The Argo message passing NoC supports this with transfer of messages between core local spMs.
We just started to explore different possibilities to organize applications into communicating tasks on top of T-CREST. The T-CREST platform has been evaluated with an avionics use case [5] . Furthermore, a digital signal processing (DSP) audio effect application has been developed for T-CREST that uses multiple cores to implement a signal processing pipeline. Future work is in progress to use T-CREST in an advanced Drone platform 2 and as a Fog node for robotics and industrial automation. 3 We have no final answer to the best solution for programming a multicore architecture. Probably the best solution depends on the type of application. We consider this as exciting future work to explore, and especially compare different execution models for a multicore architecture on the same platform.
Evaluation and discussion
For the evaluation, we use a 9-core prototype implemented using the popular and inexpensive Altera DE2-115 board with a Cyclone IV EP4CE115 FPGA. The Argo message passing NoC is configured with an all-to-all schedule. We synthesized the design with Quartus Prime 16.1 Lite Edition with default settings. Table 1 shows the resource consumption of the individual components and the total numbers for a 9-core platform. The resource consumption is given in logic cells (LCs) and on-chip memory consumption. One LC in the Cyclone FPGA contains a 4-bit lookup table and a flip-flop. The full design consumes 86 kLCs and 212 KB of memory. Memory consumption is stated separately as the sizes of the memories are configurable.
Calculated per processor, we see that both the NoCs are relatively small: 6% for the memory NoC and 33% for the Argo message passing NoC. The latter is substantially smaller than other NoC implementations [6] .
For both the networks, we can derive the worstcase time it takes to convey a single transaction across the network as
where T wait is the worst-case waiting time for an assigned TDM slot, T rw is the time for a read or write action at the source, and T NoC is the time spent to traverse the NoC. T wait depends on the TDM schedule. The worst case is when a request just missed its own slot by a single clock cycle, which is shown in the first parenthesis in (2) and (3). T rw and T NoC are constant for a given platform. For the memory NoC, a read or write involves transmitting a single packet in a single slot, whereas in the Argo message passing NoC a write action typically involves transmitting several packets in a sequence of slots.
For the two networks, we get the following transaction latencies:
where N is the number of TDM slots in the schedule, s is the length of a slot expressed in clock cycles, L NoC is the number of clock cycles it takes to traverse the NoC, and t clk is the clock period. For the memory NoC, r is the length of the additional refresh slot. For the Argo message passing NoC, S msg is the size of the message (in bytes), and S chan is the number of bytes sent across the channel in one TDM period. For the memory NoC in our 9-core platform, we have: N = 9, s = 10, r = 4, and L NoC = 3, resulting in a worst-case time for a 4-word burst of 106 clock cycles.
For the Argo message passing NoC in our 9-core platform a schedule that supports communication among all processors is N = 10 slots long. With s = 3 clock cycles, the TDM period is 30 clock cycles. During this time interval each of the 9 • (9−1) = 72 channels can transmit S chan = 8 bytes, and for long block transfers, the NoC can sustain this bandwidth. If all channels are fully utilized, each individual processor must produce and consume 64 bytes in 30 clock cycles or 2.13 bytes per clock period. This is clearly much more than the available computation power of a core.
The worst-case end-to-end latency for sending a message is the WCET of the software function implementing the send primitive (setting up the DMA transfer) plus the time it takes to transfer the message across the Argo message passing NoC, as discussed in the previous paragraph. The former can be computed by using a WCET analysis tool such as AbsInt's aiT and the latter is computed using (3) .
For the 9-core platform using the all-to-all schedule, Table 2 shows the latency for sending messages of different sizes.
If all processors constantly send 512-byte messages to all other processors, each processor will have to consume and produce 8 • (512/1931) = 2.12 bytes per clock cycle, which is very close to the 2.13 computed above for the Argo message passing NoC alone and much more than the available computation power of a core.
All the above results relate to a 9-core platform. When the number of processors is increased, the bandwidth per processor obviously degrades. For the memory NoC, this degradation is linear in the number of processors. For the Argo message passing NoC, we note that for platforms with 8 × 8 = 64, 10 × 10 = 100, and 15 × 15 = 225 cores, we have computed all-to-all schedules with periods of 85, 157, and 471 slots, respectively. With these schedules the bandwidth is 1.98, 1.75, and 0.95 bytes per processor per cycle-even in the latter case still more than the available computation power of a core. This is a strong hint on the scalability and viability of a TDM-based NoC. Furthermore, application-specific schedules generated for more sparse core communication graphs can result in far better numbers.
Finally, we mention that the performance and scalability of the T-CREST platform are studied in [5] , where it is shown that the T-CREST platform scales better when using multiple cores than the LEON 4 multicore processor.
The time-critical multicore and the tools (compiler and platin WCET analyzer) are available in open source hosted at GitHub: https://github.com/t-crest. The build process on a Linux computer is briefly described in the README and in more detail in the Patmos handbook. 4 Time-critical systems need to guarantee to deliver results in time, therefore they are also called real-time systems. A real-time application consists of real-time tasks that must be written to enable worst-case WCET analysis. However, worst-case WCET of tasks can only be ensured when these tasks are executed on a time-predictable platform.
in This paper, we presented a processor, called T-CREST, consisting of several processor cores, which are optimized for time-predictable computation. These cores simplify worst-case WCET analysis of tasks. The processing cores are connected by two communication structures: a core-to-core messages passing NoC and a core-to-memory NoC. Both the NoCs use TDM as an arbitration scheme to allow time-predictable communication.
By avoiding hard to analyze processor features and using TDM for the NoCs the presented platform is reasonably small. We can prototype a 9-core system on a cheap, medium-sized FPGA.
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