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Abstract
We are interested in studying an unsteady fluid-structure interaction problem in a three-dimensional space. We
consider a homogeneous Newtonian fluid which is modeled by the Navier-Stokes equations. Whereas the motion of
the structure is described by the quasi-incompressible non-linear Saint Venant-Kirchhoff model. We establish the
local in time existence and uniqueness of solution for this model. For this sake, first we rewrite the non-linearity of
the elastodynamic equation in an explicit way. Then, a linearized problem is introduced in the Lagrangian reference
configuration and we prove that it admits a unique solution. Based on the a priori estimates on the solution of this
problem together with the fixed point theorem we prove that the non-linear problem admits a unique local in time
solution. At last, by the inf-sup condition we reach to the existence of the fluid pressure.
Keywords: Fluid-structure interaction, Navier-Stokes, elastodynamic equations, Saint Venant-Kirchhoff model,
fixed point theorem.
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Introduction
Fluid-structure interaction (FSI) problem is a wide spread subject which has gain a lot of concern and interest
among mathematicians. This is due to the fact that many real-world problems consider the analysis of FSI problems
as an essential tool to avoid failure. For example, they are considered in the design of many engineering systems
such as aircrafts, engines and bridges, where the FSI oscillations are studied. Also, in biological field, fluid-structure5
interaction problems play an important role in the analysis of aneurysms and blood flow in stenosed arteries. Various
kinds of fluid-structure interaction problems have been studied by modeling the fluid by either Stokes or Navier-
Stokes equations coupled with an equation modeling the structure. Some deal with incompressible fluids [2, 9, 19],
others with compressible fluids [4, 3]. Structures modeled with plate equations or shell equations were treated in
[14]. The Stokes equations coupled with beam equation were analyzed in [17]. The case of a free boundary FSI with10
the flow being incompressible and coupled with a linear Kirchhoff elastic material has been treated in [9], where the
existence and uniqueness locally in time of such motion has been proved. In [19] the existence locally in time of a
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weak solution for an incompressible fluid with a rigid structure has been proved. Similar model has been studied in
[11] considering a variable density where the global existence of the solution has been proved, that is, the existence
of the solution until collisions occur between either the structure and boundaries or between two structures. For the15
coupling of an incompressible fluid with elastic structure, the existence of global weak solutions has been proved in [2]
when adding a regularizing term to the structure motion. In 3D, the work in [18] has proved the existence of steady
solutions of the incompressible Navier-Stokes equations when coupled with the non-linear Saint Venant-Kirchhoff
model. Whereas, the existence and uniqueness of a regular solution has been proved in the case of compressible
Navier-Stokes equations coupled with the non-linear Saint Venant-Kirchhoff model in [4], and with linear elastic20
model in [3].
In our work we consider the interaction between an incompressible homogeneous Newtonian fluid modeled by the
Navier-Stokes equations surrounded by a hyperelastic quasi-incompressible structure modeled by the non-linear Saint
Venant-Kirchhoff model. We couple them in a one domain, by considering a common boundary and imposing some25
conditions on it. First, we introduce the coupled system at time t, which consists of the incompressible homogeneous
Navier-Stokes equations with the elastodynamic equations modeled by the non-linear Saint Venant-Kirchhoff model.
From mathematical point of view, Navier-Stokes equations are studied in the Eulerian (spatial) framework, whereas
elastic structures are studied in the Lagrangian (material) framework. In order to be able to study the coupled
system we use the deformation mappings of both the fluid and the structure domains to rewrite the coupled system30
in the Lagrangian framework, in particular, in the reference configuration corresponding to the time t = 0. Indeed,
since we are working with a problem involving a free moving boundary, the Lagrangian frame allows us to consider
working on a fixed domain. As for the Saint Venant-Kirchhoff model we rewrite it in an explicit form which enables
us to easily deal with it when applying the fixed point theorem as well as to find some bounds on it. In a second step
we partially linearize our system by considering the deformations to be given for given fluid velocity v˘ and structure’s35
displacement ξ˘, such that the couple (v˘, ξ˘) is in some fixed point space. The third step consists of formulating an
auxiliary problem, which comes from the classical system by changing slightly the coupling conditions coming from
the elastodynamic equations associated to the structure. The weak formulation is derived by considering a transfor-
mation of a divergence-free setting, so that the fluid pressure term will disappear. Using Faedo-Galerkin approach we
define Galerkin approximations of the solutions and derive a priori estimates for the Galerkin sequence. By passing40
to the limit, and using compactness results with Aubin-Lions-Simon Theorem we prove the existence and uniqueness
of a solution for the auxiliary problem. Based on the results concerning the auxiliary problem, and using the fixed
point theorem we prove the existence and uniqueness of the solution of the partially linearized problem. Coming
back to the non-linear problem, we use the fixed point theorem approach to prove the existence of a solution for the
non-linear fluid-structure interaction problem. Finally, we establish the existence of an L2 fluid pressure by verifying45
the inf-sup condition.
1. Fluid-Structure Interaction Problem
The fluid is governed by the homogeneous incompressible Navier-Stokes equations. Let T > 0 be given. At time t,
let Ωf (t) ⊂ R
3 denotes a regular (enough) bounded connected domain representing the lumen of the artery. Denote
2
by ∂Ωf (t) = Γin(t) ∪ Γout(t) ∪ Γf (t) its smooth boundary. The incompressible Navier-Stokes equations formulated
in the Eulerain coordinates are
ρf
(
∂tv + (v · ∇)v
)
−∇ · σf (v, pf ) = 0 in Ωf (t)× (0, T ), (1a)
∇ · v = 0 in Ωf (t)× (0, T ), (1b)
σf (v, pf ) nf = gf on Γf (t)× (0, T ), (1c)
v = vin on Γin(t)× (0, T ), (1d)
σf (v, pf ) nf = 0 on Γout(t)× (0, T ), (1e)
v = v0 in Ωf (t) at t = 0, (1f)
where v = (v1, v2, v3)
t is the fluid velocity, pf is its pressure and ρf > 0 is its density. We denote by gf an external
load on Γf (t). The term σf (v, pf ) is the Cauchy stress tensor of the fluid whose expression is
σf (v, pf ) = 2µD(v)− pf Id,
with µ is its dynamic viscosity and D(v) =
∇v + (∇v)t
2
is the symmetric gradient. On the other hand, the
structure is considered to be a quasi-incompressible homogeneous hyperelastic material modeled by the non-linear
Saint Venant-Kirchhoff model [8]. We denote by Ωs(t) ⊂ R
3 a regular enough domain that represents the structure
at any time t > 0 and by ∂Ωs(t) its smooth boundary such that ∂Ωs(t) = Γ1(t) ∪ Γ2(t). The structure displacement
ξs satisfies the following equations
ρs∂
2
t ξs −∇ · σ
s
Qinc(ξs) = 0 in Ωs(t)× (0, T ),
σsQinc(ξs) n˜s = gs on Γ1(t)× (0, T ),
ξs = 0 on Γ2(t)× (0, T ),
(2)
where σsQinc is the Cauchy stress tensor characterizing the quasi-incompressible property of the structure and gs is
a surface external force applied on Γ1(t). To set up the FSI system, the domains Ωf (t) and Ωs(t) are coupled by
considering Γ1(t) ≡ Γf (t). Here and after the common boundary will be denoted by Γc(t). To ensure the global
energy balance of the system some coupling conditions representing the continuity of the velocities and stresses must
be imposed on the boundary Γc(t). These coupling conditions are given asv = ∂tξs, on Γc(t)× (0, T ),σf (v, pf ) n = σsQinc(ξs)n on Γc(t)× (0, T ), (3)
where n is the outward normal from Ωf (t) to Γc(t).
Finally, we introduce the initial conditions
• v(., 0) = v0 in Ωf (0),50
• ξs(., 0) = ξ0 in Ωs(0),
• ∂tξs(., 0) = ξ1 in Ωs(0),
• pf(., 0) = pf0 in Ωf (0),
3
which satisfy
v0 ∈ H
6(Ωf (0)), ξ0 ∈ H
4(Ωs(0)), ξ1 ∈ H
3(Ωs(0)) and pf0 ∈ H
3(Ωf (0)). (4)
Let Ω(t) =
[
Ωf (t) ∪ Ωs(t)
]◦
and ∂Ω(t) = [∂Ωf (t) ∪ ∂Ωs(t)] \ [∂Ωf (t) ∩ ∂Ωs(t)].
At time t > 0, the coupled system is given by
ρf
(
∂tv + (v · ∇)v
)
−∇ · σf (v, pf ) = 0 in Ωf (t)× (0, T ), (5a)
∇ · v = 0 in Ωf (t)× (0, T ), (5b)
v = vin on Γin(t)× (0, T ), (5c)
σf (v, pf ) n = 0 on Γout(t)× (0, T ), (5d)
ρs∂
2
t ξs −∇ · σ
s
Qinc(ξs) = 0 in Ωs(t)× (0, T ), (5e)
ξs = 0 on Γ2(t)× (0, T ), (5f)
v = ∂tξs on Γc(t)× (0, T ), (5g)
σf (v, pf ) n = σ
s
Qinc(ξs) n on Γc(t)× (0, T ), (5h)
v(., 0) = v0 and pf (., 0) = pf0 in Ωf (0), (5i)
ξs(., 0) = ξ0 and ∂tξs(., 0) = ξ1 in Ωs(0). (5j)
The Navier-Stokes equations are defined on the domain Ωf (t) which evolves over time from the initial configuration
Ωf (0) according to a position function
A(., t) : Ωf (0) −→ Ωf (t)
x˜ −→ A(x˜, t) = x
that associates to the Lagrangian coordinate of a fluid particle its Eulerian coordinate. For all x˜ ∈ Ωf (0) the function
A(x˜, .) satisfies 
∂tA(x˜, t) = v(A(x˜, t), t) for t ∈ (0, T ),
A(x˜, 0) = x˜.
The function A is called the Arbitrary Lagrangian-Eulerian (ALE) map.
Similarly, the elastodynamic equations in the displacement ξs are defined on the domain Ωs(t) which evolves over
time from the initial configuration Ωs(0) according to a position function
ϕs(., t) : Ωs(0) −→ Ωs(t)
y˜ −→ ϕs(y˜, t) = y
and we have
ϕs(y˜, t) = y˜ + ξs(ϕs(y˜, t), t). (6)
Notice that, using (6) we have
ϕs(y˜, 0) = y˜ + ξs(y˜, 0), that is y˜ = y˜ + ξ0
4
which yields ξ0 = 0.55
In the sequel, we omit the subscript s of the structure displacement and deformation, that is, we write ξs ≡ ξ and
ϕs ≡ ϕ. Further, we refer to the space elements in Ω
f
0 and Ω
s
0 by x˜.
The definition of these two mappings enables us to write System (5a)-(5j) on the domain Ω(0). To do so, we
consider the following change of variables in terms of the deformation mappings A and ϕ. For all x˜ in Ωf (0) and
Ωs(0) and t in (0, T ) set
v˜(x˜, t) = v(A(x˜, t), t), ξ˜(x˜, t) = ξ(ϕ(x˜, t), t) and p˜f (x˜, t) = pf (A(x˜, t), t). (7)
On the reference domain Ωf (0), the fluid stress tensor is given by [20, Section 2.1.7] as
σ˜0f (v˜, p˜f ) =
(
µ
(
∇v˜(∇A)−1 + (∇A)−t(∇v˜)t
)
− p˜fId
)
cof(∇A)
= σ˜0f (v˜)− p˜fcof(∇A).
(8)
As for the quasi-incompressible structure, the Cauchy stress tensor is given in terms of the first Piola-Kirchhoff stress
tensor P as [20, Lemma 2.12]
PQinc = det(∇ϕ)
(
σsQinc(ξ) ◦ϕ
)
(∇ϕ)−t
= P + C(det(∇ϕ)− 1)cof(∇ϕ)
(9)
with C > 0 a sufficiently large constant and
P =∇ϕS(∇ϕ) (10)
where
S(∇ϕ) = 2µsE(∇ϕ) + λstr(E(∇ϕ))Id
is the second Piola-Kirchhoff stress tensor and
E(∇ϕ) =
1
2
((∇ϕ)t∇ϕ− Id)
is the Green-Lagrange strain tensor with (µs, λs) ∈ R
∗
+ × R+ are the Lame´ coefficients.
In particular, when considering the Saint Venant-Kirchhoff stress tensor, Expression (10) can be rewritten in terms
of the displacement ξ˜ as
P = (Id+∇ξ˜)
(
µs
(
∇ξ˜ + (∇ξ˜)t + (∇ξ˜)t∇ξ˜
)
+
λs
2
(
2∇ · ξ˜ + |∇ξ˜|2
)
Id
)
. (11)
Using relations (7)-(9) we reformulate the Navier-Stokes equations and the elastodynamic equations in the Lagrangian
5
coordinates. Hence, we can rewrite the coupled System (5a)-(5j) on Ωf (0) and Ωs(0) as
ρfdet(∇A)∂tv˜ −∇ · σ˜
0
f (v˜, p˜f ) = 0 in Ωf (0)× (0, T ),
∇ ·
(
det(∇A)(∇A)−1v˜
)
= 0 in Ωf (0)× (0, T ),
v˜ = vin ◦A on Γin(0)× (0, T ),
σ˜0f (v˜, p˜f ) n˜ = 0 on Γout(0)× (0, T ),
ρsdet(∇ϕ)∂
2
t ξ˜ −∇ ·P −∇ ·
[
C(det(∇ϕ)− 1)cof(∇ϕ)
]
= 0 in Ωs(0)× (0, T ),
ξ˜ = 0 on Γ2(0)× (0, T ),
v˜ = ∂tξ˜ on Γc(0)× (0, T ),
σ˜0f (v˜, p˜f )n˜ = [P + C(det(∇ϕ)− 1)cof(∇ϕ)] n˜ on Γc(0)× (0, T ),
v˜(., 0) = v0 and p˜f(., 0) = pf0 in Ωf (0),
ξ˜(., 0) = ξ0 = 0 and ∂tξ˜(., 0) = ξ1 in Ωs(0),
(12)
where ∇ϕ = Id+∇ξ˜ is the gradient of the deformation and n˜ is the outward normal of Ωf (0) on Γc(0).
In order to deal with the structure model, we write the elasticity model in the spirit of [15], that is, we define
ciαjβ =
∂Piα
∂(∂β ξ˜j)
. (13)
Let us set
ciαjβ(∇ξ˜) = µs(δβiδαj + δαβδij) + λs(δiαδjβ) + c
l
iαjβ(∇ξ˜) + c
q
iαjβ(∇ξ˜), (14)
where cliαjβ(∇ξ˜) is the linear part given by
cliαjβ(∇ξ˜) = µs
(
δij∂β ξ˜α + δαj∂β ξ˜i + δij∂αξ˜β + δαβ∂j ξ˜i + δiβ∂αξ˜j + δαβ∂iξ˜j
)
+ λs
(
δiα∂β ξ˜j + δαβδij(∇ · ξ˜) + δjβ∂αξ˜i
)
(15)
and cqiαjβ is the quadratic part written as
cqiαjβ(∇ξ˜) =µs
(
δij(∂βξ · ∂αξ˜) + ∂βξi∂αξ˜j + δαβ(∇ξ˜j ·∇ξ˜i)
)
+ λs
(
1
2
δijδαβ |∇ξ˜|
2+∂αξ˜i∂β ξ˜j
)
. (16)
Hence, ciαjβ can be rewritten as
ciαjβ(∇ξ˜) = Cst+ L(∇ξ˜) +Q(∇ξ˜), (17)
where Cst is a constant, L is a linear function in ∇ξ˜ and Q is a quadratic function in ∇ξ˜.
Remark that the coefficients ciαjβ are symmetric, that is,
ciαjβ = cjβiα ∀ i, α, j, β ∈ {1, 2, 3}. (18)
Lemma 1.1. For k = i, α, j, β ∈ {1, 2, 3}, we denote by ∂k the partial derivative in space and by ∂t and ∂s the partial
derivatives with respect to time. Some consequences of the relation (18) are the following60
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1- For i, α ∈ {1, 2, 3}, the partial derivatives of P with respect to time and space are respectively
∂sPiα =
3∑
j,β=1
ciαjβ(∇ξ˜)∂
2
sβ ξ˜j and ∂kPiα =
3∑
j,β=1
ciαjβ(∇ξ˜)∂
2
kβ ξ˜j .
2- The i− th component of the divergence of P is given by
(∇ · P )i =
3∑
α,j,β=1
ciαjβ(∇ξ˜)∂
2
αβ ξ˜j ∀ i = 1, 2, 3. (19)
3- Assuming that P (ξ˜(., 0)) = 0 on Γ1(0), the normal component of the stress tensor P on the boundary Γ1(0) is
3∑
α=1
Piαn˜α =
3∑
α,j,β=1
(∫ t
0
ciαjβ(∇ξ˜)∂
2
sβ ξ˜j ds
)
n˜α ∀ i = 1, 2, 3. (20)
4- The iα-th component of P is given by
Piα =
3∑
α,j,β=1
(∫ t
0
ciαjβ(∇ξ˜)∂
2
sβ ξ˜j ds
)
∀ i = 1, 2, 3.
Proof.
1- Let r be the index that represents either the time derivative or the space derivative. For the iα-th component
of P (ξ˜) we have
∂r(P (ξ˜))iα =
3∑
j,β=1
∂(P (ξ˜))iα
∂(∂β ξ˜j)
∂(∂β ξ˜j)
∂r
=
3∑
j,β=1
ciαjβ(∇ξ˜)∂
2
rβ ξ˜j .
2- Considering r = α in the first part yields
∂α(P (ξ˜))iα =
3∑
j,β=1
ciαjβ(∇ξ˜)∂
2
αβ ξ˜j .
But for i = 1, 2, 3 we have
(∇ · P (ξ˜))i =
3∑
α=1
∂α(P (ξ˜))iα =
3∑
α,j,β=1
ciαjβ(∇ξ˜)∂
2
αβ ξ˜j .
3- For any ξ˜ in Ωs(0) we have
Piα(ξ˜(., t))− Piα(ξ˜(., 0)) =
∫ t
0
∂sPiα(ξ˜(., s)) ds ∀ i, α = 1, 2, 3.
Substituting ∂sP (ξ˜(., s)) by its expression from the first part gives
Piα(ξ˜(., t)) − Piα(ξ˜(., 0)) =
3∑
j,β=1
∫ t
0
ciαjβ(∇ξ˜)∂
2
sβ ξ˜j ds ∀ i, α = 1, 2, 3.
In particular, on Γ1(0) we have P (ξ˜(., 0)) = 0. Consequently, taking the summation over α yields
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3∑
α=1
Piα(ξ˜(., t))n˜α =
3∑
α,j,β=1
∫ t
0
(
ciαjβ(∇ξ˜)∂
2
sβ ξ˜j ds
)
n˜α ∀ i = 1, 2, 3.
To deal with the quasi-incompressibility condition, we express it in a way similar to that of the first Piola-Kirchhoff
stress tensor (14). To do so, we use the notation introduced in [8, p. 5] by defining the third-order orientation tensor
(εijk) whose components are the Levi-Civita symbol {εijk}ijk. Using the Einstein summation convention on the
indices, we define the ij-th element of the matrix cof(∇ϕ) by
(cof(∇ϕ))ij =
1
2
εmniεpqj∂pϕm∂qϕn.
Further, the determinant of the 3-by3-matrix ∇ϕ is
det(∇ϕ) =
1
6
εijkεpqr∂pϕi∂qϕj∂rϕk. (21)
We define
diαjβ(∇ξ˜) =
∂
∂(∂β ξ˜j)
[(
det(∇ϕ)− 1
)
cof(∇ϕ)
]
iα
. (22)
Clearly, diαjβ(∇ξ˜) is a polynomial in ∇ξ˜ of degree at most 4. Moreover, for i = α and j = β we get the constant
terms of this polynomial. Then we can write
diαjβ(∇ξ˜) = Cst+ d
L
iαjβ(∇ξ˜) + d
Q
iαjβ(∇ξ˜) + d
T
iαjβ(∇ξ˜) + d
F
iαjβ(∇ξ˜) (23)
where dLiαjβ , d
Q
iαjβ , d
T
iαjβ and d
F
iαjβ stand for polynomials in ∇ξ˜ with respective degree 1, 2, 3 and 4. This writing
enables us to give the i− th component of ∇ · [C(det(∇ϕ)− 1)cof(∇ϕ)]. In fact,[
∇ ·
(
C(det(∇ϕ)− 1)cof(∇ϕ)
)]
i
= C
3∑
α,j,β=1
diαjβ(∇ξ˜)∂
2
αβ ξ˜j for i = 1, 2, 3. (24)
In a way similar to (20), for i = 1, 2, 3 the normal component of the quasi-incompressible condition on the
boundary Γ1(0) is
3∑
α=1
[
(det(∇ϕ)− 1)cof(∇ϕ)
]
iα
n˜α =
3∑
α,j,β=1
(∫ t
0
diαjβ(∇ξ˜)∂
2
sβ ξ˜jds
)
n˜α, (25)
provided that
(
det(∇ϕ)− 1)cof(∇ϕ)
)
(., 0) = 0 on Γ1(0).
In what follows, for simplicity we set
biαjβ = ciαjβ + Cdiαjβ . (26)
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Using Relations (19), (20), (24) and (25), System (12) can be rewritten as
ρfdet(∇A)∂tv˜ −∇ · σ˜
0
f (v˜, p˜f ) = 0 in Ωf (0)× (0, T ),
∇ · (det(∇A)(∇A)−1v˜) = 0 in Ωf (0)× (0, T ),
v˜ = vin ◦A on Γin(0)× (0, T ),
σ˜0f (v˜, p˜f ) n˜ = 0 on Γout(0)× (0, T ),
ρsdet(∇ξ˜ + Id)∂
2
t ξ˜i −
3∑
α,j,β=1
biαjβ(∇ξ˜)∂
2
αβ ξ˜j = 0, in Ωs(0)× (0, T ),
ξ˜ = 0 on Γ2(0)× (0, T ),
v˜ = ∂tξ˜ on Γc(0)× (0, T ),[
σ˜0f (v˜, p˜f )n˜
]
i
=
3∑
α,j,β=1
(∫ t
0
biαjβ(∇ξ˜)∂
2
sβ ξ˜jds
)
n˜α, on Γc(0)× (0, T ),
v˜(., 0) = v0 and p˜f (., 0) = pf0 in Ωf (0),
ξ˜(., 0) = 0 and ∂tξ˜(., 0) = ξ1 in Ωs(0).
(27)
for i = 1, 2, 3.
Notice that, unlike System (12), in this system the boundary condition related to the elastodynamic equation is
incompatible with it. Indeed, for Equations (27)5 and (27)8 to combine we must have
[σ˜0f (v, p˜f )n˜]i =
3∑
α,j,β=1
(
biαjβ(∇ξ)∂β ξ˜j
)
n˜α, i = 1, 2, 3, on Γc(0)× (0, T ). (28)
This rewriting (27)5 of the elasticity equation is efficient when performing the fixed point theorem on the system. In
fact, it helps to get over the difficulties emerging from the non-linearity of the Saint Venant-Kirchhoff model and the
hyperbolic type of the equation. Due to this disagreement issue between Equations (27)5 and (27)8, the first step of
the work is to consider an auxiliary problem including the natural boundary condition (28).
By considering the boundary and initial conditions we assume that the following compatibility conditions hold
on the initial values 
v0 = ξ1 on Γc(0),
σf(v0, pf0)n = 0 on Γc(0),
pf0 = 2µD(v0) in Ωf (0),
∇pf0 = µ∆v0 in Ωf (0),
∇ · σf (v0, pf0) = 0 on Γc(0),
∂tpf |t=0n = S1n+ E1n on Γc(0),
∇ · ρs
[
S1 + ∂tpf |t=0Id
]
= ρf∇ ·E1 on Γc(0),
ρf
(
2(∇ · v0)∇ ·E1 +∇ · E2
)
=∇ · S2 on Γc(0),(
E2 − 2
(
(∇ · v0)S3 + S4
))
n = ρsS2n on Γc(0).
(29)
where
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• S1 = −µ
(
(D(v0))
2 − 2(∇v0)
t∇v0
)
+ σf (v0, pf0)S3.65
• E1 = 2µsǫ(ξ1) + λs(∇ · ξ1)Id+∇ · v0Id.
• S2 = ∂
2
t pf |t=0Id+ 2∂tpf |t=0S3 + pf0S4 + 2µǫ(∇ · E1)− 2
(
(D(v0))
2 − 2(∇v0)
t∇v0
)
S3 + 2D(v0)S4.
• E2 = 2∇ξ1 E1 + 2µs
(
(∇ξ1)
t∇ξ1 + λs∇ξ1 + 2
(
(∇ · v0)S3 + S4
)
.
• S3 = (∇ · v0)Id− (∇v0)
t.
• S4 =
1
ρf
∇ ·
(
∇ · σf (v0, pf0)
)
Id−
1
ρf
∇
(
∇ · σf (v0, pf0)
)
+ 2cof(∇v0).70
These conditions are obtained from (12) by considering t = 0, differentiating in time once and twice (12)1, (12)5,
(12)7 and (12)8 then considering t = 0 and taking into consideration the following identities
∂t
(
(∇A)−1
)
(., 0) = −∇v0 and ∂t
(
det(∇A)
)
(., 0) = ∇ · v0 in Ωf (0).
Definition 1.1. Let us define the following spaces
STm = L
∞
(
0, T ;Hm(Ωs(0))
)
∩Wm,∞
(
0, T ;L2(Ωs(0))
)
0 ≤ m ≤ 4,
FT1 = L
∞
(
0, T ;L2(Ωf (0))
)
∩ L2
(
0, T ;H1(Ωf (0))
)
,
FT2 = L
∞
(
0, T ;H2(Ωf (0))
)
∩H1
(
0, T ;H1(Ωf (0))
)
∩W 1,∞
(
0, T ;L2(Ωf (0))
)
,
FT4 = L
∞
(
0, T ;H4(Ωf (0))
)
∩H3
(
0, T ;H1(Ωf (0))
)
∩W 2,∞
(
0, T ;H2(Ωf (0))
)
∩W 3,∞
(
0, T ;L2(Ωf (0))
)
,
PT3 = L
∞
(
0, T ;H3(Ωf (0))
)
∩H3
(
0, T ;L2(Ωf (0))
)
∩W 1,∞
(
0, T ;H2(Ωf (0))
)
∩W 2,∞
(
0, T ;H1(Ωf (0))
)
,
H1l
(
0, T ;L2(Γc(0))
)
:= {ψ ∈ H1
(
0, T ; (Γc(0))
)
;ψ(0) = 0}.
Then, for M > 1 and T > 0 we define the following fixed point space
ATM =
{
(v˘, ξ˘) ∈ FT4 × S
T
4 , ξ˘(., 0) = 0, ∂tξ˘(., 0) = ξ1 in Ωs(0) and ||v˘||FT4 ≤M, ||ξ˘||ST4 ≤M
}
:= ATM1 ×A
T
M2
After introducing the spaces needed, we are ready to state the main result of the work.
Theorem 1.1 (Main Theorem). Let (v0, ξ1, pf0) satisfy (4) and (29). Then, there exists T > 0 such that System
(27) admits a unique solution defined on (0, T ) satisfying
(v ◦A, ξ ◦ϕ, pf ◦A) ∈ F
T
4 × S
T
4 × P
T
3 (30)
A ∈ W 1,∞
(
0, T ;H2(Ωf (0))
)
×W 2,∞
(
0, T ;L2(Ωf (0))
)
(31)
and
ϕ ∈ ST2 . (32)
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For simplicity, for all m, r > 0 and p, q ∈ [1,+∞], we denote the spaces Wm,p
(
0, T ;W r,q(Ωf (0))
)
and
Wm,p
(
0, T ;W r,q(Ωs(0))
)
by Wm,p
(
W r,q(Ωf (0))
)
and Wm,p
(
W r,q(Ωs(0))
)
, respectively.
Also the domain’s notation is simplified by writing Ωf (0) = Ω
f
0 , Ωs(0) = Ω
s
0 and Ω(0) = Ω0. Further, For all t > 0,
define
Σt = Γc(0)× (0, t).
2. A Partially Linear System
Let (v0, ξ1, pf0) satisfy (4) and (29). Let 0 < T < 1 and consider (v˘, ξ˘) ∈ A
T
M to be given. For these given
functions we define the associated fluid flow A˘ and structure deformation ϕ˘ by
A˘(x˜, t) = x˜+
∫ t
0
v˘(x˜, s) ds ∀ x˜ ∈ Ωf0 , (33)
and
ϕ˘(x˜, t) = x˜+ ξ˘(x˜, t) ∀ x˜ ∈ Ωs0. (34)
We use the given (v˘, ξ˘) to partially linearize the non-linear system. Indeed, we consider the non-linear terms to be75
given in terms of (v˘, ξ˘). Let T ≤ 1/M4 andM > 1. We shall repeatedly use the following two lemmas which provide
bounds on various norms of the deformation maps A˘ and ϕ˘. We omit the proof, for, the bounds are obtained by
simple calculations using the generalized Poincare´ inequality [5, Proposition III.2.38], Gro¨nwal inequality and the
embedding theorems [6, Corollary 9.13].
Lemma 2.1. For the fluid flow A˘ given by (33) for a given v˘ ∈ ATM1 , there exists a constant C = C(Ω
f
0 ) > 0 and a80
constant κ > 0 such that
1- ||A˘||W 1,∞(H4)∩W 3,∞(H2)∩W 4,∞(L2)∩H4(H1)≤ C(1 +M).
2- ||∇A˘− Id||W 1,∞(H3)∩W 3,∞(H1)∩H4(L2)≤ CM.
3- ||∇A˘||L∞(H3)≤ C.
4- ||cof(∇A˘)||L∞(H3)≤ C.85
5- ||∂tcof(∇A˘)(t)||L2(H3)≤ CT
1/2M .
6- ||(∇A˘)−1(t)||L∞≤ C||∇A˘(t)||
2
L∞ for t ∈ [0, T ].
7- ||cof(∇A˘)− Id||L∞(H 3 )+||(∇A˘)
−1 − Id||L∞(H 3 )≤ CT
κM .
8- ||∂t(∇A˘)
−1(t)||Lr≤ C||∇v˘(t)||Lr , for r ∈ [1,+∞] and t ∈ [0, T ].
9- ||det(∇A˘)||L∞(H3)≤ CM and ||∂tdet(∇A˘)||L∞(H2)≤ CM.90
10- ||det(∇A˘)− 1||L∞(H3)≤ CT
κM.
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Remark 2.1. The last part of Lemma 2.1 gives
||det(∇A˘)− 1||L∞(L∞)≤ CT
κM.
That is, for all t in (0, T ) and x˜ in Ωf0 we have
−CT κM ≤ det(∇A˘)(x˜, t)− 1 ≤ CT κM.
This gives
det(∇A˘)(x˜, t) ≥ 1− CT κM ∀ (x˜, t) ∈ Ωf0 × (0, T ).
Remark 2.2. For 0 < n ≤ 4, the quantity CTMn can be approximated by CT κM , with κ > 0. Indeed, as TM4 < 1,
then we can find κ > 0 such that TM4 ≤ T κ.
Lemma 2.2. Let M > 1, T > 0 and ξ˘ ∈ ATM2 be given. There exists C > 0 such that for all i, α, j, β ∈ {1, 2, 3}, we
have:95
1- ∣∣∣∣∣∣cliαjβ(∇ξ˘) + cqiαjβ(∇ξ˘)∣∣∣∣∣∣
ST3
≤ C(M +M2) (35)
where cliαjβ and c
q
iαjβ are defined by the expressions (15) and (16) respectively.
2- For any matrix A ∈ M3(R), we have
3∑
i,α,j,β=1
ciαjβ(∇ξ˘)AjβAiα ≥
µs
2
|A+At|2+λs|tr(A)|
2−CT (M +M2)|A|2. (36)
3- ∣∣∣∣∣∣dliαjβ(∇ξ˘) + dQiαjβ(∇ξ˘) + dTiαjβ(∇ξ˘) + dFiαjβ(∇ξ˘)∣∣∣∣∣∣
ST3
≤ C(M +M2 +M3 +M4). (37)
4- For any matrix A ∈ M3(R) we have
3∑
i,α,j,β=1
diαjβ(∇ξ˘)AjβAiα ≥ C|tr(A)|
2−CT (M +M2 +M3 +M4)|A|2. (38)
5-
||∇ϕ˘||L∞(H2(Ωs0))≤ C. (39)
6-
||cof(∇ϕ˘)||L∞(H2(Ωs0))≤ C and ||cof(∇ϕ˘)||L2(H2(Ωs0))≤ CT
1/2. (40)
7- We have
||det(∇ϕ˘)||L∞(H2)≤ C and ||∂tdet(∇ϕ˘)||L∞(H2)≤ CM. (41)
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8-
||(∇ϕ˘)−1||L∞(H2(Ωs0))≤ C. (42)
9- For ξ˘ ∈ ATM2 we have
||det(∇ϕ˘)− 1||L∞(H2(Ωs0))≤ CTM. (43)
The main step to establish the local in time existence and uniqueness of solution of the coupled problem is
to partially linearize it. This is achieved by considering the non-linear terms to be given, thus the flow map and
deformation are given by (33) and (34) respectively. For the given A˘, ϕ˘ and (v˘, ξ˘) ∈ ATM we denote biαjβ(∇ξ˘) by
b˘iαjβ and the fluid shear stress is denoted by σ˘
0
f (v˜, p˜f ) when considering A˘ in the expression (8). Now we write the
system (27) in the reference configuration at time t = 0. Equation (27)1 is replaced by
ρfdet(∇A˘)∂tv˜ −∇ · σ˘
0
f (v˜, p˜f) = 0 in Ω
f
0 × (0, T )
and Equation (27)5 is replaced by
ρsdet(∇ϕ˘)∂
2
t ξ˜i −
3∑
α,j,β=1
b˘iαjβ∂
2
αβ ξ˜j = 0, i = 1, 2, 3 in Ω
s
0 × (0, T ).
The coupling conditions on ΣT are given by
v˜ = ∂tξ˜,[
σ˘0f (v˜, p˜f ) n˜
]
i
=
3∑
α,j,β=1
(∫ t
0
b˘iαjβ∂
2
sβ ξ˜jds
)
n˜α for i = 1, 2, 3.
(44)
For (v˘, ξ˘) being given in ATM , we introduce the following mapping
Ψ : (v˘, ξ˘) −→ (v˜, ξ˜)
where (v˜, ξ˜) together with p˜f form the solution of the partially linearized system.
First, we start by defining an auxiliary problem that considers the boundary condition (28). Choosing a suitable100
functional space we write the variational formulation where the pressure term disappears. Uniqueness and existence
of solution of the auxiliary problem are established in the next section.
3. An Auxiliary Problem
As we mentioned before, there is a disagreement between the elasticity equation and the stress coupling condition
on ΣT attributed to it. Thus, we set up an auxiliary problem in which the natural boundary condition (28) is used.
This problem constitutes the first tool in establishing the existence and uniqueness of the strong solution of the FSI
problem. We start by introducing the auxiliary problem. Let g = [g1, g2, g3]
t be a function in H1l
(
[0, T ] ;L2(Γc(0))
)
,
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and consider the following system:
ρfdet(∇A˘)∂tv˜ −∇ · σ˘
0
f (v˜, p˜f ) = 0 in Ω
f
0 × (0, T ),
∇ ·
(
det(∇A˘)(∇A˘)−1v˜
)
= 0 in Ωf0 × (0, T ),
v˜ = vin ◦ A˘ on Γin(0)× (0, T ),
σ˘0f (v˜, p˜f ) n˜ = 0 on Γout(0)× (0, T ),
ρsdet(∇ϕ˘)∂
2
t ξ˜i −
3∑
α,j,β=1
b˘iαjβ∂
2
αβ ξ˜j = 0 i = 1, 2, 3, in Ω
s
0 × (0, T ),
ξ˜ = 0 on Γ2(0)× (0, T ),
v˜ = ∂tξ˜ on Γc(0)× (0, T ),[
σ˘0f (v˜, p˜f )n˜
]
i
=
3∑
α,j,β=1
(
b˘iαjβ∂β ξ˜j
)
n˜α + gi i = 1, 2, 3, on Γc(0)× (0, T ),
v˜(., 0) = v0, and p˜f (., 0) = pf0 in Ω
f
0 ,
ξ˜(., 0) = 0 and ∂tξ˜(., 0) = ξ1 in Ω
s
0.
(45)
The following lemma states the existence and uniqueness of solution for the auxiliary problem.
Lemma 3.1. Let (v˘, ξ˘) ∈ ATM , v0 ∈ L
2(Ωf0 ), ξ1 ∈ L
2(Ωs0) and pf0 ∈ L
2(Ωf0 ). For T small with respect to M and the
initial conditions, there exists a unique weak solution (v˜, ξ˜) ∈ FT1 × S
T
1 of (45). In addition, this solution satisfies
the following a priori estimate
||v˜||2FT1
+||ξ˜||2ST1
≤ C
[ρf
2
||v0||
2
L2(Ωf0 )
+
ρs
2
||ξ1||
2
L2(Ωs0)
+||g||2H1(L2(Γc(0)))
]
. (46)
Remark 3.1. Taking T small with respect to M and the initial conditions, means that there exists n0 > 0 and ε
positive such that
T ≤
{
ε
Mn0
,
ε
h(||v0||H6(Ωf0 )
, ||ξ1||H3(Ωs0), ||pf0 ||L2(Ωf0 )
)
}
.
From here on, we simplify the notation for all the norms by omitting the indication for the domain as it is always105
clear from the context. For instance, we write ||v˜||L2= ||v˜||L2(Ωf0 )
and ||ξ˜||L2= ||ξ˜||L2(Ωs0).
In order to prove Lemma 3.1 we proceed as follows. First, we write the variational formulation corresponding
to the coupled system using a divergence-free functional space. Then, we use a Faedo-Galerkin approach to find an
approximation of the solution, which enables us to find some a priori estimates on the Galerkin sequences. Using
the estimates and compactness results we prove the existence and uniqueness of the solution.110
3.1. Variational Formulation
Consider the following divergence-free functional space
W˜ =
{
η˜ ∈ H1(Ω0)| ∇ · (det(∇A˘)(∇A˘)
−1η˜) = 0 on Ωf0 and η˜ = 0 on Ω0 \ Γ˜out(0)
}
.
Let [[., .]] denote the weighted L2 inner product defined by
[[γ˜, η˜]] =
∫
Ωf0
ρf γ˜ · η˜ dx˜+
∫
Ωs0
ρsγ˜ · η˜ dx˜ ∀ γ˜, η˜ ∈ W˜ .
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This norm is equivalent to the norm || . ||L2(Ω0).
In order to derive the variational formulation of (45), we multiply Equations (45)1 and (45)5 by a test function
η˜ ∈ W˜ , integrate by parts and take into consideration the boundary and the coupling conditions to get

ρf
∫
Ωf0
det(∇A˘)∂tv˜ · η˜ dx˜+
∫
Ωf0
σ˘0f (v˜) :∇η˜ dx˜+ ρs
∫
Ωs0
det(∇ϕ˘)∂2t ξ˜ · η˜ dx˜
+
3∑
i,α,j,β=1
∫
Ωs0
b˘iαjβ∂β ξ˜j ∂αη˜i dx˜+
3∑
i,α,j,β=1
∫
Ωs0
∂αb˘iαjβ∂β ξ˜j η˜i dx˜ =
∫
Γc(0)
g · η˜ dΓ˜ ∀ η˜ ∈ W˜ .
(47)
Note that, the space W˜ is the transformation of the space
W =
{
η ∈ H1(Ω(t)) | ∇ · η = 0 on Ωf (t) and η = 0 on ∂Ω(t) \ Γout(t)
}
.
This explains the disappearance of the pressure term p˜f from the weak formulation.115
Remark 3.2. ”:” corresponds to the Hadamard product of matrices defined by
A : B =
n∑
i,j=1
Ai,jBi,j , for A,B ∈Mn(R).
In order to derive the weak formulation we consider a global test function η˜ in W˜. This will simplify the work. In
fact, rather than looking for two solutions using two independent test functions on each sub-domain, we search for one
solution γ˜ over the domain Ω0. By considering a global test function we are able to embed the stress condition into
the formulation in such a way that it would cancel out on the entire domain. Further, we will guarantee the existence
of a weak solution γ˜ in W˜. Consequently, v˜ and ξ˜ are considered to be the restriction of γ˜ on the sub-domains Ωf0
and Ωs0, respectively. Note that, if we consider the restriction of η˜ on the two sub-domains Ω
f
0 and Ω
s
0, we cannot
guarantee the existence of the weak solutions in the restriction of W˜ on each sub-domain. Thus, we introduce the
auxiliary function γ˜ defined by
γ˜ =

v˜ in Ωf0 ,
∂tξ˜ in Ω
s
0,
and γ˜0 =

v0 in Ω
f
0 ,
ξ1 in Ω
s
0,
(48)
which is a continuous function on Ω0, due to the continuity of velocities across the interface Γc(0) which is given by
the condition (45)7. By this definition, we can write v˜(t) = γ˜(t) on Ω
f
0 , and ξ˜(t) =
∫ t
0
γ˜(s)ds on Ωs0, based on the
fact that ξ˜(0) = ξ0 = 0. Then, for all test functions η˜ in W˜ the weak formulation (47) is equivalent to
ρf
∫
Ωf0
det(∇A˘)∂tγ˜ · η˜ dx˜+ ρs
∫
Ωs0
det(∇ϕ˘)∂tγ˜ · η˜ dx˜
+
∫
Ωf0
σ˘0f (γ˜) :∇η˜ dx˜+
3∑
i,α,j,β=1
∫
Ωs0
b˘iαjβ∂β(
∫ t
0
γ˜(s)ds)j ∂αη˜i dx˜
+
3∑
i,α,j,β=1
∫
Ωs0
∂αb˘iαjβ∂β(
∫ t
0 γ˜(s)ds)j η˜i dx˜ =
∫
Γc(0)
g · η˜ dΓ˜,
γ˜(0) = γ˜0,∫ t
0
(
γ˜(s)|Ωf0
)∣∣∣∣
Γc(0)
ds =
∫ t
0
(
γ˜(s)|Ωs0
)∣∣∣∣
Γc(0)
ds, ∀ t ∈ [0, T ].
(49)
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3.2. Galerkin Approximation
In order to show that the system admits a unique solution we will use a Faedo-Galerkin approach. Let {ψl}
n
l=1
be a basis of W˜ in L2(Ω0) which is orthogonal for the H
1-Norm and orthonormal for the L2-Norm.
Take W˜n = span{ψ1, . . . ,ψn}. We seek to find a Galerkin approximation {γ˜n}n ∈ C
1(0, T ; W˜n) of the form
γ˜n =
n∑
l=1
fnl (t)ψl(x˜) (50)
satisfying 
ρf
∫
Ωf0
det(∇A˘)∂tγ˜n · η˜n dx˜+ ρs
∫
Ωs0
det(∇ϕ˘)∂tγ˜n · η˜n dx˜
+
∫
Ωf0
σ˘0f (γ˜n) :∇η˜n dx˜+
3∑
i,α,j,β=1
∫
Ωs0
b˘iαjβ∂β(
∫ t
0
γ˜n(s)ds)j ∂αη˜n,i dx˜
+
3∑
i,α,j,β=1
∫
Ωs0
∂αb˘iαjβ∂β(
∫ t
0 γ˜n(s)ds)j η˜n,i dx˜ =
∫
Γc(0)
g · η˜n dΓ˜, ∀ η˜n ∈ W˜n,
(51)
and
[[γ˜n(0), η˜n]] = [[γ˜0, η˜n]], ∀ η˜n ∈ W˜n. (52)
Notice that, trivially γ˜n defined in (50) satisfies∫ t
0
(
γ˜n(s)|Ωf0
)∣∣∣∣
Γc(0)
ds =
∫ t
0
(
γ˜n(s)|Ωs0
)∣∣∣∣
Γc(0)
ds, ∀ t ∈ [0, T ]. (53)
We can write (51)-(52) as an equivalent system of first-order, linear ordinary differential equation (ODE) for {fnl }
n
l=1.
Set hnl (t) =
∫ t
0
fnl (s)ds for l = 1, · · · , n. For 1 ≤ k ≤ n, the problem (51)-(52) is equivalent to the following ODE
initial value problem
n∑
l=1
d
dt
fnl (t)
[
ρf
∫
Ωf0
det(∇A˘)ψl ·ψk dx˜+ ρs
∫
Ωs0
det(∇ϕ˘)ψl ·ψk dx˜
]
+
n∑
l=1
fnl (t)
∫
Ωf0
σ˘0f (ψl) :∇ψk dx˜
+
n∑
l=1
hnl (t)
(
3∑
i,α,j,β=1
∫
Ωs0
[
b˘iαjβ∂βψl,j ∂αψk,i + ∂αb˘iαjβ∂βψl,j ψk,i dx˜
])
︸ ︷︷ ︸
[Di,α,j,β ]k
=
∫
Γc(0)
g · ψk dΓ˜,
d
dt
hnl (t) = f
n
l (t) ∀ 1 ≤ l ≤ n,
n∑
l=1
[[ψl,ψk]]f
n
l (0) = [[γ˜0,ψk]],
hnl (0) = 0 ∀ 1 ≤ l ≤ n.
(54)
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System (54) can be rewritten in the following matrix form

[[ψl,ψk]]
n
l,k=1 0n
0n In

A
d
dt

fn1 (t)
...
fnn (t)
hn1 (t)
...
hnn(t)

d
dt
F
=

Sn [D]n
In 0n

B

fn1 (t)
...
fnn (t)
hn1 (t)
...
hnn(t)

F
+

[∫
Γc(0)
g ·ψk dΓ˜
]n
k=1
0n×1

C
(55)
with
[[ψl,ψk]]
n
l,k=1 =
[
ρf
∫
Ω
f
0
det(∇A˘)ψl ·ψk dx˜+ ρs
∫
Ωs0
det(∇ϕ˘)ψl ·ψk dx˜
]n
l,k=1
,
Sn =
[∫
Ω
f
0
σ˘
0
f (ψl) :∇ψk dx˜
]n
l,k=1
and [D]n = [Di,α,j,β ]
n
l,k=1.
The matrix A is a positive definite matrix as the function set {ψi}
n
i=1 is linearly independent. Moreover, A is bounded
on (0, T ). Further, matrices B and C are bounded on (0, T ). Hence by theory for systems of linear first order ODEs, we
get that system (54) admits a unique C1-solution {fn1 , . . . , f
n
n , h
n
1 , . . . , h
n
n} which yields the existence of a unique Galerkin
approximation {γ˜n}n of (51)-(52) such that γ˜n ∈ W
1,∞(0, T ;H1(Ω0)).120
Now we proceed to derive a priori estimates on γ˜n.
3.3. A Priori Estimates
Step 1: Estimates on γ˜n
We aim to find some estimates on γ˜n. For this sake we set η˜n = γ˜n in (51) to get
ρf
∫
Ω
f
0
det(∇A˘)∂tγ˜n · γ˜n dx˜+
∫
Ω
f
0
σ˘
0
f (γ˜n) :∇γ˜n dx˜+ ρs
∫
Ωs0
det(∇ϕ˘)∂tγ˜n · γ˜n dx˜
+
3∑
i,α,j,β=1
∫
Ωs0
b˘iαjβ∂β(
∫ t
0
γ˜n(s)ds)j ∂
2
αt(
∫ t
0
γ˜n(s)ds)i dx˜
+
3∑
i,α,j,β=1
∫
Ωs0
∂αb˘iαjβ∂β(
∫ t
0
γ˜n(s)ds)j γ˜n,i dx˜ =
∫
Γc(0)
g · γ˜n dΓ˜.
(56)
17
Then, integrating over (0, t) and applying integration by parts yield
ρf
2
∫
Ω
f
0
det(∇A˘)(t)|γ˜n(t)|
2
dx˜+
ρs
2
∫
Ωs0
det(∇ϕ˘)(t)|γ˜n(t)|
2
dx˜
+
∫ t
0
∫
Ω
f
0
µ
2
det(∇A˘)|∇γ˜n(∇A˘)
−1 + (∇A˘)−t(∇γ˜n)
t|2 dx˜ ds
+
1
2
3∑
i,α,j,β=1
∫
Ωs0
b˘iαjβ(t) ∂β(
∫ t
0
γ˜n(s)ds)j ∂α(
∫ t
0
γ˜n(s)ds)i dx˜
−
ρs
2
∫ t
0
∫
Ωs0
∂sdet(∇ϕ˘)|γ˜n|
2
dx˜ ds
−
1
2
3∑
i,α,j,β=1
∫ t
0
∫
Ωs0
∂sb˘iαjβ ∂β(
∫ s
0
γ˜n(τ )dτ )j ∂α(
∫ s
0
γ˜n(τ )dτ )i dx˜ ds
−
ρf
2
∫ t
0
∫
Ω
f
0
∂sdet(∇A˘)|γ˜n|
2 dx˜ ds
+
3∑
i,α,j,β=1
∫ t
0
∫
Ωs0
∂αb˘iαjβ∂β(
∫ s
0
γ˜n(τ )dτ )j∂s(
∫ s
0
γ˜n(τ )dτ )i dx˜ ds
=
∫ t
0
∫
Γc(0)
g · γ˜n dΓ˜ ds+
ρf
2
∫
Ω
f
0
|γ˜n(0)|
2
dx˜+
ρs
2
∫
Ωs0
|γ˜n(0)|
2
dx˜.
(57)
We start by deriving estimates on the terms of (57).
First of all, as det(∇A˘)− 1 > −CT κM , then we have
ρf
2
∫
Ω
f
0
det(∇A˘)|γ˜n(t)|
2
dx˜−
ρf
2
∫ t
0
∫
Ω
f
0
∂sdet(∇A˘)|γ˜n|
2
dx˜ ds
≥
ρf
2
(1− CT κM)||γ˜n||
2
L∞(L2)−
ρf
2
||∂tdet(∇A˘)||L2(H2)||γ˜n||
2
L∞(L2)
≥
ρf
2
(1− CT κM − CT κM)||γ˜n||
2
L∞(L2(Ω
f
0 ))
.
(58)
The fluid stress term is decomposed as follows∫ t
0
∫
Ω
f
0
µ
2
|∇γ˜n(∇A˘)
−1 + (∇A˘)−t(∇γ˜n)
t|2 dx˜ ds = N1 +N2.
For N1 we use Korn’s inequality and Lemma 2.1, then there exits Ck > 0 such that
N1 =
∫ t
0
∫
Ω
f
0
µ
2
∣∣∣∇γ˜n(∇A˘)−1 + (∇A˘)−t(∇γ˜n)t∣∣∣2 dx˜ ds ≥ ∫ t
0
∫
Ω
f
0
µ
∣∣∣ǫ(γ˜n)∣∣∣2 − µ∣∣∣∇γ˜n((∇A˘)−1 − Id)∣∣∣2 dx˜ ds.
≥ µ(Ck − CT
κ
M)||γ˜n||
2
L2(H1(Ω
f
0 ))
.
Similarly for S2 we use Lemma 2.1 which yields
N2 =
∫ t
0
∫
Ω
f
0
µ
2
(det(∇A˘)− 1)
∣∣∣∇γ˜n(∇A˘)−1 + (∇A˘)−t(∇γ˜n)t∣∣∣2 dx˜ ds ≥ −||det(∇A˘)− 1||L∞(H3)||γ˜n||2L2(H1)||(∇A˘)−1||2L∞(H3)
≥ µCT κM ||γ˜n||
2
L2(H1(Ω
f
0 ))
.
Therefore,
N1 +N2 ≥ µ(Ck − CT
κ
M)||γ˜n||
2
L2(H1(Ω
f
0 ))
. (59)
As for the integrals on the domain Ωs0, first of all we have∫
Ωs0
det(∇ϕ˘)|γn(t)|
2
dx˜ ≥ (1−CT κM)||γ˜n||
2
L∞(L2(Ωs0))
. (60)
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Thanks to (41) it holds∫ t
0
∫
Ωs0
∣∣∣∂sdet(∇ϕ˘)γ˜2n(t)∣∣∣ dx˜ ds ≤ T ||∂tdet(∇ϕ˘)||L∞(H2(Ωs0))||γ˜n||2L∞(L2(Ωs0))≤ CT κM ||γ˜n||2L∞(L2(Ωs0)). (61)
Using (36) and (38) together with Korn’s Inequality give
1
2
3∑
i,α,j,β=1
∫
Ωs0
b˘iαjβ(t)∂β(
∫ t
0
γ˜n(s)ds)j ∂α(
∫ t
0
γ˜n(s)ds)i dx˜ ≥µsCk||
∫ t
0
γ˜n(s)ds||
2
H1(Ωs0)
+
C+ λs
2
||∇ · (
∫ t
0
γ˜n(s)ds)||
2
L2(Ωs0)
− CT κM ||
∫ t
0
γ˜n(s)ds||
2
H1(Ωs0)
.
(62)
On the other hand, using (35) and (37) in addition to Young’s inequality [5, Proposition II.2.16] and the Sobolev embeddings
yield ∣∣∣∣∣− 12
3∑
i,α,j,β=1
∫ t
0
∫
Ωs0
∂sb˘iαjβ∂β(
∫ s
0
γ˜n(τ )dτ )j ∂α(
∫ s
0
γ˜n(τ )dτ )i dx˜ ds
+
1
2
3∑
i,α,j,β=1
∫ t
0
∫
Ωs0
∂αb˘iαjβ∂β(
∫ s
0
γ˜n(τ )dτ )j ∂s(
∫ s
0
γ˜n(τ )dτ )i dx˜ ds
∣∣∣∣∣
≤ CT κM
[
||
∫
•
0
γ˜n(s)ds||
2
L∞(H1(Ωs0))
+||γ˜n||
2
L∞(L2(Ωs0))
]
.
(63)
Finally, applying integration by parts then using the trace inequality [5, Theorem III.2.19.] and Young’s inequality we get∣∣∣∣∣
∫ t
0
∫
Γc(0)
g · γ˜n dΓ˜ ds
∣∣∣∣∣ ≤ CδT ||∫ •0 γ˜n(s)ds||2L∞(H1(Ωs0))+Cδ||g||2H1(L2(Γc(0))). (64)
Where we have used Ho¨lder’s [5, Proposition II.2.18] inequality with the fact that g(., 0) = 0 which gives
||g(.)||2L∞([0,T ])≤ T ||g(.)||
2
H1([0,T ]) on Γc(0)
In order to deal with
∫
Ω0
|γ˜n(0)|
2dx˜, we use Lemma[12, Lemma 2.2] which yields
||γ˜n(0)||
2
L2(Ω(0))= ||πnγ˜0||
2
L2(Ω0)
≤ ||γ˜0||
2
L2(Ω0)
= ||v0||
2
L2(Ω
f
0 )
+||ξ1||
2
L2(Ωs0)
. (65)
Combining (58)-(64) and using (65) we obtain(
µCk − µCT
κ
M
)
||γ˜n||
2
L2(H1(Ω
f
0 ))
+
ρf
2
(1− CT κM)||γ˜n||
2
L∞(L2(Ω
f
0 ))
+
(ρs
2
(
1− CT κM
)
− CT κM
)
||γ˜n||
2
L∞(L2(Ωs0))
+
(
µsCk − CT
κ
M − CδT )
)
||
∫
•
0
γ˜n(s)ds||
2
L∞(H1(Ωs0))
≤ C
[ρf
2
||v0||
2
L2(Ω
f
0 )
+
ρs
2
||ξ1||
2
L2(Ωs0)
]
+Cδ||g||
2
H1(L2(Γc(0)))
.
(66)
Remark that, the constants µs, λs and µ are given as large values by the constitutive laws of the structure and the fluid.
Moreover, δ is a negligible positive real number, hence norms that are factored by the term δ are being absorbed by larger
terms. Finally, we take T small with respect to M and the initial values, that is, the factor CT κM is negligible. These
assumptions lead to the following estimate
||γ˜n||
2
L2(H1(Ω
f
0 ))
+||γ˜n||
2
L∞(L2(Ω0))
+||
∫
•
0
γ˜n(s)ds||
2
L∞(H1(Ωs0))
≤ C
[
ρf
2
||v0||
2
L2+
ρs
2
||ξ1||
2
L2+||g||
2
H1(L2(Γc(0)))
]
. (67)
Step 2: Estimates on ∂tγ˜n
The next step is to derive some estimates on ∂tγ˜n. Consider a function η˜ in W˜ such that ||η˜||L2(H1(Ω0))≤ 1. The function η˜
can be written as
η˜ = πnη˜ + (η˜ − πnη˜).
19
where πn is the projection from L
2(Ω0) into W˜n. Notice that, as we have ∂tγ˜n ∈ W˜n then
[[∂tγ˜n(t), η˜]] = [[∂tγ˜n(t), πnη˜]] + [[∂tγ˜n(t), η˜ − πnη˜]] = [[∂tγ˜n(t), πnη˜]].
Set η˜n = πnη˜ in (51). By integrating over (0, t) we obtain
ρf
∫ t
0
∫
Ω
f
0
det(∇A˘)∂sγ˜n · πnη˜ dx˜ ds+ ρs
∫ t
0
∫
Ωs0
det(∇ϕ˘)∂sγ˜n · πnη˜ dx˜ ds+
∫ t
0
∫
Ω
f
0
σ˘
0
f (γ˜n) :∇πnη˜ dx˜ ds
+
3∑
i,α,j,β=1
∫ t
0
∫
Ωs0
b˘iαjβ∂β(
∫ s
0
γ˜n(τ )dτ )j ∂α(πnη˜)i dx˜ ds
+
3∑
i,α,j,β=1
∫ t
0
∫
Ωs0
∂αb˘iαjβ∂β(
∫ s
0
γ˜n(τ )dτ )j(πnη˜)i dx˜ ds =
∫ t
0
∫
Γc(0)
g · πnη˜ dΓ˜ ds.
(68)
This is equivalent to say,
(1− CT κM)
∫ t
0
[[∂sγ˜n(s), πnη˜(s)]] ds =−
∫ t
0
∫
Ω
f
0
σ˘
0
f (γ˜n) :∇πnη˜ dx˜ ds−
3∑
i,α,j,β=1
∫ t
0
∫
Ωs0
b˘iαjβ∂β(
∫ s
0
γ˜n(τ )dτ )j ∂α(πnη˜)i dx˜ ds
−
3∑
i,α,j,β=1
∫ t
0
∫
Ωs0
∂αb˘iαjβ∂β(
∫ s
0
γ˜n(τ )dτ )j(πnη˜)i dx˜ ds+
∫ t
0
∫
Γc(0)
g · πnη˜ dΓ˜ ds.
Bounding the terms of the right hand side of the above equality yields
(1− CT κM)
∫ t
0
[[∂sγ˜n(s), πnη˜(s)]] ds ≤
∫ t
0
||σ˘0f (γ˜n)||L2(Ωf0 )
||∇πnη˜||L2(Ωf0 )
ds
+
3∑
i,α,j,β=1
∫ t
0
||˘biαjβ ||L∞(Ωs0)||∂β(
∫ s
0
γ˜n(τ )dτ )j||L2(Ωs0)||∂α(πnη˜)i||L2(Ωs0) ds
+
3∑
i,α,j,β=1
∫ t
0
||∂αb˘iαjβ ||L∞(Ωs0)||∂β(
∫ s
0
γ˜n(τ )dτ )j||L2(Ωs0)||(πnη˜)i||L2(Ωs0) ds
+ ||g||H1(L2(Γc(0)))||πnη˜||L2(H1(Ωs0)).
(69)
Using Ho¨lder’s inequality with the Sobolev embeddings (H2 ⊂ L∞), the right hand side of (69) is bounded above by[
C||γ˜n||L2(H1(Ωf0 ))
+CT κM ||
∫
•
0
γ˜n(s)ds||L∞(H1(Ωs0))+||g||H1(L2(Γc(0)))
]
||πnη˜||L2(H1(Ω0)). (70)
Then using the previous estimate (67) we get∫ t
0
[[∂sγ˜n(s), πnη˜(s)]] ds ≤ C
[
ρf
2
||v0||L2+
ρs
2
||ξ1||L2+C||g||H1(L2(Γc(0)))
]
||πnη˜||L2(H1(Ω0)).
Using the fact that ||πnη˜||L2(H1)≤ ||η˜||L2(H1(Ω0))≤ 1 we get
||∂tγ˜n||
2
L2(L2)≤ C
[
ρf
2
||v0||
2
L2(Ω
f
0 )
+
ρs
2
||ξ1||
2
L2(Ωs0)
+||g||2H1(L2(Γc(0)))
]
. (71)
From the estimates (67) and (71) we may extract a subsequence of {γ˜n}n which we also denote by {γ˜n}n such that
γ˜n
∗
⇀ γ˜ in L∞(0, T ;L2(Ω0)), γ˜n ⇀ γ˜ in L
2(0, T ;L2(Ω0)),
∂tγ˜n ⇀ ∂tγ˜ in L
2(0, T ;L2(Ω0)),
γ˜n|Ωf0
∗
⇀ γ˜|
Ω
f
0
in L∞(0, T ;H1(Ωf0 )), γ˜n|Ωf0
⇀ γ˜|
Ω
f
0
in L2(0, T ;H1(Ωf0 )),
and ∫ t
0
γ˜n(s)
∣∣∣
Ωs0
ds
∗
⇀
∫ t
0
γ˜(s)
∣∣∣
Ωs0
ds in L∞(0, T ;H1(Ωs0)).
By Aubin-Lion-Simon Theorem [5, Theorem II.5.16] we get
γ˜n → γ˜ ∈ C
0([0, T ];L2(Ω0)).
20
Existence of the Weak Solution125
Now passing to the limit as n→∞ in (67) and (71) gives us the estimates on γ˜. To show that γ˜ satisfies (49) we proceed as
follows. We fix an integer N and choose a function η˜ ∈ C1([0, T ], W˜) of the form
η˜ =
N∑
l=1
dl(t)ψl(x˜). (72)
For n > N , we integrate (51) with respect to t to get
ρf
∫ T
0
∫
Ω
f
0
det(∇A˘) ∂tγ˜n · η˜ dx˜ dt+
∫ T
0
∫
Ω
f
0
σ˘
0
f (γ˜n) :∇η˜ dx˜ dt+ ρs
∫ T
0
∫
Ωs0
det(∇ϕ˘)∂tγ˜n · η˜ dx˜ dt
+
3∑
i,α,j,β=1
∫ T
0
∫
Ωs0
b˘iαjβ∂β(
∫ t
0
γn(s)ds)j ∂αη˜i dx˜ dt
+
3∑
i,α,j,β=1
∫ T
0
∫
Ωs0
∂αb˘iαjβ∂β(
∫ t
0
γ˜n(s)ds)j η˜i dx˜ dt =
∫ T
0
∫
Γc(0)
g · η˜ dΓ˜ dt.
(73)
By passing to the limit as n goes to infinity we get
ρf
∫ T
0
∫
Ω
f
0
det(∇A˘)∂tγ˜ · η˜ dx˜ dt+
∫ T
0
∫
Ω
f
0
σ˘
0
f (γ˜) :∇η˜ dx˜ dt+ ρs
∫ T
0
∫
Ωs0
det(∇ϕ˘)∂tγ˜ · η˜ dx˜ dt
+
3∑
i,α,j,β=1
∫ T
0
∫
Ωs0
b˘iαjβ∂β(
∫ t
0
γ˜(s)ds)j ∂αη˜i dx˜ dt
+
3∑
i,α,j,β=1
∫ T
0
∫
Ωs0
∂αb˘iαjβ∂β(
∫ t
0
γ˜(s)ds)j η˜i dx˜ dt =
∫ T
0
∫
Γc(0)
g · η˜ dΓ˜ dt,
(74)
holds true for all η˜ ∈ L2([0, T ], W˜) due to the fact that the space spanned by the functions of the form (72) is dense in
L2([0, T ], W˜). Hence, (74) implies (49).
To show that the initial conditions are satisfied we will consider η˜ ∈ C1([0, t], W˜) in (74) and integrate by parts to get
ρf
∫ T
0
∫
Ω
f
0
γ˜ · ∂t(η˜ det(∇A˘)) dx˜ dt−
∫ T
0
∫
Ω
f
0
σ˘
0
f (γ˜) :∇η˜ dx˜ dt+ ρs
∫ T
0
∫
Ωs0
γ˜ · ∂t(η˜ det(∇ϕ˘)) dx˜ dt
−
3∑
i,α,j,β=1
∫ T
0
∫
Ωs0
b˘iαjβ∂β(
∫ t
0
γ˜(s)ds)j ∂αη˜i dx˜ dt−
3∑
i,α,j,β=1
∫ T
0
∫
Ωs0
∂αb˘iαjβ∂β(
∫ t
0
γ˜(s)ds)j η˜i dx˜ dt
= −
∫ T
0
∫
Γc(0)
g · η˜ dΓ˜ dt− ρf
∫
Ω
f
0
v˜(0) · η˜(0) dx˜− ρs
∫
Ωs0
∂tξ˜(0) · η˜(0) dx˜.
(75)
On the other hand, integrating by parts in time Equation (73) and passing to the limit we get
ρf
∫ T
0
∫
Ω
f
0
γ˜ · ∂t(η˜ det(∇A˘))dx˜ dt−
∫ T
0
∫
Ω
f
0
σ˘
0
f (γ˜) :∇η˜ dx˜ dt+ ρs
∫ T
0
∫
Ωs0
γ˜ · ∂t(η˜ det(∇ϕ˘)) dx˜ dt
−
3∑
i,α,j,β=1
∫ T
0
∫
Ωs0
b˘iαjβ∂β(
∫ t
0
γ˜(s)ds)j ∂αηi dx˜ dt−
3∑
i,α,j,β=1
∫ T
0
∫
Ωs0
∂αb˘iαjβ∂β(
∫ t
0
γ˜(s)ds)j η˜i dx˜ dt
= −
∫ T
0
∫
Γc(0)
g · η˜ dΓ˜ dt− ρf
∫
Ω
f
0
v0 · η˜(0) dx˜− ρs
∫
Ωs0
ξ1 · η˜(0) dx˜.
(76)
Comparing (75) and (76) yields
[[γ˜0, η˜(0)]] = [[γ˜(0), η˜(0)]].
Since η˜(0) ∈ W˜ is arbitrary, then the initial conditions are verified.
Finally, by passing to the limit in (53), we obtain (49)3. This yields the existence of the weak solution γ˜ of System (45).
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Uniqueness of the Weak Solution130
To prove the uniqueness we assume that γ˜1 and γ˜2 are two solutions of (49) associated to (v˘, ξ˘). Setting ς˜ = γ˜1 − γ˜2. Then
for all η˜ ∈ C0(0, T ; W˜), the solution ς˜ satisfies the following variational formulation
ρf
∫
Ω
f
0
det(∇A˘)∂tς˜ · η˜ dx˜+
∫
Ω
f
0
σ˜(ς˜) :∇η˜ dx˜+ ρs
∫
Ωs0
det(∇ϕ˘)∂tς˜ · η˜ dx˜
+
3∑
i,α,j,β=1
∫
Ωs0
b˘iαjβ∂β(
∫ t
0
ς˜(s)ds)j ∂αη˜i dx˜+
3∑
i,α,j,β=1
∫
Ωs0
∂αb˘iαjβ∂β(
∫ t
0
ς˜(s)ds)j η˜i dx˜ = 0
(77)
Taking η˜ = ς˜ and integrating over (0, t) we get
ρf
2
∫
Ω
f
0
det(∇A˘)|ς˜(t)|2 dx˜+
∫ t
0
∫
Ω
f
0
σ˜(ς˜) :∇ς˜ dx˜ ds+
ρs
2
∫
Ωs0
det(∇ϕ˘)|ς˜(t)|2 dx˜
−
ρf
2
∫ t
0
∫
Ω
f
0
|ς˜|2∂sdet(∇A˘) dx˜ ds−
ρs
2
∫ t
0
∫
Ωs0
|ς˜|2∂sdet(∇ϕ˘) dx˜ ds
+
1
2
3∑
i,α,j,β=1
∫
Ωs0
b˘iαjβ(t)∂β(
∫ t
0
ς˜(s)ds)j ∂ας˜i(t) dx˜−
1
2
3∑
i,α,j,β=1
∫ t
0
∫
Ωs0
∂sb˘iαjβ∂β(
∫ s
0
ς˜(τ )dτ )j ∂ας˜i dx˜ ds
+
3∑
i,α,j,β=1
∫ t
0
∫
Ωs0
∂αb˘iαjβ∂β(
∫ s
0
ς˜(τ )dτ )j ∂sς˜i dx˜ ds = 0.
(78)
Using (59)-(63) we get
||ς˜||2
L2(H1(Ω
f
0 ))
+||ς˜||2L∞(L2(Ω0))+||
∫
•
0
ς˜(s)ds||2L∞(L2(Ωs0))+||
∫
•
0
ς˜(s)ds||2L∞(H1(Ωs0))≤ 0, (79)
which yields that γ˜1 = γ˜2. Therefore, γ˜ is a unique solution of (49). In addition, we have
γ˜|
Ω
f
0
∈ L∞(L2(Ωf0 )) ∩ L
2(H1(Ωf0 )), γ˜|Ωs0 ∈ L
∞(L2(Ωs0)) and
∫ t
0
γ˜(s)|Ωs0ds ∈ L
∞(H1(Ωs0)). (80)
Consequently, setting v˜ = γ˜|
Ω
f
0
and ξ˜ = ξ0 +
∫ t
0
γ˜(s)|Ωs0 ds, we obtain the existence and uniqueness of the weak solution
(v˜, ξ˜) ∈ F T1 × S
T
1 for the System (45).
4. Existence of Solution for the Linearized System
The linear problem is given by the following system
ρfdet(∇A˘)∂tv˜ −∇ · σ˘
0
f (v˜, p˜f ) = 0 in Ω
f
0 × (0, T ),
∇ · (det(∇A˘)(∇A˘)−1v˜) = 0 in Ωf0 × (0, T ),
v˜ = vin ◦ A˘ on Γin(0)× (0, T ),
σ˘0f (v˜, p˜f ) n˜ = 0 on Γout(0) × (0, T ),
ρsdet(∇ϕ˘)∂
2
t ξ˜i −
3∑
α,j,β=1
b˘iαjβ∂
2
αβ ξ˜j = 0 i = 1, 2, 3, in Ω
s
0 × (0, T ),
ξ˜ = 0 on Γ2(0)× (0, T ),
v˜ = ∂tξ˜ on Γc(0)× (0, T ),[
σ˘0f (v˜, p˜f )n˜
]
i
=
3∑
α,j,β=1
(∫ t
0
b˘iαjβ∂
2
sβ ξ˜jds
)
n˜α i = 1, 2, 3, on Γc(0)× (0, T ),
v˜(., 0) = v0 and p˜f (., 0) = pf0 in Ω
f
0 ,
ξ˜(., 0) = 0 and ∂tξ˜(., 0) = ξ1 in Ω
s
0,
(81)
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which is nothing but the auxiliary problem (45) when considering
gi = −
3∑
α,j,β=1
(∫ t
0
∂sb˘iαjβ∂β ξ˜j ds
)
n˜α, i = 1, 2, 3.
Proposition 4.1. Let (v˘, ξ˘) ∈ ATM , v0 ∈ H
1(Ωf0 ), and ξ1 ∈ H
1(Ωs0) satisfying (4) and (29)1. For T small with respect to M
and the initial conditions, there exists a unique weak solution (v˜, ξ˜) ∈ F T2 × S
T
2 of (81). Moreover we get a piori estimate on
the solution given by
||v˜||2FT2
+||ξ˜||2ST2
≤ C||v0||
2
H1+C||ξ1||
2
H1 . (82)
Notice that, increasing the regularity of the initial data by considering v0 ∈ H
1(Ωf0 ) and ξ1 ∈ H
1(Ωs0) will lead to a more
regular solution [13, 6]. Using the regularity results we achieve a solution (v˜, ξ˜) ∈ F T2 × S
T
2 . Now we prove Proposition 4.1.
The proof is based on the fixed point theorem. Indeed, the first step is to find estimates on ∂tγ˜ in F
T
2 × S
T
2 then we prove
the existence and uniqueness of a weak solution of (81).
First, we consider System (45) with the function
gi = hˆi = −
3∑
α,j,β=1
(∫ t
0
∂sb˘iαjβ∂β ξˆj ds
)
n˜α, i = 1, 2, 3.
Observe that hˆ ∈ H1l (0, T ;L
2(Γc(0)). Thanks to (35) and the trace inequality we have
||hˆ||H1
l
(0,T ;L2(Γc(0)))
≤ CT κM ||ξˆ||ST2
. (83)
Therefore, as ξˆ is fixed, by Lemma 3.1 we get the existence and uniqueness of (v˜, ξ˜) ∈ F T1 × S
T
1 satisfying
||v˜||2FT1
+||ξ˜||2ST1
≤ C
[
ρf
2
||v0||
2
L2+
ρs
2
||ξ1||
2
L2+T
κ
M ||ξˆ||ST2
]
. (84)
To prove that the solution (v˜, ξ˜) is in the space F T2 × S
T
2 we use the fixed point theorem. To this end we introduce the map
Ψ0 from S
T
2 to S
T
2 defined as
Ψ0 : ξˆ 7−→ ξ˜.
As we mentioned previously, we ensure the existence of a weak solution (v˜, ξ˜) ∈ F T2 × S
T
2 . In order to prove its uniqueness it
is sufficient to prove that Ψ0 is a contraction on S
T
2 . This is achieved by deriving some a priori estimates on ∂tγ˜.135
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4.1. Estimates on ∂tv˜ and ∂
2
t ξ˜
We proceed to derive a priori estimates on ∂tγ˜. Differentiating in time the weak formulation (49). Taking η˜ = ∂tγ˜ yields
ρf
2
∫
Ω
f
0
det(∇A˘)(t)|∂tγ˜(t)|
2
dx˜+
∫ t
0
∫
Ω
f
0
∂sσ˘
0
f (γ˜) : ∂s∇γ˜ dx˜ ds
+
ρs
2
∫
Ωs0
det(∇ϕ˘)(t)|∂tγ˜(t)|
2 dx˜+
ρf
2
∫ t
0
∫
Ω
f
0
∂sdet(∇A˘)|∂sγ˜|
2 dx˜ ds
+
ρs
2
∫ t
0
∫
Ωs0
∂sdet(∇ϕ˘)|∂sγ˜|
2
dx˜ ds+
1
2
3∑
i,α,j,β=1
∫
Ωs0
[
b˘iαjβ∂β γ˜j∂αγ˜i
]
(t) dx˜
−
1
2
3∑
i,α,j,β=1
∫ t
0
∫
Ωs0
∂sb˘iαjβ∂
2
sβ(
∫ s
0
γ˜(τ )dτ )j ∂
2
sα(
∫ s
0
γ˜(τ )dτ )i dx˜ ds
+
3∑
i,α,j,β=1
∫ t
0
∫
Ωs0
∂αb˘iαjβ∂
2
sβ(
∫ s
0
γ˜(τ )dτ )j ∂
2
s(
∫ s
0
γ˜(τ )dτ )i dx˜ ds
−
3∑
i,α,j,β=1
∫ t
0
∫
Ωs0
∂sb˘iαjβ∂
2
αβ(
∫ s
0
γ˜(τ )dτ )j ∂
2
s(
∫ s
0
γ˜(τ )dτ )i dx˜ ds
=
∫ t
0
∫
Γc(0)
∂shˆ · ∂
2
s(
∫ s
0
γ˜(τ )dτ ) dΓ˜ ds+
∫
Ωs0
[
µs|ǫ(γ˜(0))|
2+
λs
2
|∇ · (γ˜(0))|2
]
(t) dx˜
+
3∑
i,α,j,β=1
∫ t
0
∫
Γc(0)
∂sb˘iαjβ∂β(
∫ s
0
γ˜(τ )dτ )j∂
2
s(
∫ s
0
γ˜(τ )dτ )i nα dΓ˜ ds
+
ρf
2
∫
Ω
f
0
|∂tγ˜(0)|
2 dx˜+
ρs
2
∫
Ωs0
|∂tγ˜(0)|
2 dx˜.
(85)
As for the stress term in (85) we have ∫ t
0
∫
Ω
f
0
∂sσ˘
0
f (γ˜) : ∂s∇γ˜ dx˜ ds = A1 + A2 + A3. (86)
A1 =
µ
2
∫ t
0
∫
Ω
f
0
det(∇A˘)
∣∣∣∂s∇γ˜(∇A˘)−1 + (∇A˘)−t∂s(∇γ˜)t∣∣∣2 dx˜ ds
≥ µ(Ck − CT
κ
M)||γ˜n||
2
H1(H1(Ωs0))
. (87)
For A2 we use Young’s inequality with Ho¨lder’s inequality to obtain
|A2| =
∣∣∣∣µ∫ t
0
∫
Ω
f
0
(
∇γ˜∂s(∇A˘)
−1 + ∂s(∇A˘)
−t(∇γ˜)t
)
cof(∇A˘) : ∂s∇γ˜ dx˜ ds
∣∣∣∣
≤ CT 1/2M
[
Cδ||γ˜||
2
L∞(H2(Ω
f
0 ))
+δ||γ˜||2
H1(H1(Ω
f
0 ))
]
.
(88)
Similarly, for A3 we have
|A3| =
∣∣∣∣µ∫ t
0
∫
Ω
f
0
(
∇γ˜(∇A˘)−1 + (∇A˘)−t(∇γ˜)t
)
∂scof(∇A˘) : ∂s∇γ˜ dx˜ ds
∣∣∣∣
≤ CT 1/2M
[
Cδ||γ˜||
2
L∞(H2(Ω
f
0 ))
+δ||γ˜||2
H1(H1(Ω
f
0 ))
]
.
(89)
Therefore, the summation of Equations (88) and (89) is bounded above by
CT
1/2
M
[
Cδ||γ˜||
2
L∞(H2)+δ||γ˜||
2
H1(H1(Ω
f
0 ))
]
. (90)
As for the integrals over Ωs0, first we have
ρs
2
∫
Ωs0
det(∇ϕ˘)(t)|∂tγ˜(t)|
2
dx˜+
ρs
2
∫ t
0
∫
Ωs0
∂sdet(∇ϕ˘)|∂sγ˜|
2
dx˜ ds
≥
ρs
2
(1− CT κM)||∂tγ˜||
2
L∞(L2(Ωs0))
.
(91)
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On the contrary, using (36) and (38) with Korn’s inequality gives
1
2
3∑
i,α,j,β=1
∫
Ωs0
[
b˘iαjβ∂βγj∂αγi
]
(t) dx˜
≥ µsCk||γ˜||
2
L∞(H1(Ωs0))
+
C+ λs
2
||∇ · γ˜||2L∞(L2(Ωs0))−CT
κ
M ||γ˜||2L∞(H1(Ωs0)).
(92)
On the other hand, using (35) and (37) we have∣∣∣∣∣
3∑
i,α,j,β=1
[
−
1
2
∫ t
0
∫
Ωs0
∂sb˘iαjβ∂
2
sβ(
∫ s
0
γ˜(τ )dτ )j ∂
2
sα(
∫ s
0
γ˜(τ )dτ )i dx˜ ds
+
∫ t
0
∫
Ωs0
∂αb˘iαjβ∂
2
sβ(
∫ s
0
γ˜(τ )dτ )j ∂
2
s(
∫ s
0
γ˜(τ )dτ )i dx˜ ds
−
∫ t
0
∫
Ωs0
∂sb˘iαjβ∂
2
αβ(
∫ s
0
γ˜(τ )dτ )j ∂
2
s(
∫ s
0
γ˜(τ )dτ )i dx˜ ds
]∣∣∣∣∣
≤CT κM
[
Cδ||
∫
•
0
γ˜(s)ds||2L∞(H2(Ωs0))+δ||∂tγ˜||
2
L∞(L2(Ωs0))
+||γ˜||2L∞(H1(Ωs0))
]
.
For the integrals across the boundary we use (83),Young’s inequality in addition to the trace inequality to obtain∣∣∣∣∣
∫ t
0
∫
Γc(0)
∂shˆ · ∂sγ˜ dΓ˜ ds
∣∣∣∣∣ ≤ CT κM[Cδ||ξˆ||2ST2 +δ||γ˜||2H1(H1(Ωf0 ))], (93)
and for i, α, j, β = 1, 2, 3, we have∣∣∣∣∣
3∑
i,α,j,β=1
∫ t
0
∫
Γc(0)
∂sb˘iαjβ∂β(
∫ s
0
γ˜(τ )dτ )j∂sγ˜i nα dΓ˜ ds
∣∣∣∣∣
≤ CT 1/2(M +M2 +M3 +M4)
[
Cδ||
∫
•
0
γ˜(s)ds||2L∞(H2(Ωs0))
+δ||γ˜||2
H1(H1(Ω
f
0 ))
]
.
(94)
Therefore, considering the restriction of γ˜ on each sub-domain, and for T small with respect to M and the initial conditions,
i.e, the factors CT κM and CT 1/2M4 are negligible, and using (84) we get
||v˜||2W1,∞(L2)+||v˜||
2
H1(H1)+||ξ˜||
2
W2,∞(L2)+||ξ˜||
2
W1,∞(H1)
≤ C||v0||
2
H1+C||ξ1||
2
H1+CT
κ
M
(
||ξ˜||2ST2
+||ξˆ||2ST2
)
, (95)
4.2. Estimates Using Spatial Regularity
We have proved that the linear system has a strong solution (v˜, ξ˜) ∈ F T2 × S
T
2 . Therefore, for all t ∈ (0, T ), the fluid velocity
v˜ satisfies the following equation
∇ · σ˘0f (v˜) = ρfdet(∇A˘)∂tv˜ in Ω
f
0 ,
which can be rewritten as
µ∇ ·
(
∇v˜ + (∇v˜)t) = ρfdet(∇A˘)∂tv˜ + Fv˜ in Ω
f
0 ,
with
Fv˜ = −µ∇ · fv˜,
where
fv˜ =
(
∇v˜
(
(∇A˘)−1 − Id
)
+
(
(∇A˘)−t − Id
)
∇v˜)t
)
cof(∇A˘)−
(
∇v˜ + (∇v˜)t
)(
cof(∇A˘)− Id
)
.
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Using Lemma 2.1 we have
||Fv˜ ||L∞(L2)≤ ||fv˜ ||L∞(H1)≤ 2µCT
κ
M ||v˜||L∞(H2).
Hence, we obtain
µ||v˜||L∞(H2)≤ ρfCT
κ
M ||∂tv˜||L∞(L2)+2µCT
κ
M ||v˜||L∞(H2). (96)
Besides, the structure displacement ξ˜ satisfies the following equation
−∇ ·
(
2µsǫ(ξ˜) + λs(∇ · ξ˜)Id
)
= −ρsdet(∇ϕ˘)∂
2
t ξ˜ +H
c
ξ˜
+Hd
ξ˜
, (97)
with
H
c
ξ˜,i =
3∑
α,j,β=1
(
c˘
l
iαjβ + c˘
q
iαjβ
)
∂
2
αβ ξ˜j , for i = 1, 2, 3,
and
H
d
ξ˜,i = C
3∑
α,j,β=1
(
d˘
L
iαjβ + d˘
Q
iαjβ + d˘
T
iαjβ + d˘
F
iαjβ
)
∂
2
αβ ξ˜j , for i = 1, 2, 3.
Using elliptic estimates and thanks to (35) we get
||ξ˜||L∞(H2)≤ ρsCTM ||∂
2
t ξ˜||L∞(L2)+CT (M +M
2 +M3 +M4)||ξ˜||L∞(H2). (98)
To bound ||∂tv˜||L∞(L2(Ωf0 ))
and ||∂2t ξ˜||L∞(L2(Ωs0)) we use (95). Finally, taking T small with respect to M and the initial
conditions in (96) and (98), then combining them with (95), we achieve the following estimate
||v˜||2FT2
+||ξ˜||2ST2
≤ CT κM ||ξˆ||2ST2
+C||v0||
2
H1+C||ξ1||
2
H1 . (99)
4.3. Fixed Point Theorem for the Linearized System
Based on the estimate (99) on the solution (v˜, ξ˜) of the linear system (81), we proceed to prove that the function Ψ0 is a
contraction on ST2 . Let ξˆ1, ξˆ2 ∈ S
T
2 . For a = 1, 2, we denote by (v˜a, ξ˜a) the solution of (45) with
gi = hˆ
a
i = −
3∑
α,j,β=1
(∫ t
0
∂sb˘iαjβ∂β(ξˆa)j ds
)
n˜α, i = 1, 2, 3.
Since (v˜1, ξ˜1) and (v˜2, ξ˜2) satisfy System (45), then we can say that (v˜1 − v˜2, ξ˜1 − ξ˜2) satisfies System (45) with gi = hˆ
1
i − hˆ
2
i
and null initial data. Hence, applying (99) to (v˜1− v˜2, ξ˜1 − ξ˜2) and noticing that the right hand side of the estimate contains
only a norm on ST2 given by ||ξˆ1 − ξˆ2||ST2
added to some constants, consequently we get
||ξ˜1 − ξ˜2||ST2
= ||Ψ0(ξˆ1)−Ψ0(ξˆ2)||ST2
≤ CT κM ||ξˆ1 − ξˆ2||ST2
. (100)
Taking T small enough with respect to M , gives that Ψ0 is a contraction on S
T
2 . Therefore, we assure the existence and
uniqueness of a fixed point ξ˜ ∈ ST2 . Consequently, we obtain the existence and uniqueness of a solution (v˜, ξ˜) for the system
(81). Finally, with the assumption of T being small with respect to M and denoting C||v0||
2
H1+C||ξ1||
2
H1 by C0 we obtain
||v˜||2FT2
+||ξ˜||2ST2
≤ C0. (101)
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5. Regularity of Solution of the Linearized System
5.1. Regularity of the solution140
Proposition 5.1. Let (v˘, ξ˘) ∈ ATM , with the assumption that v0 ∈ H
6(Ωf0 ) and ξ1 ∈ H
3(Ωs0) and satisfies (29). For T small
with respect to M and the initial conditions, the solution (v˜, ξ˜) is in the space F T4 × S
T
4 . Further, it satisfies
||v˜||FT4
+||ξ˜||ST4
≤ C0, (102)
where C0 denotes a constant in the norms ||v0||H6(Ωf0 )
and ||ξ1||H3(Ωs0).
By Proposition 4.1, we have proved the existence and uniqueness of (v˜, ξ˜) ∈ F T2 × S
T
2 . Increasing the regularity of the initial
conditions results a more regular solution [13, 6]. The regularity of the solution in case of a linear fluid-structure interaction
problem where the structure is considered to be quasi-incompressible have been proved in [10]. Hence (v˜, ξ˜) belongs to F T4 ×S
T
4 .
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Next, we proceed to derive a priori estimates on the solution (v˜, ξ˜) in F T4 × S
T
4 .
5.2. A Priori estimates on γ˜ in ATM
A Priori Estimates Using Time Regularity
The solution γ˜ satisfies (49) with
gi = −
3∑
α,j,β=1
(∫ t
0
∂sb˘iαjβ∂β ξ˜j ds
)
n˜α, i = 1, 2, 3.
Differentiating three times with respect to time and taking η˜ = ∂3t γ˜ yield
ρf
∫
Ω
f
0
det(∇A˘)∂4t γ˜ · ∂
3
t γ˜ dx˜+ C1 + ρs
∫
Ωs0
det(∇ϕ˘)∂4t γ˜ · ∂
3
t γ˜ dx˜+C2
+µ
∫
Ω
f
0
∂
3
t
(
∇γ˜(∇A˘)−1 + (∇A˘)−t(∇γ˜)t
)
cof(∇A˘) :∇∂3t γ˜ dx˜+ C3
+
3∑
i,α,j,β=1
∫
Ωs0
b˘iαjβ∂β∂
2
t γ˜j ∂α∂
3
t γ˜i dx˜+ C4 =
∫
Γc(0)
∂
3
t g · ∂
3
t γ˜ dΓ˜,
(103)
where,
C1 = 3ρf
∫
Ω
f
0
∂tdet(∇A˘)∂
3
t γ˜ · ∂
3
t γ˜ dx˜+ 3ρf
∫
Ω
f
0
∂
2
t det(∇A˘)∂
2
t γ˜ · ∂
3
t γ˜ dx˜+ ρf
∫
Ω
f
0
∂
3
t det(∇A˘)∂tγ˜ · ∂
3
t γ˜ dx˜,
C2 = 3ρs
∫
Ωs0
∂tdet(∇ϕ˘)∂
3
t γ˜ · ∂
3
t γ˜ dx˜+ 3ρs
∫
Ωs0
∂
2
t det(∇ϕ˘)∂
2
t γ˜ · ∂
3
t γ˜ dx˜+ ρs
∫
Ωs0
∂
3
t det(∇ϕ˘)∂tγ˜ · ∂
3
t γ˜ dx˜,
C3 =3µ
∫
Ω
f
0
∂
2
t
(
∇γ˜(∇A˘)−1 + (∇A˘)−t(∇γ˜)t
)
∂tcof(∇A˘) :∇∂
3
t γ˜ dx˜
+ 3µ
∫
Ω
f
0
∂t
(
∇γ˜(∇A˘)−1 + (∇A˘)−t(∇γ˜)t
)
∂
2
t cof(∇A˘) :∇∂
3
t γ˜ dx˜
+ µ
∫
Ω
f
0
(
∇γ˜(∇A˘)−1 + (∇A˘)−t(∇γ˜)t
)
∂
3
t cof(∇A˘) :∇∂
3
t γ˜ dx˜,
C4 =
3∑
i,α,j,β=1
∫
Ωs0
∂
3
t b˘iαjβ∂β(
∫ t
0
γ˜(s)ds)j ∂α∂
3
t γ˜i dx˜+ 3
3∑
i,α,j,β=1
∫
Ωs0
∂
2
t b˘iαjβ∂β γ˜j ∂α∂
3
t γ˜i dx˜
+ 3
3∑
i,α,j,β=1
∫
Ωs0
∂tb˘iαjβ∂β∂tγ˜j ∂α∂
3
t γ˜i dx˜+
3∑
i,α,j,β=1
∫
Ωs0
∂t
(
∂αb˘iαjβ∂β(
∫ t
0
γ˜(s)ds)j
)
∂
3
t γ˜i dx˜.
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First proceeding as in (58) we get
ρf
∫ t
0
∫
Ω
f
0
det(∇A˘)∂4s γ˜ · ∂
3
s γ˜ dx˜ ds ≥
ρf
2
(1−CT κM)||∂3t γ˜||
2
L∞(L2(Ω
f
0 ))
−||v0||
2
H6 . (104)
For the fluid stress term we proceed as in (86) to get
µ
∫ t
0
∫
Ω
f
0
∂
3
s
(
∇γ˜(∇A˘)−1 + (∇A˘)−t(∇γ˜)t
)
cof(∇A˘) :∇∂3s γ˜ dx˜ ds ≥ µ(Ck −CT
κ
M)||∂3t γ˜||L2(H1(Ωf0 ))
. (105)
On the domain Ωs0, similarly as (104), we have
ρs
∫ t
0
∫
Ωs0
det(∇ϕ˘)∂4s γ˜ · ∂
3
s γ˜ dx˜ ds ≥
ρs
2
(1−CT κM)||∂3t γ˜||
2
L∞(L2(Ωs0))
−||ξ1||
2
H3 . (106)
Using (35)-(36) with Korn’s inequality give
3∑
i,α,j,β=1
∫ t
0
∫
Ωs0
b˘iαjβ∂β∂
2
s γ˜j ∂α∂
3
s γ˜i dx˜ ds ≥ µsCk||∂
2
t γ˜||
2
L∞(H1(Ωs0))
−CT κM ||
∫
•
0
γ˜(s)ds||2ST4
. (107)
Further, proceeding as in (93) and (94) we get∣∣∣∣∣
∫ t
0
∫
Γc(0)
∂
3
sg · ∂
3
s γ˜ dΓ˜ ds
∣∣∣∣∣ ≤ CT κM ||∫ •0 γ˜(s)ds||ST4 ||γ˜||FT4 . (108)
On the other hand, to deal with C1, C2, C3 and C4 we use the following bounds
||∂kt det(∇A˘)||L∞(L∞(Ωf0 ))
≤ CMk, k = 1, 2, 3. (109)
||∂kt det(∇ϕ˘)||L∞(L∞(Ωs0))≤ CM
k
, k = 1, 2, 3. (110)
||∂kt (∇A˘)
−t||
L∞(L∞(Ω
f
0 ))
≤ CMk, k = 1, 2, 3. (111)
||∂kt cof(∇A˘)||L∞(L∞(Ωf0 ))
≤ CMk, k = 1, 2, 3. (112)
Then, ∫ t
0
C1 ds ≤ CT
κ
M ||γ˜||2FT4
. (113)
Similarly ∫ t
0
C2 ds ≤ CT
κ
M ||γ˜||2FT4
. (114)
On the other hand, ∫ t
0
C3 ds ≤ CT
κ
M ||
∫
•
0
γ˜(s)ds||2ST4
(115)
and ∫ t
0
C4 ds ≤ CT
κ
M ||
∫
•
0
γ˜(s)ds||2ST4
. (116)
Combining (104)-(108) with (113)-(116) and considering the restriction of γ˜ on each sub-domain give
||∂3t v˜||
2
L∞(L2(Ω
f
0 ))
+||∂2t v˜||
2
L2(H1(Ω
f
0 ))
+||∂3t ξ˜||
2
L∞(H1(Ωs0))
+||∂4t ξ˜||
2
L∞(L2(Ωs0))
≤ CT κM(||v˜||2FT4
+||ξ˜||2ST4
) + C(||ξ1||
2
H3+||v0||
2
H6). (117)
This estimate together with (101) lead to the following estimate
||v˜||2
W3,∞(L2(Ω
f
0 ))
+||v˜||2
W2,∞(H1(Ω
f
0 ))
+||v˜||2H3(H1(Ωs0))+||ξ˜||
2
W3,∞(H1(Ωs0))
+||ξ˜||2W4,∞(L2(Ωs0))
≤ CT κM(||v˜||2FT4
+||ξ˜||2ST4
) + C(||ξ1||
2
H3+||v0||
2
H6). (118)
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Spatial Regularity
• Step 1: Estimates on v˜ in W 2,∞(H2(Ωf0 )) and ξ˜ in W
2,∞(H2(Ωs0)).
The fluid velocity v˜ satisfies the elliptic equation
µ∇ ·
(
∇v˜ + (∇v˜)t) = ρfdet(∇A˘)∂tv˜ + Fv˜ in Ω
f
0 , (119)
with
Fv˜ = −µ∇ · fv˜,
where
fv˜ =
(
∇v˜
(
(∇A˘)−1 − Id
)
+
(
(∇A˘)−t − Id
)
∇v˜)t
)
cof(∇A˘)−
(
∇v˜ + (∇v˜)t
)(
cof(∇A˘)− Id
)
.
as defined in Subsection 4.2. First we have
||∂2t
(
det(∇A˘)∂tv˜
)
||L∞(L2)≤ CM
2||v˜||W3,∞(L2)≤ C||v0||H6+C||ξ1||H3+CT
κ
M(||v˜||FT4
+||ξ˜||ST4
).
First, let us estimate Fv˜ in W
2,∞(L2). In fact differentiating fv˜ two times in time gives[(
∂
2
t∇v˜
)(
(∇A˘)−1 − Id
)
+ 2(∂t∇v˜)
(
∂t(∇A˘)
−1
)
+ (∇v˜)
(
∂
2
t (∇A˘)
−1
)]
cof(∇A˘)
+
(
∂t∇v˜)
(
(∇A˘)−1 − Id
)
+ (∇v˜)
(
∂t(∇A˘)
−1
)](
∂tcof(∇A˘)
)
+ (∇v˜)
(
(∇A˘)−1 − Id
)(
∂
2
t cof(∇A˘)
)
.
Using (109) with the embedding of H2 in L∞ and taking into consideration
||v˜||L∞(H1)≤ C||v0||H6+T ||v˜||H3(H1)
yield
||Fv˜||W2,∞(L2)≤ CT
κ
M ||v˜||W2,∞(H1)+C||v0||H6 . (120)
Therefore, using (118) and the elliptic estimates on v˜ we obtain
||v˜||W2,∞(H2)≤ C||v0||H6+C||ξ1||H3+CT
κ
M(||v˜||FT4
+||ξ˜||ST4
). (121)
On the other hand, the structure displacement ξ˜ satisfies (97). Differentiating two times in time yield
−∂2t
[
∇ ·
(
2µsǫ(ξ˜) + λs(∇ · ξ˜)Id
)]
= −ρs∂
2
t
(
det(∇ϕ˘)∂2t ξ˜
)
+ ∂2tH
c
ξ˜
+ ∂2tH
d
ξ˜
,
with
H
c
ξ˜,i =
3∑
α,j,β=1
(
c˘
l
iαjβ + c˘
q
iαjβ
)
∂
2
αβ ξ˜j , for i = 1, 2, 3,
and
H
d
ξ˜,i = C
3∑
α,j,β=1
(
d˘
L
iαjβ + d˘
Q
iαjβ + d˘
T
iαjβ + d˘
F
iαjβ
)
∂
2
αβ ξ˜j , for i = 1, 2, 3.
First, we have
||det(∇ϕ˘)∂2t ξ˜||
W
2,∞(L2(Ωs0))
≤ C||ξ˜||W4,∞(L2).
Then using (118) we get
||det(∇ϕ˘)∂2t ξ˜||
W
2,∞(L2(Ωs
0
))≤ C||v0||H6+C||ξ1||H3+CT
κ
M(||v˜||FT4
+||ξ˜||ST4
). (122)
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Further, for ∂2tH
c
ξ˜
we have
∂
2
tH
c
ξ˜
(x˜, t) = ∂2tH
c
ξ˜
(x˜, 0) +
∫ t
0
∂
3
sH
c
ξ˜
(x˜, s) ds ∀ x˜ ∈ Ωs0. (123)
Simple calculation of ∂2tH
c
ξ˜
(x˜, s) then setting t = 0 and using the fact that ∂tc˘
l
iαjβ(x˜, 0) is a function of ξ1 give
||∂3tH
c
ξ˜
(x˜, s)||L∞(L2(Ωs0))≤ C||ξ1||H3 . Moreover,∫ t
0
∂
3
sH
c
ξ˜
(x˜, s) ds =
3∑
i,α,j,β=1
[∫ t
0
∂
3
s
(
c˘
l
iαjβ + c˘
q
iαjβ
)
∂
2
αβ ξ˜j ds+ 3
∫ t
0
∂s
(
c˘
l
iαjβ + c˘
q
iαjβ
)
∂
2
αβ(∂
2
s ξ˜j) ds
+ 3
∫ t
0
∂
2
s
(
c˘
l
iαjβ + c˘
q
iαjβ
)
∂
2
αβ(∂sξ˜j) ds+
∫ t
0
(
c˘
l
iαjβ + c˘
q
iαjβ
)
∂
2
αβ(∂
3
s ξ˜j) ds
]
.
Hence, integrating over Ωs0 and using (35), we get that the first three terms of the right hand side can be estimated in
L∞(L2(Ωs0)) by
CT
κ
M ||ξ˜||ST4
.
On the other hand, integrating by parts in time in the last integral of the right hand side gives(
c˘
l
iαjβ + c˘
q
iαjβ
)
∂
2
αβ(∂
2
s ξ˜j)(t)−
(
c˘
l
iαjβ + c˘
q
iαjβ
)
∂
2
αβ(∂
2
s ξ˜j)(0)−
∫ t
0
∂s
(
c˘
l
iαjβ + c˘
q
iαjβ
)
∂
2
αβ(∂
2
s ξ˜j) ds (124)
As ξ˘(0) = 0, then
3∑
i,α,j,β=1
[(
c˘
l
iαjβ + c˘
q
iαjβ
)
∂
2
αβ(∂
2
s ξ˜j)
]
(0) = 0. In addition,
||c˘liαjβ + c˘iαjβ ||L∞(L2)≤ T ||∂tc˘
l
iαjβ + ∂tc˘
q
iαjβ ||L∞(L2)≤ CT
κ
M.
Therefore,
(124) ≤ CT κM ||ξ˜||ST4
.
Consequently,
||∂2tH
c
ξ˜
||L∞(L2(Ωs0))≤ CT
κ
M ||ξ˜||ST4
. (125)
Similarly, one can show that
||∂2tH
d
ξ˜
||L∞(L2(Ωs0))≤ CT
κ
M ||ξ˜||ST4
. (126)
As a result, combining (122), (125) and (126) an estimate on ξ˜ in W 2,∞(L2(Ωs0)) is given by
||ξ˜||W2,∞(H2(Ωs0))≤ C||v0||H6+C||ξ1||H3+CT
κ
M(||v˜||FT4
+||ξ˜||ST4
). (127)
Finally, combining (121) and (127) we get
||v˜||
W2,∞(H2(Ω
f
0 ))
+||ξ˜||W2,∞(H2(Ωs0))≤ C||v0||H6+C||ξ1||H3+CT
κ
M(||v˜||FT4
+||ξ˜||ST4
). (128)
• Step 2: Estimates on v˜ in L∞(H4(Ωf0 )) and ξ˜ in L
∞(H4(Ωs0)).
Again, the fluid velocity satisfies (119). We estimate Fv˜ in L
∞(H2(Ωf0 )). First,
||Fv˜ ||L∞(H2(Ωf0 ))
≤ µ||fv˜ ||L∞(H3(Ωf0 ))
.
But,
||fv˜ ||L∞(H3)≤2||∇v˘||L∞(H3)||(∇A˘)
−1 − Id||L∞(H3)||cof(∇A˘)||L∞(H3)+||cof(∇A˘)− Id||L∞(H3)||∇v˘||L∞(H3)
≤CT κM ||v˜||L∞(H4).
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Further, using Estimate (128) we have
||det(∇A˘)∂tv˜||L∞(H2)≤ CM ||v˜||W2,∞(H2)≤ C||v0||H6+C||ξ1||H3+CT
κ
M(||v˜||FT4
+||ξ˜||ST4
).
Hence, the elliptic estimates yield
||v˜||L∞(H4)≤ C||v0||H6+C||ξ1||H3+CT
κ
M(||v˜||FT4
+||ξ˜||ST4
). (129)
Besides, the structure displacement ξ˜ satisfies (97). Then, by using the fact that ξ0 = 0 with (35) we have
||c˘liαjβ + c˘iαjβ ||L∞(H2(Ωs0))≤ T ||∂tc˘
l
iαjβ + ∂tc˘
q
iαjβ ||L∞(H2(Ωs0))≤ CT
κ
M.
Thus, Hc
ξ˜
can be estimated by
C||∂2t ξ˜||L∞(H2)+CT
κ
M ||ξ˜||L∞(H4). (130)
By a similar argument, we find that Hd
ξ˜
can be estimated by
CT
κ
M ||ξ˜||L∞(H4).
Thanks to the Estimate (128) on ξ˜, (130) can be estimated by
C||v0||H6+C||ξ1||H3+CT
κ
M(||v˜||FT4
+||ξ˜||ST4
). (131)
Therefore, using the elliptic estimate we get
||ξ˜||L∞(H4)≤ C||v0||H6+C||ξ1||H3+CT
κ
M(||v˜||FT4
+||ξ˜||ST4
). (132)
Combining (129) and (132) yield
||v˜||
L∞(H4(Ω
f
0 ))
+||ξ˜||L∞(H4(Ωs0))≤ C||v0||H6+C||ξ1||H3+CT
κ
M(||v˜||FT4
+||ξ˜||ST4
). (133)
Finally, Estimates (118), (128) and (133) give
||v˜||FT4
+||ξ˜||ST4
≤ C||v0||H6+C||ξ1||H3+CT
κ
M(||v˜||FT4
+||ξ˜||ST4
). (134)
Assuming that T small with respect to M and the initial values yield
||v˜||FT4
+||ξ˜||ST4
≤ C||v0||H6+C||ξ1||H3= C0. (135)
6. Existence of Solution of the Non-Linear Coupled Problem150
From Proposition 4.1, there exists Cˆ0 > 0 and κˆ > 0 such that for all M > 0 and (v˘, ξ˘) ∈ A
T
M , there exists T1 > 0 so that the
solution of (81) satisfies
||v˜||2FT4
+||ξ˜||2ST4
≤ Cˆ0, (136)
for all T ≤ T1.
Taking Mˆ = Cˆ0 we get
||v˜||2FT4
+||ξ˜||2ST4
≤ Mˆ . (137)
We seek to prove the existence of a solution of the non-linear coupled problem (5a)-(5j). To establish this result we use the
fixed point theorem. For this sake, for any T ≤ Tˆ , we setting E = F T2 × S
T
2 and W = A
T
Mˆ
. The set W is a closed subset of E.
31
We define the function Ψ : (v˘, ξ˘) −→ (v˜, ξ˜) that maps (v˘, ξ˘) ∈ W into (v˜, ξ˜) ∈ W which is the solution of the linear system
(81). An element (a, b) ∈ Ψ(W ) is written as (a, b) = Ψ(v˘, ξ˘) where (v˘, ξ˘) belongs to W . But the definition of Ψ gives that
Ψ(v˘, ξ˘) = (v˜, ξ˜) which is the unique solution of the linear problem (81) in W , consequently (a, b) = (v˜, ξ˜) ∈ W . Therefore,155
Ψ(W ) ⊂W .
Consider two pairs (v˘1, ξ˘1) and (v˘2, ξ˘2) ∈ W and two solutions (v˜1, ξ˜1), (v˜2, ξ˜2) of the linear system (81) associated to (v˘1, ξ˘1)
and (v˘2, ξ˘2), respectively. Therefore v˜1, v˜2, ξ˜1 and ξ˜2 satisfy the variational formulations (47) and (??) with
gi = −
3∑
α,j,β=1
(∫ t
0
∂sb˘iαjβ∂β ξ˜j ds
)
n˜α, i = 1, 2, 3.
Set ζ˜ = γ˜1 − γ˜2, then ζ˜(0) = 0 . The main work in this section is to find estimates on ζ˜ and ∂tζ˜. These estimates will enable
us to apply the fixed point theorem for a suitable choice of T to be precised later.
6.1. Estimates on ζ˜
Consider ζ˜ = γ˜1 − γ˜2 in (49) then ζ˜ satisfies the following variational formulation
ρf
∫
Ω
f
0
det(∇A˘1)∂tζ˜ · η˜ dx˜+
∫
Ω
f
0
σ˘
0
1(ζ˜) :∇η˜ dx˜+ ρs
∫
Ωs0
det(∇ϕ˘1)∂tζ˜ · η˜ dx˜
+ρf
∫
Ω
f
0
∂tγ˜2 ·
[
det(∇A˘1)− det(∇A˘2)
]
η˜ dx˜
+ρs
∫
Ωs0
∂tγ˜2 ·
[
det(∇ϕ˘1)− det(∇ϕ˘2)
]
η˜ dx˜
+
3∑
i,α,j,β=1
∫
Ωs0
biαjβ(∇ξ˘1)∂β(
∫ t
0
ζ˜(s)ds)j ∂αη˜i dx˜
+
3∑
i,α,j,β=1
∫
Ωs0
∂αbiαjβ(∇ξ˘1)∂β(
∫ t
0
ζ˜(s)ds)j η˜i dx˜
+
3∑
i,α,j,β=1
∫
Ωs0
(
biαjβ(∇ξ˘1)− biαjβ(∇ξ˘2)
)
∂β(
∫ t
0
γ˜2(s)ds)j ∂αη˜i dx˜
+
3∑
i,α,j,β=1
∫
Ωs0
(
∂αbiαjβ(∇ξ˘1)− ∂αbiαjβ(∇ξ˘2)
)
∂β(
∫ t
0
γ˜2(s)ds)jη˜i dx˜
+
∫
Ω
f
0
F0 :∇η˜ dx˜ =
∫
Γc(0)
G · η˜ dΓ˜ ∀ η˜ ∈ W˜ ,
(138)
where
σ˘
0
1(ζ˜) = µ
[
∇ζ˜(∇A˘1)
−1 + (∇A˘1)
−t(∇ζ˜)t
]
cof(∇A˘1) (139)
and
F0 = µ
[
∇γ˜2
(
(∇A˘1)
−1cof(∇A˘1)− (∇A˘2)
−1cof(∇A˘2)
)]
+ µ
[
(∇A˘1)
−t(∇γ˜2)
tcof(∇A˘1)− (∇A˘2)
−t(∇γ˜2)
tcof(∇A˘2)
]
. (140)
Further, for i = 1, 2, 3,
Gi =
3∑
α,j,β=1
(∫ t
0
∂sbiαjβ(∇ξ˘1)∂β(
∫ s
0
ζ˜(τ )dτ )j ds
)
n˜α +
3∑
α,j,β=1
(∫ t
0
[
∂sbiαjβ(∇ξ˘1)− ∂sbiαjβ(∇ξ˘2)
]
∂β(
∫ s
0
γ˜2(τ )dτ )j ds
)
n˜α.
(141)
Moreover, for simplicity, in what follows we set
L0 = ρf∂tγ˜2
[
det(∇A˘1)− det(∇A˘2)
]
and L1 = ρs∂tγ˜2
[
det(∇ϕ˘1)− det(∇ϕ˘2)
]
. (142)
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Taking η˜ = ζ˜ and using the fact that ζ˜(0) = 0, then proceeding as in (57) yield
ρf
2
∫
Ω
f
0
det(∇A˘1)|ζ˜(t)|
2
dx˜−
ρf
2
∫ t
0
∫
Ω
f
0
∂sdet(∇A˘1)|ζ˜|
2
dx˜ ds
+
∫ t
0
∫
Ω
f
0
σ˘1(ζ˜) :∇ζ˜ dx˜ ds+
ρs
2
∫
Ωs0
det(∇ϕ˘1)|ζ˜(t)|
2
dx˜
−
ρs
2
∫ t
0
∫
Ωs0
∂sdet(∇ϕ˘1)|ζ˜|
2 dx˜ ds+
∫ t
0
∫
Ω
f
0
F0 :∇ζ˜ dx˜ ds
+
∫ t
0
∫
Ω
f
0
L0 · η˜ dx˜ ds+
∫ t
0
∫
Ωs0
L1 · η˜ dx˜ ds
+
1
2
3∑
i,α,j,β=1
∫
Ωs0
biαjβ(∇ξ˘1)∂β(
∫ t
0
ζ˜(s)ds)j ∂α(
∫ t
0
ζ˜(s)ds)i dx˜
−
1
2
3∑
i,α,j,β=1
∫ t
0
∫
Ωs0
∂sbiαjβ(∇ξ˘1)∂β(
∫ s
0
ζ˜(τ )dτ )j ∂α(
∫ s
0
ζ˜(τ )dτ )i dx˜ ds
+
3∑
i,α,j,β=1
∫ t
0
∫
Ωs0
∂αbiαjβ(∇ξ˘1)∂β(
∫ s
0
ζ˜(τ )dτ )j ∂s(
∫ s
0
ζ˜(τ )dτ )i dx˜ ds
+
3∑
i,α,j,β=1
∫ t
0
∫
Ωs0
(
biαjβ(∇ξ˘1)− biαjβ(∇ξ˘2)
)
∂β(
∫ s
0
γ2(τ )dτ )j ∂
2
sα(
∫ s
0
ζ˜(τ )dτ )i dx˜ ds
+
3∑
i,α,j,β=1
∫ t
0
∫
Ωs0
(
∂αbiαjβ(∇ξ˘1)− ∂αbiαjβ(∇ξ˘2)
)
∂β(
∫ s
0
γ˜2(τ )dτ )j∂s(
∫ s
0
ζ˜(τ )dτ )i dx˜ ds
=
∫ t
0
∫
Γc(0)
G · ∂s(
∫ s
0
ζ˜(τ )dτ ) dΓ˜ ds.
(143)
We proceed to estimate the terms of (143) in the spirit of [4] by using the fact that
||cof(∇A˘1)− cof(∇A˘2)||L∞(H1)≤ C||v˘1 − v˘2||FT2
,
||(∇A˘1)
−1 − (∇A˘2)
−1||L∞(H1)≤ C||v˘1 − v˘2||FT2
,
||det(∇A˘1)− det(∇A˘2)||L∞(H1)≤ C||v˘1 − v˘2||FT2
and
||det(∇ϕ˘1)− det(∇ϕ˘2)||L∞(H1)≤ C||ξ˘1 − ξ˘2||ST2
(144)
which can be established in the similar manner used in Lemma 2.1.
First, using Lemma 2.2 we have
ρs
2
∫
Ωs0
det(∇ϕ˘1)|ζ˜(t)|
2
dx˜−
ρs
2
∫ t
0
∫
Ωs0
∂tdet(∇ϕ˘1)|ζ˜|
2
dx˜ ds
≥ ρs(1− CT
κ
M)||ζ˜||2L∞(L2(Ωs0)).
Using (35) and (37), for all i, α, j, β ∈ {1, 2, 3} we have
||biαjβ(∇ξ˘1)− biαjβ(∇ξ˘2)||L∞(H1)≤ C||ξ˘1 − ξ˘2||L∞(H2),
||∂αbiαjβ(∇ξ˘1)− ∂αbiαjβ(∇ξ˘2)||L∞(L2)≤ C||ξ˘1 − ξ˘2||L∞(H2)
and
||∂tbiαjβ(∇ξ˘1)− ∂tbiαjβ(∇ξ˘2)||L∞(L2)≤ C||ξ˘1 − ξ˘2||W1,∞(H1).
(145)
Then an estimate on G is given by
||G||H1(L2(Γc(0)))≤ CT
κ
M
(
||ξ˘1 − ξ˘2||ST2
+||ζ˜||L∞(H1(Ωs0))
)
. (146)
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Hence, proceeding similarly as in (64) we get∫ t
0
∫
Γc(0)
G · ∂s(
∫ s
0
ζ˜(τ )dτ ) dΓ˜ ds ≤ CT κM ||ξ˘1 − ξ˘2||
2
ST2
+δCT κM ||ζ˜||2ST2
. (147)
Taking into consideration (145) and the embedding H1 ⊂ L6 [6, Theorem 9.9] we obtain160
∣∣∣∣∣−
3∑
i,α,j,β=1
∫ t
0
∫
Ωs0
(
biαjβ(∇ξ˘1)− biαjβ(∇ξ˘2)
)
∂β(
∫ s
0
γ˜2(τ )dτ )j ∂
2
sα(
∫ s
0
ζ˜(τ )dτ )i dx˜ ds
−
3∑
i,α,j,β=1
∫ t
0
∫
Ωs0
(
∂αbiαjβ(∇ξ˘1)− ∂αbiαjβ(∇ξ˘2)
)
∂β(
∫ s
0
γ˜2(τ )dτ )j∂s(
∫ s
0
ζ˜(τ )dτ )i dx˜ ds
∣∣∣∣∣
≤ CTM ||ξ˘1 − ξ˘2||
2
L∞(H2(Ωs0))
+CTM ||ζ˜||2L∞(H1(Ωs0)).
On the contrary, using (36) and (38) we have
1
2
3∑
i,α,j,β=1
∫
Ωs0
biαjβ(∇ξ˘1)(t)∂β(
∫ t
0
ζ˜(s)ds)j∂α(
∫ t
0
ζ˜(s)ds)idx˜
≥ µs||
∫
•
0
ζ˜(s)ds||2L∞(H1(Ωs0))+
λs + C
2
||∇ ·
∫
•
0
ζ˜(s) ds||2L∞(L2(Ωs0))−CT
κ
M ||
∫
•
0
ζ˜(s) ds||2L∞(H1(Ωs0)).
(148)
Whereas, for the integrals on the fluid domain Ωf0 we have
ρf
2
∫
Ω
f
0
det(∇A˘1)|ζ˜(t)|
2
dx˜+
ρf
2
∫ t
0
∫
Ω
f
0
∂tdet(∇A˘1)|ζ˜|
2
dx˜ ds ≥
ρf
2
(1−CT κM)||ζ˜||2
L∞(L2(Ω
f
0 ))
.
On the other hand, for F0 we have
||F0||
2
L2(L2(Ω
f
0 ))
≤ CT ||v˘1 − v˘2||
2
FT2
. (149)
Then, using Young’s inequality we bound the integral
∫ t
0
∫
Ω
f
0
F0 :∇ζ˜ dx˜ ds as
∣∣∣∣∣
∫ t
0
∫
Ω
f
0
F0 :∇ζ˜ dx˜ ds
∣∣∣∣∣ ≤
∫ t
0
∫
Ω
f
0
|F0||∇ζ˜| dx˜ ds ≤ CδCT ||v˘1 − v˘2||
2
FT2
+δ|ζ˜||2
L2(H1(Ω
f
0 ))
. (150)
In order to deal with the integral in L0 we use (144) and Young’s inequality to get∣∣∣∣∣
∫ t
0
∫
Ω
f
0
∂tγ2
[
det(∇A˘1)− det(∇A˘2)
]
ζ˜ dx˜ ds
∣∣∣∣∣ ≤ T ||∂tγ˜2||L∞(L3(Ωf0 ))||det(∇A˘1)− det(∇A˘2)||L∞(L6(Ωf0 ))||ζ˜||L∞(L2(Ωf0 ))
≤ CT κM
[
Cδ||v˘1 − v˘2||
2
FT2
+δ||ζ˜||2
L∞(L2(Ω
f
0 ))
]
.
(151)
Similarly, for the integral in L1 we have∣∣∣∣∣
∫ t
0
∫
Ωs0
∂tγ2
[
det(∇ϕ˘1)− det(∇ϕ˘2)
]
ζ˜ dx˜ ds
∣∣∣∣∣ ≤ CT κM[Cδ||ξ˘1 − ξ˘2||2ST2 +δ||ζ˜||2W1,∞(L2(Ωs0))]. (152)
Finally, proceeding in a similar manner as Subsection 3.3 with the use of (149)-(152) and taking into consideration that T is
small with respect to M we get
||ζ˜||2FT1
+||
∫
•
0
ζ˜(s)ds||2ST1
≤ CT κM
[
||ξ˘1 − ξ˘2||
2
ST2
+||v˘1 − v˘2||
2
FT2
]
. (153)
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6.2. Estimates on ∂tζ˜
The weak solution ζ˜ satisfies (138). Differentiating (138) in times gives the following variational formulation
ρf
∫
Ω
f
0
det(∇A˘1)∂
2
t ζ˜ · η˜ dx˜+ ρf
∫
Ωs0
∂tdet(∇A˘1)∂tζ˜ · η˜ dx˜+
∫
Ω
f
0
∂tσ˘
0
1(ζ˜) :∇η˜ dx˜
+ρs
∫
Ωs0
det(∇ϕ˘1)∂
2
t ζ˜ · η˜ dx˜+ ρs
∫
Ωs0
∂tdet(∇ϕ˘1)∂tζ˜ · η˜ dx˜
−
3∑
i,α,j,β=1
∫
Ωs0
∂tbiαjβ(∇ξ˘1)∂
2
αβ(
∫ t
0
ζ˜(s)ds)j η˜i dx˜+
3∑
i,α,j,β=1
∫
Ωs0
∂αbiαjβ(∇ξ˘1)∂
2
tβ(
∫ t
0
ζ˜(s)ds)j η˜i dx˜
+
3∑
i,α,j,β=1
∫
Ωs0
biαjβ(∇ξ˘1)∂
2
tβ(
∫ t
0
ζ˜(s)ds)j ∂αη˜i dx˜+
∫
Ω
f
0
∂tF0 :∇η˜ dx˜
+
∫
Ω
f
0
∂tL0 · η˜ dx˜+
∫
Ωs0
∂tL1 · η˜ dx˜−
3∑
i,α,j,β=1
∫
Ωs0
(
∂tbiαjβ(∇ξ˘1)− ∂tbiαjβ(∇ξ˘2)
)
∂
2
αβ(
∫ t
0
γ˜2(s)ds)j η˜i dx˜
+
3∑
i,α,j,β=1
∫
Ωs0
(
∂αbiαjβ(∇ξ˘1)− ∂αbiαjβ(∇ξ˘2)
)
∂
2
tβ(
∫ t
0
γ˜2(s)ds)j η˜i dx˜
+
3∑
i,α,j,β=1
∫
Ωs0
(
biαjβ(∇ξ˘1)− biαjβ(∇ξ˘2)
)
∂
2
tβ(
∫ t
0
γ˜2(s)ds)j ∂αη˜i dx˜ = 0 ∀ η˜ ∈ W˜,
(154)
where σ˘01(ζ˜), F0, L0 and L1 are defined in (139) and (140)-(142), respectively. Take η˜ = ∂tζ˜ in (154) to get
ρf
2
d
dt
∫
Ω
f
0
det(∇A˘1)|∂tζ˜(t)|
2
dx˜+
ρf
2
∫
Ω
f
0
∂tdet(∇A˘1)|∂tζ˜|
2
dx˜
+
ρs
2
d
dt
∫
Ωs0
det(∇ϕ˘1)|∂tζ˜(t)|
2
dx˜+
ρs
2
d
dt
∫
Ωs0
|∂tζ˜(t)|
2
dx˜+
∫
Ω
f
0
∂tσ˘1(ζ˜) : ∂t∇ζ˜ dx˜
+
1
2
d
dt
3∑
i,α,j,β=1
∫
Ωs0
biαjβ(∇ξ˘1)∂
2
tβ(
∫ t
0
ζ˜(s)ds)j ∂
2
tα(
∫ t
0
ζ˜(s)ds)i dx˜
−
1
2
3∑
i,α,j,β=1
∫
Ωs0
∂tbiαjβ(∇ξ˘1)∂
2
tβ(
∫ t
0
ζ˜(s)ds)j ∂
2
tα(
∫ t
0
ζ˜(s)ds)i dx˜
+
3∑
i,α,j,β=1
∫
Ωs0
∂αbiαjβ(∇ξ˘1)∂
2
tβ(
∫ t
0
ζ˜(s)ds)j ∂
2
t (
∫ t
0
ζ˜(s)ds)i dx˜
−
3∑
i,α,j,β=1
∫
Ωs0
∂tbiαjβ(∇ξ˘1)∂
2
αβ(
∫ t
0
ζ˜(s)ds)j ∂
2
t (
∫ t
0
ζ˜(s)ds)i dx˜
= −
∫
Ω
f
0
∂tF0 : ∂t∇ζ˜ dx˜+
∫
Ωs0
∂tH0 · ∂
2
t (
∫ t
0
ζ˜(s)ds) dx˜−
∫
Ω
f
0
∂tL0 · ∂tζ˜ dx˜−
∫
Ωs0
∂tL1 · ∂
2
t (
∫ t
0
ζ˜(s)ds) dx˜
−
3∑
i,α,j,β=1
∫
Γc(0)
(
biαjβ(∇ξ˘1)− biαjβ(∇ξ˘2)
)
∂
2
tβ(
∫ t
0
γ˜2(s)ds)j n˜α ∂
2
t (
∫ t
0
ζ˜(s)ds)i dΓ˜,
(155)
where
H0,i =
3∑
α,j,β=1
(
biαjβ(∇ξ˘1)− biαjβ(∇ξ˘2)
)
∂
2
αβ(
∫ t
0
γ˜2(s)ds)j for i = 1, 2, 3. (156)
Step 1
Now we proceed to derive some estimates on
ζ˜|
Ω
f
0
∈ H1(H1) ∩W 1,∞(L2), ζ˜|Ωs0 ∈ W
1,∞(L2) ∩ L∞(H1) and
∫ t
0
ζ˜(s)|Ωs0ds ∈ L
∞(H1).
First, we have∫
Ω
f
0
det(∇A˘1)|∂tζ˜(t)|
2
dx˜+
∫ t
0
∫
Ω
f
0
∂tdet(∇A˘1)|∂tζ˜|
2
dx˜ ds ≥ (1− CT κM)||ζ˜||2
W1,∞(L2(Ω
f
0 ))
−CT κM ||ζ˜||2FT2
. (157)
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Whereas, for the fluid stress term, proceeding as in (87) and (90) we get∫ t
0
∫
Ω
f
0
∂sσ˘1(ζ˜) : ∂s∇ζ˜ dx˜ ds ≥ µCk||∂tζ˜||
2
L2(H1(Ω
f
0 ))
−µCT κM ||∂tζ˜||
2
L2(H1(Ω
f
0 ))
. (158)
For
∫
Ω
f
0
∂tF0 : ∂t∇ζ˜ dx˜, we argue as in (150) to obtain
∣∣∣∣∣
∫
Ω
f
0
∂tF0 : ∂t∇ζ˜ dx˜
∣∣∣∣∣ ≤ Cδ||v˘1 − v˘2||2FT2 +
∫
Ω
f
0
δ|∂t∇ζ˜|
2
dx˜. (159)
Similarly, we have ∣∣∣∣∣
∫
Ω
f
0
∂tL0 · ∂tζ˜ dx˜
∣∣∣ ≤ Cδ||v˘1 − v˘2||2FT2 +δ||∂tζ˜(t)||2L2(Ωf0 ). (160)
Combining (158)-(160) and integrating over (0, t) we get
ρf ||ζ˜||
2
W1,∞(L2)+µ||ζ˜||
2
H1(H1)−CT
κ
M ||∂tζ˜||
2
L2(H1) ≤ CT ||v˘1 − v˘2||
2
FT2
+δ||∂t∇ζ˜||
2
L2(L2(Ω
f
0 ))
. (161)
As for the integrals on the domain Ωs0, first we have∫
Ωs0
det(∇ϕ˘1)|∂tζ˜(t)|
2
dx˜+
∫ t
0
∫
Ωs0
∂tdet(∇ϕ˘1)|∂tζ˜|
2
dx˜ ds ≥ (1− CT κM)||ζ˜||2W1,∞(L2(Ωs0))−CT
κ
M ||ζ˜||2L∞(H1(Ωs0)). (162)
Further, using (36) then taking supremum over (0, T ) yield
1
2
3∑
i,α,j,β=1
∫
Ωs0
[
biαjβ(∇ξ˘1)∂β ζ˜j ∂αζ˜i
]
(t) dx˜
≥ µs||ζ˜||
2
L∞(H1(Ωs0))
+
λs + C
2
||∇ · ζ˜||2L∞(L2(Ωs0))−CT
κ
M ||ζ˜||2ST2
.
(163)
On the other hand, using (35) we have∣∣∣∣∣− 12
3∑
i,α,j,β=1
∫
Ωs0
∂tbiαjβ(∇ξ˘1)∂β ζ˜j ∂αζ˜i dx˜+
3∑
i,α,j,β=1
∫
Ωs0
∂αbiαjβ(∇ξ˘1)∂β ζ˜j ∂tζ˜i dx˜
−
3∑
i,α,j,β=1
∫
Ωs0
∂tbiαjβ(∇ξ˘1)∂αβ(
∫ t
0
ζ˜(s)ds)j ∂tζ˜i dx˜
∣∣∣∣∣ ≤ CT κM ||ζ˜||2ST2 .
(164)
In order to estimate
∫
Ωs0
∂tH0 · ∂
2
t (
∫ t
0
ζ˜(s)ds) dx˜ we use the following two inequalities
||biαjβ(∇ξ˘1)− biαjβ(∇ξ˘2)||L∞(H1)≤ C||ξ˘1 − ξ˘2||L∞(H2(Ωs0)) (165)
and
||∂tbiαjβ(∇ξ˘1)− ∂tbiαjβ(∇ξ˘2)||L∞(L2)≤ C||ξ˘1 − ξ˘2||W1,∞(H1(Ωs0)). (166)
These inequalities together with Young’s inequality give∫
Ωs0
∂tH0 · ∂
2
t (
∫ t
0
ζ˜(s)ds) dx˜ ≤ CδC
(
||ξ˘1 − ξ˘2||
2
W1,∞(H1)+||ξ˘1 − ξ˘2||
2
L∞(H2)
)
+ δ||∂tζ˜||
2
L∞(L2(Ωs0))
. (167)
Further, ∣∣∣∣∣
∫
Ωs0
∂tL1 · ∂
2
t (
∫ t
0
ζ˜(s)ds) dx˜
∣∣∣∣∣ ≤ Cδ||ξ˘1 − ξ˘2||2ST2 +δ||∂tζ˜(t)||2L2(Ωs0). (168)
36
Finally, thanks to the trace inequality and (145), for i, α, j, β ∈ {1, 2, 3} we have∣∣∣∣∣
∣∣∣∣∣
∫
Γc(0)
(
biαjβ(∇ξ˘1)− biαjβ(∇ξ˘2)
)
∂
2
tβ(
∫ t
0
γ˜2(s)ds)j n˜α ∂
2
t (
∫ t
0
ζ˜(s)ds)i dΓ˜
∣∣∣∣∣
∣∣∣∣∣
L1(Γc(0))
≤ ||biαjβ(∇ξ˘1)(t)− biαjβ(∇ξ˘2)(t)||H1(Γc(0))||∇γ˜2(t)||H2(Ωs0)||∂tζ˜(t)||H1(Ωf0 )
.
(169)
Hence, after combining (162)-(164) and (167)-(169) then integrating over (0, t) we obtain
ρs
2
||ζ˜||L∞(L2(Ωs0))+µs||ζ˜||L2(H1(Ωs0)) (170)
≤ CT
[
M
4||ζ˜||ST2
+||ξ˘1 − ξ˘2||
2
W1,∞(H1)+||ξ˘1 − ξ˘2||
2
L∞(H2)
]
.
Step 2165
Our next step is to estimate ζ˜|
Ω
f
0
∈ L∞(H2(Ωf0 )) and
∫ t
0
ζ˜(s)|Ωs0ds ∈ L
∞(H2(Ωs0)). The fluid velocity ζ˜|Ωf0
satisfies the
following elliptic equation
−∇ ·
(
(∇ζ˜|
Ω
f
0
) + (∇ζ˜|
Ω
f
0
)t
)
= ∇ · F0 +∇ · F1 +∇ ·L0 − det(∇A˘)∂tζ˜|Ωf0
in Ωf0 (171)
where F0 is defined in (140) and
F1 =∇ζ˜
(
Id− (∇A˘1)
−1cof(∇A˘1)
)
+
(
(∇ζ˜)t − (∇A˘1)
−1(∇ζ˜)tcof(∇A˘1)
)
. (172)
We have
||∇ · F0||L∞(L2(Ωf0 ))
≤ ||F0||L∞(H1(Ωf0 ))
≤ CT ||v˘1 − v˘2||FT2
(173)
and
||∇ · L0||L∞(L2(Ωf0 ))
≤ ||L0||L∞(H1(Ωf0 ))
≤ CT ||v˘1 − v˘2||FT2
.
For F1 we have
||∇ · F1||L∞(L2(Ωf0 ))
≤ ||∇ ·
[
∇ζ˜
(
Id− (∇A˘1)
−1cof(∇A˘1)
)]
||
L∞(L2(Ω
f
0 ))︸ ︷︷ ︸
B1
+ ||∇ ·
[
(∇ζ˜)t − (∇A˘1)
−1(∇ζ˜)tcof(∇A˘1)
]
||︸ ︷︷ ︸
B2
.
(174)
For the term B1 we use the embedding of H
3 ⊂ L∞ and Lemma 2.1 to get
B1 ≤
∣∣∣∣∣
∣∣∣∣∣∇ ·
[
∇ζ˜
(
Id− (∇A˘1)
−1 + (∇A˘)−1
(
Id− cof(∇A˘1)
))]∣∣∣∣∣
∣∣∣∣∣
L∞(L2)
≤ CT κM ||ζ˜||L∞(H2). (175)
On the other hand,
||B2||L∞(L2)≤CT
κ
M ||ζ˜||L∞(H2).
Consequently, we obtain
||∇ · F1||L∞(L2)≤ CT
κ
M ||ζ˜||L∞(H2). (176)
Therefore, ζ˜|
Ω
f
0
∈ L∞(H2(Ωf0 )) and
µ||ζ˜||
L∞(H2(Ω
f
0 ))
≤ C||∂tζ˜||L∞(L2(Ωf0 ))
+CT ||v˘1 − v˘2||FT2
. (177)
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Besides, the displacement
∫ t
0
ζ˜(s)|Ωs0ds, satisfies the following equation
−µs∇ · (∇
∫ t
0
ζ(s)|Ωs0ds+ (∇
∫ t
0
ζ˜(s)|Ωs0ds)
t) =H0 +H1 +H2 −∇ ·L1, (178)
where H0 is defined by (156). As for H1, it is given by
H1,i = −
3∑
α,j,β=1
[
b
l
iαjβ(∇ξ˘1) + b
q
iαjβ(∇ξ˘1)
]
∂
2
αβ(
∫ t
0
ζ˜(s)|Ωs0ds)j for i = 1, 2, 3, (179)
and the expression of H2 is
H2 = −det(∇ϕ˘1)∂tζ˜.
Using (165) and (166) we have
||H0||L∞(L2(Ωs0)) ≤
3∑
i,α,j,β=1
||biαjβ(∇ξ˘1)− biαjβ(∇ξ˘2)||L∞(L2(Ωs0)) ||
∫
•
0
γ˜2(s)|Ωs0ds||L∞(H2(Ωs0))
≤ CT κM ||ξ˘1 − ξ˘2||L∞(H1(Ωs0)).
For H1 we use (35) to obtain
||H1||L∞(L2(Ωs0)) ≤
3∑
i,α,j,β=1
||bliαjβ(∇ξ˘1) + b
q
iαjβ(∇ξ˘1)||L∞(L2) ||ζ˜||L∞(H2(Ωs0))
≤ CT (M +M2)||
∫
•
0
ζ˜(s)|Ωs0ds||L∞(H2(Ωs0)).
(180)
In addition, we have
||H2||L∞(L2(Ωs0))≤ CT ||det(∇ϕ˘1)∂tζ˜||L∞(L2(Ωs0))≤ CTM ||
∫
•
0
ζ˜(s)ds||W2,∞(L2(Ωs0)).
Finally, for L1 it holds
||∇ ·L1||L∞(L2(Ωs0))≤ ||L1||L∞(H1(Ωs0))≤ CT ||ξ˘1 − ξ˘2||ST2
.
Whence,
∫ t
0
ζ˜(s)|Ωs0ds ∈ L
∞(H2(Ωs0)) and a priori estimate is given as
µs||
∫
•
0
ζ˜(s)|Ωs0ds||L∞(H2(Ωs0)) ≤ CT ||ξ˘1 − ξ˘2||ST2
(181)
Therefore, combining estimates (161), (170), (177) and (181) we arrive to
||ζ˜|
Ω
f
0
||FT2
+||
∫
•
0
ζ˜(s)|Ωs0ds||ST2
≤ CT κM(||v˘1 − v˘2||FT2
+||ξ˘1 − ξ˘2||ST2
). (182)
Taking T small with respect to M gives that Ψ is a contraction on ATM . This yields the existence of a unique solution (v˜, ξ˜)
in ATM of the non-linear coupled system (5a)-(5j).
7. Existence and Uniqueness of the Fluid Pressure
7.1. Existence and Uniqueness of an L2-Pressure
After we have proved the existence and uniqueness of the fluid velocity v and the structure displacement ξ, we need to prove
the existence of the fluid pressure pf so that the proof of the existence of the weak solution for the coupled system (5a)-(5j)
is complete. The proof of existence of the L2 function pf is based on Lemma [16, p.58, Lemma 4.1] [7] that reduces the proof
to showing that the following inf-sup condition holds for the functional spaces {W, L2(Ωf (t))}:
inf
q∈L2(Ωf (t))
sup
z∈W
b(z, q)
||z||H1(Ω(t))||q||L2(Ωf (t))
≥ C1 > 0, (183)
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with
b(z, q) = −
∫
Ωf (t)
q divz dx and z ∈ W, q ∈ L2(Ωf (t)). (184)
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Theorem 7.1. The inf-sup condition (183) holds for the functional spaces {W, L2(Ωf (t))}.
Proof. We will proceed in a similar manner as [1, Lemma 3.1]. To show that the condition holds, it suffices to show that
∀ q ∈ L2(Ωf (t)),∃ z ∈ W such that, divz|Ωf (t) = q in Ωf (t) (185)
and ||z||H1(Ω(t))≤ C1||q||L2(Ωf (t)).
Let q ∈ L2(Ω(t)) be the extension of q obtained by defining
q = −
1
|Ωs(t)|
∫
Ωf (t)
q dx, in Ωs(t). (186)
Note that
∫
Ω(t)
q dx =
∫
Ωf (t)
q dx+
∫
Ωs(t)
q dx = 0, this gives q ∈ L20(Ω(t)). Hence, by the virtue of [5, Theorem IV.3.1], there
exists a unique z ∈ H10 (Ω(t)) such that
divz = q on Ω(t) and ||z||H1(Ω(t))≤ C||q||L20(Ω(t))
≤ C1||q||L2(Ωf (t)). (187)
Since H10 (Ω(t)) ⊂ W, then z ∈ W. Moreover, by restricting divz = q to Ωf (t) we get that divz|Ωf (t) = q. Therefore (185) is
proved, consequently the inf-sup Condition (183) is verified.
By the end of this proof, we get the existence of a pressure pf ∈ L
∞
(
L2(Ωf (t))
)
which is unique due to [5, Theorem IV.2.4].
7.2. Regularity of the Fluid Pressure175
The fluid pressure pf is related to the fluid velocity v by the Navier-Stokes equations. Indeed, at t = 0 we have
ρfdet(∇A)∂tv˜ −∇ · σ˜
0
f (v˜, p˜f ) = 0 in Ωf (0)× (0, T ),
As a result, the regularity of p˜f is linked to the regularity of v˜ which is proved straight forward using Nec˘as inequality [5,
Theorem IV.1.1]. Therefore, as v˜ ∈ F T4 then p˜f ∈ P
T
3 . Again using [20, Lemma 2.56], we get the existence and uniqueness of
a fluid pressure pf in the set Q
T
3 which is equivalent to P
T
3 where the functions of Q
T
3 are defined over Ωf (t).
To this end, we have proved the existence and uniqueness locally in time of a solution (v, ξ, pf ) of the non-linear coupling180
problem of an incompressible fluid with a quasi-incompressible structure.
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