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IRREDUCIBLE CHARACTERS OF 3′-DEGREE OF FINITE SYMMETRIC,
GENERAL LINEAR AND UNITARY GROUPS
EUGENIO GIANNELLI, JOAN TENT, AND PHAM HUU TIEP
Abstract. Let G be a finite symmetric, general linear, or general unitary group defined over a
field of characteristic coprime to 3. We construct a canonical correspondence between irreducible
characters of degree coprime to 3 of G and those of NG(P ), where P is a Sylow 3-subgroup of
G. Since our bijections commute with the action of the absolute Galois group over the rationals,
we conclude that fields of values of character correspondents are the same.
1. Introduction
For any finite group G and any prime number p, let Irrp′(G) denote the set of complex
irreducible characters of G of degree coprime to p. The McKay conjecture (first stated in [17])
asserts that the number |Irrp′(G)| is equal to |Irrp′(NG(P ))|, where P is a Sylow p-subgroup of
G. When p = 2 this conjecture was recently proved in [16]. Sometimes, it is not only possible to
show that |Irrp′(G)| = |Irrp′(NG(P ))|, but we can also establish a canonical bijection between
the two sets of characters. In general, a natural correspondence of characters between a group
G and a subgroup H of G does not always exist. Particularly rare are the cases where such
a correspondence can be found to be compatible with restriction of characters, or equivariant
under the action of Galois or outer automorphisms. The goal of the paper is to construct
canonical McKay correspondences for certain important finite groups, namely the symmetric
groups and the general linear and general unitary groups (in characteristic other than 3), at
the prime p = 3. Note that the validity of the McKay conjecture for these groups was already
established by Olsson [19]. The novelty of our results lies in the construction of canonical McKay
bijections for those groups.
A canonical McKay bijection for symmetric groups at p = 2 was constructed in [7, Theorem
4.3], building on [6, Theorem 3.2]. It is natural to ask whether canonical McKay bijections
can also exist for other primes. Unfortunately, for p ≥ 5 the fields of values of the irreducible
characters of Sn and NSn(Pn) are distinct. Hence no canonical bijection can possibly exist
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when p ≥ 5, since we would expect it to commute with the action of the absolute Galois group
over the rationals (here we denoted by Pn a Sylow p-subgroup of Sn). It turns out, somewhat
surprisingly, that a canonical McKay bijection does exist for Sn at p = 3. Note that, in general,
such a bijection does not exist for solvable groups. For instance the fields of values of the 3′-
degree irreducible characters of the solvable group G := GL2(3) and NG(P ) are distinct, for P
a Sylow 3-subgroup of G.
Our first main result constructs a canonical McKay bijection in the case of symmetric groups
Sn for the prime p = 3.
Theorem A. Let n be any positive integer and let P ∈ Syl3(Sn). Then there is a canonical
bijection between the set Irr3′(Sn) of complex irreducible characters of 3
′-degree of Sn and that
of NSn(P ).
Our proof relies on previous results on combinatorics of representations of symmetric groups,
particularly [19], and also on the following key step analyzing the case n = 3k for any k ∈ N. In
Theorem 3.7 we find a canonical bijection χ 7→ χ∗ between Irr3′(S3k ) and Irr3′(NS3k (P3k)), that
is compatible with character restriction (i.e. χ∗ is an irreducible constituent of χ ↓NS
3k
(P
3k
), for
every χ ∈ Irr3′(S3k)). This is done by considering the representation theory of the intermediate
subgroup S3k−1 ≀S3, lying between S3k andNS3k (P3k). In particular we can prove the following
general theorem, valid for every odd prime number, that we believe is of independent interest.
Theorem B. Let p be an odd prime and let H = Spk−1 ≀Sp ≤ Spk , for some natural number k.
Let χ ∈ Irrp′(Spk), then χ ↓H= χ
∗ +∆, where χ∗ ∈ Irrp′(Spk−1 ≀Sp) and ∆ is a sum (possibly
empty) of irreducible characters of degree divisible by p. Moreover, the map χ 7→ χ∗ is a bijection
between Irrp′(Spk) and Irrp′(Spk−1 ≀Sp).
The second main result of the paper constructs canonical McKay bijections at p = 3 for
GLn(q) and GUn(q) when 3 ∤ q, building on Theorem A and some results of [19] and [5].
Theorem C. Let n be any positive integer and let q = pa be any power of a prime p 6= 3. Then
there is a canonical bijection between the set of complex irreducible characters of 3′-degree of
GLn(q) and that of NGLn(q)(P ) for P ∈ Syl3(GLn(q)). Similarly, there is a canonical bijection
between the set of complex irreducible characters of 3′-degree of GUn(q) and that of NGUn(q)(P )
for P ∈ Syl3(GUn(q)).
We will prove that the canonical bijections constructed in Theorem C commute with the action
of the absolute Galois group Gal (Q¯/Q). This implies, for instance, the following corollary.
Corollary D. Let n be any positive integer and let q = pa be any power of a prime p 6= 3. Let G
be either GLn(q) or GUn(q), and let P be a Sylow 3-subgroup of G. Then the fields of values of
the 3′-degree complex irreducible characters of G are equal to the fields of values of the 3′-degree
complex irreducible characters of NG(P ).
32. Preliminaries
2.1. Extensions of characters and wreath products. In this section we will recall some
known results on extensions of characters in wreath products and other character theoric results
which will be needed in the sequel.
Let Sm be the symmetric group of degree m. If K is a finite group, write K
m = K × · · · ×K︸ ︷︷ ︸
m
for the m-fold external direct product of K. The natural action of Sm on the direct factors of
Km induces an action via automorphisms of Sm on K
m, so we can define the wreath product
H = K ≀Sm := K
m ⋊Sm. As it is customary, we denote the elements of H by (x1, . . . , xn; y),
where xi ∈ K and y ∈ Sm. Also, we will identify subgroups and elements of both the base
group Km of H, and the permutation group Sm acting on the factors of K
m, with their natural
embeddings in H.
With the same notation as above, recall that the irreducible characters of Km are of the form
ψ = ψ1 ⊗ · · · ⊗ ψm ,
where ψi ∈ Irr(K) for each i, and ⊗ denotes the external direct product of characters. In
particular, note that ψ ∈ Irr(Km) is invariant in H if and only if
ψ = ψ⊗m1 := ψ1 ⊗ ψ1 ⊗ · · · ⊗ ψ1︸ ︷︷ ︸
m
for a uniquely determined ψ1 ∈ Irr(K). In this case, ψ has a distinguished irreducible extension
to H defined by the following statement.
Lemma 2.1. Let K be any finite group with an irreducible CK-module U . For any m ∈ Z≥2,
consider H = K ≀Sm = K
m ⋊Sm. Let t be any transposition in the standard subgroup Sm of
H. Then the irreducible module U⊗m = U ⊗ . . . ⊗ U of Km ✁H has a unique extension V to
H, with character say θ satisfying the following conditions:
(i) If 2 ∤ dim(U) then det(θ)|Sm is trivial.
(ii) If 2|dim(U) but m ≥ 3, then det(θ)|Sm is trivial and θ(t) ∈ Z>0.
(iii) If 2|dim(U) and m = 2, then θ(t) ∈ Z>0.
In particular, if Km ≤ L ≤ H and gcd(|K|, |L/Km|) = 1, then V |L is the canonical extension
in Theorem 2.2 (below). Moreover, if a finite group A acts on K and we extend its action to H
by letting A act trivially on Sm, then the map U 7→ V is A-equivariant. Furthermore, the map
U 7→ V is Gal (Q¯/Q)-equivariant.
Proof. First, fix a basis (ei | 1 ≤ i ≤ d) of the space U . Then we let any element g =
(h1, . . . , hm) ∈ K
m act on U⊗m via
g : ei1 ⊗ ei2 ⊗ . . .⊗ eim 7→ h1(ei1)⊗ h2(ei2)⊗ . . . ⊗ hm(eim), 1 ≤ i1, . . . , im ≤ d.
Then we can define the action of any element π in the natural subgroup Sm on U
⊗m via
π : ei1 ⊗ ei2 ⊗ . . .⊗ eim 7→ eiπ(1) ⊗ eiπ(2) ⊗ . . .⊗ eiπ(m) , 1 ≤ i1, . . . , im ≤ d.
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One can check that this turns U⊗m into an H-module which we denote by V1. Note that the
trace of t on V1 is d
m−1 > 0. By Gallagher’s theorem [8, Corollary 6.17], if V2 6∼= V1 is another
extension of U⊗m to H, then V2 ∼= V1 ⊗W , where W is the sign CSm-module. In particular,
the trace of t on V2 is −d
m−1 < 0, and the claim in (iii) follows, taking V = V1.
Let θi be the character afforded by Vi, i = 1, 2. Note that the action of t on the basis vectors of
U⊗m gives rise to a disjoint product of dm−1(d−1)/2 2-cycles. Hence det(θ1)(t) = 1 in the case of
(ii), and we again done here. Assume 2 ∤ d. Then det(θ2)(t) = det(θ1)(t)(−1)d
m
= −det(θ1)(t),
and so there is a unique i ∈ {1, 2} such that det(θi)(t) = 1, whence we are done in (i) as Sm is
generated by transpositions.
Assume furthermore that Km < L ≤ H and gcd(|K|, |L/Lm|) = 1. Then we are not in case
(iii), and so o(θ|L) = o(θ|Km) by the previous result, whence θ|L is the canonical extension
singled out in Theorem 2.2.
It is also straightforward to check that the map U 7→ V is equivariant under the action of
both A and Gal (Q¯/Q). 
We remark that the extension described in the previous lemma is uniquely determined for
a fixed complement Sm of K
m in H as in the statement, but that different choices of such a
complement may produce different extensions of the module U⊗m (differing at most by tensoring
by a sign module). Also, it is clear that conjugate complements of Km in H inducing the wreath
product K ≀Sm would lead to the same extension of U
⊗m to H described in Lemma 2.1.
Another situation in which uniquely determined extensions of characters exist is the following.
We point out that next theorem is a particular case of a slightly more general fact, but we will
only need the result as stated below (see Corollary 8.16 of [8] and the comments before it for
details).
Theorem 2.2. Let N ⊳ G and let ψ ∈ Irr(N) be G-invariant. Suppose that (|G/N |, |N |) = 1.
Then ψ has a uniquely determined irreducible canonical extension ψˆ ∈ Irr(G), characterized by
the property that ψˆ and ψ have the same determinantal order: o(ψˆ) = o(ψ).
Suppose that N ⊳ G and that ψ ∈ Irr(N) is extendible to G. Then recall that Gallagher’s
Corollary 6.17 of [8] provides a complete description of the set of irreducible characters Irr(G |ψ)
of G lying over ψ, in terms of the characters of G/N .
At certain points in our arguments we will also need to use some known correspondences of
characters. We refer the reader to [8, Theorem 6.11] for a reference on the standard Clifford’s
correspondence. We next include for future reference two useful results which are contained in
M. Isaacs’ work [9, Corollaries 4.2 and 4.3].
Proposition 2.3. Let N ⊳ G and K ≤ G with NK = G and N ∩K =M .
(i) Suppose that θ ∈ Irr(N) is invariant in G and assume ϕ = θM is irreducible. Then
restriction of characters defines a bijection from Irr(G | θ) into Irr(K |ϕ).
(ii) Suppose that ϕ ∈ Irr(M) is invariant in K and assume θ = ϕN is irreducible. Then
induction of characters defines a bijection from Irr(K |ϕ) into Irr(G | θ).
52.2. Background on combinatorics and representations of Sn. In this section we recall
some basic facts in the representation theory of symmetric groups. We refer the reader to [11],
[13] or [20] for a more detailed account. A partition λ = (λ1, λ2, . . . , λℓ) is a finite non-increasing
sequence of positive integers. We say that λi is a part of λ. We call ℓ = ℓ(λ) the length of λ and
say that λ is a partition of |λ| =
∑
λi. We denote by P(n) the set consisting of all the partitions
of n. The Young diagram of λ is the set [λ] = {(i, j) ∈ N× N | 1 ≤ i ≤ ℓ(λ), 1 ≤ j ≤ λi}. Here
we orient N × N with the x-axis pointing right and the y-axis pointing down. Given λ ∈ P(n),
we denote by λ′ the conjugate partition of λ.
We say that a partition µ is contained in λ, written µ ⊆ λ, if µi ≤ λi, for all i ≥ 1. When
this occurs, we call the non-negative sequence λrµ = (λi−µi)∞i=1 a skew-partition, and we call
the diagram [λr µ] = {(i, j) ∈ N× N | 1 ≤ i ≤ ℓ(λ), µi < j ≤ λi} a skew Young diagram.
The rim of [λ] is the subset of nodes R(λ) = {(i, j) ∈ [λ] | (i + 1, j + 1) 6∈ [λ]}. Given
(r, c) ∈ [λ], the associated rim-hook is h(r, c) = {(i, j) ∈ R(λ) | r ≤ i, c ≤ j}. Then h = h(r, c)
contains e := λr− r+λ
′
c− c+1 nodes, in a(h) = λr− c+1 columns and λ
′
c− r+1 rows. We call
leg(h) = λ′c − r the leg-length of h. We refer to h as an e-hook of λ. The integer e is sometimes
denoted as |h|. Removing h from [λ] gives the Young diagram of a partition denoted λ− h. In
particular |λ− h| = |λ| − e and h is a skew Young diagram.
Let h be an e rim-hook which has leg-length ℓ. The associated hook partition of e is hˆ =
(e − ℓ, 1ℓ). So (e − ℓ, 1ℓ) coincides with its (1, 1) rim-hook. Given any natural number n, we
denote by H(n) the subset of P(n) consisting of all hook partitions of n. Namely H(n) =
{(n − x, 1x) | 0 ≤ x ≤ n− 1}.
Let p be a (not necessarily prime) natural number, we say that a partition γ is a p-core if it does
not have removable p-hooks. Given a partition λ of n, its p-core λ(p) is the partition obtained
by successively removing p-hooks from λ. We will denote by λ(p) = (λ0, λ1, . . . , λp−1) the p-
quotient of λ (see [20, Section 3] for the definition). Following Olsson’s convention we always
consider abaci consisting of a multiple of p number of beads. This assumption guarantees that
the p-quotient of a partition is well defined (see either [13, Chapter 2] or again [20, Section 3]
for the definition of James’ abacus).
For any given λ ∈ P(n) we denote by T (λ) its p-core tower (see [20, Section 6]). In particular
we find convenient to think of the p-core tower as a sequence T (λ) = (Tj(λ))
∞
j=0, where the j-th
layer (or row) Tj(λ) consists of p
j p-core partitions. We denote by |Tj(λ)| the sum of the sizes of
the p-cores in the j-th layer of T (λ). We have that n =
∑
j |Tj(λ)|p
j . Moreover, every partition
λ of n is uniquely determined by its p-core tower. This follows by repeated applications of [20,
Proposition 3.7].
There is a natural one-to-one correspondence between irreducible characters of Sn and par-
titions of n. We denote by χλ the irreducible character labelled by λ ∈ P(n). The Murnaghan-
Nakayama rule (see [11, Page 79]) allows to explicitly compute the entire character table of Sn.
A useful corollary of this rule is the so called hook-length formula (see [11, Chapter 20]). This
gives a closed fowmula for the degree of any irreducible character of Sn. In particular, for a
hook partition h = (n− x, 1x) ∈ H(n) we have that χh(1) =
(n−1
x
)
.
6 EUGENIO GIANNELLI, JOAN TENT, AND PHAM HUU TIEP
Let now p be a prime number. Given any partition λ of n, the p-core tower of λ encodes all
the information concerning the p-part of the degree of the corresponding irreducible character
χλ(1). In particular, in [15] the following fundamental result is proved.
Theorem 2.4. Let p be a prime number and let λ be a partition of n ∈ N. Suppose that
n =
∑k
j=0 ajp
j is the p-adic expansion of n. Then χλ ∈ irrp′(Sn) if and only if |Tj(λ)| = aj for
all j ∈ N.
2.3. Some remarks on the Littlewood-Richardson rule. In order to prove some of the
main results in this article, we will make extensive use of a generalised version of the Littlewood-
Richardson rule. This is probably known to experts, but we were not able to find an appro-
priate reference in the literature. For the reader’s convenience we start by recalling the classic
Littlewood-Richardson rule.
Definition 2.5. Let A = a1, . . . , ak be a sequence of positive integers. The type of A is the
sequence of non-negative integers m1,m2, . . . where mi is the number of occurrences of i in
a1, . . . , ak. We say that A is a reverse lattice sequence if the type of its prefix a1, . . . , aj is a
partition, for all j ≥ 1. Equivalently, for each j = 1, . . . , k and i ≥ 2
|{u | 1 ≤ u ≤ j, au = i− 1}| ≥ |{v | 1 ≤ v ≤ j, av = i}|.
Let α ⊢ n and β ⊢ m be partitions. The outer tensor product χα ⊗ χβ is an irreducible
character of Sn ×Sm. Inducing this character to Sn+m we may write
(χα ⊗ χβ)↑Sn+m =
∑
γ⊢(n+m)
Cγα,βχ
γ .
The Littlewood-Richardson rule asserts that Cγα,β is zero if α 6⊆ γ and otherwise equals the
number of ways to replace the nodes of the diagram [γ r α] by natural numbers such that
(i) The numbers are weakly increasing along rows.
(ii) The numbers are strictly increasing down the columns.
(iii) The sequence obtained by reading the numbers from right to left and top to bottom is
a reverse lattice sequence of type β.
We call any such configuration a Littlewood-Richardson configuration of [γ r α].
The Littlewood-Richardson rule describes the decomposition of the restriction of any irre-
ducible character of Sn to any 2-fold Young subgroup of Sn. In this article we will need to have
some control on the restriction of irreducible characters to arbitrary Young subgroups of Sn.
We start by introducing some notation. Let k ∈ N≥2 and let ni ∈ N≥1 for all i ∈ {1, . . . , k}. Let
ρ be a partition of n = n1 + n2 + · · · + nk and let µi be a partition of ni for all i ∈ {1, . . . , k}.
Denote by µ the sequence µ = (µ1, . . . , µk).
Definition 2.6. For all j ∈ {1, . . . , k} let mj = n1 + · · · + nj. We denote by A
ρ
µ the subset of
P(m1)×P(m2)× · · · × P(mk) consisting of all the sequences of partitions (λ1, λ2, . . . , λk) such
that:
(i) µ1 = λ1 ⊆ λ2 ⊆ · · · ⊆ λk = ρ.
7(ii) λj+1 r λj admits a Littlewood-Richardson configuration of type µj+1, for all j ∈
{1, . . . , k − 1}.
Notice that condition (ii) is equivalent to say that the Littlewood-Richardson coefficient
C
λj+1
λjµj+1
=
〈
(χλj ⊗ χµj+1)
xSmj+1
Smj
×Snj+1
, χλj+1
〉
6= 0, for all j.
Remark 2.7. Let µ = (µ1, . . . , µk) and ρ be as above. Denote by µ
⋆ = (µ1, . . . , µk−1) the
sequence obtained by removing the last component from µ. For σ ∈ P(n − nk) we denote by
Aρµ(σ) the subset of A
ρ
µ defined by
Aρµ(σ) = {λ ∈ A
ρ
µ : λk−1 = σ}.
By definition we have that Aρµ(σ) 6= ∅ if and only if Aσµ⋆ 6= ∅ and C
ρ
σµk 6= 0. Moreover, for
every σ ∈ P(n − nk) such that C
ρ
σµk 6= 0, the map
(λ1, . . . , λk−2, σ) 7→ (λ1, . . . , λk−2, σ, ρ),
is a bijection between Aσµ⋆ and A
ρ
µ(σ).
Lemma 2.8. Keeping the notation introduced above, we have that〈
(χµ1 ⊗ χµ2 ⊗ · · · ⊗ χµk)
xSn
Sn1×···×Snk
, χρ
〉
6= 0,
if and only if Aρµ 6= ∅.
Proof. We proceed by induction on k. If k = 2 then the statement follows from the Littlewood-
Richardson rule.
Assume that Aρµ 6= ∅. Let k ≥ 3 and let λ = (λ1, . . . , λk) ∈ A
ρ
µ. From Definition 2.6 we have
that 〈
(χλk−1 ⊗ χµk)
xSn
Sn−nk
×Snk
, χρ
〉
6= 0.
Moreover, the sequence (λ1, λ2, . . . , λk−1) ∈ A
λk−1
µ⋆ , where µ
⋆ := (µ1, . . . , µk−1). By inductive
hypothesis we deduce that〈
(χµ1 ⊗ χµ2 ⊗ · · · ⊗ χµk−1)
xSn−nk
Sn1×···×Snk−1
, χλk−1
〉
6= 0.
We now let B = Sn1 × · · · ×Snk , C = Sn1 × · · · ×Snk−1 and H = Sn−nk ×Snk . Moreover,
given any sequence of partitions ν = (ν1, . . . , νs) we denote by χ
ν the irreducible character
χν1 ⊗ · · · ⊗ χνs . We conclude by observing that,〈
χµ
xSn
B
, χρ
〉
=
〈(
χµ
⋆xSn−nk
C
⊗ χµk
)xSn
H
, χρ
〉
≥
〈
(χλk−1 ⊗ χµk)
xSn
H
, χρ
〉
6= 0.
Assume now that
〈
χµ
xSn
B
, χρ
〉
6= 0. Since χµ
xSn
B
=
(
χµ
⋆xSn−nk
C
⊗ χµk
)xSn
H
, we deduce that
there exists a partition σ ∈ P(n − nk) such that χ
σ is an irreducible constituent of χµ
⋆xSn−nk
C
and such that Cρσµk 6= 0. By inductive hypothesis there exists a sequence (λ1, . . . , λk−2, σ) ∈
Aσµ⋆ 6= ∅. It is now easy to observe that (λ1, . . . , λk−2, σ, ρ) ∈ A
ρ
µ. 
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The following proposition is a generalisation of Lemma 2.8. We decided to keep two distinct
statements for the convenience of the reader. First we need to introduce a last piece of notation.
For λ = (λ1, . . . , λk) ∈ A
ρ
µ we denote by dλ the natural number defined by
dλ =
k−1∏
j=1
C
λj+1
λjµj+1
.
Again for any sequence of partitions ν = (ν1, . . . , νs) we denote by χ
ν the irreducible character
χν1 ⊗ · · · ⊗ χνs .
Lemma 2.9. Let µ = (µ1, . . . , µk) ∈ P(n1) × · · · × P(nk) and let ρ ∈ P(n), where n = n1 +
· · · + nk. Then 〈
χµ
xSn
Sn1×···×Snk
, χρ
〉
=
∑
λ∈Aρµ
dλ.
Proof. We proceed by induction on k ∈ N≥2. If k = 2 the statement coincide with the
Littlewood-Richardson rule. Suppose that k ≥ 3 and denote by B and C the Young subgroups
of Sn defined by
B = Sn1 × · · · ×Snk , C = Sn1 × · · · ×Snk−1 .
For any sequence λ = (λ1, . . . , λk) ∈ A
ρ
µ we have that λ
⋆ = (λ1, . . . , λk−1) ∈ A
λk−1
µ⋆ , where
µ⋆ = (µ1, . . . , µk−1). Moreover, by inductive hypothesis we have that〈
χµ
⋆xSn−nk
C
, χλk−1
〉
=
∑
τ∈A
λk−1
µ⋆
dτ .
It follows that〈
χµ
xSn
B
, χρ
〉
=
〈(
χµ
⋆xSn−nk
C
⊗ χµk
)xSn
Sn−nk
×Snk
, χρ
〉
=
∑
σ∈P(n−nk)
( ∑
τ∈Aσ
µ⋆
dτ
)〈
χσ ⊗ χµk
xSn
Sn−nk
×Snk
, χρ
〉
=
∑
σ∈P(n−nk)
( ∑
τ∈Aσ
µ⋆
dτ
)
Cρσµk
=
∑
σ∈P(n−nk)
( ∑
λ∈Aρµ(σ)
dλ
)
=
∑
λ∈Aρµ
dλ,
where the last two equalities above follow from the discussion in Remark 2.7. 
The key step in the proof of Lemma 3.2 below is to use Lemma 2.9 in the specific case where
ρ ∈ H(pk) and µ = (µ, µ, . . . , µ)︸ ︷︷ ︸
p−times
, for some µ ∈ P(pk−1).
93. A canonical McKay bijection for S3k
Our next goal is to construct a canonical bijection between Irr3′(S3k) and Irr3′(NS3k (P3k)),
where P3k ∈ Syl3(S3k). As mentioned in the introduction, this will be the key step towards
the proof of Theorem A. More precisely, we will first prove Theorem B, by describing a global
bijection between the irreducible characters of p′-degree of Spk and those of the stabilizer Spk−1 ≀
Sp of a set partition of {1, . . . , p
k} into p sets of size pk−1. Afterwards we will fix p = 3 and we
will construct a local bijection between the irreducible characters of 3′-degree of S3k−1 ≀S3 and
those of the normaliser of a Sylow 3-subgroup of S3k .
3.1. A global bijection and the proof of Theorem B. Let p be an odd prime and let
n = pk for some k ∈ N. This section is devoted to the proof of Theorem B. In particular we
show the existence of a natural bijection between Irrp′(Spk) and Irrp′(Spk−1 ≀ Sp), canonically
defined by the restriction functor.
We will use the following easy observation, whose proof is omitted:
Lemma 3.1. Let H ≤ Spk be the stabilizer of a set partition of {1, . . . , p
k} into p sets of size
pk−1. Then H = Spk−1 ≀X, where X
∼= Sp is a subgroup of Spk which induces by conjugation
the full permutation group on the direct factors of (Spk−1)
p. Furthermore, X is unique up to
H-conjugacy.
By a slight abuse of notation, we will denote a subgroup X ∼= Sp of H as in the previous
lemma simply by Sp. Note that the above result implies that if χ ∈ Irr((Spk−1)
p) is invariant
in H = Spk−1 ≀Sp, then Lemma 2.1 provides a uniquely defined extension of χ to H which is
independent of the complement of (Spk−1)
p in H considered.
It is well known that Irrp′(Spk) = {χ
λ | λ ∈ H(pk)}. On the other hand, if λ ∈ H(pk−1) and
we write χ = χλ ∈ Irrp′(Spk−1), then χ
⊗p ∈ Irrp′((Spk−1)
p) has a uniquely defined extension
χ˜ ∈ Irrp′(Spk−1 ≀Sp) described in Lemma 2.1. In particular, by Gallagher’s theorem [8, Corollary
6.17] for any µ ∈ H(p) we have that
χ(λ, µ) := χ˜ · χµ ∈ Irrp′(Spk−1 ≀Sp |χ
⊗p) ,
and in fact
Irrp′(Spk−1 ≀Sp) = {χ(λ, µ)| λ ∈ H(p
k−1), µ ∈ H(p)}.
We will use this notation throughout this section.
We start with a technical lemma, that will be crucial to construct the desired correspondence.
Lemma 3.2. Let j ∈ {0, 1, . . . , pk−1} and let hj = (p
k−j, j) ∈ H(pk). Suppose that j = pm+x
for some unique m ∈ {0, 1, . . . , pk−1 − 1} and x ∈ {0, 1, . . . , p − 1}. Let λ = (pk−1 −m, 1m) ∈
H(pk−1). The following holds:
〈
χhj ↓(S
pk−1
)p , (χ
µ)⊗p
〉
=

0 if µ ∈ P(p
k−1)r {λ} ,(
p−1
x
)
if µ = λ .
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Proof. In order to ease the notation we let K = (Spk−1)
p. Let µ be a partition of pk−1 and sup-
pose that (χµ)⊗p is a constituent of χhj ↓K . An easy consequence of the Littlewood-Richardson
rule shows that µ must be a subpartition of hj . Hence µ = (p
k−1 − a, 1a) ∈ H(pk−1), for some
a ∈ {0, 1, . . . , pk−1 − 1}.
It is now convenient to change point of view. By Lemma 2.8, we observe that χρ is an
irreducible constituent of the induction from K to Spk of (χ
µ)⊗p if and only if there exists
a sequence µ = µ1 ⊆ µ2 ⊆ . . . ⊆ µp = ρ of partitions such that µi ∈ P(ip
k−1) for every
i ∈ {1, 2, . . . , p − 1}, and such that there exists a Littlewood-Richardson configuration of type
µ of [µi+1 r µi] for every i ∈ {1, 2, . . . , p − 1}. In this case we say that (µ1, µ2, . . . , µp) is a
µ-sequence of ρ.
In particular if ρ ∈ H(pk) then we notice that ap + 1 ≤ ℓ(ρ) ≤ (a + 1)p. This can be seen
by observing that µ has a + 1 parts and that for all i ∈ {1, . . . , p − 1} we have that ℓ(µi+1) =
ℓ(µi) + a+ εi for some εi ∈ {0, 1}. This fact is enough to deduce that if
〈
χhj ↓K , (χ
µ)⊗p
〉
6= 0
then a = m and hence µ = λ.
To conclude the proof we first need to recall the notation introduced in Definition 2.6. Let
ρ ∈ P(pk) and µ ∈ P(pk−1). Denote by Aρµ the set consisting of all the µ-sequences of ρ (this
was previously denoted by Aρ(µ,µ,...,µ)). Let τ = (µ1, µ2, . . . , µp) ∈ A
ρ
µ. We let d
ρ
τ be the positive
integer defined by
dρτ =
p−1∏
i=1
C
µi+1
µ,µi ,
where C
µi+1
µ,µi denotes the usual Littlewood-Richardson coefficient. From Lemma 2.9 we see that〈
χρ ↓K , (χ
µ)⊗p
〉
=
∑
τ∈Aρµ
dρτ .
In the case where ρ = hj and µ = λ, the above formula is particularly easy to use. As we
noticed before each partition µi+1 is a hook partition obtained from µi by adding m+ εi boxes
to the first column and adding the remaining pk−1 − (m + εi) boxes to the first row, for some
εi ∈ {0, 1}. Since ℓ(λ) = 1 + pm + x we deduce that for exactly x values of i ∈ {1, . . . , p − 1}
we have that εi = 1. This shows that |A
hj
λ | =
(
p−1
x
)
. Let now τ = (µ1, . . . , µp) ∈ A
hj
λ . Then
[µi+1 r µi] is a skew partition of pk−1 with one row of length pk−1 − (m+ εi), and one column
of length m + εi, for some εi ∈ {0, 1}. Hence C
µi+1
λ,µi
= 1 for all i, and therefore d
hj
τ = 1. This
shows that
〈
χhj ↓K , (χ
λ)⊗p
〉
=
(p−1
x
)
, as required. 
Let m ∈ {0, 1, . . . , pk−1 − 1}. Denote by Am the subset of Irrp′(Spk−1 ≀Sp) defined by
Am = {χ((p
k−1 −m, 1m), µ) |µ ∈ H(p)}.
Similarly let Bm be the subset of Irrp′(Spk) defined by
Bm = {χ
(pk−(pm+x),1pm+x) | x ∈ {0, 1, . . . , p− 1}}.
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Clearly |Am| = |Bm| = p for all m ∈ {0, 1, . . . , p
k−1 − 1}. Moreover we have that
Irrp′(Spk−1 ≀Sp) =
pk−1−1⋃
m=0
Am, and Irrp′(Spk) =
pk−1−1⋃
m=0
Bm.
Proposition 3.3. Letm, ℓ ∈ {0, 1, . . . , pk−1−1}. Let χ ∈ Bm and ψ ∈ Aℓ. If
〈
ψ,χ ↓
S
pk−1
≀Sp
〉
6=
0 then m = ℓ.
Proof. Suppose for a contradiction that ψ ∈ Aℓ for some ℓ ∈ {0, 1, . . . , p
k−1 − 1} r {m}. Then
ψ = χ((pk−1 − ℓ, 1ℓ), µ), for some µ ∈ H(p). By Lemma 3.2 we have that
0 =
〈
χ ↓
(S
pk−1
)p
, (χ(p
k−1−ℓ,1ℓ))⊗p
〉
≥
〈
ψ ↓
(S
pk−1
)p
, (χ(p
k−1−ℓ,1ℓ))⊗p
〉
= χµ(1).
This is a contradiction. 
Theorem 3.4. Let m ∈ {0, 1, . . . , pk−1− 1} and let χ ∈ Bm. Then χ ↓S
pk−1
≀Sp
= χ⋆+∆, where
χ⋆ ∈ Am and where ∆ is a sum (possibly empty) of irreducible characters of degree divisible by
p. Moreover the map χ 7→ χ⋆ is a bijection between Bm and Am.
Proof. For x ∈ {0, 1, . . . , p−12 } let A
x
m be the subset of Am defined by
Axm = {χ((p
k−1 −m, 1m), (p − y, 1y)) | y ∈ {x, (p − 1)− x}}.
Similarly let Bxm be the subset of Bm defined by
Bxm = {χ
(pk−(mp+y),1mp+y) | y ∈ {x, (p − 1)− x}}.
We will show by reverse induction on x ∈ {0, 1, . . . , p−12 } that the following statement holds.
Claim. Let χ ∈ Bxm. Then χ ↓S
pk−1
≀Sp
= χ⋆+∆, where χ⋆ ∈ Axm and where ∆ is a sum (possibly
empty) of irreducible characters of degree divisible by p. Moreover the map χ 7→ χ⋆ is a bijection
between Bxm and A
x
m.
Base Step. Let λ = (pk−1−m, 1m) ∈ H(pk−1) and µ = (p+12 , 1
p−1
2 ) ∈ H(p). Let ψ := χ(λ, µ)
be the unique element of A
p−1
2
m . To shorten the notation, let K = Spk−1 ≀ Sp. Since ψ(1) and
|Spk : K| are both coprime to p, there exist χ ∈ Irrp′(Spk) such that χ is a constituent of ψ ↑
S
pk
K .
By Proposition 3.3 we deduce that χ ∈ Bm. Hence there exists y ∈ {0, 1, . . . , p − 1} such that
χ = χ(p
k−(pm+y),1pm+y). By Lemma 3.2 we obtain that(
p− 1
y
)
=
〈
χ ↓
(S
pk−1
)p
, (χλ)⊗p
〉
≥
〈
ψ ↓
(S
pk−1
)p
, (χλ)⊗p
〉
= χµ(1) =
(
p− 1
p−1
2
)
.
This clearly implies that y = p−12 . Therefore we have that B
p−1
2
m = {χ} and that
〈χ ↓K , φ〉 =

1 if φ = ψ ,0 if φ ∈ Irrp′(K)r {ψ} .
This shows that χ⋆ = ψ, and proves the claim for x = p−12 .
12 EUGENIO GIANNELLI, JOAN TENT, AND PHAM HUU TIEP
Inductive Step. Let x ∈ {0, 1, . . . , p−12 − 1} and assume that the claim holds for all x <
y ≤ p−12 . Clearly |A
x
m| = |B
x
m| = 2. Let ψ ∈ A
x
m = {ψ,ψ2}. Since ψ(1) and |Spk : K| are both
coprime to p, there exist χ ∈ Irrp′(Spk) such that χ is a constituent of ψ ↑
S
pk
K . By Proposition
3.3 we deduce that χ ∈ Bm. By induction we deduce that
χ ∈ Bm r
( p−12⋃
y=x+1
Bym
)
=
x⋃
j=0
Bjm.
Let j ∈ {0, 1, . . . , x} be such that χ ∈ Bjm. By Lemma 3.2 we obtain that(
p− 1
j
)
=
〈
χ ↓
(S
pk−1
)p
, (χλ)⊗p
〉
≥
〈
ψ ↓
(S
pk−1
)p
, (χλ)⊗p
〉
= χµ(1) =
(
p− 1
x
)
.
This necessarily implies that j = x. Therefore we have that Bxm = {χ, χ2} and that
〈χ ↓K , φ〉 =

1 if φ = ψ ,0 if φ ∈ Irrp′(K)r {ψ} .
This shows that χ⋆ = ψ. We conclude by showing that (χ2)
⋆ = ψ2. Let χ
′ be a p′-degree
constituent of (ψ2) ↑
S
pk
K . Using the inductive hypothesis and Lemma 3.2 exactly as above, we
deduce that χ′ ∈ Bxm = {χ, χ2}. This immediately implies that χ
′ = χ2. It follows by Lemma
3.2 that ψ2 is the only constituent of degree coprime to p of χ2 ↓K and also that 〈χ2 ↓K , ψ2〉 = 1.
Hence (χ2)
⋆ = ψ2.
Therefore we have that χ 7→ χ⋆ is a bijection between Bxm and A
x
m, as required. Taking the
union of these sets over x ∈ {0, 1, . . . , p−12 } we obtain the statement of the theorem. 
As a straightforward consequence of Theorem 3.4 we obtain the following result, which is a
slightly stronger statement than Theorem B, as presented in the introduction.
Theorem 3.5. Let K := Spk−1 ≀ Sp. Let χ ∈ Irrp′(Spk). The restriction χ ↓K has a unique
irreducible constituent χ⋆ lying in Irrp′(K), appearing with multiplicity 1. Moreover the map
χ 7→ χ⋆ is a bijection between Irrp′(Spk) and Irrp′(K).
More precisely if λ = (pk − (mp+x), 1mp+x), for some x ∈ {0, 1, . . . , p− 1} and χ = χλ, then
χ∗ ∈ {χ(µ, ν1), χ(µ, ν2)}, where
µ = (pk−1 −m, 1m) , ν1 = (p − x, 1
x) and ν2 = (x+ 1, 1
p−1−x).
In Section 4 below we will be able to give an ultimate complete description of the bijection
given in Theorem 3.5 for the prime p = 3. In particular in Corollary 4.10 we will completely
identify the character χ∗.
3.2. A local bijection. We fix the prime p = 3. Let k ≥ 1, and suppose that Pk is a Sylow
3-subgroup of the symmetric group S3k . Our aim in this section is to define a natural bijection
of characters
Φ3k : Irr3′(S3k) −→ Irr3′(NS3k (Pk)) ,
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such that Φ3k(χ) is an irreducible constituent of χ ↓NS
3k
(Pk), for each χ ∈ Irr3′(S3k).
It is easy to check that Pk induces on {1, . . . , 3
k} a unique maximal block system consisting
of three blocks of size 3k−1 each, and we denote by H = S3k−1 ≀S3 ≤ S3k the stabilizer of the
corresponding set partition. (Recall that by Lemma 3.1 the complements S3 of the base group
inducing the wretah product H are all conjugate.) It is clear that Pk ∩ (S3k−1)
3 = (Pk−1)
3, and
if 〈z〉 denotes the unique Sylow 3-subgroup of S3, then Pk = (Pk−1)
3 ⋊ 〈z〉 =: Pk−1 ≀ 〈z〉. It is
not difficult to show (see the proof of Lemma 4.2 in [19]) that NS
3k
(Pk) ≤ H, so in particular
NS
3k
(Pk) = NH(Pk).
In order to prove our main results in this section, we need first to recall some known facts on
the structure of the wreath product H = S3k−1 ≀S3, which are contained in Proposition 1.5 of
[19] and its proof (see also Lemma 7.1 below). Let
M = {(x1, x2, x3) | xi ∈ NS
3k−1
(Pk−1), xi ≡ xj (mod Pk−1) for all i, j} .
Then we have NH(Pk) =MS3 =M ⋊S3 . In particular, it is clear that
NH(Pk) ≤ NS
3k−1
(Pk−1) ≀S3 .
The elements in the derived subgroup of Pk are precisely
P ′k = {(x1, x2, x3; 1) |xi ∈ Pk−1 and x1x2x3 ∈ P
′
k−1} ,
so in particular P ′k ≤ M . Of course, note that P
′
k is normal in NH(P ). Furthermore, we have
that
(3.1) NH(Pk)/Pk
′ ∼=M/P ′k ×S3,
in a natural way.
The following result contains a key step in the construction of the map Φ3k described above.
Proposition 3.6. There exists a natural bijection between the sets Irr3′(NS
3k−1
(Pk−1) ≀S3) and
Irr3′(NH(Pk)), which is compatible with character restriction.
Proof. Observe that the case k = 1 is trivial, because S3 has a normal Sylow 3-subgroup, so
assume that k ≥ 2. We divide the proof of the result into several steps.
Step 1. There exists a natural map λ⊗3 7→ ψλ from the set of 3
′-degree S3-invariant irreducible
characters ofNS
3k−1
(Pk−1)
3, into the set of irreducible characters of 3′-degree ofM whose kernel
contains P ′k.
Proof of Step 1. Note that any 3′-degree irreducible character of NS
3k−1
(Pk−1)
3 that is S3-
invariant is of the form λ⊗3, where λ ∈ Irr3′(NS
3k−1
(Pk−1)). So assume λ ∈ Irr3′(NS
3k−1
(Pk−1)),
and let α ∈ Irr(Pk−1) be an irreducible constituent of λPk−1 . In particular, note that α is linear.
Of course, by Clifford’s Theorem 6.2 of [8], α is unique up to NS
3k−1
(Pk−1)-conjugacy. Let
η = α⊗3 ∈ Irr((Pk−1)
3). If I denotes the stabilizer of α in NS3n−1 (Pk−1), then J = I
3 is the
stabilizer of η in NS
3k−1
(Pk−1)
3. By Clifford’s correspondence, let αˆ ∈ Irr(I |λ) be uniquely
determined by αˆ ↑
NS
3k−1
(Pk−1)= λ. Then ϕ = αˆ⊗3 ∈ Irr(J) lies over η and induces to λ⊗3, again
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by Clifford’s correspondence. Also, note that ϕ is an extension of η by Gallagher’s theorem
[8, Corollary 6.17], because α extends to I by Theorem 2.2, and NS
3k−1
(Pk−1)/Pk−1 is abelian
(see Lemma 3.3 of [18], for instance). Let L = M ∩ J , so ϕ ↓L∈ Irr(L | η). Now, by Clifford’s
correspondence, we have that ψ = (ϕ ↓L)
xM ∈ Irr3′(M).
It is not difficult to check, by using the uniqueness in Clifford’s correspondence, that the
definition of the character ψ in the previous paragraph depends only on λ, which is the same to
say that it is independent of the choice of α. Thus, we may write ψ = ψλ.
In order to finish the proof of this step, we need to show that P ′ ≤ ker(ψλ), for any λ ∈
Irr3′(NS
3k−1
(Pk−1)). First, note that ψλ is S3-invariant. In particular, since S3 has a cyclic
Sylow 3-subgroup we deduce that ψλ extends to MPk. Now, by elementary character theory P
′
is contained in the kernel of any extension of ψλ to MP , and this completes the proof of this
step. 
Step 2. The map defined in Step 1 is bijective.
Proof of Step 2. First we show that the map in Step 1 is surjective. Let ψ ∈ Irr3′(M) with
P ′ ≤ ker(ψ). It is clear from (3.1) that ψ is S3-invariant, and in particular it is fixed by the
Sylow 3-subgroup 〈z〉 of S3. Since ψ(1) is coprime to 3, an easy argument on character degrees
yields that ψ lies over a 3′-degree irreducible character of (Pk−1)
3 which is 〈z〉-invariant, that
is ψ lies over a character of the form η = α⊗3 ∈ Irr((Pk−1)
3), where α ∈ Irr(Pk−1) is linear.
Let I be the stabilizer of α in NS
3k−1
(Pk−1), and write J = I
3 and L = M ∩ J . By Clifford’s
correspondence, let γ ∈ Irr(L | η) such that γ ↑M= ψ. Since (Pk−1)
3 has index coprime to 3 in
J , by Gallagher’s theorem [8, Corollary 6.17] we have that γ = τ · δ, where τ ∈ Irr(L) is the
canonical extension of η (in the sense of Theorem 2.2) and δ ∈ Irr(L/K). Now let τˆ ∈ Irr(J) be
the canonical extension of η to J , so τˆ restricts to τ by the properties of the canonical extension.
Note that L is 〈z〉-invariant. Also, note that δ is 〈z〉-fixed. Since J/K is a abelian, it is clear that
δ extends to J , and since J/K is a 2-group (see Lemma 3.3 of [18]), we deduce by coprime action
that there exists a 〈z〉-invariant extension δˆ of δ to J . Then ϕ = τˆ · δˆ is a 〈z〉-invariant extension
of η to J . It is clear that ϕ = αˆ⊗3, for some extension αˆ of α to I. Let λ = αˆ ↑
NS
3k−1
(Pk−1),
which of course is an irreducible character of degree coprime to 3. By construction we have that
ψ = ψλ, so the map in the previous step is surjective, as wanted. Similar considerations lead to
the conclusion that the map in Step 1 is also injective, which completes the proof of this step.

Step 3. If λ⊗3 7→ ψλ under the map defined in Step 1, then there exists a natural bijection
fλ : Irr3′(NS
3k−1
(Pk−1) ≀S3 |λ
⊗3) −→ Irr3′(NH(P ) |ψλ)
which is compatible with character restriction.
Proof of Step 3. As before, write ψ = ψλ, and let ψˆ = ϕ ↑
JM . Recall that ψ = ψˆ ↓M , and that
since ϕ is invariant under S3, it follows that ψˆ is also S3-invariant. Now, by Proposition 2.3(1)
restriction defines a bijection from Irr(JM⋊S3 | ψˆ) into Irr(NH(P ) |ψ). Observe that ψˆ induces
irreducibly to λ⊗3 by Clifford’s correspondence, and thus by Proposition 2.3(2) induction defines
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a bijection from Irr(JM ⋊S3 | ψˆ) into Irr(NS
3k−1
(Pk−1) ≀S3 |λ
⊗3). By composing the inverse
of the latter bijection with the former one, and then restricting the resulting map to the set of
irreducible characters of degree coprime to 3, one obtains a correspondence
fλ : Irr3′(NS
3k−1
(Pk−1) ≀S3 |λ
⊗3) −→ Irr3′(NH(P ) |ψλ)
as desired.

Step 4. The union f of the maps fλ defined in Step 2, with λ running over Irr3′(NS
3k−1
(Pk−1)),
is a natural bijection
f : Irr3′(NS
3k−1
(Pk−1) ≀S3) −→ Irr3′(NH(P ))
which is compatible with character restriction.
Proof of Step 4. Let ξ ∈ Irr3′(NS
3k−1
(Pk−1) ≀S3). It is easy to see that ξ lies over a unique 3
′-
degree irreducible character of NS
3k−1
(Pk−1)
3, which necessarily is of the form λ⊗3 for a unique
λ ∈ Irr3′(NS
3k−1
(Pk−1)). Thus f(ξ) = fλ(ξ), and the union f of the maps defined in Step 1 is
well-defined.
Suppose now that µ ∈ Irr3′(NH(P )), so in particular we have that P
′ ≤ ker(µ). Then it follows
from (3.1) that µ lies over a uniquely determined character ψ ∈ Irr3′(M) with P
′ ≤ ker(ψ), which
necessarily is S3-invariant. Thus, by Step 3 in order to show that f is surjective, it is enough to
see that for any ψ ∈ Irr3′(M) with P
′ ≤ ker(ψ), there exists λ ∈ Irr3′(NS
3k−1
(Pk−1)) such that
ψ = ψλ. Of course, this is contained in Step 2.
Finally, it is easy to deduce from Step 2 that the map f is injective,

We have completed the proof of Proposition 3.6. 
Theorem 3.7. There exists a canonical bijection Φ3k between Irr3′(S3k) and Irr3′(NS3k (Pk)).
Moreover, Φ3k(χ) is an irreducible constituent of the restricted character χ ↓NS
3k
(Pk), for all
χ ∈ Irr3′(S3k ).
Proof. We work by induction on k ≥ 1. If k = 1 then the result is clear, since S3 has a normal
Sylow 3-subgroup, so assume that k ≥ 2.
Suppose that the result holds in S3k−1 , and let Pk ∈ Syl3(S3k). Let H = S3k−1 ≀S3 ≤ S3k
be determined by Pk as in the beginning of this section. By Theorem 3.5, we need to define a
canonical bijection
Irr3′(H) −→ Irr3′(NS
3k
(Pk))
which is compatible with character restriction. As before, write Pk ∩ (S3k−1)
3 = (Pk−1)
3. Then,
observe that by Proposition 3.6, it suffices to define a natural correspondence
Irr3′(H) −→ Irr3′(NS
3k−1
(Pk−1) ≀S3)
which respects restriction of characters.
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Let ψ = θ⊗3 ∈ Irr3′((S3k−1)
3), where θ ∈ Irr3′(S3k−1). By the inductive hypothesis, let
λ = Φ3k−1(θ), and write ν = λ
⊗3 ∈ Irr3′(NS
3k−1
(Pk−1)
3). In particular, note that ν is a
constituent of ψ ↓NS
3k−1
(Pk−1)3 . Let ψ˜ (respectively ν˜) be the extension of ψ (resp. ν) to the
wreath product H (resp. NS
3k−1
(Pk−1) ≀ S3) described in Lemma 2.1. Then it is easy to see
that ν˜ is a constituent of the restriction of ψ˜ to NS
3k−1
(Pk−1) ≀S3. Thus, the map ψ˜ · δ 7→ ν˜ · δ,
where δ ∈ Irr(S3), is a natural bijection
Irr3′(H |ψ) −→ Irr3′(NS
3k−1
(Pk−1) ≀S3 | ν)
which respects restriction of characters. Now, it is easy to see that the union of these maps, where
ψ runs in the set of S3-invariant characters in Irr3′((S3k−1)
3) and ν ∈ Irr3′(NS
3k−1
(Pk−1)
3) is
defined accordingly as above, is a canonical bijection as desired. 
4. A canonical McKay bijection for Sn
In order to deal with the general case in symmetric groups and construct a canonical bijection
between Irr3′(Sn) and Irr3′(NSn(Pn)), we need to analyse first the case where n = 2 · 3
k, for
some k ∈ N.
4.1. The case n = 2 · 3k. We start with some observations on the structure of the two sets
Irr3′(S2·3k) and Irr3′(NS2·3k (P2·3k)). We first introduce the following useful definition.
Definition 4.1. Let h1, h2 ∈ H(3
k) be two distinct hook partitions, h1 6= h2. We say that a
partition λ ∈ P(2 · 3k) is hook-generated by the pair {h1, h2} if λ has two removable 3
k-hooks
k1, k2 and we have that λ− ki = hi for i ∈ {1, 2}.
Remark 4.2. The concept introduced in 4.1 is well defined since for every pair {h1, h2} of
distinct 3k-hooks there exists a unique partition λ ∈ P(2 · 3k) such that λ is hook-generated
by {h1, h2}. This can be seen by looking at the 3-core towers of the partitions involved. From
repeated applications of [20, Theorem 3.3] we deduce that for any i ∈ {1, 2} there exists a unique
xi ∈ {1, . . . , 3
k} such that Tj(hi) = (∅, . . . ,∅) for all j < k and Tk(hi) = ((hi)k1 , . . . , (hi)
k
3k
),
where (hi)
k
xi = (1) and (hi)
k
s = ∅, for all s ∈ {1, . . . , 3
k} r {xi}. Since h1 6= h2 it follows that
x1 6= x2. If λ ∈ P(2 · 3
k) is hook generated by {h1, h2}, then it follows that Tj(λ) = (∅, . . . ,∅)
for all j < k and Tk(λ) = (λ
k
1 , . . . , λ
k
3k
), where λkxi = (1) for all i ∈ {1, 2} and λ
k
s = ∅, for all
s ∈ {1, . . . , 3k}r {x1, x2}. Since every partition is uniquely determined by its 3-core tower, we
have that λ is unique.
We denote by HG(2 · 3k) the subset of P(2 · 3k) consisting of all partitions that are hook-
generated by some pair of distinct 3k-hooks. Definition 4.1 and Remark 4.2 show that a partition
λ lies in HG(2 · 3k) if and only if its 3-core tower T (λ) has exactly two non-empty 3-cores lying
in the k-th layer. Both these 3-cores are equal to (1).
Let A = {χh | h ∈ H(2 · 3k)} and let B = {χλ | λ ∈ HG(2 · 3k)}. From Theorem 2.4 we have
that Irr3′(S2·3k) = A ∪B.
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Definition 4.3. Let n,m ∈ N. Given ω ∈ {(n), (1n)} and λ = (m− x, 1x) ∈ H(m) we let
λ • ω =

(m− x+ n, 1
x) if ω = (n) ,
(m− x, 1x+n) if ω = (1n) .
(4.1)
Moreover, we write ε(λ • ω) = δλλ′ + δ(1n)ω, where δxy = 1 if x = y and δxy = 0 if x 6= y.
It is easy to observe that A = {h • ω | h ∈ H(3k), ω ∈ {(3k), (13
k
)} }.
We next describe the set of 3′-degree irreducible characters of S3k ≀S2 ≤ S2·3k . As in Lemma
3.1, it is easy to see that all complements of the base group (S3k)
2 in the wreath product
S3k ≀S2 are conjugate. Thus, for each χ = χ
h ∈ Irr3′(S3k) with h ∈ H(3
k), Lemma 2.1 provides
a uniquley defined extension χ˜ of the character χ⊗2 ∈ Irr3′((S3k )
2) to S3k ≀S2. If µ ∈ P(2), we
denote
χ(h, µ) := χ˜ · χµ ∈ Irr(S3k ≀S2) ,
where of course χµ ∈ Irr(S2) is identified with its inflation to S3k ≀ S2. Now it is easy to see
that Irr3′(S3k ≀S2) = C ∪D, where
C = {χ(h, µ) | h ∈ H(3k) and µ ∈ P(2)}
and
D = {(χh1 ⊗ χh2) ↑
S
3k
≀S2
(S
3k
)2
| h1, h2 ∈ H(3
k) and h1 6= h2}.
We now let Ψ1 : A −→ C be the map defined by
Ψ1(χ
h•ω) =

χ(h, (2)) if ε(h • ω) is even,χ(h, (12)) if ε(h • ω) is odd.(4.2)
On the other hand we let Ψ2 : B −→ D be the map defined by
Ψ2(χ
λ) = (χh1 ⊗ χh2) ↑
S
3k
≀S2
(S
3k
)2
,
where {h1, h2} hook-generates λ.
Theorem 4.4. The map Ψ : Irr3′(S2·3k) −→ Irr3′(S3k ≀ S2), defined by Ψ(a) = Ψ1(a) for all
a ∈ A, and by Ψ(b) = Ψ2(b) for all b ∈ B, is a canonical bijection.
Proof. The map Ψ1 is clearly a bijection between A and C. The map Ψ2 is well defined, since
any partition λ ∈ HG(2 ·3k) is hook-generated by a unique pair of distinct 3k-hooks. This can be
proved with an argument similar to the one used in remark 4.2. The map is clearly surjective,
and it is injective by Remark 4.2. Since both Ψ1 and Ψ2 are choice-free bijections, we have that
so is Ψ.
Finally we observe that Ψ is equivariant with respect to group automorphisms. This is
straightforward for inner automorphisms of S2·3k , and then it can be checked explicitly for the
general case after computing Ψ for S6 (when k = 1), see Example 4.5 below. 
We remark that a similar map was constructed in a different context by Evseev in [4].
18 EUGENIO GIANNELLI, JOAN TENT, AND PHAM HUU TIEP
Example 4.5. Let n = 6. The partition labelling the irreducible 3′-characters of S6 are
H(6) ∪ {(3, 3); (3, 2, 1); (2, 2, 2)}. In the equations below we completely describe the bijection Ψ
obtained in Theorem 4.4 in the case of S6.
χ(6) 7→ χ((3), (2)) , χ(5,1) 7→ χ((2, 1), (12)), χ(4,1
2) 7→ χ((13), (2))
χ(3,1
3) 7→ χ((3), (12)) , χ(2,1
4) 7→ χ((2, 1), (2)), χ(1
6) 7→ χ((13), (1, 1))
χ(3,3) 7→ (χ(3) ⊗ χ(2,1)) ↑S3≀S2 , χ(3,2,1) 7→ (χ(3) ⊗ χ(1
3)) ↑S3≀S2 , χ(2,2,2) 7→ (χ(1
3) ⊗ χ(2,1)) ↑S3≀S2.
Let Pr denote a Sylow 3-subgroup of Sr. It is clear that P2·3k partitions the set {1, . . . , 2 · 3
k}
into two orbits of size 3k, and that P2·3k = (P3k)
2 ≤ (S3k)
2, where (S3k)
2 is the Young subgroup
of S2·3k associated to that set partition. Now, it is not difficult to see that
NS
2·3k
(P2·3k) = NS3k (P3k ) ≀S2 ,
and the complements of the base group in this wreath product are all conjugate. Write Nr :=
NSr(Pr) for r ∈ N, so N2·3k = N3k ≀S2 ≤ S3k ≀S2. If φ ∈ Irr(N3k), we denote by φ˜ ∈ Irr(N2·3k)
the extension of φ⊗2 ∈ Irr((N3k )
2) prescribed by Lemma 2.1. Then we have that Irr3′(N2·3k)
equals to
{φ˜ · χµ | φ ∈ Irr3′(N3k), µ ∈ P(2)} ∪ {(φ ⊗ ψ) ↑
N
2·3k
(N
3k
)2
| φ,ψ ∈ Irr3′(N3k), φ 6= ψ}.
Now, Theorem 3.7 together with the structure of Irr3′(S3k ≀S2) = C ∪D as discussed at the
beginning of Section 4.1, shows that the following holds.
Proposition 4.6. The map Θ : Irr3′(S3k ≀S2) −→ Irr3′(N2·3k), defined by
Θ
(
χ(λ, µ)
)
= φ˜λ · χ
µ
for all χ(λ, µ) ∈ C, where φλ = Φ3k(χ
λ) ∈ Irr3′(N3k); and by
Θ
(
(χλ ⊗ χν) ↑
S
3k
≀S2
(S
3k
)2
)
= (Φ3k(χ
λ)⊗ Φ3k(χ
ν)) ↑
N
2·3k
(N
3k
)2
for all (χλ ⊗ χν) ↑
S
3k
≀S2
(S
3k
)2
∈ D, is a canonical bijection. Moreover, Θ(χ) is an irreducible con-
stituent of χ ↓N
2·3k
, for all χ ∈ Irr3′(S3k ≀S2).
Theorem 4.7. The map Φ2·3k obtained as the composition of the maps Ψ and Θ is a canonical
bijection between Irr3′(S2·3k) and Irr3′(N2·3k).
In the last part of this section we focus on giving a more precise description of the canonical
bijection constructed in Theorem 3.5 for the prime p = 3.
Proposition 4.8. Let n = 2·3k, let h = (n−ℓ, 1ℓ) ∈ H(n) and let K = S3k ≀S2. The restriction
(χh) ↓K has a unique irreducible constituent φ
h lying in C.
More precisely if m ∈ N is such that ℓ = 2m+x for some x ∈ {0, 1}, then φh = χ(λ, µ) where
λ = (3k −m, 1m) and µ = (2) if m+ x is even, µ = (1, 1) if m+ x is odd.
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Proof. Let µ = (3k − y, 1y) ∈ H(3k) and let ν ∈ H(2 · 3k) be such that χν is an irreducible
constituent of (χµ ⊗ χµ) ↑
S
2·3k
(S
3k
)2
. An easy application of the Littlewood-Richardson rule shows
that 2y + 1 ≤ ℓ(ν) ≤ 2(y + 1). We deduce that
〈
χh ↓(S
3k
)2 , χ
µ ⊗ χµ
〉
=

1 if µ = λ ,0 if µ ∈ H(3k)r {λ} .(4.3)
This implies that there exists ν ∈ P(2) such that φh := χ(λ, ν) is the unique irreducible con-
stituent of (χh) ↓K lying in C. Equivalently, (χ
h) ↓K= φ
h + ∆, where ∆ is a sum (possibly
empty) of irreducible characters of K of the form (χτ ⊗ χσ) ↑K(S
3k
)2 , for some σ, τ ∈ H(3
k).
In particular ∆(γ) = 0, where γ ∈ K ≤ S2·3k is the element of cycle type (2
3k ) such that
K =
(
S3k ×S
γ
3k
)
⋊ 〈γ〉. Using the Murnaghan-Nakayama formula we deduce that
(
3k − 1
m
)
(−1)m+x = χh(γ) = φh(γ) = χλ(1)χν((12)) =
(
3k − 1
m
)
χν((12)).
We conclude that ν = (2) if m+x is even, ν = (1, 1) if m+x is odd. The proof is concluded. 
Lemma 4.9. Let k ∈ N≥2 and let m ∈ {0, 1, . . . , 3k−1 − 1}. Let λ = (3k − 3m, 13m) ∈ H(3k),
α = (2 · 3k−1 − 2m, 12m) ∈ H(2 · 3k−1) and µ = (3k−1 −m, 1m) ∈ H(3k−1). Then ψ = χα ⊗ χµ
is the unique irreducible character of S2·3k ×S3k such that〈
χλ ↓S
2·3k−1
×S
3k−1
, ψ
〉
6= 0 6=
〈
ψ ↓(S
3k−1
)3 , χ
µ ⊗ χµ ⊗ χµ
〉
.
Moreover,
〈
χλ ↓S
2·3k−1
×S
3k−1
, ψ
〉
= 1.
Proof. To ease the notation we let A = S2·3k−1 × S3k−1 and B = (S3k−1)
3. Let φ = χν ⊗ χµ
be an irreducible constituent of χλ ↓A and of (χ
µ ⊗ χµ ⊗ χµ) ↑A. We want to show that
ν = α. Since φ lies below χλ we deduce that ν ∈ H(2 · 3k). Moreover, by equation (4.3) in
the proof of Proposition 4.8 we obtain that ν ∈ {(2 · 3k−1 − (2m+ 1), 12m+1), α}. Suppose that
ν = (2 · 3k−1 − (2m+ 1), 12m+1) and let ρ ∈ H(3k) be such that χρ is an irreducible constituent
of φ ↑S3k . Then we would have that ℓ(ρ) ≥ 3m+ 2 > 3m+ 1 = ℓ(λ). This is a contraddiction.
Hence ν = α and φ = ψ.
The second statement follows easily because
〈
χλ ↓B , χ
µ ⊗ χµ ⊗ χµ
〉
= 1 by Lemma 3.2. 
As a corollary we obtain the desired description of the canonical bijection constructed in
Theorem 3.5 for the prime p = 3.
Corollary 4.10. Let k ∈ N>0 and let λ = (3k − (3m + x), 13m+x) ∈ H(3k) and µ = (3k−1 −
m, 1m) ∈ H(3k−1), for some x ∈ {0, 1, 2} and m ∈ {0, 1, . . . , 3k−1−1}. Write θ ∈ Irr(S3k−1 ≀S3)
for the extension of (χµ)⊗3 ∈ Irr((S3k−1)
3) described in Lemma 2.1. Then the unique irreducible
constituent of degree coprime to 3 of χλ ↓S
3k−1
≀S3 is
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χ∗ =


θ · (χ(1
3))m if x = 0 ,
θ · (χ(2,1)) if x = 1 ,
θ · (χ(1
3))m+1 if x = 2 .
Proof. If x = 1 the statement follows immediately from Theorem 3.5. Suppose that x = 0.
By Theorem 3.5 we know that χ∗ = θ · χν , for some ν ∈ {(3), (13)}. Adopting the notation
of Lemma 4.9, let α = (2 · 3k−1 − 2m, 12m) ∈ H(2 · 3k−1) and let ψ = χα ⊗ χµ ∈ Irr3′(A),
where A = S2·3k−1 × S3k−1 . From Proposition 4.8 we deduce that ∆ := (σ · (χ
(12))m) ⊗ χµ
is a constituent of ψK , where K :=
(
S3k−1 ≀ S2
)
× S3k−1 and σ is the canonical extension of
χµ ⊗ χµ to its stabilizer given by Lemma 2.1. Moreover, ∆ is the unique constituent of χλ ↓K
lying over θ, by Lemma 3.2. Therefore χ∗ ↓K= ∆ and hence χ
ν ↓S2= (χ
(12))m (as characters
of (S3k−1 ≀S3)/(S3k−1)
3 ∼= S3). This implies that χ
ν = (χ(1
3))m, as desired. By Theorem 3.5,
this also settles the case x = 2. 
4.2. Arbitrary n ∈ N. In this section we let n =
∑t
k=1 ak · 3
nk be the 3-adic expansion of
n, for some n1 > · · · > nt ∈ N0 and some ak ∈ {1, 2} for all k ∈ {1, 2, . . . , t}. We relax a
bit the notation by saying that a partition λ ∈ Irr3′(Sn) or equivalently that λ ⊢3′ n if the
corresponding irreducible character χλ ∈ Irr3′(Sn).
Proposition 4.11. Let λ be a partition of n. Then λ ∈ Irr3′(Sn) if and only if one of the
following conditions holds.
(i) λ has a unique removable (a1 · 3
n1)-hook h1, and λ(a1·3n1 ) ∈ Irr3′(Sn−a1·3n1 ).
(ii) a1 = 2, λ has two removable 3
n1-hooks h1, h2 and λ(3n1 ) ∈ Irr3′(Sn−2·3n1 ).
Proof. The statement follows directly from Theorem 2.4, applied to the case where p = 3. 
Remark 4.12. Let m ∈ N be such that m =
∑t
k=1 ak · 3
mk is the 3-adic expansion of m, for
some m1 > m2 · · · > mt ≥ 0. Let N ∈ N be such that N > m1 and let n = 3N +m.
Let γ ∈ P(m) and ℓ ∈ {0, 1, . . . , 3N − 1}. From [1, Theorem 1.1] we know that γ has exactly
one addable 3N -rim hook of leg length ℓ. Hence γ has exactly 3N addable 3N -hooks (one for
every possible leg-length). Let λ1, λ2, . . . , λ3N be the distinct partitions of n obtained by adding
a 3N -hook to γ.
For each i ∈ {1, . . . , 3N} the 3-core tower T (λi) has the following form. Tj(λi) = Tj(γ) for all
j < N and there exists a permutation σ ∈ S3N such that TN (λi) = ((λi)
N
1 , . . . , (λi)
N
3N
), where
(λi)
N
σ(i) = (1) and (λi)
N
s = ∅ for all s ∈ {1, . . . , 3
N}r {σ(i)}.
In particular, the position of the non-empty 3-core in the N -th layer TN (λ) of the 3-core tower
T (λ) uniquely determines the leg-length of the unique removable 3N -hook of λi.
Proposition 4.11 allows us to associate to each partition λ ∈ Irr3′(Sn) a sequence of partitions
λ∗ = (µ1, µ2, . . . , µt) ∈ Irr3′(Sa1·3n1 × · · · ×Sat·3nt ), in the following way.
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(i) If λ has a unique removable (a1 · 3
n1)-hook h1, then let µ1 = h1 and set λ2 = λ(a1·3n1 ) =
λ− h1.
(ii) If a1 = 2 and λ does not have a removable (a1 · 3
n1)-hook, then by Proposition 4.11 it
has two removable 3n1-hooks h1, h2. For each j ∈ {1, 2} let γj := λ − hj . Clearly γj has a
unique removable 3n1-hook kj . In this case let µ1 ∈ Irr3′(S2·3n1 ) be the unique partition hook-
generated by {k1, k2} and let λ2 = λ(3n1 ). Notice that this is well defined since k1 6= k2. This
can be observed by applying Remark 4.12 to the partition γ = λ(3n1 ).
Either ways we have µ1 ∈ Irr3′(Sa1·3n1 ) and λ2 ∈ Irr3′(Sn−a1·3n1 ), so we can reapply the
process to λ2 and obtain µ2 ∈ Irr3′(Sa2·3n2 ) and λ3 ∈ Irr3′(Sn−a1·3n1−a2·3n2 ). After t iterations
of this algorithm we obtain the desired sequence λ∗ = (µ1, µ2, . . . , µt).
Proposition 4.13. The map Γ : λ 7→ λ∗ = (µ1, µ2, . . . , µt) is a bijection between Irr3′(Sn) and
Irr3′(Sa1·3n1 × · · · ×Sat·3nt ). Moreover, if µj ∈ H(aj · 3
nj ) for all j ∈ {1, . . . t} then χλ
∗
is an
irreducible constituent of χλ ↓Sa1·3n1×···×Sat·3nt
.
Proof. The discussion before the statement of Proposition 4.13 shows that each λ ∈ Irr3′(Sn)
uniquely determines a sequence (µ1, µ2, . . . , µt) ∈ Irr3′(Sa1·3n1 × · · · × Sat·3nt ). We show now
that this map has an inverse. This is clearly enough to prove the proposition.
We proceed by induction on the length t of the 3-adic expansion of n. If t = 1 then the
statement holds trivially. Suppose that t ≥ 2. Let (µ1, µ2, . . . , µt) ∈ Irr3′(Sa1·3n1 ×· · ·×Sat·3nt )
and let γ ∈ Irr3′(Sn−a1·3n1 ) be the partition corresponding to the sequence (µ2, . . . , µt). The
partition γ exists and it is well defined by inductive hypothesis. Since µ1 ∈ Irr3′(Sa1·3n1 ) we
have that (µ1, γ) identifies a unique partition λ ∈ Irr3′(Sn) as follows (we need to distinguish
two cases, depending on the shape of µ1).
(i) Suppose that µ1 = (a1 ·3
n1 − ℓ, 1ℓ) ∈ H(a1 ·3
n1). By [1, Theorem 1.1], we know that γ has
a unique addable (a1 · 3
n1)-rim hook h1 of leg length ℓ. In this case λ is defined as the partition
obtained by adding h1 to γ. (More formally λ is the unique partition of n that has a removable
(a1 · 3
n1)-hook h1 of leg length ℓ, and such that λ− h1 = γ).
(ii) Suppose that a1 = 2 and µ1 ∈ Irr3′(Sa1·3n1 ) is not a hook partition. Then there exists
{k1, k2} ⊆ H(3
n1) , k1 6= k2 such that {k1, k2} hook-generates µ1. For j ∈ {1, 2} let ℓj be the
leg-length of kj. Moreover, denote by νj the (unique) partition of n − 3
n1 obtained by adding
(in the unique possible way) a 3n1-hook of leg length ℓj to γ. In particular, looking at the
3-core towers of ν1 and ν2 we have that there exist x1, x2 ∈ {1, 2, . . . , 3
n1} such that: Tn1(νj) =
((νj)
n1
1 , . . . , (νj)
n1
3n1 ), where (νj)
n1
xj = (1) and (νj)
n1
i = ∅ for all i ∈ {1, 2, . . . , 3
n1} r {xj}. From
Remark 4.12, we have that x1 6= x2.
We now define λ as the partition of n such that Tj(λ) = Tj(γ) for all j < n1 and Tn1(λ) =
(λn11 , . . . , λ
n1
3n1 ), where λ
n1
i = (1) for i ∈ {x1, x2} and λ
n1
i = ∅ for i ∈ {1, 2, . . . , 3
n1}r {x1, x2}.
In both cases we obtain a canonically defined partition λ ∈ P(n) such that χλ ∈ Irr3′(Sn)
and such that λ∗ = (µ1, µ2, . . . , µt).
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The second statement is proved by induction on t. If t = 1 the statement holds trivially.
Let t ≥ 2 and let h be the unique removable a13
n1-hook of λ. Then λ∗ = (h, µ2, . . . , µt),
(λ− h)∗ = (µ2, . . . , µt) and 〈
χµ2 ⊗ · · · ⊗ χµt ↑Sn−|h| , χλ−h
〉
6= 0,
by inductive hypothesis. Moreover, an easy application of the Littlewood-Richardson rule shows
that
〈
(χλ−h ⊗ χh) ↑Sn , χλ
〉
6= 0. This concludes the proof. 
Proposition 4.13 together with Theorems 3.7 and 4.7 implies Theorem A, which we reformulate
below:
Theorem 4.14. Let n =
∑t
k=1 ak · 3
nk be the 3-adic expansion of n. The map Φ defined as the
composition of the maps Γ and (Φa1·3n1 ×· · ·×Φat·3nt ) is a canonical bijection between Irr3′(Sn)
and Irr3′(NSn(Pn)). Moreover, if ak 6= 2 for all k ∈ {1, . . . , t} and χ ∈ Irr3′(Sn), then Φ(χ) is
an irreducible constituent of χ ↓NSn (Pn).
Of course, in the previous theorem we embed Sa1·3n1 × · · · × Sat·3nt naturally as a Young
subgroup of Sn. We also note that the characters in Irr3′(NSn(Pn)) are rational-valued, as it
can be checked by using Lemma 7.1 below, for instance.
5. Irreducible characters of 3′-degree of general linear and unitary groups
Using the McKay bijection previously described for symmetric groups, it is possible to con-
struct a similar canonical bijection for general linear and unitary groups in non-defining char-
acteristic. From now on let q be a power of a prime p 6= 3.
5.1. General linear groups. For any n ≥ 1, let G = GLn(q) be the finite general linear
group, with a natural module V = Fnq = 〈e1, . . . , en〉Fq . As in [14], it is convenient for us
to use the Dipper-James classification of complex irreducible characters of G, as described in
[12]. Namely, every χ ∈ Irr(G) can be written uniquely, up to a permutation of the pairs
{(s1, λ1), . . . , (sm, λm)}, in the form
(5.1) χ = S(s1, λ1) ◦ S(s2, λ2) ◦ . . . ◦ S(sm, λm).
Here, si ∈ F
×
q has degree di over Fq, λi ⊢ ki,
∑m
i=1 kidi = n, and the m elements si have
pairwise distinct minimal polynomials over Fq. In particular, S(si, λi) is a primary irreducible
character of GLkidi(q). The subset Irr3′(G) is conveniently described by Lemmas (5.3) and
(5.4) of [19]. In what follows, we will fix a basis of V and use this basis to define the field
automorphism Fp : (xij) 7→ (x
p
ij) and the transpose-inverse automorphism τ : X 7→
tX−1; also
set D+ := 〈Fp, τ〉. Note that Aut(G) = Inn(G)⋊D+. Then, in this and the subsequent sections,
our canonical bijections will be shown to be equivariant under D+ and also Γ := Gal (Q¯/Q).
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5.2. General unitary groups. Let G− := GUn(q) = GU(V ), the group of unitary transfor-
mations of the Hermitian space V = Fnq2 . The Ennola duality establishes a procedure to obtain
Irr(G−) from Irr(G+) by a formal change q to −q, where G+ := GLn(q). We will exhibit it more
explicitly for our purposes of studying Irr3′(G
−).
As in the case of G+, we can identify G− with its dual group (in the sense of the Deligne-
Lusztig theory [2], [3]). It is easy to see that any semisimple element s− ∈ G
− has centralizer
of the form
CG−(s−) ∼= GUk1(q
d1)× . . . ×GUka(q
da)×GLka+1(q
da+1)× . . . ×GLkr(q
dr ),
where
∑r
i=1 kidi = n, all d1, . . . , da are odd, and all da+1, . . . , dr are even. In what follows, we
use the convention
GLk(−q
d) := GUk(q
d)
for any positive integers k, d. Then we can write
CG−(s−) ∼= GLk1((−q)
d1)× . . .×GLka((−q)
da)×GLka+1((−q)
da+1)× . . . ×GLkr((−q)
dr );
which can then be obtained, replacing q to −q, from
CG+(s+) ∼= GLk1(q
d1)× . . .×GLkr(q
dr)
for some semisimple element s+ ∈ G
+. Each unipotent character of GLki((−q)
di) is labeled by
a partition λi ⊢ ki; let ψ
−(λi) denote such character and set
ψ− = ψ−(λ1)⊗ ψ
−(λ2)⊗ . . .⊗ ψ
−(λr).
Note, see [2, Chapter 13], that if ψ+(λi) is the unipotent character of GLki(q
di) labeled by the
same λi, then degψ
+(λi) is a product of some powers of q and some cyclotomic polynomials in
q; furthermore, if we make the formal change q to −q, then we obtain degψ−(λi) (up to sign):
degψ−(λi) = ± degψ
+(λi)|q→−q.
As explained on [5, p. 116], for each χ− ∈ Irr(G−), we can find a unique G−-conjugacy class of
semisimple elements s− ∈ Irr(G
−), a linear character sˆ− of L− := CG−(s−) and ψ
− as above so
that χ− = ±RG
−
L−
(sˆ−ψ
−), where RG
−
L− is the Lusztig induction. Similarly, we can find a linear
character sˆ+ of L+ := CG+(s+) and form χ
+ = RG
+
L+
(sˆ+ψ
+) ∈ Irr(G+), with
ψ+ = ψ+(λ1)⊗ ψ
+(λ2)⊗ . . .⊗ ψ
+(λr).
Note that
χ+ = S(s′1, λ1) ◦ S(s
′
2, λ2) ◦ . . . ◦ S(s
′
r, λr)
for suitable s′i ∈ F¯
×
q of degree di in (5.1). Adopting this notation, we will also write χ
− in the
form
(5.2) χ− = S(s1, λ1) ◦ S(s2, λ2) ◦ . . . ◦ S(sr, λr),
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with the following modification: either dj ≥ 3 and sj ∈ F¯×q r Fq2 , or dj = 1 and s
q+1
j = 1, or
dj = 2, and sj ∈ F×q2 but s
q+1
j 6= 1 (note that each sj is an eigenvalue of s− on V corresponding
to the factor GLkj((−q)
dj ) of CG−(s−)). In the two latter cases, we define
deg−(sj) := dj .
According to [5, (1.3)],
χ+(1) = [G+ : L+]p′ · ψ
+(1), χ−(1) = [G− : L−]p′ · ψ
−(1).
Furthermore, |G−|p′ , respectively |L−|p′ , can be obtained from |G
+|p′ , respectively from |L+|p′ ,
by replacing q with −q (and possibly multiplying by −1 to get a positive number!) It follows
that χ−(1) is obtained from χ+(1) by the formal change q → −q. More precisely, there is a
monic polynomial f =
∑D
i=0 cit
i ∈ Z[t] in the variable t (which is a product of a power of t and
some cyclotomic polynomials in t, independent from q), such that
χ+(1) = f(q), χ−(1) = ±f(−q).
Now we choose e− ∈ {1, 2} such that the order of (−q) modulo 3 is e−, and choose e+ ∈ {1, 2}
to be the order of q modulo 3. First consider the case e− = 1, i.e. 3|(q+1). Then 3 ∤ χ−(1) with
e− = 1 if and only if 3 ∤ f(−q) =
∑
i ci(−q)
i ≡
∑
i ci(mod 3), i.e. precisely when 3 ∤ χ
+(1) =
f(q) with e+ = 1. Next, we consider the case e− = 2, i.e. 3|(q − 1). Then 3 ∤ χ−(1) with e− = 2
if and only if 3 ∤ f(−q) =
∑
i ci(−q)
i ≡
∑
i(−1)
ici(mod 3), i.e. precisely when 3 ∤ χ+(1) = f(q)
with e+ = 2. In each of these cases, we can then apply Lemmas (5.3) and (5.4) of [19] to χ+ to
get the conditions on dj = deg(s
′
j) = deg
−(sj) and λj . Hence we have obtained (where again
µ(e) and µ
(e) denote the e-core and the e-power of a partition µ):
Theorem 5.1. Write n = c + me− with 0 ≤ c < e−, where e− ∈ {1, 2} is the order of (−q)
modulo 3. Then the character χ− in (5.2) has degree coprime to 3 if and only if all the following
conditions hold:
(i) If nj := kjdj = cj +mje
− with 0 ≤ cj < e
− and 1 ≤ j ≤ r, then
∑r
j=1 cj = c,
∑r
j=1mj =
m, and 3 ∤ (m!/
∏r
j=1mj!).
(ii) sj ∈ F×q2 , and dj = deg
−(sj) divides e
−, for 1 ≤ j ≤ r.
(iii) Set e′j := e
−/dj for 1 ≤ j ≤ r. Then dj |(λj)(e′j)| = cj , (λj)
(e′j) = (λj,0, . . . , λj,e′j−1), with
λj,i ⊢3′ mj,i for 0 ≤ i ≤ e
′
j − 1. Next,
∑e′j−1
i=0 mj,i = mj and 3 ∤ (mj !/
∏e′j−1
i=0 mj,i!).
Again, in what follows we will fix a basis of V and use this basis to define the field automor-
phism Fp : (xij) 7→ (x
p
ij); also set D
− := 〈Fp〉. Note that Aut(G) = Inn(G)⋊D−. Then, in this
and the subsequent sections, our canonical bijections will be shown to be equivariant under D−
and also Γ = Gal(Q¯/Q).
Remark 5.2. In both of the cases ε = ±, the action of Dε and Γ on the labels of Irr(Gεn) is
explained in the proof of [7, Theorem 5.3]. In particular, S(s, λ)σ = S(sσ, λ) and S(s, λ)Fp =
S(sp, λ), for σ ∈ Γ and Fp ∈ D
ε. Moreover S(s, λ)τ = S(s−1, λ) for τ ∈ D+. (The action of Γ
on F
×
q is defined at the beginning of Section 5 in [7].)
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6. Linear and Unitary Groups: A Global Bijection
Let q be a power of a prime p 6= 3 and let Gεn be GLn(q) for ε = + and GUn(q) for ε = −.
When necessary, we will write Gεn(q) instead of the shorter notation G
ε
n. We will also interpret
the expressions like q − ε as q − ε1.
Let Rε be a Sylow 3-subgroup of Gεn. In order to explicitly describe a canonical bijection
between Irr3′(G
ε
n) and Irr3′(NGεn(R
ε)), we will adopt a strategy that is similar to the one used
in the previous sections, in the case of symmetric groups. Namely, we will identify a convenient
subgroup Hε such that NGεn(R
ε) ≤ Hε ≤ Gεn and we will first construct canonical bijection
between Irr3′(G
ε
n) and Irr3′(H
ε), and a second one between Irr3′(H
ε) and Irr3′(NGεn(R
ε)). Let
V + = Fnq = 〈e1, . . . , en〉 denote the natural module for G
+, and V − = Fnq2 , endowed with an
orthonormal basis e1, . . . , en, be the natural module for G
−.
6.1. The case 3 | (q−ε). Suppose 3 divides q−ε. Let n ∈ N and let Λ3′(n) be the set consisting
of all (n1, n2, . . . , nr) ⊢ n such that
3 ∤
n!∏r
j=1(nj!)
.
From [19, Section 5] and the discussions in Section 5 we deduce that χ ∈ Irr(Gεn) has degree
coprime to 3 if and only if there exists a partition (n1, n2, . . . , nr) ∈ Λ3′(n) and pairwise distinct
elements s1, . . . , sr ∈ F
×
q with s
q−ε
j = 1 for all j, such that
χ = S(s1, λ1) ◦ S(s2, λ2) ◦ . . . ◦ S(sm, λm),
where χλj ∈ Irr3′(Snj ), for all j ∈ {1, . . . , r}.
Then we define the subgroup Hε to be GL1(q) ≀Sn when ε = +, and GU1(q) ≀Sn when ε = −,
where in both cases Sn denotes the subgroup of permutation matrices in G
ε
n with respect
to our fixed basis e1, . . . , en of V
ε. Note that Hε is invariant under the field automorphism
Fp : (xij) 7→ (x
p
ij) (defined in the given basis of V
ε), and also under the transpose-inverse
automorphism τ : X 7→ tX−1 when ε = +. Furthermore, both Γ and Dε act trivially on Sn.
The indicated automorphisms τ (for ε = +) and Fp, together with the inner automorphisms,
generate the full group Aut(Gεn). Note that H
ε = Gε1 ≀Sn. An easy application of the theory
recalled in Section 2.1 shows that ψ ∈ Irr(Hε) has degree coprime to 3 if and only if there exists
a partition ρ := (n1, n2, . . . , nr) ∈ Λ3′(n) and pairwise distinct elements s1, . . . , sr ∈ F
×
q such
that sq−εj = 1 for all j, such that
ψ =
( ˜(S(s1, (1))⊗n1 · χλ1)⊗ ˜(S(s2, (1))⊗n2 · χλ2)⊗ · · · ⊗ ˜(S(sr, (1))⊗nr · χλr))xHεIρ ,
where λj ⊢3′ nj , for all j ∈ {1, . . . , r}. Here we denoted by Iρ the subgroup of H
ε defined by
Iρ = G
ε
1 ≀ (Sn1 × · · · ×Snr) = (G
ε
1 ≀Sn1) × · · · × (G
ε
1 ≀Snr) ≤ H
ε. Moreover, for all 1 ≤ i ≤ r
the character ˜S(si, (1))
⊗ni
∈ Irr(Gε1 ≀ Sni) denotes the extension of S(si, (1))
⊗ni ∈ Irr((Gε1)
ni),
prescribed by Lemma 2.1.
The above discussion shows that the following statement holds.
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Proposition 6.1. Let χ = S(s1, λ1) ◦ S(s2, λ2) ◦ . . . ◦ S(sr, λr) ∈ Irr3′(G
ε
n). Denote by χ
⋆ the
element of Irr3′(H
ε) defined by
χ⋆ =
( ˜(S(s1, (1))⊗n1 · χλ1)⊗ ˜(S(s2, (1))⊗n2 · χλ2)⊗ · · · ⊗ ˜(S(sr, (1))⊗nr · χλr))xHεIρ ,
where ρ = (|λ1|, . . . , |λr|). The map χ 7→ χ
⋆ is a canonical bijection between Irr3′(G
ε
n) and
Irr3′(H
ε). Moreover, the bijection is both Γ-equivariant and Dε-equivariant.
Proof. The discussion in Section 6.1 easily implies that the map χ 7→ χ⋆ is a bijection. Moreover,
using Lemma 2.1 together with Remark 5.2 it is routine to check that the bijection is both Γ-
equivariant and Dε-equivariant. 
6.2. The case 3|(q+ε). Let n = 2m (we will treat the case n = 2m+1 separately, see Theorem
6.4). We will explicitly construct a subgroup Hε = Hεm
∼= (GL1(q
2)⋊εC2) ≀Sm that is invariant
under the field automorphism Fp, and also under the transpose-inverse automorphism τ if ε = +.
We start by giving the construction in the case m = 1. We let V1 be the natural module for G
ε
1.
First let ε = −. Then we fix a basis (e, f) of V1 such that the Hermitian form takes values
e◦e = f ◦f = 0 and e◦f = 1. Then we take GL1(q
2) to be the subgroup {diag(a, a−q) | a ∈ F×
q2
},
and the involution z to be swapping e and f . Now if Fp is defined in this basis (e, f) then
Hε1 = 〈GL1(q
2), z〉 is Fp-invariant.
Next suppose ε = +. Note that 3|(q + 1), and so q = pf for some odd f and 3|(p + 1).
Furthermore, we can find β ∈ Fp2rFq of order (p+1) · gcd(2, p− 1), so that β
p+1 = −1 = βq+1.
Now we view Fq2 as a vector space over Fq with basis (1, β) and let Mx denote the matrix of the
multiplication Mx(v) = xv by x ∈ F
×
q2
, relative to this basis. Note that γ := β + βp ∈ Fp, and
Ma+bβ =
(
a b
b a+ γb
)
for a, b ∈ Fq. It follows that Fp(Ma+bβ) = Map+bpβ and τ(Mx) = Mx−1 .
Then we take z to be (the action of) Fp, which, by the above discussion, is represented by
Mz :=
(
1 γ
0 −1
)
. In particular, Mz is Fp-fixed and τ(Mz) =M1+γβMz. Hence, H
ε
1 = 〈Mx,Mz |
x ∈ F×
q2
〉 is 〈Fp, τ〉-invariant.
In the general case for any m, it suffices to take V to be the sum of m isomorphic copies of
V1 (with our fixed basis), and set H
ε
m = H
ε
1 ≀Sm
∼= (GL1(q
2)⋊εC2) ≀Sm, where Sm denotes the
subgroup of permutation matrices in Gε2m acting on the diagonal (2× 2)-blocks of the matrices
in (Hε1)
2m. Note that the action of C2 = 〈z〉 on GL1(q
2) is given by exponentiation to the
(εq)th power. In particular, the subgroup of the fixed points under this action coincides with
Gε1 ≤ GL1(q
2).
An irreducible character χ of Hε has degree coprime to 3 if and only if there exists a partition
ρ = (m1, . . . ,mr) ∈ Λ3′(m) such that
χ = θ1 ⊗ θ2 ⊗ · · · ⊗ θr
xHε
Iρ
,
where Iρ = (GL1(q
2)⋊ε C2) ≀Sρ = [(GL1(q2)⋊ε C2) ≀Sm1 ]× · · · × [(GL1(q
2)⋊ε C2) ≀Smr ], and
θj := (ψ˜
⊗mj
j ) ·χ
λj . Here ψ1, . . . , ψr are pairwise distinct irreducible characters of GL1(q
2)⋊εC2,
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⊗mj
j denotes the extension of ψ
⊗mj
j to (GL1(q
2)⋊ε C2) ≀Smj given in Lemma 2.1, and λj is a
partition of mj such that χ
λj ∈ Irr3′(Smj ), for all j ∈ {1, . . . , r}. Moreover, we denoted by Sρ
the Young subgroup of Sm corresponding to ρ ∈ P(m).
From now on we denote the group GL1(q
2) ⋊ε C2 by Kε. For each g ∈ Gε1, note that
S(g, (1)) ∈ Irr(GL1(q
2)) is invariant in Kε. Since GL1(q
2) is cyclic, it is not difficult to see that
each such S(g, (1)) has a unique extension ˜S(g, (1)) to Kε such that it restricts trivially to C2.
Thus, observe that if ψ ∈ Irr(Kε) then ψ is of one of the following forms:
ψ =


˜S(g, (1)) · χν for some ν ∈ P(2), if g ∈ Gε1 ,
S(g, (1))
xK
GL1(q2)
if g ∈ F×
q2
rGε1 .
Construction of the bijection. Let χ = θ1 ⊗ θ2 ⊗ · · · ⊗ θr
xHε
Iρ
∈ Irr3′(H
ε) be as above. Let
Ω2 be the subset of F×q2 defined by
Ω2 = {g ∈ F×q2 rG
ε
1 | ψj = S(g, (1))
xKε
GL1(q2)
, ∃ j ∈ {1, . . . , r}}.
Similarly we let Ω1 = Ω
(2)
1 ∪ Ω
(1,1)
1 , where for all ν ∈ P(2) we define Ω
ν
1 as
Ων1 = {g ∈ G
ε
1 | ψj =
˜S(g, (1)) · χν , ∃ j ∈ {1, . . . , r}}.
Of course, here we are using the same notation as above for the extension ˜S(g, (1)), for g ∈ Gε1.
Observe that the definition of all the sets above depends on ε and on the irreducible character
χ. These dependences are omitted in our notation. Moreover, the set Ω2 is regarded as a set
of representatives for the equivalence classes [g] = {g, gεq}. It is also important to observe that
the sets Ω
(2)
1 and Ω
(1,1)
1 are not necessarily disjoint.
For g ∈ Ω2 let M2(g) = {j ∈ {1, . . . , r} | ψj = S(g, (1))
xKε
GL1(q2)
}. Similarly for ν ∈ P(2) and
g ∈ Ων1 define M
ν
1 (g) = {j ∈ {1, . . . , r} | ψj =
˜S(g, (1)) · χν}. Let M1(g) = M
(2)
1 (g) ∪M
(1,1)
1 (g).
Since ψ1, . . . , ψr are pairwise distinct, we deduce that |M2(g)| = 1 for all g ∈ Ω2. Hence, we
can relabel some of our variables in the following way. For g ∈ Ω2, if M2(g) = {j} then denote
mj by mg and λj by λg. Clearly we now have that λg ⊢ mg. Similarly, for g ∈ Ω1, we observe
that 1 ≤ |M1(g)| ≤ 2 and |M1(g)| = 2 if and only if g ∈ Ω
(2)
1 ∩ Ω
(1,1)
1 . Hence we can proceed as
follows.
If g ∈ Ω1 r (Ω
(2)
1 ∩ Ω
(1,1)
1 ), then M1(g) = {j} = M
ν
1 for some j ∈ {1, . . . , r} and for a unique
ν ∈ P(2). In this case we denote mj by m
ν
g and λj by λ
ν
g . Moreover we let m
ν′
g = 0 and λ
ν′
g = ∅.
(Recall that ν ′ denotes the conjugate partition of ν).
On the other hand, if g ∈ Ω
(2)
1 ∩ Ω
(1,1)
1 then there exist distinct i, j ∈ {1, . . . , r} such that
M
(2)
1 (g) = {i} and M
(1,1)
1 (g) = {j}. In this case we denote mi by m
(2)
g , λi by λ
(2)
g , mj by m
(1,1)
g
and λj by λ
(1,1)
g . Moreover we let mg = m
(2)
g +m
(1,1)
g .
Remark 6.2. The relabelling of the integers m1, . . . ,mr and of the partitions λ1, . . . , λr de-
scribed above is well defined because the sets
M2(g),M
(2)
1 (g),M
(1,1)
1 (g) for all g ∈ Ω1 ∪ Ω2,
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are pairwise disjoint. Moreover, the relabelling is natural and choice-free since each of those sets
has size at most 1 (so no choice is made).
With this in mind, we let χ⋆ be the irreducible character of Gεn defined as the following circle
product of primary irreducible characters.
χ⋆ =
◦∏
g∈Ω2
S(g, λg) ◦
◦∏
h∈Ω1
S(h, ζ(h)),
where ζ(h) is the unique partition of 2mh with 2-core equal to ∅ and 2-quotient equal to
(λ
(2)
h , λ
(1,1)
h ).
Theorem 6.3. The map χ 7→ χ⋆ is a canonical bijection between Irr3′(H
ε) and Irr3′(G
ε
n).
Moreover, the bijection is both Γ-equivariant and Dε-equivariant.
Proof. We keep the notation introduced in Section 6.2. Let Ω = Ω1 ∪ Ω2. Let k = |Ω|. Then
χ⋆ = S1◦· · ·◦Sk, where for all ℓ ∈ {1, . . . , k} we have that Sℓ is a primary irreducible 3
′-character
of Gε2mg , for some g ∈ Ω. This follows by observing that for g ∈ Ω2 we have that 3 ∤ χ
λg (1).
On the other hand, for h ∈ Ω1 we have that ζ(h) has 2-core equal to ∅ and 2-quotient equal to
(λ1, λ2), where
3 ∤ χλj(1) and 3 ∤
mh!∏
j∈{1,2} |λj |!
.
Hence in both cases Sℓ satisfies condition (2) of [19, Lemma 5.4] (for ε = +1) or the hypothesis
of Theorem 5.1 (for ε = −1).
It is easy to see that the partition underlying the sequence (mg)g∈Ω lies in Λ3′(m). For
example notice that
Sm1 × · · · ×Smr ≤ ×
g∈Ω
Smg ≤ Sm.
Hence for ε = +1 and for ε = −1, we have that χ⋆ ∈ Irr3′(G
ε
n), respectively by [19, Lemma 5.3]
and by Theorem 5.1.
The map is a bijection since every step in its definition is choice-free, unique and reversible.
It is therefore easy to construct its inverse. Equivariance with respect to the actions of Γ and
Dε follows again from Lemma 2.1 together with Remark 5.2 (recall that both Γ and Dε fix every
permutation matrix). 
The passage from 2m to 2m+ 1 is given in the following statement.
Theorem 6.4. Let m ≥ 1 be an integer, ε = ±, and let q ≡ −ε(mod 3) be a prime power.
(i) If we embed Gε1(q) × G
ε
2m(q) as a standard subgroup of G
ε
2m+1(q) and choose a Sylow 3-
subgroup P of the direct factor Gε2m(q), then P ∈ Syl3(G
ε
2m+1(q)) and
NGε2m+1(q)(P ) = G
ε
1(q)×NGε2m(q)(P ).
(ii) There is a canonical bijection between Irr3′(G
ε
2m+1(q)) and Irr(G
ε
1(q))× Irr3′(G
ε
2m(q)).
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Proof. (a) To prove (i), it suffices to note that 3 ∤ [Gε2m+1(q) : G
ε
2m(q)], and that all composition
factors of P on the natural module U = F2m of Gε2m(q) = G
ε(U) are of even dimension, where
F = Fq if ε = + and F = Fq2 if ε = −. Hence P ∈ Syl3(G
ε(V )) for V := L⊕U with L := F, and
NGε(V )(P ) preserves this decomposition of V .
(b) Express any χ ∈ Irr3′(G
ε
2m+1(q)) in the form (5.1) or (5.2), and apply [19, Lemma (5.3)] in
the case ε = +. In the case ε = −, apply Theorem 5.1. Then there is a unique i such that kidi is
odd. Relabeling the kjdj if necessary, we may assume that 2 ∤ k1d1. Next, applying [19, Lemma
(5.4)] and Theorem 5.1 to S(s1, µ) ∈ Irr3′(G
ε
k1d1
(q)) with µ := λ1, we see that d1 = 1, s
q−ε
1 = 1,
µ(2) = (1), µ
(2) = (µ0, µ1), µi is a 3
′-partition of mi for i = 0, 1, m0+m1 = (k1d1− 1)/2, and 3 ∤((k1d1−1)/2
m1
)
. Now by [21, 5.16] there is a unique ν ⊢ (k1d1−1) such that ν(2) = ∅ and ν(2) = µ(2).
Applying [19, Lemma (5.4)] and Theorem 5.1 again, we see that S(s1, ν) ∈ Irr3′(G
ε
k1d1−1
(q)). It
follows by the parametrization of Irr(GL2m(q)) given in (5.1) and of Irr(GU2m(q)) given in (5.2)
that
(6.1) χ∗ := S(s1, ν) ◦ S(s2, λ2) ◦ . . . ◦ S(sm, λm) ∈ Irr3′(G
ε
2m(q)),
where the fact that 3 ∤ χ∗(1) follows from [19, Lemma (5.3)] and Theorem 5.1. Note that the
term S(s1, ν) in (6.1) disappears if and only if k1d1 = 1.
Now we can define the following canonical map
Θ : Irr3′(G
ε
2m+1(q))→ Irr(G
ε
1(q))× Irr3′(G
ε
2m(q)), χ 7→ (S(s1, (1)), χ
∗).
(c) Conversely, consider any pair (S(t, (1)), χ∗) ∈ Irr(Gε1(q)) × Irr3′(G
ε
2m(q)) with χ
∗ written
in the form (6.1); in particular, tq−ε = 1. If t is different from all si in (6.1), then we define
α := S(t, (1)) ◦ S(s1, ν) ◦ S(s2, λ2) ◦ . . . ◦ S(sm, λm) ∈ Irr(G
ε
2m+1(q)).
Note that α(1) = (q2m+1 − ε)χ∗(1) is coprime to 3, and Θ(α) = (S(t, (1)), χ∗).
In the remaining case, there is precisely one si in (6.1) that is equal to t; without loss we may
assume that s1 = t. By [19, Lemma (5.3)] and Theorem 5.1 applied to χ
∗, m′ := deg(s1)|ν| is
even, and 3 ∤ degS(s1, ν). By [19, Lemma (5.4)] and Theorem 5.1 applied to S(s1, ν), ν(2) = ∅,
ν(2) = (ν0, ν1), νi is a 3
′-partition of m′i for i = 0, 1, m
′
0 +m
′
1 = m
′/2, and 3 ∤
(m′/2
m′1
)
. Again by
[21, 5.16], there is a unique γ ⊢ (m′ + 1) such that γ(2) = (1) and γ
(2) = ν(2). Now
β := S(s1, γ) ◦ S(s2, λ2) ◦ . . . ◦ S(sm, λm) ∈ Irr(G
ε
2m+1(q)).
Using [19, Lemma (5.4)] and Theorem 5.1 we see that 3 ∤ degS(s1, γ). Then applying [19,
Lemma (5.3)] and Theorem 5.1 to both χ∗ and β, we can conclude that 3 ∤ β(1), and that
Θ(β) = (S(t, (1)), χ∗).
Thus Θ is surjective. On the other hand, since the McKay conjecture holds for Gεk(q) for
any k (see [5]), (i) implies that two sets Irr(Gε1(q))× Irr3′(G
ε
2m(q)) and Irr3′(G
ε
2m+1(q)) have the
same cardinality. Consequently, Θ is a bijection, and we have proved (ii). 
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7. Linear and Unitary Groups: A Local Bijection
As usual, we say that a partition λ ⊢ m is a 3′-partition of m (and write λ ⊢3′ m) if and only
if 3 ∤ χλ(1).
We will make use of the following hypothesis, which is fulfilled by the results of §§3, 4:
(*) For every m =
∑t
i=0mi with mi = ai3
i, 0 ≤ ai ≤ 2, we have constructed a canonical
bijection
Φm : Irr3′(Sm)→ Irr3′(NSm(Rm)), χ
λ 7→ λ♯,
which is compatible with breaking m into its 3-adic pieces mi in the sense of Theorem 4.14,
when we choose Rm ∈ Syl3(Sm) to be Rm = Rm1 × . . . × Rmt with Rmi ∈ Syl3(Smi) and
Sm1 × . . .×Smt is naturally embedded in Sm as a Young subgroup.
If R ≤ Sm, then let i
R denote the R-orbit of 1 ≤ i ≤ m. The proof of the following statement
is straightforward and will be omitted:
Lemma 7.1. Let p be a prime, and let K be a finite group with Q ∈ Sylp(K). Let H := K ≀Sm,
and R ∈ Sylp(Sm) so that P := Q ≀Sm ∈ Sylp(H). Then
NH(P ) = {(x1, . . . , xm; z) | xi ∈ NK(Q), z ∈ NSm(R), x
−1
i xj ∈ Q if i
R = jR}.
Theorem 7.2. Let K be a finite group with a normal, abelian Q ∈ Syl3(K). Fix any m =∑t
j=0mj ≥ 1 with mj = aj3
j , 0 ≤ aj ≤ 2, and R ∈ Syl3(Sm). Let H = K ≀ Sm and let
P = Q ≀R ∈ Syl3(H). Then there is a canonical bijection
Θ : Irr3′(H)→ Irr3′(NH(P )).
In particular, Θ is Gal (Q¯/Q)-equivariant. Moreover, if a finite group A acts on K and we
extend its action to H by letting A act trivially on Sm, then Θ is A-equivariant.
Proof. (a) First we fix a total order on Irr3′(K). For any σ ∈ Irr3′(K), the character σ
⊗m ∈
Irr(Km) has a canonical extension σ˜ to H defined by Lemma 2.1. Next, any 3′-partition λ ⊢ m
yields a canonical character σ˜ · χλ of 3′-degree of Km ≀Sm, where χ
λ ∈ Irr(Sm) corresponds to
λ.
Now it is easy to see that every χ ∈ Irr3′(H) is uniquely labeled by
(7.1) χ = χ(ρ, σ, λ),
where ρ = (k1 ≥ k2 ≥ . . . ≥ kr ≥ 1) ⊢ m, σ = (σ1, . . . , σr), σi ∈ Irr3′(K) are pairwise distinct,
λ = (λ1, . . . , λr), λi is a 3
′-partition of ki, 3 ∤ (m!/
∏r
i=1 ki!), and if ki = ki′ for i < i
′ then
σi > σi′ . Indeed, given such a (ρ, σ, λ), we can consider the character
φ := σ⊗k11 ⊗ σ
⊗k2
2 ⊗ . . .⊗ σ
⊗kr
r
of Km, which has the inertia subgroup Km ⋊ Y in H, where
Y = Sk1 ×Sk2 × . . .×Skr .
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By Lemma 2.1, σ⊗kii has a canonical (equivariant under A and Γ) extension σ˜i to K
ki ≀Ski , and
then we get the irreducible character
φ˜ := (σ˜1 · χ
λi)⊗ . . .⊗ (σ˜r · χ
λr)
of Km ⋊ Y . Inducing φ˜ to H, we obtain χ.
The condition 3 ∤ (m!/
∏r
i=1 ki!) is equivalent to
(7.2) ki =
t∑
j=0
bi,j3
j , 1 ≤ i ≤ r,
r∑
i=1
bi,j = aj , 0 ≤ j ≤ t.
We can further refine the ith component λi of the parameter λ of χ as follows. Recall λi ⊢3′ ki =∑t
j=0 ki,j , where ki,j := bi,j3
j . Choosing Rki,j = R
bi,j
3j
, we have Rki = Rki,0 ×Rki,1 × . . .×Rki,t ∈
Syl3(Ski), and
NSki (Rki) = NSki,0 (Rki,0)×NSki,1 (Rki,1)× . . .×NSki,0 (Rki,0).
Hence, by (*) (which follows from Theorem 4.14), we can find a unique λi,j ⊢3′ ki,j for each j
such that
(λi)
♯ = (λi,0)
♯ ⊗ (λi,1)
♯ ⊗ . . .⊗ (λi,t)
♯.
Thus each λi with 1 ≤ i ≤ r is uniquely determined by the tuple (λi,0, λi,1, . . . , λi,t).
(b) For each i, we fix R3i ∈ Syl3(S3i). Then we can take Rmi ∈ Syl3(Smi) to be R
ai
3i
, and
then take R to be Rm0 × . . . × Rmt . Note that N := NH(P ) normalizes Q
m and the subgroup
[Qm, P ] = [Qm, R] of [P,P ]. Modding out by this subgroup and using the explicit structure of
N given in Lemma 7.1, we can identify Irr3′(N) with Irr3′(M), where
(7.3) M := N/[Qm, P ] ∼=M0 ×M1 × . . . ×Mt.
Here,
(7.4) Mi ∼= K
ai ⋊NSmi (Rmi)
∼= (K ×NS3i (R3i)) ≀Sai ,
and we use the convention Mi = 1 if ai = 0. (Indeed, if m = 3
t for instance, then by Lemma
7.1, h = (h1, . . . , hm; z) belongs to N ∩ K
m if and only if z = 1, hi = xiy for all 1 ≤ i ≤ m,
xi ∈ Q and y ∈ T , where we have expressed K = Q ⋊ T for a fixed 3′-subgroup T using the
Schur-Zassenhaus theorem. Now the map
(x1y, x2y, . . . , xmy; 1) 7→ x1x2 . . . xmy
yields an isomorphism (N ∩Km)/[Qm, P ] ∼= K. Furthermore, the complement NSm(Rm) in N
centralizes (N∩Km)/[Qm, P ]. The general case then follows by a straightforward consideration.)
Now, using (7.3), we can represent each θ ∈ Irr3′(N) = Irr3′(M) uniquely as
(7.5) θ = θ0 ⊗ θ1 ⊗ . . . ⊗ θt,
where θi ∈ Irr3′(Mi).
(c) Next we parametrize Irr3′(Mi). First we consider the case ai = 1. Then by (7.4) we can
identify Mi with K ×NS3i (R3i). Hence, by Theorem A, each θi ∈ Irr3′(Mi) is uniquely written
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as τi ⊗ µ
♯
i, where τi ∈ Irr3′(K) and µi ⊢3′ 3
i (equivalently, µi ∈ H(3
i), so that Φ3i(χ
µi) = µ♯i).
Thus when ai = 1, there is a canonical bijection between Irr3′(Mi) and Irr3′(K)× Irr3′(S3i).
(d) Next assume that ai = 2. Using (7.4) we identify Mi with (K × X) ≀ S2, where X :=
NS3i (R3i). Consider any θi ∈ Irr3′(Mi).
(d1) First assume that an irreducible constituent of the restriction of θi to K × K ✁Mi is
different on restriction to the two direct factors. In this case, θi is induced from the character
τ1i ⊗ (ν
1
i )
♯ ⊗ τ2i ⊗ (ν
2
i )
♯
of K × X × K × X, where τ1,2i ∈ Irr3′(K), τ
1
i > τ
2
i , and ν
1,2
i ∈ H(3
i). Thus θi is uniquely
determined by a 2-set {τ1i , τ
2
i } and an ordered pair (ν
1
i , ν
2
i ).
(d2) In the remaining case we have τi ⊗ τi as an irreducible constituent of (θi)|K×K for some
τi ∈ Irr3′(K). Then we have two possibilities. In the former, θi is induced from the character
τi ⊗ β
1
i ⊗ τi ⊗ β
2
i
of H × X × H × X, where β1,2i ∈ Irr3′(X) are distinct. Correspondingly, there is a unique
νi ∈ Irr3′(Smi) such that ν
♯
i ∈ Irr3′(NSmi (Rmi)) is induced from the character β
1
i ⊗ β
2
i of
X ×X ✁NSmi (Rmi) = X ≀S2. In the latter, θi extends the character
τi ⊗ βi ⊗ τi ⊗ βi
of K × X × K × X, where βi ∈ Irr3′(X). By Lemma 2.1, such an extension is uniquely
determined by the sign of the trace of the involution (1, 2) ∈ S2. Correspondingly, there are
two characters ν±i in Irr3′(Smi) such that (νi)
♯ ∈ Irr3′(NSmi (Rmi)) extend the character βi⊗βi
of X × X ✁NSmi (Rmi) = X ≀ S2, and they are distinguished by the sign of the trace of the
involution (1, 2) ∈ S2. Hence there is a unique νi ⊢3′ mi such that ν
♯
i agrees with θi on the sign
of the trace of (12). Thus, in either one of the two possibilities, θi is uniquely determined by
τi ∈ Irr3′(K) and νi ⊢3′ mi.
We have shown that, in the case ai = 2, there is a canonical bijection between Irr3′(Mi) and
the (disjoint) union of Irr3′(K)× Irr3′(Smi) and Irr3′(K)
{2} × Irr3′(S3i)
2. (Here, for any finite
set Ω, we let Ω{2} denote the set of all 2-subsets of Ω, and Ω2 denote the Cartesian product
Ω× Ω.)
(e) Consider any χ = χ(ρ, σ, λ) ∈ Irr3′(H) as in (7.1). Recall that ρ = (k1 ≥ k2 ≥ . . . ≥ kr) ⊢
m satisfies (7.2). Consider any 0 ≤ j ≤ t with aj > 0 (note that Mj = 1 if aj = 0). Then there
is some ki =
∑t
j=0 ki,j with 1 ≤ i ≤ r and bi,j > 0. Suppose that bi,j = aj . Then we choose
θj ∈ Irr3′(Mj) labeled by σi ∈ Irr3′(K) and λi,j ⊢3′ ki,j = mj.
Suppose now that bi,j 6= aj. Then (7.2) implies that (bi,j , aj) = (1, 2), and that there is
a unique i′ 6= i such that bi′,j = 1. We may assume for definiteness that i < i
′, whence
σi > σi′ by our construction of (ρ, σ, λ). Then we choose θj ∈ Irr3′(Mj) labeled by the 2-set
{σi, σi′} ∈ Irr3′(K)
{2} and the ordered pair (λi,j , λi′,j) of 3
j-hooks as in (d1).
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Thus we have assigned to χ a canonical θj ∈ Irr3′(Mj) for each 0 ≤ j ≤ t. It is straightforward
to check that the map χ 7→ χ♯, with χ♯ := θ0⊗ θ1⊗ . . .⊗ θt ∈ Irr3′(N) as in (7.5), is a canonical
bijection.
To conclude let Γ denote either the absolute Galois group Gal (Q¯/Q) or the group of automor-
phisms A described in the statement of the Theorem. It is easy to observe that for g ∈ Γ and
χ = χ(ρ, σ, λ) ∈ Irr3′(H), we have that χ
g = χ(ρ, σg, λ), where σg = (σg1 , . . . , σ
g
r ). This follows
from direct computations, using Lemma 2.1 and the fact that the characters of the symmetric
groups are rational-valued, and so Γ-invariant. Moreover, if θ ∈ Irr3′(Mi) for some i such that
ai = 1, then θ = θ(σ, µ) is labelled by σ, µ ∈ Irr3′(K)× Irr3′(S3i). It is again not difficult to see
that θg = θ(σg, µ), for all g ∈ Γ, using that the characters in Irr3′(NS3i (P3i)) are rational-valued
and thus Φ3i is trivially Γ-equivariant. A similar observation shows that also for ai = 2 we have
that Γ acts non-trivially only on the Irr3′(K)-part of the label of an irreducible 3
′-degree char-
acter of Mi. From this we deduce that the canonical bijection Θ is both Gal(Q¯/Q)-equivariant
and A-equivariant. 
8. Proofs of Theorem C and Corollary D
Let n = 2m + c, for some c ∈ {0, 1}. Let P be a Sylow 3-subgroup of Gεn(q), chosen (as
in Theorem 6.4) such that NGε2m+1(q)(P ) = G
ε
1(q) ×NGε2m(q)(P ). Let H
ε(q) be the subgroup of
Gε2m(q) defined in Sections 6.1 and 6.2 by
Hε(q) =

G
ε
1(q) ≀Sn, if 3 divides q − ε ,
(GL1(q
2)⋊ε C2) ≀Sm, if 3 divides q + ε .
It follows that NGεn(q)(P ) ≤ G
ε
c(q) × H
ε(q) ≤ Gεc(q) × G
ε
2m(q) ≤ G
ε
n(q) (see for instance [5,
Section 3]. This in particular implies that NGε2m(q)(P ) = NHε(q)(P ). Therefore Theorem 7.2
gives a canonical bijection Θ between Irr3′(H
ε(q)) and Irr3′(NGε2m(q)(P )).
Denote by Φq,ε the map between Irr3′(G
ε
2m(q)) and Irr3′(H
ε(q)), described in Proposition 6.1
(when 3 divides q − ε) or in Theorem 6.3 (when 3 divides q + ε). If c = 0 then Θ ◦ Φq,ε is a
canonical bijection between Irr3′(G
ε
n(q)) and Irr3′(NGεn(q)(P )).
When c = 1, let Ψ be the map described in Theorem 6.4 (ii). In this case we have that
(id ×Θ) ◦ (id× Φq,ε) ◦Ψ is a canonical bijection between Irr3′(G
ε
n(q)) and Irr3′(NGεn(q)(P )).
In both cases the bijection obtained is equivariant with respect to the action of the absolute
Galois group Gal(Q¯/Q) and with respect to the action of group automorphisms because it is
obtained as the composition of equivariant bijections.
This completes the proof of Theorem C. Corollary D directly follows from Theorem C.
References
[1] C. Bessenrodt, On hooks of Young diagrams. Ann. Combinatorics 2 (1998), 103–110.
[2] R. Carter, ‘Finite Groups of Lie type: Conjugacy Classes and Complex Characters’, Wiley, Chichester,
1985.
[3] F. Digne and J. Michel, ‘Representations of Finite Groups of Lie Type’, London Mathematical Society
Student Texts 21, Cambridge University Press, 1991.
34 EUGENIO GIANNELLI, JOAN TENT, AND PHAM HUU TIEP
[4] A. Evseev, Character correspondences for symmetric groups and wreath products. to appear in Forum
Mathematicum.
[5] P. Fong and B. Srinivasan, The blocks of finite general and unitary groups, Invent. Math. 69 (1982),
109–153.
[6] E. Giannelli, Characters of odd degree of symmetric groups. arXiv:1601.03839v2 [math.RT]
[7] E. Giannelli, A. Kleshchev, G. Navarro and P. H. Tiep, Restriction of odd degree characters and
natural correspondences. to appear in Int. Math. Res. Not.
[8] M. Isaacs, Character theory of finite groups. AMS Chelsea, 2006.
[9] M. Isaacs, Characters of pi-separable groups. J. Algebra 86 (1984), no. 1, 98–128.
[10] M. Isaacs, Finite group theory. Graduate Studies in Mathematics, 92. American Mathematical Society,
Providence, RI, 2008.
[11] G. D. James, The representation theory of the symmetric groups, Lecture Notes in Mathematics, vol. 682,
Springer, Berlin, 1978.
[12] G. James, The irreducible representations of the finite general linear groups, Proc. London Math. Soc. 52
(1986), 236–268.
[13] G. James and A. Kerber, The representation theory of the symmetric group, Encyclopedia of Mathematics
and its Applications, vol. 16, Addison-Wesley Publishing Co., Reading, Mass., 1981.
[14] A. S. Kleshchev and Pham Huu Tiep, Representations of general linear groups which are irreducible
over subgroups, Amer. J. Math. 132 (2010), 425–473.
[15] I. G. Macdonald, On the degrees of the irreducible representations of symmetric groups, Bull. London
Math. Soc. 3 1971 189–192.
[16] G. Malle and B. Spa¨th, Characters of odd degree. Annals of Math. 184 (2016), 869–908.
[17] J. McKay, Irreducible representations of odd degree. J. Algebra 20 (1972), 416–418
[18] G. Michler, J. Olsson, Character correspondences in finite general linear, unitary and symmetric groups.
Math. Z. 184 (1983), no. 2, 203–233.
[19] J. Olsson, McKay numbers and heights of characters, Math. Scand. 38 (1976), no. 1, 25–42.
[20] J. Olsson, Combinatorics and Representations of Finite Groups, Vorlesungen aus dem Facherbeich Math-
ematik der Universitat Essen, Heft 20, 1994.
[21] G. de B. Robinson, Representation Theory of the Symmetric Groups, Univ. of Toronto Press, Toronto,
1961.
(E. Giannelli) Trinity Hall, University of Cambridge, Trinity Lane, CB21TJ, UK
E-mail address: eg513@cam.ac.uk
(J. Tent) Departament de Matema`tiques, Universitat de Vale`ncia, 46100 Burjassot (Vale`ncia),
Spain
E-mail address: joan.tent@uv.es
(P. H. Tiep) Department of Mathematics, University of Arizona, Tucson, AZ 85721, USA
E-mail address: tiep@math.arizona.edu
