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Autism spectrum disorders and intellectual disabilities (ASD/ID) are estimated to
a↵ect approximately 3-5% of the population. Genetic factors constitute a major risk
factor in ASD/ID, accounting for 40 to 50% of cases, with monogenic forms of syndromic
ASD representing 5% of cases. Many of the genetic causes of ASD/ID are thought to
share common phenotypes at the cellular level, thus animal models of monogenic forms
of ASD/ID provide a valuable tool to better understand the underlying pathophysiology
of these disorders.
In this thesis I examined two rodent models of monogenic forms of ASD/ID as-
sociated with developmental delay, impaired cognitive function and epilepsy, namely
CDKL5 deficiency disorder (CDD) and Fragile X Syndrome (FXS). First, I examined
synaptic function and intrinsic excitability in the hippocampus of a novel Cdkl5 knock-
out (Cdkl5 /y) rat model of CDD. I show an increase in long-term potentiation (LTP)
in the hippocampus of Cdkl5 /y rats, consistent to what has previously been reported
in mouse models of this disorder. I extend this finding by using a combination of
electrophysiological and histological techniques to assess the properties of pre-synaptic
neurotransmitter release together with multiple post-synaptic mechanisms that may con-
tribute to the observed Cdkl5 /y phenotype. Intriguingly, I demonstrated that many of
the mechanisms that have been postulated to underlie enhanced LTP are not altered in
Cdkl5 /y rats when tested at the single cell level, including changes in AMPAR/NMDAR
ratios and increased expression of Ca2+-permeable AMPA receptors.
Second, I examined the contribution of the axon initial segment (AIS) to the cellular
hyperexcitability of CA1 pyramidal cells in the Fmr1 /y mouse model of FXS. I show
that increased AIS length in CA1 pyramidal cells in Fmr1 /y mice is associated with
cellular hyperexcitability. I show that depolarisation induced AIS plasticity is unaltered
in Fmr1 /y neurons in vitro and in ex vivo brain slices, and present data to suggest that
the observed changes in cellular excitability result from homeostatic compensation for
reduced entorhinal cortex (EC) inputs, in order to regulate CA1 pyramidal cell output.
Indeed, CA1 pyramidal cell output is unaltered in Fmr1 /y mice, despite an observed
reduction in synaptic transmission of EC inputs.
In the final chapter of this thesis, I built on my findings in the hippocampus of
Fmr1 /y mice and examine the AIS developmental trajectory, as well as the regulation
of intrinsic excitability and AIS plasticity in vivo, in the visual cortex of Fmr1 /y mice.
i
I found the AIS developmental trajectory to be a↵ected in a layer specific manner, with
Fmr1 /y mice exhibiting a typical developmental profile in L2/3 and 5 but altered AIS
development in L4. However, I did not observe an e↵ect of visual deprivation on AIS
length or cellular excitability in either genotype.
In summary, this thesis provides insights into the cellular excitability and synaptic
physiology in two rodent models of monogenic ASD/ID. I further our existing under-
standing of rodent models of CDD by characterising hippocampal synaptic and intrinsic
physiology in a novel rat model of this disorder, highlighting the need for the identifica-
tion of robust cross species phenotypes that can be used as potential biomarkers and
therapeutic targets in CDD. Furthermore, I put forward the notion of AIS regulation
as a contributor to the underpinning of cellular excitability in rodent models of FXS.
Additionally, this work contributes to the growing body of evidence showing that com-
pensatory mechanisms have a major contribution to the phenotypes observed in rodent




Autism spectrum disorders (ASD) and intellectual disability (ID) are believed to
a↵ect 3 to 5% of the population with many a↵ected individuals at high risk of presenting
with other neurological conditions such as anxiety, depression and epilepsy. Currently
there are no e↵ective treatments to improve the quality of life of severely a↵ected
individuals, and as such a better understanding of the mechanisms that give rise to
these disorders is necessary so that we might be able to o↵er potential therapeutic
interventions.
The brain is composed of a complex network of specialised cells called neurons,
which controls our every action and thought. Neurons communicate with each other at
specialised contact points called synapses, through electrical and chemical signals. It is
thought that dysfunctions in either the signalling between neurons or in the way brain
networks are formed and linked contribute to epilepsy, cognitive and social deficits in
ASD/ID.
In my thesis I have studied two animal models in which genes normally expressed
on the X chromosome have been genetically silenced so the proteins encoded by those
genes are no longer made. These animal models represent two human conditions which
are severe neurodevelopmental disorders associated with ASD/ID and epilepsy: CDKL5
deficiency disorder (CDD) and Fragile X Syndrome (FXS).
In my thesis I have examined the electrical and chemical signalling properties of
both single neurons and networks of neurons that lack either CDKL5 or FMRP, the two
proteins that are absent in CDD and FXS, respectively In particular, I have focused in
a brain region called the hippocampus, a region that is critical for our ability to form
and recall memories and which also is a region where epileptic seizures can be initiated.
In the CDD model, neurons in the hippocampus show an increased ability to change
the strength of their communication. I propose that this enhanced change in communic-
ation is actually detrimental potentially contributing to abnormal memory formation.
In FXS, reduced communication between neurons led to a compensatory change in
the portion of the neuron responsible for generating electrical signals, the axon initial
segment (AIS). Altered AIS structure made FXS neurons more responsive than typical
neurons. I propose that such a change is beneficial as it helps neurons regulate their
output in a way that compensates for the reduced communication they receive.
The work presented in this thesis contributes to the understanding of the altera-
iii
tions at the cellular level that contribute to altered cognition and epilepsy in ASD/ID.
Importantly, this work shows that some of the alterations in the function of neurons in
ASD/ID are compensatory rather than detrimental; this should be taken into account
when developing potential treatments.
iv
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1.1 Autism spectrum disorder and intellectual disability
Autism spectrum disorders (ASD) and intellectual disability (ID) are thought to af-
fect 3 to 5% of the population worldwide, making them the most common developmental
disorders in humans (Srivastava and Schwartz, 2014).
ASD/ID are highly heterogenous conditions both regarding phenotypic variability
as well as etiology, with genetic, epigenetic and environmental factors all known to con-
tribute. Single gene mutations are estimated to account for over 50% of severe ASD/ID
cases (McRae et al., 2017; Sztainberg and Zoghbi, 2016). A Deciphering Developmental
Disorders (DDD) whole-exome sequencing study revealed 42% of sporadic cases of ASD
to result from single gene de novo mutations (McRae et al., 2017). However, this study
only considered cases with no previously diagnosed genetic causes, leaving out patients
with known monogenic causes associated with ASD, such as Fragile-X syndrome, Rett
Syndrome, and Phelan-McDermid Syndrome, estimated to constitute an additional 5%
of cases (Sztainberg and Zoghbi, 2016).
ASD diagnosis is made based on impairments in three behavioural domains: social
interaction, communication and restricted interests and repetitive sterotypical beha-
viours (Bailey et al., 1996). ID is defined by an impairment in at least two adaptive
behaviours and an intelligence quotient (IQ) of less than 70 by the age of 18 (van Bok-
hoven, 2011). ASD/ID are often co-occurring disorders with up to 70% of individuals
with ASD also being a↵ected with ID (Betancur, 2011), and an estimated 10 to 30% of
individuals with ID being co-diagnosed with ASD (Srivastava and Schwartz, 2014). In
addition to ASD/ID, a↵ected individuals can present with a variety of co-morbidities,
including attention deficit and hyperactivity disorder (ADHD), sensory hypo- and hyper-
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sensitivities, anxiety and depression (LoVullo and Matson, 2009; Kerns et al., 2015).
Furthermore, these co-occurring features appear to be more severe in individuals with
ID also diagnosed with ASD (Cervantes and Matson, 2015). Epilepsy is a particularly
common feature of ASD/ID individuals, with an estimated 20 to 30% of all a↵ected
individuals also presenting with seizures. Co-occurring ASD, ID and epilepsy result
in severe neurodevelopmental disorders which are typically diagnosed in infancy when
children present with delays in achieving developmental milestones, such as learning to
speak or walk.
The diversity in etiology and manifestation of ASD/ID presents a challenge in
terms of diagnosis as well as in the development of therapeutic strategies. With no
current therapies to ameliorate symptoms, severe cases of ASD/ID present a burden
to carers and society, as the behavioural phenotypes and co-morbidities of severely
a↵ected individuals can make it impossible to function in typical social or employment
settings, rendering them dependent on families and carers throughout life. A better
understanding of the underlying mechanisms of these disorders is therefore imperative
in order to develop e↵ective therapeutic interventions, that can contribute to a better
quality of life. In particular, given the low frequency of individual ASD/ID causes,
a better understanding of common and diverging features between di↵erent causes
of ASD/ID would be invaluable when considering therapeutic strategies that can be
e↵ective in a larger proportion of ASD/ID individuals.
Given their identifiable cause, monogenic forms of ASD/ID have been at the core
of research into the underlying mechanisms of these disorders, as they can be easily
modelled in a laboratory setting with resort to transgenic animals. It is thought that
cellular phenotypes might be shared across di↵erent forms of ASD/ID (Barnes et al.,
2015), therefore the study of monogenic forms of autism might provide an insight into
the pathophysiology of ASD/ID as a whole. As such, the work presented in this thesis
will be focused on two models of genetic forms of ASD/ID with co-occurring epilepsy:
Fragile X Syndrome (FXS) and CDKL5 deficiency disorder (CDD).
1.1.1 Fragile X Syndrome
FXS is one of the most common inherited forms of ID and a leading single gene
cause of autism. FXS was initially described in 1943 by Martin and Bell as a new
X-linked form of ID (Martin and Bell, 1943), and is estimated to a↵ect 1 in 4000 males
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and 1 in 8000 females (Turner et al., 1996; Crawford et al., 2001; Co↵ee et al., 2009).
It is characterised by cognitive impairment, delayed or absent speech, autistic features,
sensory hypersensitivities, ADHD and anxiety (Cordeiro et al., 2011). There is a high
incidence of epilepsy amongst FXS individuals, with up to 20% exhibiting seizures
(Berry-Kravis, 2002; Musumeci et al., 1999).
FXS is caused by the expansion of a trinucleotide repeat (>200 CGG repeats) on
chromosome Xq27.3, upstream the promoter region of the FMR1 gene. This ultimately
leads to DNA hypermethylation, transcriptional silencing of the gene (Bell et al., 1991;
Sutcli↵e et al., 1992), and consequent absence of its protein product, FMRP (Pieretti
et al. (1991), Figure 1.1).
Figure 1.1: Transcriptional silencing of the FMR1 gene in FXS. Black arrow represents transcription
in typically developing individuals. Red dashes indicate methylation. Hypermethylation in individuals
with >200 CGG repeats results in transciptional silencing of the gene. Figure adapted from Garber et
al. (2008)
FMRP is an mRNA binding protein acting as a negative regulator of translation.
FMRP is thought to associate directly with the translational machinery, thus stalling
ribosomes and preventing polypeptide elongation (Darnell et al., 2011). Given FMRPs
role as a translation repressor, protein synthesis is increased in the absence of FMRP
(Osterweil et al., 2010; Till et al., 2015). FMRP is highly expressed in neurons, it
localises to dendritic spines, and is dynamically regulated by synaptic activity (Gabel
et al., 2004; Weiler and Greenough, 1999). In fact, many of its identified target mRNAs
encode synaptic proteins, with as many as 30% of post-synaptic density (PSD) proteins
and 30% of pre-synaptic proteins being under FMRP regulation (Brown et al., 2001;
Darnell et al., 2011). Therefore, loss of FMRP can have a great impact on synaptic
function and plasticity (Till, 2010; Sidorov et al., 2013).
The well described monogenic cause of FXS has allowed modelling of the human
disorder in rodents. The first Fmr1 knock out (KO, Fmr1 /y) mouse model of FXS
was generated by The Dutch-Belgian Fragile X Consortium in 1994 and has since been
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widely used to study the pathophysiology of FXS (reviewed in Kazdoba et al. (2014)).
Whilst this mouse model does not express FMRP, Fmr1 mRNA is still present in KO
mice, as such a second mouse model (Fmr1 KO2) was generated whereby deletion of
the Fmr1 promoter and first exon results in the absence of both FMRP and Fmr1
mRNA (Mientjes et al., 2006). Fmr1 /y mice recapitulate some of the features of
the human condition including higher seizure susceptibility, hypersensitivity to sensory
stimuli, heightened anxiety and learning impairments (Musumeci et al., 2000; Van Dam
et al., 2000; D’Hooge et al., 1997; Gaudissard et al., 2017). More recently, rat models of
FXS have been generated and despite di↵erences at the behaviour level, rats appear to
share phenotypes with the mouse model of FXS at the cellular level, including enhanced
long-term depression in the hippocampus and enhanced protein synthesis (Till et al.,
2015; Asiminas et al., 2019).
1.1.2 CDKL5 Deficiency Disorder
CDD is a severe neurological disorder caused by mutations in the X-linked cyclin-
dependent kinase-like 5 gene (CDKL5 ; MIM: 300203). CDD individuals were initially
diagnosed as atypical cases of Rett syndrome, due to the manifestation of stereotypical
behaviours, sleep disturbances, and severe cognitive deficits characteristic of Rett’s
(Bahi-Buisson and Bienvenu, 2012). However, early onset epilepsy is a defining feature
of CDD, with 90% of individuals presenting with seizures by 3 months of age. As many
as 80% of children with CDD have daily seizures, which become resistant to treatment.
Other common features of the disorder include severe developmental delay, intellectual
disability, autistic features and motor impairments (Bahi-Buisson and Bienvenu, 2012;
Fehr et al., 2016; Olson et al., 2019).
Mutations in the CDKL5 gene were first identified in two patients by Kalscheuer
et al. (2003), from then on the number of people diagnosed with CDD has grown as
genetic testing becomes more frequent. Nonetheless, CDD is a rare genetic condition
with recent estimates suggesting an incidence of 1 in 42400 live births (Symonds et al.,
2019). Females are estimated to represent 80% of cases, as pathogenic mutations in
CDKL5 are thought to impact male fetal viability (Olson et al., 2019).
CDKL5 is a serine/threonine kinase, with 5 known human (hCdkl5 ) and mouse
(mCdkl5 ) isoforms and 4 isoforms identified in the rat (rCdkl5 ). Importantly, the
N-terminus of the protein, which includes the catalytic domain of CDKL5, is highly
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conserved across mice, rats and humans (Hector et al., 2017b, 2016). Isoform 1 of
CDKL5 is highly expressed in the brain, including in the cortex and hippocampus and
its expression is developmentally regulated, increasing post natally both in mouse and
human brain tissue (Hector et al., 2016).
Although pathogenic mutations in CDKL5 can be detected across the majority
of the coding regions of the gene, missense mutations predicted to result in loss of
catalytic function preferably cluster in the catalytic domain (Figure 1.2, Hector et al.
(2017b)). Given the relevance of the catalytic domain in CDD, recent e↵orts have
been made to identify CDKL5 phosphorylation targets. Phophoproteomic studies have
highlighted proteins involved in cytoskeleton regulation and DNA damage as potential
CDKL5 substrates, however the vast majority of the substrates are yet to be validated
(Baltussen et al., 2018; Muñoz et al., 2018). Other suggested roles for CDKL5 include
cell proliferation, neuronal di↵erentiation (Fuchs et al., 2014) and synaptogenesis (Mari
et al., 2005).
Figure 1.2: Schematic representation of pathogenic missense mutations (red) localised to the catalytic
domain (green) of CDKL5. Figure adapted from Hector et al. (2017b)
Given the monogenic nature of CDD, transgenic mice have so far been the model
of choice to study CDD. The number of mouse models available to study CDD has
grown since the first KO mouse model of CDD (Cdkl5 /y) was generated by Wang et al.
(2012). Several other mouse models have now been created either by knocking out the
Cdkl5 gene (Wang et al., 2012; Amendola et al., 2014; Okuda et al., 2017) or knocking
in pathogenic mutations identified in CDD patients (Yennawar et al., 2019; Tang et
al., 2019). In contrast to the human condition, mouse models of CDD do not present
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with spontaneous seizures (Amendola et al., 2014; Wang et al., 2012; Okuda et al.,
2017). However, new evidence from Liao et al. (2020) suggests that neonatal mice (up
to P12) exhibit spontaneous seizures and that this phenotype would have been missed
in earlier studies examining adult mice. Motor and learning impairments have been
reported in mouse models of CDD (Amendola et al., 2014; Okuda et al., 2018; Tang
et al., 2019). There are conflicting reports on the prevalence of anxiety like-behaviours
in mouse models of CDD, with one showing increased prevalence (Okuda et al., 2018)
and another reporting unaltered anxiety (Tang et al., 2019) depending on the mouse
model studied. With many phenotypic discrepancies across mouse models, it has been
challenging to identify biomarkers that might translate to the human condition. As such,
in this thesis I have used a Cdkl5 /y rat model of CDD in order to identify potential
cross species phenotypes that can be used as reliable markers of the disorder. Similar
to the mouse, the rat model does not exhibit spontaneous seizures, but it exhibits
motor impairments and impaired hippocampal dependent learning when tested on an
active-place avoidance task (Vijay Kumar, Shashank Tiwari, unpublished, see Appendix
A).
1.2 Brain areas a↵ected in ASD/ID
Given the sphere of co-occurring conditions in ASD/ID, a number of brain regions
involved in cognitive function, anxiety, and sensory processing have been implicated in
the pathophysiology of these disorders.
Work in our lab has taken an comprehensive approach examining a wide range of
brain areas and circuits, from the somatosensory cortex (Till et al., 2012; Domanski et
al., 2019; Booker et al., 2019), to the hippocampus (Barnes et al., 2015; Till et al., 2015;
Asiminas et al., 2019) as well as other brain areas involved in emotional processing
(on going), in order to understand the underlying mechanisms contributing to sensory,
emotional processing, and cognitive phenotypes in ASD/ID. The work presented in
this thesis has focused on hippocampal and cortical function in rodent models of two
monogenic forms of ASD/ID with co-occurring epilepsy, as such the following section
will give an account of hippocampal and cortical organisation.
Hippocampal function has been widely studied in the context of ASD/ID. Structural
MRI has revealed abnormal hippocampal structure in ASD individuals (Dager et al.,
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2007). FXS individuals in particular exhibit impaired performance in spatial memory
tasks (Cornish et al., 1999; Kemper et al., 1988). Impaired spatial performance is shared
by the rodent models of FXS, with the FXS mouse model exhibiting impaired spatial
representation (Arbab et al., 2018) and the rat model exhibiting altered developmental
trajectory of hippocampal-dependent memory tasks (Asiminas et al., 2019). Hippo-
campal function has not been studied in detail in CDD patients however, the selective
absence of CDKL5 in forebrain excitatory neurons results in impaired hippocampal
dependent learning and memory (Tang et al., 2017). Impaired acquisition and retention
of spatial memory has also been reported in Cdkl5 /y mice (Okuda et al., 2018), indicat-
ing a role for CDKL5 in cognitive function and in particular in hippocampal-dependent
learning and memory.
Altered cortical function is though to underlie abnormal sensory processing as well
as cognitive impairments in ASD/ID, with both sensory and integrative cortical areas
being implicated in the pathophysiology of these disorders. Sensory cortical areas such
as the primary visual (V1), somatosensory (S1) and auditory cortices, are responsible
for integration of sensory inputs. Altered auditory, tactile and visual processing have all
been identified in FXS individuals (Kogan et al., 2004b; Ethridge et al., 2017). These
are mirrored by altered cortical function and development in the mouse model of FXS
(Domanski et al., 2019; Zhang et al., 2014; Chen and Toth, 2001; Harlow et al., 2010; Till
et al., 2012). Cortical visual impairment is common amongst CDD patients, a↵ecting at
least 75% of individuals (Olson et al., 2019). Mouse models of CDD have shown altered
sensory processing, including altered visual and auditory processing, as well as atypical
whisker responses (Wang et al., 2012; Mazziotti et al., 2017; Pizzo et al., 2019).
Integrative cortical areas such as the medial prefrontal cortex (mPFC) are involved
in higher executive function (reviewed in Miller et al. (2001), Euston et al. (2012)).
The mPFC is responsible for integrating information arriving from other cortical and
subcortical areas to exert top-down control of behaviour. As such, it is involved in
cognitive processes, including working memory, as well as in processing internal states.
Given the role of mPFC in cognition and emotion, mPFC function has been widely
studied in ASD/ID individuals. MRI studies report reduced long range connectivity
between mPFC and other cortical areas (Yerys et al., 2015; Doyle-Thomas et al., 2015;
Washington et al., 2014). Rodent models of FXS exhibit impairments in mPFC de-
pendent behaviours (Sidorov et al., 2014; Gantois et al., 2013; Kramvis et al., 2013)
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accompanied by cellular level phenotypes (Krueger et al., 2011; Meredith et al., 2007;
Martin et al., 2015; Asiminas et al., 2019). In rodent models of CDD, altered anxiety-
like behaviours and impaired fear memory acquisition have been reported (Okuda et
al., 2018).
1.2.1 Hippocampal anatomy and connectivity
The hippocampus is one of the most widely studied structures in the mammalian
CNS. Its role in memory and learning was first identified by Scoville and Milner
through lesion studies (Scoville and Milner, 1957). Following the discovery of place
cells in rodents (O’Keefe and Dostrovsky, 1971), O’Keefe and Nadel suggested the
hippocampus as a cognitive map, establishing the importance of this structure in spatial
representation of the environment (O’Keefe and Nadel (1978), reviewed in Eichenbaum
et al. (1999)). Functional magnetic resonance imaging (fMRI) studies have revealed
the role of the hippocampus in spatial memory to be conserved in humans (Maguire
et al. (1996, 1998), reviewed in Burgess et al. (2002)). The low seizure threshold
in the hippocampus (Green, 1964) also makes this a brain region of interest in the
study of epilepsy. Indeed, hippocampal neuronal loss and atrophy are characteristic of
temporal lobe epilepsy patients (Dam, 1980; Cook et al., 1992; Cendes et al., 1993),
and it is not yet clear whether these are causative or a result of epileptic activity.
Importantly, plasticity of the hippocampal microcircuit makes it particularly susceptible
to epileptogenesis. Goddard et al. (1969) have shown that repeated electrical stimulation
gradually resulted in increased seizure susceptibility and spontaneous seizures. Given
the roles of the hippocampus in cognitive function and epilepsy, the study of this
structure is of particular interest in the context of ASD/ID.
The hippocampal formation is part of the limbic system. It consists of a group of
structures, including the hippocampus, dentate gyrus (DG), subiculum, presubiculum,
parasubiculum, and entorhinal cortex (EC) (Lorente De Nó, 1934; Blackstad, 1956).
Similar to cortical regions, the hippocampus is composed mainly of excitatory pyram-
idal cells, which account for approximately 90% of hippocampal neurons. Inhibitory
interneurons make up 10% of hippocampal neurons and are highly diverse (for review
see Booker and Vida (2018); Klausberger (2009)).
The hippocampus is a laminated structure (Lorente De Nó, 1934; Blackstad, 1956).
The most superficial of its layers is the alveus which contains the axons of pyramidal
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cells that leave the hippocampus and project to other brain areas. Next, the stratum
oriens (SO) contains the basal dendrites of pyramidal cells, whose cell bodies constitute
the stratum pyramidale (SP). The more proximal apical dendrites of pyramidal neur-
ons are located in the stratum radiatum (SR) and bifurcate into the more distal tuft
dendrites in the stratum lacunosum moleculare (SLM ). The hippocampus is divided
into Cornu Ammonis (CA) regions, with subregions from CA1 to CA3, based on the di-
versity of morphological and connectivity properties of pyramidal cells (Ramon y Cajal,
1911; Lorente De Nó, 1934). A schematic representation of the di↵erent hippocampal
subregions and laminar structure is shown in Figure 1.3.
Figure 1.3: Schematic representation of excitatory synaptic connectivitity in the hippocampus, showing
areas of hippocampal formation CA1 (light green), CA2 (teal), CA3 (blue), dentate gyrus (DG, yellow)
and enthorhinal cortex (EC, orange). Pyramidal cells are represented as triangles, color coded by region
and DG granule cells as circles. Dashed lines represent axons for the di↵erent hippocampal a↵erent
pathways: perforant path (PP), mossy fibres (MF), Scha↵er collaterals (SC) and temporoammonic (TA),
with arrows indicating the direction of AP propagation. Hippocampal layer boundaries are indicated by
grey brakets (from superficial to deep stratum oriens (SO), stratum pyramidale (SP), stratum radiatum
(SR), stratum lacunosum-moleculare (SLM).
Transmission of excitatory inputs is thought to be unidirectional in the hippocampus,
and is classicaly described as the tri-synaptic loop (reviewed in Amaral and Witter
(1989), Figure 1.3), with extrinsic information arriving from the EC into the DG via the
perforant path (PP) a↵erents. DG granule cells then connect to the apical dendrites
of CA3 pyramidal neurons via mossy fibre axons. CA3 pyramidal neurons are highly
interconnected, forming a recurrent network. CA3 pyramidal neurons also project to
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CA1 via the Scha↵er collateral (SC) pathway. CA3 axons form synaptic connections
onto the apical dendrites of CA1 pyramidal neurons in the SR. CA3 axons can also
branch and form synapses onto the basal dendrites of CA1 pyramidal cells in the SO.
In addition to CA3 inputs, CA1 pyramidal cells receive direct extrahippocampal inputs
from the EC. Layer 3 pyramidal cells from the EC project to CA1 and synapse onto
the distal apical dendrites of CA1 pyramidal neurons in the SLM constituting the
temporoammonic (TA) pathway. The loop of synaptic transmission is closed by CA1
axons projecting back to the EC.
1.2.2 Canonical cortical column
Cortical brain areas exhibit a canonical column organisation (Figure 1.4), with L4
and L6 being the main input layers of the cortex (Crocker-Buque et al., 2014; Crandall
et al., 2017). L4 receives direct inputs from the thalamus, with excitatory neurons
connecting to superficial layers (Shepherd and Svoboda, 2005). Pyramidal neurons in
the superficial layers of the cortex then project to pyramidal neurons in the deeper
layers (L5, L6, Olivas et al. (2012)) which constitute the main output neurons in
the cortex, sending long range projections to other cortical or subcortical areas. L4
is more pronounced in the granular cortex which constitutes sensory areas, and less
pronounced in the integrative cortex. (for review see Harris and Mrsic-flogel (2013);
Bannister (2005). Pyramidal neurons are the main excitatory neurons in the cortex.
Representing approximately two thirds of all neurons in the cortex, pyramidal neurons
are found through all cortical layers except layer 1. Despite sharing morphological
features such as a long apical dendrite that extends through the cortical layers above the
cell body, specific morphology and physiological characteristics di↵er across pyramidal
cells located in di↵erent cortical layers and with distinct projection targets (Aerde and
Feldmeyer, 2015; Connors and Gutnick, 1990; Schubert et al., 2001). In addition to
pyramidal cells, spiny stellate cells are excitatory neurons found exclusively in L4 of S1.
These are characterised by the radial disposition of their dendrites and absence of an
apical dendrite. Similar to the hippocampus inhibitory interneurons comprise a small
proportion of cortical neurons, approximately 20% and are highly diverse (Bannister,
2005).
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Figure 1.4: Schematic representation of connectivity in cortical columns (image from Harris and
Mrsic-flogel (2013)) Arrows indicate direction of synaptic transmission, with line thickness representing
strength of synaptic connections. Question marks indicate projections that are predicted but not yet
confirmed. Di↵erent cell types are colour coded based on projection targets: light blue - primary
thalamus; dark blue - local cortical targets; green - local cortical connections and contralateral cortex;
light green - long-range cortical targets; gray - subcerebral targets, higher-order thalamus and striatum.
Light gray lines indicate synaptic input from the primary thalamus and purple lines indicate synaptic
input from higher-order cortex and thalamus.
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1.3 Shared pathophysiology in ASD/ID
A variety of genes with known roles in chromatin remodelling, protein synthesis
and degradation, cytoskeleton dynamics and synaptic transmission have been strongly
associated with ASD/ID (Srivastava and Schwartz, 2014; Bourgeron, 2015). Despite
the diversity of biological processes in which ASD-risk genes are involved, synaptic
dysfunction is common to many monogenic forms of ASD/ID and believed to contribute
to behavioural aspects of these disorders (Zoghbi and Bear, 2012; Volk et al., 2015). In
addition to synaptic mechanisms, altered cellular excitability is suggested to underlie
hyperexcitability of neuronal circuits, thus contributing to common co-occurring condi-
tions in ASD/ID, such as sleep abnormalities, sensory hypersensitivities and epilepsy
(Contractor et al., 2015; Nelson and Valakh, 2015). As such, for the remainder of this
chapter I will provide a description of the synaptic and intrinsic excitability mechanisms
known to contribute to the circuit dysfunction in FXS and CDD.
1.4 Synaptic Function
1.4.1 Excitatory synapses
Glutamate is the most abundant excitatory neurotransmitter in the CNS, as such
glutamatergic synapses are responsible for most of the fast excitatory neurotransmission.
Glutamatergic synapses are typically assymetrical and located on dendritic spines. They
are composed of pre- and post-synaptic compartments separated by the synaptic cleft.
Pre-synaptic boutons are found in the axon terminals, and are highly enriched in
synaptic vesicles containing glutamate. Membrane depolarisation at the nerve terminal
triggered by an action potential results in calcium influx through voltage gated calcium
channels (VGCCs). Intracellular calcium signalling cascades then lead to the mobilisa-
tion of the pre-synaptic machinery and ultimately to the release of glutamate at the
active zone (Murthy and Camilli, 2003). Glutamate release into the synaptic cleft then
activates receptors on the post-synaptic membrane, eliciting excitatory synaptic events.
As such, synaptic vesicle release probability, the kinetics of vesicle recycling and the
glutamate content of pre-synaptic vesicles can all influence the synaptic response in the
post-synaptic cell. Pre-synaptic release probability is typically assessed by examining
paired pulse ratio (PPR) of synaptic responses. PPR is inversely correlated with release
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probability, with low release probability synapses exhibiting high PPR and vice-versa
(Millar et al., 2002; Zucker and Regehr, 2002). In the hippocampus, SC synapses onto
CA1 pyramidal cells exhibit variable probability of release but are generally facilitating
(i.e. PPR>1), reflecting low release probability (Dobrunz and Stevens, 1997; Hanse and
Gustafsson, 2001a).
The post synaptic compartment of glutamatergic synapses is typically located in
dendritic protrusions called spines. The postsynaptic density (PSD) is located in the
spine head, opposite the pre-synaptic bouton. It is composed of a dense network
of sca↵olding proteins, neutransmitter receptors, and signaling molecules (Sheng and
Hoogenraad, 2007).
Glutamate can bind to both metabotropic (mGluRs) and ionotropic receptors in
the post-synaptic membrane. Intracellular signalling downstream of mGluRs has major
roles in synaptic function and plasticity. Indeed, abnormal mGluR signaling and mGluR
dependent synaptic plasticity is a hallmark of the mouse model of FXS (for review see
Bear et al. (2004)).
Ionotropic glutamate receptors include ↵-amino-3-hydroxy-5-methyl-4-isoxazolepro-
pionic acid (AMPA), N-methyl-D-aspartate (NMDA), and kainate (KA) receptors (AM-
PARs, NMDARs, and KARs, respectively). All ionotropic glutamate receptors are
transmembrane tetrameric protein complexes with their subunit composition determin-
ing channel conductance, kinetics, and signaling (Henley and Wilkinson, 2016).
AMPARs are typically heterotetramers composed of subunits GluA1-4. The GluA2
subunit is particularly important in regulating receptor conductance, kinetics and cation
permeability. GluA2-containing receptors exhibit low calcium permeability, low con-
ductance and open probability (Jonas et al., 1994). On the other hand, GluA-2 lacking
AMPARs are modulated by intracellular polyamines and have high calcium permeability,
high conductance and open probability and exhibit inward rectification (Kamboj et al.,
1995; Jonas et al., 1994). Therefore, AMPAR receptor subunit composition, particu-
larly regarding GluA2 presence, can greatly a↵ect AMPAR function and, consequently,
synaptic transmission.
NMDARs are heterotetrameric cation channels composed of two GluN1 subunits and
two GluN2A/B/C/D or GluN3A/B subunits, with GluN1/GluN2A and GluN1/GluN2B
being the most common combinations (reviewed in Sanz-Clemente et al. (2013)). As
is the case for AMPARs, NMDAR subunit composition modulates channel properties.
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GluN2A or GluN2B containing diheteromeric NMDARs exhibit high-conductance, high
sensitivity to voltage dependent extracellular Mg2+ block, while GluN2C or GluN2D con-
taining receptors have lower channel conductance, and lower sensitivity to extracellular
Mg2+. The voltage-dependent Mg2+ block of NMDARs means their activation requires
the presence of glutamate and post-synaptic depolarisation simultaneously, therefore
NMDARs act as coincidence detectors at the synapse. In contrast to AMPARs, GluN2
subunit composition does not have a large impact on the Ca2+ permeability of NMDARs.
However, GluN2A and GluN2B subunits have an important role in determining channel
kinetics and pharmacology, with GluN2A containing receptors exhibiting faster kinetics
and lower ifenprodil sensitivity relative to GluN2B containing receptors (Williams, 1993;
Gallagher et al., 1996). In CA1 of the hippocampus, the expression of NMDAR sub-
type is pathway specific, with SC synapses onto CA1 pyramidal cells expressing more
GluN2B containing receptors, relative to PP synapses (Arrigoni and Greene, 2004).
1.4.2 Development of synapse composition
The composition of the post-synaptic membrane changes throughout development.
In early postnatal development, excitatory synapses containing NMDAR and no AM-
PAR are thought to be functionally silent (Liao et al., 1995; Isaac et al., 1995), due to
the voltage dependent Mg2+ block of NMDARs. Once AMPAR receptors are recruited
to the PSD, these synapses become active and produce a post-synaptic response upon
neurotransmitter release. Indeed, using minimal stimulation of thalamocortical syn-
apses, Isaac et al. (1997) reported a reduction in functionally silent synapses in the
mouse somatosensory cortex during the first 10 postnatal days. Consistent with this
idea, immuno-electron microscopy studies have reported an increase in expression of
AMPARs over the first 5 postnatal weeks in CA1 (Petralia et al., 1999), whilst NMDAR
expression remained stable. This is functionally reflected in increase AMPAR/NMDAR
ratio during postnatal development (Crair and Malenka, 1995; Hsia et al., 1998).
Specific subunit composition of neurotransmitter receptors is also development-
ally regulated. During early development NMDAR receptors are mainly composed
of GluN2B whilst at the end of the first post natal week, NMDARs containing the
GluN2A subunit are widely expressed, resulting in faster NMDAR mediated synaptic
events (Williams, 1993). Indeed, this is the case in CA1 pyramidal cells too, where
ifenprodil sensitivity is reduced in the first post-natal week, reflective of a lower con-
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tribution of GluN2B to synaptic transmission (Kirson et al., 1999). Ca2+ permeable
GluA2-lacking AMPARs (CP-AMPARs) are expressed in early development and are
replaced by Ca2+ impermeable GluA2-containing AMPARs by the second post-natal
week (Kumar et al., 2002). Indeed, the GluA2 subunit is highly expressed in mature
CA1 pyramidal cells (He et al., 1998). The expression and composition of glutamate
receptors has therefore a crucial role in the development and maintenance of synaptic
transmission and consequently shaping circuit function.
1.4.3 Synaptic plasticity
Synapses are dynamic structures that undergo both structural and functional plas-
ticity throughout development and altered activity states. Major forms of synaptic
plasticity in the brain include Hebbian (or associative) forms of plasticity, which is
thought to be the cellular correlate for learning and memory (Bliss and Collingridge,
2013), and homeostatic plasticity, which is crucial to stabilise network activity (Turrigi-
ano and Nelson, 2004).
The interplay of diverse forms of plasticity is complex and thought to be crucial to
appropriate circuit function (Turrigiano, 2017; Vitureira and Goda, 2013).
1.4.3.1 Hippocampal Synaptic Plasticity
Initially postulated by Hebb, Hebbian plasticity is a positive-feedback process
whereby strong synaptic connections are strengthened further (“cells that fire together,
wire together” Hebb (1949)). Later on Stent suggested a converse mechanism whereby
weak synapses are weakened further, making them less e↵ective (”cells that fire out of
sync lose their link”, Stent (1973)). These processes result in long-term potentiation
(LTP) or depression (LTD) of synaptic connections respectively and are believed to
represent cellular correlates for learning and memory.
Electrophysiological studies in ex vivo tissue have been the gold standard to examine
the mechanisms of synaptic plasticity. Bliss and Lomo initially described synaptically
induced LTP in hippocampal slices (Bliss and Lømo, 1973). In this study tetanic
stimulation induced strengthening of the synaptic response in the PP pathway whilst
a control pathway was una↵ected, showing input specificity of LTP induction, in line
with Hebb’s postulate.
The CA3-CA1 synapse in the hippocampus is possibly the most extensively studied
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in the context of synaptic plasticity. Tetanic stimulation of the SC axons is known to
result in LTP in postsynaptic CA1 pyramidal cells. LTP induction with this protocol is
dependent on NMDAR function. Depolarisation of the postsynaptic cell, with coincident
glutamate binding to NMDARs, leads to fast, large Ca2+ influx through NMDARs. Ca2+
then acts a second messenger activating signalling cascades that result in LTP (Malenka
and Bear, 2004). On the other hand, low frequency stimulation of presynaptic axons
with no activation of the postsynaptic cell, leads to a prolonged and slow Ca2+ influx
and induces LTD (Yang et al. (1999), for review see Malenka and Bear (2004); Luscher
and Malenka (2012)).
The mechanisms resulting in LTP expression are numerous with evidence of altered
pre- and post-synaptic function upon LTP induction depending on cell type and de-
velopmental stage studied (reviewed in Bliss and Collingridge (2013)). Post-synaptic
mechanisms include AMPAR insertion at the post-synaptic membrane, which is thought
to result in strengthening of the post-synaptic response (Figure 1.5). This was first
observed in early development, where a reduction synaptic transmission failures post
LTP induction was suggested to result from AMPAR insertion at initially silent syn-
apses (Isaac et al., 1995; Liao et al., 1995). This finding was later on supported by
the results of Lledo et al. (1998) demonstrating for the first time that post-synaptic
membrane fusion events are required for LTP expression. Additionally, Lüscher et al.
(1999) showed that manipulating endocytosis and exocytosis a↵ects AMPAR mediated
currents and disrupts synaptic plasticity. A large body of evidence has grown since
supporting the hypothesis of post-synaptic expression of LTP, giving notorious attention
to AMPAR receptor expression and tra cking (reviewed in Collingridge et al. (2004);
Huganir and Nicoll (2013)). AMPAR subtype also has been suggested to contribute
to LTP, it is thought that a transient increase in synaptic CP-AMPARs contributes to
LTP maintenance (Appleby et al., 2011; Guire et al., 2008; Plant et al., 2006). Indeed,
mice lacking the GluA2 subunit of AMPAR exhibit enhanced LTP in the CA1 region
of the hippocampus (Jia et al., 1996).
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Figure 1.5: Schematic representation of post-synaptic expression of LTD and LTP (adapted from
Luscher and Malenka (2012)). LTD induction results in endocytosis of AMPAR and consequent weak-
ening of synaptic strength. LTP induction leads to AMPAR insertion at the post-synaptic membrane
and consequent strengthening of the synaptic response.
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1.4.3.2 Experience dependent plasticity in the cortex
Experience dependent plasticity has a particularly important role in the maturation
and refinement of sensory systems (Sengpiel and Kind, 2002). Critical periods for
experience dependent plasticity in sensory systems have been described across a variety
of species and represent windows of opportunity during which neuronal circuits are
particularly susceptible to being shaped by experience, such that early life experience
helps shaping circuit function, permanently altering its performance (Hensch, 2005).
Initial studies by Hubel and Wiesel (1970) described a time-window, or critical
period, for experience dependent plasticity in the kitten visual cortex during which
monocular deprivation (MD) in early post-natal life leads to a reduction in the number
of neurons that respond to visual input from the deprived eye, resulting in an ocular
dominance (OD) shift. Importantly, disruption of visual input during this critical period
has long lasting e↵ects, a↵ecting circuit function in later life.
In addition to Hebbian plasticity mechanisms, di↵erent types of homeostatic plas-
ticity contribute to maintain network activity within a dynamic range (Burrone and
Murthy, 2003; Turrigiano and Nelson, 2004; Marder and Goaillard, 2006), these include
activity dependent changes in threshold for plasticity induction (Abraham and Bear,
1996) and synaptic scalling (Turrigiano, 2008).
Bienenstock, Cooper and Munro first put forward the idea that synaptic strength
is determined by the magnitude of the post-synaptic response relative to a sliding
modification threshold, formalised as the BCM theory. The modification threshold
determines the stimulation intensity at which there is no LTP/LTD induction (with
LTP and LTD being induced above and below that threshold, respectively), and is
itself regulated by experience and previous activity state of the post-synaptic neuron
(Bienenstock et al., 1982). The ability of past experience to induce changes in threshold
for subsequent plasticity induction, represents a homeostatic mechanism designated
metaplasticity (Abraham and Bear, 1996), whereby increased neuronal activity increases
the modification threshold thus promoting LTD over LTP, whilst reduced neuronal
activity results in the opposite e↵ect. In line with this idea, dark rearing results in
enhanced LTP and reduced LTD in rat cortical slices, an e↵ect that is reversed when
rats are exposed to light for 2 days prior to slice preparation (Kirkwood et al., 1996).
Homeostatic scaling of synaptic responses was first described by Turrigiano et al.
(1998) in dissociated cultures of neocortical neurons. Activity blockade with TTX or
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CNQX for 48 hours led to increased AMPAR mediated synaptic transmission. Con-
versely, blocking GABA-A receptor mediated inhibition with bicuculine resulted in a
compensatory reduction in excitatory synaptic transmission (Turrigiano et al., 1998).
In the visual cortex, homeostatic scaling of post-synaptic neurotransmitter receptors
results in altered E/I balance towards increase excitation following reduction of visual
inputs through lid suture or intraocular injection of TTX (Ma↵ei and Turrigiano, 2008).
Interestingly, Goel and Lee (2007) have shown that 2 days of visual deprivation is su -
cient to enhance AMPAR mediated synaptic transmission in L2/3 of the mouse visual
cortex, even in adult mice, suggesting that homeostatic plasticity of synaptic inputs
can have a role in regulating circuit function in vivo not only during development but
also throughout life.
Experience dependent plasticity has also been well described in the mouse primary
somatosensory cortex. In the barrel cortex experience dependent plasticity occurs dur-
ing a narrow time window, decreasing between birth and P4 (Fox, 1992). This aligns
with the critical period for LTP and LTD induction at thalamocortical synapses (Crair
and Malenka, 1995). Additionally, Stern et al. (2001) have shown that receptive field
organisation can be disrupted by sensory deprivation between P12 and P14. Interest-
ingly, similar to homeostatic plasticity in the visual cortex, plasticity windows are layer
specific, closing earlier in L4 and with L2/3 remaining plastic for longer (Desai et al.,
2002; Goel and Lee, 2007; Stern et al., 2001).
Altered critical periods of plasticity have been suggested to contribute to abnormal
circuit development in ASD/ID, as abnormal experience dependent plasticity during
these time windows can have life long impact on the wiring of neuronal networks.
Indeed, altered critical period plasticity has been reported in mouse models of ASD/ID,
including FXS, Rett Syndrome and Angelman Syndrome (reviewed in Fagiolini and
Leblanc (2011)).
1.4.4 Synaptic physiology in FXS
FMRP is known to regulate AMPAR tra cking and therefore has a crucial role
in regulating excitatory neurotransmission. In the absence of FMRP, AMPAR intern-
alisation is increased (Nakamoto et al., 2007). In line with FMRP’s role in AMPAR
tra cking, hippocampal neurons in culture exhibit abnormal homeostatic scaling follow-
ing activity blockade, as treatment with TTX and APV fails to increase the amplitude
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of mEPSC as seen in WT (Soden and Chen, 2010). Consistent with reduced surface
expression of AMPAR reported in culture (Nakamoto et al., 2007; Soden and Chen,
2010), amplitude of spontaneous EPSCs is reduced in CA1 pyramidal cells (Meredith
et al., 2011). However this phenotype is age dependent, emerging during the second
post-natal week and returning to typical values by 8 weeks of age, potentially reflecting
compensatory mechanisms at the circuit level throughout development.
Enhanced mGluR dependent hippocampal LTD is a hallmark of the mouse model of
FXS (Bear et al., 2004). Unaltered NMDAR dependent LTP in the mouse model of FXS
has been reported by Godfraind et al. (1996) and Larson et al. (2005), whilst Pilpel
et al. (2009) report an age dependent increase in LTP in Fmr1 /y mice. Additionally,
Lauterborn et al. (2007) have shown that deficits in LTP in young Fmr1 /y mice
are revealed when using a weaker LTP induction protocol and occluded when using
stronger stimulation paradigms, indicating that di↵erences in induction protocol can
significantly contribute to the discrepancies in phenotypes reported across di↵erent
studies. Interestingly, Talbot et al. (2018) reported altered LTP following a hippocampal
dependent learning paradigm, as ex vivo hippocampal slices from trained Fmr1 /y
mice exhibited reduced hippocampal LTP, reflecting enhanced experience-dependent
plasticity in vivo.
In addition to the hippocampal plasticity phenotypes described above, altered critical
periods have been reported for experience dependent plasticity in the visual cortex
(Dölen et al., 2007) and the auditory cortex (Kim et al., 2013) of Fmr1 /y. In the
somatosensory cortex, Harlow et al. (2010) reported a delay in the critical period for
LTP induction at thalamocortical synapses of Fmr1 /y mice. This delay in maturation
of thalamocortical synapses is followed by a delay in the maturation of translaminar
connectivity, as Fmr1 /y mice exhibit weaker connectivity between L2/3 and L4 during
the second post-natal week which returns to WT levels by the third postnatal week
(Bureau et al., 2008).
Other synaptic phenotypes in the somatosensory cortex include a reduction in excit-
atory inputs onto interneurons leading to disinhibition of L4 stellate cells and consequent
circuit hyperexcitability (Gibson et al., 2008). Domanski et al. (2019) revealed reduced
connectivity between fast-spiking interneurons and stellate cells in early post-natal de-
velopment and altered thalamocortical feed-forward inhibition. Interestingly, a recent
study by Antoine et al. (2019) suggests that altered E/I balance itself results from
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homeostatic compensation in rodent models of ASD/ID including in the Fmr1 /y mouse
model of FXS. Antoine et al. (2019) showed that enhanced E/I ratio in L2/3 pyramidal
neurons in the somatosensory cortex of mouse models of ASD/ID is associated with
typical spontaneous firing in response to network activity, rather than circuit hyperex-
citability. This study raises two interesting points: firstly neuronal networks in ASD/ID
are capable of homeostatic compensation and secondly it raises the possibility that
other phenotypes observed in ASD/ID, beyond synaptic E/I balance, might result from
homeostatic compensation.
1.4.5 Synaptic physiology in CDD
In the hippocampus, abnormal expression of glutamate receptor subunits is suggested
to contribute to altered synaptic plasticity in mouse models of CDD. Yennawar et al.
(2019) have reported increased early phase LTP (<30 min) suggested to result from
an increase in CP-AMPARs, consistent with the transient role of these receptors in
LTP expression (Appleby et al., 2011; Plant et al., 2006). Okuda et al. (2017) suggest
increased LTP, due to altered NMDAR function and increased GluN2B expression, as a
mechanism contributing to higher sensitivity to chemically induced seizures in Cdkl5 /y
mice. Indeed, blocking GluN2B containing NMDARs with ifenprodil reduced seizure
susceptibility to WT levels.
In transgenic mice lacking CDKL5 in excitatory neurons, Tang et al. (2017) reported
trends towards increased frequency of mEPSCs and mIPSCs in CA1 pyramidal cells, and
significantly increased inhibitory charge transfer. These data should be considered with
caution as they represent recordings from only 3 mice per genotype, however it provides
some evidence supporting a role of CDKL5 in synaptic transmission and E/I balance in
particular. Indeed, these cellular level phenotypes are reflected at the local circuit level,
with altered temporal dynamics of synaptic transmission in the hippocampus, assessed
with voltage sensitive dye imaging experiments (Tang et al., 2017). In KO mouse models
of CDD, evidence from anatomical studies suggests that E/I balance might be altered in
sensory brain areas. In the visual cortex, Pizzo et al. (2016) reported increased density
of parvalbumin positive interneurons in L5 (Pizzo et al., 2016). In L4 of the mouse
barrel cortex, absence of CDKL5 resulted in reduced density of cortico-cortical excitatory
synapses and unaltered inhibitory synapse density, potentially resulting in altered E/I
ratio. Furthermore, Pizzo et al. (2019) suggest that the reduction in density of cortico-
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cortical synapses might reflect an homeostatic compensation for reduced thalamic input.
Nonetheless, these anatomical studies are yet to be supported by functional assessment
of synaptic transmission. In contrast with the findings in L4, Della Sala et al. (2016)
showed a reduction in spine density accompanied by reduced mEPSC frequency in L5
of the somatosensory cortex in Cdkl5 /y mice.
1.5 Regulation of Cellular Excitability
Pyramidal cells receive thousands of excitatory and inhibitory synaptic inputs. The
integration of synaptic inputs occurs along the dendritic tree and in the somatic com-
partment and is highly dependent on the biophysical properties of the cell membrane
(Magee, 2000; Branco and Häusser, 2011). Ion channel composition of the neuronal
membrane is therefore crucial in determining cellular excitability (Hodgkin and Huxley,
1952; Turrigiano et al., 1995). In addition to the synaptic mechanisms mentioned previ-
ously, intrinsic excitability too can have a large impact on circuit function. Interestingly,
intrinsic excitability can also be modulated during learning and in response to altered
activity states (Debanne et al., 2019).
Persistent changes in cellular excitability are known to accompany long term synaptic
plasticity (LTP/LTD). Indeed, in the hippocampus LTP is accompanied by increased
excitability of the post-synaptic neurons (Bliss and Lømo, 1973; Andersen et al., 1980).
In CA1 pyramidal cells, synaptic LTP is accompanied by a reduction in AP threshold
mediated by a shift in the activation curve of VGSCs, resulting in increased excitability
(Xu et al., 2005). Potentiation of intrinsic excitability appears to share some of the
mechanisms of synaptic LTP in that it is NMDAR dependent and Ca2+ dependent and
is suggested to be a cellular correlate for learning and memory. Indeed, changes in
cellular excitability during learning have been reported in the hippocampus. Learning
of a conditioned eye blink task resulted in a transient increase in cellular excitability
in the rabbit hippocampus, mediated by a reduction in K+ channel mediated afterhy-
perpolarisation (AHP) and consequent reduction in spike accommodation (Moyer Jr.
et al., 1996). In the rat dorsal hippocampus intrinsic excitability increases following
learning a spatial memory task (Oh et al., 2003).
In addition to learning and memory, modulation of intrinsic excitability has an
important role in regulating neuronal activity in an homeostatic manner. Turrigiano
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et al. (1994) first described modulation of intrinsic excitability in response to altered
synaptic input in lobster somatogastric ganglion neurons. When isolated in culture
these cells exhibit tonic firing, and transition to burst firing mode similar to their
in vivo behaviour after 4 days in culture, indicating they have the ability to adapt
ionic conduction in order to normalise their activity pattern. In cultured hippocampal
neurons, chronic depolarisation leads to a reduction in input resistance and consequently
to a homeostatic reduction in cellular excitability. This e↵ect is mediated by an increase
in leak K+ current and dependent on NMDAR and L-type Ca2+ channels (O’Leary et
al., 2010). Importantly, depolarisation induced reduction in excitability is reversible,
showing the homeostatic nature of this phenomenon, as neurons are able to return their
initial state once the depolarising stimulus is removed.
In addition to the synaptic mechanisms already described, altered cellular excitability
is believed to contribute to circuit dysfunction in ASD/ID (Contractor et al., 2015).
Thus, an understanding of the mechanisms regulating neuronal excitability is key in
order to identify potential therapeutic targets that act to normalise circuit function.
1.5.1 The axon initial segment
If the integration of synaptic inputs reaches the threshold for action potential (AP)
firing, APs are initiated at the axon initial segment (AIS) (Kole et al., 2008; Kole
and Stuart, 2012), and then travel down the axon until they reach the pre-synaptic
terminal and results in neurotransmitter release (Figure 1.6A). The AIS is therefore a
key regulator of cellular excitability. Additional functions of the AIS include acting as a
di↵usion barrier and maintaining cellular polarity. Whilst these functions are important
for axonal specification and function these will not be discussed in detail (for review see
Leterrier (2018)). Instead I will focus on the role of the AIS as AP initiation site and
its influence on cellular excitability.
1.5.1.1 Structure and function
Historically, the AIS has been defined as the initial non-myelinated portion of
the axon. Whilst functional studies suggested the initial portion of the axon as the
potential site for spike initiation as early as in 1953 (Brock et al., 1953), a morphological
characterisation of the AIS was not achieved until 1968 when the studies of Palay et
al. (1968) and Peters et al. (1968) used electron microscopy (EM) to describe the
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AIS. These early morphological studies described three distinctive features of the AIS:
closely apposed bundles of 3 to 10 microtubules (fascicles), a 50 nm thick undercoat
lining of the plasma membrane, and an almost complete absence of ribosomes (Palay
et al., 1968; Peters et al., 1968). Since then, the study of the molecular composition,
as well as structural organisation of the AIS has grown revealing a complex network of
sca↵olding proteins and ion channels (for review see Leterrier (2018), Figure 1.6B).
Ankyrin G (AnkG) is an AIS specific sca↵olding protein. It is often referred to
as the ”master-organiser” of the AIS, as it has a fundamental role in recruiting other
sca↵olding proteins, such as  IV-spectrin and neurofascin-186, as well as ion channel
to the AIS during its formation. AnkG clusters at the AIS during early development
(between E13.5 and P1 in vivo or 3-4 days in vitro in dissociated cultures), and in its
absence AIS development is halted (Zhou et al., 1998).
The structure of AnkG includes a membrane binding domain in its N-terminal, a
spectrin binding domain, a serine rich domain, an unstructured tail and a carboxyl-
terminal. AnkG’s membrane-binding domain is responsible for anchoring ion channels
and cell adhesion molecules, including neurofascin-186 (NF-186) and Neuronal-CAM (Nr-
CAM) to the membrane. AnkG binds to the underlying actin/spectrin sub-membrane
complex through its spectrin binding domain. Super-resolution microscopy studies have
shown that AnkG’s molecular structure leads to the periodic organisation of structural
elements of the AIS (Leterrier et al., 2015). Periodic organisation of structural elements
is thought to contribute to robustness and stability of axonal structure, whilst periodicity
of ion channel distribution is hypothesised to influence action potential generation and
propagation, though this has yet to be tested experimentally.
The high density of voltage gated sodium, potassium and calcium channels is crucial
for its role as the site of AP initiation. Ion channels bind to AnkG through their ankyrin
targeting moti↵s. Moreover, comparative studies show that these binding motifs are
highly conserved in vertebrates (Hill et al., 2008), and suggest that the appearance of
the AIS in evolution coincided with the development of complex sensory systems.
Voltage gated sodium channels (VGSCs) are responsible for the local depolarising
current at the AIS, contributing to the initiation and rise phase of APs (Hodgkin
and Huxley, 1952). Kole et al. (2008) have elegantly shown using a combination of
electrophysiology and computational modelling that high density of VGSCs at the AIS
is required for AP initiation in cortical pyramidal neurons. In line with those findings,
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Na+ imaging studies have subsequently shown high Na+ influx localised to the AIS
(Fleidervish et al., 2010; Bender and Trussell, 2009). VGSC in the brain contain one of
four ↵ subunits (Nav1.1, Nav1.2, Nav1.3 and Nav1.6), with subunits Nav1.1, Nav1.2 and
Nav1.6 localising to the AIS in a developmental and cell type specific manner. Of these
Nav1.6 is the main isoform expressed in the adult CNS and preferentially localises to the
distal end of the AIS, with electron microscopy studies estimating the density of Nav1.6
channels in the AIS to be 35 fold higher than that at the soma (Lorincz and Nusser,
2010). The high density of these channels combined with their relatively hyperpolarised
activation voltage ( 15-20 mV) compared to other isoforms (Rush et al., 2005; Hu et al.,
2009) contributes to the lower AP threshold at this site. The di↵erential expression of
Nav1.1 and 1.2 is thought to shape firing behaviour of di↵erent neurons. With Nav1.1
being preferentially expressed in the proximal AIS of GABAergic interneurons (Lorincz
and Nusser, 2008). Nav1.2 is expressed as the main AIS VGSC in unmyelinated axons
during early development. Upon axon myelination Nav1.2 is gradually replaced by
Nav1.6, so that in mature pyramidal cells in the cortex and hippocampus the expression
of Nav1.2 is restricted to the proximal portion of the AIS, where it is suggested to
contribute to AP back-propagation (Hu et al., 2009). Indeed, a recent study by Spratt
and colleagues reported impaired AP backpropagation in a adult transgenic mice that
lack Nav1.2 expression (Spratt et al., 2019).
K+ channel opening after AP initiation contributes to the repolarising phase of APs.
Channels of the Kv1 subtype are the most abundantly expressed at the AIS typically
localising to the distal end, with both Kv1.1 and Kv1.2 being present in most neuronal
cell types (Lorincz and Nusser, 2008), including cortical and hippocampal pyramidal
cells. The high density of K+ channels regulates AP waveform, with K+ channel
blocking leading to an increase in the half width of axonal APs and consequent increase
in neurotransmitter release and synaptic e cacy (Kole et al., 2007). Additionally,
blockade of Kv1 channels specifically at the AIS influences intrinsic excitability and
firing properties measured in the somatic compartment, resulting in hyperexcitability
of CA3 pyramidal cells (Rama et al., 2017), in line with previous studies reporting
hyperexcitability in mice lacking Kv1.1 (Lopantsev et al., 2003).
KCNQ2 and KCNQ3 (Kv7.2 and Kv7.3 respectively) mediate the M current. Kv7.2
and Kv7.3 are localised to the AIS by AnkG (Pan et al., 2006) and generate a slow
voltage dependent current that is activated just below spike threshold. In hippocampal
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Figure 1.6: Schematic representation of AIS location and molecular composition. A - Schematic
representation of a neuron with AIS represented in orange. Green arrows represent synaptic inputs
being received and integrated along the somatodendritic compartment, leading to AP initiation at the
AIS. Orange arrows represent APs traveling down the axon until reaching the pre-synaptic termninal
thus resulting in neurotransmitter release. (Schematic made using Biorender, based on Leterrier and
Dargent (2014). B - Schematic representation of AIS molecular composition adapted from Grubb et al.
(2011).
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pyramidal cells, blocking KCNQ leads to increased cellular excitability (Shah et al., 2008;
Lezmy et al., 2017), due to a lower spike threshold and enhanced spontaneous AP firing.
Disruption of the interaction of the channel with Ank-G results in a similar e↵ect to that
observed by channel blocking (Shah et al., 2008), suggesting that axonal localisation is
crucial to determine KCNQ function in the regulation of cellular excitability.
In addition to Na+ and K+ channels, voltage gated calcium channels (VGCCs) are
also expressed at the AIS though their functional role is not as well understood. Using
calcium imaging and selective pharmacology, Bender and Trussell (2009) have shown
that T and R type VGCCs are codistributed with Na+ channels at the AIS and suggest
Ca2+ influx through these channels is essential to the generation and timing of complex
spikes, in interneurons of the dorsal cochlear nucleus. In cortical pyramidal neurons, Yu
et al. (2010) suggest that P/Q VGCCs modulate AP kinetics and consequently cellular
excitability, as channel blocking resulted in slower AP decay through a reduction of
Ca2+-activated K+current.
1.5.1.2 AIS Plasticity
The AIS is a dynamic structure and it is known to undergo functional and morpho-
logical changes in response to neuronal activity (Grubb and Burrone, 2010; Grubb et
al., 2011). AIS structural plasticity occurs during development and is believed to be
a homeostatic mechanism in order to maintain neuronal activity (Kuba et al., 2006;
Gutzmann et al., 2014). Indeed, evidence from computational modelling studies suggests
that modulating AIS length and position allows neurons to optimise their excitability
(Gulledge and Bravo, 2016), with the e↵ect of AIS length and position on cellular ex-
citability depending on somatodendritic morphology. While small neurons (e.g. DGCs)
exhibit maximum excitability with more proximal AISs of intermediate length, in larger
neurons (e.g. pyramidal neurons) longer AISs were associated with increased cellular
excitability (Gulledge and Bravo, 2016).
Structural modulation of the AIS was initially described in nucleus magnocellularis
and nucleus laminaris of the avian auditory system by Kuba et al. (2006). In these
regions, neurons respond to sounds of a characteristic frequency (CF), and are arranged
in a tonotopic manner. Neurons with a low-CF exhibit longer AISs positioned closer
to the soma, compared to shorter AISs positioned more distally from the soma in
high-CF neurons. Computational modelling showed that AIS length and position were
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optimised in order to reduce AP threshold and increase sensitivity to interaural time
di↵erence at each specific frequency. Therefore AIS morphology has a crucial role in
the estimation of sound source location for a range of di↵erent frequencies in chicks. In
a subsequent study, Kuba et al. (2010) showed that AIS length in the chick auditory
system is directly modulated by neuronal activity in a compensatory manner. Loss of
auditory input achieved by cochlear ablation resulted in progressively longer AISs and
a concomitant increase in cellular excitability. It is now known that frequency tuning
during development in this system relies on the activity dependent modulation of the
AIS (Kuba et al., 2014).
Since Kuba et al. (2006) original study, AIS structural plasticity during development
has been reported in other systems. Gutzmann et al. (2014) first described the devel-
opmental trajectory of the AIS in the mouse visual cortex. In this brain region, AIS
length increases until eye opening around post-natal day (P) 14 and decreases shortly
after by P28. This is an activity dependent phenomenon as this transition no longer
occurs when mice are visually deprived from birth or for 2 weeks after eye opening.
The activity dependent nature of this developmental shift appears to be dependent on
Ca2+ signalling, as in mice lacking synaptopodin, a marker for the cisternal organelle,
AIS development appears to be independent of visual activity (Schlüter et al., 2018).
However further studies are needed to establish the precise role of Ca2+ signalling in
activity dependent development of the AIS.
The developmental trajectory of the AIS is thought to reflect a compensatory mech-
anism in response to changes in neuronal activity, whereby an increase in visually
driven neuronal activity upon eye opening results in shorter AISs and consequently
reduced cellular excitability (Gutzmann et al., 2014). However, a direct link between
cellular excitability and AIS length during development has not been established in
this particular system. Whilst there is evidence from homeostatic plasticity studies of
compensatory changes in synaptic transmission and cellular excitability upon visual
deprivation (Brown et al., 2019; Keck et al., 2013; Ma↵ei et al., 2004), these have not
been causally linked to AIS plasticity.
More recently, Jamann et al. (2020) have described the developmental trajectory of
AISs in the somatosensory cortex. In line with the previous studies in the visual system,
Jamann et al. (2020) showed an increase in AIS length during early development up
until P15. After the end of the second postnatal week, active whisking results in a
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reduction in AIS length by P21. This is also dependent on sensory activity as whisker
trimming prevents this AIS shortening.
Additionally, environmental factors such as environmental enrichment (EE) are
known to modulate AIS plasticity and development across a range of brain areas in-
cluding the mPFC (Nozari et al., 2016), the DG (Bolos et al., 2019) and somatosensory
cortex (Jamann et al., 2020). The precise e↵ect of EE on AIS length appears to be
dependent on brain area, perhaps reflecting di↵erences at the local circuit level. EE
results in longer AISs in the mPFC (Nozari et al., 2016), while it leads to AIS shortening
in the DG (Bolos et al., 2019). In L2/3 of the somatosensory cortex, AIS reduces in
length in a transient manner during the first 3 hours of exposure and returns to baseline
length at the end of 6 hours, reflecting an increase in exploratory activity when the mice
are first exposed to the novel environment that wears o↵ by the 6 hours of maximum
exposure (Jamann et al., 2020). This e↵ect is thought to represent an homeostatic
compensation to the increase in neuronal activity, measured as an increase in c-Fos
positive cells during the first 3 hours of exposure that also returns to baseline after 6
hours.
AIS plasticity on shorter timescales has been studied in in vitro systems which allow
for the dissociation of the cellular mechanisms involved. Grubb and Burrone (2010)
first described an activity dependent relocation of the AIS in dissociated hippocampal
neurons. In this system, depolarisation with 15 mM KCl or optogenentic stimulation in
bursts resulted in distal relocation of the AIS relative to the soma over the course of 2
days. AIS plasticity under these conditions is independent from AP firing but dependent
on L type Ca2+ channel activity and downstream intracellular activation of calcineurin
(Evans et al., 2013; Grubb and Burrone, 2010). The more distal location of the AIS
was associated with a reduction in cellular excitability, observed as an increase in AP
current threshold. In a subsequent study, Evans et al. (2015) showed that DG granule
cells (DGCs) can undergo rapid AIS plasticity, with 3 hours of optogenetic stimulation
in bursts or depolarisation with KCl being su cient to induce AIS plasticity. Rather
than a distal shift in AIS position, short-term plasticity (i.e. 3 h) results in a shortening
of the AIS. AIS shortening was measured both based on AnkG immunolabelling as
well as VGSCs labelling, indicating that both structural and functional elements of
the AIS undergo activity dependent remodelling. AIS shortening results in reduced
cellular excitability, an e↵ect that was dependent on VGSC phosphorylation state
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Figure 1.7: Schematic representation of AIS plasticity in vivo and in vitro. A - Sensory input leads to
AIS shortening in vivo in the chick auditory system (Kuba et al., 2006), in the somatosensory cortex
(Jamann et al., 2020) and visual cortex (Gutzmann et al., 2014) of the mouse. Sensory deprivation
prevents activity dependent AIS shortening. B - Depolarisation of neurons in culture leads to distal
AIS relocation (long term - 48 h) or AIS shortening (short-term, 3 h) (Grubb and Burrone, 2010; Evans
et al., 2015).
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modulated by calcineurin (Evans et al., 2015). Other suggested mechanisms for short
term AIS plasticity include neuromodulatory factors. An increase in extracellular
BDNF or NT3 concentrations has been shown to lead to proximal relocation of the
AIS and increased cellular excitability in hippocampal cultures whilst in the absence
of neurotrophin receptors TrkB and TrkC, AISs relocated more distally leading to a
reduction in neuronal excitability (Guo et al., 2017). A schematic representation of AIS
plasticity in response to altered neuronal activity is shown in Figure 1.7.
1.5.1.3 AIS in ASD/ID and epilepsy
Given the role of the AIS in the regulation of cellular excitability, it is perhaps not
surprising that abnormal structure and function of the AIS have been linked to patho-
logical conditions associated with altered network activity, including stroke, epilepsy,
schizophrenia and neurodevelopmental disorders (Wimmer et al., 2010; Kaphzan et al.,
2011; Bu ngton and Rasband, 2011). As epilepsy is a common comorbidity in ASD/ID,
the role of the AIS in epilepsy is of particular interest in the context of this thesis.
A variety of ion channels expressed at the AIS have been implicated in the patho-
physiology of epilepsy. Mutations in the SCN1A gene encoding VGSC Nav1.1 are the
most commonly associated with epilepsy (for review see Catterall et al. (2010)). Loss
of function mutations result in a severity spectrum of epilepsy ranging from mild feb-
rile seizures (Sugawara et al., 2001) to severe myoclonic epilepsy of infancy (or Dravet
syndrome) (Mantegazza et al., 2005). Consistent with the known interneuron specific ex-
pression of Nav1.1, loss of function of this channel in mouse models of Dravet syndrome
leads to reduced AP firing of interneurons and consequent disinhibition of pyramidal
cells, leading to network hyperexcitability (Ogiwara et al., 2007).
Interestingly, the genes encoding Nav1.2 channels have been implicated in epilepsy
as well as ASD/ID. Whilst gain of function mutations are associated with epilepsy, loss
of function mutations are associated with ASD/ID and absence seizures (Scalmani et
al., 2006; Ben-Shalom et al., 2017). Nav1.2 haploinsu cency results in impaired AP
backpropagation resulting in impaired dendritic excitability, in line with the proximal
AIS location of this channel. This is suggested as a potential cellular mechanism
underlying cognitive deficits in ASD/ID (Spratt et al., 2019).
Similar, to Nav1.2 mutations, Nav1.6 gain of function is associated with epilepsy
whilst loss of function mutations are linked to ID (reviewed in O’Brien and Meisler
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(2013)). Gain of function de novo mutations in the SCN8A gene encoding Nav1.6,
have been associated with epileptic encephalopathy (Estacion et al., 2014; Veeramah
et al., 2012). While, in the mouse hippocampus and EC, up regulation of Nav1.6
during epileptogenesis is known to contribute to circuit hyperexcitability further seizure
generation (Hargus et al., 2013; Blumenfeld et al., 2009). Interestingly, reducing Nav1.6
expression in haploinsu cient mice has a protective e↵ect, resulting in reduced seizure
susceptibility (Blumenfeld et al., 2009). Furthermore, seizure severity and viability are
improved in the mouse model of Dravet syndrome when these are haploinsu cient for
Nav1.6 (Martin et al., 2007).
Mutations in AIS K+ channels have also been associated with epilepsy. Kv1.1
mutations have been associated with episodic ataxia and epilepsy (Zuberi et al., 1999)
and loss of Kv1.1 results in spontaneous seizures in mice (Smart et al., 1998). Mutations
that enhance Kv7.2 and Kv7.3 channel function are associated with epilepsy (Devaux et
al., 2016; Miceli et al., 2015). Interestingly, the channel location is just as important for
its role regulating cellular excitability, with mutations that disrupt cellular distribution of
Kv channels without impairing channel conductance also being associated with epilepsy
(Abidi et al., 2015). De novo loss of function mutations in Kv7.3 have also been
identified in an ASD cases (Gilling et al., 2013), while loss of Kv7.2 in rodents results
in impaired social interaction and repetitive behaviours (Kim et al., 2020).
The study of the AIS in the context of ASD/ID is still at its early stages. In addition
to the implication of AIS ion channels in ASD/ID mentioned above, the work of Kaphzan
et al. (2011) is the only study to date reporting altered AIS morphology in a mouse
model of ASD/ID. In this study, increased AIS length and Nav1.6. expression was
associated with a more hyperpolarised AP threshold and enhanced intrinsic excitability
in CA1 pyramidal cells in a mouse model of Angelman Syndrome.
1.5.2 Cellular Excitability in CDD and FXS
How loss of CDKL5 a↵ects cellular excitability is largely unknown, with most studies
attributing synaptic mechanisms for circuit dysfunction in mouse models of CDD (Tang
et al., 2019, 2017; Della Sala et al., 2016; Yennawar et al., 2019; Okuda et al., 2017).
However, in the mouse model of FXS, cellular hyperexcitability has been reported in
multiple brain areas and attributed to a variety of mechanisms (Contractor et al., 2015).
In particular hyperexcitability in the somatosensory cortex has long been suggested as a
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mechanism contributing to sensory hypersensitivities (Gibson et al., 2008; Booker et al.,
2019; Domanski et al., 2019). Voltage sensitive dye imaging experiments showed that
the spread or activity in the cortical surface occurs faster and with greater intensity in
Fmr1 /y mice upon whisker stimulation and this is associated with increased cellular
excitability (Zhang et al., 2014). In addition to synaptic phenotypes, Domanski et al.
(2019) reported hyperexcitability of L4 SCs, accompanied by altered AP firing properties
in fast-spiking interneurons. Booker et al. (2019) have shown that hyperexcitability
of L4 stellate cells is mediated by a reduction in hyperpolarization-activated cyclic
nucleotide–gated (HCN) channels mediated current (Ih).
Ih is a non-inactivating cation conductance activated by hyperpolarisation of the
neuronal membrane. As HCN channels are also active at rest, Ih can have an impact
on resting membrane potential and input resistance (Shah, 2014). Consistent with
the dendritic expression of HCN1/2, altered HCN channel expression has also been
associated with altered dendritic excitability in the hippocampus and mPFC (Brager
et al., 2012; Kalmbach et al., 2015). In CA1 pyramidal cells of Fmr1 /y mice, Ih
is increased resulting in reduced input resistance and consequently reduced dendritic
excitability (Brager et al., 2012). In contrast, mPFC L5 pyramidal neurons show reduced
dendritic Ih resulting in increased dendritic excitability in Fmr1 /y mice (Kalmbach
et al., 2015). The bidirectional nature of HCN expression in Fmr1 /y mice suggests
it might reflect a compensatory mechanism rather than a direct consequence of the
lack of FMRP. Indeed, HCN channel expression can be regulated by network activity
activity in ex vivo tissue (Fan et al., 2005) and in epileptic states in vivo (Jung et
al., 2011; Richichi et al., 2008). In addition to HCN channels, K+ channels have been
implicated in the excitability of pyramidal cells in the hippocampus of Fmr1 /y mice.
Kv4.2. mediates the A-type K+ current and its translation is regulated by FMRP
(Darnell et al., 2011). Expression of Kv4.2. increases along the dendrites with distance
from the soma, and it has an important role in mediating dendritic excitability (Kerti
et al., 2012). Routh et al. (2013) have reported reduced A-type current in the dendrites
of CA1 pyramidal cells contributing to hyperexcitability of the dendritic compartment.
Deng et al. (2013) reported increased AP broadening during repetitive firing in CA3
pyramidal cells of Fmr1 /y mice mediated by increased BK channel activation in the
absence of FMRP. In CA1 pyramidal cells, Luque et al. (2017) reported increased
excitability in CA1 pyramidal cells, reflected as an increase in AP firing in response
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to depolarising current steps, an e↵ect that appears to be mediated by an increase in
input resistance. Additionally, Luque et al. (2017) observed broader APs in Fmr1 /y
mice which is attributed to altered BK channel as previously reported in CA3 (Deng
et al., 2013), however, this was never confirmed with pharmacology. Other suggested
mechanisms underlying hyperexcitability in FXS include increased persistent sodium
current in EC L3 pyramidal neurons, which leads to a more hyperpolarised AP threshold
(Deng and Klyachko, 2016).
In addition to altered ion channel function, altered homeostasis of cellular excit-
ability has recently been suggested as a potential mechanism contributing to cortical
hyperexcitability (Bülow et al., 2019). WT neurons show enhanced cellular excitab-
ility following blocking of synaptic transmission with TTX and APV, this e↵ect is
exaggerated in Fmr1 /y neurons (Bülow et al., 2019), potentially contributing to hy-
perexcitability of cortical networks. Interestingly, the work of Domanski et al. (2019)
suggests that opposition of synaptic and cellular excitability phenotypes might rep-
resent compensatory mechanisms of neuronal circuits in FXS. Therefore homeostatic
regulation of intrinsic excitability might play an important role in regulating neuronal
function in ASD/ID that is yet to be explored. Furthermore, with many studies focusing
on dendritic excitability phenotypes in FXS, the role of the AIS in regulating cellular
excitability is poorly understood in the context of FXS and ASD/ID more generally.
1.6 Aims
This introduction has summarised di↵erent aspects involved in neurotransmission,
from pre-synaptic neurotransmitter release, to synaptic plasticity and regulation of
cellular excitability. Given the large body of evidence implicating these processes in the
pathophysiology of ASD/ID and epilepsy, the overarching aim of this thesis is to further
our understanding of synaptic transmission and cellular excitability in the context of
ASD/ID, focusing in particular in rodent models of CDD and FXS.
Chapter 3: In this chapter I addressed the hypothesis that loss of CDKL5 results
in altered synaptic function and cellular excitability in Cdkl5 /y rats. I used elec-
trophysiological recordings to examine hippocampal synaptic plasticity, and pre- and
post-synaptic function and cellular excitability in CA1 and mPFC. I provide evidence
that CDKL5 plays a role in synaptic plasticity in the hippocampus. Synaptic function
34
and excitability in the mPFC were una↵ected in Cdkl5 /y rats.
Chapter 4: I hypothesised that altered AIS morphology contributes to altered
cellular excitability in Fmr1 /y mice. I used a combination of histology and electro-
physiology to examine cellular excitability, AIS plasticity and synaptic inputs to CA1. I
found cellular hyperexcitability of CA1 pyramidal cells to be associated with increased
AIS length in Fmr1 /y mice. The data in this chapter provide evidence that changes
in AIS length homeostatically normalise cellular excitability to compensate for altered
synaptic inputs to CA1 in Fmr1 /y mice.
Chapter 5: In this chapter I addressed the hypothesis that regulation of AIS
structure by experience is intact in Fmr1 /y mice. I examined the developmental
trajectory of AIS length across cortical layers in the primary visual cortex of Fmr1 /y
and WT mice and used a visual deprivation paradigm to assess in vivo AIS plasticity
and regulation of cellular excitability. I provide evidence for altered AIS developmental
trajectory in a cortical layer specific manner in Fmr1 /y mice. However, I failed to






All procedures were performed in accordance with Home O ce (ASPA, 2013; HMO
license: P1351480E) and institutional guidelines. Animals were housed with littermates
on a 12 h light/dark cycle with food and water ad libitum, unless otherwise stated. As
FXS and CDD are X-linked disorders, only male mutant and WT littermate animals
were used for experiments. All experiments and data analysis were performed blinded
to genotype (and treatment where applicable).
2.1.1 CDKL5 rats
The CDKL5 knock out (KO) rat was generated by Horizon Discovery (St. Louis,
Missouri, USA). A 10 bp deletion in exon 8 of the Cdkl5 gene leads to a null allele and,
consequently, absence of CDKL5 protein expression. Rats were bred in house on the
LEH (Jackson Laboratories) background.
2.1.2 Fmr1 mice
Fmr1 KO mice were obtained from the Dutch-Belgium Consortium (Jackson Labor-
atories, 003025, The Dutch-Belgian Fragile X Consorthium et al. (1994)) and bred
in-house onto the C57/Bl6J/Crl background.
2.1.3 Generation of  1-Nav-GFP - Fmr1 mice
 1-Nav-GFP mice were generated by Dr Diane Sherman and Professor Peter Brophy.
Briefly, the  1-Nav-GFP cDNA (McEwen et al., 2009) was cloned into the blunted XhoI
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site of the pTSC21k vector and released using the restriction enzyme Not I (Zonta et al.,
2011). This construct was used for pronuclear injection (Sherman and Brophy, 2000),
generating transgenic mice that express the  1 subunit of the sodium channel ( 1-Nav)
fused to the C-terminus of GFP, under the control of the Thy1.2 promoter (Caroni,
1997).
The mice used for the work in this thesis result from backcrossing male  1-Nav-GFP
with female Fmr1+/  C57/BL6J/Crl mice in order to obtain  1-Nav-GFP-Fmr1 WT
and  1-Nav-GFP-Fmr1 /y mice for genotype comparisons. Mice were backcrossed for
at least six generations before data collection.
2.2 Genotyping
Tissue biopsies that were collected at weaning for the purpose of animal identification
or at the time of the experiments (for animals used prior to weaning) were used for
genotyping. Genotyping for the Fmr1 mouse lines was carried out in house as detailed




For DNA extraction, tissue samples were digested in 600 µL NaOH (50 mM) for
1 h at 100 C (inverted every 20 min). The pH was neutralised with 50 µL Tris-HCl
(1 M) for 2 min at 100 C. The samples were then centrifuged at 14,000 rpm for 10 min,
leaving the DNA in the supernatant to use in the polymerase chain reaction (PCR)
protocol.
2.2.1.2 Polymerase Chain Reaction
For individual PCR reactions, 1 µL of DNA was added to 6 µL of GoTaq master
mix (2x stock, Promega) and specific primers (Table 2.1), at a final concentration of 1
or 2 µM for forward and the reverse primers respectively. The PCR protocol used is
detailed in Table 2.2.
The PCR products were loaded on a 2% agarose gel (50 mL) containing SYBRSafe
(1:50000, Invitrogen) for 20 min at 100 mV. WT samples were identified by the presence
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of a single band corresponding to 85 kb and Fmr1 KOs by a band at 105 kb.
Table 2.1: Primer sequences for Fmr1 mice
Fmr1 Primers Sequence - 5’-3’
Forward primer (WT) TGT GAT AGA ATA TGC AGC ATG TGA
Forward primer (KO) CTT CTG GCA CCT CCA GCT T
Reverse primer (common) CAC GAG ACT AGT GAG ACG TG
Table 2.2: Thermocycling conditions for Fmr1 primers
Step Temperature ( C) Time
1 94 3min











Table 2.3: Composition of extracellular solutions used in
electrophysiology experiments











Table 2.4: Composition of the potassium gluconate
based intracellular solutions used in current clamp
recordings












Table 2.5: Composition of the cesium gluconate













The pH of all intracellular solutions (Tables 2.4, 2.5) was adjusted to 7.3 and
osmolarity was 290-300 mOsm.L 1. In a subset of recordings 0.1-0.2% biocytin (Sigma)
was added to the intracellular solution to allow post-hoc labelling and morphological
characterisation of the cell recorded.
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2.3.2 Acute slice preparation
Mice and rats were deeply anesthetised with isofluorane and then decapitated. The
brain was rapidly removed and placed in carbogenated (95% O2 / 5% CO2) ice-cold
sucrose-modified artificial cerebrospinal fluid (cutting ACSF, Table 2.3). 400 µm-thick
slices containing the brain region of interest were cut coronally (mPFC, hippocampus,
primary visual cortex) or horizontally (hippocampus) on a Vibratome (VT1200s, Leica,
Germany). Slices were transferred to a storage chamber and allowed to recover sub-
merged in cutting-ACSF at 35 C for 30 min. Slices were kept at room temperature
thereafter until used for electrophysiological recordings.
2.3.3 Extracellular field recordings
Extracellular field recordings to assess hippocampal synaptic plasticity were per-
formed by Rita Loureiro, when she was a research assistant in the lab.
Slices were transferred to a submerged recording chamber perfused with warm car-
bogenated recording ACSF (Table 2.3) at a flow rate of 3-4 mL/min. Temperature
was maintained at 31 ± 1 C throughout the recordings. Recording pipettes (1-3 M⌦
resistance) were pulled from borosilicate glass capillaries (1.5 mm outer / 0.86 mm
inner diameter, Harvard Apparatus, UK) on a horizontal electrode puller (P-97, Sutter
Instruments, CA, USA), and filled with recording ACSF. The stimulating electrode was
placed in the stratum radiatum (SR) to stimulate the Scha↵er collateral (SC) pathway
and evoke synaptic responses in CA1 (Figure 2.1 A). Single pulses of electric stimulation
(200 µs) were delivered every 30 s through a bipolar electrode (Ni:Cr) connected to a
constant current stimulator (DS3, Digititmer Ltd, UK). Stimulus intensity was set to
produce 50% of the maximum field excitatory post-synaptic potential (fEPSP) amp-
litude, and kept constant thereafter. After 20 min of stable baseline, tetanic stimulation
(two trains of 1 s 100 Hz stimulation, 20 s inter-train interval) was used to induce LTP
(Komiyama et al., 2002). fEPSP were recorded for 1 h after LTP induction. fEPSP
slopes were normalised to baseline values and LTP magnitude reported as the average
fEPSP slope in the final 10 min of the recording divided by the average fEPSP slope
during the baseline period. LTP was quantified based on the slope of the fEPSP rise
phase rather than peak amplitude, as the slope is linearly correlated with synaptic
conductance, while peak amplitude can be contaminated by the presence of population-
spikes (Johnston, Daniel and Wu, 1994). Data acquisition and analysis were performed
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in WinLTP Software (University of Bristol, UK).
2.3.4 Patch-clamp recordings
Whole-cell patch-clamp recordings were used to assess excitatory synaptic trans-
mission and cellular excitability. Slices were transferred to a submerged recording
chamber perfused with warm carbogenated recording ACSF (Table 2.3) at a flow rate
of 5-6 mL/min. All recordings were performed at a near physiological temperature
(31  ± 1 C) maintained with an in-line heater (HPT-2, ALA Scientific, NY, USA).
Recordings were obtained with a Multiclamp 700B (Molecular Devices) amplifier, sig-
nals were Bessel filtered online at 10 kHz (for current clamp recordings) or 2 kHz (for
voltage clamp recordings) and digitized at 20 kHz (Digidata1440, Molecular Devices).
Trace files were recorded with pCLAMPTM Software (Molecular Devices). Recording
pipettes (3-5 M⌦ resistance) were pulled from borosilicate glass capillaries (1.5 mm
outer / 0.86 mm inner diameter, Harvard Apparatus, UK) on a horizontal electrode
puller (P-97, Sutter Instruments, CA, USA). Infrared di↵erential interference contrast
(IR-DIC) microscopy, using a digital camera (QIMAGING) mounted on an upright
microscope (Olympus BX51WI) and a 40x (0.8 NA) water immersion objective was
used for visual guidance.
Pyramidal cells were identified based on the teardrop shaped somas, a prominent
apical dendrite, their location in the slice and firing properties. Once a cell of interest
(CA1 pyramidal cell, mPFC L5 pyramidal cell, V1 L2/3 pyramidal cell) was identified,
whole cell patch clamp recordings were performed. Positive pressure was applied, and the
electrode was moved through the tissue using a micromanipulator (Patchstar, Scientifica,
UK). A 10 mV (100 Hz) seal-test was used to monitor pipette resistance. Once a
dimple in the cell membrane was visible, positive pressure was released. Cell attached
configuration was achieved once a seal resistance higher than 1 G⌦ was reached. Once
sealed, a -70 mV holding potential was applied and small pulses of negative pressure
were used to rupture the cell membrane and achieve whole cell configuration. Access
resistance (Ra) was monitored throughout the experiment and recordings where Ra
changed more than 20% were discarded. Cells with a zero current potential more
depolarised than -50 mV or Ra greater than 25 M⌦ were discarded.
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2.3.4.1 Evoked EPSCs
I used extracellular electrical stimulation to assess the functional properties of ex-
citatory synaptic transmission in the hippocampus. Synaptic inputs to CA1 pyramidal
cells were stimulated by placing a stimulating bipolar electrode (Ni:Cr) in the Stratum
radiatum (SR), Stratum oriens (SO) or Stratum lacunosum-moleculare (SLM) in hori-
zontal hippocampal slices (Figure 2.1). Stimulation site for each particular experiment
will be detailed in the respective results section. The CA3 containing portion of these
slices was cut o↵ to prevent the recruitment of recurrent network activity, and allow
the recording of monosynaptic responses.
Figure 2.1: Schematic representation of recording configuration of evoked EPSCs in the
hippocampus. A - Stimulation electrode placed in the Stratum radiatum and recording electrode in
the Stratum pyramidale, used for field LTP recordings and whole cell paired pulse, AMPAR/NMDAR
ratios and minimal stimulation recordings in CDKL5 rats. B - Stimulation electrode was placed in the
Stratum oriens and recording electrode in the pyramidal cell layer for minimal stimulation and paired
pulse ratio recordings in CDKL5 rats. C - Stimulation electrode placed in the SLM and whole cell
recording electrode in the pyramidal cell layer and field recording electrode in the SLM used to assess
enthorinal cortex inputs to CA1 in Fmr1 mice.
In all recordings, EPSCs were pharmacologically isolated by adding 50 µM picrotoxin
(HelloBio) to the recording ACSF (Table 2.3), thus blocking GABAA receptor mediated
inhibition. Single pulses were delivered by an isolated constant current stimulator (DS3,
Digitimer.Ltd, Cambridge, UK). Stimulation intensity was adjusted in order to obtain
an EPSC amplitude of approximately 100 pA, while holding the cell at -70 mV in
voltage clamp with a cesium gluconate based intracellular solution (Table 2.5).
Paired pulse ratio
Paired pulse stimulation was used to assess pre-synaptic release probability. After
setting the appropriate stimulus intensity as described above, a pair of stimuli was
delivered with 20, 50 or 100 ms interstimulus interval (ISI), and a 10 second inter-trial
interval. In order to obtain paired pulse ratio (PPR) values for each ISI, 10 sweeps were
averaged per cell and the peak amplitudes of the first and second evoked EPSCs were
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determined on Stimfit, for each of the ISIs tested. PPR was determined dividing the
amplitude of the second EPSC by the first.
NMDAR/AMPAR ratio
AMPAR-mediated EPSCs were recorded at -70 mV. Following the recording of
AMPAR-mediated EPSCs, ACSF containing 50 µM picrotoxin (HelloBio) and 10 µM
CNQX (HelloBio), a AMPAR antagonist, was washed in and EPSC amplitude was
monitored until the response at -70 mV was fully blocked. The same cell was then held
at +40 mV to record pharmacologically isolated NMDAR-mediated EPSCs. AMPAR
and NMDAR-mediated EPSC peak amplitude was determined from an average of 10
and 20 traces per cell, respectively. NMDAR/AMPAR ratios were obtained by dividing
peak amplitude of NMDAR mediated EPSC by the peak amplitude of the AMPAR
mediated EPSC.
Calcium permeable AMPAR mediated EPSCs
To examine the presence of CP-AMPARs, AMPAR-mediated EPSCs were evoked by
placing the stimulating electrode in the SR (Figure 2.1 A). Recordings were performed
in the presence of 50 µM picrotoxin, to block GABAA receptor currents, and 50 µM
AP-5 (Tocris), a NMDAR antagonist, in order to isolate AMPAR-mediated EPSCs.
EPSCs were recorded over a range of voltages from -80 mV to +40 mV, in 20 mV
increments. The rectification index was calculated dividing peak EPSC amplitude at
-60 mV over peak EPSC amplitude at +40 mV, from an average of 10 traces per cell. In
these recordings, the same cesium based intracellular solution (Table 2.5) was used with
added 0.1 mM spermine (HelloBio) to ensure the presence of intracellular polyamines
that confer rectification of GluA2-lacking AMPARs (Kamboj et al., 1995).
Minimal stimulation
I used a minimal stimulation paradigm to investigate the presence of silent synapses
in CA1 pyramidal cells. Low intensity electrical stimulation was used to activate a
single synapse or a small number of synapses. Once a reliable EPSC was identified
at -70 mV, stimulus amplitude was reduced until the synaptic response would fail in
some of the trials. Following recording of 50 trials at a holding potential of -70 mV,
corresponding to AMPAR mediated EPSCs, the cell was depolarised to -40 mV, to
reveal mixed AMPAR and NMDAR mediated EPSCs and an additional 50 trials were
recorded. To determine response probability the traces for each holding potential were
visually inspected and the number of traces with a visible EPSC was divided by the
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total number of traces for each cell. I compared the event probability at a holding
potential of -70 mV relative to +40 mV, and calculated the ratio of response probability
at +40 mV divided by response probability at -70 mV, with a ratio >1 corresponding
to the presence silent synapses (Isaac et al., 1997).
Temporammonic inputs to CA1 and CA1 pyramidal cell spiking
To assess the strength of entorhinal cortex inputs to CA1, the temporoammonic
(TA) pathway was activated by placing the stimulating electrode in the SLM at the
border of CA1 and subiculum (Figure 2.1 C). fEPSPs were recorded with a second
electrode (patch pipette filled with recording ACSF) placed in the SLM and a CA1
pyramidal cell was recorded in cell-attached or whole-cell configurations. A constant-
voltage stimulation box (Digitimer Ltd., Cambridge, UK) was used to deliver a train
of 5 stimuli (20 Hz, 200 µs each) over a range of stimulation intensities (0, 30, 60 and
90 V). To assess the strength of TA inputs to CA1, EPSP amplitude was measured
for the first EPSP in a train of 5 stimuli both for the field EPSP and the whole cell
recordings. To assess CA1 pyramidal cell spiking in response to TA input, I recorded
from CA1 PCs in cell attached mode in voltage clamp. To quantify the proportion of
cells that spiked in response to TA stimulation, spiking cells were defined as cells that
spiked at least once in any of the 5 stimulus in a train. To compare probability of cell
spiking across genotypes, spike probability was calculated for each of the 5 stimuli in
the train separately and for each stimulation intensity tested. Spike probability was
calculated and plotted including all cells or spiking cells only (detailed in the figure
legends).
2.3.4.2 Spontaneous and miniature EPSCs
I recorded spontaneous EPSCs (sEPSCs) and miniature EPSCs (mEPSCs) to assess
excitatory neurotransmission under basal conditions. EPSCs were recorded in voltage
clamp while holding the cell at -70 mV, using a cesium gluconate based internal solution
(Table 2.5) to improve space clamp. Cells were allowed to stabilise for 5 min, while
ACSF with 50 µM picrotoxin or 50 µM picrotoxin and 300 nM TTX washed in. EPSCs
were then recorded for 5 min. Recordings of sEPSCs were performed in recording ACSF
(Table 2.3) in the presence of 50 µM picrotoxin to block GABAA receptors and allow
the isolation of excitatory synaptic events. In addition to picrotoxin, mEPSC recordings
were performed in the presence of 300 nM TTX to block VGSCs, allowing to isolate
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Figure 2.2: Detection of EPSCs with template matching algorithm in Stimfit A - Example
trace of mEPSC recording on a larger timescale. B - Example of template matching to a single mEPSC
event.
events resulting from the stochastic release of glutamate independently from AP firing.
Analysis of spontaneous and mEPSC frequency and amplitude was performed using
a template matching algorithm, and filtering out of events with amplitude smaller than
2x the standard deviation of baseline noise (Clements and Bekkers (1997), Figure 2.2).
All events detected were extracted to Microsoft Excel. EPSC frequency and average
EPSC amplitude were then calculated for each cell recorded.
2.3.4.3 Intrinsic physiology
In order to assess cellular excitability, passive and active membrane properties of
neurons were assessed as follows. A potassium gluconate-based internal solution (Table
2.4) was used and the protocols described below were run in current clamp mode, with
bridged balance. Recordings in slices from the Fmr1 mouse line were performed using
the 8 mM Cl  internal solution, whereas those from Cdkl5 rat were performed using the
24 mM Cl  internal solution. This was done to allow the data to be directly comparable
to that collected on other mouse/rat lines by other members of the lab.
Passive membrane properties
Resting membrane potential (RMP) was determined as the mean zero current po-
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tential over the first 10 s following break-through, by recording the cell in gap free I=0
mode. Following measurement of resting membrane potential all other recordings were
performed at -70 mV, held by injection of a bias current throughout the recording. Input
resistance, membrane time constant and capacitance were determined from the voltage
response to a 500 ms, hyperpolarising -10 pA step (Figure 2.3 A). Input resistance (Ri)
was calculated according to Ohm’s Law (Equation 2.1), where V is the average voltage






Membrane time constant (⌧m) was determined by fitting a monoexponential curve
to the initial voltage response, and estimated as the time needed to reach 63% of
the maximum response. Capacitance was calculated by dividing the membrane time
constant by the input resistance.
Active membrane properties
Families of 500 ms current injection steps, from -100 pA up to a maximum of 400 pA
in 25 pA increments were performed to examine AP discharge, rheobase current, as well
as AP properties (amplitude, maximum rise and decay rates, half-height duration). The
protocol was run in triplicate for each cell and the values reported represent average
values of the three repetitions. Rheobase current is reported as the smallest current
step to result in firing of at least one AP. AP properties were measured from the first
AP elicited. AP amplitude and AP rise time were measured from threshold, set as




maximum AP amplitude. Maximum rates of rise and decay were measured as the
maximum slopes (dV/dt) during the depolarising and repolarising phase of the AP,
respectively (Figure 2.3 B).
All analysis of electrophysiological data was performed on Stimfit (Gutzmann et al.,
2014).
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Figure 2.3: Measurement of passive membrane and active membrane properties A - Example
trace of the voltage response to a hyperpolarising 10 pA step with fitted monoexponential curve used to
determine membrane time constant (⌧m), given as 63% of the maximum voltage response ( Vm). B -
Example measurement of AP properties. Red line indicates half-height duration, vertical double-headed
arrow (green) indicates AP amplitude from threshold, blue arrows indicate rise (upwards) and decay
(downwards) phase of AP where rise and decay rates were estimated.
2.4 Cell morphology
2.4.1 Streptavidin labelling
To visualise recorded neurons in slices used for electrophysiology experiments, cells
were resealed using the outside-out patch configuration following recording and immer-
sion fixed in 4% paraformaldehyde (PFA) in 0.1 M phosphate bu↵er (PB: 75 mM
NaH2PO4, 25 mM Na2HPO4), pH 7.35, over night. Slices were stored in PBS (0.1 M
PB + 0.9% NaCl) at 4 C thereafter until used for histology. Overnight incubation with
Alexa488 or 568-conjugated streptavidin (1:500 dilution, Molecular probes, Invitrogen)
in PBS with 0.3% triton-X, allowed for fluorescent labelling of biocytin filled cells. Slices
were then thoroughly washed in 0.1 M PB and mounted on glass slides using Vectashield
Hardset mounting medium (H-1400, Vector Labs).
2.4.2 Imaging and image analysis
2.4.2.1 Cell morphology
To examine neuronal morphology, the biocytin-filled cells were imaged on a inverted
confocal microscope (Axiovert LSM510, Zeiss) under a 20x Plan Neofluar (NA 0.5)
objective (Zeiss). Multiple Z-stacks (1 µm steps, 2048x2048, 2x average line scan) per
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cell were taken in order to capture the entire cell.
All image processing and analysis for cell morphology was performed using the
software package FIJI (ImageJ, Schindelin et al. (2012)). The Z-stacks obtained for a
given cell were stitched using the 3D stitching plug in (Preibisch et al., 2009), and the
cell was reconstructed using a semi automated method with the Simple Neurite Tracer
plug in (Longair et al., 2011). The reconstructed paths were rendered and Sholl analysis
(Ferreira et al., 2014) was performed in order to examine dendritic complexity, this also
allowed to determine dendritic length, both total dendritic length and dendritic length
for distinct dendritic domains (e.g. basal vs apical dendrites).
2.4.2.2 Spine density
To examine spine distribution in biocytin-filled cells, high resolution Z-stacks were
taken from basal and apical (oblique and tuft) dendrites (2-3 dendrite sections per
dendrite type per cell). Spines were imaged under a 63x Plan Apochromat (NA 1.4)
oil immersion objective on an inverted confocal microscope (Axiovert LSM510, Zeiss),
with a 2.8x zoom, 2x average line scan and 1024x1024 resolution, 0.14 µm Z step. The
images obtained were then deconvolved using the Huygens Essential software (Scientific
volume imaging, Netherlands).
The deconvolved images were used for analysis on FIJI (ImageJ, Schindelin et al.
(2012)). Z-projections of the deconvolved Z-stacks were used to manually count spines
using the cell counter tool. The number of spines was normalised to the dendritic length
of the respective imaged dendrite section.
2.5 Axon initial segment plasticity paradigms
2.5.1 Depolarising stimulus
2.5.1.1 Dissociated hippocampal cultures
Hippocampal neuronal cell cultures were prepared by members of the Hardingham
lab as described previously (Baxter et al., 2015). Hippocampi were dissected from
embryonic day 17.5 wild-type and Fmr1-/y male mice. Neurons were dissociated in
36000 USP units/mL papain, and plated at a density of 1315 cells/mm2 on poly-
L-lysine coated glass-coverslips. Cells were grown in Neurobasal A culture medium
supplemented with B-27 (Invitrogen, Carlsbad), 1 mM glutamine, 1% rat serum (Harlan
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Laboratories), at 37 C until 10 days in vitro (DIV). The mitotic inhibitor cytosine
 -D-arabino-furanoside hydrochloride (4.8 µM) was applied to the culture at DIV 4 to
limit astrocyte proliferation.
To induce AIS plasticity, 15 mM KCl or NaCl was added to conditioned media at
DIV 10, and the cells were returned to the incubator for 3h at 37 C (Evans et al., 2015).
At the end of the 3 h treatment, the cultured cells were fixed in 4% PFA for 20 minutes
at room temperature and then used for immunohistochemical labelling.
2.5.1.2 Acute hippocampal slices
Hippocampal slices were obtained according to the procedure described for slice pre-
paration for electrophysiology experiments (see section 2.3.2). Following the 30 minute
recovery at 35 C, slices were transferred to a holding chamber containing recording
ACSF (Table 2.3) with added 15mM of KCl or NaCl, where they were kept for 3 h
at 35 C, mimicking the experimental conditions known to induce AIS plasticity in dis-
sociated cultures (Evans et al., 2015). At the end of the treatment period, slices were
immersion fixed in 4% PFA for 1 h at room temperature. Following fixation, slices were
stored at 4 C in PBS until used for immunohistochemical labelling.
2.5.1.3 Two photon live imaging
To measure potential changes in AIS length in real time, we performed live imaging
of  -1-Nav-GFP mice. Live imaging was performed on 400 µm thick horizontal, hip-
pocampal slices (see section 2.3.2). A custom built galvanometric scanning 2-photon
microscope (Femto2D-Galvo, Femtonics, Budapest, Hungary) fitted with a tuneable
wavelength Ti:Sapphire laser (Chameleon, Coherent, CA, USA), with laser power con-
trolled by a Pockels cell (Conoptics, CT, USA) was used to image the GFP labelled
AISs. Photomultiplier tubes were used for signal detection through the MES microscope
software (Femtonics, Hungary).
As the same slices were used to assess plasticity of intrinsic excitability, whole-cell
patch clamp recordings of CA1 pyramidal cells were performed. Once whole cell config-
uration was achieved, CA1 PCs were dye filled (Alexafluor 594 hidrazyde, Thermofisher
Scientific was added to the 8 mM Cl  K-gluconate internal solution 2.4), and baseline
intrinsic physiology recordings were collected (see section 2.3.4.3). A small region of
interest (ROI) was selected, including the dye filled cell and proximal SO of CA1, cap-
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turing the full extent of the AISs from CA1 pyramidal cells. A Z-stack of the top 50 µm
of the slice (1 µm steps) was acquired and the slice was transferred to a holding chamber
containing recording ACSF (Table 2.3) with added 15 mM NaCl or 15 mM KCl for 3 h.
Slices were transferred back to the recording chamber at the end of the 3 h treatment
period, in order to image the initial ROI under the same conditions, using the filled cell
as a landmark. At this point, whole cell patch clamp recordings were performed in the
dye filled cell to assess intrinsic excitability after treatment in a pairwise manner.
2.5.2 Visual deprivation
Dark rearing (DR) of mice for 4 weeks (P0-P28) or 2 weeks (P14-P28) has previously
been described to result in AIS plasticity in vivo (Gutzmann et al., 2014). At birth or
at P14 mouse pups and the dam were put in a dark cabinet, in their home cage with
food and water ad libitum and checked daily for 4 or 2 weeks, respectively. Complete
darkness was controlled for by monitoring the exposure of photographic film placed in
the cabinet throughout the experiments. At P28 the mice were perfusion fixed and brain
tissue was processed for immunocytochemistry. Alternatively, mice were decapitated
and used for acute slice preparation for electrophysiology. A schematic representation
of the experimental timeline is shown in Figure 2.4.
Figure 2.4: Schematic representation of experimental timeline for dark rearing experi-
ments. Control animals were kept in a normal 12h light/dark cycle, animals were dark reared (DR) for




Mice and rats were sedated with isofluorane, followed by terminal anaesthesia with
sodium pentobarbital (27.5 g/kg body weight) via intraperitoneal injection. Mice were
then transcardially perfused with 20 mL PBS, followed by 20 mL of 4% PFA in 0.1 M
PB (pH 7.4). The brain was removed and post-fixed in 4% PFA for 1 h. Rats were
transcardially perfused with 20 mL PBS, followed by 30-40 mL of 4% PFA in 0.1 M PB
(pH 7.4). The brain was removed and post-fixed in 4% PFA for 2h30min, and stored at
4 C in PBS after that until sectioning. Solutions used for perfusions were chilled and
filtered prior to use.
Perfusion fixed brains were sectioned coronally in 50-55 µm thick sections using a
vibratome (Leica VT 1000S). Sections containing the brain region of interest (dorsal
hippocampus from Fmr1 mice and Cdkl5 rats and visual cortex from Fmr1 mice used
for dark rearing experiments and respective controls) were kept at 4 C in PBS until
used for immunohistochemical labelling.
2.6.2 Immunohistochemistry
Acute slices used for AIS plasticity paradigms or sections of perfusion fixed brains
were used for immunohistochemical labelling. Following blocking of non specific labelling
in 10% normal goat serum (NGS, Vector Labs), 0.3% Triton-X100, 0.05% NaN3 in PBS
(Sigma-Aldrich, UK) for 1 h at room temperature, slices/sections were incubated at
4 C for 24 to 72 hours with primary antibodies (Table 2.6) diluted in 5% NGS, 0.3%
Triton-X100 and 0.05% NaN3 in PBS. Slices were then washed in PBS and incubated
with secondary antibodies for 24 h at 4 C (diluted in PBS containing 3% NGS, 0.1%
triton-X and 0.05% NaN3). A list of the secondary antibodies and respective dilution
used is provided in table 2.7. Slices were rinsed twice in PBS and three times in 0.1 M
PB, before mounting in glass slides with Vectashield Hardset mounting medium (H-1400,
Vector Labs).
The immunocytochemistry protocol described above was adjusted for use in dissoci-
ated hippocampal culture. The duration of the blocking step was reduced to 10 minutes.
Coverslips were incubated with primary antibodies over-night at 4 C and secondary
antibodies for 1 hour at room temperature. The composition of primary and secondary
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antibody solutions was identical to that used in slices, but without Triton-X100.
Table 2.6: Primary antibodies used in immunohistochemical labelling
Antigen Host Dilution Supplier Catalog ID
Ankyrin G Mouse 1:1000 Neuromab N106/36
Ankyrin G Rabbit 1:500 Santa Cruz sc-28561
NeuN Rabbit 1:1000 Merk Millipore ABN78
NeuN Mouse 1:1000 Merk Millipore MAB377
Table 2.7: Secondary antibodies used in immunohistochemical labelling








2.6.3 Imaging and analysis for AIS length measurements
2.6.3.1 Confocal imaging
Images were acquired on inverted confocal microscope (Axiovert LSM 510, Zeiss),
under a 63x/1.4 oil immersion objective. Z-stacks of 1 µm steps and 1024x1024 resolution
were taken. For acute hippocampal slices used for AIS plasticity experiments, images
of the hippocampal subfield CA1 were taken through the top 20 to 30 µm of the slices.
Two Z-stacks of CA1 were taken per experimental condition for each animal.
For cell culture experiments I imaged 3 non-overlapping fields of view per coverslip,
Z-stacks of 1 µm steps were taken from the top to bottom of the monolayer of cells.
For visual cortex sections, from dark rearing experiments, 2 Z-stacks were taken for
each of the cortical layers in primary visual cortex. A schematic representation of the
brain areas imaged is represented in Figure 2.5.
2.6.3.2 AIS length measurements
Image analysis was performed on FIJI (Image J), AISs were manually traced from
their most proximal to distal end through the 3D image stack using the segmented
line tool in FIJI, based on AnkyrinG labelling or  -Nav-GFP signal (for live imaging
experiments). Individual AIS lengths were exported to an Excel file and averaged per
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Figure 2.5: Schematic representation of brain areas imaged for AIS analysis. A - Coronal
section containing dorsal hippocampus, Z-stacks including the pyramidal cell layer of hippocampus
were taken to assess baseline AIS length in Fmr1 mice; B - CA1 pyramidal cell layer was imaged in
horizontal sections to assess AIS plasticity in acute hippocampal slices; C - All cortical layers in the
primary visual cortex (V1) were imaged in sections from dark reared and control animals. Yellow boxes
highlight the region of interest (A,B - CA1; V1 - C).
animal. For hippocampal slices and visual cortex sections 50 to 100 AISs were measured
per animal for each experimental condition. For cell culture experiments, 10 to 15 AISs
were measured per coverslip and averaged per embryo, for each experimental condition.
For live imaging experiments, the same 10 to 15 AISs were measured per slice at the
start and end of the 3 h treatment period. To validate the  1-NaV-GFP AIS labelling,
I measured AIS length based on GFP signal and Ankyrin G labelling on the same AISs.
2.7 Statistical analysis
Graphpad prism 7 was used to perform statistical comparisons across groups using
two-tailed unpaired T-test, repeated measures two-way ANOVA, or non-parametric
tests as appropriate, using animal numbers as the experimental unit. Details on sample
size and statistical test used are presented in the figure legends. For a subset of data,
the R package lme4 (Bates et al., 2014) was used to fit mixed e↵ects models (GLMM for
data fitting a gamma distribution or LMM for normal and log-normal distributed data)
to compare across groups, using genotype, age or treatment (or combinations of these
where relevant) as fixed e↵ects and animal, slice (and cell where relevant) as random
e↵ects. Where mixed e↵ects models were used the experimental unit was cells, except
for quantification of dendritic spine density (Figure 3.7) where dendrite section was used
as the experimental unit. This approach avoids pseudoreplication, whilst taking into
consideration the wealth of data that comes from multiple measurements per animal,
which is lost when using animal averages. For all data p<0.05 was used as the criteria
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Cellular excitability and synaptic physiology in a rat
model of CDKL5 deficiency disorder
3.1 Introduction
CDKL5 deficiency disorder (CDD) is a severe neurological disorder caused by muta-
tions in the X-linked gene cyclin-dependent kinase-like 5 (CDKL5 ; MIM: 300203)
(Bahi-Buisson and Bienvenu, 2012). It is estimated to a↵ect 1 in 41 000 live births
(Symonds et al., 2019), with patients typically presenting with early onset seizures, sleep
disturbances, motor impairments, autistic features and severe intellectual disability (ID)
(Fehr et al., 2013; Olson et al., 2019).
Pathogenic mutations in the CDKL5 gene are predicted to result in loss of protein
function and predominantly cluster in the catalytic domain of CDKL5 (Hector et al.,
2017b), which is highly conserved across mice, rats and humans (Hector et al., 2017a,
2016). Identification of physiological substrates of CDKL5 has suggested a role in cyto-
skeleton organisation (Baltussen et al., 2018; Muñoz et al., 2018) which appears to
be NMDAR dependent (Baltussen et al., 2018). In line with this role in cytoskeletal
organisation, reduced dendritic complexity and altered spine distribution have been
repeatedly reported in mouse models of CDD (Amendola et al., 2014; Della Sala et
al., 2016; Fuchs et al., 2014; Tang et al., 2017; Okuda et al., 2018). These anatomical
phenotypes are frequently associated with abnormal synaptic function. In fact, altered
cellular and synaptic physiology has been reported in the hippocampus of a variety
of mouse models (Tang et al., 2017; Okuda et al., 2017; Yennawar et al., 2019), with
enhanced long-term potentiation (LTP), attributed to increased expression of GluA2
lacking CP-AMPARs by Yennawar et al. (2019) and, alternatively, to NMDAR dys-
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function by (Okuda et al., 2017). These phenotypes are thought to underlie seizure
susceptibility, as well as hippocampal dependent learning deficits (Okuda et al., 2017,
2018; Tang et al., 2017).
Mouse models of CDD display not only impaired short-term hippocampal dependent
learning (Fuchs et al., 2014; Okuda et al., 2018) but also long term spatial memory
impairments (Okuda et al., 2018). The consolidation of spatial memory is known to
be dependent on mPFC, and, in particular, on the connection between hippocampus
and mPFC (Binder et al., 2019; Backus et al., 2016). Moreover hippocampus-mPFC
connectivity is also involved in anxiety related behaviour (Adhikari et al., 2010; Padilla-
Coreano et al., 2016), shown to be altered in mouse models of CDD (Okuda et al., 2018;
Wang et al., 2012; Jhang et al., 2017). However, the precise role of CDKL5 in anxiety
related behaviour remains unclear, with studies showing either increased (Okuda et al.,
2018) or reduced (Wang et al., 2012) anxiety-like behaviour depending on the mouse
model used.
Given conflicting reports from the di↵erent mouse models it is imperative to identify
robust physiological phenotypes that cross the species barrier in order to identify disease
mechanisms and therapeutic strategies which might translate to the human condition.
For this reason, I have used an outbred rat model of CDD to determine whether
previously published phenotypes are robustly expressed, independent of species. Given
that the behavioural domains a↵ected in mouse models of CDD can be explained by
alterations to the limbic system, I hypothesise that loss of CDKL5 leads to impaired
synaptic function in the hippocampus and mPFC of Cdkl5 /y rats. To address this,
I have examined neuronal excitability, synaptic physiology and plasticity, and cellular
morphology of neurons in these regions using a combination of extracellular and whole
cell electrophysiological recordings and histology
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3.2 Results
3.2.1 Typical cellular excitability but reduced AP amplitude in CA1
pyramidal cells from P28 Cdkl5 /y rats
Cellular excitability can have a large impact on circuit function and information
processing as it determines how neurons respond to synaptic inputs. Indeed, altered
cellular excitability is a feature common to a variety of rodent models of ASD/ID, and
it is thought to contribute to abnormal circuit function and behavioural phenotypes
(Contractor et al., 2015; Zhang et al., 2014; Clement et al., 2012). Mouse models of CDD
show impairments in hippocampal dependent behavioural tasks (Okuda et al., 2018).
I have examined cellular excitability of CA1 pyramidal cells by performing whole cell
electrophysiological recordings in current clamp mode, using a 24 mM Cl  K-gluconate
based internal solution (Table 2.4).
Firstly, I assessed passive membrane properties, as membrane time constant and
input resistance determine how membrane potential changes in response to synaptic
input, and are therefore important in regulating cellular excitability. CA1 pyramidal cells
from WT rats exhibited a hyperpolarised resting membrane potential, fast membrane
time constant and low input resistance (Table 3.1), consistent with earlier studies
(Spruston and Johnston, 1992; Sta↵ et al., 2000). I found these properties to be
unchanged in Cdkl5 /y neurons relative to WT controls (Table 3.1).
Next, I examined firing properties of these cells in response to depolarising current
steps (-100 to +400 pA, in 25 pA steps). WT neurons required 206 ± 20 pA of
current injection to elicit the first AP (rheobase, Figure 3.1 C), the number of APs
fired increased with current injection thereafter until reaching a firing frequency of
22 ± 2 Hz in response to the maximum current injection step (400 pA). The overall
firing response to increasing current steps was unchanged in cells from Cdkl5 /y rats
(Two-Way ANOVA F16,208=0.12, genotype e↵ect: p=0.66, Figure 3.1, B), as was the
rheobase current (LMM, p=0.91, Figure 3.1 C).
The properties of single APs reflect the function of specific ionic conductances.
Whilst the rise phase of the AP is determined by the activation of VGSCs, the decay
phase of the AP is determined by the inactivation of VGSCs and activation of voltage
gated potassium channels. When examining the AP properties of the first AP elicited,
all AP kinetic properties in WT neurons were consistent with what has been previously
59
Table 3.1: Passive membrane properties of CA1 pyramidal cells
Physiological property WT Cdkl5 /y Stats test p value
Resting membrane potential (mV) -69.8 ± 1.2 -69.2 ± 1.1 LMM 0.56
Input resistance (M⌦) 68.1 ± 6.8 65.4 ± 3.0 LMM 0.64
Membrane time constant (ms) 19.1 ± 1.0 20.7 ± 2.1 LMM 0.64
Capacitance (pF) 299 ± 23 331 ± 35 LMM 0.69
Figure 3.1: Typical excitability but reduced AP amplitude in CA1 pyramidal cells A -
Representative traces of whole cell recordings from CA1 pyramidal cells in response to subsequent 25
pA steps. Traces shown from -100 pA to rheobase-1 and for the maximum firing frequency (I = 400 pA).
B - Action potential discharge in response to 500 ms long 25 pA current steps up to 400 pA (Two-way
ANOVA genotype e↵ect F16,208=0.12, p = 0.66). C - Rheobase current (LMM, p=0.91).D - Reduced
AP amplitude in Cdkl5 /y rats (LMM, p=0.008) and slower rise rate (LMM, p=0.0001, measured from
the first AP fired) Data shown as mean ± SEM (WT – n = 26 cells/8 rats, Cdkl5 /y – n = 24 cells/7
rats, dots represent animal averages. Statistics shown: *p<0.05, ns - p>0.05, GLMM
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reported (Spruston and Johnston, 1992; Sta↵ et al., 2000). However, I found APs to
have a smaller amplitude and slower rise rate in Cdkl5 /y neurons (Figure 3.1, Table
3.2). All other AP kinetic properties examined were unchanged relative to WT (Table
3.2). Importantly, the change in AP amplitude and rise rate I observed was not due to
di↵erences in access resistance across recordings from di↵erent genotypes, as this was
also unaltered (Table 3.2).
Table 3.2: Action potential properties of CA1 pyramidal cells
Physiological property WT Cdkl5 /y Stats test p value
Voltage threshold (mV) -44.2 ± 0.5 -43.7 ± 0.5 LMM 0.56
Half height duration (ms) 0.76 ± 0.02 0.78 ± 0.03 LMM 0.54
Amplitude (mV) 90.0 ± 0.6 87.3 ± 0.7 LMM ⇤0.008
Max rise rate (mV.ms 1) 529 ± 10 466 ± 13 LM ⇤0.001
Max decay rate (mV.ms 1) 103 ± 3 99 ± 5 LMM 0.56
Access resistance (M⌦) 11.28 ± 0.86 11.36 ± 0.76 LM 0.72
These data suggest that intrinsic excitability is largely unaltered in CA1 pyramidal
neurons of Cdkl5 /y rats, however the altered AP amplitude and kinetics here described
may have a wider impact in neuronal function (Spratt et al., 2019).
3.2.2 Unaltered AIS length in Cdkl5 /y rats
The AIS is the site of AP initiation and altered AIS structure can contribute to
altered cellular excitability and in particular, altered AP waveform (Kole et al., 2007;
Evans et al., 2015). Indeed increased AIS length has been associated with cellular
hyperexcitability of CA1 pyramidal cells in mouse models of Angelman Syndrome
(Kaphzan et al., 2011) and FXS (Chapter 4 of this thesis).
To address the hypothesis that altered AIS length contributes to the altered AP
waveform observed in Cdkl5 /y rats, I used immunohistochemistry to label AISs in
hippocampal sections from P28 perfusion fixed rats. Using the sca↵olding protein
AnkyrinG as an AIS marker allowed to reliably visualise AISs of CA1 pyramidal cells,
which emerged from the str. pyramidale into the str oriens.
By measuring AISs from their proximal to distal end, I found AIS length in the CA1
area of the hippocampus to be unaltered in Cdkl5 /y rats (Figure 3.2). In Cdkl5 /y
rats, AISs measured on average 34.02 ± 0.72 µm, not di↵erent from those of WT
(33.75 ± 0.62 µm, Two-Tailed T test: T8=0.28, p=0.79, Figure 3.2B). This is also
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reflected in the overlapping cumulative distribution of AIS length from both genotypes
(Figure 3.2C). This data suggests the reduced AP amplitude observed in CA1 pyramidal
cells does not result from abnormal AIS structure.
Figure 3.2: Unaltered AIS length in CA1 of Cdkl5 /y rats A - Representative images of CA1
sections labelled for the neuronal marker NeuN (red) and the AIS sca↵olding protein AnkyrinG (green).
B – AIS length in WT and Cdkl5 /y rats (data shown as mean ± SEM, dots represent animal averages),
C – cumulative distribution of AIS length (WT n= 250 AISs / 5 rats, Cdkl5 /y n= 250 AISs / 5 rats),
ns - p>0.05 Two-tailed T test
3.2.3 Synaptic physiology in the hippocampus of Cdkl5 /y rats
3.2.3.1 Enhanced hippocampal LTP in Cdkl5 /y rats
To examine synaptic plasticity in the hippocampus of Cdkl5 /y rats we performed
extracellular field recordings in horizontal hippocampal slices from Cdkl5 /y rats and
their WT littermate controls aged P28 to P35. fEPSPs were evoked by placing a
stimulation electrode in the SR, activating the SC pathway (Figure 3.3A). Electrical
stimulation reliably produced a synaptic response consisting of an a↵erent fibre volley
followed by the fEPSP, with a smooth rise, a peak, and decay phases (Figure 3.3B).
To assess hippocampal LTP, the slope of the rise phase of the fEPSP was measured
over a baseline period of 20 minutes and for 1 h following tetanic stimulation (2 trains
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of 100 Hz stimulation for 1 s). In line with previous studies (Komiyama et al., 2002),
tetanic stimulation reliably induced potentiation of the post-synaptic response which was
maintained for up to 1 h in WT rats. Indeed, fEPSP slope was 138.3 ± 5.8% of baseline
in the final 10 min of the recordings Analysis of the LTP time course (Figure 3.3C)
revealed enhanced LTP in Cdkl5 /y rats (Two-way ANOVA Interaction: F79,1501=7.76,
p<0.0001, genotype e↵ect p<0.0001). The increase in post-synaptic response after
LTP induction was consistently higher in Cdkl5 /y throughout the recording (p<0.05
for every minute post-tetanus, post-hoc Sidak’s multiple comparison test), indicating
enhanced post-tetanic potentiation as well as enhanced LTP. In the final 10 min of the
1 h recording Cdkl5 /y rats fEPSP slope was 176.1 ± 5.6% of baseline, significantly
higher than that observed in WT (Two tailed T test, T19=4.45, p=0.0003, Figure 3.3D).
Figure 3.3: Enhanced hippocampal LTP in Cdkl5 /y rats. A – recording setup schematic. B
– Representative WT (left, black) and Cdkl5 /y(right, green) fEPSP traces before and after tetanic
stimulation (HFS). C - Time-course showing LTP in the hippocampal CA1 induced by two trains with
100 pulses at 100 Hz (20 seconds apart), resulting in a significant increase in LTP in Cdkl5 /y rats
when compared to WT rats (Two-way ANOVA Interaction: F79,1501=7.76, p<0.0001, genotype e↵ect
p<0.0001, ***p<0.001 Two tailed T test). D - LTP as percentage of baseline fEPSP slope in the final
10 minutes. (WT n = 8 rats; Cdkl5 /y: n = 13 rats; , data shown as mean ± SEM, dots represent
average of 2 slices per animal). Data collected and analysed by Rita Loureiro.
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3.2.3.2 Unaltered NMDAR and AMPAR function in Cdkl5 /y rats
Both AMPAR and NMDAR dysfunction and altered subunit composition have been
suggested to contribute to abnormal LTP in mouse models of CDD (Okuda et al., 2017;
Yennawar et al., 2019). Therefore, I assessed the NMDAR/AMPAR ratios of synaptic
responses at the Scha↵er collateral synapse of CA1, to test whether NMDAR receptor
function was altered in Cdkl5 /y rats, possibly contributing to the enhanced LTP
phenotype observed. AMPAR-mediated currents were recorded at a holding potential
of -70 mV, whilst NMDAR-mediated EPSCs were recorded at +40 mV in the presence of
the AMPAR antagonist CNQX (Figure 3.4A). WT neurons exhibited NMDAR/AMPAR
ratio of 0.62 ± 0.08 (Figure 3.4B) and an average NMDAR-mediated EPSC decay time
of 85.69 ± 5.07 ms (Figure 3.4C), consistent with the values reported in the literature
(Arrigoni and Greene, 2004; Otmakhova et al., 2002). NMDAR/AMPAR ratio (Figure
3.4B) was unaltered in Cdkl5 /y rats (0.84 ± 0.14, GLMM: p=0.31). NMDAR mediated
EPSC decay time was also unchanged in Cdkl5 /y rats (105.3 ± 16.50 ms, p=0.78
Mann-Whitney test). These data suggest that NMDAR receptor function is unaltered
in Cdkl5 /y rats.
Figure 3.4: Unaltered NMDAR/AMPAR ratio in Cdkl5 /y rats. A – Representative traces of
AMPAR and NMDAR mediated currents evoked by stimulating Schafer collateral inputs to CA1 via
str radiatum. B – NMDAR/AMPAR ratio (p=0.31 GLMM), C – Pharmacologically isolated NMDA
mediated EPSC decay time (p=0.78 Mann-Whitney U test performed on animal averages). Data shown
as mean ± SEM (WT n = 10 rats / 14 cells; Cdkl5 /y: n = 9 rats / 18 cells), dots represent animal
averages
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An increase in expression of CP-AMPARs has been suggested to contribute to
enhanced LTP in Cdkl5 /y mice (Yennawar et al., 2019). Therefore, I tested the
hypothesis that increased Ca2+ influx through CP-AMPAR contributes to the enhanced
LTP phenotype observed in Cdkl5 /y rats. I recorded AMPAR-mediated EPSCs by
stimulating the Scha↵er collateral pathway, as described for the LTP recordings, and
performing whole-cell recordings in voltage clamp from CA1 pyramidal cells in the
presence of AP-5 and picrotoxin to block NMDAR and GABA-A receptor mediated
currents, respectively. The intracellular solution in the recording pipette contained
0.1 mM of spermine to maintain the intracellular polyamine block, which leads to
rectification of GluA2-lacking AMPARs (Kamboj et al., 1995). EPSCs were recorded
over a range of holding potentials from -80 mV to +40 mV, in 20 mV increments (Figure
3.5 A).
Figure 3.5: AMPAR-mediated EPSC IV relationship in Cdkl5 /y rats. A – Representative
traces of AMPAR-mediated currents recorded over a range of holding potentials (-80mV to +40 mV) in
the presence of 0.1 mM spermine in the intracellular solution. B – IV relationship of AMPAR-mediated
EPSC amplitude with linear regression (dashed line) (F1,87=1.54, p = 0.22, Sum-of-least squares F-test)
C – Rectification index calculated as the ratio of EPSC amplitude at -60 mV over +40 mV (p=0.29,
GLMM). Data shown as mean ± SEM (WT n = 6 rats / 12 cells; Cdkl5 /y: n = 7 rats / 16 cells),
dots represent animal averages.
AMPARmediated EPSCs exhibited a linear current-voltage (I-V) relationship in WT
neurons (r2=0.90, linear regression), indicating no inward rectification and consistent
with the high GluA2 expression in CA1 pyramidal cells (He et al., 1998). The I-V
relationship of AMPAR receptor mediated EPSCs was also linear in Cdkl5 /y rats
(r2=0.89, linear regression, Figure 3.5B). The slope of the linear I-V relationship in
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Cdkl5 /y rats did not di↵er to that of WT rats (F1,87=1.54, p = 0.22, Sum-of-least
squares F-test), in line with the unaltered rectification index calculated as the ratio of
EPSC amplitude at the holding potentials of -60 mV and +40 mV (Figure 3.5 C, WT:
2.51 ± 0.28, Cdkl5 /y: 1.96 ± 0.44, p=0.29 GLMM).
Together, these data suggest that alterations to NMDAR and AMPAR-mediated syn-
aptic transmission do not contribute to the enhanced LTP that is observed in Cdkl5 /y
rats, as I’ve found unaltered NMDAR/AMPAR ratios and typical AMPAR I-V rela-
tionship in the rat model of CDD.
3.2.3.3 Typical CA1 pyramidal cell morphology but altered spine density
in Cdkl5 /y rats
Altered dendritic morphology has previously been reported in mouse models of
CDD (Okuda et al., 2018; Tang et al., 2017; Amendola et al., 2014). As dendritic
morphology can have profound e↵ects on how synaptic inputs are processed (Vetter et
al., 2001; Mainen and Sejnowski, 1996), I next reconstructed biocytin filled neurons
from whole cell recordings in order to examine dendritic arborisation and spine density
across di↵erent dendritic domains.
In WT rats, reconstructed neurons exhibited typical CA1 pyramid morphology
(Amaral and Witter, 1989; Ishizuka et al., 1995; Bannister and Larkman, 1995), with
a large calibre apical dendrite extending through the SR, which ramified into thinner
oblique dendrites along the SR and bifurcates forming tuft dendrites in the SLM. Basal
dendrites extended from the soma into the the SO. Example reconstruction of CA1
pyramidal cells from both genotypes can be found in Figure 3.6A. I found a significant
interaction of Sholl radius and genotype when examining the Sholl profile (Figure 3.6A,
Two-way ANOVA on animal averages, Interaction: F 76,912 = 2.094, p<0.001, genotype
e↵ect: p=0.38), indicating altered dendritic distribution in Cdkl5 /y rats. Nonetheles,
total dendritic length (WT: 9882 µm ± 707 µm, Cdkl5 /y: 9455 µm ± 610 µm, Two-
tailed T Test: T=0.46, df=12, p=0.66) as well as total length of apical (WT: 6622 µm ±
520 µm,Cdkl5 /y: 5795 µm ± 519 µm, Two-tailed T Test: T=1.12, df=12, p=0.28) and
basal dendrites (WT: 3260 µm ± 257 µm, Cdkl5 /y: 3660 µm ± 275 µm, Two-tailed T
Test: T=1.06, df=12, p=0.31) were unchanged (Figure 3.6C-E), indicating that overall
dendritic complexity is not a↵ected by the lack of CDKL5.
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Figure 3.6: CA1 pyramidal cell morphology in Cdkl5 /y rats. A – Example reconstruction of
CA1 pyramidal cells from WT and Cdkl5 /y rats filled with biocytin during whole cell patch clamp
recordings. B – Sholl analysis of the dendritic arborisation (Two way ANOVA: Interaction: F 76,912
= 2.094, p<0.001, genotype e↵ect p = 0.38) . C – Total dendritic length, D – total length of basal
dendrites, E – total length of apical dendrites. Data shown as mean ± SEM (WT - n=14 cells/7 rats,
Cdkl5
 /y - n=14 cells/7 rats, dots represent animal averages, all p values > 0.05, Two tailed t-test on
animal averages).
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WT CA1 pyramidal cells exhibited a characteristic high density of dendritic spines
(Megıas et al., 2001; Bannister and Larkman, 1995), with oblique dendrites show-
ing the highest spine density (20.02 ± 1.76 spines/10 µm), followed by basal dend-
rites (16.08 ± 0.98 spines/10 µm) and the lowest spine density in tuft dendrites
(8.71 ± 0.78 spines/10µm, Figure 3.7). Despite no overall changes in gross dendritic
morphology, I found a 19% increase in spine density in the basal dendrites of CA1
pyramidal cells from Cdkl5 /y rats (19.18 ± 1.18 spines/10 µm, LMM p=0.04, Figure
3.7B). In Cdkl5 /y rats, spine density was unaltered in the two domains of apical dend-
rites examined (Figure 3.7C,D): oblique (18.30 ± 0.92 spines/10 µm, LMM p=0.71)
and tuft (8.26 ± 0.82 spines/10 µm LMM p=0.71). These data suggest that excitatory
synaptic inputs might be altered in Cdkl5 /y in a dendritic domain specific manner.
Figure 3.7: Spine density across dendritic compartments of CA1 pyramidal cells in
Cdkl5 /y rats. A – Representative segments of basal and apical (oblique and tuft) dendrites from
CA1 pyramidal cells filled during whole cell patch clamp recordings. B – Spine density in basal dend-
rites (WT: n = 12 cells/6 rats, Cdkl5 /y: n = 12 cells/7 rats). C – Spine density in apical oblique
dendrites (WT: n = 9 cells/6 rats, Cdkl5 /y: n = 12 cells/6 rats). D – Spine density in apical tuft
dendrites (WT: n = 7 cells/4 rats, Cdkl5 /y: n = 11 cells/7 rats). Data shown as mean ± SEM, dots
represent animal averages. *p<0.05, ns p>0.05 LMM
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3.2.3.4 Excitatory synaptic function in Cdkl5 /y rats
Dendritic spines are the typical site of excitatory synapse formation, therefore I used
whole cell patch clamp recordings to examine mEPSCs in CA1 pyramidal cells, as a func-
tional correlate for the increased spine density (Figure 3. A). I found mEPSC amplitude
to be unchanged (WT: 11.51 ± 0.82 pA, Cdkl5 /y: 10.88 ± 0.69 pA, LMM p=0.64)
and a 30% reduction in mEPSC frequency in CA1 pyramidal cells from 5.43 ± 0.49 Hz
in WT to 3.78 ± 0.34 Hz in Cdkl5 /y rats (GLMM p=0.06). The di↵erence in mEPSC
frequency between genotypes was significant when using normal parametric statistics
(Two tailed T-test on animal averages p=0.02) and a linear model fitted with a log-
normal distribution (p=0.02), however when using a GLMM with a gamma distribution
p=0.06. I tested both distributions when using mixed e↵ects models as the data fit
similarly both distributions (further details on the statistical analysis for this data set
is given in Appendix B). Given these statistical results and the e↵ect size, I believe this
to be a biologically relevant e↵ect and will discuss it as such for the remaining of this
chapter.
Figure 3.8: Reduced mEPSC frequency in Cdkl5 /y rats. Representative traces of mEPSC
recordings from CA1 pyramidal cells from WT and Cdkl5 /y rats (A). mEPSC frequency (B, p=0.06
GLMM) and mEPSC amplitude (C, p=0.64 LMM): WT n = 24 cells / 9 rats, Cdkl5 /y n = 20 cells /
8 rats. Data shown as mean ± SEM, dots represent animal averages.
This reduction in mEPSC frequency is not consistent with the increased spine density
I observed. As such, it is possible that the alterations in mEPSC frequency and synaptic
plasticity may be a consequence of altered pre-synaptic function; particularly given that
CDKL5 phosphorylates the pre-synaptic protein amphiphysin-1 (Sekiguchi et al., 2013).
Paired pulse ratio (PPR) has traditionally been used to assess pre-synaptic release
probability (Debanne et al., 1996; Dobrunz et al., 1997). To determine whether the
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decrease in mEPSC frequency resulted from a reduction in pre-synaptic release prob-
ability I assessed PPR by evoking two EPSCs 50 ms apart and calculating the ratio
of the amplitude of the second EPSC relative to the first EPSC. Unlike the mEPSC
recordings, this approach also allowed me to tap into the dendritic domain specific
synaptic transmission. EPSCs were evoked by placing a stimulating electrode in the
SR (Figure 3. F-G), preferentially activating synapses in the apical oblique dendrites
or SO, preferentially activating synapses in the basal dendrites of CA1 pyramidal cells
(Figure 3. H-I, Ishizuka et al. (1990) to address the hypothesis that synaptic inputs to
CA1 pyramidal cells are altered in a dendritic domain dependent manner.
I found that in both cases synapses were facilitating (i.e. PPR>1) but observed no
di↵erence between Cdkl5 /y rats and WT controls. Stimulating CA1 inputs in the SR
resulted in a postsynaptic response with a PPR of 1.71 ± 0.11 in WT and 1.97 ± 0.18
in Cdkl5 /y rats (LMM p=0.33). Stimulating CA1 inputs in the SO resulted in a
postsynaptic response with a PPR of 1.60 ± 0.10 in WT and 1.60 ± 0.10 in Cdkl5 /y
rats (LM p=0.62). In a subset of recordings I also tested a PPR over a range of
ISIs (Figure 3.9 D and H) and found no significant e↵ect of genotype in either the SR
(Two-way ANOVA on animal averages interaction: F2,20=1.01, p=0.38, genotype e↵ect:
p=0.30) or SO (Two-way ANOVA on animal averages interaction: F2,10=0.7, p=0.52,
genotype e↵ect: p=0.48) stimulation paradigms.
This data suggests that pre-synaptic release probability is unaltered in Cdkl5 /y
rats, both in synapses onto the basal dendrites and synapses onto the apical-oblique
dendrites.
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Figure 3.9: Typical paired pulse facilitation in Cdkl5 /y rats. Schematic representation of
recording configuration: stimulation of CA3 inputs to CA1 via Stratum radiatum (A) and Stratum
oriens (E). Representative traces of EPSCs evoked by paired pulse stimulation (50 ms ISI) of Stratum
radiatum (B) and Stratum oriens (F) and respective paired pulse ratio (C: WT n= 20 cells / 10 rats,
Cdkl5
 /y n= 10 cells / 7 rats; I: WT 12 cells / 4 rats, Cdkl5 /y n= 6 cells / 3 rats). PP ratio over a
range of ISIs (D, H). Data shown as mean ± SEM, dots represent animal averages, ns-p>0.05 LMM
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3.2.3.5 Minimal stimulation of CA3 inputs to CA1 pyramidal cells
Synapses containing NMDARs but no AMPARs are thought to be functionally
silent, as the voltage dependence of NMDAR activation means these synapses would be
inactive at resting membrane potential (Isaac, 2003; He et al., 1998). Moreover, AMPAR
insertion at silent synapses is a crucial process in LTP expression (Isaac et al., 1995;
Wyllie et al., 1994; Kullmann and Nicoll, 1992). Given the increase in spine density in
basal dendrites accompanied by a reduction in mEPSC frequency, I next asked whether
Cdkl5 /y rats rats exhibit a greater abundance of silent synapses. I used a minimal
stimulation paradigm to elicit on-or-o↵ EPCSs in CA1 pyramidal cells and compared the
event probability at a holding potential of -70 mV, when AMPAR containing synapses
would be activated, relative to +40 mV, when synapses containing both AMPAR and
NMDAR or only NMDAR would be activated. Placing the stimulating electrode in
the SR mirrored the stimulation used during the field LTP recording (Figure 3.10 A)
and would reveal silent synapses present in the oblique dendrites. On the other hand,
placing the stimulating electrode in the SO (Figure 3.10F) would reveal a potential
increase in silent synapses in the basal dendrites, where I observe an increase in spine
density in Cdkl5 /y rats.
Regarding SR stimulation, response probability was of 0.66 ± 0.02 in WT and it was
unchanged in Cdkl5 /y rats (0.73 ± 0.03) when recording at -70 mV (LMM, p=0.63).
When recording at +40 mV, response probability increased to 0.79 ± 0.03 in WT and
0.89 ± 0.02 in Cdkl5 /y rats (LMM p=0.21, Figure 3.10 D), reflecting the activation
of silent synapses. Additionally, I calculated the ratio between response probability at
+40 mV and at -70 mV. A ratio greater than one would indicate the presence of silent
synapses, and a di↵erence in the probability ratio would be indicative of altered relative
abundance of silent synapses in Cdkl5 /y rats. I found the ratio of response probability to
be unaltered in Cdkl5 /y rats (WT: 1.23 ± 0.07, Cdkl5 /y: 1.21 ± 0.08, GLMM p=0.83,
Figure 3.10E), consistent with the unchanged response probability across the holding
potentials tested. Whilst, an increased number of silent synapses could contribute to
the enhanced LTP phenotype, no di↵erence revealed with these minimal stimulation
experiments is in line with my finding of unaltered NMDAR/AMPAR ratio in Cdkl5 /y
rats.
Regarding SO stimulation, response probability was similar for WT (0.58 ± 0.03)
and Cdkl5 /y (0.59 ± 0.04) rats when recording at -70 mV (LMM p=0.99) and increased
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Figure 3.10: Minimal stimulation of CA3 inputs to CA1. Schematic representation of recording
configuration for minimal stimulation of CA3 inputs to CA1 via SR (A) or SO (F) and respective
representative traces of EPSCs recorded at -70 mV (down deflecting) and +40 mV (up deflecting) (B,
G). Example of timecourse synaptic responses throughout a single WT and Cdkl5 /y recording upon
SR (C) and SO stimulation (H). Response probability at -70 mV and +40 mV resulting from SR
stimulation (D, data shown as cells, values for each cell connected by a black line) and respective ratio
of the response probability (E, WT n= 30 cells / 11 rats, Cdkl5 /y n=18 cells / 7 rats, data shown as
mean ± SEM, dots represent animal averages). Response probability at -70 mV and +40 mV resulting
from SO stimulation (I, shown as cells, values for each cell connected by a black line) and respective
ratio of the response probability (J, WT n= 17 cells / 6 rats, Cdkl5 /y n=11 cells / 6 rats, data shown
as mean ± SEM, dots represent animal averages). Statistics shown: *p<0.05, ns p>0.05, GLMM
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equally in both genotypes when recording at +40 mV (WT: 0.77 ± 0.04 , Cdkl5 /y
0.77 ± 0.05, LMM p=0.93, Figure 3.10D). This is reflected in the similar ratio of
response probability between genotypes (WT: 1.26 ± 0.12, Cdkl5 /y 1.35 ± 0.09,
GLMM p=0.61, Figure 3.10J).
Overall these data suggest, that Cdkl5 /y rats do not show increased numbers of
silent synapses in their oblique or basal dendrites, and therefore does not support my
initial hypothesis that an increase in silent synapses contributes to the enhanced LTP
and reduced mEPSC phenotypes observed in Cdkl5 /y rats.
3.2.4 Physiology and morphology of mPFC L5 pyramidal cells in
Cdkl5 /y rats
The mPFC is part of the limbic system and is involved in anxiety related behaviours
and fear learning (Adhikari et al., 2010; Sierra-Mercado et al., 2011; Tovote et al., 2015),
both of which are altered in mouse models of CDD (Okuda et al., 2018; Tang et al., 2019).
Furthermore, the pre-limbic (PL) region of the mPFC in particular has an important role
in fear expression (Sotres-Bayon and Quirk, 2010; Sierra-Mercado et al., 2011), which
is altered in Cdkl5 /y rats (Vijay Kumar, Shashank Tiwari, unpublished). Therefore,
I hypothesised that loss of CDKL5 would result in altered cellular excitability and/or
excitatory synaptic transmission in L5 pyramidal cells in the PL-mPFC of Cdkl5 /y
rats underlying the behavioural phenotype.
3.2.4.1 Typical intrinsic excitability in L5 pyramidal cells in the PL-mPFC
To examine cellular excitability of L5 pyramidal cells in the PL-mPFC, I used whole
cell patch clamp recordings of mPFC in acute slices from P28-35 rats. L5 was identified
by the position in the slice and the sparse cell density, with L5 pyramidal neurons
exhibiting a large tearshaped cell body and a visible thick apical dendrite.
L5 pyramidal neurons from WT rats exhibited an hyperpolarised membrane poten-
tial, fast membrane time constant and low input resistance (Table 3.3). Upon injection
of depolarising current steps, WT neurons required a current of 183 ±22 pA to elicit the
first AP, and increased thereafter until reaching 10 ± 2 APs/500 ms for the maximum
current injection step tested (400 pA). Analysis of AP properties, revealed a slightly
depolarised voltage threshold, fast rise until reaching a peak amplitude of 77.7±2.0 mV
followed by a slow decay phase (Table 3.4). All electrophysiological properties are within
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the expected values according to previous studies (Dembrow et al., 2010; Aerde and
Feldmeyer, 2015).
I found excitability of L5 pyramidal cells in mPFC to be unaltered in Cdkl5 /y rats.
All passive membrane properties examined were comparable to WT controls (Table 3.3).
All AP properties were similar across genotypes (Table 3.4). The number of APs fired
in response to current injection was also unaltered in Cdkl5 /y rats (Two-way ANOVA
genotype e↵ect F1,40=0.25, p = 0.62, Figure 3.11B), as was the rheobase current (LMM,
p=0.97, Figure 3.11C).
Table 3.3: Passive membrane properties of mPFC L5 pyramidal cells in P28-35 rats
Physiological property WT Cdkl5 /y Stats test p value
Resting membrane potential (mV) -73.4 ± 0.8 -74.1 ± 0.79 LMM 0.51
Input resistance (M⌦) 98.4 ± 10.6 102.0 ± 8.8 LMM 0.93
Membrane time constant (ms) 21.0 ± 1.2 23.2 ± 1.4 LMM 0.32
Capacitance (pF) 233 ± 18 240 ± 15 LMM 0.65
Table 3.4: Action potential properties of mPFC L5 pyramidal cells in P28-35 rats
Physiological property WT Cdkl5 /y Stats test p value
Voltage threshold (mV) -38.2 ± 0.5 -37.9 ± 1.1 LMM 0.61
Half height duration (ms) 0.76 ± 0.03 0.76 ± 0.03 LMM 0.94
Amplitude (mV) 77.7 ± 2.0 77.8 ± 2.3 LMM 0.84
Max rise rate (mV.ms 1) 367 ± 19 378 ± 24 LMM 0.75
Max decay rate (mV.ms 1) 104 ± 8 98 ± 5 LMM 0.98
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Figure 3.11: Unaltered excitability of L5 pyramidal cells in juvenile Cdkl5 /y rats A -
Representative traces of whole cell recordings from CA1 pyramidal cells in response to subsequent 25
pA steps. Traces shown from -100 pA to rheobase-1 and for the maximum firing frequency (I = 400pA).
B - Action potential discharge in response to 500 ms long 25 pA current steps up to 400 pA (Two-way
ANOVA genotype e↵ect F1,40=0.25, p = 0.62). C = Rheobase current (LMM, p=0.97). Data shown as
mean ± SEM, WT – n = 21 cells/6 rats, Cdkl5 /y – n = 21 cells/5 rats, dots represent animal averages.
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3.2.4.2 Unaltered excitatory synaptic transmission
Altered synaptic transmission has been reported across di↵erent brain regions in
mouse models of CDD (Della Sala et al., 2016; Tang et al., 2017, 2019). To test
whether basal synaptic transmission was altered in the PL-mPFC, I recorded sEPSCs
and mEPSCs from L5 pyramidal cells. Whole-cell electrophysiology recordings were
performed in voltage clamp at a holding potential of -70 mV in the presence of the
GABA-A receptor blocker picrotoxin in order to isolate excitatory events and record
sEPSCs. mEPSC recordings were performed in the additional presence of TTX, to
block AP dependent neurotransmitter release.
WT neurons exhibited sEPSC with an average amplitude of 16.52 ± 0.87 pA, at a
frequency of 12.54 ± 1.30 Hz (Figure 3.12 B). These were unaltered in Cdkl5 /y neurons
(sEPSC amplitude: 15.84 ± 1.05 pA, p=0.48, LMM; sEPSC frequency: 11.58 ± 1.03 Hz,
p=0.49, LM). As a result of blocking AP dependent neurotransmitter, mEPSC frequency
was lower than that observed for sEPSCs. WT neurons exhibited mEPSC events at a
frequency of 8.80 ± 0.84 Hz, which was unaltered in Cdkl5 /y cells (8.37 ± 1.23 Hz,
p=0.9, LMM). mEPSCs had an amplitude of 13.42 ± 0.67 pA in WT neurons, also
unaltered in Cdkl5 /y rats (14.87 ± 0.88 pA, p=0.35, LMM). This data suggests that
loss of CDKL5 does not a↵ect basal excitatory synaptic transmission in L5 pyramidal
cells in the mPFC.
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Figure 3.12: Unaltered excitatory synaptic transmission in L5 pyramidal cells of juvenile
Cdkl5 /y rats. Representative traces of spontaneous (A) and mini (D) EPSC recordings from mPFC
L5 pyramidal cells. sEPSC amplitude (B, LMM p=0.48) and frequency (C, LMM p=0.49) (WT: 21
cells/7rats, Cdkl5 /y: 23 cells/7 rats). mEPSC amplitude (E, LMM p=0.35) and frequency (F, LMM
p=0.90), (WT: 18 cells / 7 rats, Cdkl5 /y: 15 cells / 5 rats) Data shown as mean ± SEM, dots represent
animal averages.
3.2.4.3 Typical L5 pyramidal cell morphology in Cdkl5 /y rats
Reduced dendritic arborisation has been reported in mouse models of CDD across a
variety of brain regions. However, I did not find that to be the case in the hippocampus of
Cdkl5 /y rats. I biocytin-filled L5 pyramidal cells during electrophysiological recordings
in order to recover their morphology (Figure 3.13 A). WT pyramidal cells exhibited
a long apical dendrite, that reached L1 and ramified into tuft dendrites, characteristic
of tufted L5 pyramidal cells in mPFC (Aerde and Feldmeyer, 2015; Dembrow et al.,
2010). Though I only recovered a small number of cells from each genotype, my data
suggests that cell morphology is unaltered in the absence of CDKL5, with the sholl
profile not being significantly di↵erent between genotypes (Two way ANOVA interaction:
F122,488 = 0.48, p > 0.99; genotype e↵ect: F1,4 = 0.32, p=0.60, Figure 3.13B). Total
dendritic length was comparable between genotypes (WT: 12498 ± 2122 µm, Cdkl5 /y:
11337 ± 974 µm, Two-tailed T test, T4=0.50, p=0.64, Figure 3.13E). Total length of
apical dendrites was also unaltered in Cdkl5 /y rats (7040 ± 1172 µm) relative to WT
(7947 ± 1744 µm, Two-tailed T test, T4=0.43, p=0.69, Figure 3.13C). In WT neurons,
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basal dendrites measured 5195 ± 702 µm, and this was not significantly di↵erent in
Cdkl5 /y neurons (3996 ± 367 µm, Two-tailed T test, T4=1.5, p=0.20, Figure 3.13D).
Based on the current data, power analysis (↵=0.05, 80% power) indicated a sample size
of 89 cells per group would be needed to reveal a significant e↵ect on length of basal
dendrites.
Figure 3.13: Unaltered morphology of L5 pyramidal cells in L5 pyramidal cells of juvenile
Cdkl5 /y rats. A – Example reconstruction of L5 pyramidal cells from WT and Cdkl5 /y rats filled
with biocytin during whole cell patch clamp recordings. B – Sholl analysis of the dendritic arborisation
(Two way ANOVA interaction: F122,488 = 0.48, p > 0.99; genotype e↵ect: F1,4 = 0.32, p=0.60). Total
length of apical (C) and basal (D) dendrites. E - Total dendritic length WT - n=8 cells/3 rats, Cdkl5 /y
- n=6 cells/3 rats)
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3.3 Discussion
3.3.1 Functional implications of reduced AP amplitude in CA1 pyr-
amidal cells
CA1 pyramidal cells exhibit typical cellular excitability in Cdkl5 /y rats. However,
AP waveform is altered, with reduced AP amplitude and slower rise rate. While I
do not observe a di↵erence in AIS length that can explain the altered AP waveform.
It is possible that altered density of sodium channels at the AIS rather than altered
AIS length can contribute to the e↵ect I observe. Indeed, Spratt et al. (2019) observe
reduced AP amplitude and rise rate in Nav1.2 haploinsu cient mice, with no change
in firing pattern or AP threshold, similar to my observations in Cdkl5 /y rats. Further
investigation of sodium conductances would be necessary to provide insight into the
underlying mechanism resulting in altered AP waveform, as the cell membrane properties
described in this chapter cannot explain this phenotype.
Whilst the e↵ect on AP kinetics I observe does not appear to a↵ect somatic firing
in response to increasing current steps, it can nonetheless have implications in neuronal
function. Spratt et al. (2019) show that small di↵erences in somatic AP amplitude
can result in drastic impairment of backpropagating APs in distal dendrites. Back-
propagating APs have an important role in spike-timing dependent plasticity (Koester
and Sakmann, 1998), a form of plasticity thought to underlie associative learning (re-
viewed in Caporale and Dan (2008)). Therefore, reduced AP amplitude can not only
influence other cellular properties but also contribute to behavioural phenotypes. Inter-
estingly, CDKL5 rats show learning deficits in the active place avoidance task (Vijay
Kumar, Shashank Tiwari, unpublished), a hippocampal dependent spatial memory task
(Cimadevilla et al., 2000). The findings presented in this section raise the possibility
that dendritic excitability might be altered in Cdkl5 /y rats, interestingly this has been
reported in other models of ASD/ID (Booker et al., 2019; Spratt et al., 2019; Brager
et al., 2012). Two-photon calcium imaging experiments would allow to image calcium
transients in dendrites while eliciting somatic APs and assess whether backpropagating
APs are a↵ected in the absence of CDKL5.
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3.3.2 Mechanisms underlying enhanced hippocampal LTP are not
conserved across mouse and rat models of CDD
In this chapter I show evidence for a role of CDKL5 in synaptic plasticity in the
hippocampus. Cdkl5 /y rats exhibit enhanced LTP, in agreement with what has been
previously described in a mouse models of CDD (Yennawar et al., 2019; Okuda et al.,
2017). However, the mechanisms previously suggested to contribute to enhanced LTP
in mouse models of CDD are not translated to the rat model used in this study.
Whilst Okuda et al. (2017) suggest an increase in NMDAR/AMPAR ratio and in
GluN2B containing NMDA receptors as a potential mechanism underlying LTP, this is
not the case in Cdkl5 /y rats. I did not observe a di↵erence in NMDAR/AMPAR ratio or
NMDAR-mediated EPSC decay time constant. Consistent with this finding, my minimal
stimulation experiments did not reveal a di↵erence in silent synapses in CA1 pyramidal
cells. Furthermore, post-natal development and ifenprodil sensitivity of NMDARs
appears unaltered in the same Cdkl5 /y rat model (Caballes, Benke, unpublished).
Alternatively, Yennawar et al. (2019) suggest that a greater content of GluA2-
lacking AMPARs contributes to enhanced early phase LTP (15 min post induction).
This potential mechanism also cannot explain the enhanced LTP observed in the rat
model, as I observed a linear I-V relationship of AMPAR mediated EPSCs in WT and
Cdkl5 /y rats. This observation is consistent with the known high expression of GluA2
AMPAR subunit in CA1 pyramidal cells (He et al., 1998), which confers low calcium
permeability and no inward rectification (Jonas and Sakmann, 1992; Jonas et al., 1994).
As ionotropic glutamate receptor function appears to be intact in Cdkl5 /y rats, other
mechanisms might be contributing to the enhanced LTP.
Work elucidating CDKL5 targets is still in its early stages, and there is no evidence
of CDKL5 directly regulating signalling cascades downstream from LTP induction.
However, downregulation of the mTOR signalling pathway has been reported across
di↵erent mouse models of CDD (Schroeder et al., 2019; Amendola et al., 2014; Wang et
al., 2012). mTOR is a key regulator of cell growth and proliferation, and it has important
roles in neuronal development and plasticity (Hoe↵er and Klann, 2010). Namely, mTOR
signaling is required for NMDAR dependent late phase LTP (4 h post induction) in
the hippocampus (Vickers et al., 2005; Cammalleri et al., 2003; Tang et al., 2002).
Furthermore, altered mTOR signalling has been implicated in various other models of
ASD/ID which also present with synaptic plasticity phenotypes (reviewed in Winden
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et al. (2018)), so examination of this pathway might provide insight into a potential
mechanism for the synaptic plasticity phenotype in Cdkl5 /y rats.
Alternatively, as reduced long-range connectivity has been reported in ASD/ID
(Zerbi et al., 2018), it is plausible that enhanced LTP arises as a compensatory reduction
in threshold for LTP in response to reduced extra-hippocampal inputs (Abraham et al.,
2001). Nonetheless, long-range connectivity has not been assessed in rodent models of
CDD, therefore future studies should look at functional connectivity across brain areas
in order to test this hypothesis. Importantly, as enhanced LTP appears to be conserved
across species is might present a robust assay to test novel therapeutic strategies for
CDD.
3.3.3 Excitatory synaptic transmission in the hippocampus of Cdkl5 /y
rats
I observed a dendritic compartment specific increase in spine density in CA1 pyr-
amidal cells which led me to investigate potential functional correlates. mEPSCs are
synaptic events resulting from the stochastic release of a single vesicle of neurotrans-
mitter. mEPSC amplitude gives information about the number of receptors in the
post synaptic membrane, while mEPSC frequency reflects release probability and can
also be a correlate for synapse numbers. Therefore, I expected an increase in mEPSC
frequency in Cdkl5 /y rats, indicative of a greater abundance of excitatory synapses
in line with the spine phenotype I observed. Intriguingly, I observed a reduction of
mEPSC frequency instead. This phenotype could either be explained by a reduction in
pre-synaptic release probability or by a reduction in the number of functional synapses,
leading to fewer synaptic events.
To address the hypothesis that pre-synaptic release probability is reduced in Cdkl5 /y
rats, I examined PPRs. PPRs are traditionally used to infer about pre-synaptic release
probability (Debanne et al., 1996; Dobrunz et al., 1997), with PPR >1 indicating facil-
itating synapses, with a low release probability, as is the case in the Scha↵er collateral
synapses. However, the relationship between PPR and release probability is complex.
Manita et al. (2007) have shown that PPR can be maintained even when release prob-
ability is altered. Indeed, more recent studies show that neuromodulatory mechanisms
can result in altered release probability that does not manifest itself as a change in short-
term plasticity (Burke et al., 2018). So, whilst a change in PPR could indicate altered
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release probability, based on my data I cannot firmly conclude that pre-synaptic release
probability is unaltered in Cdkl5 /y rats. More sophisticated experimental approaches,
such as optical quantal analysis (Padamsey et al., 2019) currently allow more precise
estimates of release probability at single synapses and would be useful to determine
whether release probability is altered in Cdkl5 /y rat. Importantly, such an approach
would also allow to study release probability at synapses onto the di↵erent dendritic
domains, allowing for detection of domain specific phenotypes that might align with
the spine phenotype described in this chapter.
On the other hand, if the miniEPSC phenotype results from a reduction in the
number of functional synapses I would expect to observe an increase in silent synapses
in Cdkl5 /y rats. Typically, the number of silent synapses decreases during early post-
natal development, these comprise 20% of synapses in CA1 pyramidal cells by the end
of the first post-natal week (Durand et al., 1996), and 10 to 15% remain silent into
adulthood rats (Racca et al., 2000). Interestingly, increased prevalence of silent synapses
has been reported in other models of ASD/ID (Harlow et al., 2010), and is thought to
reflect a developmental delay. When I used a minimal stimulation paradigm to address
the hypothesis that Cdkl5 /y rats exhibit a greater abundance of silent synapses, I found
no genotypic di↵erences. Firstly, my results showing a ratio of response probability
slightly over 1 in WT rats (1.23 ±0.07 in Str radiatum and 1.26 ±0.12 Str oriens)
aligns with the prevalence of silent synapses expected for CA1, based on anatomical
studies (Racca et al., 2000). Furthermore, my data regarding unaltered abundance of
silent synapses as revealed by str radiatum stimulation is in agreement with my findings
regarding unchanged NMDAR/AMPAR ratio in Cdkl5 /y rats, at this same stimulation
site.
Minimal stimulation of synaptic inputs allows the stimulation of a single synapse
or small number of synapses, and is typically used to study quantal synaptic events
as well as the presence of silent synapses (Hanse and Gustafsson, 2001b; Isaac et al.,
1997). The use of minimal stimulation to study quantal events is limited by the fact that
it is di cult to ensure that only one axon is being activated in response to electrical
stimulation. This is particularly challenging in the hippocampus, where axons from
CA3 can make more than one synapse onto the post-synaptic CA1 cell (Andersen et
al., 1990). Nonetheless, in order to detect silent synapses, guaranteeing the stimulation
of a single synaptic site is not crucial. It is su cient to stimulate a small number of
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synapses, producing a failing response, as the relative probability of failure or response
across hyperpolarised and depolarised membrane potentials is the parameter used as
an indicator of silent synapses (Isaac et al., 1997). By measuring relative abundance
of silent synapses rather than an absolute number, this caveat should not influence the
interpretation of my data.
Having considered potential experimental limitations, my data suggests that the
presence of silent synapses is unaltered in CA1 pyramidal cells from Cdkl5 /y rats,
both in their basal and apical dendrites. Recording NMDAR/AMPAR ratios upon SO
stimulation would be a useful additional confirmation that silent synapses onto the
basal dendrites of CA1 pyramidal cells are unaltered in Cdkl5 /y rats, as suggested by
the minimal stimulation data.
3.3.4 Typical L5 mPFC physiology and cell morphology
I found cellular excitability and synaptic transmission to be unaltered in L5 pyr-
amidal cells in the PL-mPFC of Cdkl5 /y rats. It is important to consider that I took
a blanket approach, recording from a random sample of L5 pyramidal cells and not
taking into account the di↵erent cell types making up the L5 pyramidal cell population
in mPFC. L5 pyramidal cells in the mPFC are known to exhibit di↵erent morphology,
excitability and connectivity patterns depending on their projecting targets (Dembrow
et al., 2010; Brown and Hestrin, 2009; Molnár and Cheung, 2006). Therefore, they
have the potential to be di↵erentially a↵ected in rodent models of neurodevelopmental
disorders. Cell type specific excitability phenotypes in L5 mPFC have been reported
in the Fmr1 /y mouse and rat models of FXS (Kalmbach et al., 2015; Jackson, 2016).
Furthermore, social experience modulates excitability of L5 pyramidal cells in a cell
type specific manner (Yamamuro et al., 2018). In the future, the study of di↵erent cell
populations in mPFC might be of value to understand the physiological underpinnings
of behavioural phenotypes. In particular, PL-mPFC cells projecting to the amygdala
have an important role in the behavioural response to fearful stimuli (Knapska et al.,
2012; Orsini et al., 2011) and should therefore be given special attention in the rat
model of CDD, as Cdkl5 /y rats exhibit increased freezing in a cued fear conditioning
paradigm (Vijay Kumar, Shashank Tiwari, unpublished, Appendix A).
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3.3.5 Considerations for future work
My data provides an insight into hippocampal and mPFC synaptic physiology
and cellular excitability in the absence of CDKL5. Even though intrinsic excitability
and synaptic transmission appear largely una↵ected in the hippocampus and mPFC,
communication between these two regions is crucial for cognitive function, and was not
assessed in this study. Hippocampal-mPFC connectivity is particularly important for
memory consolidation and retrieval (Binder et al., 2019; Backus et al., 2016; Sang Jo et
al., 2007) and is also implicated in anxiety related behaviours (Padilla-Coreano et al.,
2016). In the future, in vivo electrophysiology or fMRI can be used to further assess
larger scale circuit function. As long range hypoconnectivity appears to be a hallmark
of ASD/ID both in rodent models and patients (Di Martino et al., 2014; Zerbi et al.,
2018; Haberl et al., 2015), it would be of interest to establish whether those findings
are common to CDD, as they could provide biomarkers of the condition that could be
used to test therapeutic approaches.
Furthermore, the data presented in this chapter has focused on excitatory synaptic
transmission and cellular excitability of pyramidal cells. However, as circuit hyperex-
citability in ASD/ID arises many times as an imbalance of excitation and inhibition,
a characterisation of interneuron function in the rat model of CDD could contribute
to a better understanding of circuit function. Indeed, loss of CDKL5 is know to a↵ect
inhibitory synaptic transmission in the cerebellum (Sivilia et al., 2016), and anatomical
studies suggest altered connectivity between interneurons and pyramidal cells in sensory




Mechanisms of cellular excitability plasticity in the
hippocampus of a mouse model of Fragile X Syndrome
4.1 Introduction
Fragile X Syndrome (FXS) is the most common inherited form of ASD/ID. It
results from the transcriptional silencing of the FMR1 gene and consequent absence
of its protein product, FMRP. Patients often present with co-occurring hyperactivity,
sensory hypersensitivities and epilepsy.
Altered cellular and circuit excitability are believed to contribute to many of the
behavioural phenotypes observed in rodent models of FXS (reviewed in Contractor et al.
(2015)), including higher susceptibility to seizures (Dölen et al., 2007; Musumeci et al.,
2000) and learning deficits (Asiminas et al., 2019; Till et al., 2015; Brennan et al., 2006).
FMRP is known to regulate cellular excitability through its direct interaction with ion
channels (Deng et al., 2013; Deng and Klyachko, 2016; Zhang et al., 2012). Given
FMRP’s role as a regulator of translation, its’ loss can also impact cellular excitability
and synaptic transmission through deregulation of its target mRNAs, many of which
encode ion channel subunits and synaptic proteins (Darnell et al., 2011). Interestingly,
recent evidence suggests that cellular excitability phenotypes seen in rodent models
of FXS might result from compensatory changes rather than a direct consequence of
the absence of FMRP. In particular, Antoine et al. (2019) suggest that altered E/I
balance across models of ASD/ID, including the Fmr1 /y mouse, arise as a mechanism
to normalise cellular excitability. In line with this idea, Domanski et al. (2019) show
that, in the somatosensory cortex of Fmr1 /y mice, the cellular and synaptic phenotypes
observed have opposite e↵ects, potentially reflecting an homeostatic compensation at
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the circuit level.
A variety of mechanisms can contribute to the regulation of cellular excitability,
from ion channels to synaptic changes, as well as AP regulation at the AIS. The
role of the AIS as the site of AP initiation makes this structure a major regulator of
cellular excitability. Whilst altered AIS structure and function has been reported in
models of neurological disorders, including schizophrenia and epilepsy (Harty et al.,
2013; Wimmer et al., 2010), it has never been studied in the context of FXS. However,
cellular hyperexcitability has been associated with increased AIS length in a mouse
model of Angelman’s Syndrome (Kaphzan et al., 2011), a monogenic form of ASD/ID
with similar excitability phenotypes to those observed in FXS, suggesting that the AIS
may play an important role in cellular excitability in the context of neurodevelopmental
disorders.
The AIS is a dynamic structure and it can respond to altered states of neuronal
activity by regulating its length and position in an homeostatic manner. Depolarisation
has been reported to result in AIS shortening in dissociated cultures (Grubb and
Burrone, 2010; Evans et al., 2015). The plastic nature of the AIS raises the possibility
that potential alterations to the AIS and, consequently, cell excitability can arise as a
compensatory mechanism resulting from altered circuit function. Even though recent
studies have reported altered excitability of CA1 pyramidal cells in Fmr1 /y mice
(Luque et al., 2017; Talbot et al., 2018), no long-term alterations in neuronal activity,
which could result in AIS remodelling, have yet been observed in the hippocampus of
Fmr1 /y mice.
In this chapter, I examined intrinsic excitability of CA1 pyramidal cells and addressed
the hypothesis that altered AIS morphology and/or plasticity contribute to changes in
excitability in Fmr1 /y mice. Furthermore, I examined extrahippocampal inputs to CA1
to understand if circuit dysfunction leads to compensatory changes in AIS morphology
and cellular excitability in Fmr1 /y mice. I used a combination of electrophysiology,
immunohistochemistry and two-photon imaging, to assess AIS morphology and plasticity
as well as cellular excitability and local circuit function in the hippocampus of Fmr1 /y
mice and WT littermates.
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4.2 Results
4.2.1 Hyperexcitability of CA1 pyramidal cells in Fmr1 /y mice is
associated with increased AIS length
I performed whole cell patch clamp recording to assess cellular excitability of CA1
pyramidal cells in acute hippocampal slices from 28-35 day-old mice. Depolarising
current steps (25 pA steps up to +400 pA, 500 ms) were used to elicit APs and
examine AP discharge and AP kinetic properties. WT neurons started firing APs at a
rheobase current of 157.1 ± 9.8 pA (Figure 4.1 C). Thereafter, depolarising current steps
elicited an increasing number of action potentials until the maximum firing frequency
of 35.9 ± 2.3 Hz was reached, this is reflected in the current-frequency (IF) plot in
Figure 4.1 B. By comparison, I found CA1 pyramidal cells from Fmr1 /y mice to be
hyperexcitable relative to WT when examining AP discharge in response to depolarising
current steps. This is reflected in the leftward shift in the IF plot (Figure 4.1 B, Two
way ANOVA on animal averages: interaction: F16,432=2.34, p=0.005, genotype e↵ect
p=0.04) and the reduced rheobase current in Fmr1 /y (106.8 ± 7.0 pA) compared to
WT (Figure 4.1C, p= 4x10 5, GLMM). This did not result in a change in the firing
frequency in response to the maximum current injection step (400 pA), as the peak
firing frequency in Fmr1 /y (41.0 ± 9.6 Hz) was comparable to that of WT neurons
(p=0.15, GLM).
When assessing passive membrane properties, there was no di↵erence in input
resistance that could explain the di↵erence in excitability between genotypes (WT:
164.0 ± 14.8 M⌦, Fmr1 /y: 170.5 ± 13.5 M⌦, p=0.37 GLMM, Figure 4.1 F). However,
resting membrane potential was more hyperpolarised in Fmr1 /y mice (-65.3 ± 1.9 mV)
compared to WT (-59.5 ± 1.5 mV, p=0.003 GLMM, Figure 4.1 E). This finding is
unlikely to contribute to the di↵erence in AP discharge as this was controlled for by
holding the membrane potential at -70 mV for all recordings. Instead, the hyperex-
citability observed results from a more hyperpolarised AP threshold in Fmr1 /y mice
(-45.3 ± 0.9 mV) relative to WT (-42.4 ± 0.5 mV, p=0.0002, GLMM, Figure 4.1 D). No
di↵erence was found between genotypes in the AP kinetic properties analysed, including
amplitude, rise and decay rates and half-height duration (Table 4.1).
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Figure 4.1: Increased CA1 PC excitability and AIS length in Fmr1 /y mice. A - Represent-
ative traces of voltage responses to 500 ms long depolarising current steps (0 to rheobase-1 in 25 pA
steps, and +400 pA) from WT (left, black) and Fmr1 /y(right, red) cells. B - AP discharge in response
to depolarising current steps. C-F Quantification of rheobase, voltage threshold, resting membrane
potential and input resistance from both genotypes. (A-F, WT n= 33 cells / 15 mice, Fmr1 /y n= 29
cells / 14 mice) All data shown as averages average of individual mice (dots). Statistics shown: ns – p
> 0.05, ⇤ - p < 0.05 from 2-way RM ANOVA (B) and GLMM (C-F)
Table 4.1: Action potential properties of CA1 pyramidal cells in WT and Fmr1 /y mice
Physiological property WT Fmr1 /y Stats test p value
Voltage threshold (mV) -42.4 ± 0.5 -46.1 ± 0.7 GLMM ⇤0.002
Half height duration (ms) 0.90 ± 0.03 0.84 ± 0.02 GLMM 0.56
Amplitude (mV) 116 ± 1 114 ± 2 GLMM 0.44
Max rise rate (mV.ms 1) 428 ± 19 448 ± 16 GLMM 0.34
Max decay rate (mV.ms 1) 102 ± 4 112 ± 3 GLMM 0.55
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Given the high density of VGSCs at the AIS, and its role in regulating AP threshold
(Kole et al., 2008), I hypothesised that longer AISs in Fmr1 /y mice would contribute to
the hyperexcitability observed. To address this hypothesis, I used immunohistochemistry
to label AISs in hippocampal sections from perfusion fixed mice. The sca↵olding protein
Ankyrin G was used as an AIS marker, this allowed for reliable identification of AISs
(Figure 4.2 A), the majority of which emerged from the soma (80%) and a smaller
percentage emerged from proximal dendrites (20%) of CA1 pyramidal cells, and entered
the SO. I found AISs to be 20% longer in Fmr1 /y mice (30.8 ± 1.3 µm) relative to the
average AIS length of 26.2 ± 0.7 µm in WT mice (Figure 4.2 B, C, p=0.0046, GLMM),
consistent with the altered AP threshold and rheobase observed. In a subset of mice, I
measured distance between the start of the AIS and the soma, as it can also influence
cell excitability. This was unaltered in Fmr1 /y mice (2.7 ± 0.2 µm) relative to WT
(3.2 ± 0.2 µm, p=0.30, LMM, Figure 4.2 D).
To determine whether the AIS phenotype observed is specific to CA1 or widespread
across the brain, I assessed cellular excitability and AIS length in L5 pyramidal cells
in the mPFC. I found a 12% increase in AIS length from 23.7 ± 1.6 µm in WT to
26.4 ± 1.6 µm in Fmr1 /y mice (p<0.001, LMM, Figure 4.3 B). However, the hyperex-
citability of L5 pyramidal cells (Figure 4.3C, Two-way ANOVA: F16,288=3.43, genotype
e↵ect p<0.001) was not associated with altered rheobase current or AP threshold (Fig-
ure 4.3D, E, p>0.05 Two tailed T-test), as observed in CA1 pyramidal cells, indicating
that other mechanisms than the AIS are contributing to this phenotype.
This data suggest that increased AIS length contributes to cellular hyperexcitability
in Fmr1 /y mice in a brain region specific manner. While increased AIS length is ac-
companied by a hyperpolarised AP threshold in CA1 pyramidal cells, other mechanisms
must be contributing to the hyperexcitability observed in L5 pyramidal cells in mPFC.
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Figure 4.2: Increased AIS length in CA1 of Fmr1 /y mice. A - flattened confocal stacks of
CA1 overview (top, scale bar: 20 µm) and high-power magnification of single AIS (bottom, scale bar:
5 µm) labelled for Ankyrin G (green) and NeuN (blue). The dashed line indicates the total extent of
the AIS. B - Average cumulative distributions (thick lines) of AIS length across all mice examined
(WT - black, Fmr1 /y-red). Cumulative distributions for individual mice shown underlain (thin lines).
C - Quantification of AIS length for each genotype (WT: 750 AISs from 11 mice; Fmr1 /y: 946 AISs
from 12 mice). D - Quantification of distance from soma in a subset of the animals analysed. All bar
chart data shows averages of individual mice (dots), with total mice analysed in parenthesis. Statistics
shown: ns – p > 0.05, ⇤ - p < 0.05 GLMM
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Figure 4.3: Increased AIS length and cellular excitability in mPFC L5 pyramidal cells
Fmr1 /y mice. A – Representative flattened confocal stack of L5 PL-mPFC from WT (left) and
Fmr1
 /y (right) mice, with AISs labelled with Ankyrin G (green) and cell nuclei labelled with To-PRO
(blue). B - Quantification of AIS length in mice from both genotypes. C - AP discharge in response to
depolarising current steps. D, E - Quantification of rheobase and AP voltage threshold. Data shown as
mean ± SEM, averages of individual mice are shown as dots, with total mice analysed in parenthesis.
Statistics shown: ns – p>0.05, from LMM (B), 2-way RM ANOVA (C) and Two-tailed T-test (D,E)
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4.2.2 Activity dependent regulation of cellular excitability in CA1
pyramidal cells is enhanced in Fmr1 /y mice
The ability of neurons to modulate their intrinsic excitability is crucial to maintain
network function (Golowasch et al., 1999). Homeostatic regulation of intrinsic excitabil-
ity is known to be altered in cultured neurons in the absence of FMRP. Indeed, Bülow
et al. (2019) show that KO neurons exhibit an exacerbated response when neuronal
activity in culture is blocked with TTX. Therefore, we asked whether the hyperexcitab-
ility observed in Fmr1 /y mice results from abnormal plasticity of intrinsic excitability,
using an experimental paradigm previously described to modulate cellular excitability
over short (Evans et al., 2015) and long timescales (O’Leary et al., 2010; Grubb and
Burrone, 2010) in vitro.
We tested the e↵ect of depolarisation on cellular excitability in a cell-wise manner
by performing whole-cell patch-clamp recordings from the same CA1 pyramidal cell,
thus assessing intrinsic excitability before and after 3 h depolarisation with 15 mM KCl,
or treatment with 15 mM NaCl as osmotic control. The inclusion of Alexa-fluor 488
hydrazide in the patch pipette was used to allow the identification and targeting of
the same cell at the end of the 3 h treatment period. As expected, the 3 h treatment
with 15 mM NaCl did not alter excitability of CA1 pyramidal cells in WT or Fmr1 /y
mice as seen by the overlap of the IF plots before (control) and after treatment (Figure
4.4C and D left, Two-way RM ANOVA WT: F16,352=0.40, treatment e↵ect p=0.34;
Fmr1 /y: F16,102=0.40, treatment e↵ect p=0.37). However, treatment with 15 mM KCl
for 3 hours resulted in a small but significant decrease in excitability of WT neurons
as seen by the rightward shift in the IF plot (Figure 4.4C, left, Two-way RM ANOVA
F16,288=6.37, treatment e↵ect p=0.02) and a 39% increase in the amount of current
required to elicit one AP (Figure 4.4E) from 159 ± 13 pA in control to 221 ± 24 pA
after KCl (LMM, p=0.002). We observed a 23% reduction in input resistance (Figure
4.4G, p=0.05, LMM) accompanied by a 14% slowing of the maximum AP decay rate
from 76.9 ± 3.4 mV.ms 1 prior to treatment to 65.8 ± 2.8 mV.ms 1 after 3 h KCl
(Figure 4.4H, p=0.05 LMM). However, no e↵ect of KCl treatment on AP threshold was
found (Figure 4.4F, p=0.91, LMM). These data suggest that the reduction in cellular
excitability we observe is most likely due to altered K+ channel function (O’Leary et
al., 2010; Kole et al., 2007), rather than related to AIS structural changes.
When examining the e↵ect of depolarisation on the excitability of CA1 pyramidal
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Figure 4.4: Intrinsic physiological plasticity and homeostatic responses in WT and
Fmr1 /y mice. A, B Representative voltage responses from WT (black) and Fmr1 /y (red) CA1
PCs to 500 ms long depolarising current steps (0 - 400 pA, 25 pA steps). AP discharge in response
to current injection from the same CA1 PCs from WT (C) and Fmr1 /y (D) mice, before (top) and
after (bottom) 3 h NaCl or KCl treatment. Pairwise analysis of rheobase current (E), voltage threshold
(F), input resistance (G) and AP decay rate (H) before and after KCl treatment. I - Subtracted AP
discharge after KCl treatment across the range of injected current steps given to CA1 PCs. Statistics
shown: ns – p > 0.05, ⇤ p < 0.05 from GLMM (E-H) and 2-way RM ANOVA (C,D,I). Dots represent
individual cells, with line connecting values from the same cell before and after treatment. (E-H). NaCl
- WT: 10 cells / 5 mice, Fmr1 /y: 10 cells/ 4 mice; KCl - WT: 18 cells / 9 mice, Fmr1 /y: 19 cells / 8
mice. Experiments performed by Dr Sam Booker.
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cells from Fmr1 /y mice, the 3 h treatment with 15 mM KCl resulted in a reduction
in AP discharge (Figure 4.4 D right, F1, 17=21.95, p=0.0002 Two-way RM ANOVA).
The other parameters examined also followed the same pattern as seen in WT mice.
Rheobase current was increased by 66% from 113 ± 11 pA to 188 ± 18 pA (Figure 4.4 E,
p=0.004, LMM). AP threshold was unchanged (Figure 4.4F, p=0.95 LMM). I observed
a tendency for reduced input resistance from 197 ± 22 M⌦ to 167 ± 20 M⌦ (-14%,
p=0.17, LMM) and a slowing of the maximum AP decay rate (Figure 4.4H, p=0.008,
LMM), suggesting a role for K+ channels in this form of plasticity, as observed in WT
mice. Interestingly, depolarisation appears to have a greater e↵ect on the excitability
of neurons in Fmr1 /y mice relative to WT. Figure 4.4I shows the di↵erence in AP
discharge before and after treatment, for the range of current injection steps tested,
in WT and Fmr1 /y mice. I observed a greater decrease in the number of APs fired
in Fmr1 /y mice relative to WT (Interaction: F1,35 = 2.225, p=0.0052; Bonferroni
post-hoc tests: T17,20 = 3.0, 3.0, 3.2, 3.3, 3.3, 3.2; p= 0.05, 0.04, 0.03, 0.02, 0.02, 0.03).
Importantly, the physiological parameters a↵ected by KCl treatment were unchanged
after 3 h treatment with 15 mM NaCl (Table 4.2).
Table 4.2: Intrinsic excitability of CA1 pyramidal cells before (Ctr) and after 3 h treatment with
15 mM NaCl
Physiological property WT Ctr WT NaCl Fmr1 /y Ctr Fmr1 /y NaCl
Membrane potential (mV) -62.2 ± 2.55 -60.9 ± 2.55 -60.9 ± 5.56 -62.9 ± 2.56
Input resistance (M⌦) 157 ± 22 156 ± 22 144 ± 24 157 ± 22
Rheobase (pA) 158 ± 21 162 ± 21 140 ± 22 139 ± 22
Voltage threshold (mV) -40.7 ± 1.47 -40.0 ± 1.47 -42.8 ± 1.51 -41.9 ± 1.51
Max rise rate (mV.ms 1) 385 ± 24 348 ± 24 374 ± 24 381 ± 24
Max decay rate (mV.ms 1) 78.9 ± 5.33 73.2 ± 5.33 82.4 ± 5.64 80.1 ± 5.64
All Ctr vs NaCl comparisons p>0.99, LMM
Together these data show that prolonged depolarisation results in compensatory
changes to cellular excitability in CA1 pyramidal cells from WT and Fmr1 /y mice.
However, the magnitude of this e↵ect is greater in Fmr1 /y mice, resulting in a stronger
reduction in AP discharge.
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4.2.3 Short-term depolarisation results in AIS shortening in cultured
hippocampal neurons, but lengthening in acute slices of WT
and Fmr1 /y mice.
I have shown that depolarisation of neurons in acute slices results in reduced cellular
excitability. Previous studies have shown that treatment of cultured primary neurons
with 15 mM KCl leads to a reduction in AIS length over short time scales (Grubb
et al., 2011; Evans et al., 2015). I hypothesised that AIS structural plasticity might
be altered in Fmr1 /y neurons, potentially explaining the di↵erence in baseline AIS
length and cellular excitability we observe. To address this hypothesis I used the same
depolarisation paradigm described in the previous section (15 mM KCl as depolarising
stimulus condition vs 15 mM NaCl osmostic control for 3 h). Following treatment, slices
were fixed in 4% PFA and immunolabelled for Ankyrin G (Figure 4.5 A).
Following KCl treatment, I observed a 11% increase in AIS length relative to the
NaCl control, from 25.8 ± 1.4 µm to 28.7 ± 1.7 µm (Figure 4.5B, p<0.001 GLMM). A
similar 11% increase was observed in slices from Fmr1 /y mice, with AISs measuring
29.4 ± 1.9 µm following KCl treatment compared to 26.6 ± 1.6 µm in NaCl control
(Figure 4.5C, p<0.001, GLMM). These data clearly show that AIS shortening following
depolarisation, as has been described in cultured neurons, does not occur in ex vivo
neurons from WT or Fmr1 /y mice. Instead, prolonged depolarisation results in AIS
lengthening in acute hippocampal slices from both genotypes.
As AIS plasticity under the conditions I tested has only been reported in dissociated
cultures so far, I next asked whether I could reproduce the AIS shortening others have
observed, and whether this was also observed in Fmr1 /y neurons. To examine AIS
plasticity in dissociated hippocampal cultures, I fixed coverslips prior to and at the end
of 3 h treatment with 15 mM KCl, or 15 mM NaCl as a control, at DIV10. Ankyrin G
immunolabelling was used to visualise AISs and allow their measurement.
In untreated hippocampal neurons, AISs of Fmr1 /y neurons (32.1 ± 0.7 µm) were
on average 7% longer than those of WT neurons (29.9 ± 1.0 µm, p<0.001 LMM, Figure
4.6B), similar to the relationship observed in perfusion-fixed tissue sections. KCl treat-
ment resulted in AIS shortening in both WT (NaCl: 31.1 ± 1.2 µm, KCl: 28.1 ± 1.2 µm,
p<0.001 LMM, Figure 4.6 C) and Fmr1 /y neurons (NaCl: 32.7 ± 1.1 µm, KCl:
30.3 ± 0.8 µm, p<0.001 LMM, Figure 4.6 D). The magnitude of this change was similar
between genotypes (Figure 4.6E, T29=0.82 p=0.42, Two-tailed T test).
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Figure 4.5: Short-term AIS shortening is absent in acute slices following sustained depol-
arisation A - Representative confocal stack of AISs labelled in acute hippocampal slices from WT
(upper) and Fmr1 /y, following 3 h treatment with KCl (right) or NaCl osmotic control (left). AIS
were visualised with Ankyrin G (green pseudocolour) and measured in neurons labelled with NeuN
(blue pseudocolor). Scale bars: 20 µm. AIS length following 3 h application of 15 mM KCl, compared
to NaCl in WT (B) and Fmr1 /y (C) mice. Dots represent animal averages (number of mice tested in
parenthesis). Statistics shown: ns – p > 0.05, * p < 0.05, from LMM.
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Figure 4.6: Short-term AIS shortening is present in dissociated cultures of hippocampal
neurons following sustained depolarisation A - Representative images of AIS labelling (Ankyrin G,
green) in primary dissociated hippocampal cell-cultures produced from WT (left) and Fmr1 /y mice
following 3 h treatment with NaCl or KCl (Scale bars: 20 µm (top), 10 µm (bottom). B - AIS length
under control conditions from WT (black) and Fmr1 /y (red) single mouse cultures. AIS length plotted
for WT (C) and Fmr1 /y (D) mouse cultured neurons following 3 h treatment with 15 mM KCl or
NaCl. H - Comparative di↵erence in AIS length (KCl length – NaCl length). Average AIS length per
mouse (from 2 coverslips) as individual data points. Statistics shown: ns – p > 0.05, * p < 0.05, from
LMM (B-D) and Two-tailed Unpaired t-test (E).
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The detection of AIS plasticity in the data presented above is limited by the fact
that I have compared AIS length across di↵erent slices/coverslips. This approach
did not allow the detection of within-cell AIS shortening, and was confounded by
potential baseline di↵erences in AIS length in slices subjected to di↵erent treatments.
To circumvent these shortcomings, two-photon imaging experiments were performed in
acute slices from a new transgenic mouse expressing GFP fused to the sodium channel
 1 subunit ( 1-Nav-GFP), which reliably labelled the AIS.
Figure 4.7: Validation of  1-Nav-GFP mice A - Flattened confocal stacks of CA1 of the hippo-
campus triple labelled for AnkyrinG (AnkG, red),  1-Nav-GFP ( -GFP, green), and NeuN (blue) from
WT (top) and Fmr1 /y mice (bottom). B - High power micrographs showing colocalisation of AnkG
(red) and  1-Nav-GFP (green) and merged (lower panel). Quantification of AnkG AIS length (x-axis)
vs  1-Nav-GFP AIS length (y-axis) for WT (C, n=2 mice) and Fmr1
 /y mice (D, n=3 mice), dots
represent individual AISs. Note the high degree of overlap with unity (grey dotted line).
The high degree overlap between the  1-Nav-GFP expression and AnkG labelling
was used as a confirmation that the GFP signal detected in the two-photon imaging
experiments accurately represents the extent of the AIS (Figure 4.7). Indeed, AIS length
as measured by Ankyrin G labelling highly correlated with AISs measured based on
GFP expression in hippocampal sections from perfusion fixed WT and Fmr1 /y mice
(WT r2 = 0.51; Fmr1 /y r2 = 0.73, linear regression, Figure 4.7 C, D). Importantly the
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linear relationship between GFP and Ankyrin G AIS length was not di↵erent between
genotypes (WT y = 0.7x + 8.9; Fmr1 /y y = 0.8x + 5.9, F1,121=0.28, p=0.6, sum-of-
least-squares F-test).
Using two-photon live imaging in acute slices allowed to answer the question of
whether AISs of individual CA1 pyramidal cells would undergo plasticity following KCl
treatment, as we could reliably identify the same AIS before and after the 3 h treatment
period (Figure 4.8A). AIS length after treatment with NaCl or KCl was plotted as
function of starting AIS length for individual AISs (Figure 4.8 B, C). The relationship
between initial and final length was similar between NaCl and KCl treatment in bothWT
(Figure 4.8B, F1,158=0.62, p=0.43, sum-of-least-squares F-test) and Fmr1 /y (Figure
4.8C, F1,85=1.63, p=0.21, sum-of-least-squares F-test) mice. The di↵erence in AIS
length produced by each treatment is represented in Figure 4.8D. In WT mice, the 3
hour 15 mM NaCl treatment resulted in an average increase in length of 1.6 ± 1.0 µm,
not di↵erent from the 1.1 ± 1.0 µm increase produced by the 15 mM KCl treatment
(p=0.67, LMM). In slices from Fmr1 /y, NaCl treatment resulted in a 1.6 ± 1.3 µm
shortening of the AIS, not di↵erent from the 2.1 ± 2.0 µm shortening observed following
KCl treatment (p=1.0, LMM). However, this di↵erence was not significantly di↵erent
from zero for either treament (NaCl or KCl) in either genotype (One tailed T-test
p>0.05 for all groups) These data confirm that short-term, depolarisation-induced AIS
shortening is absent in ex vivo tissue, even when measured in real time at the single-cell
level.
These data suggest that short-term AIS plasticity is present in dissociated hippo-
campal cultures of WT and Fmr1 /y neurons, to a similar extent. However, distinct or
additional factors may regulate structural plasticity following sustained depolarisation
in acute hippocampal slices. Furthermore, these findings suggest a functional disconnect
between cellular excitability and AIS length following sustained depolarisation.
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Figure 4.8: Live imaging of the AIS fails to reveal short term structural plasticity A -
representative 2-photon images of the same AIS in CA1 showing  1-Nav-GFP labelling under control
conditions (0 hrs) compared to 3 hours of treatment with 15 mM NaCl (top) or KCl (bottom). B -
Comparison of AIS length at the before (x-axis) to the AIS length 3 hours later for 15 mM NaCl (filled
circles) and 15 mM KCl (open circles), in WT CA1 PCs. Data is shown for 99 AIS treated with NaCl
and 65 AISs treated with KCl from 7 WT mice and fitted with linear regression (solid line – NaCl,
dashed line – KCl). C - the same data as B but plotted for 44 AIS treated with NaCl and 45 AISs
treated with KCl from 5 Fmr1 /y mice. D - Di↵erence in AIS length (end - initial length) for NaCl
and KCl treatments in WT and Fmr1 /y mice.
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4.2.4 CA1 pyramidal cells receive reduced input from the entorhinal
cortex in Fmr1 /y mice
The data presented so far suggest that hyperexcitability of CA1 pyramidal cells
of Fmr1 /y mice results from structural changes of the AIS. Given that the e↵ect of
depolarisation on AIS length in Fmr1 /y cells is comparable to that of WT neurons, I
hypothesised that the hyperexcitability phenotype observed could reflect homeostatic re-
modelling of the AIS of CA1 pyramidal cells, and consequently of membrane excitability,
in response to reduced excitatory synaptic input.
To determine whether the strength of entorhinal cortex (EC) inputs to CA1 pyr-
amidal cells is reduced in Fmr1 /y mice, we used extracellular field and whole cell
patch-clamp recordings combined with electrical stimulation of the temporoammonic
(TA) a↵erents. A bipolar stimulating electrode was placed in the distal SLM and used
to deliver trains of stimuli (5 stimuli at 20 Hz, 200 µs each, Figure 4.9 A).
Analysis of the a↵erent fibre volley of field EPSP recordings allowed to assess TA re-
cruitment in slices from both genotypes. Fibre volley amplitude increased linearly with
the intensity of constant-voltage stimuli. This linear relationship was similar between
WT and Fmr1 /y mice (F1,348=2.12, p=0.15, Sum-of-least squares F-test), indicating
that recruitment of entorhinal fibres is unaltered in Fmr1 /y mice, as previously de-
scribed (Wahlstrom-Helgren and Klyachko, 2015). To assess the strength of synaptic
inputs to CA1 via TA a↵erents, the dendritic fEPSPs and the somatic whole-cell EPSPs
were measured simultaneously and normalised to fibre volley amplitude (Figure 4.9 B).
The input-output relationship was reduced in slices from Fmr1 /y mice relative to WT
when analysing both field (Figure 4.9 D, F1,348 = 33.7, p<0.0001, Sum-of-least squares
F-test) and whole cell EPSP amplitude (Figure 4.9 E, F1, 346=5.55, p=0.019, Sum-of-
least squares F-test), indicating that dendritic filtering is insu cient to compensate for
reduced synaptic inputs (Brager et al., 2012).
These data show that the strength of TA synaptic inputs to CA1 is reduced in
Fmr1 /y mice, potentially resulting in homeostatic compensation of AIS length and
intrinsic excitability during postnatal development.
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Figure 4.9: Reduced TA inputs to the CA1 region of Fmr1 /y mice A - Recording configuration
showing the stimulation electrode (Stim) placed in the perforant path, extracellular field electrode
(Field) placed in SLM and the whole-cell patch-clamp electrode (Patch) in Stratum pyramidale (Pyr).
B - Representative extracellular fEPSP (top) and whole-cell EPSP (bottom), recorded in response to
increasing voltage stimulation (0 – 100 V), from WT (black) and Fmr1 /y (red) mice. C - Input-output
relationship for the a↵erent fibre volley amplitude in WT (black) and Fmr1 /y (red) mouse slices.
Number of slices indicated in parenthesis. D - fEPSP amplitude recorded in SLM, plotted as a function
of a↵erent fibre volley amplitude. E - Whole-cell EPSP amplitude plotted as a function of a↵erent
fibre volley amplitude. Data is plotted with linear regression (straight lines, D,E). Statistics shown:
* - p<0.05, Sum-of-least-squares F-test (D-E)). Experiments and data analysis performed by Dr Sam
Booker
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4.2.5 CA1 pyramidal cell spiking in response to TA stimulation is
unaltered in Fmr1 /y mice
I tested the hypothesis that the hyperexcitability of CA1 pyramidal cells in Fmr1 /y
reflects a homeostatic compensation for reduced synaptic input by assessing the probab-
ility of CA1 pyramidal cells spiking in response to TA stimulation, using cell-attached
voltage clamp recordings. If indeed, CA1 pyramidal cells from Fmr1 /y are hyperexcit-
able to compensate for reduced synaptic input, probability of spiking in response to TA
stimulation should be similar to that of WT neurons. Therefore, I hypothesised that
CA1 pyramidal cell output would be unaltered in Fmr1 /y mice.
Using the same electrical stimulation protocol as described in the previous section,
I examined the probability of spiking over a range of stimulation voltages. I found
that only a small percentage of cells responded with firing at any of the stimulation
voltages tested (30, 60 ad 90 V) or any of the 5 stimuli in a train (Figure 4.10 B). The
percentage of firing cells was slightly higher in Fmr1 /y mice, with 37% of Fmr1 /y
cells firing at least once relative to 23% in WT (p=0.04 Fisher’s exact test). Taking
into account all cells, the overall probability of CA1 pyramidal cells spiking in response
to TA stimulation on the first stimulus in the train was similar in both genotypes across
the range of stimulation voltages tested (Figure 4.10 C, Two-way ANOVA F3,157=0.32,
genotype e↵ect: p=0.47). Fmr1 /y neurons had a probability of firing in response
to the maximum stimulation intensity tested (90 V) of 0.29 ± 0.08 comparable to
that of WT cells (0.21 ± 0.09). The di↵erence between genotypes in the proportion
of cells spiking is not masking an e↵ect in overall spike probability, as this is also
unchanged when assessing spike probability only in spiking cells (Figure 4.10 D, Two-
way ANOVA F3,43=1.24, genotype e↵ect: p=0.78). When taking into account only
the small percentage of spiking cells, almost all of these spiked in response to TA
stimulation for the maximum voltage tested, with a spike probability of 0.98 ± 0.02 in
WT and 0.85 ± 0.09 in Fmr1 /y neurons. Furthermore, repetitive stimulation of TA
inputs at 20 Hz revealed no di↵erence in CA1 pyramidal cell spike output at any of the
stimulation intensities tested (Figure 4.10 E-F, Two-way ANOVA 30 V: F4,224=0.94,
genotype e↵ect: p=0.76; 60 V: F4,220=0.91, genotype e↵ect: p=0.39; 90 V: F4,208=0.28,
genotype e↵ect: p=0.47).
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Figure 4.10: Typical cell spiking in response to TA stimulation in Fmr1 /y mice A - Example
trace of multiple sweeps of cell-attached recordings from CA1 PCs following stimulation of SLM, overlaid
and showing cell spiking for WT (black) and Fmr1 /y (red) neurons. Total number of cells tested shown
in parenthesis (WT: 26 cells / 7 mice; Fmr1 /y 30 cells / 9 mice). B - Quantification of the % of CA1
PCs that responded to TA stimulation with a spike, in cell attached mode, at any stimulation voltage
(light shading), compared to those that did not spike (dark shading). C - Measured spike probability of
all CA1 PCs during the first EPSP at each stimulus intensity for WT (black) and Fmr1 /y CA1 PCs
(red). D - Spike probability of spiking cells at each stimulus intensity for WT (black) and Fmr1 /y CA1
PCs (red). E - Example trace of CA1 PC spiking in response to 20 Hz stimulation of SLM. Recorded
spike probability of CA1 PCs following repetitive stimulation at 30 (F), 60 (G) and 90 (H) V stimulation
intensities.
These data support the idea that hyperexcitability of CA1 pyramidal cells Fmr1 /y
mice is likely to be an homeostatic compensation for reduced synaptic input, resulting
in similar spike output.
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4.3 Discussion
In this chapter, I show that an increase in AIS length contributes to the hyperexcit-
ability of CA1 pyramidal cells in a mouse model of FXS. This altered AIS length is not
due to a lack of AIS plasticity in Fmr1 /y neurons as short-term AIS plasticity is present
to the same extent in cultured neurons from both genotypes. Whilst AIS plasticity in
slices appears to follow di↵erent rules to that previously described in cultured neurons
(I observed an increase in AIS length rather than a decrease), prolonged depolarisation
resulted in a reduction of cellular excitability, which was exacerbated in Fmr1 /y neur-
ons. The work here presented suggests that the changes in cellular excitability observed
result from homeostatic compensation for reduced entorhinal cortex inputs, in order to
regulate CA1 pyramidal cell output. Indeed, reduced strength of synaptic transmission
from TA inputs to CA1 is accompanied by unaltered CA1 pyramidal cell spiking in
cell-attached recordings in response to the same stimulation paradigm.
4.3.1 Hyperexcitability and increased AIS length in CA1 pyramidal
cells of Fmr1 /y mice
Hyperexcitability of local circuits is a hallmark feature of the mouse model of FXS
(Contractor et al., 2015; Gibson et al., 2008; Zhang et al., 2014). Indeed, increased
cellular excitability has been reported across multiple brain regions, from hippocampal
CA1 (Luque et al., 2017) and CA3 (Deng et al., 2013) neurons, as well as entorhinal
cortex (Deng and Klyachko, 2016) and neocortex (Zhang et al., 2014; Routh et al.,
2017). A range of mechanisms have been suggested to underlie cellular hyperexcitability
in the absence of FMRP. For instance, the interaction of FMRP with K+ channels
modulates AP kinetics, which is altered in Fmr1 /y neurons (Brown et al., 2010; Deng
et al., 2013; Deng and Klyachko, 2016). Other studies show that altered ion channel
expression contributes to cellular excitability phenotypes (Brager et al., 2012; Routh
et al., 2017; Zhang et al., 2014), perhaps due to altered mRNA translation or homeo-
static mechanisms. The downstream e↵ects of altered cellular excitability on circuit
function could contribute to a range of phenotypes, from cognitive function to sensory
hypersensitivities (Biane et al., 2015; Breton and Stuart, 2009; Marder and Goaillard,
2006). The work presented in this chapter suggests that increased AIS length consti-
tutes a potential additional mechanism contributing to cellular hyperexcitability in CA1
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pyramidal cells in the absence of FMRP. This data is supported by computational
modelling, showing that the change in AIS length we observe is su cient to produce
the e↵ects on AP threshold and rheobase current seen experimentally, without a↵ecting
maximum firing rate. Interestingly, altered AIS length has previously been associated
with cellular hyperexcitability in a mouse model of Angelman’s Syndrome (Kaphzan et
al., 2011), suggesting the AIS as a potential convergent mechanism for hyperexcitability
in monogenic forms of ASD/ID.
4.3.2 Depolarisation-induced plasticity of the AIS and intrinsic excit-
ability
The data presented here confirms that short-term AIS plasticity in response to
sustained depolarisation is present in cultured neurons, as previously described (Evans
et al., 2015). Importantly, this form of plasticity is unaltered in Fmr1 /y neurons,
suggesting that the regulation of AIS length in response to altered neuronal activity
is independent of FMRP expression. In acute hippocampal slices, I did not observe a
shortening of AISs in CA1 in response to depolarising stimuli. Instead, I observed an
increase in AIS length following KCl treatment, which was similar in both genotypes.
Importantly, this e↵ect is not observed when examining AIS length in live imaging
experiments, indicating the lengthening observed in fixed sliced is potentially confounded
by baseline di↵erences in AIS length across slices used for the di↵erent treatments. Given
that I observed the AIS shortening previously reported in cultured neurons from the
same mouse colony, our data casts doubt on the ability of neurons in ex vivo tissue to
undergo this form of plasticity on the same timescales described in cell culture. However,
as I have only tested one time-point (i.e. 3 hours post stimulation), it is possible that
transient changes in AIS length could occur over a shorter or longer time-window, or may
be age dependent (Jamann et al., 2020). Morever, it is possible that the contribution
of di↵erent cell types to the culture preparation used in my experiments explains why
AIS shortening is present in this preparation and not when I look exclusively at CA1
pyramidal neurons in slice, as Evans et al. (2015) have previously shown that the AIS
shortening following depolarisation is more pronounced in DGCs. Nonetheless, it is
clear that the changes in excitability in response to KCl treatment observed cannot be
mediated by changes in AIS length.
Whilst I did not observe AIS shortening in acute hippocampal slices, KCl treatment
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resulted in a decrease in excitability of CA1 pyramidal cells, in line with the observations
of Evans et al. (2015) and O’Leary et al. (2010) in cell culture. As the increase in
AIS length we observe cannot account for the changes in cellular excitability following
KCl treatment, other mechanisms must be involved. Altered K+ channel function or
expression can present a potential explanation. The observed slowing of AP decay
kinetics is consistent with altered Kv1.1. function, which is known to be modulated
by neuronal activity (Kole et al., 2007). On the other hand, the reduction in input
resistance we observe could result from increased leak potassium currents (O’Leary
et al., 2010; Yue and Yaari, 2006), altered M-channel activity (Yue and Yaari, 2006;
Zhang et al., 2012), or altered tonic GABAA receptor activation (Curia et al., 2009).
Additionally other studies have suggested activity dependent function of Kv2.1 as an
important mechanism regulating intrinsic excitability of CA1 pyramidal cells (Du et al.,
2000; Mohapatra et al., 2009). Furthermore, if this is indeed a K+ channel dependent
mechanism, the altered K+ channel function and expression seen in the mouse model of
FXS (Brown et al., 2010; Deng et al., 2013; Deng and Klyachko, 2016) could potentially
explain the di↵erence in the magnitude of the change in excitability in response to
depolarisation in Fmr1 /y neurons. However, further experiments would be required to
isolate the precise mechanism underlying this compensatory response. The exaggerated
reduction in excitability of Fmr1 /y neurons in response to depolarisation is in line with
recent studies reporting that homeostasis of cellular excitability is enhanced following
dampening of activity in Fmr1 /y cultured neurons (Bülow et al., 2019). Furthermore,
enhanced in vivo experience dependent plasticity has also been reported at the CA3-
CA1 synapse (Talbot et al., 2018). However, the finding that CA1 neuronal output
is normal despite the decrease in synaptic input from EC suggests that homeostatic
mechanisms are able to reset neuronal firing in Fmr1 /y neurons, consistent with recent
findings from somatosensory cortex (Antoine et al., 2019).
4.3.3 Network level homeostatic compensation in the hippocampus
of Fmr1 /y mice
Altered long range connectivity has been suggested as a mechanism underlying
cognitive impairment in the mouse model of FXS (Haberl et al., 2015) as well as in
patients (Wang et al., 2017; van der Molen et al., 2014). Deficits in hippocampal
function have been reported in the mouse and rat model of FXS, particularly in spatial
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learning and episodic memory tasks (Asiminas et al., 2019; Talbot et al., 2018; Till et al.,
2015; D’Hooge et al., 1997). However, the study of synaptic function and plasticity in
the hippocampus has been restricted to specific synapses, namely the Scha↵er collateral
pathway connecting CA3 to CA1 (Talbot et al., 2018; Klemmer et al., 2011; Huber
et al., 2002). The EC makes synaptic connections with CA1 via the TA pathway
(Amaral and Witter, 1989), and it has an important role driving spatial information
to CA1 (Brun et al., 2008; Fyhn et al., 2004; Miller and Best, 1980). Therefore, the
reduced synaptic input we observe upon stimulation of TA a↵erents in hippocampal
slices, may present a functional correlate for impaired spatial performance in Fmr1 /y
mice. EC inputs to dentate gyrus are also reduced in FXS mice (Yun and Trommer,
2011), raising the possibility that pre-synaptic domain is responsible for this phenotype,
as altered pre-synaptic function has previously been observed in the Scha↵er collateral
pathway (Klemmer et al., 2011). However, pre-synaptic release probability is unaltered
at the TA pathway in Fmr1 /y mice (Wahlstrom-Helgren and Klyachko, 2015). In
fact, my data shows that repetitive TA stimulation does not di↵erentially a↵ect spike
probability in Fmr1 /y mice, consistent with normal pre-synaptic function. Therefore,
post-synaptic mechanisms are more likely to explain the reduced EPSP amplitude I
observe, as absence of FMRP is known to cause abnormal AMPA receptor tra cking
and enhanced receptor internalisation even under basal conditions (Nakamoto et al.,
2007; Muddashetty et al., 2007).
Additionaly, these data raise the possibility that other phenotypes previously de-
scribed in Fmr1 /y mice result from compensatory mechanisms. Given the role of
HCN channels in reducing dendritic gain (Magee et al., 1998) and enhancing dendritic
supralinearity (Branco and Häusser, 2011), it is plausible that increased HCN channels
expression is regulated by reduced TA input, representing an additional homeostatic
mechanism in FXS. Indeed, this is supported by the fact that altered HCN expression
in FXS is biderectional depending on the cell type (Booker et al., 2019; Kalmbach et
al., 2015). Furthermore, HCN channel expression is regulated by manipulating network
activity activity in ex vivo tissue (Fan et al., 2005) and in epileptic states in vivo (Jung
et al., 2011; Richichi et al., 2008).
In summary, the data presented in this chapter suggest that increased AIS length
and hyperexcitability of CA1 pyramidal cells arise from reduced excitatory synaptic
input during development, in order to normalise neuronal output. My data suggest
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that local circuit dysfunction arises as a compensatory mechanism for reduced long
range connectivity in FXS, whereby absence of FMRP disrupts neuronal migration and
circuit assembly during early development (La Fata et al., 2014), triggering adaptive
responses that shape local circuit function throughout life. In the future, studying in
vivo connectivity between EC and CA1 throughout development might provide valuable
insight into spatial learning deficits in FXS and a better understanding of the interaction




In vivo AIS plasticity in a mouse model of Fragile X
Syndrome
5.1 Introduction
In Chapter 4, I show that AIS length in CA1 pyramidal neurons is increased in
Fmr1 /y mice and postulate that this is a homeostatic response to reduced TA synaptic
input. While my data show that AISs from Fmr1 /y mice undergo activity dependent
plasticity in vitro and in ex vivo tissue, in vivo plasticity of the AIS has not yet been
examined in Fmr1 /y mice. Furthermore, demonstrating in vivo AIS plasticity would
strengthen the idea that the phenotype observed in the hippocampus is a compensatory
response.
Neurodevelopmental disorders, and in particular FXS, are frequently associated
with altered critical periods during development. Indeed, disrupted critical periods for
synapse development have been reported across sensory circuits, from somatosensory
(Bureau et al., 2008; Harlow et al., 2010) to auditory cortex (Kim et al., 2013). However,
critical periods for AIS development and plasticity have not yet been examined in the
context of FXS.
The primary visual cortex (V1) is the main brain area responsible for processing
of visual information and it has long been used as a model system to study activity
dependent phenomena (Wiesel and Hubel, 1965; Gordon and Stryker, 1996; Espinosa
and Stryker, 2012). Visual experience plays a critical role in shaping circuit function
in the visual cortex, modulating synaptic function and connectivity, as well as cellular
excitability. Indeed, visual deprivation as short as 2 days is su cient to reconfigure
local circuits, which are restored once visual input is reestablished (Ma↵ei et al., 2004).
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More recently, Brown et al. (2019) have shown that visual deprivation for up to 5 weeks
following eye opening results in increased cellular excitability of layer L2/3 pyramidal
neurons in vivo, but preserves orientation selectivity, indicating that regulation of
intrinsic excitability plays an important role in preserving circuit function. Interestingly,
critical periods for homeostatic and hebbian forms of plasticity seem to be specific to
each cortical layer (Goel and Lee, 2007; Jiang et al., 2007). With the plasticity window
closing earlier in L4 (Jiang et al., 2007), the main input layer in V1, whilst L2/3 remains
plastic into adulthood (Goel and Lee, 2007; Desai et al., 2002).
Sensory experience is known to modulate the AIS throughout development. Kuba
et al. (2014) have shown that AISs are developmentally regulated by auditory input in
the chick’s nucleus laminaris. Additionally, the AIS exhibits an experience dependent
developmental trajectory within the mouse visual cortex, with its length increasing up
to P15 and then shortening by P28 in L2/3 and L5 (Gutzmann et al., 2014). This is an
activity dependent phenomenon, as it does not occur when mice are visually deprived
from birth or after eye opening.
Given the evidence for abnormal critical periods in FXS, I hypothesised that AIS
developmental trajectory would be altered the Fmr1 /y mouse. Additionally, based on
my findings in the hippocampus, I hypothesised that the AIS of Fmr1 /y mice undergoes
plasticity in response to visual deprivation to the same extent as WT neurons and that
compensatory changes to intrinsic excitability will be exacerbated in Fmr1 /y neurons.
In this chapter, I examined the developmental trajectory of AIS length across cortical
layers in the primary visual cortex of Fmr1 /y and WT mice, to assess whether this was
disrupted in FXS. I used a visual deprivation paradigm to assess in vivo AIS plasticity
and regulation of cellular excitability in Fmr1 /y mice.
5.2 Results
5.2.1 AIS development and plasticity in the visual cortex of WT and
Fmr1 /y mice
I used immunolabelling for the AIS sca↵olding protein Ankyrin G in sections of
perfusion fixed mice to visualise AISs in the V1 binocular region of WT and Fmr1 /y
mice, and examine their developmental trajectory and plasticity in response to visual
deprivation across L2/3 (Figure 5.1) and L5 (Figure 5.2).
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I assessed AIS length in L2/3 of the primary visual cortex in P14 and P28 mice, firstly
to confirm the reduction in AIS length between these two ages that has previously been
reported in WT mice (Gutzmann et al., 2014), and secondly to determine whether a
similar developmental trajectory occurs in Fmr1 /y mice. In WT mice, AISs measured
on average 27.6 ± 0.8 µm at P14, AIS length decreased by P28 to 22.9 ± 0.8 µm,
reflecting an 18% reduction (p=0.0004 LMM, Figure 5.1 B, left). A similar decrease in
AIS length over development was observed in Fmr1 /y mice, with average AIS length
decreasing by 17% between P14 (27.2±1.0 µm) and P28 (22.6± 0.7 µm, p<0.0001 LMM,
Figure 5.1 B, right). The average AIS length at the ages tested did not di↵er between
genotypes (P14: p>0.99 P28: p>0.99, LMM). The shortening of AISs over development
can also be observed by the similar leftward shift in the cumulative distribution of AIS
length at P14 relative to P28 in both genotypes (Figure 5.1C, Kolmogorov-Smirnov test
to compare cumulative distributions: K-SD = 0.21, p <0.0001).
I used a dark rearing paradigm to assess in vivo AIS plasticity in response to sensory
deprivation. Two weeks of dark rearing from P14 to P28 has previously been shown to
result in longer AISs at P28 relative to control (Gutzmann et al., 2014), as the typical
AIS shortening over development is prevented by loss of visual input. WT and Fmr1 /y
mice were dark reared for 2 weeks (from P14 to P28) or for 4 weeks (from birth to P28)
and AIS length at the end of dark-rearing period was compared to that in control P28
mice, kept in a 12 h light/dark cycle. Dark rearing mice for either 2 or 4 weeks did
not result in a significant change in AIS length relative to control in WT mice (DR (2
weeks) vs P28 (Ctr) p>0.99, DR (4 weeks) vs P28 (Ctr) p>0.99, LMM, Figure 5.1 D).
In Fmr1 /y mice, there was also no e↵ect of dark rearing mice for 2 or 4 weeks, as AIS
length following visual deprivation was comparable to that of P28 control animals (DR
(2 weeks) vs P28 (Ctr): p>0.99, DR (4 weeks) vs P28 (Ctr): p>0.99, LMM, Figure 5.1
E).
I performed the same analysis described above in L5 of the primary visual cortex.
Similar to my findings in L2/3, AISs were longer at P14 (29.1 ± 0.7 µm) relative to P28
(20.3 ± 0.8 µm) in WT mice (p<0.0001, LMM, Figure 5.2 B). A similar developmental
pattern was observed in L5 of Fmr1 /y mice, where at P14 AISs measured on average
27.4 ± 0.8 µm compared to 20.7 ± 0.8 µm at P28 (p<0.0001, LMM, Figure 5.2 B).
Average AIS length at P14 and P28 under control conditions did not di↵er between
genotypes (P14: p=0.74, P28: p>0.99, LMM). Here too, I found no e↵ect of dark
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Figure 5.1: AIS length over development and following visual deprivation in L2/3 of
primary visual cortex A - Flattened confocal stacks of L2/3 of the primary visual cortex from
P14 and P28 mice as well as P28 mice dark reared (DR) for 2 and 4 weeks, labelled for the AIS
sca↵olding protein Ankyrin G (green) and the neuronal marker NeuN (blue). Average AIS length (B)
and respective cumulative distribution (C) in control P14 and P28 WT and Fmr1 /y mice. Average
AIS length following 2 or 4 weeks of visual deprivation (DR) compared to control AIS length in P28
WT (D) and Fmr1 /y (E) mice. All bar chart data shown as animal averages, dots represent individual
animals. P14 WT: n= 390 / 8 mice Fmr1 /y: n= 250 AISs / 5 mice; P28 (ctr) WT: n= 551 AISs/8
mice Fmr1 /y: n= 600 AISs / 7 mice; DR 2 weeks WT: n= 950 / 11 mice Fmr1 /y: n= 783 / 9 mice;
DR 4 weeks WT: n= 600 AISs / 6 mice Fmr1 /y: n= 300 AISs / 3 mice. Statistics shown: * p<0.05,
ns p>0.05, LMM
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Figure 5.2: AIS length over development and following visual deprivation in L5 of primary
visual cortex A - Flattened confocal stacks of L5 of the primary visual cortex from P14 and P28 mice
as well as P28 mice dark reared (DR) for 4 weeks, labelled for the AIS sca↵olding protein Ankyrin G
(green) and the neuronal marker NeuN (blue). Average AIS length (B) and respective cumulative
distribution (C) in control P14 and P28 WT and Fmr1 /y mice. Average AIS length following 2 or
4 weeks of visual deprivation (DR) compared to control AIS length in P28 WT (D) and Fmr1 /y (E)
mice. All bar chart data shown as animal averages, dots represent individual animals. (P14 WT: n=
361 / 8 mice Fmr1 /y: n= 250 AISs / 5 mice; P28 (ctr) WT: n= 250 AISs/5 mice Fmr1 /y: n= 300
AISs / 6 mice; DR 2 weeks WT: n= 400 / 4 mice Fmr1 /y: n= 283 / 3 mice; DR 4 weeks WT: n=
300 AISs / 6 mice Fmr1 /y: n= 150 AISs / 3 mice). Statistics shown: * p<0.05, ns p>0.05, LMM
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rearing. AIS length after 2 or 4 weeks of dark rearing was comparable to that of control
P28 mice in WT (DR 2 weeks: p=0.75, DR 4 weeks: p>0.99, LMM, Figure 5.2 D) and
Fmr1 /y mice (DR 2 weeks: p>0.99, DR 4 weeks: p>0.99, LMM, Figure 5.2 E).
Layer 4 is the main input layer in the visual cortex, receiving visual information via
thalamic inputs (Olivas et al., 2012; da Costa and Martin, 2011). Thus, I hypothesised
that loss of visual input during early postnatal development would have a greater impact
in L4. To test this I assessed AIS length in P14 and P28 mice under control conditions
compared to AIS length in mice dark reared for 4 weeks from birth.
Interestingly, the developmental trajectory of AIS length appears to be altered in
Fmr1 /y mice in L4, in contrast to my observations in L2/3 and L5. WT mice exhibit
longer AISs at P14 (27.1 ± 0.8 µm) relative to P28 (20.8 ± 0.6 µm, p<0.0001, LMM),
as has been observed in L2/3 and 5. However, AIS length at P14 is reduced in Fmr1 /y
(23.3 ± 0.8 µm) mice relative to WT at the same age (27.1 ± 0.8 µm, p=0.01, LMM)
and not significantly di↵erent to that at of P28 Fmr1 /y mice (21.0 ± 0.6 µm, p=0.2,
LMM, Figure 5.3 B, C). I did not find an e↵ect of dark rearing on AIS length in L4 in
either genotype, with AIS length following dark rearing (WT: 18.9 ± 0.6 µm, Fmr1 /y:
19.8 ± 0.8 µm ) being comparable to that of P28 control mice (WT: 20.8 ± 0.6 µm
Fmr1 /y: 21.0 ± 0.6 µm, p=0.2 and p=0.8, respectively, LMM, Figure 5.3 B).
These data confirm the findings of Gutzmann et al. (2014), showing a developmental
regulation of AIS length in WT mice and extend this observation to Fmr1 /y mice.
Whilst the developmental trajectory of AIS length appears to be unaltered in Fmr1 /y
mice in L2/3 and L5 of the primary visual cortex, this is not the case in L4. In contrast
to what has previously been reported, I did not observe an e↵ect of visual deprivation
on AIS length across all cortical layers examined.
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Figure 5.3: AIS length over development and following visual deprivation in L4 of primary
visual cortex A - Flattened confocal stacks of L4 of the primary visual cortex from P14 and P28 mice
under control conditions (Ctr) as well as P28 mice dark reared (DR) for 4 weeks, labelled for the AIS
sca↵olding protein Ankyrin G (green) and the neuronal marker NeuN (blue). B - Average AIS length
in control P14 and P28 WT and dark reared mice from both genotypes. C - Cumulative distribution
in control P14 and P28 WT and Fmr1 /y mice. All bar chart data shown as animal averages, dots
represent individual animals. (P14 WT: n= 150 / 3 mice Fmr1 /y: n= 150 AISs / 3 mice; P28 (ctr)
WT: n= 248 AISs/5 mice Fmr1 /y: n= 300 AISs / 6 mice; DR WT: n= 300 AISs / 6 mice Fmr1 /y:
n= 150 AISs / 3 mice). Statistics shown: * p<0.05, ns p>0.05, LMM
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5.2.2 Intrinsic physiology of L2/3 pyramidal cells of the visual cortex
following visual deprivation
A recent study by Brown et al. (2019) reported increased cellular excitability in
L2/3 pyramidal neuron in the mouse visual cortex following visual deprivation. Even
though I did not observe AIS plasticity, examining intrinsic excitability following visual
deprivation provides valuable information about homeostatic response to loss of visual
input. In the previous chapter I show compensatory changes in intrinsic excitability that
are independent of AIS remodelling, and exacerbated in Fmr1 /y neurons. Therefore,
I hypothesised that following visual deprivation L2/3 pyramidal cells would exhibit
enhanced excitability to compensate for loss of sensory input, and this e↵ect would be
more pronounced in Fmr1 /y mice. To address this hypothesis, I performed whole-cell
patch clamp recordings from L2/3 pyramidal neurons in acute slices of primary visual
cortex from control mice and mice that had been dark reared for 4 weeks (from birth),
at P28 to 35.
Firstly, I assessed the intrinsic excitability of L2/3 pyramidal neurons under control
conditions in Fmr1 /y and WT mice. WT neurons exhibited a hyperpolarised resting
membrane potential of -78.2 ± 2.0 mV, which was unaltered in Fmr1 /y neurons (-
79.5 ± 1.7 mV, p=0.96, LMM). Fmr1 /y neurons appeared to be slightly more excitable
than those of WT mice (Two-way RM ANOVA interaction: F16,160=1.7 p=0.0008, main
genotype e↵ect p=0.03), as seen by the IF plot in Figure 5.4 C. Despite the significant
current step⇤genotype interaction and significant main e↵ect of genotype, post hoc
multiple comparisons do not show a significant di↵erence between genotypes at any
of the current steps tested (p>0.05 for all current steps, Holm-Sidak post-hoc test,
Figure 5.4 C). Furthermore, this was not accompanied by a significant change in input
resistance (WT Ctr: 123 ± 14 M⌦, Fmr1 /y Ctr: 109 ± 7 M⌦, p=0.87, GLMM) or
rheobase current (WT Ctr: 120 ± 8 pA, Fmr1 /y Ctr: 106± 9 pA, p=0.09, GLMM).
I examined AP properties including voltage threshold, amplitude and rise and decay
rates, all of which were unaltered in Fmr1 /y mice relative to WT (Table 5.1). The AP
adaptation ratio in response to the highest current injection step was also unaltered in
Fmr1 /y mice relative to WT (Table 5.1).
Next, I examined the e↵ect of visual deprivation in the excitability of WT neurons.
Resting membrane potential was not altered following dark rearing (p=0.43, LMM,
Figure 5.4 F). I found excitability of L2/3 pyramidal cells from dark reared mice to be
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Table 5.1: Comparison of action potential properties of primary visual cortex L2/3 pyramidal
cells in control WT and Fmr1 /y mice
Physiological property WT Fmr1 /y Stats test p value
Voltage threshold (mV) -38.0 ± 0.9 -38.3 ± 0.3 GLMM 0.68
Half height duration (ms) 0.76 ± 0.04 0.76 ± 0.03 LMM 0.95
Amplitude (mV) 82.5 ± 1.7 81.7 ± 1.1 LMM 0.85
Max rise rate (mV.ms 1) 436 ± 23 433 ± 19 LMM 0.86
Max decay rate (mV.ms 1) 96.4 ± 5.1 96.2 ± 2.4 LMM 0.88
Adaptation ratio 3.03 ± 0.24 3.09 ± 0.25 T-test 0.85
comparable to that of control mice, as these show similar AP discharge in response to
depolarising current steps (Figure 5.4 D, Two-way RM ANOVA F16,144=0.14, main DR
e↵ect p=0.85). This was accompanied by no change in input resistance (p=1, GLMM)
or rheobase current (p=0.35, GLMM) following dark rearing (Figure 5.4 G, H). All
AP kinetic properties were also unchanged relative to control recordings (Table 5.2).
The data I collected for DR Fmr1 /y mice is minimal at this stage, however I found
no evidence of an e↵ect of visual deprivation on the excitability of Fmr1 /y neurons.
AP discharge in response to current steps was unaltered following visual deprivation
(Two-way RM ANOVA F16,112=0.63, main DR e↵ect p=0.88), as was rheobase current
(p=0.99, GLMM) and input resistance (p=0.13, GLMM). AP kinetic parameters were
also comparable between dark reared and control Fmr1 /y mice (Table 5.3).
Table 5.2: Comparison of action potential properties in primary visual cortex L2/3 pyramidal
cells in dark reared WT mice relative to control
Physiological property Ctr DR Stats test p value
Voltage threshold (mV) -38.0 ± 0.9 -37.9 ± 0.6 GLMM 0.66
Half height duration (ms) 0.76 ± 0.04 0.91 ± 0.04 LMM 0.06
Amplitude (mV) 82.5 ± 1.7 80.1 ± 1.6 LMM 0.98
Max rise rate (mV.ms 1) 436 ± 23 385 ± 21 LMM 0.94
Max decay rate (mV.ms 1) 96.4 ± 5.1 78.2 ± 4.5 LMM 0.18
Table 5.3: Comparison of action potential properties in primary visual cortex L2/3 pyramidal
cells in dark reared Fmr1 /y mice relative to control
Physiological property Ctr DR Stats test p value
Voltage threshold (mV) -38.3 ± 0.3 -39.9 ± 0.1 GLMM 0.46
Half height duration (ms) 0.76 ± 0.03 0.86 ± 0.07 LMM 0.40
Amplitude (mV) 81.7 ± 1.1 82.0 ± 2.8 LMM 1.00
Max rise rate (mV.ms 1) 433 ± 19 393 ± 21 LMM 0.77
Max decay rate (mV.ms 1) 96.2 ± 2.4 84.4 ± 9.9 LMM 0.53
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Figure 5.4: Intrinsic excitability of V1 L2/3 pyramidal cells following visual deprivation
Example traces of voltage responses to 500 ms long depolarising current steps (0 to +400 pA, in 25
pA steps) from control (Ctr) and dark rearing (DR) conditions from WT (A) and Fmr1 /y (B) cells.
C - Comparison of AP discharge in response to depolarising current steps in control WT and Fmr1 /y
cells. Comparison of AP discharge in response to depolarising current steps in control (filled circles)
and dark reared (open circles) conditions for WT (D) and Fmr1 /y (E) mice. Quantification of resting
membrane potential (F), input resistance (G) and rheobase current (H) for control and dark reared
mice of both genotypes (WT Ctr n= 14 cells / 5 mice, WT DR n= 19 cells / 6 mice; Fmr1 /y Ctr
n= 22 cells / 7 mice Fmr1 /y DR: n= 6 cells / 2 mice) All data shown as averages of individual mice
(dots), with total mice analysed in parenthesis (all p values > 0.05 GLMM (F-H)).
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5.3 Discussion
5.3.1 Developmental trajectory of AIS is a↵ected in a layer specific
manner the visual cortex of Fmr1 /y mice
In this chapter, I show that there is a developmental regulation of the AIS in the
mouse visual cortex. In particular, I observed a decrease in AIS length after eye opening
in L2/3 and L5 in WT mice, as described by Gutzmann et al. (2014). I extended these
findings to Fmr1 /y mice, which followed a similar developmental trajectory. However,
examining AISs in L4 revealed disruption of the AIS developmental profile in Fmr1 /y
mice. At odds with previous studies (Gutzmann et al., 2014), I found no e↵ect of visual
deprivation on AIS length in any of the cortical layers examined.
Altered critical periods over development have been described in other sensory areas
in the Fmr1 /y mice, namely the somatosensory cortex (Harlow et al., 2010) and the
auditory cortex (Kim et al., 2013). These are thought to contribute to abnormal circuit
function (Doll et al., 2017) and the sensory hypersensitivities seen in the Fmr1 /y
mouse and characteristic of the disorder in patients. Given the findings in other cortical
areas, its perhaps not surprising that, in the visual cortex, AISs diverge from the typical
developmental trajectory. Indeed, abnormal function of the brain circuitry involved in
visual processing has been reported both in Fmr1 /y mice (Berzhanskaya et al., 2016;
Haberl et al., 2015) and FXS infants (Farzin and Rivera, 2010; Farzin et al., 2008).
AIS development in L4 had not yet been examined. In this chapter, I show that in L4
AISs decrease in length from P14 to P28 in WT mice, following a similar pattern to that
observed in other cortical layers. However, in Fmr1 /y mice this developmental shift is
disrupted. Two possible scenarios might account for the reduced AIS length at P14 in
Fmr1 /y mice: either AIS length does not increase post-natally until P14 as has been
reported in other cortical layers (Gutzmann et al., 2014), or the shortening of the AIS
that typically occurs after P14 happens earlier in development in the mouse model of
FXS. A more in depth analysis of AIS length during early post-natal development would
be required to establish the onset of this phenotype. Moreover, the layer specificity of
this phenotype might be a consequence of di↵erent critical periods across cortical layers,
making L4 more susceptible to early post-natal life disruptions. Indeed, layer specific
plasticity windows have previously been described in the mouse visual cortex (Ma↵ei
et al., 2004; Jiang et al., 2007; Goel and Lee, 2007).
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L4 is the main input layer of the cortex. It receives visual information via thalamic
inputs from the lateral geniculate nucleus (LGN), and projects to L2/3 (Gilbert, 1993).
Thus abnormal AIS development in this layer can have wider implications in circuit
function. Given the role of the AIS as site of AP initiation, altered AIS length is
predicted to result in altered L4 cellular excitability, and consequently a↵ect the way
information is passed on to superficial layers of the cortex. Reduced AIS length in
L4 at P14 is expected to correlate with reduced cellular excitability, therefore I would
predict reduced output from L4 to L2/3. Whilst many other factors would influence
strength of synaptic transmission across cortical layers, this is in line with evidence
showing reduced response to visual input in superficial layers of the cortex in Fmr1 /y
mice prior to eye opening (Berzhanskaya et al., 2016). Moreover, Berzhanskaya et
al. (2016) have shown that hyperexcitability arises later in life, indicating that early
circuit dysfunction has consequences that remain into adulthood. On the other hand,
as suggested in the hippocampus of Fmr1 /y mice, the altered AIS length I observe in
L4 in early development could result from a compensatory response to altered inputs
in order to normalise neuronal output. Indeed, there is anatomical evidence suggesting
abnormal LGN inputs to the visual cortex in FXS patients (Kogan et al., 2004b,a).
Furthermore, thalamic inputs to L4 contribute to the orientation tuning in V1 (Sun et
al., 2016), which is known to be altered in Fmr1 /y mice (Goel et al., 2018).
The data presented in this chapter shows abnormal AIS development in Fmr1 /y
mice in a layer specific manner, indicating that the AIS might contribute to altered
circuit function in V1. Examining L4 cellular excitability correlated with AIS length over
development would be crucial to understand the impact of the altered AIS developmental
trajectory here described. Furthermore, an in depth characterisation of thalamic inputs
to V1 and connectivity between cortical layers in Fmr1 /y mice would be important
to understand circuit dysfunction in the visual cortex and the mechanisms underlying
visual processing deficits in FXS.
5.3.2 Absence of plasticity following visual deprivation - experimental
considerations
In this chapter I was unable to replicate the findings of Gutzmann et al. (2014)
regarding AIS plasticity following visual deprivation, as I observed no e↵ect of dark
rearing (2 or 4 weeks) on AIS length in any of the cortical layers tested in WT or
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Fmr1 /y mice. One immediate consideration is that I failed to maintain adequate dark
conditions. This is unlikely, given that I controlled for light exposure in my experiments
by regularly checking the photographic film placed inside the dark cabinet for the
duration of the experiments. Furthermore, the ages that the animals were tested at, as
well as the duration of the visual deprivation followed the same conditions previously
described to induce AIS plasticity (Schlüter et al., 2018; Gutzmann et al., 2014). Indeed,
personal communication with lab responsible for these reports confirmed the similarity
of experimental conditions. Therefore, other discrepancies in the experimental design
must contribute to this outcome.
One major consideration is the strain of mouse used in the current study. Even
though di↵erences across inbred mouse lines present a concern when it comes to repro-
ducibility of experimental findings, these are often overlooked. Sub-strains of C57/BL6
mice are known to di↵er in genetic (Watkins-Chow and Pavan, 2008; Mekada et al.,
2009; Zurita et al., 2011), behavioural (Bryant et al., 2008) and metabolic profiles (Fon-
taine and Davis, 2016). The Fmr1 mouse line I used is bred on the C57BL6J(JAXTM )
background while the mice used by Gutzmann et al. (2014) are C57/BL6J/Rj. Both
of these lines originate from the C57/BL6J strain from Jackson Laboratories, however
C57BL6J(JAXTM ) has been maintained by Charles River in the UK since 2004, while
C57/BL6J/Rj has been maintained by Janvier Labs in France since 1993. Further
di↵erences might exist, as the C57/BL6J colony used to maintain the Fmr1 mouse line
used in this study has been maintained in house for a minimum of 10 years, during
which genetic drift is possible. Whilst both of these sub-strains originate from the same
C57/BL6J from Jackson Laboratories, Åhlgren and Voikar (2019) have recently shown
that, even within the same strain of C57/BL6J mice, behavioural di↵erences arise in
sub-strains depending on the specific vendor. So it is possible that strain di↵erences
account for the lack of e↵ect I observe. AIS plasticity might still be present, as I observe
a similar developmental profile to that previously reported, however the critical period
for visual deprivation to have an e↵ect might be di↵erent in di↵erent mouse sub-strains.
Di↵erences in housing conditions such as environmental enrichment (EE) and litter
size contribute to the discrepancies between my data and what is reported in the
literature. Standard laboratory housing can di↵er across institutions; the specific details
such as cage size, number of animals in a cage or presence of some form of EE (e.g.
tube, wood stick, nesting material) are subject to local guidelines and are not typically
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reported in research publications, making it hard to perform a detailed comparison across
experimental setups. EE is known to a↵ect di↵erent forms of plasticity (Baroncelli et
al., 2010), including ocular dominance plasticity in the visual cortex (Greifzu et al.,
2014). Interestingly, there is also some evidence of EE a↵ecting AIS plasticity and
development in the mPFC (Nozari et al., 2016), the dentate gyrus (DG) (Bolos et al.,
2019) and somatosensory cortex (Jamann et al., 2020). However, it is hard to estimate
how EE would a↵ect AIS plasticity in the visual cortex as it appears to have a brain
region specific e↵ect, as it results in shorter AISs in mPFC but longer in DG. It is
clear that environmental conditions a↵ect mouse behaviour and physiology, however a
recent metanalysis has shown that EE results in changes in mean values of physiological
parameters which do not necessarily put at risk the reproducibility of results (André et
al., 2018). Taking this into account, I believe that whilst di↵erences in standard housing
conditions might be a possible confound when comparing my data to the literature,
they are unlikely to solely explain the absence of plasticity I observe.
Another environmental factor that might contribute to my results is the use of
transgenic animals in my experiments. As I only tested mice in cages with mixed
genotype litters (i.e. both WT and Fmr1 /y mice), it is possible that plasticity in
WT is being a↵ected by the presence of transgenic littermates. In other transgenic
mouse lines, co-housing with transgenic mice can have a significant e↵ect on WT
behaviour (Kalbassi et al., 2017). To my knowledge the e↵ect of Fmr1 /y mice on
WT behaviour has not been assessed. However, there is evidence of hyperactivity in
Fmr1 /y mice (Pietropaolo et al., 2011; Kramvis et al., 2013), which in turn could
result in enhanced motor activity in WT littermates. Behavioural states, and motor
activity in particular, are known to modulate neuronal activity in the mouse visual
cortex (Attinger et al., 2017; Pakan et al., 2016). In fact, locomotion alone can drive
neuronal activity in V1 independently from visual input (Keller et al., 2012). As such,
it is plausible that enhanced motor activity in mixed genotype cages would result in a
less pronounced e↵ect of visual deprivation on neuronal activity, not su cient to induce
AIS plasticity. Home cage monitoring in WT only and mixed genotype cages during
visual deprivation experiments would be necessary to test this hypothesis. In the future
it would be relevant to test WT-only cages in our experimental setup to address some
of the confounds here highlighted. Furthermore, a comparison of AIS developmental
trajectory and plasticity across di↵erent mouse strains or even in outbred rat strains
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would be valuable, especially if this paradigm is to be used in studying circuit function
in other models of neurodevelopmental disorders.
My data regarding the e↵ect of visual deprivation on cellular excitability is still
preliminary, not allowing for a definite conclusion about the e↵ect of DR on Fmr1 /y
mice, with only 2 DR mice tested. However, my WT data set does not show any
evidence of homeostatic compensation of intrinsic excitability in DR mice. Whilst the
environmental factors mentioned above can also contribute to the absence of plasticity
when assessing intrinsic excitability following dark rearing, there are several di↵erences
easy to identify between my data and that published by Brown et al. (2019). Firstly,
my recordings were performed in ex vivo brain tissue, while the data from Brown et al.
(2019) is from in vivo recordings. Secondly, my recordings were performed following dark
rearing from birth, whilst Brown et al. (2019) deprived mice from visual input for up to
5 weeks after eye opening. Interestingly, di↵erent paradigms used to reduce visual input
can result in distinct homeostatic responses to maintain circuit function. For instance,
lid suture results in enhanced cellular excitability of L2/3 PCs, while blocking visual
input with TTX for the same amount of time leads to enhanced AMPAR/NMDAR
ratio without a↵ecting cellular excitability (Ma↵ei and Turrigiano, 2008). Therefore a
more thorough assessment of di↵erent aspects of circuit function would be necessary in
order to identify which elements of neuronal function are homeostatically regulated in
the visual deprivation paradigm I used, to then test whether the homeostatic response is
altered in Fmr1 /y mice. Indeed, preliminary data from our lab shows that dark rearing
for 4 weeks (P0-P28) or for 7 days (P21-P28) results in longer NMDAR-mediated EPSC
decay times (Booker and Aaltonen, unpublished), in line with published data (Philpot et
al., 2001; Yashiro et al., 2005). It is also possible the 4 week visual deprivation paradigm
I used induces transient changes in cellular excitability that return to normal during
that period, as previous studies have shown changes in cellular excitability and/or
synaptic transmission within 2 days of visual deprivation (Ma↵ei et al., 2004; Ma↵ei
and Turrigiano, 2008). With my current experimental design I would miss such changes,
therefore testing cellar excitability at di↵erent timepoints of visual deprivation, might
provide valuable insight on the timescale of such homeostatic responses. In summary,
whilst I did not observe plasticity of the AIS or intrinsic excitability, I highlight a number
of possible confounds that must be addressed in future studies examining homeostatic





Individuals with monogenic forms of ASD/ID share common behavioural features
and underlying neuronal dysfunction despite the diversity of their genetic causes. Syn-
aptic dysfunction and altered cellular excitability in particular are presumed hallmarks
of these disorders, leading to altered circuit function and ultimately to behavioural
phenotypes (Zoghbi and Bear, 2012; Nelson and Valakh, 2015; Contractor et al., 2015).
Importantly, in support of this view, pre-clinical studies that rescue aspects of cellular
physiology and synaptic function also have a positive impact on behaviour (Asiminas
et al., 2019; Okuda et al., 2017; Han et al., 2012; Michalon et al., 2012; Auerbach et al.,
2011).
Although synaptic transmission and cellular excitability are linked to multiple forms
of ASD/ID, the way these processes are altered may be inherently specific to di↵erent
forms of ASD/ID. Therefore it is important to study a diversity of pre-clinical models
of ASD/ID to build a better picture of convergent and divergent phenotypes across
the di↵erent genetic causes of ASD/ID. Only by examining how synaptic and cellular
phenotypes converge and diverge across models, brain areas, and developmental stages
can we develop a picture of how these diverse genetic causes of ASD/ID produce
apparently similar endophenotypes and develop targeted therapeutic approaches. As
such, the work presented in this thesis provided insights into cellular excitability and
synaptic physiology in two rodent models of monogenic ASD/ID, with particular focus
on hippocampal function.
In Chapter 3. I presented a characterisation of synaptic physiology and intrinsic
excitability in the hippocampus and mPFC of a novel rat model of CDD. The data in this
chapter revealed enhanced synaptic plasticity and altered synaptic transmission in the
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hippocampus ofCdkl5 /y rats. Whilst cellular excitability and synaptic transmission was
unaltered in mPFC. In Chapter 4. I suggested the AIS as a key contributor to cellular
hyperexcitability in the mouse model of FXS, representing a compensatory mechanism
for reduced EC synaptic input. In Chapter 5. I reveal altered AIS developmental
trajectory in the visual cortex of Fmr1 /y mice, potentially reflecting a compensatory
mechanism as seen in the hippocampus.
6.1 Compensation in ASD/ID
Altered synaptic plasticity has been suggested as a cellular correlate for cognitive
impairment in ASD/ID. This includes not only reduced synaptic plasticity (Asiminas
et al., 2019; Komiyama et al., 2002; Won et al., 2012) but also enhanced plasticity of
neural circuits (Pilpel et al., 2009; Till et al., 2015; Okuda et al., 2017). The work
presented in this thesis shows that hippocampal LTP is enhanced in the rat model of
CDD, in line with previous studies in mouse models (Okuda et al., 2017; Yennawar et
al., 2019). Since threshold for LTP induction can be modulated by experience and prior
activity states of the post-synaptic neurons (Kirkwood et al., 1996; Abraham et al.,
2001), it is therefore plausible that enhanced LTP in ASD/ID arises as a compensatory
mechanism for altered circuit activity. The direction of the alterations in synaptic
plasticity are dependent not only on di↵erent genetic models of ASD/ID (Auerbach
et al., 2011), but also on the specific brain regions and ages examined (Pilpel et al.,
2009; Asiminas et al., 2019). Therefore compensatory changes through meta-plasticity
mechanisms could explain why many of the synaptic plasticity phenotypes observed in
ASD/ID are brain region and/or age dependent., as these could arise as compensation
for altered connectivity (Haberl et al., 2015; Zerbi et al., 2018) or altered activity states
during development (Gibson et al., 2008; Harlow et al., 2010).
Alternatively, enhanced plasticity could be a consequence of the neurodevelopmental
nature of ASD/ID, thus reflecting a developmental delay that can leave circuits more
vulnerable to subsequent insults. As such, the altered timing of critical periods of plas-
ticity could present an opportunity for abnormal neuronal function to develop. Work in
the somatosensory cortex, supports this idea and highlights the importance of examin-
ing cellular properties at a range of di↵erent ages when trying to understand circuit
function. Harlow et al. (2010) show that the critical period for synapse development is
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delayed in the barrel cortex of Fmr1 /y mice. In the hippocampus, Pilpel et al. (2009)
report that enhanced LTP in a mouse model of FXS is restricted to early postnatal
development. Additionally, the altered developmental trajectory of AIS I observe in the
visual cortex (Chapter 5.) could be explained either by a shift in the critical period for
AIS plasticity of by homeostatic compensation in response to altered thalamic inputs.
Whilst altered Hebbian plasticity has long been suggested as a cellular correlate
for impaired cognition in ASD/ID, the role of homeostatic plasticity in ASD/ID is
much less clear. Recent studies have raised the possibility of homeostatic mechanisms
contributing to many of the cellular phenotypes observed in ASD/ID. Antoine et
al. (2019) suggest enhanced E/I balance as homeostatic compensation to normalise
spiking in the somatosensory cortex across four di↵erent models of genetic forms of
ASD/ID, including FXS. Domanski et al. (2019) suggest that synaptic and cellular
mechanisms can act in opposition to normalise circuit activity, at the expense of precision
of neuronal responses to sensory input. The work presented in this thesis suggests
hyperexcitability of CA1 pyramidal cells, as an additional phenotype resulting from
homeostatic compensation (Chapter 4). I propose regulation of AIS morphology as an
additional compensatory mechanism at play in ASD/ID. Indeed beyond the ASD/ID
field, homeostatic response of neurons is critical in modulating their response to emergent
activity patterns (O’Leary et al., 2010; Turrigiano et al., 1994; Golowasch et al., 1999).
It appears that neuronal circuits in ASD/ID are capable of compensation. Non-
etheless, homeostatic mechanisms are not su cient to fully restore behaviour. Studies
by Soden and Chen (2010) suggest homeostatic scaling is impaired in the absence of
FMRP. On the other hand compensatory changes in intrinsic excitability are enhanced
in Fmr1 /y neurons (Bülow et al. (2019) and Chapter 4 of this thesis), whilst the
ability of the AIS to respond to changes in activity appears unaltered and su cient
to compensate for reduced EC input. Therefore, whilst homeostatic mechanisms can
restore some aspects of circuit function it is possible that imbalance of di↵erent forms of
synaptic and intrinsic homeostatic plasticity during development may explain disturbed
circuit function later in life. A better understanding of compensatory mechanisms at
play in ASD/ID, and in particular how synaptic and cellular excitability phenotypes
interact to shape circuit function, might provide further insight into how manipulating
aspects of neuronal activity through therapeutic intervention influences behavioural
output.
131
Compensatory mechanisms are relevant to the human condition and are believed
to contribute to the progression of neurodevelopmental disorders and amelioration or
worsening of symptoms with age (Livingston and Happé, 2017). Neuroimaging studies
have shown that autistic individuals that perform well in Theory of Mind tasks still
exhibit enhanced activation of brain networks involved in the task, thus expending
greater e↵ort to achieve the same outcome as typically developing individuals (White et
al., 2014). This indicates that altered function of brain networks in ASD/ID might reflect
a compensatory mechanism that allows for typical behavioural outcomes, nonetheless
this compensation results in less e cient network function that limits the ability to
perform more complex cognitive tasks. Thus, it is plausible that the variability in
severity of symptoms between individuals with the same genetic cause of ASD/ID reflects
di↵erences in compensatory changes throughout development (Bourgeron, 2015).
6.2 Future directions
The work presented in this thesis provided a snapshot of synaptic function and
cellular excitability in rodent models of CDD and FXS, however the developmental
nature of these disorders makes it di cult to disentangle core deficits from a sequence
of compensatory changes occurring during development that contribute to the adult
phenotype. Therefore it is essential to perform a thorough characterisation of the
developmental profile of these phenotypes in order to understand whether these arise
from core deficits or as transitory states resulting from compensatory mechanisms. This
would also be useful when comparing results to the published literature, as some of
the cellular phenotypes can be transient it is hard to judge if divergent reports from
di↵erent labs arise due to di↵erent models and experimental conditions or if they reflect
age-dependent alterations instead.
The complex contribution of compensatory responses to ASD/ID phenotypes also
hinders a full interpretation of the potential impact that isolated cellular phenotypes
might have on circuit function. Therefore, future studies should turn to in vivo recording
approaches to build a more complete picture of how the cellular phenotypes highlighted
in this thesis contribute to circuit function and vice versa how circuit function during
development result in compensatory changes at the cellular level.
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Appendix A
A.1 Behaviour phenotypes in Cdkl5 /y rats
The behaviour data in this section was collected by Vijay Kumar, Shashank Tiwari
under the supervision of Prof Shona Chattarji, Prof Peter Kind, Dr Emma Wood and Dr
Oliver Hardt, as part of a collaboration between Edinburgh University and the National
Centre for Biological Sciences (NCBS) in Bangalore.
Cdkl5 /y rats exhibited typical fear-learning (Figure A.1B) and increased freezing
during recall (Figure A.1C, D).
Cdkl5 /y rats impaired learning when tested in the active place avoidance task, as
seen by the higher number of entries in the shock zone during training sessions 1 and
2, and increased number of entries when the shock zone position is altered during the
conflict session (Figure A.2C).
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Figure A.1: Auditory fear conditioning in Cdkl5 /y rats.% of time spent freezing in response to
subsequent tone presentations during conditioning (day 3, B) and recall (day 4, C). D - Average
% freezing prior to tone presentation (pre-tone) during the conditioning (Day 3) and Recall (Day 4)
sessions. (WT: n=11 rats, Cdkl5 /y: n=12 rats, **p<0.01, 2-way ANOVA, Holm Sidak post-hoc)
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Figure A.2: Active place avoidance task in WT and Cdkl5 /y rats. A - Schematic representation of
testing arena (left) and experimental paradigm (right). B - Example trajectories (red lines) of WT
(top) and Cdkl5 /y rats (bottom) over trials in the first training session. Red zone represented by red
shading. C - Number of entries in the shock zone over training sessions (WT: n=10 rats, Cdkl5 /y:
n=11 rats, ***p<0.001 2-way ANOVA, Holm Sidak post-hoc test)
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Appendix B
B.1 Statistical analysis of CA1 mEPSC data
This appendix provides a detailed description of the statistical analysis used to
assess the e↵ect of genotype on mEPCS frequency in CA1 and relates to the data
presented in Figure 3.8. A similar approach was used for the remaining datasets where
GLMM/LMM was used to carry our statistical analysis.
1. Testing the distribution that best fits CA1 mEPSC frequency data:
“Fitdist” function in R was used to check which distribution best fitted the data.
Normal, log-normal and gamma distribution were tested. Goodness of fit statistics (lower
values indicating better fit) and Q-Q plots (overlapping of experimental data points
with straight line indicating better fit) were examined to determine what distribution
was more appropriate.
Values for goodness of fit statistics and Q-Q plots are very similar for log-normal
distribution and gamma distribution, so tested both cases.
2. GLMM based on gamma distribution using genotype as fixed e↵ect and Animal
as random e↵ect (p=0.06):
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Figure B.1: Q-Q plot of CA1 mEPSC frequency data showing empirical quantiles in the y axis relative
to theoretical quantiles for normal (red), log-normal(green) and gamma (blue) -distributed data.
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3. LMM based on log-normal distribution using genotype as fixed e↵ect and Animal
as random e↵ect:
The fit is singular: when using the log-normal distribution the variances assigned
at animal level is zero or practically zero. I tried a simple linear model (without any
random e↵ects).
4. Linear model using log-normal distribution with no random e↵ects (p=0.02):
5. Given that the GLMM analysis described above resulted in a non-significant
di↵erence between genotypes when using the gamma distribution (p=0.06) but signific-
ant when using the log-normal distribution (p=0.02). I used a Two tailed T test using
animal averages as replicates to test the di↵erence between genotypes (average data
was normally distributed). Test output for genotype comparison: T15=2.695, p=0.0166
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André V, Gau C, Scheideler A, Aguilar-Pimentel JA, Amarie OV, Becker L, Garrett L,
Hans W, Hölter SM, Janik D, Moreth K, Ne↵ F, Östereicher M, Racz I, Rathkolb B,
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Grant SGN, Bear MF, Näger UV, Kind PC, Wyllie DJA (2015) Convergence of
hippocampal pathophysiology in syngap+/- and fmr1-/y mice. Journal of Neuros-
cience 35:15073–15081.
Baroncelli L, Braschi C, Spolidoro M, Begenisic T, Sale A, Ma↵ei L (2010) Nurturing
brain plasticity: Impact of environmental enrichment. Cell Death and Di↵erenti-
ation 17:1092–1103.
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Bülow P, Murphy T, Bassell GJ, Wenner P (2019) Homeostatic Intrinsic Plasticity Is
Functionally Altered in Fmr1 KO Cortical Neurons. Cell Reports 26:1378–1388.e3.
Bureau I, Shepherd GMG, Svoboda K (2008) Circuit and Plasticity Defects in the
Developing Somatosensory Cortex of Fmr1 Knock-Out Mice. The Journal of Neur-
oscience 28:5178 – 5188.
Burgess N, Maguire EA, O’Keefe J (2002) The Human Hippocampus and Spatial and
Episodic Memory. Neuron 35:625–641.
Burke KJ, Keeshen CM, Bender KJ (2018) Two Forms of Synaptic Depres-
sion Produced by Di↵erential Neuromodulation of Presynaptic Calcium Channels.
Neuron 99:969–984.e7.
Burrone J, Murthy VN (2003) Synaptic gain control and homeostasis. Current Opinion
in Neurobiology 13:560–567.
Cammalleri M, Lütjens R, Berton F, King AR, Simpson C, Francesconi W, Sanna PP
(2003) Time-restricted role for dendritic activation of the mTOR-p70 S6K pathway
in the induction of late-phase long-term potentiation in the CA1. Proceedings of the
National Academy of Sciences 100:14368 – 14373.
Caporale N, Dan Y (2008) Spike Timing–Dependent Plasticity: A Hebbian Learning
Rule. Annual Review of Neuroscience 31:25–46.
Caroni P (1997) Overexpression of growth-associated proteins in the neurons of adult
transgenic mice. Journal of Neuroscience Methods 71:3–9.
Catterall WA, Kalume F, Oakley JC (2010) NaV1.1 channels and epilepsy. The Journal
of Physiology 588:1849–1859.
Cendes F, Andermann F, Gloor P, Evans A, Jones-Gotman M, Watson C, Melanson D,
Olivier A, Peters T, Lopes-Cendes I, Leroux G (1993) MRI volumetric measurement
of amygdala and hippocampus in temporal lobe epilepsy. Neurology 43:719 –725.
Cervantes PE, Matson JL (2015) Comorbid Symptomology in Adults with Autism
143
Spectrum Disorder and Intellectual Disability. Journal of Autism and Developmental
Disorders 45:3961–3970.
Chen L, Toth M (2001) Fragile X mice develop sensory hyperreactivity to auditory
stimuli. Neuroscience 103:1043–1050.
Cimadevilla JM, Fenton AA, Bures J (2000) Functional inactivation of dorsal hippo-
campus impairs active place avoidance in rats. Neuroscience Letters 285:53–56.
Clement J, Aceti M, Creson T, Ozkan E, Shi Y, Reish N, Almonte A, Miller B,
Wiltgen B, Miller C, Xu X, Rumbaugh G (2012) Pathogenic SYNGAP1 Mutations
Impair Cognitive Development by Disrupting Maturation of Dendritic Spine Synapses.
Cell 151:709–723.
Clements JD, Bekkers JM (1997) Detection of spontaneous synaptic events with an
optimally scaled template. Biophysical journal 73:220–9.
Co↵ee B, Keith K, Albizua I, Malone T, Mowrey J, Sherman SL, Warren ST (2009)
Incidence of Fragile X Syndrome by Newborn Screening for Methylated FMR1 DNA.
The American Journal of Human Genetics 85:503–514.
Collingridge GL, Isaac JT, Yu TW (2004) Receptor tra cking and synaptic plasticity.
Nature Reviews Neuroscience 5:952–962.
Connors BW, Gutnick MJ (1990) Intrinsic firing patterns of diverse neocortical neurons.
Trends in Neurosciences 13:99–104.
Contractor A, Klyachko V, Portera-Cailliau C (2015) Altered Neuronal and Circuit
Excitability in Fragile X Syndrome. Neuron 87:699–715.
Cook MJ, Fish DR, Shorvon SD, Straughan K, Stevens JM (1992) Hippocam-
pal volumetric and morphometric studies in frontal and temporal lobe epilepsy.
Brain 115:1001–1015.
Cordeiro L, Ballinger E, Hagerman R, Hessl D (2011) Clinical assessment of DSM-IV
anxiety disorders in fragile X syndrome: prevalence and characterization. Journal of
Neurodevelopmental Disorders 3:57–67.
Cornish KM, Munir F, Cross G (1999) Spatial Cognition in Males With Fragile-X
Syndrome: Evidence for a Neuropsychological Phenotype. Cortex 35:263–271.
Crair MC, Malenka RC (1995) A critical period for long-term potentiation at thalamo-
cortical synapses. Nature 375:325–328.
Crandall SR, Patrick SL, Cruikshank SJ, Connors BW (2017) Infrabarrels Are Layer
6 Circuit Modules in the Barrel Cortex that Link Long-Range Inputs and Outputs.
Cell Reports 21:3065–3078.
Crawford DC, Acuña JM, Sherman SL (2001) FMR1 and the fragile X syndrome:
Human genome epidemiology review. Genetics in Medicine 3:359–371.
Crocker-Buque A, Brown SM, Kind PC, Isaac JTR, Daw MI (2014) Experience-
Dependent, Layer-Specific Development of Divergent Thalamocortical Connectivity.
Cerebral Cortex 25:2255–2266.
144
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ijnen L, Rifé M, Willemsen R, Nelson DL, Oostra BA (2006) The generation of a
conditional Fmr1 knock out mouse model to study Fmrp function in vivo. Neurobio-
logy of Disease 21:549–555.
Millar AG, Bradacs H, Charlton MP, Atwood HL (2002) Inverse Relationship between
157
Release Probability and Readily Releasable Vesicles in Depressing and Facilitating
Synapses. The Journal of Neuroscience 22:9661 – 9667.
Miller KD, Pinto DJ, Simons DJ (2001) Processing in layer 4 of the neocortical
circuit: new insights from visual and somatosensory cortex. Current Opinion in
Neurobiology 11:488–497.
Miller VM, Best PJ (1980) Spatial correlates of hippocampal unit activity are altered
by lesions of the fornix and entorhinal cortex. Brain Research 194:311–323.
Mohapatra DP, Misonou H, Sheng-Jun P, Held JE, Surmeier DJ, Trimmer JS (2009)
Regulation of intrinsic excitability in hippocampal neurons by activity-dependent
modulation of the KV2.1 potassium channel. Channels 3:46–56.
Molnár Z, Cheung AFP (2006) Towards the classification of subpopulations of layer V
pyramidal projection neurons. Neuroscience Research 55:105–115.
Moyer Jr. JR, Thompson LT, Disterhoft JF (1996) Trace Eyeblink Conditioning
Increases CA1 Excitability in a Transient and Learning-Specific Manner. The Journal
of Neuroscience 16:5536 – 5546.
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