Abstract. It is a well known result from Thistlethwaite [Thi87] that the Jones polynomial of a non-split alternating link is alternating. We find the right generalization of this result to the case of non-split alternating tangles. More specifically: the Jones polynomial of tangles is valued in a certain skein module, we describe an alternating condition on elements of this skein module, show that it is satisfied by the Jones invariant of the single crossing tangles ( ) and ( ), and prove that it is preserved by appropriately "alternating" planar algebra compositions. Hence, this condition is satisfied by the Jones polynomial of all alternating tangles. Finally, in the case of 0-tangles, that is links, our condition is equivalent to simple alternation of the coefficients of the Jones polynomial.
Introduction
Two years after the Jones polynomial was defined [Jon85] . M. B Thistlethwaite [Thi87] based on W. T. Tutte's concepts of internal and external activities of edges with respect to a spanning tree and proved that the Jones polynomial of a non-split alternating link is an alternating polynomial. Subsequently, V. C. Turaev [Tur90] presented an extension to tangles of the Jones polynomial which was a simple generalization of the Kauffman bracket presented in [Kau87] . Tangles are link pieces and the Jones invariant for tangles composes well, so it makes sense to ask what properties non-split alternating tangles have to produce (when they are composed) links with alternating Jones polynomials.
In this paper we study the Jones polynomial of non-split alternating tangles and obtain a generalization of the Thistlethwaite result. For doing that, we define a special free Z[q,
k with basis the set of oriented smoothings with k strands and no circles. The orientation of the strands in an oriented smoothing σ allows us to define a certain parameter associated with it, its rotation number R(σ). We further define a subset of M (o) k formed by elements P = n i=0 A i σ i where each A i is an alternating polynomial whose parity is related linearly with the rotation number of σ i . The elements of this set whose partial closures have the same property, form what we call the collection of coherently alternating elements.This last collection will be denoted by A. We introduce the concept of alternating planar algebra (an alternating planar algebra is a planar algebra that carries some extra restrictions). With these definitions we can state our two main theorems:
Theorem 1. The collection A form an alternating planar algebra (that is, it is closed under compositions in alternating planar diagrams).
Our second theorem follows from the first; for it reduces that proof to the simple task of verifying that the Jones polynomial of the one-crossing tangles ( ) and ( ) (which are of course alternating) are coherently alternating:
Theorem 2. Let T be a non-split alternating 2k-boundary tangle (k > 0), then the Jones polynomialĴ (T ) can be interpreted as an element of A.
It is a simple matter to verify that in the case of alternating tangles with no boundary, i.e., in the case of alternating links, this statement reduces to the Thistlethwaite result about alternating tangles.
The work is organized as follows. In section 2, we review the Turaev construction for Jones polynomial of a tangle and the concept of planar algebra and present a few examples of planar algebras. Proposition 2.1, introduced there will be a useful tool for the proof of theorem 2. Section 3 is devoted to introduce an orientation in the smoothings, in this section we present the concept of rotation number and some features of the d-input planar diagrams we are working with, which are used to define the concept of alternating planar algebras. We prove here that for an alternating planar algebra, the collection of operators is generated by operators falling into two classes, the basic operators. The proof of Theorem 1 is based on this statement. Section 4 introduces the concepts of alternating elements in the skein module, coherently alternating elements and their partial closures. We state here some results about the elements obtained when a basic operator is applied to alternating elements, leading to the prove in section 4.5 of Theorem 1.. Finally in section 5 is dedicated to the study of non-split alternating tangles. We include special information in the strands of the tangles (the gravity information), which will give us not only an alternating orientation in the smoothings, but also a way to compose the tangles using alternating planar diagrams. Here, we prove Theorem 2 and derive from it Thistlethwaite theorems formulated in [Thi87] .
Analogously to the alternating property of the Jones polynomial, the reduced Khovanov homology of an alternating link is "on diagonal". There ought to be a generalization of this property for tangles. In the spirit of this paper. We hope to address this question in a future publication.
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2. Jones polynomial and planar algebras, a review 2.1. The Jones polynomial for tangles. This construction is a simple generalization of the Kauffman model from the Jones polynomial of a link. Let k be a non-negative integer and S k denote the set of all isotopy classes of tangle diagrams with 2k ends, having no crossing points and no closed components. An element of S k is called a simple smoothing. Turaev's construction [Tur90] associates to each 2k-end oriented tangle T an element of the free R-module R[S k ], where R = Z[q, q −1 ]. A k-tangle diagram consists of k open arcs and a finite number of loops in the disc D 2 . The 2k end points of the arcs being 2k different fixed points in the boundary of D 2 , and with the over/under crossing information represented as usual. We denote M k the R-module generated by all ambient isotopic k-tangle diagrams modulo the relations: 
À.
Following Turaev [Tur93] we call the module M k the skein module corresponding to q ∈ R.
Given a diagram D of a tangle we can expand D as a linear combination of elements in S k by applying relations (1) and (2), so M k is a free R-module with a basis represented by simple smoothings. The element of M k representing the tangle diagram D is an invariant of T ; we call it the Jones polynomial of T and denote itĴ (T ).
2.2. Planar algebras. The concept was introduced by Jones in [Jon99] to study the structure of subfactors, also see [Jon03] . 
The information is considered up to planar isotopy. We say that D is an oriented or an unoriented d-input planar arc diagram depending on whether its arcs are oriented or not.
There is a natural way of composing planar arc diagrams. If E is an e-input planar arc diagram, with k arc boundary points in its boundary disc E 0 , and D is a d-input planar diagram with k arc boundary points in its input disc D i , then D i can be replaced in D by E by matching the corresponding marked points, removing the external disc of E and connecting the arcs in a smoothly, producing in this manner a new (d + e − 1)-input planar arc diagram. See Figure 1 . We say that E has been inserted in the i-th disc of D and denote the new disc by D • i E .
In this way, a k-smoothing will be a 0-input planar arc diagram with k arcs ending on its external boundary. So, A d-input planar arc diagram defines a smoothing operation, i.e., by inserting appropriately d smoothings in a d-input planar diagram we obtain a new smoothing. Actually, this is not the unique kind of object in which a planar arc diagram can define an operation, so we generalize the notion by the following Let R be a ring. A planar algebra is a triple {P, D, O} where P is a sequence of Rmodules: P 0 , P 1 , ..., D is a collection of input planar diagrams, and O is a collection of operators. These operators are multilinear maps: 
By abuse of notation and from now on, we shall denote the operator defined from a d-input planar diagram D by the same symbol D.
Given two planar algebras P a and P b , a morphism of planar algebra is a collection of maps Φ k : P a k → P a k satisfying that for every d-input planar arc diagram D with 2k i arcs ending in the i-th input disc, we have that
Here are some examples of planar algebras:
• The entire collection of tangles T : given a d-input planar diagram D 0 with input discs D 1 , ..., D d , each D i with 2k i marked points, then this planar arc diagram defines an operation D :
In the same way, we can choose an oriented d-input arc planar diagram to define a similar operation using collections of oriented tangles.
• The entire collections associated to the Khovanov homology, Obj(Cob 
where D ij is the (d − 1)-planar diagram resulting from putting A j in the input disc D i of D 0 . It is clear now that we can insert in the same way an element of M k l in the corresponding disc of D ij obtaining in this way a linear combination of (d − 2)-input planar arc diagrams. We can continue in this way until each of the d initial input discs are filled, obtaining a linear combination of no crossing tangles. The terms in this linear combination could have some loops but each time that a loop appears we can just remove it and multiply the corresponding term by the factor (q −1 + q). As we have a finite number of input disc in any planar diagram, it is clear that this process defines an operator as above. The following proposition is an immediate consequence of the definitions.
Proposition 2.1. The Jones polynomial defines an oriented planar algebra morphismĴ : T → M.
Alternating oriented skein modules
We introduce an orientation on the elements of S k . This information will also allow us to state a special composition between elements of S k and consequently among elements of M k .
3.1. Orientation of the smoothings. The orientation in the smoothings is done in such a way that the orientation in the strands is alternating in the boundary of the disc where they are embedded. That can be achieved by shading the connected components of the complement of the smoothing (regions) in the disc black and white, so that regions with common boundary have different shadings. This checkerboard coloring defines an alternating orientation of the strings of the smoothing. We just have to draw arrows on the strings so that the arrows point in a counterclockwise direction around the black regions. We can forget the coloring and consider that the regions are divided in: negative, those with boundary oriented clockwise; and positive, those with boundary oriented counterclockwise. After removing loops, the resulting collection of alternating oriented object obtained will be denoted with the symbols S k . Given smoothings σ 1 , ..., σ d , a suitable alternating d-input planar diagram D to compose them has the property that the i-th input disc has as many boundary arc points as σ i . Moreover placing σ i in the i-th input disc, the orientation of σ i and D match.
Rotation numbers.
Given an oriented smoothing σ possibly with loops, a strand in σ is a 1-dimensional oriented manifold and a point in the boundary of σ can be considered as an in-boundary point or an out-boundary point depending on the orientation of the strands in this point. We can enumerate the boundary points of the σ from 0 to 2k − 1 starting from an in-boundary point of a strand, counting counterclockwise, and finishing in the boundary point to the left of the mentioned in-boundary point. A opened strand in an oriented smoothing σ whose in-boundary and out-boundary points are numerated respectively a and b, is denoted by (a, b) Definition 3.1. Given an open strand α of an alternating oriented smoothing σ, possibly with loops, enumerate the boundary points of σ in such a way that α can be denoted by (0, i). The rotation number of (0, i), R(α), is 
Proof.
It is enough to observe every string of σ, but the two involved in the change contribute to the rotation number of τ in the same way. We just need to observe how the rotation number of these two strands changes. • the number k of strings ending on the external boundary of D is greater than 0.
• There is complete connection among input discs of the diagram and its arcs, namely, the union of the diagram arcs and the boundary of the internal holes is a connected set.
• The arcs in the diagram are oriented and the in and out-strings alternate in every boundary component of the diagram.
A d-input type-A diagram has an even number of strings ending in each of its boundary components, and every string that begins in the external boundary ends in a boundary of an internal disk. Hence in these discs, we can classify the strings as: curls, if they have its ends in the same input disc; interconnecting arcs, if its ends are in different input discs, and boundary arcs, if they have one end in an input disc and the other in the external boundary of the output disc. The arcs and the boundaries of the discs divide the surface of the diagram into disjoint regions. Some arcs and regions will be useful in the following definition and propositions.
Definition 3.5. We assign the following numbers to every d-input planar diagram D:
• i D : number of interconnecting arcs and curls, i.e., the number of non-boundary arcs.
• w D : number of negative internal regions. That is, in the checkerboard coloring, the white regions whose boundary does not meet the external boundary of D.
• R D : the rotation associated number, which is given by the formula
Features of a d-input type-A planar diagram ensure the following. either a maximal (or a minimal) smoothing.
Each of these statement follows immediately. For example for the case in which every smoothing is minimal, all the black regions in the big disc D are connected for the connected black region of the smoothings, so we obtain just one connected black regions and hence a minimal smoothing. 
Assume that σ 1 , ..., σ d are minimal smoothing, so by Proposition 3.6 D(σ 1 , ..., σ d ) is also a minimal smoothing. Every internal white region will become a negative loop in D(σ 1 , ..., σ d ). If 2k is the number of non-internal strings in D(σ 1 , ..., σ d ), R (D(σ 1 , . .., σ d )) will be given by
where c −i is the number of negative loops in σ i .
doing appropriate substitutions we obtain equation (2). For the general statement it is enough to observe that every local change in a smoothing of one crossing in each σ i brings the same local change in D(σ 1 , ..., σ d ). That is, for example, eliminating a loop in σ i brings the same change in D(σ 1 , ..., σ d ) or interchanging end of the arcs bounded a positive region of σ i makes the same change or eliminates a negative loop in the whole picture, so the changes in the rotation number in D(σ 1 , ..., σ d ) is 1, which equals to the change in the rotation number of σ i . 
Z and the case when we have a basic planar diagram it is given as follows:
• If D is a negative unary basic operator, R D = − are Laurent polynomial in Z. Moreover we are interested in elements whose coefficients are alternating, so it will be useful to begin stating some concepts about alternating polynomials.
4.1. Alternating polynomials. For our purpose, An alternating polynomial will be of the form A(q) = n i=0 (−1) r+i a i q t+2i , where n, r, t ∈ Z, and each a i is a non-negative integer. We say that two alternating polynomials A(q) = 
with a ij ≥ 0, a i0 ≥ 0 and a in ≥ 0. We call (−1) r i a i0 q t i and (−1) r i +n a in q t i +2n respectively the minimal and maximal leading terms of A i .
Alternating elements. Definition 4.1. Given an element
k with σ 0 a minimal smoothing, σ m a maximal smoothing, we say that P is alternating if, for every i ∈ {1, ..., m}, A i is an alternating polynomial and there exists c 1 , c 2 ∈ 1 2 Z such that the parity of A i is the same as the parity of (−1)
Observe that the definition of alternating element of M
ensures not only that the coefficients are alternating polynomials, but also that there is an alternation in the parity of these coefficients, i.e., when the rotation number increase in one, the exponents of q in the coefficients change from even to odd or vice versa; when the rotation number increase by two, we obtain coefficients with the same exponents in q but with opposite parity. (1)
. This is the Jones invariant of the negative crossing , now with orientation in the smoothings. In this example the rotation number in the first term is − ; in the second, third and fourth term the rotation number is − 1 2 and in the last term the rotation number is
. In this last example, the rotation number in the first term is −1; in the second, third and fourth term the rotation number is 0 and in the last term the rotation number is 1.
Applying unary operators. The elements of M (o)
k can be inserted in appropriate unary basic planar diagrams obtaining in this way elements of M (o) k−1 . This process can be summarized in the following steps:
(1) placing of the element in the corresponding input disc of the unary basic planar diagram, (2) removing the loops obtained and replacing each of them by a factor (q −1 + q), and (3) reducing the like terms resulting from the previous step. The alternating element P 1 in the example 4.2 has the additional property that any of their partial closures are also alternating. For example embedding P 1 in a unary basic planar diagram U 1 as the one on the right, produce the element
which is obviously also alternating.
Definition 4.4. We say that an alternating element in M
k is coherently alternating if any of its partial closure is also alternating. We denote as A k the collection of all coherently alternating elements in M (o) k . The symbol A is used to denote k A k .
Since the computation of other possible partial closures produces other alternating elements, the element P 1 of the example 4.2 is an element of A 2 . Another example of coherently alternating element is the element P 3 of the same example, there are several possible partial closures, here we only calculate the one produced by inserting the element in the closure disc C that appears on the right. It will be easy for the reader to compute the other partial closures. Inserting P 3 in C produces the element
which is also an alternating element. Let P be an element of M Given a basic unary operator U and an element P of M 
Proof.
Suppose U is a negative basic planar diagram, inserting a smoothing in the diagram of U can produce at most one loop, which is obviously negative. If there are only one generator for Bτ . Then this term must be alternating and both statements are proved. Assume, then, that A i U(σ i ) and A j U(σ j ) are two generators of Bτ . Clearly, after removing loops from U(P ), we have that the smoothing in U(σ i ) and U(σ j ) is τ . However, before removing loops, there are exactly three possibilities for U(σ i ) and U(σ j ): (i) neither of them has the loop, (ii) both of them have the loop, and (iii) only one of them, say U(σ i ), has the loop.
If (i) holds, then by propositions 3.7 and 3.10 R(σ i ) = R(σ j ) = R(τ ) + 1 2
, and using the fact that P is alternating, we conclude that A i and A j have the same parity, and of course the same happens with their minimal leading terms. Since neither U(σ i ) nor U(σ j ) has a loop, their minimal leading terms of the coefficients of A i U(σ i ) nor A j U(σ j ) are the same as A i and A j .
If (ii) holds, then by propositions 3.7 and 3.10 R(
, so A i and A j have the same parity. Obviously, their minimal leading terms (−1) r i a i0 q t i and (−1) r j a j0 q t j have the same parity. After removing the common loop, the minimal leading term of the coefficients of A i U(σ i ) nor A j U(σ j ) are respectively (−1) r i a i0 q t i −1 and (−1) r j a j0 q t j −1 which also have the same parity.
Finally, if U(σ i ) has the loop and U(σ j ) does not have it, then R(σ i ) = R(σ j ) − 1. Hence if the leading term of A i has the parity determined by (−1) r q t then the minimal leading term of A j has the parity of (−1) r+1 q t+1 . Therefore, after removing the loops in U(σ i ), the minimal leading term of the coefficients of A i U(σ i ) is (−1) r q t−1 which have the same parity as (−1) r+1 q t+1 . If A i 1 σ i 1 , . .., A ir σ ir are the generators of Bτ , we have proved that the minimal leading term of the coefficients of A i 1 U (σ i 1 ) , ..., A ir U(σ ir ) have the same parity. Since one of these terms is the minimal leading term of B the proof of the first statement is complete.
The proof of the second statement is similar, we only need to change, in the former argument, minimal to maximal, 
We have a binary basic planar diagram D as the one at the right. A closure of D(P, Q) can be regarded as the composition of P and Q in an operator C(D) defined from this closure, i.e., an operator defined from a disc D embedded in a closure disc. Consider the strings with ends in the same input disc (the curls of the diagram). Since D is a binary basic operator, in each input disc there is at least one string that is not a curl. So we can regard the disc D as a composition of two closure disc E, E ′ embedded in a binary planar diagram D ′ with no curl such that C(D) = D(E, E ′ ). See Figure 6 . Hence C(D(P, Q)) = D(E(P ), E ′ (Q)). Since E(P ) and E ′ (Q) are respectively closures of P and Q which are elements of A, the proposition is proved. 
k . Proof. Let J be the set of end points of the interconnecting arcs on the boundary of D 2 , the disc in which τ is embedded. The strings in τ can be classified into three sets: Θ i , i ∈ {0, 1, 2} formed by the arcs that have i boundary points in J . Since the points of J are consecutive points in the boundary of D 2 , it is possible to embed a circle C 0 in D(σ, τ ) with the following properties:
(1) D 1 , and the elements of Θ 2 are in the interior of C 0 , (2) each arc of Θ 1 is intersected once by C 0 , and (3) the elements of Θ 0 are in the exterior of C 0 . It is clear that the disc C 0 with the input disc D 1 defines now a closure operator C, and that D(σ, τ ) \ C 0 defines a no-curl unary operator D ′ with input disc C 0 . This prove the first statement.
If
. The second statement follows from the fact that P ∈ A. Proof. Assume that D has l interconnecting arcs, we use induction over l. By proposition 4.6, The lemma is true by l = 1. Assume that if D ′ has l −1 interconnecting arcs then D ′ (P, Q) is alternating. A no-curl binary planar diagram with l interconnecting arcs is obtained putting an (l−1)-interconnecting arc diagram D ′ , in a unary basic diagram U in which the curl involves an arc of P. By proposition 4.8, for each j ∈ 1, ..., m,
is alternating. We have that before combining like terms D(P, Q) = U •D ′ (P, Q) is the sum of alternating elements P ′ j . To prove that after combining like terms in D(P, Q) we obtain an alternating element, it is enough to show that given terms have the same parity, and of course the same happens with their minimal leading terms. The remainder of the proof follows that of proposition 4.5, taking into account that D ′ (P, Q) is alternating.
Proof. (Of theorem 1.) By proposition 3.11 we just need to prove that A is closed under composition of basic operators. Let P ∈ A and let U be a basic unary operator. Since U(P ) is a partial closure of P , U(P ) is alternating. Furthermore any partial closure of U(P ) is also a partial closure of P , so U(P ) ∈ A. Let P and Q be elements of A and D a basic binary operator, Since D is defined from a type-A diagram, there is at least one boundary arc. Without loss of generality, we can assume that there is one boundary arc ending in the first input disc of D. By proposition 4.6, D(P, Q) is alternating. Let C(D(P, Q)) be a partial closure of D(P, Q), by proposition 4.7 there exist P ′ , Q ′ ∈ A and a binary operator
is alternating follows immediately from lemma 4.9.
5. Non-split alternating tangles 5.1. Gravity information. Given a diagram of an alternating tangle we add to it some special information which will help us to compose the Jones invariant of an alternating tangle in an alternating planar diagram. That information is illustrated by drawing, in every strand of the diagram, an arrow pointing in to the undercrossing, or equivalently (if we have alternation), pointing out from the overcrossing. In a neighborhood of a crossing the diagram looks like the one in Figure 7 (a). Figure 7(b) shows a diagram of a tangle in which we have added the gravity information to the whole tangle. Once it is done, we find that the strand which meet the boundary of the disc, where the tangle is embedded, are of two types. The ones that point outside of the disc, which will be called out-strands, and those which point inside of the disk, in-strands.
We can observe, (see Figure 7 (a)) that if we make a smoothing in the crossing, the orientation provided by the gravity information is preserved, and that a 0-smoothing is clockwise and 1-smoothing is counterclockwise, see figure 8. Also it is easily observed that if we go into a non-split alternating for an in-strand and turn to the right (a 0-smoothing) every time that we meet a crossing, we are going to get out of the tangle along the strand immediately to the right. So the in and out-strands of the diagram of the tangle are arranged alternatingly. These two observations are stated in the following two propositions: Propositions 5.1 and 5.2 leads to that the smoothings of a tangle could be drawn as a trivial tangles in which arcs are oriented alternatingly. So the Jones polynomial in fact produce an alternating planar algebra morphism.
5.2. Proof of Theorem 2. This proof is a direct application of proposition 2.1 applied to alternating planar algebras and Theorem 1.
(Of Theorem 2) The Jones polynomial of a 1-crossing tangle is a coherently alternating element. See the first example in 4.2. Any non-split alternating k-strand tangle T with n crossing, is obtained by a composition of n of these 1-crossing tangles, T 1 ,...,T n , in an n-input type-A planar diagram. By proposition 2.1, using the same n-input planar diagram for composingĴ(T 1 ),...,Ĵ(T n ) we obtain the Jones polynomial of the original tangle. By Theorem 1, this is an element of A. Proof. Let L be a non-split alternating link. L is obtained by putting a 1-strand tangle T in a 1-input planar arc diagram with one curl and no boundary arcs. So, we just have to put the Jones polynomial of this 1-strand tangle in the same 1-input planar arc diagram, so by corollary 5.3 the "unnormalized" Jones polynomialĴ(L) is a one term element of M which is exactly the value of the circle obtained.
