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O volume de dados disponíveis na WWW aumenta a cada dia. Com o surgimento da Web Semân-
tica, os dados passaram a ter uma representação do seu significado, ou seja, serem classificados em
um conceito de um domínio de conhecimento, tal domínio geralmente definido por uma ontologia.
Essa representação, apoiada em todo o ferramental criado para a Web Semântica, propicia a busca
conceitual. Nesse tipo de busca, o objetivo não é a recuperação de um dado específico, mas dados, de
diversos tipos, classificados em um conceito de um domínio dec nhecimento. Utilizando um índice
de similaridade, é possível a recuperação de dados referentes a outros conceitos do mesmo domínio,
aumentando a abrangência da busca. A indexação distribuídadesses dados pode fazer com que uma
busca conceitual por similaridade se torne muito custosa. Existem várias estruturas de indexação
distribuída, como as redes P2P, que são empregadas na distribuição e compartilhamento de grandes
volumes de dados. Esta tese propõe a utilização de funções LSH na indexação de conceitos de um
domínio, definido por uma ontologia, mantendo a similaridade entre eles. Dessa forma, conceitos
similares são armazenados próximos um dos outros, tal conceit de proximidade medida em alguma
métrica, facilitando a busca conceitual por similaridade.




The volume of data available in the WWW increases every day. The Semantic Web emerged,
giving a representation of the meaning of data, being classified in a concept of a knowledge domain,
which is generally defined using an ontology. This representation, based in all the tools created for the
Semantic Web, possibilitates the conceptual search. In this type of search, the goal is not to retrieve a
specific piece of data, but several data, of several types, cla sified in a concept of an ontology. Using a
similarity level, the retrieval of data that refer to other con epts of the domain is also possible, making
the search broader. The distributed indexing of all these data m y turn the conceptual search costly.
The Internet holds several structures of distributed indexing, such as P2P networks, which are used
in the distribution and sharing of huge volumes of data. Thist e is presents how it is possible to use
LSH functions to generate identifiers to concepts of a domain, defined using an ontology, keeping
their similarity. This way, similar concepts are stored near ch other, such distance measured in
some metric, turning the conceptual search by similarity easier.
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A maneira com a qual o ser humano adquire e processa informações, ou seja, constrói um conhe-
cimento, vem sendo amplamente estudada em diversas áreas, tais como a Filosofia e a Psicologia. Em
várias áreas da Ciência da Computação, principalmente na Inteligência Artificial, busca-se as melho-
res maneiras de se representar esse conhecimento, de forma que seja possível fazer com que máquinas
o processem, o interpretem e o utilizem. Ao se deparar com um dado, seja em forma de texto, de ima-
gem, ou de umwebsite, um ser humano, de maneira relativamente fácil e rápida, consegue entender
o significado deste, com o auxílio de informações previamente xistentes em seu cérebro. O mesmo
não pode ser dito das máquinas. São necessários formalismos, anotações e procedimentos explícitos
que façam com que as máquinas consigam adquirir, processar eutilizar informações, caso contrário
essas informações não possuem nenhuma utilidade em um sistea computacional.
Um conceito importante, relacionado com o processamento deinformações e utilizado pelos seres
humanos, é o da similaridade. É a partir da semelhança que novas situações tenham com situações
previamente conhecidas ou vividas que os seres humanos, de frent a novos problemas ou novas
informações, conseguem resolvê-los e entendê-las. É utilizando o conceito de similaridade que o
ser humano consegue classificar objetos, formar conceitos efazer generalizações. A noção de simi-
laridade é fundamental em áreas da Psicologia Cognitiva [3][4] 5 , aquisição de conhecimento [6],
gerenciamento de dados e organização de informação [7][8][9].
Uma forma de se definir um domínio de conhecimento, ou seja, suas entidades e atributos, e as
relações entre essas entidades com outras do mesmo domínio,é utilizando uma ontologia. Pela defi-
nição de um domínio feita em forma de uma ontologia, é possível a inferência de novas informações
sobre aquele domínio, mesmo que essas não estejam definidas de forma explícita. Em Ciência da
Computação, ontologias são usadas como modelos de dados quedefinem entidades, ou conceitos, e
as regras que as relacionam, geralmente representadas por grafos ou redes semânticas, consistindo
em hierarquias de conceitos. Em um sistema computacional, adefinição de um domínio por uma
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ontologia possibilita a determinação da similaridade entre os conceitos desta. Várias são as técni-
cas desenvolvidas para tal determinação, cada uma levando em c nsideração certas características da
ontologia, como o tamanho do caminho entre conceitos, a profundidade desses na hierarquia, entre
outros [10][11].
A definição de domínios de conhecimento, entidades e relações é especialmente importante no
cenário da Web Semântica (Semantic Web). Em 2001, Tim Berners-Lee, inventor da WWW (orld
Wide Web), apresentou em [12] como é possível evoluir a sua invenção por meio de uma camada que
dá significado aos dados. Dessa forma, há uma evolução de uma rede de documentos, como a atual
WWW, para uma rede de coisas, na qual tudo pode ter uma representação computacional e essa re-
presentação passa a ter um significado para as máquinas, geralmente definido por um conceito dentro
de um domínio. Consequentemente, o conceito de similaridade sobre os dados da Web Semântica
torna-se a cada dia mais importante, abrindo novas opções detratamento e processamento dos dados
pelo seu significado conceitual.
A forma mais comum do uso de similaridade para a comparação dedados, encontrada na lite-
ratura, é feita comparando dois ou mais dados pelo seu conteúdo. Ou seja, textos são comparados
pelas suas palavras-chave, imagens por suas características visuais, etc. Por outro lado, a partir da
classificação de um dado em um domínio de conhecimento, esta tese explora o fato de que é possível
a comparação de dados no nível conceitual, ou seja, duas imagens visualmente diferentes podem ser
consideradas similares, do ponto de vista conceitual, por retratarem coisas da mesma natureza. Por
exemplo, uma foto de um cachorro da raça São Bernardo é diferente d uma foto de um cachorro
da raça Dachshund, mas, ao mesmo tempo, podem ser classificadas em um mesmo conceito, já que
ambas representam raças de uma mesma espécie de animal. Doistextos podem falar do mesmo con-
ceito, ou seja, de um mesmo assunto, mas não utilizar as mesmas palavras-chave. No nível conceitual
é possível, inclusive, a comparação de dados considerados inc mparáveis como, por exemplo, uma
imagem e um texto. A Figura 1.1 mostra essa relação entre os dad .
A utilização de conceitos para descrever dados permite abusca conceitual[13][14][15]. Nesse
tipo de busca, não recupera-se um objeto específico, mas informações ou dados sobre um determinado
conceito. Por exemplo, seguindo a Figura 1.1, ao se buscar informações sobre o conceitoF seriam
retornados todos os dados, de qualquer tipo, classificados eindexados sob aquele conceito. Podem,
até mesmo, ser recuperados os localizadores de bases de dados que contenham dados classificados
sob o conceito buscado. É importante notar que um mesmo dado pode ser visto de várias maneiras,
dependendo do domínio de conhecimento em que esse está sendoclassificado. Por exemplo, na Figura
1.1,F pode representar o conceitoCãoem um domínio de conhecimento que definaM míferosou o
conceitoAnimal de estimaçãoem um domínio de conhecimento que definaCoisas encontradas em
uma casa.
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Fig. 1.1: A partir de uma classificação definida por uma ontologia de domínio, diversos dados de
vários tipos (imagens, textos, etc) podem ser relacionadosentre si.
Uma maneira de aumentar o escopo de uma busca conceitual é utilizar a similaridade entre con-
ceitos, definida por alguma função de similaridade. Como pode ser visto na Figura 1.1, os conceitos
da ontologia que representa um domínio possuem certa similaridade entre si, sendo alguns conceitos
mais, ou menos, similares a outros. Em uma busca conceitual por similaridade, além das informações
classificadas pelo conceito buscado, outras, classificadasem conceitos similares, também podem ser
recuperadas, aumentando a abrangência da busca. A similaridade entre conceitos pode, inclusive, ser
utilizada como fator de ordenação dos resultados (ranking), de acordo com o grau de similaridade
dos conceitos em relação ao conceito buscado.
Um ponto importante em tudo o que foi apresentado até agora é anecessidade de organização
desses dados conceitualmente classificados, de forma a facilitar a busca por dados relacionados. De-
vido ao grande volume de dados presentes atualmente na WWW, aindexação se torna cada vez mais
descentralizada, o que resulta em situações nas quais servidor s que disponibilizam dados e serviços
similares podem estar distantes uns dos outros na WWW. Em [16] é apresentado o conceito de por-
tais de conhecimento. Basicamente, portais de conhecimento são portais Web com pouco conteúdo
próprio, mas que fornecem inúmeroslinksapontando para diversos outros servidores que possuam as
informações desejadas. Por trás desses portais, existe a nec ssidade de se indexar e compartilhar um
grande volume de dados, eventualmente classificados semanticamente.
Nesse contexto da organização dos dados, uma estrutura de rede comumente utilizada na indexa-
ção e compartilhamento de grandes volumes de dados são as tabelashashdistribuídas (Distributed
Hash Tables - DHT)[17]. Basicamente, as DHTs são formadas por nós distribuídos, organizados em
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uma rede sobreposta1 (overlay) com uma estratégia de roteamento implementada entre eles.Vários
modelos de redepeer-to-peer(P2P) são implementados sobre DHTs. Comumente, a identificação
de um dado em uma DHT, ou rede P2P, é feita por um valor gerado por uma função dehash, tais
como MD5 (Message-Digest algorithm 5) e os algoritmos da família SHA (Secure Hash Algorithm),
como o SHA-1. Essas funções têm como característica a sua aleatoriedade na geração dos valores de
hashresultantes a partir de um certo dado. Ou seja, os valores gerados não guardam qualquer relação
semântica que porventura exista entre os dados inseridos nafunção dehash. Isso implica em desafios
em uma eventual busca por similaridade. Se dois dados, similares por conceito ou conteúdo, forem
identificados e indexados em uma rede P2P por chaves criadas por funções dehashtradicionais, as
posições que as representações desses dados ocuparão no espaço d indexação da rede sobreposta não
terão relação alguma, podendo inclusive ser indexados “longe” uns dos outros no espaço virtual. Isso
gera maior esforço na recuperação de dados considerados similares.
Uma alternativa utilizada na indexação de dados, sem perdera similaridade entre esses, é a utiliza-
ção de funçõeshashsensíveis à localidade (Locality Sensitive Hash - LSH). Esse tipo de função tem
como característica principal a criação de valores dehashque mantenham, de maneira probabilística,
a similaridade entre dois dados. Basicamente, para dois dados que possuam similaridadep determi-
nada por uma função de similaridade, uma função LSH tem probabilidadep de gerar valores dehash
idênticos para esses dois dados. A utilização de tais valores dehash, gerados por funções LSH, na
indexação dos dados, faz com que esses sejam armazenados próximos uns dos outros no espaço de
indexação, sendo a proximidade medida em alguma métrica. Asfunções LSH são sempre atreladas
a uma função de similaridade e um tipo de representação dos da, como, por exemplo, a função
das permutações independentesMin-Wise[18][19][20], que foi criada para dados representados por
conjuntos de inteiros e que segue a similaridade de Jaccard,e Random Hyperplane Hash(RHH)
[21], criada para dados representados por vetores, seguindo a similaridade do cosseno. Ambas serão
detalhadas no Capítulo 4.
Na literatura é comum encontrar trabalhos que utilizam funções LSH para comparar e relacionar
dados do ponto de vista dos seus conteúdos, ou seja, não há relação conceitual determinada a priori
entre os dados. Esta tese tem como um dos seus objetivos principais apresentar a criação de uma
família de funções LSH que gere valores dehashpara conceitos de uma ontologia, mantendo assim
a similaridade entre eles. Em outras palavras, pode ser ditoque a intenção é a representação de um
conhecimento estabelecido por humanos, como no caso uma ontologia de domínio, em um valor
binário usado na indexação de dados classificados nesse domínio de conhecimento. A Figura 1.2
ilustra esse cenário.
Esta tese apresenta a criação de identificadores para conceitos d uma mesma ontologia de do-
1Redes sobrepostas, também chamadas de redesoverlay, são redes lógicas sobre redes físicas.
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Fig. 1.2: Valores dehashsão criados, para cada conceito, de forma que mantenham a simil ridade
entre eles, por exemplo na distância de Hamming entre os identificadores, que contabiliza o número
de bits diferentes entre duas cadeias binárias.
mínio utilizando funções LSH e tendo como objetivo facilitar a busca conceitual por similaridade
em um sistema de indexação distribuído. Dessa forma, conceit s similares possuirão identificadores
similares e serão indexados próximos uns dos outros no espaço de indexação, facilitando a busca por
conceitos similares.
Nas próximas seções serão apresentados os trabalhos que se relacionam com os assuntos aborda-
dos nesta tese e, em seguida, são resumidas as contribuiçõesgeradas pelas propostas aqui apresenta-
das.
1.1 Trabalhos relacionados
Esta seção apresenta alguns dos trabalhos encontrados na literatura relacionados com os assuntos
abordados nesta tese. Os trabalhos citados foram divididosem três tipos, cada um deles representando
uma das seguintes categorias:
• utilização de funções LSH (Seção 1.1.1) - trabalhos que utilizam funções LSH para relacionar
dados comparáveis uns com os outros;
• utilização de ontologias e busca conceitual (Seção 1.1.2)- trabalhos que utilizam ontologias
para organizar domínios de conhecimento e outros que, além disso, realizam a busca conceitual.
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A busca conceitual baseada em ontologias faz parte do foco principal desta tese;
• indexação semântica de dados em redes P2P (Seção 1.1.3) - trabalhos que mostram a indexação
de dados em redes P2P que utilizam a similaridade semântica,geralmente baseada em funções
LSH.
Nas próximas subseções, serão apresentados cada um desses tipos, descrevendo alguns trabalhos
que os representam.
1.1.1 Utilização de funções LSH
Na literatura são encontrados vários trabalhos que utilizam funções LSH para relacionar e com-
parar dados similares, sendo essa similaridade definida poruma função de similaridade.
Em [22], os autores apresentam como utilizar a função LSHMin-Wise(Seção 4.2.1) para rela-
cionar imagens. Nesse trabalho as imagens são classificadaspor suas “palavras visuais” (objetos ou
formas presentes na imagem) e essas são usadas como conjuntos de palavras, aplicados à função
Min-wise. Imagens que possuam conjuntos similares de palavras visuais possuem maiores chances
de resultarem o mesmo valor dehash.
Em [23] os autores utilizam a função LSH RHH (Seção 4.2.2) para indexar imagens de forma
a manter a similaridade entre elas. Para representar as imagens de forma vetorial são utilizadas
características dessas, como formas e tons de cores presentes na imagem. O trabalho visa problemas
de classificação eclusteringde grandes bases de dados.
Em [24], uma função LSH similar ao RHH é utilizada para relacionar imagens, representadas por
vetores de características, tais como os tons de cores e tipos de textura, visando resolver o problema da
busca por dados similares em um espaço de indexação. Os valores obtidos pelohashsão distribuídos
em recipientes (buckets). Imagens similares possuem grande probabilidade de seremindexadas no
mesmo recipiente, facilitando a busca por similaridade.
Em [25] é utilizada uma variação da função RHH para relacionar diversos tipos de dados, re-
presentados por vetores. Foram utilizados dados estatísticos sobre jogadores da NBA2 e medidas de
temperatura e umidade feitas por redes de sensores. A ideia éiminuir o tamanho das informações
que representam os dados sem perder a similaridade entre eles (muito importante no cenário de redes
de sensores).
Os autores de [26] utilizam funções LSH para encontrar, em uma base de dados, arquivos de
áudio similares. Um usuário indica um trecho de uma música ousom que ele queira recuperar e
são retornados aqueles arquivos que possuem sons similaresao que ele indicou. O usuário pode,
2Associação Nacional de Basquete dos EUA -National Basketball Association.
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inclusive, utilizar um microfone e assoviar ou cantar um trecho da música buscada. Utilizando uma
função LSH, todas as músicas indexadas na base de dados, que possuam trechos parecidos com o
buscado, são retornadas.
Em [27], os autores utilizam funções LSH para identificar vídeos similares em uma base de dados.
O intuito é identificar em uma grande base de dados, por exemplo o Youtube3, vídeos que infrinjam
termos decopyright, comparando os seus conteúdos com o conteúdo original.
Os autores de [28] criaram uma função LSH para buscas por similaridade para dados represen-
tados por vetores com um grande número de dimensões. Os testes são feitos em uma base de dados
de imagens e outra de arquivos de áudio de conversas entre pessoas ao telefone, divididas em arqui-
vos menores, delimitando cada palavra. O intuito do trabalho é melhorar a eficiência, em termos do
espaço necessário para armazenar as tabelashashque comparam os dados em relação à similaridade.
A utilização de funções LSH em sistemas CBIR (Content-Based Image Retrieval) é o foco em
[29]. Cada imagem é representada com um vetor de 238 dimensões, cada coordenada representando
uma característica da imagem. A base de dados testada tinha cerca de 5.000 imagens divididas em 50
categorias. A partir de um grupo de imagens como exemplo foram buscadas outras que possuem valo-
res dehashsemelhantes gerados pela função LSH e é medida a precisão e a cob rtura dos resultados
obtidos.
Uma variação da função RHH é apresentada em [30], concebida para dados estatísticos, definidos
por funções núcleo4 (kernel functions). Os testes usaram uma base de imagens de objetos e fotos de
vários pontos turísticos, retirados de [31], mas o método aplicado também pode ser usado para vários
tipos de dados.
1.1.2 Utilização de ontologias simples e busca conceitual
A busca conceitual é explorada em vários trabalhos presentes na literatura. Nesse tipo de busca,
o objetivo é recuperar dados dados classificados sob um conceito e não somente um dado específico.
Em seguida serão citados alguns deles, com um breve comentário sob e cada um.
Em [13], os autores apresentam a ideia da busca conceitual, mostrando as vantagens que essa
possui sobre buscas baseadas em palavras-chave. O trabalhoorda a categorização de dadoson the
fly5. Alguns testes relacionados com a categorização automática de dados são apresentados.
A autora de [15] discute e apresenta uma maneira de se relacionar c nceitos abordando a análise
3Youtube - http://www.youtube.com (acessado em 29 de março de 2011).
4Funções núcleo são funções usadas em técnicas de estimativas não-parametrizadas. Os núcleos são usados na estima-
tiva da densidade de variáveis aleatórias ou na regressão denúcleo para estimar a expectativa condicional de uma variável
aleatória.
5A expressãoon the flyrefere-se a algum processo que é feito sem tratamento prévio, sendo processado durante o
funcionamento de um sistema ou durante a utilização dos dados.
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formal de conceitos (Formal Concept Analysis- FCA) [32][33]. É dito que o propósito da FCA é
dar suporte ao usuário analisando e estruturando um domíniode interesse. Dado um domínio, um
conceito em FCA é um par de conjuntos: um conjunto de objetos,que são instâncias de um conceito
daquele domínio, e um conjunto de atributos que descrevem o conceito.
Em [14] são descritos os avanços feitos peloInstitutional Repository Search Project6 em pesquisas
sobre a recuperação de informações em repositórios. No artig , os autores afirmam que informações
armazenadas em repositórios ou grupo de repositórios só sãoúteis se puderem ser encontradas, trans-
formadas e interpretadas para satisfazer a necessidade do usuário. O artigo apresenta as experiências
e sucessos obtidos pelo projeto utilizando a busca conceitual.
O artigo [34] trata do processamento de grandes volumes de dados médicos. O trabalho utiliza
FCA em grafos conceituais, organizando os dados pelo conceit em que esses são classificados dentro
de um domínio, melhorando a busca por informações.
Em [35] é discutida a busca conceitual para textos referentes a l is. É citado que, nesse cenário, a
recuperação de informação de forma conceitual depende da construção de uma representação viável
do conhecimento. Na tentativa de se apresentar uma abordagem realista, o trabalho foi modelado
levando-se em consideração a atividade de advogados e pesquisadores na recuperação de informações
que necessitam. O trabalho apresenta como é possível construir um cenário de busca conceitual para
esse tipo de informação, destacando suas vantagens.
O trabalho apresentado em [36] utiliza grafos conceituais pra descrever o conteúdo de imagens.
Dessa forma, facilita a busca por imagens similares, apresentando uma busca baseada em conceitos,
levando em conta o conteúdo das imagens sem classificá-las dentro um domínio de conhecimento.
O trabalho mostra que a utilização de um modelo lógico para busca de informação não é apenas um
modelo teórico, mas pode ser implementado para buscas eficientes.
Os autores de [37] tratam do problema da recuperação de informação em bases de dados mesmo
quando a informação exata é inexistente. Para isso utilizamgr fos conceituais como anotações inter-
mediárias para a representação do conhecimento. O trabalhoapresenta um algoritmo eficiente para
comparação de grafos conceituais para inferência semântica.
O artigo [38] tem como foco a busca por códigos fonte similares. Esse tipo de busca é impor-
tante na identificação de duplicação de códigos e plágio. A duplicação de código é um problema
conhecido em engenharia desoftware(cerca de 20% do total de códigos fonte de grandes sistemas
são repetições [39]) e a identificação de plágio é algo importante quando envolve licenças comerciais
e direitos autorais. A principal contribuição do trabalho éa representação de códigos fonte em um
grafo conceitual, o que permite a comparação entre grafos para a identificação de similaridades.
Em [40], os autores afirmam que, em sistemas de busca, somenteo uso de palavras-chave não é
6Encontrado em http://www.intute.ac.uk/irs (acessado em 28 de março de 2011).
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suficiente, sendo necessária também a comparação conceitual. U ilizam conceitos organizados em
ontologias e discutem formas de se comparar e utilizar a similar dade entre esses conceitos em buscas
conceituais.
Os autores de [41] afirmam a importância da similaridade conceitual para o contexto da Web
Semântica e propõem uma medida de similaridade para lógicasde descrição7 complexas. Definem
também um conjunto de critérios que uma medida como essa deveter para que seja concordante com
o comportamento semântico esperado.
O artigo [42] mostra como é possível aproximar a WWW, baseadam HTML (HyperText Markup
Language), e a Web Semântica, baseada em RDF (Resource Description Framework), pela interliga-
ção de palavras em um texto e conceitos em uma ontologia. O artigo presenta métodos automáticos
de mapeamento de conceitos equivalentes importados de ontologias descritas em RDF, que permitem
a integração de ontologias de domínios específicos utilizadas em recuperação de informação baseada
em conceitos.
Em [43] é apresentada uma métrica para medir a similaridade semântica entre palavras. A abor-
dagem é baseada em ontologias representadas por uma base de conhecimento geral para criar dinami-
camente uma rede semântica baseada em propriedades linguísticas. Essa rede semântica é combinada
com a métrica apresentada no trabalho para contabilizar a similaridade entre palavras, dessa forma
obtendo uma estratégia eficiente para ordenar documentos digitais da Web, de acordo com a intenção
de um usuário.
1.1.3 Indexação semântica em redes P2P
A indexação semântica de dados em sistemas distribuídos, mai precisamente em redes P2P, é
abordada nos trabalhos citados a seguir.
Em [19] os autores propõem uma maneira de se resolver buscas por intervalo de valores em
redes P2P. Uma busca por um intervalo de valores pode ser ilustrada como a recuperação de todos
os registros, presentes em uma base de dados, de pessoas que po suam idade entre 30 e 50 anos. A
abordagem utilizada foi indexar os dados levando em conta umintervalo fixo de valores. Por exemplo,
para idade entre 30 e 50 anos, o conjunto de valores utilizados foi {30, ..., 50}. Esse conjunto de
valores foi utilizado como um conjunto de inteiros, aplicando-se a função LSHMin-wise. Valores
que estejam contidos nos mesmos intervalos possuem alta prob bilidade de serem indexados com o
mesmo identificador na rede P2P.
Em [44], os autores utilizam a função LSHMin-wisepara indexar textos em uma rede P2P. Cada
7Lógica de descrição (Description Logics) é uma família de linguagens para representar um domínio de cnhe imento,
caracterizadas por semânticas formais bem definidas e um conjunt de operadores usados para definir relações existentes
naquele domínio.
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texto é representado por um conjunto de palavras-chave, e esse conjunto é utilizado pela funçãoMin-
wise, gerando um identificador semântico (chamadosemID). Textos similares, ou seja, que possuam
palavras-chave similares, possuem alta probabilidade de gerar o mesmosemID. Para aumentar a
probabilidade de textos similares gerarem o mesmoemID, são utilizadas cerca de 20 funções do tipo
Min-wisee cadasemIDcriado é indexado em uma rede P2P. Dessa forma, aumenta-se a chance de
que textos similares sejam indexados no mesmo nó da rede em pelo enos um dessessemIDs.
Em [45] é utilizada a semântica dos dados para o roteamento demensagens em uma rede P2P.
Os nós classificam seus dados utilizando uma ontologia e divulgam os conceitos que possuem dados
associados. Ao receber uma mensagem de busca, os nós a encaminham somente para os vizinhos que
possuem dados do conceito procurado.
Ontologias também são utilizadas em [46] para agregar nós pela emântica dos seus conteúdos em
uma redeoverlaydo tipo P2P, composta por várias SONs (Semantic Overlay Networks). Uma SON
é composta por um grupo de nós que possuem dados com a mesma clasificação semântica. Um nó
escolhe de quais SONs ele fará parte de acordo com o tipo de dados que possui, podendo fazer parte
de várias ao mesmo tempo. Buscas são encaminhadas para as SONs que possuem o tipo de dado
procurado.
Em [47] é apresentado um modelo de rede P2P no qual, a partir deuma ontologia em comum, os
nós podem escolher para qual vizinho enviar uma requisição de busca, baseados nos dados que esses
vizinhos possuem. É utilizada uma função de similaridade entre conceitos da ontologia para o envio
das mensagens, evitando-se assim mensagens embroadcastpara todos os nós da rede.
Os autores de [48] organizam, em uma DHT, recursos e aplicações disponíveis em uma grade
computacional (grid). Esses recursos e aplicações são descritos por ontologiasque definem seus
tipos e características. Cada domínio é indexado nos nós da DHT, facilitando a busca por recurso
ou aplicação pelo respectivo tipo. É utilizada a similaridade entre conceitos de uma ontologia para a
busca de recursos.
Uma DHT baseada em hipercubo e otimizada para buscas embroadcasté apresentada em [49]. O
trabalho apresenta como construir tal rede, de forma a minimizar o número de mensagens necessárias
para se atingir todos os nós que a compõem. O trabalho também cita a possibilidade de se construir
essa DHT seguindo uma ontologia que defina os dados disponíveis a rede. A alternativa apresentada
é a construção de vários hipercubos, cada um representando os nós que possuem dados de um certo
conceito da ontologia.
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1.2 Contribuições desta tese
A respeito dos trabalhos relacionados, apresentados nas seções anteriores, é importante citar al-
guns pontos que esses possuem em comum.
Os trabalhos relacionados, referentes à utilização das funções LSH, possuem como característica
em comum a relação entre dados pelos seus conteúdos. Por exemplo, [22], [23] e [24], imagens
são representadas e comparadas pelo conteúdo (tons de cores, formas geométricas, etc) e não pelo
que representam. Em [44], um trabalho que tanto usa funções LSH quanto indexa os resultados
em uma DHT, textos são relacionados pelas palavras-chave pres ntes e não pelo assunto ou tema.
Em [19] e [25], dados que possuem valores parecidos para determinada característica são indexados
similarmente. Trechos de áudio e vídeos são comparados em [27] e [ 8], respectivamente. Esse
tipo de abordagem na comparação dos dados gera dificuldades quando a busca é feita de maneira
conceitual. Em nenhum desses trabalhos é possível uma buscado tipo: “recupere todos os vídeos
de um jogo de futebol”, “quais são as imagens que retratam raças de cães?” ou mesmo, “recupere
vídeos, textos e imagens sobre música”.
Os trabalhos citados que estão relacionados à utilização deontologias para organização dos dados
e apresentam maneiras de se executar uma busca conceitual não discutem como tirar proveito dessa
classificação na maneira como esses dados serão indexados. Aindexação dos dados levando em
consideração a similaridade, no nível conceitual, facilitr a a busca por conceitos similares, fazendo
com que esse tipo de busca seja menos custosa ao sistema, poisdados considerados conceitualmente
similares estariam armazenados próximos uns dos outros no epaço de indexação. Dessa forma, a
busca por um grupo de dados se torna mais fácil quando comparada com a busca de um grupo de
dados indexados de forma aleatória, por exemplo, utilizando funções dehashtradicionais.
Os trabalhos relacionados com o uso de DHTs na indexação de dados que possuam classificação
semântica não se preocupam em minimizar o esforço necessário para buscar um grupo de conceitos
com certo grau de similaridade entre eles. Geralmente, esses trabalhos indexam cada dado várias
vezes, utilizando várias funções de uma família de funções LSH, na tentativa de aumentar a probabi-
lidade de dados similares serem indexados nos mesmos nós, como visto em [44]. Isso pode acarretar
em uma grande sobrecarga no sistema do ponto de vista do volume de dados indexados. O trabalho
apresentado em [44] indexa textos utilizando funções LSH emsuas palavras-chave, indexando cada
texto por volta de 20 vezes. Em outras palavras, para cada documento de texto indexado, 20 chaves
serão indexadas no sistema. Essa não parece ser uma boa opçãoà medida que o volume de dados
indexados aumenta.
Esses são os pontos principais tratados nesta tese. A proposta apresentada tem como objetivo
relacionar dados por seus valores conceituais, combinandoclassificação conceitual definida por
ontologias e funções LSH, o que permite e facilita a busca conceitual em sistemas distribuídos, como
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por exemplo, uma DHT.
As contribuições desta tese podem ser resumidas em:
• apresentar uma metodologia que utiliza funções LSH na criação de identificadores para a in-
dexação de conceitos de ontologias simples (lightweight) mantendo a similaridade entre eles,
permitindo a busca por similaridade conceitual que, por consequência, facilita a busca por si-
milaridade de conteúdo;
• apresentar resultados que mostram que a metodologia de utilização de função LSH, apresentada
nesta tese, agrega os conceitos de uma ontologialightweightem um espaço de indexação, sendo
que tal agregação segue a similaridade definida por diferentes métodos de similaridade entre
conceitos de uma mesma ontologia;
• apresentar cenários de aplicação para busca conceitual, baseadas em redes P2P sobre DHTs e
mostrar como a utilização de funções LSH na indexação de conceit s facilita a busca de dados
conceitualmente similares.
No decorrer desta tese será apresentado como utilizar funções LSH para manter a similaridade
conceitual dos dados. A ideia principal é que, se em primeirolugar há uma busca conceitual, uma
busca por conteúdo se tornaria mais fácil, já que o escopo dessa s torna mais limitado. A simila-
ridade entre conceitos pode ser usada tanto para complementar r sultados quanto para ordená-los,
destacando os que possuem maior semelhança com o conceito buscado. Por exemplo, sejam dois
conceitos similaresA e B, uma busca por dados classificados no conceitoA pode gerar uma lista
de dados classificados nesse conceito, seguidos de outros classifi ados no conceitoB, dadas as suas
similaridades com o conceitoA.
1.3 Organização da tese
Esta tese foi dividida em sete capítulos sendo os quatro primeiros voltados para a fundamentação
teórica que será utilizada no restante do trabalho e, a partir do Capítulo 5, é apresentada a proposta de
utilização de funções LSH para busca conceitual e cenários de aplicação. Segue uma breve descrição
dos capítulos que virão a seguir.
• Capítulo 2 - Modelagem do conhecimento: esse capítulo apresenta formas de modelagem
de conhecimento, citando diversos tipos de conhecimento utilizados pelos seres humanos e
como esses podem ser representados em sistemas computacionais. É apresentado também o
conceito de ontologia e como essa pode ser usada como esquemade dados, na Ciência da
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Computação, para processamento e inferência de informações. A utilização de domínios de
conhecimento definidos utilizando ontologias, empregadasna classificação de dados, é um dos
pontos principais desta tese. Nesse capítulo também são apresentadas a Web Semântica e a
busca conceitual, contextos em que as propostas desta tese encontram motivação.
• Capítulo 3 - Similaridade: apresenta o conceito de similaridade encontrado na literatura, mos-
trando sua importância para o processamento do conhecimento humano. Nesse capítulo são
apresentadas algumas formas de se medir a similaridade entre dois elementos, representados
de diversas maneiras como, por exemplo, entre textos, cadeias caracteres, vetores em um
espaço vetorial, etc. Há um maior destaque para as medidas desimilaridade entre conceitos de
uma mesma ontologia, por ser o foco desta tese.
• Capítulo 4 - Funções sensíveis à localidade (Locality Sensitive Hash- LSH): apresenta as
funçõeshashsensíveis à localidade (Locality Sensitive Hash- LSH). Basicamente, esse tipo
de função gera valores dehashde maneira que a similaridade entre dois dados, medida por
uma função de similaridade, seja mantida em alguma métrica.Será mostrado que cada função
LSH é definida para uma determinada função de similaridade e para dados representados de
maneiras específicas (por exemplo: vetores, conjuntos de atributos, etc). O capítulo apresenta
dois exemplos de função LSH que serão utilizadas nas propostas desta tese.
• Capítulo 5 - Utilização das funções LSH a partir da classificação conceitual dos dados:
apresenta a proposta de utilização de funções LSH com a classifi ção conceitual dos dados
definida por uma ontologia. A partir de uma classificação semântica, foi utilizada uma função
LSH que relaciona dados similares conceitualmente, facilit ndo uma busca por conceito em um
sistema de indexação.
• Capítulo 6 - Testes e análise: apresenta cenários de aplicação e testes utilizando a função
LSH baseada em ontologia. No capítulo são mostrados dois cenários baseados em redes P2P
construídas sobre DHTs. Um desses cenários utiliza a distânc a Euclidiana como métrica de
proximidade e o outro utiliza a distância de Hamming. Em ambos os casos os testes foram bem
sucedidos, reduzindo o esforço necessário para recuperar dados similares referentes ao número
de saltos na DHT.




Conhecimento é o entendimento sobre um assunto [50]. Esse entendimento inclui conceitos e
fatos sobre esse determinado assunto, assim como as relações entr eles e como essas podem ser
utilizadas para gerar novas informações.
A Inteligência Artificial (IA) é o ramo da Ciência da Computação que estuda a natureza do conhe-
cimento humano e como transmitir esse conhecimento para máquinas, de forma que essas possuam
ou simulem a capacidade racional e resolvam problemas. A área da IA define alguns conceitos bá-
sicos sobre conhecimento comoarmazenamento, recuperação, raciocínioe aquisição, definidos em
[2] como a seguir:
• armazenamento de conhecimento: é o processo de inserção de conhecimento em um sistema
computacional. Esse conhecimento é codificado de maneira que possa ser explorado pelo sis-
tema;
• recuperação de conhecimento: é o processo de recuperar uma informação armazenada, de
maneira codificada, em um sistema computacional;
• raciocínio: é o processo de se utilizar informações de uma base de conhecimento para definir
conclusões, inferências e explicações;
• aquisição de conhecimento: é o processo de se adquirir, organizar e estruturar conhecimentos
sobre um tópico ou domínio, de forma a formatá-los para inserí-los no sistema.
Em IA, todos esses processos são estudados a partir de observações do comportamento humano.
Utilizando os princípios citados que os humanos são capazesde, ao se depararem com uma situação
nunca vista, conseguirem se adaptar a ela, baseando-se em exp riências anteriores. Por exemplo, se
um usuário está acostumado a utilizar uma determinada interface gráfica em seu computador, ao ser
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apresentado a uma outra, esse terá mais facilidade de compreende a interface nova devido ao fato de
já possuir experiência com a interface anterior.
A Ciência Cognitiva identifica vários tipos de conhecimentoque os humanos comumente utilizam,
os quais são considerados na área de IA. A existência dessa variedade de tipos de conhecimento
indica a capacidade humana de organizar, estruturar e utilizar experiências prévias na resolução de
problemas. Alguns dos tipos de conhecimento utilizados pela IA, como mostrados em [2], são:
• conhecimento procedural: é o tipo de conhecimento relacionado a procedimentos e resolução
de problemas. Geralmente esse tipo de conhecimento pode serfinido, por exemplo, em forma
de algoritmo;
• conhecimento declarativo: descreve o que é conhecido sobre um tópico ou um problema, de-
finindo detalhes de um objeto. Pode apresentar tanto fatos que ão verdadeiros quanto fatos
falsos;
• metaconhecimento: é o conhecimento sobre o conhecimento. É utilizado para determinar se
um conhecimento é adequado ou inadequado para tentar resolver um problema;
• conhecimento heurístico: inclui regras que guiam o processo de resolução de um problema
baseado em experiências anteriores, intuições e habilidades in ividuais e um bom entendimento
do problema;
• conhecimento estrutural: descreve estruturas e modelos para organizar problemas e soluções.
Define relações entre as diferentes partes do conhecimento doutras categorias. Essas relações
são geralmente do tipo “é um” e “parte de”;
• conhecimento inexato e incerto: descreve problemas, tópicos e situações nas quais a informação
é imprecisa, indisponível, incompleta, aleatória ou ambígua;
• conhecimento de senso comum: termo utilizado para descrever o grande volume de conheci-
mento humano sobre o mundo que não pode ser colocado facilmente em um sistema computa-
cional [51];
• conhecimento ontológico: uma representação do conhecimento de um domínio específico. Des-
creve os conceitos dos elementos daquele domínio e os termospadronizados utilizados pelas
pessoas que interagem naquele domínio [52].
A Tabela 2 (adaptada de [50] em [2]) resume esses tipos de conhe imento, apresentando os ele-
mentos que os compõem.
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Tab. 2.1: Tipos de conhecimento humano [2].
Tipo de conhecimento Elementos existentes
Procedural regras, estratégias, agendas, procedimentos
Declarativo conceitos, objetos, fatos
Metaconhecimento conhecimento sobre outros tipos de conhecimento
Heurístico regras gerais
Estrutural conjuntos de regras, relações entre conceitos e conceitos eobjetos
Inexato ou incerto probabilidades, incertezas, conjuntos e lógicafuzzy
Senso comum proposições padrão, aproximações, hierarquias e analogias ger is
Ontológico conceitos, relações entre conceitos, axiomas, restrições
Um dos desafios de se utilizar esses diversos tipos de conhecimentos em sistemas computacionais
está relacionado com a forma em que esses podem ser representados. A representação deve ser feita
de tal maneira que o conteúdo principal do conhecimento sejaaproveitado de forma correta pelo
sistema. A próxima seção apresenta algumas das formas de representação de conhecimento em um
sistema computacional.
2.1 Representação do conhecimento
Em sistemas computacionais, a melhor forma de se representar um conhecimento depende de
cada aplicação. Diferentes cenários de aplicação demandamdiferentes formas de representação de
conhecimento. Todas as representações são imperfeitas e qualquer imperfeição pode originar erros,
mas por outro lado, uma representação adequada de um conhecimento é o meio para uma computação
eficiente sobre aquele conhecimento [53].
Na literatura são encontradas várias formas de representação do conhecimento em sistemas com-
putacionais que descrevem os tipos de conhecimento descritos na seção anterior. A seguir, como
discutido em [2], serão mostradas algumas dessas formas de representação:
• triplas do tipo objeto-atributo-valor: esse tipo de representação, também conhecida como
triplas OAV, representa objetos e seus atributos, definindoval res para esses atributos. Por
exemplo a frase “A camiseta é vermelha” pode ser escrita comoum tripla OAV “Camiseta-cor-
vermelha”, como visto na Figura 2.1.
Cada objeto pode possuir vários atributos, permitindo a criação de várias triplas para descrevê-
lo;
• fatos incertos: uma forma de estender o conceito de uma tripla OAV é inserir um fator de
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Fig. 2.1: Representação de uma tripla OAV.
certeza (ou incerteza) em sua descrição. Por exemplo, é possível descrever a certeza de um fato
definindo as seguintes faixas de valores:falso= -1,provavelmente falso= -0,5,desconhecido=
0,provavelmente verdadeiro= 0,5,verdadeiro= 1. Os valores definidos para a quantificação da
incerteza da afirmação podem ser granularizados da forma quefor n cessária, para uma maior
precisão na tripla. Dessa maneira, um fato incerto, como a frase “A camiseta provavelmente é
cara” pode ser escrita como uma tripla OAV com fator de certeza “Camiseta-preço-caro, 0,7”,
como visto na Figura 2.2.
Fig. 2.2: Representação de uma tripla OAV com fator de certeza FC.
• fatos fuzzy: representam incertezas usando termos imprecisos e ambíguos comumente utiliza-
dos em linguagem natural. Por exemplo, a frase “A camiseta é velha” pode ser interpretada de
várias formas, dependendo do conceito de “velha” de quem recebe a informação.
• regras: é uma técnica que relaciona premissas (condições ou antecedentes), ou uma situação, a
uma ou mais conclusões (consequências) ou ações. Exemplo:
SE - Está chovendo
E - É preciso sair à rua
ENTÃO - É preciso usar um guarda-chuva.
Geralmente as premissas são representadas por fatos e as conclusões ou ações podem gerar um
novo fato ou executar uma ação, invocando um procedimento. Ép ssível gerar regras com fator
de incerteza e regras do tipofuzzy;
• redes semânticas: também chamadas de mapas de conceitos, são representaçõesque t ntam
refletir a cognição, ou seja, a maneira como as informações são relacionadas pelos seres huma-
nos [54]. As redes semânticas representam objetos, conceits e situações de um determinado
domínio de conhecimento, conectados por relações. A Figura2.3 mostra essa representação
apresentando os conceitos na forma de elipses e os atributoscomo quadrados, sendo que um
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conceito pode ter diversos atributos. A partir da representação mostrada na Figura 2.3, é possí-
vel inferir vários fatos:Futebolé umEsportedo tipoColetivo, assim comoBasquetee Vôlei.
No Futebolparticipam 11 jogadores por equipe enquanto que noBasqueteeVôleiparticipam 5
e 6, respectivamente.NataçãoeJudôtambém são do tipoEsporte, mas de naturezaIndividual.
Não há um padrão para as redes semânticas serem representadagrafic mente, mas tipicamente
são representados conceitos (classes), suas instâncias (objetos), atributos desses conceitos, re-
lações entre classes e objetos e valores de atributos.
Fig. 2.3: Exemplo de representação de um domínio em rede semântica.
As relações podem ser de qualquer tipo, porém as mais comuns são “é um” e “é parte de”. Uma
vantagem das redes semânticas é a facilidade de inserção de novos conceitos e relações. Uma
desvantagem é a falta de expressividade para a representação de exceções;
• frames: são similares a classes e objetos na programação orientadaa objetos. Existem as “clas-
sesframes” que representam as características comuns de um conjunto de objetos similares, por
exemploPessoa, Carro, etc. “Framesde instância” representam instâncias específicas de uma
classe, por exemploMárcia pode ser uma instância dePessoa. Cadaframepossuislotsque
representam seus atributos.Framese redes semânticas são muito similares, porém a primeira
possui algumas técnicas não possíveis de se executar nas redes semânticas, como as “facetas”.
Nos frames, as facetas são atreladas alotse possuem procedimentos que são invocados se o
valor do atributo representado pelosl t for alterado.
Como visto, são vários os tipos de conhecimentos processadopel ser humano e várias são as
representações possíveis para esses conhecimentos em um siste a computacional. Uma das for-
mas mais importantes de se definir um tipo de conhecimento, geralm nte utilizada para definir um
domínio, é pelo emprego de ontologias. A próxima seção apresentará as ontologias, mostrando a
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representação dessas como redes semânticas, discutidas aneriormente. Esse tipo de conhecimento e
representação serão importantes para o decorrer desta tese.
2.2 Ontologias
A palavra ontologia vem do gregoontosque significa “ser” elogia que significa “conhecimento”.
Na Filosofia remete ao estudo do ser, mais precisamente, ao estudo de categorias das coisas que
existem ou podem existir em algum domínio. Uma ontologia de domínio define e explica as coisas
existentes naquele domínio [2].
Em [55], o autor define ontologia como uma “especificação de uma conceituação”. Por concei-
tuação entende-se o ato de descrever e definir um domínio de conh cimento, por meio da definição
de seu vocabulário, seus conceitos e entidades, assim como as relações que podem existir entre si.
Especificação significa uma representação formal e descritiva de algo.
Em Ciência da Computação, ontologia pode ser vista como um modelo de dados que representa
um conjunto de conceitos existentes em um domínio de conhecimento, definindo as relações entre
eles e as regras para a realização de inferência e raciocíniosobre dados. A especificação de um
determinado domínio de conhecimento traz benefícios quando o conhecimento é compartilhado, es-
tabelecendo um padrão que deve ser seguido, evitando ambiguidades e interpretações equivocadas.
Esse fato é especialmente importante quando há a necessidade de integração de dados provenien-
tes de fontes heterogêneas, como em pesquisas feitas em conjunto por vários grupos de cientistas e
pesquisadores de diversas áreas [56].
Em [16], o autor cita as seguintes áreas nas quais as ontologias são especialmente úteis:
• colaboração: ontologias provêem o compartilhamento de conhecimento entre membros de ti-
mes interdisciplinares e em comunicação entre agentes;
• interoperação: ontologias facilitam a integração de informações, especialmente em aplicações
distribuídas;
• educação: ontologias podem ser usadas como meio de publicação e fonte de referência;
• modelagem: ontologias representam blocos reutilizáveisem sistemas de modelagem no nível
do conhecimento.
Uma característica das ontologias que pode dificultar seu uso é o fato delas poderem ser tão
complexas quanto se queira. Uma forma de se definir ontologias mais simples, diminuindo sua com-
plexidade, é a utilização de ontologiaslightweight(também chamadas de taxonomias ou hierarquias
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de conceitos ISA) [57]. Essa estrutura é modelada como uma hier rquia de conceitos de um determi-
nado domínio, estabelecendo as relações entre eles. Uma forc mum de se representar ontologias
lightweighté utilizar uma rede semântica, apresentada na seção anterior. A Figura 2.3 representa, em
uma rede semântica, uma ontologialightweightpara o domínioEsporte.
Resumindo, pode-se afirmar que a partir de qualquer ontologia é possível definir uma ontolo-
gia lightweight, sendo essa mais simples, porém, menos expressiva [2]. Geralmente uma ontologia
lightweightpossui somente relações do tipo “é um” ou “é parte de” entre seus conceitos. Esse é o
tipo de ontologia que será utilizada no decorrer dessa tese,inclusive nos cenários de aplicação.
Esse modelo de dados é muito importante no cenário atual da Web Semântica, que será apresen-
tado na próxima seção. A definição de domínios e classificaçãode dados em modelos como os aqui
apresentados é determinante para que o valor semântico dos da seja bem explorado pelos sistemas,
permitindo inferências entre si.
2.3 Web Semântica
A World Wide Web(WWW) foi criada por Tim Berners-Lee na tentativa de resolver problemas re-
lacionados ao gerenciamento de um grande volume de dados disponíveis no CERN1 [58]. A WWW
foi concebida como uma infraestrutura descentralizada baseada na interligação de documentos por
hyperlinks. Navegando peloshyperlinks, o usuário pode “saltar” de um documento a outro, sem pre-
cisar se preocupar em quais servidores esses estão localizados. Inicialmente, essa abordagem foi feita
para se navegar por documentos dentro do CERN, mas com o uso depr tocolos padrões na Internet,
como a pilha TCP/IP, o emprego da WWW se alastrou interligando documentos armazenados em
diferentes servidores, de diferentes organizações, em diferentes lugares do globo. Com isso, barreiras
técnicas e físicas foram quebradas [59].
Do ponto de vista das máquinas, a WWW, como originalmente concebida, é uma rede de docu-
mentos interligados, sem informação alguma em relação a essa interligação. Em 2001, Tim Berners-
Lee definiu a ideia da Web Semântica [12], uma evolução da WWW que tem o intuito de complementá-
la. De maneira simplificada, pode-se afirmar que a Web Semântica é uma camada sobre a WWW
convencional, na qual dados são classificados pelo que significam e de maneira que possam ser enten-
didos pelas máquinas, propiciando a inferência e o raciocínio sobre eles, abrindo novas possibilidades
de aplicações antes impossíveis de serem realizadas.
Na WWW convencional, um usuário pode facilmente identificaro significado dos documentos e
das interligações entre eles. Por exemplo, ao navegar pelowebsitede uma empresa, o usuário facil-
1A sigla CERN vem do francêsConseil Européen pour la Recherche Nucléaire. Em 1954 esse conselho foi dissolvido
dando origem à uma nova organização, que recebeu o nome deEuropean Organization for Nuclear Research, entretanto,
a sigla CERN foi mantida.
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mente reconhece que aquela página descreve uma empresa, localizada em certo endereço, que atua
em determinados ramos e oferece certos serviços. Ao acessara eção dowebsiteque lista os seus
funcionários, possivelmente existindohyperlinksque interligam aquela seção às páginas pessoais dos
funcionários, o usuário facilmente compreende a relação implícita daquela ligação entre os diferentes
documentos. A Web Semântica tem como intuito transferir esse conhecimento para as máquinas.
Como um exemplo simples, owebsitede uma empresa pode ser classificado como o conceitoEm-
presa, dentre os conceitos que definem um domínio de conhecimento.Esse conceito pode ter relações
do tipo “trabalha” em ou “emprega” com um conceito do tipoPessoae assim por diante. Nas palavras
de Tim Berners-Lee, enquanto a WWW convencional é uma “rede ddocumentos”, a Web Semântica
é uma “rede de coisas”, pois nela é possível a existência de uma representação virtual para qualquer
entidade e relação do mundo real.
O Consórcio World Wide Web (World Wide Web Consortium- W3C)2 define padrões para a
Web Semântica, como oResource Description Framework(RDF) [60] e aWeb Ontology Language
(OWL) [61]. Esses padrões são utilizados para descrever a classificação e atributos dos dados, no
caso do RDF, e descrever domínios de conhecimentos, ou ontologias, no caso do OWL. A Figura 2.4
apresenta as camadas padronizadas da Web Semântica3.
Fig. 2.4: Camadas da Web Semântica.
As camadas apresentadas na Figura 2.4 podem ser descritas como a seguir [62]:
• camada Unicode e URI (Uniform Resource Identifier): essa camada define como os dados serão
codificados, do ponto de vista da representação dos caracteres e como serão identificados. O
padrão Unicode define a codificação dos caracteres e a URI identifica um dado na Internet;
2Comunidade internacional que desenvolve padrões com o objetiv de garantir o crescimento da web
(http://www.w3.org/ - acessado em 09 de abril de 2011)
3Na literatura são encontradas outras versões na organização d s camadas da Web Semântica. É possível dizer que a
Web Semântica não possui um modelo único de camadas e encontra-se em processo de evolução
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• camada XML/XMLS (Extensible Markup Languagee XML Schema) e namespace: define que
os dados sejam estruturados utilizando XML/XMLS e sigam um espaço de nomes (namespace)
bem definido;
• camada RDF/RDFS (Resource Descriptione RDF Schema): define o modelo básico para a
representação de fatos, no caso o RDF, e uma estrutura conceitual simples, no caso o RDFS;
• camada de ontologia: utiliza linguagens mais expressivasque o RDFS. Atualmente, na Web
Semântica é comumente utilizada a linguagem OWL (eb Ontology Language);
• camada lógica: é utilizada para aumentar ainda mais a expressividade da camada de ontologia
e permitir a determinação de conhecimentos declarativos específicos para determinadas aplica-
ções;
• camada de prova: envolve o processo de dedução e comprovação das informações das camadas
inferiores;
• camada de validação: envolve a validação das assinaturas digitais das informações providas
pelas camadas inferiores. Trata-se de uma camada importante, pois é essencial que os usuários
confiem nos serviços oferecidos pela Web Semântica, para queessa possa ser usada em sua
totalidade.
Aplicações que desejam explorar essas informações atreladas aos dados, ou seja, esse “novo” tipo
de dado, devem ser capazes de executar as seguintes tarefas,citadas em [63]:
• encontrar fontes de dados relevantes: é desejado que as aplicações possuam maneiras de en-
contrar fontes de dados relevantes de maneira dinâmica, durante seu funcionamento;
• selecionar conhecimento apropriado: as aplicações devemsel cionar os conhecimentos e dados
apropriados dentre aqueles que foram previamente analisados, partir de critérios previamente
determinados e específicos, para aquele tipo de aplicação;
• explorar fontes heterogêneas de dados: as aplicações devem usar dinamicamente dados hetero-
gêneos e genéricos;
• combinar ontologias e recursos: devido à grande variedadee fontes e tipos de dados, as apli-
cações devem combinar conhecimentos de diversas fontes e utilizá-los.
Como visto, quase todos os itens citados acima remetem à busca e processamento de dados semân-
ticos, desde encontrar fontes de dados relevantes, selecionar o conhecimento apropriado até combinar
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recursos. Para lidar com este paradigma, no qual os dados possuem muito mais valor semântico, no-
vos métodos de busca são necessários. Em [64] é feita uma revisão de vários métodos de busca
semântica, classificando-os como métodos orientados a documentos, orientados a entidades e conhe-
cimento, para busca de conteúdo multimídia, centrados em relações, baseados em análise semântica
e baseados em mineração de dados. Esses tipos são explicadosa seguir.
• Métodos orientados a documentos: o principal objetivo é a busca por documentos tais como
páginasweb, publicações científicas ou mesmo ontologias. Nesta categoria, os documentos
possuem anotações semânticas, geralmente em RDF, seguindouma ontologia de domínio, pro-
vendo informação sobre os tópicos e o conteúdo dos documentos. O processo de busca é feito
comparando-se termos pesquisados pelo usuário com os existentes nas anotações semânticas;
• métodos orientados a entidades e conhecimentos: esses métodos expandem o escopo das
buscas convencionais, que passa a não buscar somente documentos. É utilizada a relação en-
tre termos de um mesmo domínio, definidos pelas ontologias, para a exploração e navegação
através dos dados. Resultados mais amplos são providos, mostrando relações e atributos das
entidades recuperadas;
• métodos para busca de conteúdo multimídia: nesta categoria, conteúdos multimídia (ima-
gem, vídeo, áudio) possuem anotações semânticas baseadas em ontologias. Esse método é si-
milar ao método orientado a documentos, mas existem alguns desafios adicionais devido ao fato
que a extração de informações semânticas de um documento, por exemplo suas palavras-chave,
é mais simples do que a extração dessas informações em conteúd s multimídia. O processo de
busca é o mesmo, buscando por anotações dos conteúdos;
• métodos centrados em relações: esses métodos usam termos implícitos utilizados pelos usuá-
rios. Analisadores léxicos ou processadores de inferênciasão aplicados utilizando uma base
de conhecimento. Sinônimos são empregados para aumentar o escopo da busca, assim como a
combinação de sujeito, predicado e objeto;
• métodos baseados em análise semântica: nesta categoria, soluções baseadas na teoria dos
grafos são usadas para representar, interpretar e descobrir relações complexas entre os recursos.
Bases RDF são modeladas como grafos diretos e as arestas são utilizadas como caminhos entre
um elemento e outro;
• métodos baseados em mineração de dados: a maior parte das informações que podem ser
recuperadas não está indexada, não possui anotações semânticas ou não estão relacionadas
com outras informações. Dessa forma, alguns tipos de informações são mineradas de grandes
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quantidades de dados. Por exemplo, a questão “quais foram osprodutos agrícolas mais produ-
zidos no Brasil no ano de 2010?” somente pode ser respondida após a análise de uma grande
quantidade de dados (documentos, páginasweb, etc), usando alguma técnica de inferência de
conhecimento por mineração de dados.
Esta tese tem como foco a busca por entidades e conhecimento,na qual o alvo da busca não é
um documento específico de um certo tipo, mas dados de vários tipos que compartilham a mesma
classificação ontológica dada por uma ontologia de domínio.A partir da definição de um domínio de
conhecimento, é possível descrevê-lo em conceitos e classific r dados. Seguindo a proposta da Web
Semântica, podemos citar, como exemplo, vários projetos que utilizam classificação semântica por
hierarquia de conceitos para diversos domínios diferentes. Por exemplo,MusicMoz4, Musicbrainz5,
Yahoo!6 são alguns exemplos de base de dados que possuem uma classificação conceitual para definir
o domínioMúsica. Esse tipo de classificação possibilita a busca conceitual,na qual um usuário não
busca por um dado específico, mas sim dados referentes a um meso conceito. Por exemplo, com
a estrutura lógica da Web Semântica, é possível buscar “todos s funcionários da empresa X”. A
próxima seção apresenta definições para os conceitos relacionados à busca conceitual.
2.4 Busca Conceitual
Vários trabalhos na literatura consideram somente o conteúdo dos dados para criar relações entre
eles. Imagens são relacionadas entre si pelas suas características visuais (histograma, formas geomé-
tricas) [24][23], textos são relacionados pelas palavras-chave que possuem [20][65], etc. Acima da
similaridade de conteúdo há um outro nível de similaridade,no qual dados de vários tipos (imagens,
vídeos, textos, etc) podem ser agrupados pela sua classificação em um domínio de conhecimento,
geralmente definido por um conjunto de conceitos. Por exemplo, um texto sobre futebol, um vídeo
sobre um jogo de futebol e uma foto de um momento importante deum jogo de futebol podem ser
agrupados em um mesmo conceito, por exemploFutebol. Utilizando essa abordagem, é possível exe-
cutar abusca conceitual[13][14][15], na qual o objetivo é recuperar dados classificados pelo mesmo
conceito em um domínio de conhecimento. Esse tipo de busca é mais a pla que as buscas baseadas
em palavras-chave, como dito em [13]. Em uma busca baseada emp lavras-chave, é necessária a
existência dessas palavras-chave, ou sinônimos, nos dadosbuscados, por exemplo: palavras em um
texto, marcações nas anotações de uma imagem, etc. Na busca conceitual isso não é necessário pois,
não importando seu conteúdo, os dados podem ser classificados em um mesmo conceito específico
4MusicMozutiliza uma hierarquia de conceitos - http://musicmoz.org(acessado em 30 de março de 2011).
5Musicbrainzutiliza tags conceituais relacionadas - http://musicbrainz.org (acessado em 30 de março de 2011).
6Diretórios de categorias doYahoo!- http://dir.yahoo.com (acessado em 30 de março de 2011).
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do domínio. Em uma busca por um conceito, todos os dados classifi dos naquele conceito fazem
parte da resposta.
O uso de hierarquias de conceitos, também chamadas de ontologias lightweightou grafos con-
ceituais, pode ser encontrado em vários trabalhos na literatura. Grafos conceituais são utilizados em
vários tipos trabalhos, como, por exemplo, na busca de textos referentes a leis [35], informações
médicas [34] e documentos multimídia [36].
No domínio legal, referente a leis e assuntos relacionados com advocacia, a busca conceitual é
muito importante, como visto em [35]. Por meio dela é possível a busca de documentos relacionados
a um conceito, sem a necessidade de se buscar um caso específico. É possível recuperar informações
sobre os conceitos envolvidos em um caso, mesmo que sejam usadas variações dos termos específicos
contidos nos documentos, provendo ao usuário qualquer informação armazenada na base de dados
sobre os conceitos relacionados.
No caso de documentos médicos, como afirmado em [34], as técnicas de recuperação de infor-
mação e descoberta de conhecimento focam no processamento de dados altamente estruturados, em
particular dados organizados em um formato de atributo-valr. Para dados não estruturados, a abor-
dagem convencional é o processamento por palavras-chave exist ntes nos dados indexados. Essa
abordagem impossibilita buscas mais complexas do ponto de vista clínico e epidemológico que re-
querem, por exemplo, diagnósticos, tratamentos e resultados dos exames feitos, relacionados a cada
caso. Os autores desse trabalho examinaram e comprovaram a eficiência da busca conceitual para
resolver esse tipo de problema. A busca foi feita baseada em grafos conceituais utilizados como
formalismo para a representação de conhecimento médico contido em documentos.
Em se tratando de busca por imagens, [36] afirma que é preciso formas de explicitar a relação
semântica entre as palavras-chave que descrevem dados. Dessa forma os resultados das buscas se
tornam melhores se comparados com aqueles obtidos somente por análise de palavras-chave. Essa
necessidade se torna ainda maior quando os dados são imagens, uma vez que essas podem ser ainda
melhor descritas por meio de conceitos.
Utilizando a busca conceitual, apoiada em domínios de conhecimento definidos por hierarquias
de conceitos, o usuário pode procurar informações sobre um ou mais conceitos que estejam indexadas
em uma base de conhecimento, mesmo que essas informações nãosejam comparáveis entre si, isto é,
sejam de diferentes tipos. A Figura 2.5 mostra como dados de diversos tipos podem ser comparados
conceitualmente.
Na Figura 2.5, os conjuntos A e B podem representar imagens dedeterminadas raças de cães,
enquanto o conjunto C representa textos sobre adestramentoca ino e os três conjuntos, apesar da
diferença de conteúdo, podem estar relacionados com o mesmoconceito D, por exemplo,Cães. Em
uma busca por similaridade de conteúdo, comumente encontrada na literatura, não seria possível, por
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Fig. 2.5: Exemplo de relação conceitual entre dados de diferent s tipos. A e B são conjuntos de
imagens e C é um conjunto de textos.
exemplo, a partir de uma imagem de um cão da raça Dachshund encontrar imagens referentes a outras
raças de cães, ou mesmo textos sobre o assunto. É desse desafioque busca conceitual trata.
Em um cenário como o da Web Semântica, apresentado na seção anteri r, o qual os dados pos-
suem um valor conceitual definido por uma ontologia simples associada a um domínio de conhe-
cimento, a busca conceitual se torna naturalmente viável e dmuita importância no tratamento de
grandes volumes de dados e descoberta de informação.
2.5 Sumário
O ser humano utiliza diferentes tipos de conhecimento para resolver problemas. Para que esses
conhecimentos sejam utilizados em sistemas computacionais, é preciso representá-los de forma a
permitir uma computação eficiente das informações que expressam. Existem diversas maneiras de se
representar conhecimentos em sistemas computacionais, cada uma com suas características e níveis
de expressividade. Uma forma de definir um domínio de conhecimento é por meio de ontologias,
muito importantes para o cenário atual da Web Semântica. Ontologias que, por sua vez, podem ser
representadas, por exemplo, por meio de redes semânticas. Arepresentação de uma ontologia deve
ser capaz de permitir a extração de informações e regras estabelecidas, assim como, a inferência de
novos conhecimentos que não estejam representados de formaexplícita.
Este capítulo apresentou algumas formas de representação de conhecimento em sistemas compu-
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tacionais. O próximo capítulo apresenta o conceito de similaridade encontrado na literatura, o qual é
fundamental para os cenários de busca conceitual tratados nesta tese.
Capítulo 3
Similaridade
O conceito de similaridade é explorado na Psicologia há muitos anos. Amos Tversky, um dos
pioneiros da Ciência Cognitiva1, afirma em [3] que a similaridade possui um papel fundamentalnas
teorias do conhecimento e comportamento, servindo como um princí io organizacional pelo qual
os indivíduos classificam objetos, formam conceitos e fazemg neralizações. Em [66][67][68] é
afirmado que em teorias de categorização assume-se que a classificação de novos exemplos é feita
baseada na sua similaridade com exemplos ou categorias já conhecidos.
A literatura possui vários trabalhos desenvolvidos na tenta iva de criar métricas para determi-
nar a similaridade entre conceitos de uma mesma hierarquia conceitual. O estudo da similaridade
semântica entre conceitos tem feito parte do processamentod linguagem natural e recuperação de
informação por vários anos [69]. A maneira como os humanos prcessam informações geralmente
envolve comparação de conceitos, existindo várias maneiras de se medir a similaridade entre concei-
tos, dependendo da representação adotada para o conhecimento [70]. Alguns exemplos de utilização
de similaridade entre conceitos incluem a eliminação de ambiguidade do significado dos conceitos,
detecção de erros em um texto, recuperação de imagens, entreoutros. O problema da avaliação da re-
lação semântica entre conceitos em uma representação por rede semântica possui uma longa história
nas áreas de IA e Psicologia e similaridade semântica é um caso especial de relacionamento semân-
tico. Por exemplo, como visto em [71], os conceitoscarro e gasolinapodem ser mais fortemente
relacionados do quecarro ebicicleta, mas o segundo par certamente é mais similar.
O valor de uma medida de similaridade está em sua utilidade para um determinado objetivo [71].
No domínio cognitivo, a similaridade é tratada como uma propriedade caracterizada pela percepção
e intuição humanas, da mesma maneira como plausibilidade e tipicalidade. Dessa forma, o valor de
uma medida de similaridade está na sua fidelidade ao comportamen o e percepção humanas, como
1Ciência Cognitiva é o estudo interdisciplinar da mente e da inteligência. Fazem parte de Ciência Cognitiva a Psico-
logia, a Filosofia, a Inteligência Artificial, a Neurociência e a Lingüística.
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medido em trabalhos experimentais.
Atualmente, com o crescimento da Web Semântica, a classificação conceitual dos dados disponí-
veis na Web ganha maior importância. Na Web Semântica um texto pode ser classificado pelo seu
assunto e não somente pelas palavras-chave e termos que contém, como visto no Capítulo 2, o que
facilita a busca por textos diferentes, mas relacionados.
Uma maneira de organizar um domínio de conhecimento no qual dados são classificados é uti-
lizando ontologias simples. Vários são os projetos encontrados na comunidadeLinked Data2 que
disponibilizam dados classificados por uma ontologiali htweight, como definida no Capítulo 2. Essa
organização de um domínio por ontologias simples possibilita a busca conceitual por similaridade,
uma vez que permite a utilização de métodos para determinar asimil ridade entre os diferentes con-
ceitos da ontologia.
Na próxima seção será definido o conceito de funções de similaridade, utilizadas para determinar
a similaridade entre elementos comparáveis de um determinado conjunto.
3.1 Definição do conceito de funções de similaridade
Uma função de similaridade tem a finalidade de medir o grau de sem lhança entre dois elementos
e pode ser definida como: sim(a; b)! [0; 1℄
sendoa eb objetos de um determinado domínioU no qual os elementos são comparáveis em alguma
métrica. Quanto maior o valor retornado pela função de similaridade, ou seja, mais próximo do valor
1, mais similares são os objetos. Caso contrário, quanto mais próximos do valor 0, os objetos são
considerados menos similares. Como visto em [72], uma função de similaridade implementa um
algoritmo para definir a similaridade no intervalo [0, 1]. Esse valor pode tanto ser utilizado para
determinar sea é similar ou não ab, como para estabelecer uma relação de relevância entre um
determinado elemento e os outros presentes no conjunto universo. Por exemplo, dado um objetoa,
esse pode ser comparado com todos os outros pertencentes ao conjuntoU, utilizando-se a função
de similaridade. O valor obtido pela função pode ser utilizado para ordenar os outros elementos,
formando assim uma lista (ranking) em relação à relevância dos elementos em relação ao objetoa.
A representação em sistemas computacionais dos diferentestipos de dados existentes pode ser
feita de várias formas, o que implica na necessidade de vários tip s de medidas de similaridade. A
próxima subseção define algumas dessas formas de se medir simila idade para diferentes representa-
ções dos dados.
2Linked Data- http://linkeddata.org/ (acessado em 18 de Março de 2011).
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3.1.1 Medidas de similaridade
Em [73], o autor divide as medidas de similaridade em cinco categorias:
• similaridade entre vetores;
• similaridade entre conjuntos;
• similaridade em textos (incluindo similaridade em cadeias de caracteres);
• similaridade em teoria da informação;
• similaridade em grafos (incluindo medidas em árvores).
Segue uma breve descrição de cada uma delas.
Similaridade entre vetores
Nesse tipo de abordagem, os dados são representados por vetores que podem ser comparados
entre si. Vetores que representam dados similares possuirão ca acterísticas similares entre si.
Uma medida de similaridade comumente usada é o cálculo do cossen do ângulo entre dois veto-
res. Quanto mais similares, menor o ângulo entre eles, e por consequência, o cosseno desse ângulo
possui valor mais próximo de 1. A Figura 3.1 mostra um exemplopara vetores normalizados3.
Fig. 3.1: Representação do cosseno do ângulo entre vetores.
3Vetores normalizados possuem tamanho igual a 1.
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Para cada par de vetores podemos calcular o cosseno do ânguloe tre eles da seguinte forma:os ( !u ; !v ) = j !u : !v jj !u jj !v j (3.1)
na qual !u e !v são vetores,j !u : !v j é o produto escalar entre eles ej !u j é o tamanho do vetor !u .
Por exemplo, para três vetores normalizados2 R3, !a = (0,577, 0,577, 0,577), !b = (0,267, 0,534,
0,802) e ! = (0,894, 0, 0,447), a similaridade entre eles pode ser calculada, como a seguir:simos( !a ; !b ) = j !a : !b jj !a jj !b j  0; 924simos( !a ; ! ) = j !a : ! jj !a jj ! j  0; 772simos( !b ; ! ) = j !b : ! jj !b jj ! j  0; 596.
Isso mostra que os vetores !a e !b são mais similares que o par ! e ! e ! é mais similar a !a
do que a
 !b .
Para vetores binários, cujas coordenadas assumem os valores 0 u 1, uma outra medida de simi-
laridade possível é a similaridade de Hamming, definida como:simHamming( !a ; !b ) = número de bits coincidentesnúmero total de bits dos vetores
no qual !a e !b são vetores binários de mesmo tamanho. Essa medida de similaridade está direta-
mente relacionada com a distância de Hamming, sendo calculada pela contagem do número de bits
não coincidentes entre duas cadeias binárias. O número de bits diferentes constitui na distância de
Hamming entre uma cadeia e outra.
Por exemplo, as sequências binárias 00010110 e 00001110 possuem os seguintes valores para
similaridade e distância de Hamming:simHamming = 68 = 0; 75distHamming = 2.
Similaridade entre conjuntos
Uma forma de se representar dados é por um conjunto de característi as ou atributos. Dois dados
similares possuirão conjuntos com elementos em comum, existindo um grande número de elementos
na intersecção entre seus conjuntos. Uma medida comum de similaridade entre conjuntos é o índice
de Jaccard, definido como: simJaard(A;B) = jA\BjjA[Bj
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sendoA e B conjuntos,jA \ Bj o número de elementos contidos na intersecção entre os conjunt sA
eB e jA [ Bj o número de elementos contidos na união dos dois conjuntos.
Dessa forma, quanto maior a intersecção entre dois conjuntos, mais similares eles são considera-
dos. Como mostrado na Figura 3.2, os conjuntos A e B possuem maior intersecção, ou seja, maior
quantidade de elementos em comum, B e C possuem poucos elementos em comum e A e C não
possuem intersecção alguma. Dessa forma, segundo o índice de Jaccard, A e B possuem maior simi-
laridade entre si do que B e C, que são pouco similares. Os conjunt s A e C não possuem similaridade
alguma.
Fig. 3.2: Representação da intersecção de três conjuntos.
Em um exemplo prático, sejamD, E e F conjuntos de inteirosD = {0, 1, 2, 3, 4, 5, 6, 7, 8},E =
{0, 1, 2, 3, 4, 5, 6, 7, 8, 9} eF = {2, 3, 4, 8, 9, 10}. O índice de Jaccard para esses conjuntos éigual
a: simJaard(D;E) = 910 = 0,9simJaard(D;F ) = 411 = 0,363simJaard(E; F ) = 511 = 0,454.
Similaridade em textos
Nesse tipo de similaridade, textos e palavras são comparados entre si. Textos podem ser represen-
tados como um conjunto de palavras-chave, o que pode ser resumido em um problema de comparação
entre conjuntos, apresentado anteriormente. É possível também comparar cadeias de caracteres, en-
contrando aquelas mais similares umas às outras. A medida desimilaridade para cadeia de caracteres
mais comum é a distância de Levenshtein [74]. Basicamente, essa medida de distância contabiliza o
número de inserções, remoções e operações de substituição qe devem ser feitas em uma cadeia de
caracteres para que ela se torne idêntica à outra. Quanto menos operações devem ser feitas, maior a
similaridade entre elas.
Por exemplo, a distância Levenshtein entre as palavras “computador” e “computar” é 3, pois são
necessárias 3 edições para transformar a primeira na segunda:
34 Similaridade
computador! computaror (substituição da letra d pela r);
computaror! computar r (remoção da letra o);
computarr! computar (remoção da letra r).
Similaridade em teoria da informação
Esse tipo de abordagem se apóia na noção de conteúdo da informação para calcular a similaridade
entre entidades (por exemplo ontologias, conceitos em uma taxonomia ou códigos fonte). O termo
conteúdo da informação é originado em [75] e pode ser descrito como a quantidade de informação
necessária para descrever ou contida em uma entidade. Algumas abordagens, por exemplo, contabi-
lizam que quanto mais específica uma entidade, em outras palavras, quanto mais baixa na hierarquia
que define um domínio, mais informação essa entidade possui [76].
Similaridade em grafos e árvores
Similaridades em grafos e árvores são especialmente interessantes para a Web Semântica e busca
conceitual devido ao fato de ontologias e hierarquias de conceitos poderem ser utilizadas para definir
domínios, sendo representadas nas linguagens RDF/OWL. Dessa forma, soluções para similaridade
nesses modelos podem ser utilizadas no contexto da Web Semântica.
Os diversos métodos existentes para calcular esse tipo de similaridade leva em consideração ca-
racterísticas topológicas das estruturas, como a distância em número de vértices entre dois conceitos,
a profundidade do conceito em comum entre dois outros, etc. Mais detalhes serão dados na Seção
3.2.
3.1.2 Revisão do uso de similaridade
Como visto no Capítulo 1, vários trabalhos encontrados na literatura utilizam similaridade para
relacionar diversos tipos de dados. Textos [44], imagens [23][24], vídeos [27] e áudio [26] são exem-
plos de tipos de dados relacionados por similaridade em diversos trabalhos. Uma característica desses
trabalhos é a relação entre os dados do ponto de vista do seu cont úd . Esse fato impossibilita a com-
paração de dados que possuam conteúdos e tipos diferentes, mas que podem ser conceitualmente
iguais como, por exemplo, um texto e uma foto sobre um mesmo assunto.
A próxima seção apresenta como é possível relacionar por similaridade conceitos de uma mesma
hierarquia. Esse tipo de relacionamento entre conceitos permite que dados diferentes, mas classifica-
dos em um mesmo conceito, ou conceitos similares, sejam relacionados entre si, facilitando a busca
conceitual, como visto na Seção 2.4.
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3.2 Similaridade entre conceitos de uma ontologia
Como já dito anteriormente, existem métodos para contabiliz r a similaridade entre elementos de
uma mesma hierarquia de conceitos. Dessa forma, dada uma hierarquia, que pode ser uma ontologia
lightweight, é possível identificar quais os conceitos que são mais similares entre si. Vários parâme-
tros podem ser levados em consideração nesse cálculo, como será visto nas próximas subseções.
A seguir serão apresentados alguns métodos de similaridadeentre conceitos de uma mesma onto-
logia. Como apresentado em [10], os métodos podem ser baseados m três aspectos: (i) em relação
a características topológicas da ontologia, tais como o menor caminho entre os conceitos e a pro-
fundidade do conceito mais geral em comum entre dois conceitos; ( i) o conteúdo da informação da
ontologia; e (iii) um glossário de termos da ontologia. Estatese discute apenas métodos de similari-
dade baseados no aspecto topológico da ontologia, por entend r que os outros aspectos necessitam da
utilização de diferentes técnicas que abrangem outros escopo de pesquisa, como a comparação entre
ontologias do ponto de vista de vocabulários que não sigam uma padronização, análise léxica, etc.
Esses outros escopos fogem daquele apresentado aqui, apesar de não serem concorrentes e sim com-
plementares. As análises da similaridade definida pelos métodos serão feitas em relação à ontologia
apresentada na Figura 3.3.
Fig. 3.3: Exemplo de ontologialightweight[1].
3.2.1 Menor caminho
Como apresentado em [77], os autores visam resolver um problema como o definido a seguir:
imagine um usuário navegando pela estrutura de umwebsitee esse esteja interessado em encontrar
mais informações sobre um determinado assunto. O usuário, então, pergunta: “Encontre-me mais
documentos relacionados e similares ao tópico que é classificado na ontologia utilizada nestesite
comoCONCEITO X”. Esse tipo de busca é um exemplo claro de busca conceitual, como definido no
Capítulo 2. Em [77] é introduzida uma distância ontológica entre conceitos, definida comoDs(i; j),
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como sendo o menor caminho entre os conceitosi ej, se esse existir e 0 caso contrário. Essa é uma
métrica simples, também utilizada em [70], que somente considera a distância entre os conceitos de
uma ontologia, sem levar em conta o nível de generalização ouespecialização dos conceitos. Dois
conceitos que estão próximos são considerados similares sem considerar a profundidade desses na
ontologia. A Tabela 3.2.1 apresenta as similaridades para os conceitos da ontologia da Figura 3.3.
Para se obter uma métrica no intervalo [0, 1], na qual quanto mais próximo de 0, menos similar
e quanto mais próximo de 1, mais similar, os valores foram invertidos, ou seja, para cada par de
conceitos foi contabilizado 1 -Ds(i; j). Todos os valores foram normalizados pelo valor do maior
entre todos os menores caminhos encontrados. A Figura 3.4 ilustra a similaridade definida por esse
método em relação a um conceito específico, neste caso7; quanto mais escura a cor de um conceito
na figura, mais similar esse é em relação a7. No decorrer desta tese esse método será referenciado
como Bouquetem homenagem ao autor principal do artigo referenciado. O mesmo padrão será
adotado nos próximos métodos apresentados.
Tab. 3.1: Tabela de similaridade do métodoBouquet.
Conceito 1 2 3 4 5 6 71 1 0,75 0,75 0,5 0,5 0,5 0,52 0,75 1 0,5 0,75 0,75 0,75 0,253 0,75 0,5 1 0,25 0,25 0,75 0,754 0,5 0,75 0,25 1 0,5 0,5 05 0,5 0,75 0,25 0,5 1 0,5 06 0,5 0,75 0,75 0,5 0,5 1 0,57 0,5 0,25 0,75 0 0 0,5 1
Fig. 3.4: Representação visual da similaridade definida pelo métodoBouquetem relação ao conceito7. Quanto mais escura a cor de um conceito, mais similar a7.
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3.2.2 Menor caminho escalado
Os autores de [78] atacam o problema da identificação do significado de uma palavra. Em um ex-
perimento, eles tentam explorar medidas de similaridade bas adas naWordNet4. O propósito é mos-
trar como palavras semanticamente similares provêem sugestões contextuais similares. Por exemplo,
se, na língua inglesa, a palavrab seballdefine bem um dos sentidos da palavraplay5, portanto outras
palavras similares abaseball, tais comofootballoubasketball, devem definir o mesmo significado de
play. Seguindo essa abordagem, é possível notar que cada uma dessas palavras também pode ser um
conceito em uma hierarquia de conceitos ou ontologia simples.
A medida de similaridade apresentada em [78] é definida como:sim(i; j) = max h log  length(i;j)2D i
na quallength(i; j) é o tamanho de um caminho entre os conceitosi e j. O menor caminho entre
os conceitosi e j é aquele que gera o valor máximo obtido pela equação. Na mesmaequação,D
é a profundidade máxima da ontologia. Essa métrica é, basicamente, a métrica do menor caminho
escalada pela profundidade da ontologia e com uma distribuição logarítmica. A Tabela 3.2.2 apresenta
as similaridades para os conceitos da ontologia da Figura 3.3, para esse método de similaridade. A
Figura 3.5 ilustra a similaridade definida por esse método emrelação a um conceito específico, neste
caso7; quanto mais escura a cor de um conceito na figura, mais similar este é em relação a7. No
restante desta tese esse método será chamado deLeacock.
Tab. 3.2: Tabela de similaridade do métodoLeacock.
Conceito 1 2 3 4 5 6 71 1 0,6 0,6 0,3 0,3 0,3 0,32 0,6 1 0,3 0,6 0,6 0,6 0,123 0,6 0,3 1 0,12 0,12 0,6 0,64 0,3 0,6 0,12 1 0,3 0,3 05 0,3 0,6 0,12 0,3 1 0,3 06 0,3 0,6 0,6 0,3 0,3 1 0,37 0,3 0,12 0,6 0 0 0,3 1
4Base de dados lexical da língua inglesa, organizada como umahierarquia de conceitos (http://wordnet.princeton.edu
- acessado em 30 de março de 2011).
5O verbo, em inglês,to play possui vários significados como brincar, jogar, tocar (um instrumento musical), entre
outros.
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Fig. 3.5: Representação visual da similaridade definida pelo métodoLeacockem relação ao conceito7. Quanto mais escura a cor de um conceito, mais similar a7.
3.2.3 Profundidade da ontologia
Em [79], os autores abordam o problema da tradução automática entre línguas. O estudo mostra
que, na tradução de verbos do inglês para o chinês e vice-versa, é difícil obter uma boa cobertura
dos significados apenas listando pares traduzidos. Os autores propõem uma representação semântica
para os verbos, definindo cada verbo por um conjunto de conceit s em diferentes domínios concei-
tuais. Baseada nessa representação conceitual, uma medidad similaridade pode ser definida. Essa
abordagem pode também ser empregada em hierarquias conceituais ou ontologias simples. Em [79]
é apresentada uma métrica baseada no comprimento do caminhoentre s conceitos e a raiz da hierar-
quia, ou seja, a profundidade dos conceitos. O método é redefinido em [71] com a seguinte equação:sim(i; j) = 2:depth(ls(i;j))depth(i)+depth(j)
na qualls(i; j) é o conceito mais profundo em comum entre os conceitosi e j, em outras pala-
vras, o primeiro conceito em comum nos caminhos dei e j até a raiz edepth(n) é a distância do
conceiton até a raiz. Essa métrica encontra a profundidade dols dos conceitos e escala o resultado
pela soma da profundidade dos próprios conceitos. É interessante notar que, sels é também a raiz da
hierarquia, a similaridade entre ambos os conceitos é 0. Seguindo a lógica da métrica, se dois concei-
tos pertencem a dois diferentes ramos da ontologia, não existindo nenhum ancestral especializado em
comum entre eles, a não ser o mais genérico deles (a raiz), significa que eles não possuem nenhuma
relação entre si. A similaridade de dois conceitos aumenta quando ols entre eles é mais profundo
na ontologia e esses não se encontram muito distantes, em termos de profundidade, dols. Na Tabela
3.2.3 são mostradas as similaridades dos conceitos da Figura 3.3. A Figura 3.6 ilustra a similaridade
definida por esse método em relação a um conceito específico, neste caso7; quanto mais escura a
cor de um conceito na figura, mais similar esse é em relação a7. No restante deste texto esse método
será chamado deWu.
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Tab. 3.3: Tabela de similaridade do métodoWu.
Conceito 1 2 3 4 5 6 71 1 0 0 0 0 0 02 0 1 0 0,67 0,67 0,67 03 0 0 1 0 0 0,67 0,674 0 0,67 0 1 0,5 0,5 05 0 0,67 0 0,5 1 0,5 06 0 0,67 0,67 0,5 0,5 1 0,57 0 0 0,67 0 0 0,5 1
Fig. 3.6: Representação visual da similaridade definida pelo métodoWuem relação ao conceito7.
Quanto mais escura a cor de um conceito, mais similar a7.
3.2.4 Combinação entre menor caminho e profundidade
A similaridade entre palavras em uma hierarquia é abordada em [69]. Os autores definem que,
para encontrar a similaridade semântica entre duas palavras, é necessário considerar o tamanho do
caminho entre elas, a profundidade dos conceitos e a densidade local. O trabalho formula várias
estratégias, combinando esses atributos. A estratégia quepresenta o melhor resultado combina o
menor caminho e a profundidade dos conceitos, definida pela seguinte equação:sim(i; j) = 8>>><>>>: e l: eh e heh+e h sei 6= j1 caso contrário.
Na equação,l é o tamanho do menor caminho entre os conceitosi e j, h é a profundidade do
conceito direto em comum entrei e j e  0 e  0 são parâmetros que escalam a contribuição
del eh, respectivamente6.
A equação para dois conceitos diferentes é composta por duaspartes. A primeira parte,e l,
aumenta a similaridade quandol diminui e a segunda parte,eh e heh+e h , aumenta a similaridade quando
6Em [69] é indicado que os melhores valores para e são 0,2 e 0,6, respectivamente.
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o valor deh aumenta. Em outras palavras, a similaridade entre os conceit s aumenta quando a
profundidade dols aumenta, ou seja, ambos conceitos se tornam mais especializados e o caminho
entre eles diminui. Na Tabela 3.2.4 são encontradas as similaridades definidas por esse método para
os conceitos da Figura 3.3. A Figura 3.7 ilustra a similaridade definida por esse método em relação a
um conceito específico, neste caso7; quanto mais escura a cor de um conceito na figura, mais similar
esse é em relação a7. A partir deste ponto, esse método será referenciado comoLi.
Tab. 3.4: Tabela de similaridade do métodoLi.
Conceito 1 2 3 4 5 6 71 1 0 0 0 0 0 02 0 1 0 0,44 0,44 0,44 03 0 0 1 0 0 0,44 0,444 0 0,44 0 1 0,36 0,36 05 0 0,44 0 0,36 1 0,36 06 0 0,44 0,44 0,36 0,36 1 0,367 0 0 0,44 0 0 0,36 1
Fig. 3.7: Representação visual da similaridade definida pelo métodoLi em relação ao conceito7.
Quanto mais escura a cor de um conceito, mais similar a7.
3.2.5 Similaridade pela representação dos conceitos em um espaço vetorial
A técnica “Modelo avançado de espaço vetorial baseado em tópicos” (Enhanced Topic-based
Vector Space Model(eTVSM)), avaliada em [1], apresenta um exemplo de representação de conceitos
de uma ontologialightweightem um espaço vetorial. Essa técnica constrói um mapa de tópicos ara
a comparação conceitual entre palavras de um texto que consiste em um grafo direto com tópicos
representados como nós e as arestas representando as relações entre eles. Esse tipo de mapa de
tópicos é similar a uma ontologialightweight.
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Um dos passos utilizados pelo eTVSM é criar vetores conceituais para cada conceito da ontologia,
dessa forma é possível obter a similaridade entre esses conceitos. A similaridade entre dois conceitos
é definida pelo cosseno do ângulo entre os pares de vetores, como visto na Seção 3.1.1. Para cada
conceito é possível obter o seu respectivo vetor por meio do algoritmo apresentado a seguir.
Para todos os conceitos folhai de uma ontologia den conceitos, cada vetor de conceito !i =
{ i;1, i;2, ...,i;n} é calculado da seguinte forma:i;j = 8>>><>>>: 1 sej 2 caminho dei até a raiz oui = j0 caso contrário.
Para todos os conceitos internosi, o vetor de conceito é definido por: !i = jP !s j
no qual !s são os vetores de conceito de todos os filhos diretos do conceit i.
Por exemplo, os vetores de conceitos da ontologia 3.3, após normalização, são os seguintes: !1 = {0,669, 0,495, 0,429, 0,120, 0,120, 0,255, 0,174} !2 = {0,642, 0,642, 0,194, 0,224, 0,224, 0,194, 0} !3 = {0,607, 0,282, 0,607, 0, 0, 0,282, 0,325} !4 = {0,577, 0,577, 0, 0,577, 0, 0, 0} !5 = {0,577, 0,577, 0, 0, 0,577, 0, 0} !6 = {0,5, 0,5, 0,5, 0, 0, 0,5, 0} !7 = {0,577, 0, 0,577, 0, 0, 0, 0,577}
A similaridade entre os conceitos é dada pelo cosseno do ângulo entre eles, calculado como mos-
trado na Equação 3.1 (Seção 3.1.1). Quanto maior o ângulo entre os vetores, menor o valor do
cosseno desse ângulo e, por consequência, menor a similaridade entre eles. Por outro lado, quanto
menor o ângulo entre os vetores, maior o valor do cosseno desse ângulo e, por consequência, maior
a similaridade entre eles. A Tabela 3.2.5 mostra os valores do cosseno do ângulo entre os vetores
apresentados.
Nesse método, a forma pela qual são criados os vetores conceituais dos conceitos internos, ou
seja, somando os vetores que representam os conceitos que são s us filhos diretos, faz com que
conceitos sejam considerados mais similares àqueles mais genéricos do que aqueles que são seus
vizinhos. Isso se dá pois a soma entre dois vetores resulta emum vetor situado entre ambos, como
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Tab. 3.5: Tabela de similaridade do métodoeTVSM.
Conceito 1 2 3 4 5 6 71 1 0,933 0,933 0,741 0,741 0,924 0,7342 0,933 1 0,742 0,871 0,871 0,836 0,4833 0,933 0,742 1 0,513 0,513 0,888 0,8884 0,741 0,871 0,513 1 0,667 0,577 0,3335 0,741 0,871 0,513 0,667 1 0,577 0,3336 0,924 0,836 0,888 0,577 0,577 1 0,5777 0,734 0,483 0,888 0,333 0,333 0,577 1
mostrado na Figura 3.8. É possível ver isso na Tabela 3.2.5. Por exemplo, para o conceito4, a lista
de similaridades com os outros conceitos da ontologia, em ordem decrescente, é2, 1, 5, 6, 3 e7,
ou seja, “sobe-se” na hierarquia para depois considerar conceit s mais próximos e profundos.
Fig. 3.8: Soma vetorial.
A Figura 3.9 ilustra a similaridade definida por esse método em relação a um conceito específico,
neste caso7; quanto mais escura a cor de um conceito na figura, mais similar esse é em relação a7.
3.2.6 Discussão sobre os diferentes métodos
Como visto anteriormente, existem vários métodos para medir a similaridade entre dois conceitos
em uma hierarquia de conceitos, ou uma ontologia simples. Exi tem também vários parâmetros que
podem ser utilizados para se contabilizar essa similaridade como, por exemplo, o menor caminho
entre dois conceitos, a altura em que esses conceitos se encontram na hierarquia, a altura do primeiro
conceito em comum aos dois conceitos no caminho desses até a raiz, etc.
De acordo com a necessidade do sistema e do tipo de ontologia que será alvo de análise de simi-
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Fig. 3.9: Representação visual da similaridade definida pelo métodoeTVSMem relação ao conceito7. Quanto mais escura a cor de um conceito, mais similar a7.
laridade, um dos métodos pode ser mais indicado que outro. Uma ontologia pode retratar somente
uma especialização de um conceito dentro de um domínio específico como, por exemplo, a ontologia
apresentada na Figura 2.3 na qual todos os conceitos derivamde u mesmo conceito dentro do domí-
nio, no caso,Esporte. Por outro lado, algumas ontologias podem agrupar domíniosdiferentes abaixo
de um conceito raiz genérico, por exemplo,C isa. Isso faz com que alguns métodos considerem con-
ceitos diretamente ligados ao conceito raiz como similaresdevido, por exemplo, à proximidade entre
eles, mesmo que esses definam domínios diferentes. A ontologia da Dbpedia7 [80] é um exemplo de
ontologia na qual são agregados vários domínios, todos derivando de um mesmo conceito totalmente
genérico, no caso,Thing. Esse tipo de característica da ontologia deve ser levado emc nsideração no
momento de se escolher qual método utilizar.
A respeito dos métodos apresentados neste capítulo, é possível identificar semelhanças e dife-
renças em relação à maneira como esses calculam a similaridade entre dois conceitos. Os métodos
BouqueteLeacocksão similares em relação aos seus comportamentos, já que ambos utilizam somente
o menor caminho entre os conceitos para definir a similaridade entre eles. Isso faz com que conceitos
localizados próximos uns dos outros, na ontologia, sejam considerados similares, não importando
a altura desses na estrutura. O método baseado no eTVSM possui um comportamento no qual um
conceito é primeiro considerado mais similar aos conceitosmai gerais que o geram, e depois aos
conceitos mais especializados e próximos a ele. E mesmo conceit s distantes e de diferentes ramos
da ontologia, em relação à raiz, possuem um certo grau de similaridade, mesmo que pequeno. Isso
pode resultar em dois conceitos próximos, mas que definam dois ramos de especialização diferentes
na ontologia, serem considerados similares. Essa situaçãoocorre, por exemplo, com os conceitos2
e 3 na ontologia da Figura 3.3. Outra característica desse tipode método é a geração de valores de
similaridades que podem ser melhor aproveitados em ontologias que definam conceitos mutuamente
7Dbpedia é um projeto que disponibiliza arquivos RDF que descrevem conceitualmente os artigos encontrados na
Wikipedia (http://www.dbpedia.org - acessado em 28 de Abril de 2011).
44 Similaridade
disjuntos. Pela lógica do método, seguindo a ontologia da Figura 3.3, se4 e 5 são conceitos filhos
de2, isso quer dizer que4 relaciona-se mais com2 do que com5, mesmo que5 tenha a mesma
relação de “parentesco” com2. Porém,4 continua tendo mais relação com5 se comparado com um
outro conceito que não possua um conceito em comum, no caminho até a raiz, com4, por exemplo7 que é filho de3.
O métodoWusomente considera a profundidade dos conceitos da ontologia e do seu conceito em
comum até a raiz. Isso pode resultar em conceitos, mesmo que distantes na ontologia, mas profundos
o suficiente, serem considerados similares. O métodoLi c nsidera tanto o menor caminho quanto a
profundidade desses na ontologia para determinar a similaridade entre conceitos. Uma característica
desses dois métodos é o fato de considerarem conceitos que estão localizados em diferentes ramos
da ontologia, em relação ao conceito raiz, totalmente dissim lares (similaridade igual a 0). Essa
característica faz sentido em ontologias que possuem um conceit totalmente genérico como conceito
raiz, como a ontologia daDbpedia. Porém, pode não ser interessante quando a raiz é apenas o maior
nível de generalização daquele domínio, como no caso da ontologia do domínioEsporte.
Outra questão importante é a utilização de escalas para utilizar o valor retornado por um método,
sem alterar seu comportamento. Por exemplo, é possível notar que, de acordo com os resultados do
métodoLi, mostrados na Tabela 3.2.4, para ontologias com pouca profundidade, o maior nível de
similaridade entre conceitos diferentes é aproximadamente 0,44, o que pode ser considerado baixo.
Dependendo da maneira que esse método será utilizado, pode ser n cessário o uso de uma escala, o
que não alteraria em nada o seu comportamento. O mesmo pode ser feito para qualquer método.
Em resumo, é importante compreender os diferentes métodos esuas características no momento
de escolher qual utilizar em um sistema computacional. É preciso uma análise sobre qual o tipo de
ontologia que será utilizada ou até mesmo adaptá-la para queo método utilizado possa aferir de forma
satisfatória o nível de similaridade entre os conceitos.
3.3 Sumário
O estudo do conceito de similaridade é muito importante nas áreas da Psicologia e da Ciência
Cognitiva. É por meio da comparação e identificação de características similares entre algo novo e
conhecimentos já adquiridos que o ser humano consegue se adaptar a novas situações. A inserção
do conceito de similaridade em sistemas computacionais reque a definição de funções que possam
medir essa característica entre dados comparáveis, levando em consideração a maneira como esses
dados estão representados no sistema.
Este capítulo apresentou o conceito de similaridade encontrado na literatura, mostrando vários
tipos de funções de similaridade para diferentes tipos de repr s ntação dos dados. Em seguida foi
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apresentada a noção de similaridade entre conceitos de uma ontologia, discutindo alguns métodos
utilizados para esse cálculo. Existem na literatura váriosdes es métodos e neste capítulo foram apre-
sentados cinco deles, denominados nesta tese comoB uquet, Leacock, Wu, Li e um outro baseado
no algoritmo de extração de vetores conceituais utilizado no eTVSM. Cada um deles possui diferen-
ças na maneira que relacionam os conceitos, sendo alguns mais si ples, como no caso do método
Bouquet, até alguns mais complexos, que levam em consideração vários aspectos da ontologia, como
o métodoLi. Esse tipo de determinação de similaridade será importantep ra a proposta desta tese,
no momento que for combinada com as funções LSH apresentadasno próximo capítulo. Apesar dos
vários métodos serem diferentes em sua essência, será mostrado, como uma das contribuições desta
tese, que todos podem ser combinados com funções LSH.
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Capítulo 4
Funçõeshashsensíveis à localidade (Locality
Sensitive Hash- LSH)
A quantidade de dados, de vários tipos, disponíveis nos diasde hoje para os usuários da Internet é
gigantesca. Por meio de consultas simples nos mais famosos sites de busca, é possível obter milhões
de páginas e outros milhões de imagens, vídeos, textos, etc.Um dos desafios orginados por esse
cenário atual é a busca por dados similares, seja similaridade conceitual ou de conteúdo.
O crescimento da Web Semântica veio dar suporte a esse tipo debusca e manipulação dos dados,
já que essa adiciona aos dados o valor do seu significado conceitual, como visto na Seção 2.3. Por
outro lado, pouco foi feito na questão da indexação e armazenam to desses dados, de maneira a
facilitar a busca por dados similares.
Este capítulo apresenta as funçõesha hsensíveis à localidade (Locality Sensitive Hashing- LSH),
as quais foram projetadas para criar identificadores para dados de forma que seja mantida a similari-
dade entre eles, medida por uma função de similaridade. As funções LSH são tipicamente utilizadas
em buscas por dados similares, nas quais o objetivo é encontrar todos aqueles, existentes em uma base
de dados, que compartilham um grau de semelhança ao dado utilizado na busca. Sendo a indexação
de dados similares feita utilizando o conceito das funções LSH, uma busca por dados que possuam
alguma relação entre si é facilitada, demandando menos esforço em um sistema de busca.
Nas próximas subseções serão apresentados os conceitos e exemplos de funções LSH.
4.1 Definição das funções LSH
Em [81] é definido que uma família de funçõeshash Fé classificada como sensível à localidade
(LSH) correspondente a uma função de similaridadesim(a, b), se, para toda funçãoh2 F, temos:
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Prh2F [h(a) = h(b)℄ = sim(a, b) (4.1)
ondePr é a probabilidade esim(a, b)é uma função de similaridade que varia entre 0 e 1, sendo 1
paraa e b completamente similares e 0 caso contrário.
Em [21] é discutida a existência de famílias de funçõeshashpara medidas de similaridade apre-
sentando três lemas, reproduzidos a seguir.
Lema 1 - Para qualquer função de similaridade sim(a, b) que admite uma família de funções LSH
segundo a Equação 4.1, a função de distância d = 1 - sim(a, b) satisfaz a desigualdade do triângulo.
Prova - Suponha que exista uma função LSH tal que
Prh2F [h(a) = h(b)℄ = sim(a, b).
Então
Prh2F [h(a) 6= h(b)℄ = 1 - sim(a, b).
SejaÆh(a; b) uma variável que assume valores no conjunto {0, 1} indicandoseh(a) 6= h(b); é
afirmado queÆh(a; b) satisfaz a desigualdade do triângulo pois:
Æh(a; b) + Æh(b; )  Æh(a; ): (4.2)
Pelos valores assumidos porÆh(), o único caso que poderia violar a inequação seria seÆh(a; b) =Æh(b; ) = 0 e Æh(a; ) = 1. Mas nesse casoh(a) = h(b) eh(b) = h(). Portanto,h(a) = h(), o que
implica queÆh(a; ) = 0 e a inequação é satisfeita. Isso prova a suposição.
Dessa forma, pelo valor esperado1 E da inequação 4.2 sobreh 2 F , deduz-se a seguinte equação:
Eh2F [Æh(a; b)℄ + Eh2F [Æh(b; )℄  Eh2F [Æh(a; )℄.
ComoÆ(a; b) satisfaz a desigualdade do triângulo,Eh2F [Æh(a; b)℄ também a satisfaz. Isso prova o
lema.
1Em Probabilidade, o valor esperado (ou esperança) de uma variável aleatória é a soma das probabilidades de cada
possibilidade de saída da experiência multiplicada pelo seu valor. Isto é, representa o valor médio “esperado” de uma
experiência se ela for repetida muitas vezes. O valor em si pode não ser obtido, pois esse pode ser improvável ou
impossível. Se todos os eventos tiverem igual probabilidade o valor esperado é a média aritmética das probabilidades.
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Lema 2 - Dada uma família F de funções LSH correspondente a umaf nção de similaridade
sim(a, b), podemos obter uma família F’ de funções LSH que mapeia objetos em {0, 1} e corresponde
à função de similaridade1+sim(a;b)2 .
Prova - Suponha uma famíliaF de funções LSH que siga a equação
Prh2F [h(a) = h(b)℄ = sim(a, b).
SejaB uma família de funçõeshashindependentes que operam no domínio da famíliaF e ma-
peiam os resultados no domínio {0, 1}. Então, seu 6= v, a probabilidade é definida como
Prb2B[b(u) = b(v)℄ = 12
e seu = v
Prb2B[b(u) = b(v)℄ = 1.
Considere a família de funçõeshashobtida ao se aplicar uma função da famíliaB no resultado de
uma função da famíliaF. Essa função mapeia objetos em {0, 1}, sendo
Prh2F;b2B[b(h(u)) = b(h(v))℄ = 1+sim(u;v)2 .
Com probabilidadesim(u; v), h(u) = h(v) e, portanto,b(h(u)) = b(h(v)). Com probabilidade1  sim(u; v), h(u) 6= h(v) e, nesse caso
Prb2B[b(u) = b(v)℄ = 12 .
Portanto,
Pr[b(h(u)) = b(h(v))℄ = sim(u; v) + (1  sim(u; v))12 = 1+sim(u;v)2 .
Lema 3 - Para qualquer função de similaridadesim(a; b) que admite uma função LSH como
definido na Equação 4.1, a função de distância1  sim(a; b) é incorporada isometricamente em um
cubo de Hamming2.
Prova - Aplicando o Lema 2, temos uma família de funções LSHF correspondente à função
de similaridadesim0(a; b) = 1+sim(a;b)2 . É possível notar que essa família de funções LSH binária
incorpora os objetos no espaço de Hamming pela concatenaçãodos resultados de todas as funções
da família. Para dois objetosx e y, temos quef(x) é o ponto no cubo de Hamming em quex é
mapeado, sendof(x) = (h1(x); :::; hd(x)) e d = jF j. A equação1   sim0(a; b) é simplesmente a
fração dos bits que não coincidem entref(x) e f(y), ou seja, a distância de Hamming entref(x) ef(y). Portanto, esse mapeamento é isométrico pela função de distância1   sim0(a; b) no cubo de
Hamming. É possível deduzir que
2[82] define que um conjuntoA  Y em um espaço(Y; d) é incorporado isometricamente em um espaço (Y0, d0) se
existe um mapeamento deA paraY0 tal que para qualquerx; y 2 A a distânciad(x; y) = d0((x), (y)).
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Isso implica que1  sim(a; b) pode ser incorporado isometricamente no cubo de Hamming.
A partir do Lema 3 é possível afirmar que para uma função de similar dadesim(a; b), qualquer
incorporação isométrica da distância1 sim(a; b) no cubo de Hamming gera uma família de funções
LSH correspondente à função de similaridade+sim(a;b)+1 para > 0.
Os lemas apresentados, como visto em [21], definem características para a existência de funções
LSH. Na próxima seção serão apresentados alguns exemplos defunçõ s LSH encontradas na litera-
tura.
4.2 Exemplos de funções LSH
Existem vários tipos de funções LSH, sempre definidas de acordo com algum tipo de representa-
ção dos dados e atreladas a uma função de similaridade que compara esses dados. Por exemplo, dados
podem ser representados por vetores, que representam suas características, ou por conjuntos de atri-
butos. No primeiro caso, uma forma de se relacionar os dados écalculando o cosseno do ângulo entre
os vetores que os representam, enquanto que no segundo, doisconjuntos podem ser relacionados pelo
coeficiente de Jaccard. Ambos os casos foram apresentados naSeção 3.1.1.
Nas próximas subseções serão apresentadas duas funções LSHque serão utilizadas no decorrer
desta tese. A primeira foi desenvolvida para dados representados como conjuntos e a segunda para
dados representados por vetores.
4.2.1 Permutações independentesMin-wise
As permutações independentesMin-wise(Min-wise independent permutations) [18][19][20] pro-
vêem uma família de funções LSH para conjuntos de inteiros, sendo a similaridade correspondente
ao coeficiente de Jaccard (Capítulo 3). Esse coeficiente é definido como:simJaard(A;B) = jA\BjjA[Bj
onde A e B são conjuntos de inteiros. O coeficiente de Jaccard define que, quanto maior a quantidade
de elementos na interesecção de dois conjuntos, mais similares eles são.
Basicamente, a funçãohash Min-Wisedefine uma permutação aleatória a ser executada em todos
os elementos de um conjunto e o menor valor resultante será o valor do hash. Quanto maior a
intersecção de dois conjuntos A e B, maior a chance de que um dos elementos da intersecção gere
o menor valor, fazendo com que os dois conjuntos tenham o mesmo valor dehash. Quanto menor a
intersecção, menor a chance desse fato ocorrer.
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Formalmente, a função é definida da seguinte forma: seja uma permutação aleatória no universo
de inteirosI, A = {a1, a2, ...,an}  I, eB = { b1, b2, ...,bn}  I, a função dehashh é definida como:h(A) = min{(a1); (a2); :::; (an)}
ondeh(A) aplica a permutação em cada elemento deAe considera somente o menor dos resultados.
Para dois conjuntosA e B, temos quex = h(A) = h(B) somente se 1(x)2 (A \ B). Portanto, para
dois conjuntosA eB:
Prh2F [h(A) = h(B)] = sim(A, B)= jA\BjjA[Bj .
Em [19] é mostrada uma forma de se implementar essa função, descrita a seguir.
Para conjuntos de inteiros den bits cria-se uma chave den bits que tenha exatosn2 bits aleatórios
iguais a 1. Para um inteiroa de um conjunto, move-se todo bit dea que corresponda às posições
iguais a 1 da chave para a metade inicial de um novo inteiro e osoutros para a metade final, gerando
nesse casoa’. Em seguida, cria-se uma chave den2 bits, com exatosn4 bits aleatórios iguais a 1. A
chave criada é repetidax vezes e concatenada, gerando uma chave den bits (nesse passox é igual a
2) e o mesmo processo anterior é feito sobrea’ gerandoa” . Os passos são repetidos até que a chave
do hashtenha tamanho 2 e cada par de bits do inteiro tenha sido permutado. As mesmas chaves são
usadas em todos os elementos do conjuntoA e de todos os conjuntos que se queira criar valores de
hash. A Tabela 4.2.1 mostra um exemplo paran igual a 8 bits.
Todos os elementos de um conjunto passam pelo mesmo processoe o menor valor gerado será
escolhido como o valor dohashque representa aquele conjunto.
4.2.2 Funções HashRandom Hyperplane
Outra função de similaridade que pode ser empregada é o cosseno do ângulo entre dois vetores
que representam dados, como visto na Seção 3.1.1. Sendo o ângulo, em radianos, entre os vetores !u e  !v , quanto mais próximo de 1 o valor deos ( !u ,  !v ), mais similares os vetores são. Caso
contrário, quanto mais próximo de 0, menor é a relação entre eles. Paraos ( !u ,  !v ) exatamente
igual a 1, temos que ambos os vetores são totalmente relacionados e, para esse valor igual a 0, não
existe relação alguma entre eles. A equação do cosseno do ângul e tre dois vetores foi definida na
Equação 3.1 (Seção 3.1.1).
Uma família de funções LSH que correspondem à similaridade de cosseno é a funçãoRandom
Hyperplane Hash(RHH) [21]. Essa função se baseia no princípio das distribuições “p-estáveis”
(p-stable distributions) [83].
Em [84], as distribuições estáveis são definidas como: uma distribuiçãoD sobre o conjuntoR é
chamada p-estável se existe um índice de estabilidadep 0 tal que para quaisquer números reais {v1,
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Tab. 4.1: Exemplo de permutação feita pela função LSHMin-Wisepara um inteiro de 8 bits. Inteiro”’
é o resultado final.
Posição do bit 1 2 3 4 5 6 7 8
Chave de 8 bits 1 1 1 0 0 1 0 0
Inteiro 1 0 0 1 0 1 1 1
Inteiro’ 1 0 0 1 1 0 1 1
Posição original do bit 1 2 3 6 4 5 7 8
Posição do bit 1 2 3 4 5 6 7 8
Chave de 4 bits 1 0 0 1 1 0 0 1
Inteiro’ 1 0 0 1 1 0 1 1
Inteiro” 1 1 1 1 0 0 0 1
Posição original do bit 1 4 5 8 2 3 6 7
Posição do bit 1 2 3 4 5 6 7 8
Chave de 2 bits 0 1 0 1 0 1 0 1
Inteiro” 1 1 1 1 0 0 0 1
Inteiro”’ 1 1 0 1 1 1 0 0
Posição original do bit 2 1 4 3 6 5 8 7
..., vn} e variáveis aleatóriasX1, ...,Xn independentes e identicamente distribuídas com distribuição
D, a variável aleatória
Pi viXi possui a mesma distribuição da variável(Pi jvijp) 1pX ondeX é uma
variável aleatória com distribuiçãoD.
Distribuições estáveis existem para qualquerp 2 (0, 2] [85], sendo o exemplo mais conhecido a
distribuição Gaussiana (ou Normal), que é 2-estável. A ideia é criar um vetor aleatório que siga uma
distribuição estável e utilizá-lo na função dehash, calculando o produto vetorial entre o vetor criado
e o vetor que representa um dado.
A função RHH é definida como: dada uma coleção de vetores emRd, um vetor aleatório !r é
escolhido a partir de uma distribuição Gaussianad-dimensional, ou seja, cada coordenada do vetor !r é sorteada de uma distribuição Gaussiana com média igual a 0 evariância igual a 1 (também
conhecida como uma distribuição Normal N(0, 1)). Para um vetor !r criado dessa forma, a função de
hashé definida como:
h !r ( !u ) = 8<: 1 se !r : !u  00 se !r : !u < 0 (4.3)
Para vetores !u e !v , [21] mostra que
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Pr[hr( !u ) = hr( !v )℄ = 1  ( !u ; !v )  os ( !u ; !v ) (4.4)
pelo fato queos ( !u , !v ) pode ser estimado a partir do valor de( !u ; !v ).
Como a função RHH produz um único bit, para criar valores dehashmais longos é necessário
produzir vários vetores !r e concatenar os resultados, compondo uma sequência binária. Pa cada
posição na sequência binária, vetores similares têm alta probabilidade de produzirem um resultado
idêntico. Dessa forma, a distância de Hamming entre os valores dehashde vetores similares será
pequena.
4.3 Sumário
O volume de dados disponíveis atualmente na WWW cresce a cadamomento. Cada vez mais
são necessárias formas de se lidar com esse volume heterogêno de dados, facilitando a busca e me-
lhorando o relacionamento entre aqueles que são considerados similares. Este capítulo apresentou o
conceito de funções LSH, funçõeshashque geram valores que mantêm a similaridade dos elementos
utilizados na função, essa similaridade definida por uma função de similaridade. Foram apresentados
dois exemplos de função LSH:Min-wisee o RHH. Uma característica em comum aos trabalhos en-
contrados na literatura, citados no Capítulo 1, é o fato de toos considerarem somente o conteúdo dos
dados para medir a similaridade entre eles. No próximo capítulo será apresentada a principal con-
tribuição deste trabalho que permite relacionar conceitualmente dados de diferentes tipos, inovando
a abordagem tradicional na qual a similaridade é restrita aoconteúdo dos dados, como comentado
anteriormente.
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Capítulo 5
Utilização das funções LSH a partir da
classificação conceitual dos dados
Como apresentado nos capítulos anteriores, devido ao crescimento da Web Semântica e também
por consequência do volume de dados semanticamente anotados disp níveis na Web, a busca con-
ceitual se torna cada vez mais importante, pois pode reduziro espaço da busca e comparar dados de
diferentes tipos. É por meio desse tipo de consulta que a manipul ção e uso desse grande volume de
dados se torna factível.
Como já dito nesta tese, diferentes tipos de dados podem ser relacionados entre si a partir do ponto
de vista de um domínio de conhecimento que os classifica. Essaclassificação pode ser usada no mo-
mento da indexação desses dados, mantendo a relação que esses possuem na sua própria indexação,
facilitando a busca conceitual.
Neste capítulo será apresentado como foi utilizada a classificação conceitual dos dados (Capítulo
2) em funções LSH (Capítulo 4). Foram testados diferentes métodos de medida de similaridade entre
conceitos de uma mesma ontologia (Capítulo 3).
5.1 Geração dehashLSH a partir de ontologias lightweight
Uma maneira de se representar a relação entre os conceitos deuma estrutura hierárquica, tal qual
uma ontologia simples, é por meio de vetores. Dessa forma, cad conceito pode ser representado por
um vetor que reflita a sua similaridade com os outros conceitos pertencentes à mesma ontologia.
Dentre as funções dehashLSH apresentadas no Capítulo 4, destaca-se aRandom Hyperplane
Hash(RHH), concebida para receber dados representados por vetores manter a similaridade definida
pelo cosseno do ângulo entre esses vetores. A função RHH, portanto, torna-se a escolha natural para
este trabalho.
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Na metologia proposta, parte-se de uma ontologia de domínioe, utilizando algum método para
medir a similaridade entre conceitos de uma ontologia, comos apresentados no Capítulo 3, cria-se
vetores conceituais para cada conceito dessa ontologia. Esses vetores são utilizados na função RHH,
gerando assim valores dehashque mantenham a similaridade entre os conceitos, tal similar dade
definida por um método. A Figura 5.1 ilustra o procedimento.
Fig. 5.1: Criação dos identificadores conceituais utilizando uma função LSH.
Neste ponto, portanto, é necessária a criação de vetores de conc ito para cada conceito da ontolo-
gia, seguindo um determinado método de similaridade. A próxima subseção apresenta esse procedi-
mento.
5.1.1 Geração dehashutilizando vários métodos de similaridade entre concei-
tos de uma ontologia
Entre os métodos apresentados no Capítulo 3, aquele baseadono lgoritmo utilizado pelo eTVSM
[1] constrói um vetor de conceito para cada conceito de uma ontologia, sendo o cosseno do ângulo
entre esses vetores a medida de similaridade. Para os outrosmét dos, os quais já determinam o valor
da similaridade entre dois conceitos, faz-se necessária a construção do vetor de conceito. Nesse caso,
definiu-se que, para cada conceitoi, fosse criado um vetor de conceito da seguinte forma: !vi = (sim(i; 0); sim(i; 1); :::; sim(i; j))
no qual !vi representa o vetor de conceito do conceitoi esim(i; j) é a similaridade entre o conceitoi e j definida por um dos métodos de similaridade entre conceitos de uma ontologia.
No caso do métodoBouquet, esse vetor é composto pelo tamanho do menor caminho entre os
conceitos. Para criar um vetor contendo valores dentro do intervalo [0, 1], os vetores com os valores
dos menores caminhos são normalizados pelo valor do maior caminho entre todos os menores cami-
nhos. Portanto, para cada elementoB uquet(i; j), que representa o menor caminho entrei j,
foi computado um valorsimBouquet(i; j) definido por
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m)g
paran em variando até o número máximo de conceitos da ontologia. Essatransformação é neces-
sária devido ao fato de que, por esse método, conforme a distância diminui, a similaridade entre os
conceitos aumenta.
Portanto, para uma ontologial ghtweight, a função dehashLSH para os conceitos pode ser resu-
mida nos seguintes passos, apresentados também na Figura 5.1:
• são gerados vetores de conceito para cada conceito de uma ontologia: se a criação dos vetores
seguir o algoritmo do eTVSM [1], como mostrado na Seção 3.2, esses próprios vetores podem
ser utilizados para o cálculo dohash. Se for utilizado algum outro método de similaridade,
como os apresentados no Capítulo 3, os vetores são formados com mostrado nesta seção;
• os vetores de conceito são utilizados na função RHH: como mostrado na Seção 4.2.2, são
criadosn vetores !r , cada coordenada desses sorteada de uma distribuição Normal (0, 1), e é
calculado o produto escalar entre esses vetores !r e os vetores de conceito. Os resultados dos
n produtos escalares são concatenados gerando uma cadeia den bits. Essa função mantém a
similaridade do cosseno entre os vetores de conceito.
De posse dos vetores de conceito dos métodos, devido ao fato da função utilizada (RHH) manter
a similaridade do cosseno do ângulo entre esses vetores, é preciso calcular a correlação1 entre o valor
do cosseno e os valores retornados pelos métodos para cada par e conceitos. Em outras palavras,
é necessário checar se há correlação entresim(i; j) e os ( !vi; !vj) para cada um dos métodos.
Não é preciso checar a correlação dos vetores gerados pelo eTVSM pois, por definição do método, é
exatamente o valor do cosseno do ângulo entre os vetores que defin a similaridade entre os conceitos.
Para calcular a correlação no caso dos outros métodos criou-se, para cada conceito, um vetor   !vos(i)
formado por:    !vos(i) = (os ( !vi; !v0); os ( !vi ; !v1); :::; os ( !vi; !vj))
e foi calculada a correlação entre   !vos(i) e !vi . Foram utilizadas duas ontologias: ontologia 1 com 7
conceitos como mostrada na Figura 3.3; e ontologia 2, em forma de árvore binária com 127 conceitos.
O intuito de se utilizar duas ontologias diferentes com doistamanhos diferentes é determinar se o
tamanho da ontologia influencia na correlação.
A Tabela 5.1.1 apresenta a média da correlação entre o cosseno do ângulo entre os vetores e o
valor da similaridade definida pelo método, para cada par de conceitos das ontologias.
1Em Probabilidade e Estatística, correlação, também conhecida como coeficiente de correlação, indica a força e a
direção do relacionamento linear entre duas variáveis aleatórias. Nesta tese foi utilizada a correlação de Pearson que
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Tab. 5.1: Média da correlação entre os métodos e o cosseno do ângulo entre os vetores.





Em todos os métodos, a correlação entre os valores de similaridade e o cosseno do ângulo entre
os vetores é alta. Esse resultado indica que a similaridade dos métodos correlaciona-se positivamente
com o cosseno do ângulo entre os vetores, valor que será mantido pelo RHH.
A próxima subseção apresenta a correlação entre os métodos as identificadores binários gerados
(chaves de indexação).
5.1.2 Correlação entre métodos e chaves geradas
Esta seção mostra a correlação entre os valores binários gerados pela função RHH e o valor da
similaridade definida pelos métodos. É esperado que as chaves criadas reflitam a similaridade definida
pelos métodos na sua distância de Hamming. Conceitos mais similares devem possuir chaves com
baixa distância de Hamming.
Para cada método, foram criados vetores de conceitos e essesforam utilizados no RHH, seguindo
o mesmo procedimento detalhado no Capítulo 4, criando chaves de 128 bits, uma para cada conceito.
Após criadas as chaves para cada conceito de cada uma das ontologias, foi calculada a correlação
entre a similaridade dada pelos métodos e a similaridade de Hamming entre as chaves dos conceitos.
Para isso foi criado, para cada conceitoi, um vetor !hi, definido por: !hi = (simham(ki; k0); simham(ki; k1); :::; simham(ki; kj))
no qualki é o resultado do RHH para o vetor do conceitoi esimham(ki; kj) representa a similari-
dade de Hamming entre as chaveski ekj calculada da seguinte forma:simham(ki; kj) = número de bits coincidentestamanho das chaves :
Ou seja, para duas sequências binárias distintas, de mesmo tamanho, é contado o número de bits
em que elas coincidem e divide-se esse valor pelo tamanho daschaves.
Foi então calculada a correlação entre os valores de !vi e !hi para todos os conceitos das ontolo-
gias. A Tabela 5.1.2 apresenta os resultados.
retorna valores no intervalo [-1, 1], sendo que o valor -1 indica uma correlação negativa perfeita entre as duas variáveis,
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Tab. 5.2: Correlação entre os métodos e a similaridade de Hamming para as chaves geradas para cada
conceito.






Como visto na tabela, a correlação entre os métodos e a similaridade de Hamming das chaves
criadas é alta. Dessa forma é possível concluir que a similardade dos métodos é mantida na geração
dos valores retornados pela função RHH. O resultado confirmao que era esperado: como a correlação
entre os métodos e o cosseno do ângulo entre os vetores formados pelos valores definidos por esses
métodos é forte, apresentada na Tabela 5.1.1, e o RHH mantém asimil ridade referente ao cosseno
do ângulo entre os vetores, era de se esperar que houvesse umacorrel ção alta na comparação entre
a distância de Hamming das chaves geradas e os valores definidos pelos métodos. Essa característica
também é confirmada pelo Lema 3, apresentado na Seção 4.1, quedefine que funções de similaridade
pode ser incorporada em um cubo de Hamming.
As figuras a seguir mostram graficamente, para os diferentes métodos, esse comportamento. Os
métodosBouquet, Leacock, Wu, Li e eTVSMsão apresentados, respectivamente. Para todos os mé-
todos, para as duas ontologias, é mostrada a relação entre a médi do número de conceitos e o nível
de similaridade definido pelos métodos, ou seja, cada ponto no gráfico representa, em média, quan-
tos conceitos existem naquele nível de similaridade. Exemplo: na Figura 5.2(a), existem, em média,
2 conceitos no intervalo (0,7, 0,8] de similaridade para cada conceito da ontologia. Em seguida, é
mostrada a relação entre a média do número de chaves geradas para os conceitos e a similaridade de
Hamming entre elas. Exemplo: para o teste mostrado na Figura5.3(b), em média, há 2 chaves de
conceitos com similaridade de Hamming de 0,6 para todas as outras.
ou seja, uma cresce quando a outra diminui; o valor 1 indica umcorrelação positiva perfeita entre as duas variáveis, ou
seja, ambas crescem ou diminuem em concordância e o valor 0 indica que não há dependência linear entre as variáveis.
































































































Fig. 5.3: Chaves por similaridade de Hamming para o métodoBouquet.



































































































Fig. 5.5: Chaves por similaridade de Hamming para o métodoLeacock.


































































































Fig. 5.7: Chaves por similaridade de Hamming para o métodoWu.
































































































Fig. 5.9: Chaves por similaridade de Hamming para o métodoLi.





























































































Fig. 5.11: Chaves por similaridade de Hamming para o cossenodo ângulo entre os vetores do método
eTVSM.
As figuras mostram que os gráficos são proporcionais, ou seja,aproximadamente, o número de
conceitos para determinados níveis de similaridade é proporcional ao número de chaves para deter-
minados níveis definidos pela similaridade de Hamming.
É possível notar nos gráficos que mostram o número de chaves pela similaridade de Hamming que
não há chaves que se encontram entre 0 e aproximadamente 0,5 de similaridade. A explicação para
isso é que, mesmo que o método de similaridade utilizado defina que dois desses conceitos possuam
0 de similaridade entre si, ainda assim esses possuem 50% de chances de que, para um determinado
bit, possuam o mesmo valor. Em outras palavras, 0 de probabilidade resulta em 50% de chances de
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coincidirem no resultado de um bit nohash. Conforme a probabilidade aumenta, a similaridade de
Hamming também aumenta, a partir de aproximadamente 0,5. Seforem comparadas, por exemplo,n
chaves geradas de forma totalmente aleatória (por exemplo,utilizando umhashtradicional, como o
MD5), em média, a similaridade de Hamming entre todas essas chaves será de aproximadamente 0,5,
ou seja, 50% dos bits serão coincidentes. Essa característia é confirmada pelo Lema 2 que mostra as
probabilidades para funções LSH que mapeiam objetos nos valresf0; 1g, como mostrado na Seção
4.1.
Isso mostra que é possível, para qualquer um dos métodos, a criação de identificadores conceitu-
ais, utilizando funções LSH, que mantenham a similaridade defini a para os pares de conceitos.
5.2 Sumário
As funções dehashLSH tem como característica a geração de valores que mantêm asimil ridade
entre os dados, a partir de uma função de similaridade. Vários trabalhos encontrados na literatura
utilizam funções LSH para relacionar diferentes dados, do ponto de vista do seu conteúdo. Por outro
lado, existem diversos trabalhos que calculam a similaridade entre conceitos de uma mesma ontolo-
gia, mas sem utilizá-la em funções LSH. Este capítulo propôsuma maneira de se utilizar funções LSH
para relacionar dados do ponto de vista conceitual a partir de conceitos de ontologiaslightweight. Fo-
ram testados, com sucesso, alguns tipos de funções de similaridade para conceitos de uma mesma
ontologia. O próximo capítulo apresenta os cenários de aplicação, alguns testes e seus resultados.
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Capítulo 6
Testes e análise
Como visto no decorrer desta tese, devido ao grande volume dedados atualmente disponível na
WWW, novas estratégias são necessárias para se lidar com toda essa informação, dentre elas pode ser
citada a utilização de funções LSH para indexar dados similares de forma a facilitar a sua busca. Uma
característica dos trabalhos encontrados na literatura é af lta de comparação conceitual, utilizando
funções LSH, entre os dados, existindo geralmente só a comparação em relação ao conteúdo. Esta
tese apresentou, no capítulo anterior, um método de criaçãode funções LSH que relacionam dados no
nível conceitual. Dessa forma, diferentes tipos de dados, que representem o mesmo conceito, podem
ser relacionados entre si, visando a busca conceitual.
Neste capítulo serão apresentados dois cenários de aplicação, nos quais a utilização de chaves
conceituais, geradas por funções LSH, a partir de ontologias, facilita a busca conceitual. Na próxima
subseção serão definidos os conceitos básicos dos cenários eem eguida será mostrado cada um deles
em particular.
6.1 Conceitos básicos
Antes de apresentar uma proposta de organização de dados conceitualmente classificados é pre-
ciso definir, para o escopo dos cenários que serão apresentados, alguns conceitos básicos:
• dado: corresponde a qualquer estrutura que possa ser armazenadae recuperada em um sistema
computacional. Imagens, textos, áudio, páginasweb, etc, são exemplos de dados;
• metadado: anotação atrelada aos dados que definem a sua classificação apartir de uma hie-
rarquia de conceitos, taxonomia, ontologia, etc e, geralmente, são escritos em RDF ou RDF-S.
Neste texto, será usado o termo dado tanto para o dado em si, quanto para o seu metadado,
salvo quando indicado;
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• repositório de dados: toda máquina (ou conjunto de máquinas) que contenha dados ou me-
tadados, de diversos tipos, semanticamente anotados segundo uma determinada classificação
com a intenção de compartilhá-los. Exemplos possíveis: máquinas pessoais com arquivos de
música e vídeo, grupos de servidores de dados de uma universidade com dados multimídia,
repositórios de arquivos RDF da Web Semântica, etc.
• ontologia: no contexto desta tese, e como visto no Capítulo 2, ontologia consiste em um es-
quema de dados que define um domínio formado por conceitos e suas relações, possibilitando
o raciocínio e a inferência sobre certo termo da ontologia emrelação a outros termos [1]. Por
meio de uma ontologia é possível a agregação de termos similares ou mesmo a especialização
de um termo em outros. Utilizaremos ontologias simples, também conhecidas na literatura por
ontologiasligthweight, hierarquia de conceitos ISA, dentre outros nomes, na qual as rel ções
entre conceitos são do tipo “é um” ou “parte de”. No decorrer do texto, a palavraontologiafará
referência a esse tipo de estrutura.
Esses elementos são utilizados nos cenários de aplicação voltados para a busca conceitual. A
próxima subseção descreve como é feita a indexação e a busca dos d dos.
6.1.1 Indexação e busca
Nos cenários idealizados nesta tese, a indexação distribuída é feita em uma redepeer-to-peer
(P2P) estruturada, comumente empregada no compartilhamento d grandes volumes de dados. Ge-
ralmente, as redes P2P estruturadas são construídas sobreDistributed Hash Tables(DHT), as quais
podem ser organizadas de diversas formas do ponto de vista topológico. Nesta tese foram considera-
das DHTs baseadas noChord [17], que organizam os nós em um anel virtual, topologia comum entre
as redes P2P estruturadas disponíveis na literatura. No anel, c da nó é responsável pela indexação das
chaves que pertençam ao espaço delimitado entre o seu próprio identificador e o identificador de seu
antecessor. Entre os nós que fazem parte da DHT são criadas ligações (fingers) e essas ligações são
utilizadas no roteamento de mensagens dentro do anel. Uma das formas mais comuns de indexação
em DHTs é através da criação de chaves para identificação de dados, utilizando uma função dehash
tradicional como, por exemplo, as funções MD5 e SHA-1. O valor obtido pelohashpassa a ser o
identificador daquele conteúdo na rede P2P, por meio do qual odad é inserido e recuperado, em um
esquema deput e get. Os dados são inseridos pela primitivaput(k, v)e obtidos pela primitivaget(k),
nas quaisk é o identificador do dado ev é um valor atrelado ao identificador, podendo ser o dado
propriamente dito, um metadado, um localizador de onde o dadpo e ser obtido, etc. A Figura 6.1
ilustra esse roteamento.
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Fig. 6.1: Esquema geral de uma DHT em forma de anel.
Uma característica decorrente da utilização de funções comuns dehashna criação dos identifi-
cadores dos dados é a total falta de relação semântica entre ovalor obtido pelohashe o dado que
o originou devido à natureza aleatória de tais funções. Uma altern tiva é a utilização de funções
hashsensíveis à localidade (Locality Sensitive Hash- LSH) [81][21]. Como apresentado no Capí-
tulo 4, essas funções, sempre atreladas a uma função de similaridade, geram valores que carregam
as características dos dados que os originaram. Dessa forma, dados classificados de forma similar
possuem grande probabilidade de gerarem valores dehashpróximos em uma determinada métrica
ou, até mesmo, idênticos.
A indexação, portanto, é feita utilizando funções LSH, de maneir que a similaridade entre os
conceitos das ontologias seja levada em consideração. Conceitos similares são indexados próximos
uns aos outros no espaço de endereçamento da DHT, por meio de chaves de conceito, facilitando a
obtenção de dados relacionados pela redução do número de saltos necessários para obtê-los na DHT.
O número de saltos expressa a quantidade de nós que precisam ser visitados para que a mensagem
chegue até o seu destino.
Um cenário para uso da busca conceitual, como proposto nestatese, pode ser ilustrado por um
usuário que, ao fazer uma consulta no sistema por meio de um portal de busca, indica o conceito sobre
o qual ele queira pesquisar. A determinação desse conceito pode ser feita: (i) de forma explícita,
na qual o usuário indica, a partir de uma ontologia obtida de um repositório de ontologias, qual o
conceito de interesse para a busca; ou (ii) de forma implícita, na qual o conceito buscado e a ontologia
associada são determinados por meio de analisadores de linguagem natural e raciocinadores. As
técnicas necessárias para a realização da forma implícita estão além do escopo desta tese. Ainda
no momento da consulta, o usuário pode também escolher um nível de similaridade no intervalo [0,
1], o qual ele admite que seja usado na sua busca. Dados classifi ados em conceitos que possuam
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até esse índice de similaridade com o conceito buscado, tal similaridade definida por um método
de similaridade entre conceitos de uma ontologia, como vists no Capítulo 3, podem fazer parte da
resposta. Esse valor pode, inclusive, ser intrínseco ao sistema ou até mesmo usado na ordenação
dos resultados apresentados (ranking). É importante citar que, dependendo de como são estruturadas
as ontologias presentes no sistema, alguns dos métodos utilizados para medir a similaridade entre
conceitos podem ser mais indicados que outros, como discutido na Seção 3.2.6.
Para a busca na rede P2P, o conceito buscado é traduzido em umachave de conceito indexada, e
são retornadas informações armazenadas com aquela chave, como o localizador dos repositórios que
possuem dados classificados naquele conceito ou o próprio metadado indicando a URI de onde obtê-
lo. Dados inseridos com chaves de conceitos similares também são retornados, recuperados por uma
busca iniciada a partir do nó que armazena a chave do primeiroconceito buscado, respeitando-se o
índice de similaridade pedido pelo usuário ou intrínseco aosistema. É importante citar que nem todo
dado relacionado aos conceitos buscados deve necessariamente ser retornado ao usuário. O resultado
da busca pode ser utilizado por um outro serviço, responsável pelo tratamento dos dados obtidos, para
melhor atender a requisição do usuário. Esse serviço pode, inclus ve, encontrar dados semelhantes
do ponto de vista de conteúdo entre aqueles classificados em um esmo conceito.
Em diversos trabalhos encontrados na literatura, como [20]e [24], há a preocupação da manu-
tenção da relação entre dados similares, do ponto de vista decont údo, quando armazenados em
alguma estrutura de indexação, seja centralizada (bases dedados) ou distribuída (redes P2P baseadas
em DHTs, etc). Uma característica da abordagem desses trabalhos é que, como as funções LSH são
atreladas à similaridade do conteúdo dos dados para gerar osidentificadores para cada dado, e não
para um grupo, a busca conceitual é dificultada.
Neste trabalho, visando exatamente a busca conceitual, como apresentada no Capítulo 2, é utili-
zada a classificação conceitual para gerar uma função LSH atrelada à similaridade entre os conceitos.
Dessa forma, conceitos similares são armazenados próximosno e paço virtual de uma rede P2P,
facilitando a busca por dados relacionados, como visto na Figura 6.2.
A próxima subseção descreve os cenários de aplicação mostrando como esses podem ser imple-
mentados para a distribuição de dados mantendo sua similaridade.
6.1.2 Descrição dos cenários
Nos cenários aqui abordados, diversos repositórios disponibilizam dados multimídia (imagens,
textos, áudio, etc) sobre assuntos variados. Isso pode ser exemplificado por um ambiente organiza-
cional de uma empresa, com diversas filiais distribuídas ou um ambiente de uma universidade com
diversas faculdades espalhadas por vários campi.
Dentro dessas organizações podem existir vários departamen os, cada qual responsável pela ge-
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Fig. 6.2: Indexação de conceitos similares em uma rede P2P.
rência de dados classificados em um ou mais domínios de conhecimento. A definição desses domínios
de conhecimento é de responsabilidade de cada departamento, s d feita por especialistas da área.
Esses departamentos possuem repositórios que disponibilizam dados de vários tipos, classificados no
domínio de conhecimento sob sua responsabilidade. A definição do domínio de conhecimento é feita
utilizando ontologias simples com dúzias ou centenas de conceit s. Uma forma comumente utilizada
para a formalização de uma ontologia é feita utilizando OWL,uma linguagem, baseada em RDF,
específica para a definição e instanciação de uma ontologia. Em OWL é possível descrever conceitos
e subconceitos de uma ontologia, assim como a classificação de c nteúdos em um desses conceitos.
A Figura 6.3 mostra um exemplo de definição de conceitos e subconceitos da ontologia da Figura 3.3
em um arquivo OWL, utilizando astags owl:Classeowl:subClassOf. Na figura são definidos os con-
ceitos1, 2 e4, indicando que2 é subconceito de1 e4 é subconceito de2. É recomendado pelos
padrões da Web Semântica que cada conceito descrito remeta aum URI, possibilitando a obtenção
de mais informações a seu respeito. Por exemplo, na Figura 6.3 é indicado que mais informações
sobre o conceito1 podem ser obtidas emhttp://www.exemplo.org/AlgumDominio/C1.
A classificação de um dado em um conceito de uma ontologia podeser expressada no seu meta-
dado, comumente escrito em RDF, bastando que esse possua umatripla indicando essa classificação
através da propriedaderdf:type1. A Figura 6.4 mostra um exemplo de classificação, no qual é indi-
cado que o dado “algumDado”, descrito na URIhttp://www.exemplo.org/algumDado, é classificado
no conceito2 da ontologia.
Seguindo o mesmo princípio, outro cenário possível seria a indexação de dados provenientes
de comunidades virtuais ou redes sociais. Existem na literatura lgumas iniciativas como o SIOC2
1Um arquivo RDF pode ser interpretado como uma coleção de triplas do tipo “sujeito, predicado, objeto”.
2Lê-se como a palavrashock. Corresponde também à palavra irlandesa para geada.





















Fig. 6.4: Exemplo de um trecho do metadado em RDF de um dado classificadono conceito2.
(Semantically-Interlinked Online Communities) [86] que propõem padrões e formas de se disponibi-
lizar esse tipo de dado de forma a interligar diferentes comunidades. O SIOC, especificamente, define
como disponibilizar, de forma padronizada, dados originados em fóruns,blogs, listas de discussão,
etc. O SIOC define uma ontologia que classifica esse tipo de dado em conceitos comoSite, Forum,
User Account, Post, entre outros. Uma propriedade definida pelo SIOC que pode ser atribuída a quase
todos esses conceitos é chamadaTopic, sendo que essa define o assunto ou tópico daquele conteúdo
e é muito utilizada para comparar dados entre si.
Uma maneira de utilizar o padrão definido pelo SIOC em conjunto com as propostas aqui apre-
sentadas seria estabelecer uma relação entre a propriedadeTopic, definido pelo SIOC, e um conceito
de uma ontologia que define um domínio de conhecimento. Dessaform , dados de comunidades vir-
tuais, que já possuem uma estruturação e classificação feitapela ontologia do SIOC, terão um outro
nível de classificação, dessa vez conceitual. A Figura 6.5 mostra um exemplo de trecho de um arquivo
que utiliza o vocabulário definido pelo SIOC e vincula umPost(tag sioc:Post), que possui um criador
definido pelo vocábuloUserAccount(tag sioc:UserAccount), ao conceito2 definido no exemplo da
Figura 6.3 (tag sioc:Topic).
Essa classificação é vantajosa para a indexação desses dados, pois facilita a busca por conteúdos de
comunidades virtuais que são classificados em conceitos similares em um domínio de conhecimento













Fig. 6.5: Exemplo de um trecho de um arquivo SIOC.
definido por uma ontologia. Dessa forma, buscas conceituaispodem ser feitas procurando instâncias
de classes definidas pelo SIOC (Post, Site, etc) que são relacionadas com o mesmo conceito em
um domínio de conhecimento. Essa busca pode ser facilitada caso os dados relacionados estejam
indexados próximos na rede P2P.
Por exemplo, seguindo a ontologia do domínio deEsportesda Figura 2.3, os dados de comuni-
dades virtuais relacionados com os conceitos desse domíniopodem ser indexados em uma mesma
região do espaço de indexação facilitando a busca por dados classifi ados em conceitos similares, a
partir de um método de similaridade entre conceitos. Dessa forma, a busca por dados relacionados,
inclusive entre comunidades virtuais diferentes é facilitda. Buscas do tipo “obtenha os dados clas-
sificados como fóruns das comunidades existentes no sistemaque possuem dados classificados no
conceitoFutebole seus similares” passam a ser viáveis mesmo com os dados indexados de forma
distribuída. Em um primeiro momento é identificada a região que indexa aquele domínio de conhe-
cimento (identificado pela ontologia definida em um arquivo OWL) e, dentro da região, é possível
executar uma busca por todos aqueles dados que são indicadoscom sendo do tiposioc:Forume que
possuem comosioc:Topico conceitoFutebol. Um nível de similaridade pode ser usado para recupe-
rar também aqueles fóruns que possuem dados do tipoColetivoou mesmo outros esportes. A Figura
6.6 ilustra esse cenário. A indexação dentro de uma região será discutida na Seção 6.6.
A partir da descrição formal das ontologias3 utilizadas, por exemplo em um arquivo OWL, é
possível a utilização deparserspara obter a topologia da ontologia e utilizá-la na criação dos valores
dehashpara cada conceito. A classificação do dado na ontologia vincula-o a um conceito, podendo
ser utilizada por um repositório no momento da definição conceitual dos dados que possui.
Duas variações de cenário de aplicação serão apresentadas:a primeira indexa as chaves em um
3O processo e as técnicas utilizadas na criação de ontologias, assim como na classificação de dados em conceitos de
ontologias, amplamente encontradas na literatura, estão fora do escopo desta tese.
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Fig. 6.6: Exemplo de indexação de dados de comunidades virtuais levando em consideração a simi-
laridade conceitual.
cenário com uma DHT convencional, no qual é necessária a agregação das chaves no espaço Eucli-
diano e a segunda mostra a indexação das chaves em uma DHT que utiliza a distância de Hamming
como métrica. Será mostrado que, para o primeiro cenário, é preciso uma alteração na função dehash
LSH apresentada no Capítulo 5. Devido à falta de trabalhos naliter tura que abordam a indexação
de dados de forma conceitual, utilizando funções LSH, esta te não contém testes comparativos com
outros trabalhos da literatura.
6.2 Cenário que utiliza a distância Euclidiana
A Figura 6.7 ilustra a organização dos dados em uma DHT Chord visando um esquema de busca
conceitual.
A DHT ilustrada na Figura 6.7 indexa os dados em um espaço Euclidiano, ou seja, a distância
entre os nós é medida nessa métrica. Dessa forma, para que a busca conceitual seja facilitada, é
preciso agregar as chaves nesse espaço.
Como visto no Capítulo 5, a função dehashlá apresentada mantém a similaridade das chaves na
distância de Hamming. Uma característica em relação à distânc a de Hamming é que duas chaves
6.2 Cenário que utiliza a distância Euclidiana 75
Fig. 6.7: Organização do sistema
podem ser similares nessa distância, mas a indexação dessaschave em um espaço circular Euclidi-
ano pode resultar em uma grande distância entre elas caso os bits que não coincidem sejam da parte
mais significativa do identificador. Por exemplo, os identificadores 00000001 e 10000000 são muito
similares do ponto de vista da distância de Hamming, mas em umespaço binário circular seriam in-
dexados em posições totalmente opostas. Isso ocorre devidoao fato do primeiro bit mais significativo
dividir o espaço de indexação em duas partes (a primeira metade para identificadores com o primeiro
bit igual a “0” e a segunda para aqueles com o primeiro bit igual a “1”); os dois primeiros bits divi-
dem o espaço em 4 partes (dois primeiros bits iguais a “00”, “01”, “10” e “11”), e assim por diante.
A Figura 6.8 representa essa situação. É preciso, então, criar identificadores que estejam agregados
nessa métrica, como apresentado a seguir.
6.2.1 Criação dos identificadores
A geração de chaves de conceito é feita extraindo-se vetoresde conceito para cada conceito da
ontologia e aplicando a função RHH (Subseção 4.2.2) nesses vetores. Para o RHH, são geradosn
vetores !r , sendo cada coordenada destes vetores sorteada de uma distribuição Normal com média 0
e variância 1. Uma chave den bits é obtida para cada conceito pelo produto escalar dos vetres !r
com os vetores de conceito. Osn resultados são concatenados compondo a chave.
Como apresentado na Subseção 4.2.2, duas chaves de conceitotêm probabilidadep de possuírem
o mesmo valor para os bits em uma mesma posição, sendop determinada pela Equação 4.4. Esse
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Fig. 6.8: Indexação em um anel.
fato faz com que, mesmo para duas chaves de conceitos muito sim lares, exista a probabilidade de
serem armazenadas distantes uma da outra no espaço virtual de uma DHT. Isso acontecerá se pares de
bits, em uma mesma posição, da parte mais significativa dos identificadores não possuírem o mesmo
valor. Tentando reduzir esse impacto, a estratégia proposta nesta tese consiste em gerarm chaves
para cada conceito e usar a que possui o menor valor quando convertido para decimal. Dessa forma,
escolhemos a chave que possui o maior prefixo com “0”s como chave do conceito. A probabilidade
é alta de que, para conceitos similares, a menor chave criadaseja mesma ou com valores próximos.
Isso pode ser explicado pela similaridade de Jaccard usada na função dehashLSH Min-wise(Capítulo
4): cada grupo dem identificadores de conceito pode ser visto como um conjunto de inteiros, fazendo
com que a probabilidade de conceitos que possuam o mesmo menor valor seja a mesma explicada na
Subseção 4.2.1. Conforme o funcionamento das DHTs tradicionais, nas quais um nó é reponsável por
um intervalo de chaves, para que dados similares sejam indexados próximos uns dos outros, somente
é preciso que possuam a parte mais significativa do identificador iguais.
Vários trabalhos na literatura, como [20, 19], ao utilizarem funções LSH, indexam cada dado
várias vezes na DHT. Isso é feito na tentativa de aumentar a probabilidade de dois identificadores
de conceitos similares serem armazenados próximos. Considerando o aumento do volume de dados
semanticamente anotados naWeb, essa abordagem não é a melhor, devido à sobrecarga de identi-
ficadores no sistema, mesmo para identificadores de conceitos. A proposta apresentada nesta tese,
para este cenário, consiste em criar vários identificadorespara cada conceito, mas utilizar somente o
menor deles na indexação, não propiciando uma sobrecarga nosistema, à medida que o número de
conceitos indexados aumenta. Essa proposta de função dehashLSH pode ser definida da seguinte
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forma, apresentada na Figura 6.9:
• para cada conceito de uma ontologialightweight, é extraído um vetor de conceito, como apre-
sentado no Capítulo 5, utilizando algum dos métodos de similaridade apresentados no Capítulo
3;
• m grupos den vetores !r são criados, sendo cada coordenada sorteada de uma distribuição
Normal(0, 1);
• para cada vetor de conceito, é aplicada a Função 4.3 (Seção 4.2.2) para cada vetor ! de um
grupo, gerando uma chave den bits. Esse processo é feitom vezes, uma para cada grupo dem
vetores. Isso equivale a executar a função RHH (Função 4.3 daSeção 4.2.2)mvezes;
• a menor chave dentre asm geradas é escolhida como chave daquele conceito.
Quanto maior o valor dem, mais próximos os conceitos são armazenados uns dos outros.Depen-
dendo das necessidades do sistema de indexação,mpode ser ajustado para agregar mais ou menos os
dados indexados.
Fig. 6.9: Processo geral de criação dos identificadores.
É importante explicar a relação entre o fatorme a similaridade na criação dos identificadores. Se
m for igual a 1, a similaridade entre cada par de vetores de conceit , medida pelo cosseno do ângulo
entre eles, é preservada na similaridade de Hamming entre osidentificadores. Por outro lado, se o
espaço de indexação for Euclidiano, como o do cenário apresentado nesta subseção e comumente
utilizado em DHTs, a utilização dessas chaves pode resultarna indexação de chaves similares longe
umas das outras, como explicado na subseção anterior. Para tratar esse problema, são utilizados
valores maiores para o fatorm. Como visto,m grupos de vetores !r são criados e a menor chave
gerada é escolhida como chave daquele conceito. Fazendo dessa forma, há uma grande probabilidade
de conceitos similares gerarem a menor chave de um mesmo grupde vetores !r entre osm grupos.
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Mas, conceitos que não são similares possuem grandes chances de g rarem os resultados a partir de
grupos diferentes de vetores !r . Isso significa que, para pares de identificadores de conceits não
similares, a similaridade de Hamming é perdida, pois esses podem ter sido criados por diferentes
grupos de vetores !r .
Entretanto, como para o cenário apresentado nesta seção é necessária a agregação de chaves simi-
lares próximas umas das outras no espaço Euclidiano, não havendo a necessidade da manutenção da
similaridade na distância de Hamming, o uso de valores maiores que 1 para o fatorm é necessário.
Para esses valores dem, os conceitos são armazenados próximos uns dos outros nessamétrica.
Uma característica dessa abordagem é que ela leva em conta somente a topologia da ontologia,
fazendo com que duas ontologias que possuam a mesma topologia, mas que definam domínios to-
talmente diferentes, gerem chaves de conceito idênticas. AFigura 6.10 apresenta essa situação: a
Ontologia 1 possui topologia diferente da Ontologia 2, mas gr nde parte dos seus conceitos são idên-
ticos, enquanto a Ontologia 3 possui a mesma topologia da Ontologia 1, mas todos os seus conceitos
são diferentes. Essa situação indica que é necessária uma estratégia na criação das chaves de forma
que, as chaves de conceito de ontologias que possuam topologias diferentes, mas possuam concei-
tos similares sejam armazenadas próximas umas das outras e ch ves de conceitos de ontologias com
a mesma topologia, mas que definam conceitos diferentes, sejam armazenadas distantes umas das
outras.
Fig. 6.10: Ontologias similares e dissimilares.
A estratégia adotada foi criar um prefixo para delimitar a indexação das chaves por ontologia. A
próxima subseção apresenta como adicionar o vocabulário daontologia na criação dos identificadores,
de modo a evitar que se use somente a topologia das ontologiasna determinação do índice de conceito.
6.2.2 Criação dos prefixos
O uso de prefixos nos identificadores dos conceitos distanciaindexação de ontologias que pos-
suam a mesma topologia, mas que definem domínios diferentes.Ao mesmo tempo aproxima, no
espaço virtual, duas ontologias com topologias diferentesqu definem o mesmo domínio. Para essa
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finalidade, é proposta a composição da chave de conceito em duas partes. A primeira é um prefixo
gerado a partir do vocabulário da ontologia, também criado por uma função LSH. O sufixo é obtido
como apresentado na Subseção 6.2.1.
O prefixo é criado utilizando a função LSHMin-Wise(Seção 4.2.1). Essa função é aplicada a um
vetor de vocabulário, criado para cada ontologia, compostopelos nomes de todos os conceitos. Duas
ontologias similares terão grandes chances de possuírem o mesmo prefixo, dada a similaridade entre
seus vocabulários. É importante citar que nesta tese é considerado que ontologias de um mesmo do-
mínio seguem um mesmo vocabulário, previamente definido, para nomear seus conceitos. A geração
do prefixo é feita da seguinte maneira, também apresentada naFigur 6.11:
• Para cada ontologia, um conjunto de vocabuláriov é criado, composto pelos nomes de todos os
conceitos presentes na ontologia;
• v é convertido em um conjunto de inteirosv’ por meio de uma função dehashtradicional (MD5,
SHA-1, etc.) para cada elemento dev;
• o vetorv’ é utilizado em uma funçãoMin-wise, processo descrito na Seção 4.2.1;
• o resultado do Min-wise dev’, ou seja, o menor inteiro gerado após as permutações, é usado
como prefixo em todos os identificadores de conceitos daquelaontologia.
Fig. 6.11: Criação dos prefixos.
Dessa forma, ontologias similares, que definam o mesmo domíni , por exemploMúsica, terão alta
probabilidade de gerar o mesmo prefixo, pois provavelmente possuem vocabulários similares e serão
armazenadas na mesma região do espaço virtual da DHT. Ontologias que definam outros domínios,
por exemploEsporte, serão armazenadas em outras regiões do espaço virtual, balance ndo o espaço
de endereçamento da DHT. É importante citar que a abordagem aqui utilizada parte do pressuposto
que um vocabulário padrão é seguido para a definição de um domínio. A Figura 6.12 mostra uma
possível distribuição de três domínios diferentes em uma rede P2P.
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Fig. 6.12: Distribuição dos domínios na rede P2P.
Essa agregação de diferentes ontologias, que definam o mesmodo ínio de conhecimento, em
uma mesma região do espaço de indexação possibilita que uma busc por um conceito de uma on-
tologia possa retornar dados indexados em outra ontologia que também defina o mesmo domínio
de conhecimento. Dentro de uma região pode existir uma gerência que identifica a ocorrência de um
mesmo conceito em diversas ontologias e o resultado de uma busc aseada em uma dessas ontologias
pode ser completada com dados classificados por outra. Por exemplo, na Figura 6.10, provavelmente
uma busca por dados classificados no conceitoD da Ontologia 1 pode ser completada por dados clas-
sificados no mesmo conceito da Ontologia 2, incluindo conceitos similares. Pelo fato das ontologias
estarem indexadas na mesma região, a busca por esses dados é fcilitada. A indexação dentro de uma
região será discutida na Seção 6.6.
A próxima subseção apresenta alguns testes feitos e os resultados obtidos. Os testes visam mostrar
o comportamento da agregação dos identificadores gerados pela função LSH no espaço virtual de uma
DHT e os ganhos obtidos com essa abordagem.
6.3 Avaliação
A avaliação da metodologia de utilização da função LSH, apresentada nas seções anteriores, foi
feita em duas partes. Na primeira foi avaliada a agregação das chaves em relação à variação do fatorm
e o tamanho do prefixo. Na segunda, foram feitos testes de busca em uma DHT, medindo-se o custo na
busca por conceitos similares. A geração dos sufixos das chaves foi feita utilizando o método baseado
no algoritmo do eTVSM, mas como visto nos resultados apresentados no Capítulo 3, qualquer outro
método de similaridade entre conceitos de uma mesma ontologia p deria ter sido utilizado.
6.3 Avaliação 81
6.3.1 Avaliação para um cenário utilizando uma ontologia dodomínio Música
Os testes feitos objetivam mostrar o impacto da agregação e os ganhos proporcionados pela função
LSH atrelada a uma ontologia real, em um espaço de indexação de uma DHT baseada noChord.
Os testes utilizaram identificadores de 128 bits e uma ontologia baseada em alguns dos conceitos
existentes no diretório de categorias doYahoo! sob o conceitoMúsica, mostrada na Figura 6.13.
Essa classificação pode ser utilizada para a indexação de textos, vídeos, imagens sobre música ou até
mesmo arquivos de áudio. Para ilustrar, a Tabela 6.3.1 apresenta a similaridade entre os conceitos da
ontologia do domínioMúsicadefinida pelo cosseno do ângulo entre os vetores de cada conceito.
Fig. 6.13: Ontologialightweightpara o domínioMúsica.
Tab. 6.1: Tabela de similaridade do métodoeTVSMpara os conceitos da ontologia do domínioMúsica
da Figura 6.13.
Conceito Música Blues Jazz Elet. Indust. BW Free Acid House DB
Música 1,000 0,871 0,909 0,704 0,621 0,871 0,735 0,735 0,621 0,621
Blues 0,871 1,000 0,836 0,327 0,289 1,000 0,577 0,577 0,289 0,289
Jazz 0,909 0,836 1,000 0,420 0,371 0,836 0,871 0,871 0,371 0,371
Elet. 0,704 0,327 0,420 1,000 0,882 0,327 0,378 0,378 0,882 0,882
Indust. 0,621 0,289 0,371 0,882 1,000 0,289 0,333 0,333 0,667 0,667
BW 0,871 1,000 0,836 0,327 0,289 1,000 0,577 0,577 0,289 0,289
Free 0,735 0,577 0,871 0,378 0,333 0,577 1,000 0,667 0,333 0,333
Acid 0,735 0,577 0,871 0,378 0,333 0,577 0,667 1,000 0,333 0,333
House 0,621 0,289 0,371 0,882 0,667 0,289 0,333 0,333 1,000 0,667
DB 0,621 0,289 0,371 0,882 0,667 0,289 0,333 0,333 0,667 1,000
O primeiro teste consistiu em, variando-se o valor dem (Seção 6.2.1), constatar o seu impacto
na agregação das chaves. A Figura 6.14 mostra, param v riando em 1, 5, 10, 20 e 50, a faixa de
distribuição dos identificadores em um espaço virtual de 128bits em forma de anel, dividido em 2000
82 Testes e análise
partes iguais, cada parte representando um nó em uma DHT. A faixa é calculada pelo número de nós
existentes entre o primeiro e o último nó que armazenam identificadores no espaço virtual. Nesse
teste, o prefixo mostrado na Seção 6.2.2 não foi utilizado, jáque o intuito é mostrar o impacto na
agregação somente pela variação do valor dem.
Fig. 6.14: Impacto domna faixa de distribuição.
A Figura 6.14 mostra a média de 10 testes em cada coluna. Como pde ser visto, o resultado
se assemelha ao obtido na Seção 6.3.2, ou seja, quanto maior ovalor dem, menor é a faixa de
distribuição dos identificadores. Isso mostra quemé um fator que pode ser ajustado de acordo com a
necessidade do sistema, caso seja necessário uma maior ou men r agregação dos identificadores. Os
intervalos de confiança de 95% são, param com valores iguais a 1, 5, 10, 20 e 50, respectivamente:
180,48, 188,53, 95,51, 64,52 e 36,94.
A Figura 6.15 mostra a relação da agregação dos identificadores em relação ao número de nós
existentes na DHT e a variação do tamanho do prefixo utilizadonos identificadores. Para esses testes,
m foi fixado em 20 e o número de nós na DHT variou de 1000 a 100000.
É possível ver que, quanto maior o tamanho do prefixo, mais agreg dos os identificadores se
encontram e, quanto maior o tamanho da DHT, mais nós compartilham os identificadores de uma
mesma ontologia. Para comparação, o mesmo teste feito com uma função tradicional dehash(MD5)
possui um crescimento linear, ocupando praticamente todo oespaço do anel. Por motivos de escala,
esse resultado não foi colocado no gráfico.
Esse resultado mostra que o prefixo atua na agregação da seguinte forma: quanto mais bits são
usados no prefixo, o espaço virtual da DHT é dividido em um número aior de partes para a indexação
de diversas ontologias. Dessa forma, quanto maior o prefixo usado nas chaves de conceito de uma
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Fig. 6.15: Variação no tamanho da DHT.
ontologia, menor será a parte do espaço virtual na qual as chaves dessa ontologia estarão indexadas.
O número de nós existentes em cada parte varia de acordo com a distribuição e a quantidade de nós
existentes na DHT.
Deve ser lembrado que, se a princípio o resultado obtido com afunção LSH pode sinalizar um
desbalanceamento no espaço virtual da DHT, uma vez que a tendência seria os identificadores serem
agregados no início do anel, devido ao fato da escolha do menor valor gerado como resultado dohash,
o sistema proposto deve indexar diversas ontologias, definindo diversos domínios de conhecimento.
Como mostrado na Figura 6.12, a inserção de várias ontologias no sistema, utilizando prefixo, resulta
no preenchimento do anel pelas regiões que essas ocuparão.
A Figura 6.16 mostra a distância, na média, entre o identificador de um dos conceitos em relação a
todos os identificadores dos outros conceitos, variando-seo tamanho do prefixo e mantendo o número
de nós no espaço virtual em 2000 e o valor dem igual a 20. Nesse teste, o conceito escolhido foi o
Free. Esses valores são comparados também com o mesmo teste feitocom o MD5.
Novamente, é possível ver que, quanto maior o tamanho do prefixo utilizado, mais próximo os
identificadores dos conceitos são armazenados. A média paraprefixos com 8 bits, ou mais, torna-se
praticamente 0, o que significa que, para este espaço virtualdividido em 2000 partes, praticamente
todos os conceitos foram armazenados no mesmo nó da DHT. Paraos identificadores gerados pela
função dehashtradicional, a distância entre os conceitos é maior, o que resulta em um maior balan-
ceamento da DHT, porém, em um maior custo na busca por conceits r lacionados, como mostrado
no próximo teste. Na Figura 6.16, os intervalos de confiança de 95% para os testes “Sem Prefixo”, “2
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Fig. 6.16: Distância do conceitoFreeaos demais conceitos da ontologia.
bits”, “4 bits”, “8 bits” e “MD5” são, respectivamente, 6,09, 2,41, 0,3, 295,94.
A Figura 6.17 mostra o número de saltos necessários para, a partir do nó que armazena o iden-
tificador de um conceito, atingir todos os outros conceitos da ontologia. Como no teste anterior, o
termo escolhido foi oFreee foi variado o tamanho do prefixo. Nesse teste foi empregado osimula-
dor de rede P2POversim4, utilizando 2000 nós no anel da DHT. Esse teste foi feito em duas DHTs
diferentes: noChorde em uma baseada no fenômeno doSmall World[87]. A diferença entre as duas
DHTs se refere à criação dosfingersentre os nós. NoChord, o estabelecimento dosfingersé feito de
forma que não há preferência para sua criação, enquanto que aDHT baseada no fenômeno doSmall
World privilegia a criação defingersentre nós que estejam próximos no espaço virtual [87], como
apresentado no início da Seção 6.4.
Devido ao roteamento doChord ser feito no sentido horário, para uma maior justiça nos testes,
as chaves foram ordenadas e buscadas na ordem crescente. Ou seja, para uma chave de conceitoCk
qualquer, se o valor da chave conceitual deFr e é menor queCk, os saltos necessários a partir de
Free, com destino àCk, foram contabilizados. Caso contrário, contabilizaram-se os saltos a partir deCk com destino à chave do conceitoFree.
Como pode ser visto na Figura 6.17, em ambas DHTs, o número de saltos necessários para atingir
todos os identificadores de conceitos a partir do identificador do conceitoFreeé menor se comparado
com número de saltos necessários para o mesmo teste, mas considera do identificadores criados pelo
MD5. Os intervalos de confiança de 95% são, para oCh rd “Sem Prefixo”, “2 bits de Prefixo”, “4
4Oversim - http://www.oversim.org (acessado em 18 de maio de2011).
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Fig. 6.17: Saltos em relação aFree.
bits de Prefixo”, “8 bits de Prefixo” e “MD5”, respectivamente: 1,77, 1,03, 0,89, 0,59 e 0,86. Para
os testes utilizando a DHTSmall Worldcom “Sem Prefixo”, “2 bits de Prefixo”, “4 bits de Prefixo”,
“8 bits de Prefixo” e “MD5”, os intervalos de confiança de 95%, respectivamente, são: 0,8, 0,7, 0,44,
0,2 e 0,93.
6.3.2 Avaliação para um cenário utilizando três ontologias
O teste apresentado nesta subseção mostra a agregação dos conceitos de ontologias em um anel
Chord. Um espaço de 128 bits foi dividido em 1000 recipientes de tamanhos iguais e foram criadas
chaves conceituais de 128 bits. Cada recipiente pode conteraté2128/1000 chaves. As chaves foram
distribuídas entre os recipientes, sendo a decisão sobre qual recipiente recebe quais chaves baseada
no valor de cada chave. Nos gráficos é mostrada a faixa de distribu ção das chaves no espaço de inde-
xação, medida pela diferença entre o maior e o menor recipiente que receberam chaves, considerando
o sentido horário do anel. Quanto menor a faixa, mais próximos as chaves conceituais estão uma das
outras no espaço virtual. Alguns dos testes feitos são os mesmos apresentados na Seção 6.3.1, mas
agora utilizando três ontologias. Novamente foi utilizadoo método baseado no algoritmo do eTVSM,
mas como visto nos resultados apresentados do Capítulo 3, qualquer outro método de similaridade
entre conceitos de uma mesma ontologia poderia ter sido utilizado.
Nesse teste foram usadas três diferentes ontologias: ontologia 1 é a mesma da Figura 3.3 e as
ontologias 2 e 3 são árvores binárias com 15 (1 a 15) e 127 conceitos (1 a 127), respectivamente.
Os testes foram feitos variando-se o fatorm (número de chaves criadas), esse assumindo os valores
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5, 10, 20 e 50. Cada teste foi feito 1000 vezes, e os gráficos mostram a média dos resultados com
intervalo de confiança de 95%. Os mesmos testes foram feitos usando a função de hash MD5 para
comparação.
Como pode ser visto na Figura 6.18, quanto mais chaves são criadas para as três ontologias, em
outras palavras, quanto maior o valor do fatorm, mais agregadas as chaves são armazenadas. Mesmo
para o menor valor dem testado, os resultados são melhores do que os que utilizam a função de hash
tradicional. Para valores maiores dem, a probabilidade de que vetores de conceitos similares gerem
valores similares aumenta, assim como a sua agregação.
Esses resultados mostram que efetivamentemé um fator de agregação. Dependendo da aplicação,
ou dos requisitos do sistema, um valor maior ou menor dem pode ser utilizado.
(a) Ontologia 1 (b) Ontologia 2 (c) Ontologia 3
Fig. 6.18: Faixa de distribuição - sem o uso de prefixo.
A Figura 6.19 apresenta os resultados para os testes usando as mesmas três ontologias, mas com
prefixo de 2, 4 e 8 bits, como apresentado na Subseção 6.2.2, e ofator m foi fixado em 1. Os testes
mostram o impacto do prefixo na agregação das chaves quando não há variação no valor dem.
(a) Ontologia 1 (b) Ontologia 2 (c) Ontologia 3
Fig. 6.19: Faixa de distribuição - usando prefixo em = 1.
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Os resultados da Figura 6.19 mostram que quanto maior o prefixo, mais agregadas as chaves são
armazenadas. A razão para isso é que prefixos maiores dividemo espaço de indexação em mais
partes, como visto na Seção 6.2. Portanto, quanto maior o prefixo, menor será a parte do espaço
virtual no qual as chaves conceituais de um ontologia serão armazenadas.
Os testes seguintes usam as mesmas ontologias previamente apres ntadas e também utilizam pre-
fixos nas chaves. Os tamanhos dos prefixos testados foram 2, 4 e8 bits. A segunda parte das chaves
foi gerada usando a mesma variação paramcomo na Figura 6.18.
Nas Figuras 6.20(a), 6.20(b) e 6.20(c), os resultados mostram que ao se utilizar um prefixo, as
chaves tendem a ser armazenadas próximas, na média. Quanto me os bits são usados no prefixo,
mais os resultados se aproximam dos obtidos sem o uso do prefixo. Devido à escala adotada, os
intervalos de confiança de 95% nos gráficos quase não são notados n s figuras. Considerando um
espaço de 128 bits dividido em 1000 recipientes, chaves conceituais de ontologias similares com 10
bits de prefixo ou mais, são armazenadas no mesmo recipiente.É possível concluir que, para um
cenário de 1000 recipientes, 4 e 8 bits são boas escolhas parao tamanho do prefixo.
(a) Prefixo de 2 bits (b) Prefixo de 4 bits (c) Prefixo de 8 bits
Fig. 6.20: Faixa de distribuição - uso de prefixo.
Distância entre conceitos
Neste teste foram utilizadas três ontologias e foi utilizado prefixo nas chaves. A ontologia 1 é a
mesma da Figura 3.3, ontologia 2 é composta de 10 conceitos (conceitos de1 a 7 são os mesmo da
ontologia 1 e mais três:8 a 10) e a ontologia 3 possui a mesma topologia da ontologia 1, entreta to
possui conceitos totalmente diferentes (16 a 22). As ontologias podem ser vistas na Figura 6.21.
O objetivo deste teste é mostrar a distância entre: (i) dois cnceitos similares pertencentes a
duas ontologias diferentes e; (ii) dois conceitos totalmente diferentes pertecentes a duas ontologias
com a mesma topologia. Para testar (i), os conceitos escolhidos para medir a distância foram5 da
ontologia 1 e o mesmo na ontologia 2. Apesar deles serem o mesmo conceito, ambos são localizados
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Fig. 6.21: Ontologias utilizadas nos testes.
em posições diferentes em suas ontologias correspondentes. Para testar (ii), os conceitos escolhidos
foram5 da ontologia 1 e20 da ontologia 3, devido ao fato de ambos estarem localizados no mesmo
ponto das ontologias. Isso significa que seus vetores de conceit são iguais. A ideia é constatar o
impacto do prefixo nas chaves geradas. Os três conceitos estão marcados com círculos na Figura
6.21.
A Figura 6.22 mostra os percentils para 1000 testes. A linha “Similar” corresponde à distância,
medida em quantidade de recipientes, entre5 da ontologia 1 e o mesmo conceito da ontologia 2, e a
linha “Não similar” corresponde à distância de5 da ontologia 1 e20 da ontologia 3. O fatorm foi
fixado em 20, mas resultados similares foram obtidos com outros valores.
Apesar da Figura 6.22(a), é possivel ver que na maior parte dos testes, conceitos similares estão
próximos uns dos outros e conceitos que não são similares estão di antes uns dos outros. A razão para
que os testes mostrados na Figura 6.22(a) não serem bem sucedidos é que, para prefixo com 2 bits,
há grande probabilidade que mesmo duas ontologias não similares gerem o mesmo menor valor para
ser escolhido como prefixo, pois as opções são poucas (22 combinações). Esse fato resulta em toda
carga semântica ser localizada na segunda parte da chave. Como a segunda parte é criada conside-
rando somente a topologia das ontologias, as chaves de dois conceitos na mesma posição topológica
em suas respectivas ontologias (ambas possuindo a mesma topologia mas conceitos diferentes) são





























































(c) Prefixo de 8 bits
Fig. 6.22: Distância entre termos usando m = 20.
e 6.22(c)), na maioria dos testes, o conceito5 da ontologia 1 estava localizado perto do conceito5
da ontologia 2 (por exemplo, para dois conceitos similares,usando 4 bits de prefixo, pelo menos 90%
dos testes resultaram em uma distância de 0 entre eles) e distante do conceito20 da ontologia 3. Isso
confirma que não somente a topologia da ontologia está sendo considerada na criação das chaves,
mas também o seu vocabulário.
Saltos em uma DHT
Este teste mostra como o uso de funções LSH, para a criação de identificadores com prefixo, pode
melhorar a busca conceitual em uma rede P2P. Usando o simuladorOversim, foi criado um anelChord
formado por 1000 nós. Neste teste foram usadas as ontologiassimilares da Figura 6.21 (ontologias 1
e 2). Foram feitos quatro testes: um utilizando a função dehashMD5 e outros três variando em 2,
4 e 8 bits o tamanho do prefixo utilizado nas chaves. Em cada teste, as chaves de conceitos das duas
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ontologias foram indexadas no mesmo anel. O fatorm foi fixado em 20. Em cada teste foi computada
a média do número de saltos necessários para atingir todas aschaves indexadas no anel, partindo do
nó que armazena5 da ontologia 1. Devido ao roteamento doChordser no sentido horário, em todos
os testes as chaves foram ordenadas em ordem crescente e procuradas nessa ordem. Ou seja, se a
chave de conceito de5 é menor que a chave de conceito de4, os saltos foram contabilizados do nó
que armazena5 até o nó que armazena4, caso contrário, o oposto foi contabilizado. A Tabela 6.3.2
mostra os resultados.
Tab. 6.2: Média de saltos em uma DHT.
- 2 bits 4 bits 8 bits MD5 (sem prefixo)
Saltos 3.12 2.35 0 5.06
Como mostrado na Tabela 6.3.2, quanto mais agregadas estiver m as chaves no espaço de in-
dexação, menos saltos são necessários para recuperar qualquer outra chave, partindo de uma chave
arbitrária. Para 8 bits ou mais de prefixo, quase todas as chaves foram armazenadas no mesmo nó,
resultando em uma média de aproximadamente 0 saltos. A agregação faz uma busca conceitual re-
cursiva ser menos custosa se comparada com o resultado obtidutilizando qualquer função dehash
tradicional, como o MD5.
6.4 Cenário que utiliza a distância de Hamming
Nessa variação do cenário proposto foi utilizada uma DHT estruturada baseada no fenômeno
Small World[88][87] e que utiliza a distância de Hamming como métrica. Nliteratura encontra-se
que o fenômenoSmall World, originalmente estudado em [89], se mostra como uma maneirai teres-
sante de agregar dados similares em uma DHT, mantendo um custo baixo para a busca de conteúdos
similares em relação ao número de saltos necessários para a obtenção dos dados relacionados [90].
Esse fenômeno define que nós da rede que estão situados próximos tenham uma alta taxa de inter-
ligação, ou seja, alta probabilidade de existir umfinger entre eles, e baixa probabilidade de existir
fingersdistantes, ou seja, alguns poucosfingersinterligando nós distantes. Essa formação reduz o
custo, em termos de saltos para, a partir de um nó, atingir um outro qualquer que esteja próximo e
mantém baixo o número de saltos para se atingir um nó distante.
Nessa DHT, o espaço de endereçamento é ordenado segundo o códig de Gray e dividido em
regiões. As regiões são representadas por um identificador den bits sendo que, para qualquer região,
a diferença entre o identificador dessa região e o identificador das suas regiões sucessoras e prede-
cessoras é de 1 bit, como definido pela sequência do código de Gray. Entre as regiões são criados
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fingers, levando em conta o fenômenoSmall Worlde a distância de Hamming entre os identificadores
de regiões, para determinação de proximidade. Em outras palvras, a criação defingersentre nós que
se encontram próximos na distância de Hamming é mais provável do que com aqueles mais distan-
tes na mesma métrica. Como as chaves identificadores de conceitos apresentadas nesta tese mantêm
conceitos similares próximos na distância de Hamming, a orgnização da DHT baseada no fenômeno
Small Worldse torna adequada. A Figura 6.23 mostra esse cenário.
Fig. 6.23: Organização do sistema.
A funçãohashapresentada nesta tese foi utilizada para a criação de chaves de conceito que coinci-
dem com os identificadores de regiões. Ou seja, cada região acomoda um conceito de uma ontologia
que são interligados considerando a distância de Hamming. Dessa forma, cada região que repre-
senta um conceito possui grande probabilidade de possuir uma interligação com outras regiões que
representam conceitos similares. Isso acontece devido ao fato de que chaves de conceitos similares,
geradas pela função LSH, possuem baixa distância de Hammingentre si.
É importante notar que o identificador de cada região pode serusado como prefixo para as chaves
armazenadas naquela região. Dessa forma, dentro de cada região pode existir uma outra forma de
indexação, agora no nível de conteúdo. As regiões delimitamos dados indexados conceitualmente,
e dentro de cada região a forma de organização é livre. Váriasontologias podem ser indexadas,
utilizando diferentes conjuntos de vetores !r na função LSH, um para cada ontologia, distribuindo os
conceitos nas regiões no espaço de indexação. Apesar da ideia inicial desse cenário ter sido concebida
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para buscas por similaridade entre conceitos de uma mesma ontologia, uma evolução poderia ser feita
a partir de uma análise do vocabulário das ontologias, indica o conceitos similares em diferentes
ontologias, criando algunsfingersque os unam. Isso permitiria uma busca por dados similares sem
restringir o escopo em uma só ontologia. A Figura 6.24 ilustra essa indexação. A próxima seção
apresenta os testes feitos para avaliar esse cenário.
Fig. 6.24: Indexação de várias ontologias.
6.5 Avaliação
Com o objetivo de confirmar que conceitos similares possuem baixa distância de Hamming, foram
feitos testes de avaliação dessa distância em relação aos mét dos de similaridade entre conceitos de
uma ontologia, apresentados no Capítulo 3. Nos testes, apresentados nas próximas subseções, foram
utilizadas duas ontologias: ontologia 1, com 7 conceitos, apresentada na Figura 3.3 e ontologia 2,
uma árvore binária com 127 conceitos. As chaves de conceito criadas possuem 128 bits.
6.5.1 Avaliação da distância de Hamming em relação à similaridade
O teste apresentado a seguir mostra a relação entre a distância de Hamming dos conceitos e a
similaridade entre eles, definida pelos métodos de similaridade. Em outras palavras, foi calculada
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para um nível de similaridade, por exemplo 0,5, a média da distância de Hamming medida entre as
chaves de cada conceito e as chaves de todos os outros conceitos que possuem similaridade entre (0,4,








































































































































Fig. 6.25: Dispersão no espaço de Hamming pela similaridade(média, para todos os conceitos, da
similaridade x número de bits coincidentes).
Os resultados são apresentados na Figura 6.25. O comportamento esperado é que, conforme a
similaridade aumenta, o número de bits coincidentes tambémaumenta. Todos os métodos mostrados
na figura possuem esse comportamento, o que mostra que a função dehashtraduz a similaridade
entre os conceitos para o valor resultante do hash, em termosde bits coincidentes. A diferença entre o
teste utilizando a ontologia 1 e a ontologia 2 é a quantidade de níveis de similaridade. Para ontologias
maiores, há mais níveis de similaridade para computar (maispontos nas curvas da figura) devido ao
fato de existirem mais conceitos.
O teste seguinte apresenta, para todos os conceitos da ontologia, a relação do número de bits
coincidentes com a similaridade entre os conceitos, similaridade dada pelos métodos. Para cada nível
de similaridade, foi calculada o menor e o maior número de bits coincidentes. A Figura 6.26 apresenta
essas variações. Esse teste foi feito somente com a maior ontologia, devido ao fato de que a ontologia
menor possui poucos níveis de similaridade.
Na Figura 6.26, a parte de baixo das barras representa o menornúmero de bits coincidentes
comparando-se todos os conceitos que possuem aquele nível de similaridade entre si. O topo das

























































































































Fig. 6.26: Variação dos bits por nível de similaridade.
barras apresenta o número máximo de bits que coincidem para aquele nível de similaridade. Por
exemplo, para o métodoLeacock(Figura 6.26(b)), para (0,4, 0,5] de similaridade, o númerode bits
coincidentes ficou entre 90 e 120 bits. Alguns gráficos não apresentam barra em determinados níveis
de similaridade, o que significa que, para aquele método, nãohá pares de conceitos que possuam tal
nível de similaridade para a ontologia utilizada.
É possível notar que para a ontologia utilizada, de 127 conceit s, o intervalo dos bits coincidentes
é bem distribuído de acordo com o nível de similaridade. O comportamento de todos os métodos é
como o esperado, ou seja, conforme a similaridade cresce, o número de bits coincidentes também
cresce e a variação do intervalo tende a ser menor. Isso pode ser explicado pela alta probabilidade de
dois conceitos bem similares terem bits coincidindo, portanto, a variação dos bits que não coincidem é
menor e a quantidade de bits coincidentes é alta. Os métodosBouqueteLeacockpossuem intervalos
maiores de bits coincidentes para cada nível de similaridade, pois esses métodos consideram mais
conceitos similares entre si. Os outros métodos,Wu e Li, possuem intervalos menores, pois esses
métodos possuem maior variação no nível de similaridade entr conceitos, como visto nas Figuras
5.7 e 5.9.
É possível ver que quanto maior a ontologia, melhor distribuída é a faixa de bits coincidentes de
acordo com o nível de similaridade. O comportamento de todoss métodos é como o esperado, ou
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seja, conforme a similaridade aumenta, o número de bits coincide tes também aumenta e a variação
tende a ser menor. Isso pode ser explicado pela alta probabilidade de dois conceitos bastante similares
terem bits coincidentes, portanto a variação dos bits que não coincidem é menor.
A próxima subseção apresenta a distância de Hamming entre coc it s específicos.
6.5.2 Distância de Hamming entre conceitos
Este teste mostra a relação entre a similaridade dada pelos mét dos a as distâncias de Hamming
correspondentes para um conceito específico. O objetivo é mostrar como as chaves estão espalhadas
em um espaço hipercúbico que segue a distância de Hamming para distribuir dados. Um conceito
foi escolhido para cada ontologia e é mostrada a similaridade quele conceito com todos os outros.
É também mostrada a distância de Hamming da chave daquele conc ito com todas as outras chaves
dos outros conceitos. A ideia é mostrar que a distância de Hamming segue a mesma curva obtida
com os métodos. O conceito6 da ontologia 1 (Figura 3.3) e o conceito127 (o último conceito folha,
da esquerda para a direita) da ontologia 2 foram escolhidos.As Figuras 6.27 e 6.28 mostram os

















































Fig. 6.27: Ontologia 1 - 6.27(a) Distância de Hamming entre oconceito6 e todos os outros e 6.27(b)
o nível de similaridade do conceito6 para todos os outros.
O resultado mostra que, para as duas ontologias, a curva de similaridade e a curva da distân-
cia de Hamming são inversamente correlacionadas. Em outraspal vras, os conceitos que possuem
pouca similaridade possuem maior distância de Hamming entre si e os conceitos mais similares es-
tão próximos uns dos outros no espaço de Hamming. Esses resultados indicam que a similaridade

















































Fig. 6.28: Ontologia 2 - 6.28(a) Distância de Hamming entre oconceito127 e todos os outros e
6.28(b) o nível de similaridade do conceito127 para todos os outros.
entre conceitos é mantida no valor resultante dohashe, em um sistema de indexação hipercúbico,
os elementos que são similares entre si serão indexados próximos uns dos outros. Como esperado,
os resultados da distância de Hamming usando MD5 possuem um comportamento próximo à média
(50% dos bits), como visto nas Figuras 6.27(a) e 6.28(a).
O teste mostrado a seguir consistiu em, a partir de cada região da DHT, representando um con-
ceito, contabilizar a média dos saltos necessários para se atingir todos os outros conceitos. Nesse teste
foi utilizada a ontologia de 127 conceitos e foram também feitos testes na DHTChord, e na DHT
baseada no fenômenoSmall World, para comparação. As chaves de conceitos criadas tinham 20 bits,
resultando em220 regiões. O método utilizado foi o baseado no eTVSM, mas poderia ter sido usado
qualquer um dos outros métodos apresentados anteriormenteno Capítulo 3.
Tab. 6.3: Média do número de saltos de acordo com a distância de H mming das chaves de conceito.
Distância de Hamming Chord+ LSH Small World+ LSH Redução 2 6.2 1.1 17,74% 4 8.1 2.7 33,33% 6 9.1 4.2 46,15% 8 9.6 5.4 56,25% 10 9.8 6.0 61,22%> 10 9.9 6.3 63,63%
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Os resultados apresentados na Tabela 6.3 mostram que o uso dema DHTSmall Worldreduz a
média no número de saltos necessários para recuperar dados similare . O máximo de saltos obtidos5
utilizando a DHTSmall Worldfoi de 11 e utilizando a DHTChord foi obtido 20, uma redução de
45%. O melhor resultado obtido pela DHT que segue o fenômenoSmall Worldmostra que o fato
das chaves similares possuírem uma menor distância de Hamming entre si pode ser explorado por
estruturas que levem isso em consideração, facilitando buscas por conceitos similares. Esse teste
mostrou a aplicabilidade das chaves conceituais em estruturas de indexação distribuídas, facilitando
a busca conceitual.
6.6 Discussão sobre a indexação dentro das regiões
Como visto nos cenários apresentados nas seções anteriores, o espaço de indexação da rede P2P
é dividido em regiões, que abrigam as chaves que representamdados relacionados conceitualmente,
indicando onde esses dados estão indexados de fato e como recuperá-los. A maneira como os dados
propriamente ditos são indexados fica a critério de seus responsáveis.
A indexação desses dados pode ser feita em uma segunda DHT ou mesmo em um banco de dados
de um repositório, como visto na Figura 6.29. Dentro dessas etruturas de indexação pode existir
uma segunda forma de organização dos dados, baseada em outrocritéri de comparação entre eles
como, por exemplo, seu conteúdo. Como visto no Capítulo 1, a liter tura possui vários trabalhos
que comparam dados de acordo com seu conteúdo, o que pode ser aproveit do em um sistema como
proposto nesta tese. Se, em um primeiro nível, dados são agregados de acordo com sua classificação
conceitual definida por uma ontologia, em um nível abaixo podem ser relacionados de acordo com
características existentes no seu conteúdo. Dessa forma o escopo da busca é reduzido pela busca
conceitual e, em um próximo nível, uma busca por um dado específico e seus similares pode ser
executada.
A metodologia apresentada nesta tese pode, inclusive, ser incorporada em sistemas que utilizam
mais de um nível de abstração na classificação de seus dados. Esse tipo de abordagem é encontrada na
literatura como, por exemplo, em [91] e [92]. Trabalhos desse tipo utilizam o conceito de ontologia
superior (upper ontology) e ontologia inferior (lower ontology), sendo que a primeira define conceitos
mais gerais e a segunda aborda aspectos mais detalhados dos elementos classificados, chegando mais
próximo do conteúdo desses.
Como dito nas seções 6.2.2 e 6.4, outra característica que oscenários propostos nesta tese apre-
sentam é a possibilidade do sistema identificar a existênciade um mesmo conceito em mais de uma
ontologia. Caso isso ocorra, uma busca por um conceito de umaontologia pode ser completada com
5Não presente na Tabela 6.3.
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Fig. 6.29: Organização dentro das regiões.
dados classificados em outra ontologia que possua o mesmo conceito. No aspecto referente à busca
por dados, esse fato possibilita novas formas de relacionardados classificados por ontologias diferen-
tes sem a necessidade da utilização de técnicas mais complexas, como a junção (merge) de ontologias,
entre outras.
6.7 Sumário
Os capítulos anteriores apresentaram como é possível calcuar a similaridade entre conceitos de
uma mesma ontologia. Ao utilizar essa ontologia para classificar dados, é possível relacioná-los con-
ceitualmente, calculando aqueles que são mais ou menos similares entre si. A partir da classificação
conceitual dos dados é possível criar funções LSH que gerem valores dehashque mantenham a si-
milaridade entre eles, do ponto de vista conceitual. Em um sistema de indexação, a utilização desse
valor dehashpara indexar os dados facilita a busca conceitual.
Este capítulo apresentou dois cenários de aplicação, no qual repositórios de dados classificados
conceitualmente são indexados em uma rede P2P baseada em DHT. Foram feitos testes para compro-
var a eficácia e os ganhos ao se utilizar funções LSH na indexação.
O primeiro cenário adapta a função LSH para agregar os dados na distância Euclidiana em um
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espaço de endereçamento em forma de anel. Para isso foi criado um fatorm que pode ser utilizado
para aumentar ou diminuir a agregação da função LSH. Nesse cenário também foi explorada a ideia
de se adicionar o vocabulário da ontologia nohash, na forma de um prefixo.
O segundo cenário mostra o uso da função LSH apresentada nesta tese, que mantém a similaridade
dos dados pela distância de Hamming entre os identificadoresgerados. Nesse segundo cenário, o
espaço de indexação é dividido em regiões, cada uma representando um conceito de uma ontologia,
interligados entre si seguindo o fenômeno doSmall World.
Os testes mostraram que, em ambos os cenários, a função LSH agregou os dados e facilitou a
busca por conceitos similares indexados em uma DHT.
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Capítulo 7
Conclusão e trabalhos futuros
O ser humano utiliza diferentes tipos de conhecimento para lidar com informações. Uma das áreas
de interesse na Ciência da Computação trata de como representar esses conhecimentos de forma efi-
ciente, permitindo que máquinas possam processar e utilizar informações que, de certa forma, são
triviais para os seres humanos. Para qualquer um desses conhecimentos e suas formas de representa-
ção em um ambiente computacional, o conceito de similaridade é muito importante. É por meio de
comparações de similaridade com algo já conhecido que o ser humano consegue se adaptar a novas
situações. Ao se definir um domínio de conhecimento, utilizando uma ontologia, por exemplo, o uso
da similaridade entre conceitos dessa ontologia propicia orelacionamento entre eles, estabelecendo
relações e novas informações.
Atualmente a Web Semântica vive um grande crescimento. Issofaz com que o volume de dados
semanticamente anotados disponíveis na WWW cresça. É comumencontrar projetos que disponibili-
zam seu conteúdo de forma compatível com a Web Semântica, seguindo um domínio de conhecimento
definido por uma ontologia simples, ou hierarquia de conceitos. Essa representação de um domínio
que estabelece relações entre conceitos pode ser usada na index ção dos dados, facilitando a busca
conceitual, na qual há o interesse de se obter dados e informações sobre um determinado conceito, e
não simplesmente um dado específico.
Esta tese apresentou uma metodologia para representar o conhecimento humano em um valor
binário por meio da criação de identificadores conceituais,criados por funções LSH, a partir de on-
tologias simples usadas para classificar dados. Dessa forma, diferentes tipos de dados, classificados
de forma similar, podem ser relacionados entre si. Essa abord gem se mostrou proveitosa em ce-
nários distribuídos de indexação, como nas redes P2P. Por mei desses identificadores, repositórios
de dados similares foram indexados próximos uns aos outros na rede P2P, fazendo com que uma
busca por conceitos similares fosse facilitada. A busca porum dado específico, levando-se em conta
o conteúdo desse, também é facilitada, já que é possível limitar conceitualmente o seu escopo. Os
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testes mostraram que, tanto em um cenário que leve em consideração a distância de Hamming entre
os identificadores criados, como em um cenário que indexe dados no espaço Euclidiano, conceitos
similares foram armazenados próximos uns dos outros.
Para trabalhos futuros, é possível citar alguns assuntos a serem pesquisados e aprofundados que
podem dar continuidade às ideias aqui abordadas:
• investigar o relacionamento entre ontologias: no Capítulo 6 foi apresentada, na Seção 6.2, uma
forma de se relacionar dados similares de diferentes ontologias, apresentando como criar um
prefixo para as chaves resultantes a partir do vocabulário das ntologias. Um ponto possível
de aprofundamento é a pesquisa sobre novas formas de se relacionar ontologias diferentes que
definam o mesmo assunto, podendo levar em consideração análises mais profundas de com-
paração entre ontologias, encontradas na literatura, que consideram não só o vocabulário, mas
também outros aspectos como o próprio domínio que essas definem;
• utilização de ontologiasheavyweight: neste trabalho foram utilizadas ontologias simples, cha-
madaslightweight, as quais possuem somente relações simples e iguais entre osconceitos.
Geralmente essas relações são do tipo “é um” e “é parte de”. Uma possível continuação do tra-
balho poderia investigar como a abordagem aqui apresentadapode ser utilizada para ontologias
mais complexas, com diferentes tipos de relações entre os conceit s. Por exemplo, um conceito
pode estar ligado a outro por meio de relações do tipo “emprega”, “é amigo de”, “pertence a”,
“executa” e muitas outras. A utilização de diferentes valores de peso para as relações pode ser
a primeira abordagem a ser testada;
• investigação de outros métodos de similaridade entre conceit s: utilização de métodos de si-
milaridade entre conceitos de uma hierarquia que utilizem diferentes parâmetros na contabi-
lização. Pesquisa sobre métodos que utilizem pesos nas relações, podendo diferenciá-las, e
constatação de como isso pode impactar nas funções LSH. A partir dessa abordagem, é possí-
vel desenvolver técnicas para investigar a utilização de ontol gias mais complexas;
• explorar novas formas de utilização de identificadores conceituais: esta tese apresentou como
criar identificadores conceituais, utilizando funções LSH, mantendo a similaridade entre con-
ceitos de uma ontologia. Os testes mostraram cenários de aplicação desses identificadores em
redes P2P. Para trabalhos futuros, a exploração de novas maneiras de se utilizar esses identifica-
dores pode ser aprofundada, como, por exemplo, na identificação de máquinas de acordo com
seu conteúdo, em um esquema de identificação semântica para um bordagem de roteamento
plano [93], assim como em redes de conteúdo eata centers[94];
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• explorar a possibilidade de utilização da abordagem aqui proposta em outras formas de defini-
ção de domínios, não somente estruturas hierárquicas, comoas ontologias aqui mostradas. Por
exemplo, conjunto detagsque não possuam uma ligação explícita entre si, não havendo uma
relação hierárquica propriamente dita. Uma abordagem a serpesquisada é a de conjunto de
tagsrelacionadas;
• investigar estruturas de DHT baseadas em similaridade: naSeção 6.4 foi apresentada uma
estrutura estática que utiliza o código de Gray e a distânciade Hamming para organizar seus
nós efingers. Como mostrado, essa característica é vantajosa para a indexação de dados que
possuam a distância de Hamming como índice de similaridade.Em trabalhos futuros, esse tipo
de estrutura distribuída poderia ser melhor explorada, adicionando fatores dinâmicos e outras
maneiras de organizar o espaço de indexação, aperfeiçoandoainda mais o seu rendimento em
buscas por similaridade.
Esta tese apresentou como utilizar a classificação conceitual dos dados na indexação destes.
Dessa forma, dados com a mesma classificação conceitual, e mesmo outros com classificação
similar, são armazenados próximos uns dos outros em um espaço distribuído de indexação,
facilitando sua busca.
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