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Dit proefschrift bespreekt recurrente neurale netwerken in de context van
taken waarvoor reeksen gegenereerd moeten worden. In zulke taken moe-
ten getallen gegenereerd worden volgens een onderliggend proces. Meestal
is dit onderliggend proces niet gekend en moet men op basis van voorbeeld-
gegevens het onderliggend proces modelleren. Wanneer de taak vereist dat
getallen voorspeld worden die volgen op de beschikbare voorbeelddata dan
spreek men over het voorspellen van tijdreeksen. Dit is één van de twee
belangrijke taken is die worden beschouwd in dit proefschrift.
Het brede toepassingsdomein van het voorspellen van tijdreeksen is erg breed
en kent vertakkingen in o.a. de financiële sector, de ecologie en tal van in-
genieurstoepassingen. In het verleden pasten onderzoekers een brede waaier
van technieken toe op dit domein. Deze technieken variëren van eenvou-
dige lineaire methodes tot complexe niet-lineaire technieken die de causale
relaties tussen verleden, heden en toekomst proberen te modelleren. Het
grootste deel van deze technieken is geheugenloos. Met andere woorden zij
kunnen enkel een relatie vinden tussen de aangelegde ingangsvariabelen en
de uitgang. Indien ook de geschiedenis van de ingangsvariabele belangrijk
is, dan wordt niet alleen de huidige ingang aangelegd, maar ook de obser-
vaties van het verleden. Dit leidt echter snel tot een groot aantal ingangen.
Bovendien wordt de tijdsgebonden relatie tussen deze ingangen genegeerd.
Voor sommige problemen uit de regeltechniek is het noodzakelijk om reeksen
te genereren die men kan afstellen in verhouding tot het beoogde (regel)doel.
Dit is bijvoorbeeld het geval wanneer men de wandelgang van een robot wil
regelen. Een groot deel van de aarde is onbereikbaar voor voertuigen met
wielen. Om dit probleem op te lossen wordt er reeds lange tijd onderzoek
gedaan naar kruipende robots. Echter, vandaag de dag komen de moge-
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lijkheden van deze machines nog lang niet in de buurt van de rijkheid aan
bewegingsvariaties die dieren tentoon spreiden (denk hierbij bijvoorbeeld
aan het springen, klauteren en lopen van een kat). De oorzaak van de be-
perkte mogelijkheden bij robots ligt zowel aan de gebruikte hardware als de
gebruikte regelalgoritmes.
Standaardmethodes voor het regelen van wandelgangen bij robots zijn
gebaseerd op trajecten die aangepast worden op basis van een groot aan-
tal criteria waaronder bijvoorbeeld stabiliteit. Een andere aanpak is geïn-
spireerd door de biologie en maakt gebruik van zogenaamde centrale pa-
troongeneratoren (CPG’s). In de biologie zijn CPG’s gekend als neurale
circuits die kunnen gevonden worden in alle dieren. Deze circuits genereren
ritmische patronen die vervormd kunnen worden op basis van laagdimensio-
nale controlesignalen. Geïnspireerd door de biologie en de andere voordelen
van CPG’s, waaronder efficiëntie en schaalbaarheid, worden tegenwoordig
CPG-modellen veelal aangewend in de robotica. Deze modellen genereren
(net zoals hun biologische tegenhanger) ritmische patronen waarvan de vorm
aangepast kan worden d.m.v. laagdimensionale controlesignalen.
Het grootste deel van de CPG-modellen zijn opgebouwd uit laagdimen-
sionale dynamische systemen waarvan het gedrag reeds uitgebreid in kaart
werd gebracht. Hoewel deze modellen succesvol toegepast zijn op een grote
variëteit aan robots, voorbeelden van op robots toegepaste algoritmes voor
het genereren van een breed spectrum aan bewegingspatronen in combinatie
met sensoren zijn erg zeldzaam.
Zowel het voorspellen van tijdreeksen als het aanleren van patroongenerato-
ren hebben gemeen dat reeksen gegenereerd moeten worden. In het eerste
geval omvat dit het leren van het onderliggende proces zodat de toekomstige
tijdstappen van een tijdreeks voorspeld kunnen worden. In het andere ge-
val moeten ritmische en discrete reeksen aangeleerd kunnen worden die men
kan moduleren op basis van laagdimensionale controlesignalen of sensor-
informatie. Grote recurrente neurale netwerken zijn door hun intrinsiek ge-
heugen en rijke niet-lineaire dynamica erg geschikt voor deze toepassingen.
Tot voor kort was het trainen van zulke netwerken erg moeilijk. Gelukkig
werd bij het begin van dit millennium hiervoor een oplossing gevonden die
nu bekend is onder de naam Reservoir Computing. Reservoir Computing
is een verzamelnaam voor technieken die gebruik maken van een willekeurig
geïnitialiseerd dynamisch systeem waarbij enkel en alleen de projectie naar de
uitgang getraind wordt. In dit proefschrift focus ik uitsluitend op recurrente
neurale netwerken met analoge neuronen wat ook bekend is onder de term
Echo State Networks (ESN’s).
Door de introductie van Reservoir Computing kwamen recurrente neu-
Vrale netwerken in het bereik van vele onderzoekers en ingenieurs. Door deze
toename aan populariteit en het gebrek aan kennis over grote niet-lineaire
dynamische systemen zijn er een aantal misvattingen ontstaan die de pres-
taties van ESN’s sterk beïnvloeden. Zo wordt het gedrag van een ESN sterk
beïnvloed door een beperkt aantal globale parameters. Door gebrek aan
kennis worden worden deze – of zelfs foute – parameters maar al te vaak
onvoldoende geoptimaliseerd. Met behulp van uitgebreide studies en voor-
beelden probeer ik in dit proefschrift deze misopvattingen uit de wereld te
helpen. Door het volgen van deze voorbeelden zal de lezer inzicht krijgen in
het gedrag van een ESN.
Reservoir Computing werd in het verleden met uitmuntend succes toe-
gepast in tal van toepassingen die het verwerken van tijdsafhankelijke data
vereist. Voorbeelden hiervan zijn te vinden in de spraakverwerking, biome-
dische signaalverwerking, robotica enz,... Echter, geen enkele van deze taken
vereisen een terugkoppeling van de uitgang naar het systeem. In dit proef-
schrift focus ik op taken die het genereren van reeksen vereisen waaronder
het voorspellen van tijdreeksen en het genereren van vervormbare patro-
nen. Deze taken hebben gemeen dat om iteratieve generatie te realiseren de
uitgang moet teruggekoppeld worden.
In het verleden is echter gebleken dat zulke systemen moeilijker te trainen
zijn. In dit proefschrift zal ik argumenteren dat dit erg gerelateerd is aan
het probleem van over-fitting: een systeem met vele trainbare parameters is
in staat om de voorbeelddata exact te modelleren. Vaak resulteert dit in een
systeem dat slecht generaliseert op ongeziene data. Om dit probleem op te
lossen bij ESN’s introduceerde ik een regularisatietechniek voor ESN’s die in
dit proefschrift vergeleken wordt met recentere technieken zoals het FORCE
raamwerk en reservoir regularisatie.
Normaal gezien leidt theorie tot betere toepassingen, maar ook het omge-
keerde komt voor. Tijdens de zoektocht naar frequentie-aanpasbare patroon-
generatoren werden nieuwe inzichten verkregen in het gedrag van ESN’s.
In dit proefschrift toon ik empirisch aan dat door de geometrische eigen-
schappen van de dynamica van een ESN aan te passen, ook de frequentie-
karakteristiek aangepast kan worden. Wanneer het systeem zo getraind is
dat het kan oscilleren aan verschillende frequenties – zogenaamd frequency




In this dissertation the capabilities of large recurrent neural networks for
sequence generation tasks are studied. Such tasks require the generation of
numbers with respect to an underlying process. When this underlying pro-
cess is unknown, one must try to model it based on the available examples.
When the goal of the task is to predict the continuation of a given sequence
of observed data points, one speaks of time series prediction which is the
first task I consider in this dissertation.
Time series prediction is a broad domain with many applications in finance,
ecology, sociology and (bio)engineering. In the past, researchers have applied
a wide range of techniques varying from simple linear methods to complex
non-linear modelling schemes which model the causal relations – often of
a non-linear nature – between past observations and the future. The vast
majority of these techniques is memory-less, i.e., they can only make a static
mapping between the input(s) and the output(s). In these techniques, time
is encoded by the use of a time window. Past elements that are covered by
a limited time window are fed into the network at once in order to model a
future time step. The main problem of this approach, however, is that the
number of inputs quickly becomes large. Additionally, the time dependence
between subsequent elements is eliminated.
For some control problems it is necessary to generate a signal (sequence)
that is tuneable and can be applied to a machine to achieve a specific goal.
This is the case in, for example, robot locomotion control. A large part of
our planet is unreachable by wheeled vehicles. To overcome this problem, a
lot of research is focussed on developing legged robots. Unfortunately, the
capabilities of these machines are far less than the capabilities of animals,
due to limitations of both current hardware and control algorithms.
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Standard methods for robot locomotion control are trajectory based,
constrained with many criteria to assure stability on simple terrain. A differ-
ent, biologically inspired way to solve this problem is by means of so-called
central pattern generators (CPGs). In biology, CPGs are neural circuits
found in all animals that exhibit periodic motor patterns which are modu-
lated by low-dimensional signals. Inspired by this, and for reasons of effi-
ciency and scalability, roboticists have implemented CPG models for robot
locomotion control. Similar to their biological counterpart, these models
generate rhythmic pattern which can be shape-adjusted by low-dimensional
control signals.
The vast majority of the CPG models have been constructed as low-
dimensional dynamical systems with well understood dynamics and proven
stability. While such systems have been successfully applied on a variety of
legged robots, embodied control techniques for generating a variety of gait
patterns jointly with other sensor-driven behaviours is still scarce.
Both types of problems, time series prediction and learning tuneable pattern
generators have in common that a sequence must be generated. While the
former involves the modelling of the underlying processes such that the con-
tinuation of a sequence can be generated, the latter deals with embedding
arbitrary rhythmic and discrete sequences which can be modulated based
on low-dimensional control inputs or sensory feedback. Due to their intrin-
sic memory and rich non-linear dynamics, large recurrent neural networks
are perfect candidates for solving this kind of tasks. While originally, train-
ing such networks was very difficult, at the beginning of this millennium
a novel training paradigm was introduced independently by three differ-
ent researchers in the form of three flavours: Echo State Networks, Liquid
State Machines and Backpropagation Decorrelation. These methods are now
known as Reservoir Computing and they all have in common that they rely
on a large non-linear dynamical system and the use of simple training mech-
anisms to adjust the readout to the designer’s need. This dissertation will
exclusively deal with Echo State Networks (ESNs) which make use of ran-
domly created recurrent networks of analog neurons. As such, the use of
large recurrent neural networks came in reach of researchers and practition-
ers.
While large recurrent neural networks can be trained efficiently by the
ESN framework, research still lacks theoretical and intuitive understand-
ing of such systems. This leads to recurring misconceptions and limits the
capabilities of the network. For example, ESNs have multiple global pa-
rameters of varying importance. Often, these parameters are insufficiently
optimised or sampled from a faulty range. As I will demonstrate, in normal
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circumstances ESNs have four important parameters which greatly influence
the dynamics and consequently, their performance on a task. By extensive
studies and examples, some recurring misconceptions about the global pa-
rameters are tackled in this dissertation. This should give the reader an
intuitive understanding of the main parameters of ESNs.
Since its introduction, Reservoir Computing has shown excellence in
many temporal data processing tasks in the domain of robotics, speech
recognition, biomedical signal processing and much more. None of these
tasks require the use of output feedback. In this dissertation, the focus lies
on sequence generation tasks, more specifically time series prediction and
learning tuneable pattern generators, which do require output feedback, in
order to allow recursive generation. However, these systems are typically
harder to train. In this dissertation I argue that this problem is highly re-
lated with over-fitting, i.e., the system is able to exactly model the training
data due to many trainable parameters. This results in a system that poorly
generalises to unseen data. For this reason, I address ways to properly reg-
ularise ESNs with output feedback. I introduce the use of ridge regression
in the domain of ESNs, and compare it to more recent techniques such as
FORCE learning and reservoir regularisation.
Whereas theory usually leads to improved applications, the search for
frequency tuneable pattern generators has also led to a better behavioural
understanding of Echo State Networks. As I will show, it appears that
by changing the geometrical characteristics of the ESN’s dynamics, the fre-
quency characteristics can be varied. This can be used for frequency control
on the condition that the system is frequency equilibrated. This means that
the ESN has very specific dynamical properties which make that the system
already knows how to oscillate at different frequencies.





ANN Artificial Neural Network
ARIMA Auto-Regressive Integrated Moving Average
BPTT BackPropagation Through Time
CPG Central Pattern Generator
DOF Degree Of Freedom
ELM Extreme Learning Machine
ESN Echo State Network
ESP Echo State Property
FIR Finite Impulse Response
LS-SVM Least Squares Support Vector Machine
MAPE Mean Absolute Percentage Error
ML Machine Learning
MSE Mean Square Error
MSO Multiple Superimposed Oscillator
NMSE Normalised Mean Square Error
NAR Non-linear Auto-Regressive
NN Neural Network
ODE Ordinary Differential Equation
PC Principal Component
PCA Principal Component Analysis
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RC Reservoir Computing
RLS Recursive Least Squares
RMSE Root Mean Square Error
RNN Recurrent Neural Network
RTRL Real-Time Recurrent Learning
SFA Slow Feature Analysis
SVM Support Vector Machine
ZMP Zero Moment Point
Reservoir characteristics
y[k] output at time step k
u[k] input at time step k
x[k] reservoir state at time step k
Wres reservoir weight matrix
Win input weight matrix
Wfb output feedback weight matrix
Wbias bias weight matrix




o output feedback scaling
λ leak-rate
ζ regularisation parameter (readout)
η regularisation parameter (reservoir)
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Introduction
With the introduction of agriculture came the need for counting and ac-
counting goods. As such, community leaders could collect and redistribute
the shares of farmers’ flocks and harvest for the benefit of the entire group
(Schmandt-Besserat, 2007). While back then (approx. 7500 BCE) clay to-
kens were used for accounting of these commodities, nowadays – with an
improved system of numericals – mankind keeps track of everything. With
increasing access to high bandwidth forms of communication, the amount of
generated data is expanding very fast. Consequently, the need for automated
techniques to analyse all this data increases.
An intuitive way of presenting data is by means of a sequence, i.e., an
ordered set of numbers. A famous sequence is the Fibonacci series in which
each subsequent number is the sum of the previous two: 0, 1, 1, 2, 3, 5,...
This dissertation deals with the continuation of a given sequence. More
specifically, in this dissertation I describe how a sequence can be modelled
such that its remainder can be generated, e.g., everyone knows that the next
number in the Fibonacci-example is 8 which can be derived easily from the
previous two numbers in the sequence. But what if the underlying rules are
unknown?
Let us consider a real-life example, a sequence representing the number
of daily visitors of a website. In Figure 1.1 such a sequence is visualised for
dwengo.org, a site of a non-profit organisation active in education of which I
am a co-founder. The number of visitors is given as a function of time. If one
would want to plan the needed future server capacity, it would be interesting
to get a good estimation for the next month or year. While in the Fibonacci
sequence one could rely on a simple formula, here the underlying function
is unknown. In other words, one needs to model the given time series as a
function of time. This is exactly the subject of this dissertation.







Figure 1.1: Example of a plotted sequence: the number of
daily visitors of dwengo.org. By plotting, the cyclic behaviour
becomes clear, which can be helpful when modelling the time
series. The period is determined by the school years (consider
the summer holidays marked in light grey). In blue, the linear
fit of the number of visitors is given in function of the time.
series prediction. But, the title of this work, “Sequence generation with
Reservoir Computing systems”, covers much more. For some control prob-
lems it is necessary to generate sequences which are used as a control signal.
In order to be useful, one must be able to tune the shape of these control
signals, which can then be applied to the plant, e.g., the joints of a legged
robot, in order to achieve a specific goal, e.g., a walking robot.
While both applications can be solved by a wide range of techniques,
there is one technique known as Reservoir Computing which is of particular
interest. Reservoir Computing is an efficient training algorithm for large re-
current neural networks. At the start of my PhD I quickly came in contact
with this approach. Its simple training scheme (linear regression), yet com-
plex behaviour (large non-linear dynamics) took my interest. While back
then, much work was done on processing temporal sequences with Reservoir
Computing, many open research questions existed, especially in the domain
of sequence generation. This dissertation summarises my quest for solving
open problems in this interesting research domain.
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1.1 From Artificial Intelligence to Reser-
voir Computing
People always have been designing machines that could ease their life. While
most of these machines were indeed very useful, it was not until the 19th
century that they became intelligent. In 1769 von Kempelen, an Hungarian
inventor, constructed the Turk, a chess playing machine. While in the 1820s
it was revealed to be a hoax, it made many people think about intelligent ma-
chines. One such person was Charles Babbage whose fascination for the Turk
led to the design of the Difference Engine and its successor the Analytical En-
gine which can be considered a universal digital computer (Turing, 1950) or
Turing-complete, i.e., capable of computing any (Turing) computable func-
tion.
With the introduction of the digital computer, researchers could pro-
gram them to actually play chess and the field of Artificial Intelligence (AI)
was born. At the start, in the 1950s, many prominent researchers were
overoptimistic about the future developments in this new field which led to
unrealistic expectations from the public. People ought to think that ma-
chines could be made sufficiently intelligent to do all our work within one,
at most two decades. When these expectations were not met, public fund-
ing stopped which finally led to the AI Winter, i.e., a period in which little
progress was made in this field due to lack of funding. In the last decade,
the AI Winter slowly faded out and led to the introduction of many novel
technologies which are now embedded in daily used applications.
Nowadays, Artificial Intelligence has revived to an interesting research
branch with many challenging questions. In this dissertation, I focus on the
problem of learning which is embedded in the branch of machine learning
(ML). This field is dedicated to the study and design of algorithms that
are able to improve (with respect to a specific task) through experience. A
very specific kind of ML problems are considered in this thesis, known as
regression problems. In this branch one tries to find the relationship between
two variables x and y, based on a selection of observations (the training set)
in order to predict any value y for a specific x. While this relationship might
be static, i.e., there is no time dependent relationship, here I only deal with
problems that have a temporal aspect. A good example of such a problem is
the sequence given in Figure 1.1, where the question is to predict the number
of visitors in the next months.
Literature describes many methods to solve regression problems, of which
linear regression is the most popular. With linear regression a linear relation-
ship between two variables is sought, e.g., in Figure 1.1 the linear relation
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between time and the number of visitors of dwengo.org is given. While in this
example the linear fit already gives a good estimation of future visitors on
the website, the linear model is not able to catch the cyclic behaviour of this
time series. In literature a vast number of algorithms have been proposed
to solve such regression problems, each with their benefits and drawbacks.
One type of models has always been subject of my fascination, is known as
connectionist models, hence this dissertation.
1.1.1 Connectionism
Connectionism bundles a set of techniques based on the use of Neural Net-
works (NNs). Such networks are composed of simple processing units, so
called artificial neurons, that are in essence abstractions of their biological
counterparts, the neurons in a brain. The first neuron model was proposed
by McCulloch and Pitts (1943). In this neuron model binary inputs are
weighted and summed. If this sum is greater than a threshold the output of
the neuron is 1, otherwise the neuron outputs zero. After some time, this
led to a continuous valued analog neuron model which is commonly used








Here, wj are weights to scale the inputs xj and f is the activation function. A
graphical representation of this model is given in Figure 1.2(b). This is ana-
log to its biological counterpart, see Figure 1.2(a), which receives weighted
inputs (synapses) through dendrites which are then processed by the soma
and output by the axon and propagated to other neurons.
Without learning, the applicability of the neuron model is low. Rosen-
blatt (1958) proposed a training algorithm, the perceptron, in which the
weights can be adjusted in order to fit a hyperplane that divides the input
space into two separate classes. This assumes that the input space is lin-
early separable, i.e., a hyperplane can be found to divide the input space.
Similarly, the regression capabilities of this model are limited to a linear fit
of the inputs. The actual power emerges when neurons are combined in an
interconnected network.
The simplest network that can be formed is a three-layered network
with one or more inputs, a single hidden layer and one or more outputs.
Such a network is illustrated in Figure 1.3(a). It has been shown by many
researchers (Hecht-Nielsen, 1987; Cybenko, 1989; Hornik et al., 1989; Funa-
hashi, 1989) that such a network is capable of universal approximation, i.e.,

















Figure 1.2: Schematic sketch of a biological neuron and an
artificial neuron.
the network can approximate any bounded continuous function arbitrarily
well.
There exist several algorithms for training these networks. One of the
most well known has been introduced by Rumelhart et al. (1986) and is
known as back-propagation. The weights are adjusted by applying gradient
descent on the error which is propagated from the output layer to the input
layer. In order to be applicable, the transfer function of the neurons must be
differentiable. The backpropagation algorithm does not give any guarantee
that it will converge to the global minimum.
Another interesting approach is the Extreme Learning Machine (ELM)
which was introduced by Huang et al. (2006). This method relies on the
use of a single hidden layered feedforward neural network of which only the
connections from the hidden layer to the output are trained. This simplifies
the learning process and drastically reduces the learning time.
Apart from the neuron model and training algorithm, the topology de-
sign of the network also greatly influences both the performance and the re-
quired computational effort. Large networks1 tend to converge much slower
and are harder to train but they are able to model more complex functions.
On the other hand, smaller networks are much easier to train but might fit
the data insufficiently. This is highly related to what is known as over-fitting
and under-fitting. In short, under-fitting occurs when the complexity of the
model (determined by the number of free parameters) is too low to catch
the underlying structure of the data. For example, the linear fit of the time
series presented in Figure 1.1 is unable to catch the cyclic behaviour of the
1In terms of feedforward NNs, networks of 50 neurons are already considered
large. This is a huge difference to the human brain which contains 21 billion










Figure 1.3: In feedforward neural networks signals only travel
from input to output. Recurrent neural networks allow that sig-
nals travels through loops into the hidden layer which introduces
memory.
time series. Per contra, when the model complexity is very high, e.g., by
using a huge number of neurons in a feed forward neural network, the model
will be able to fit almost exactly the exemplary time series as if it learned it
by heart. As a result, the model will typically generalise poorly on unseen
data. Techniques to counter over-fitting will be discussed in later chapters.
One of the major problems with feed forward neural networks is that
they are not designed to deal with temporal data such as the time series
example given before. A commonly used technique to deal with this is to
use a time window. Past elements which are covered by a limited time
window, see Figure 1.4, are fed into the network at once in order to model
a future time step. The main problem of this approach is that the number
of inputs presented to the network quickly becomes large. Additionally, the
temporal ordering of subsequent elements of a time series is eliminated. In
the example of Figure 1.1, it is very likely that future web traffic is more
dependent on what happened yesterday than what happened one year ago.
Nevertheless, it might be also be affected by seasonal effects such as the
influence of the summer holidays in the example. A more natural way to
solve this, is by a technique that is time aware. This is possible by allowing
recurrent connections in the hidden layer, see Figure 1.3(b), and is known as
Recurrent Neural Networks (RNN). Such networks have a natural memory
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sliding window
time
Figure 1.4: Sliding window: past elements which are covered
by a limited time window (blue dots) are mapped onto a future
time step (red dot). After that, the window is moved one time
step in future.
due to recursive connections in the system.
A well known training scheme for RNNs has been introduced by Werbos
(1990) and is known as BackPropagation Through Time (BPTT). Similar
to the backpropagation algorithm used for feedforward neural networks, this
involves the use of gradient descent on the error which is propagated back-
wards through the network. Therefore, the RNN must first be unfolded in
time to form a feedforward network with many successive layers, hence the
name of the algorithm. An alternative approach known as Real-Time Recur-
rent Learning (RTRL) avoids the unfolding in time of the network. Instead,
learning is performed online.
Unfortunately, due to the use of recurrent connections, the number of
parameters to train in RNNs is huge. Consequently, most training methods
converge very slowly, and, convergence cannot be guaranteed. Additionally,
during the training procedure, even the smallest weight changes can lead
to a sudden change of dynamical behaviour, known as bifurcations (Doya,
1993). Another problem that might occur is that the error gradient may
fade away when propagated backwards in the networks with many layers.
Consequently, RNNs are hard to train for tasks which require long-term
dependencies (Bengio et al., 1994). In order to avoid these problems some
tricks can be applied as well as other training algorithms (see Chapter 5
of (Hermans, 2012) for a recent overview). Nevertheless, training RNNs
with the standard training algorithms remains difficult.
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1.1.2 Reservoir computing
At the beginning of this millennium an alternative solution for training RNNs
has been introduced independently by Jaeger (2001), Maass et al. (2002) and
later also by Steil (2004) in the form of three flavours: Echo State Networks
(ESNs), Liquid State Machines and Backpropagation Decorrelation. Early
implementations go back to the nineties (Dominey, 1995) and (Buonomano
and Merzenich, 1995) but did not gain widespread use back then. Nowa-
days, these three techniques are united and referred to as Reservoir Com-
puting (Verstraeten et al., 2007), see (Lukoševičius and Jaeger, 2009) for
a review. The heart of RC consists of the reservoir, a randomly intercon-
nected neural network – notice the analogy with ELMs – which can be
stimulated with one or more inputs. The output is derived from a linear
mapping from the reservoir’s states. Only this linear mapping is learned. In
this dissertation I only consider ESNs which are built from analog neurons.
ESNs have been applied to a broad range of applications with a temporal
aspect. Successful applications of RC include – but are not limited to –
robot localisation (Antonelo et al., 2008; Antonelo and Schrauwen, 2011),
real-time epileptic seizure detection (Buteneers et al., 2013b), speech recog-
nition (Skowronski and Harris, 2007; Triefenbach et al., 2010, 2012), feed-
back control (Waegeman et al., 2012a) and time series prediction (Jaeger
and Haas, 2004; wyffels and Schrauwen, 2010).
The RC framework can be studied from different points of views. Ma-
chine learning researchers might see RC as some kind of kernel machine.
Hence, the reservoir is a non-linear temporal kernel which expands the input
to a high-dimensional feature space from which the output can be derived
in a simple way. Moreover, Hermans and Schrauwen (2012) showed that it
is even possible to create an infinitely large reservoir by using a recurrent
kernel. From a dynamical systems point of view, the RC system can be
driven into different attractors by the input. These can be different fixed
point attractors which might be the case in classification tasks, limit cycles
in sequence generation tasks or even strange attractors. Moreover, the reser-
voir can be seen as a tuneable non-linear dynamical system. In this way, the
reservoir system can be used to mimic another dynamical system at choice
for the purpose of modelling. From another point of view, the reservoir can
be seen as a non-linear dynamical filter which is used to transform the in-
put. Afterwards, this filtered input can be processed by linear processing
techniques. In other words, the reservoir can be seen as a preprocessing
mechanism to boost the power of linear algorithms (Verstraeten, 2009).
While most RC systems are simulated, researchers have made attempts
to make physical implementations of RC systems. The first such implemen-
tation was done by Fernando and Sojakka (2003) who used a bucket of water
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to perform speech recognition. Later, RC systems have been implemented
by analog circuitry such as integrated circuits (Schürmann et al., 2005; Ver-
straeten et al., 2008) and reconfigurable hardware (Schrauwen et al., 2008).
Nowadays, there is an increasing interest in implementing RC systems using
opto-electronics (Vandoorne et al., 2008; Paquot et al., 2012; Larger et al.,
2012). Physical implementations of RC systems are not limited to electron-
ics. Following the principles of morphological computation (Pfeifer and Iida,
2005), the dynamics of compliant robots can be used for computation, hence
embodied implementations of RC (Hauser et al., 2012; Caluwaerts et al.,
2013a). For example, in (Caluwaerts et al., 2013a) it was demonstrated that
by using highly dynamic and actuated tensegrity structures, complex loco-
motion patterns and desired end-effector positions could be learned. Earlier,
Caluwaerts and Schrauwen (2011) showed that it is possible to extract high-
level environmental information linearly from the state of the body. These
two examples show that RC can be implemented by physical systems such
as compliant robots.
1.1.3 Misconceptions about Reservoir Comput-
ing
With the increasing popularity of RC systems, the number of misconcep-
tions grows. Despite efforts of the original authors some misconceptions
about RC systems are still vivid today. The largest misconception about
RC is that the spectral radius, i.e., largest absolute eigenvalue of the reser-
voir weight matrix, must be smaller than unity. Multiple authors have been
advocating to tune the spectral radius larger and/or much smaller than
one (Verstraeten et al., 2007; Verstraeten, 2009; Yildiz et al., 2012). Nev-
ertheless, many authors still believe that the spectral radius should be near
one. This is confirmed by a rough meta-analysis which I performed on all
papers citing (Verstraeten et al., 2007) and using analog (sigmoidal) neu-
rons. All papers were screened on the values of three reservoir parameters:
the spectral radius, the connection fraction of the reservoir weight matrix
and the reservoir size. From Figure 1.5 it can be learned that most authors
set the spectral radius at a value near one.
A different misconception concerns the connectivity of the reservoir.
From Figure 1.5 it can be learned that researchers tend to use a very sparsely
connected or a densely connected reservoir. In some cases it might be bene-
ficial to choose a sparse network, e.g., systems tuned to behave highly non-
linear or for reducing the simulation time, using toolboxes with optimised
instructions for sparse matrices. However, in most cases a 100% connectivity
can be taken (and is – as will be shown in chapter 2 of this dissertation –
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Mean = 0.50           Median = 0.30
Figure 1.5: Commonly used parameters for reservoir comput-
ing: the reservoir size N , spectral radius ρ and the connectivity
c. All accessible studies citing Verstraeten et al. (2007) were
consulted. Researchers tend to use relatively large networks.
The majority of the researchers use a spectral radius slightly
below unity. Typically either very sparsely or very densely con-
nected networks are preferred.
preferable).
A last misconception may emerge from the concept static reservoir com-
puting (Reinhart and Steil, 2009; Embrechts and Alexandre, 2009). In that
approach the input is applied until the reservoir’s state has converged. How-
ever, it can be shown that a similar result can be derived from a memoryless
mapping. Consequently, static reservoir computing can be seen as a natu-
ral extension of ELMs with that difference that the recurrent connections
significantly enrich the set of possible features for an ELM by introducing
non-linear mixtures (Neumann et al., 2012).
1.2 Time series prediction
Time series prediction deals with finding the continuation of a given time se-
ries. A time series is a sequence of data points typically ordered in time and
retrieved from a process of which not all the characteristics are known. An
exemplary time series is visualised in Figure 1.1. The underlying process of
that time series is determined by the visitors of dwengo.org whose behaviour
is largely unknown. Fortunately most time series show some causal relations
with their past and (perhaps) other variables. As I have already mentioned,
dwengo is a non-profit organisation active in education. Consequently, dur-
ing the summer holidays there are fewer visitors on the website. Accordingly,
making a prediction of the next few months will not only be dependent on
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the trend (look at the blue line in Figure 1.1) but also on the time of the
year, i.e., the season. What remains is the noise, caused by unpredictable
effects. Hence, the three components of a typical time series: the trend, the
seasonality and the remainder.
The field of time series predictions knows many applications of broad
interest. Typical examples are of economical intrest, e.g., the prediction of
interest rates, stock indices etc. But, examples in other domains can also be
easily found (forecasting wind production, pollution flows, water levels,...).
In order to solve such problems, researchers apply a wide variety of tech-
niques. Classical techniques make a linear mapping such as exponential
smoothing (Winters, 1960; Holt, 2004) or more generally AutoRegressive In-
tegrated Moving Average (ARIMA) models (Box and Jenkins, 1976), while
more recent techniques, such as feedforward neural networks (Zhang et al.,
1998), are non-linear. However, feedforward neural networks have many pa-
rameters, are slow to train and do not necessarily converge to a global opti-
mum. In order to overcome these problems Support Vector Machines (SVMs,
unlikely to over fit) (Kim, 2003) and Optimal Pruned Extreme Learning Ma-
chines (OP-ELMs, very low computational cost) (Sorjamaa et al., 2008) have
been introduced and applied to many time series prediction problems. All
these techniques have in common that none of them natively incorporates
time.
1.3 Tuneable pattern generators
A vast majority of the vehicles today are wheeled. However, a substantial
part of our planet is unreachable by wheeled vehicles. To overcome this
problem a large part of robotic research focusses on legged robots and lo-
comotion. In 1495, Leonardo Da Vinci designed the anthrobot (Rosheim,
2006), a two-legged robot that was capable of basic human-like motion. De-
spite this early exploration, it was not until the mid-1950ties that research
labs started to study and develop legged robots in a systematic way. This
led to several legged machines including the development of WABOT-1, the
first full-scale anthropomorphic robot in the world able to walk, quadruped
robots capable of showing different gaits (Liston and Mosher, 1968), au-
tonomous quadruped robots (McGhee, 1966) and many others. Silva and
Machado (2007) give a nice historical perspective.
The majority of the control methods for legged robots is Zero Moment
Point (ZMP) which aims to keep the resultant force of the force distribution
across the (robot) foot within the boundaries of the foot (Vukobratović and
Borovac, 2004). While in the initial work of Vukobratović and Borovac (2004)
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a compensating mass on the upper body was used to keep the resultant
within the boundaries of the support polygon in combination with prescribed
leg trajectories. In modern work the leg motion as such is calculated by
inverse kinematics from the body and the prescribed feet trajectories, while
the foot trajectories are prescribed (Kajita and Espiau, 2008). While ZMP
typically leads to energy deficient non-human like motion, passive walkers
can walk smoothly by exploiting the dynamics of the robot. Such robots
are able to overcome declined or flat terrain (Collins et al., 2005) with no
to little actuation, and can even deal with rough terrain (Iida and Tedrake,
2010) without relying on complex algorithms.
Somewhere between ZMP control and passive dynamic walking, an al-
ternative method can be found, which is based on biological Central Pattern
Generators (CPGs), i.e., neural circuits that are responsible of the neural
generation of periodic motor patterns in animals (Grillner, 2006). Ijspeert
(2008) identifies five benefits of using CPGs for robot locomotion control
above standard methods such as ZMP control: (1) the ability to produce
stable rhythmic patterns, (2) the reduction of the dimensionality of the con-
trol problem, (3) the existence of distributed implementations, (4) the ability
to integrate sensory feedback signals and (5) the offering of a good substrate
for learning and optimisation algorithms. For these reasons roboticists have
been applying CPGs for bipedal locomotion (Tsuchiya et al., 2003; Nakanishi
et al., 2004; Righetti and Ijspeert, 2006b; Aoi et al., 2012) and quadruped
locomotion (Collins and Richmond, 1994; Kimura et al., 2007; Rutishauser
et al., 2008; Buchli and Ijspeert, 2008; Fukuoka and Kimura, 2009; Liu et al.,
2011), but also on amphibious (Crespi and Ijspeert, 2008; Seo et al., 2010;
Stefanini et al., 2012) and modular robots (Sproewitz et al., 2008).
The vast majority of the CPG models for robotics have been imple-
mented as small non-linear dynamical systems, e.g., Ordinary Differential
Equations (ODEs) or small-sized neural oscillators, with well understood
properties. These models are all autonomous dynamical systems and have
in common that they embed at least one limit cycle attractor. By driving
the CPG with a forcing term, the output can be tuned such that it follows
a desired trajectory. However, embodied control techniques for generating
a variety of gait patterns jointly with other sensor-driven behaviours in a
system with many degrees of freedom are still rare (Steingrube et al., 2010).
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1.4 Goal, contributions and structure of
this thesis
The main goal of this dissertation is to show that RC offers a good learning
substrate for sequence generation tasks. My contributions in this field can
be structured into four parts, each covered by one chapter:
• Reservoir Computing: general framework and improvements (chap-
ter 2)
• Stable output feedback and regularisation (chapter 3)
• Time series prediction (chapter 4)
• Tuneable pattern generators (chapter 5)
1.4.1 Reservoir Computing (chapter 2)
At the beginning of this millennium RC was proposed as a method to effi-
ciently train large RNNs. Since its introduction, RC underwent many im-
provements and has been applied on a broad range of tasks. These findings
are briefly recapitulated in chapter 2 and extended with my contributions in
this domain.
Meta-analysis (see Figure 1.5) has pointed out that up to today there is
a lot of confusion about the spectral radius. Additionally, the influence of
some global parameters remains unclear. In this chapter it will be argued
that in normal circumstances, i.e., sigmoidal neurons, no saturation of the
neurons such that the dynamics can be varied from linear to moderately
non-linear, there are only four important global parameters: input scaling,
bias, spectral radius and leak rate. The influence of each parameter will
become clear. Some of these insights have been published in (wyffels et al.,
2008c), other parts were added for reason of completeness. Additionally, I
advocate the use of large densely connected reservoirs. This is motivated by
the fact that the connection fraction has little influence on the performance
on the applications considered in this chapter. Furthermore, experiments
that I performed together with Ken Caluwaerts showed that the spectral
radius becomes an unreliable metric for the dynamics when sparse reservoirs
of moderate size are used (to appear in (Caluwaerts et al., 2013b)). At
the end of this chapter I included four illustrative applications solved by
RC. This may help the reader to get comfortable with the different design
decisions that can be made.
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1.4.2 Stable output feedback and regularisa-
tion (chapter 3)
A common enemy for many machine learning techniques is the problem of
over-fitting. This is not different for RC systems. In this chapter I elaborate
on the concept of over-fitting. I will pay special attention to RC systems with
output feedback. Since the invention of RC, many regularisation techniques
have been introduced. In 2008 I have introduced the use of ridge regression
in the domain of RC in order to achieve stable output feedback (wyffels
et al., 2008a). This, my experiences and other researcher’s work is reviewed
in this chapter.
1.4.3 Time series prediction (chapter 4)
Time series prediction is a broad domain with many challenges, applications
and techniques. In this chapter I give practical guidelines of how to solve
time series prediction problems with RC systems. For this, I offer a survey
of existing literature on RC and time series prediction.
One major problem of time series prediction is the fact that many time
series include information on many different time scales. This includes local
influences, cyclic behaviour and long term trends. Unfortunately, the pro-
cessing capacity of an RC system is limited to a narrow frequency band. To
solve this, the time series can be decomposed and processed by different ded-
icated RC systems. The chapter concludes with two in-depth case studies
which have been covered by two publications (wyffels et al., 2008b; wyffels
and Schrauwen, 2010).
1.4.4 Tuneable pattern generators (chapter 5)
One solution for robot locomotion is to generate tuneable patterns which
serve as control signals for the motors. While existing literature mostly sug-
gest the use of low-dimensional dynamical systems, I advocate that the use
of RC which rich dynamics and a simple learning scheme may be beneficial
for learning richly tuneable patterns. This chapter first briefly recapitulates
how RC systems can be trained to generate a multi-dimensional pattern.
Additionally, I introduce a new metric with which the encoding capacity of
such a system can be quantified, i.e., how many non-harmonic frequency
sinusoids can be generated simultaneously. Furthermore, the modulation
capabilities of RC pattern generators are investigated. Both input driven
and perturbation driven systems are discussed in depth. The work on the
modulation capabilities of input driven systems has been partially published
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in (wyffels and Schrauwen, 2009; Waegeman et al., 2012b) in close collabora-
tion with my colleague Tim Waegeman. The results of perturbation driven
systems will appear in (wyffels et al., 2013) and has been performed in close
collaboration with Jiwen Li from Jacobs University. Finally, at the end of
the chapter some unpublished practical applications are illustrated as well
some suggestions for possible architectures that can be used for rich robot
locomotion control.
1.4.5 Conclusion, future work, cookbook and
publications (chapter 6)
The final chapter of this thesis comprises the conclusions of the work I did
in the last six years. Additionally, suggestions for future research are given
in this chapter. The insights of this dissertation have led to a cookbook for
generating sequences with Reservoir Computing systems. This cookbook can





In the previous chapter, the origin and the use of Reservoir Computing
systems were discussed. This chapter is devoted to the underlying principles
of Reservoir Computing (RC) (Verstraeten et al., 2007). More specifically, a
flavor of RC known as echo state networks (ESNs) (Jaeger, 2001) is discussed.
I first focus on the basics of ESN. Second, current knowledge and practice
for ESNs are recapitulated after which the applicability on three different
types of tasks is shown.
2.1 The basics of echo state networks
In ESNs, a network of randomly connected neurons – the reservoir – is
created, excited with one or more inputs and then trained by adjusting the
readout weights using standard linear regression. Such a system is illustrated
in Figure 2.1. In summary, one could say that it learns a linear combination
of many non-linear temporal projections of the input. Formally, for a reser-
voir with N neurons, the weights of the connections within the reservoir are
represented by a matrixWres with dimension N×N . Additionally, matrices
Win andWbias represent the connection weights from input to the reservoir
and from a constant bias to the reservoir, respectively. Typically, Wbias has
dimension N×1 andWin has dimension N×I where I equals the number of
inputs to the ESN. After sampling these weights from a random distribution,
e.g., a standard normal distribution is often taken, the discrete time step k
update of the ESN’s state x is defined by following equation:
x[k + 1] = f
(
Wresx[k] +Winu[k + 1] +Wbias
)
. (2.1)




output yreservoir with state xinput u
1 Wbias
Figure 2.1: Schematic overview of an ESN with multiple inputs
and outputs. Only the readout weights (dashed connections)
are trained.
Here u is the input of the system and f(·) the activation function. This
activation function determines the output of a neuron and is usually a non-
linear function. Commonly used activation functions are either two-valued
such as the sign and step functions or bounded, differentiable functions with
an approximately linear region such as the sigmoid function. Unless stated
otherwise, in this dissertation the hyperbolic tangent is used which is a
rescaled version of the sigmoid function with its codomain in the range [−1, 1]
instead of [0, 1].
The output y of an ESN is defined by:
y[k] =Wᵀoutx[k], (2.2)
whereWout are the connections from reservoir to the output. The dimension
of this weight matrix is N ×O, where O is equal to the number of outputs.
In order to be useful, the ESN must be trained which is done by adjusting
the readout weights Wout such that the system’s output y corresponds to a
desired output yˆ. Typically, the training procedure consists of two phases:
(1) simulating the ESN with the input signal and collecting the neuron states,
and (2) calculating the readout weights by minimising the mean squared
error of the linear mapping from the neuron states to the desired output.
2.2 Designing reservoir systems
The above procedure presents ESNs in their most standard form. However,
ESNs come with many options that affect the performance of the system. In
this section I dig deeper into all the decisions that one can make in order to
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improve the performance of an ESN. The discussed material in this section
is based on both my own experience and that of collaborating researchers
in this domain. For an older but thorough overview of reservoir computing
recipes I refer to the work of Lukoševičius and Jaeger (2009). Starters might
find it beneficial to start with (Lukoševičius, 2012).
2.2.1 Topology
Building an ESN system starts with choosing the correct topology which can
refer to two things: (1) the global structure of the ESN and (2) the internal
structure (i.e., organisation of the reservoir weight matrices).
2.2.1.1 Global structure
Since each task has its own needs, the structure can vary from task to task.
The most basic setup comes with one input and one output. This is suitable
for both, regression and classification tasks. Depending on the number of
variables, the number of inputs can be varied. Nevertheless, it might be
helpful to reduce the dimensionality of the input as we will see in the next
section. Concerning the number of outputs, for regression tasks it is obvious
that the number of outputs is equal to the number of variables that one
wants to model. In (multi-class) classification tasks there are basically two
options. The first option is a one-versus-all schema in which each class has
a distinct label (and thus output). The second option is a one-versus-one
schema in which one distinguishes between every pair of classes, the resulting
class is obtained by majority vote of all classifiers.
The simplest way to tackle sequence generation tasks such as time se-
ries prediction (see chapter 4) and pattern generation (see chapter 5) is to
add output feedback which is illustrated in Figure 2.2. This results in equa-
tion (2.1) which now includes the output feedback term Wfby[k]:
x[k + 1] = f
(
Wresx[k] +Winu[k + 1] +Wfby[k] +Wbias
)
. (2.3)
Here is Wfb a N × O dimensional matrix. Integrating output feedback
in the ESN slightly changes the training procedure: during training, when
collecting the neuron states, the desired output is fed back to the system
(see Section 2.2.5 for more details). From my colleagues working on other
application domains I learned that there are several tasks, apart from se-
quence generation tasks, which can benefit from output feedback. Examples
of such tasks are temporal pattern classification tasks, such as speech recog-
nition and biomedical signal processing. While it might seem intuitive to







Figure 2.2: Schematic overview of an ESN with output feed-
back. Only the readout weights (dashed connections) are
trained.
use output feedback to extend the memory of a reservoir system in tempo-
ral classification tasks, its success is under debate. Usually, in classification
tasks the system is driven towards a fixed point attractor based on its input.
For each class, an other fixed point attractor is used. However, when using
output feedback, the experience of my colleagues working in this field is that
the system tends to stay in its current fixed point attractor and thus making
classification more difficult.
2.2.1.2 Internal structure
Until now we have only discussed the global structure of an ESN. Topol-
ogy also covers the internal structure, or more specifically, how the con-
nection weights matrices Wres, Win, Wfb and Wbias are designed. Origi-
nal work (Jaeger, 2001) on ESNs presents sparse networks with connection
fractions often smaller than 5%. This is motivated as a simple method
to encourage a rich variety of dynamics of different internal units (Jaeger,
2002b). However, later studies, e.g., (Verstraeten et al., 2007), report more
dense networks with connection densities higher than 50%.
Indeed, to my experience the sparseness of the reservoir is not critical
for ESNs. To illustrate this I have conducted two simple experiments. Two
reservoirs of 200 neurons were driven with noise and a superposition of two
sinusoids, respectively. The connectivity of the reservoir varied from 1%
to 100%. For this purpose, a reservoir weight matrix Wres was first cre-
ated. Second, some weights of Wres were set to zero to obtain the desired
connection fraction. Finally, Wres was scaled such that its largest abso-
lute eigenvalue was equal to 1. In Figure 2.3 the eigenvalue spectrum of
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(b) Sum of two sines
Figure 2.3: Spectrum of the eigenvalues of the delayed corre-
lation matrix of a reservoir for noise input and for two sinusoids.
Only the power of the 50most significant eigenvalues are shown,
negative values (due to computational inaccuracies) are left out.
The spectrum looks insensitive to the connection fractions on
both applications.
the lagged correlation matrix is shown. One can see that for the significant
components, the power is very similar. In other words, there is barely a dif-
ference in dynamical richness between the different systems. Based on this,
one can set the connectivities for all weight matrices at 100%. Of course,
for various reasons sparseness might be desirable. For example, certain im-
plementations of ESNs have computational benefits when using very sparse
weight matrices. Additionally, the findings in this dissertation are not valid,
see (Legenstein and Maass, 2007), for spiking neural networks, such as liq-
uid state machines introduced by Maass et al. (2002), or for networks with
saturated neurons (Büsing et al., 2010). In such networks the connectivity
has a large influence on the performance of the system and should, thus, be
optimised.
Recently, authors proposed (Sun et al., 2012; Strauss et al., 2012) sev-
eral topologies which might improve the performance of ESNs. Strauss et al.
(2012) summarised this by following statement: Remembering previous re-
search, we tested special reservoir topologies, as for example sparse versus
densely connected matrices, or small world and fractal connection topologies.
There we discovered that it does not matter what topology we use for certain
tasks. We think now that the results, presented in this paper, fit with this ex-
perience. It seems that linear algebraic properties are more essential than the
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topology of the connections. In other words, in most cases the connectivity of
the network does not matter. Consequently, in most cases the connectivity
should be not considered for parameter optimisation.
2.2.2 Preprocessing the data
With the term preprocessing, one usually denotes all techniques that are
applied before feeding the data to the ESN. This includes normalisation, de-
composition, techniques for dimension reduction or frequency/time domain
transformations. A good example of such feature extraction is the use of
the Lyon passive ear model which, in speech recognition (Verstraeten et al.,
2005), models the inner ear by using a filter bank which is selective to the
frequencies of the human ear. In chapter 4, preprocessing techniques for
time series prediction using reservoir computing systems will be revisited.
While preprocessing might help in a broad range of tasks, it becomes nec-
essary in many tasks with a high dimensional input. Hermans and Schrauwen
(2010b) and Dambre et al. (2012) empirically showed that the memory ca-
pacity of a reservoir system degrades rapidly when the system is fed with
many low energy noisy inputs in addition to the meaningful inputs. This
result implies that ESNs will lose a large part of their memory to less signif-
icant variables. For this reason it seems that applying principal component
analysis (PCA) (Jolliffe, 2005) – which is known to be a valuable form of pre-
processing for high dimensional signals – on high dimensional input is useful
before feeding the inputs to an ESN. Other techniques for variable selection
might be applicable in order to excite the reservoir with useful features in
order to avoid congestion of the system’s memory.
2.2.3 Reservoir dynamics
The key principle behind reservoir computing is the echo state property
(ESP) introduced by Jaeger (2001) which is similar to the fading memory
property introduced by Maass et al. (2002). Without being formal, a reser-
voir system fulfils the ESP if it forgets all previous input after a finite time.
In other words, without any external input, the system’s state should con-
verge – on the condition that tanh-neurons are used – to a single fixed point,
i.e. the system converges to one state where the state does not change with
time, which is zero when there is no bias. A commonly used indicator for the
ESP is the spectral radius ρ which is defined as the largest absolute eigen-
value of the reservoir weight matrixWres. By tuning the spectral radius, one
can influence the dynamics and memory of the ESN. It has been assumed by
many researchers that ρ < 1 is a condition for the ESP. Consequently only
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(a) Bias scaling 0.0














(b) Bias scaling 0.1
Figure 2.4: Bifurcation diagram for a 128-dimensional reser-
voir. The equilibrium points for three randomly selected neurons
are visualised. By increasing the spectral radius, the behaviour
of the system bifurcates from a fixed point (which is zero for
zero bias) to spontaneous activity. An input (e.g., bias) post-
pones this bifurcation point.
a few researchers scale the spectral radius beyond unity. Indeed, when one
looks at a bifurcation diagram of a reservoir with zero input and zero bias,
Figure 2.4(a), it can be observed that for ρ < 1 the system’s state converges
to a fixed point at the origin from any random initialisation. At ρ = 1, the
system undergoes a bifurcation which makes the reservoir dependent on its
initial condition. Consequently, the ESP does not hold anymore. When the
system is fed with a constant bias, i.e., Wbias (refer to 2.1) is different from
0 with weights sampled from N (0, 1), this bifurcation point typically occurs
for a spectral radius larger than 1 (see Figure 2.4(b)).
Up to today, the misconception lives that ρ should be always smaller
than 1. Indeed, this is what is indicated by Figure 2.4(a). Moreover, from
linear system theory we know that a discrete time system described by x[k+
1] = Ax[k] is unstable whenever an eigenvalue ofA is outside the unit circle.





with ci a constant dependent on the initial conditions, λi the ith eigenvalue
of A and vi the ith eigenvector. And thus, there will be exponential gain
whenever one or more eigenvalues are outside the unit circle. However, as
Figure 2.4(b) already indicates, there are situations in which the bifurcation
point occurs for ρ > 1. In fact, due to the non-linearity of the system, in
almost all practical situations in which the reservoir is excited with one or












(b) Spectral radius 0.5





(c) Spectral radius 0.95





(d) Spectral radius 1.05





(e) Spectral radius 1.5
Figure 2.5: Traces of the reservoir states for different spectral
radii for a step response, i.e., at time step 200 the input is
switched from 0.1 to 0.0. If ρ increases, the memory increases.
For ρ = 1.05 the system is still converging to a fixed point
under the influence of the constant input. When this input is
switch to 0.0, the system starts to oscillate. For large ρ, the
input cannot damp the system’s dynamics anymore.
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Figure 2.6: The gain (slope) of a sigmoidal neuron is largest
at its origin where its behavior is linear. An input or bias might
push its working point towards the non-linear zone where the
gain is lower (Verstraeten, 2009). If the working point is pushed
too far from the origin, all information will be lost due to satu-
ration of the neuron.
more input signals, this will be the case.
This becomes even more clear when we look at the influence of the spec-
tral radius on the reservoir’s states. State traces are visualised in Figure 2.5
for different spectral radii. Until time step 200, a constant input set at 1 was
fed into the system. One can clearly see that for a low spectral radius the
system converges quickly to its fixed point attractor. For a spectral radius
near 1, the influence of the step input fades away less quickly and thus, it
has more memory. This makes an initial value set at 1 for the spectral radius
a good choice for tasks that require some long term (fading) memory. When
the spectral radius becomes slightly larger than 1, the input (until time step
200) is sufficiently large to dampen the system. However, for a zero input
or much larger spectral radii the ESP property no longer holds.
The observation in Figure 2.5 can be explained by looking at the non-
linearity of the neurons which is shown in Figure 2.6. The gain (slope) of a
sigmoidal neuron is largest at its origin where its behavior is linear. An input
or bias might push its working point towards the non-linear zone where the
gain is lower (Verstraeten, 2009), and thus, the effect of higher spectral radii
might be damped. However, if the working point is pushed too far from the
origin, all information will be lost due to saturation of the neuron, i.e., a
varying input does not change the output of a neuron.
Figure 2.5 suggests that the spectral radius should be considered a
task-dependent parameter with which the dynamics of the system can be
tuned. To illustrate this, a reservoir system with output feedback was cre-
ated to solve the Multi-Superimposed Oscillator (MSO) task. The goal of
this task is to learn to recursively predict a superposition of two sine waves:
sin(0.2k)+ sin(0.311k) (see Section 3.3 for all task details). The weight ma-
Figure 2.7: The spectral radius and the input scaling greatly
influence the performance of a sequence generating reservoir
system. Even for large spectral radii (ρ ≈ 1.5) the system
performs well, as long the input scaling is sufficiently large. The
results are averaged over 50 randomly created ESNs.
2.2 Designing reservoir systems 27












(a) Distribution of the reservoir weights















Figure 2.8: Bifurcation diagram for three neurons of a fully
connected 128-dimensional network. As can be observed in the
bifurcation diagram, the ESP does also not hold for ρ < 1.0.
tricesWres,Wfb andWbias were drawn from a standard normal distribution
(see Section 3.3 for details). The scaling of Wbias was set at 0.5 while the
spectral radius and the output feedback scaling was considered a parameter.
In order to stabilize the system, some noise sampled from a standard normal
distributionN (0.0, 0.001) was added to the neuron states during training. In
Figure 2.7 the performance averaged over 50 randomly created reservoir sys-
tems is visualised in function of the spectral radius and the output feedback
scaling. The normalised mean squared error (NMSE) was used as an error
metric in combination with a sliding window to exclude the effects of phase
drift (see Section 3.3 for implementation details). In Figure 2.7 one sees that
there are multiple regions (black zones) in which the system performs well.
Moreover, these zones are not limited to spectral radii ρ < 1.0. However,
one does observe that for higher spectral radii, the output feedback scaling
must be sufficiently large in order to temper the dynamics of the system.
Another misconception about the spectral radius is that ρ < 1 serves
as a sufficient condition for the ESP. While many researchers have already
warned about this misconception (e.g., Lukoševičius and Jaeger (2009)),
more recently, Yildiz et al. (2012) have countered this by explicit analyt-
ical examples.
The networks given by Yildiz et al. (2012) were low dimensional with a
maximum of four neurons. Additionally, their work provided a methodology
to construct sparse high-dimensional networks from these low-dimensional
examples. Consequently, one could ask whether this also affects dense net-
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(a) Influence of reservoir size




























(b) Influence of connectivity
Figure 2.9: Fraction of the networks for which the ESP does
not hold in function of the spectral radius. The larger or denser
the network, the less likely it does not have the ESP for ρ < 1.0.
works? The answer is positive. Together with my colleague Ken Caluwaerts
(see Caluwaerts et al. (2013b)), I have noticed that large networks can also
be affected. In Figure 2.8(b) a bifurcation plot is shown of a densely con-
nected 128-dimensional ESN. One can see clearly that the ESP does not
always hold for a spectral radius smaller than one. As can be observed, for
ρ > 0.98 the system starts to oscillate for some of the initial conditions. In
fact for 0.98 < ρ < 1.0 the system embeds two attractors: one zero fixed
point and a limit cycle. This contrasts with a normal reservoir as depicted
in 2.4(a).
In the past, the spectral radius ρ has been considered the main guide for
tuning the dynamics and the memory of ESNs. How does the discovery of
Yildiz et al. (2012) affect all this work, i.e., how frequent is this anomaly?
To investigate this, we have first looked at the influence of the reservoir size
N . We randomly sampled the weights Wres of dense (100% connectivity)
reservoirs from a standard normal distribution and varied size and spectral
radius and initialised them randomly.
To test the ESP for a (zero input) reservoir, each reservoir was updated
by applying equation 2.1 with zero input and zero bias (u and Wbias equal
to 0) for 1, 000 iterations for 1, 000 different initial states. We then stored
the largest norm of the final states (‖x[1000]‖). If ‖x[1000]‖ > 10−7 the
reservoir was considered a non-ESP network. Each N, ρ-combination was
repeated 100, 000 times. In Figure 2.9(a) the fraction of systems for which
2.2 Designing reservoir systems 29
the ESP does not hold is plotted as a function of ρ. One can observe that
for relatively large (fully connected) networks (N > 32) the probability of
finding a network without the ESP is below 0.1%.
We have also investigated the influence of the connectivity. Therefore
we randomly sampled networks with size N = 128, and now varied the
connectivity from 1% to 100%. Besides this, the experiment was done sim-
ilarly to the one described before. Each (connectivity, ρ)-combination was
repeated 100, 000 times. In Figure 2.9(b) the fraction of systems for which
the ESP did not hold is given in function of the spectral radius for different
degrees of connectivity. The sparser the network is, the less likely it exhibits
the ESP. For very sparse networks, connectivity of 1%, the fraction non-
ESP networks increases up to 3.8% of the networks. In comparison, only
0.031% of the fully connected 128-dimensional networks did not exhibit the
ESP for ρ < 1.0. This observation corresponds with the intuition that it
is very likely to find oscillating sub-networks, e.g., the small networks given
in (Yildiz et al., 2012), in sparse networks.
It is now clear that the spectral radius as previously defined can be used
to tune the dynamics of the reservoir system and in fact should be optimised
as any other global parameter. Unfortunately, one cannot blindly draw con-
clusions from a given spectral radius. The question then arises, what is a
good measurement for the dynamics of a reservoir system. Previous work
on dynamical system theory offers possible answers. An often used metric
is the Lyapunov exponent which is an indication of the speed of divergence
(or convergence) of a trajectory in state space of an autonomous dynamical
system. Verstraeten et al. (2007) observed that the performance of an input
driven reservoir system was maximal for a certain task (the authors consid-
ered NARMA, memory capacity and speech) was consistently similar for the
same maximal pseudo-Lyapunov exponent1. While this illustrates the effec-
tiveness as a metric for the dynamics of the reservoir system, it does not tell
us how to create a reservoir system. The minimal pseudo-Lyapunov expo-
nent gives an indication. In (Verstraeten and Schrauwen, 2009) it was found
that the minimal pseudo-Lyapunov exponent has a local maximum for vary-
ing spectral radii. This maximum corresponded with the best performance
in two different tasks. An additional, meaningful metric is the effective spec-
tral radius which has been introduced by Ozturk et al. (2007). The effective
spectral radius is obtained by linearising the reservoir system on each time
step. Other metrics are based on the largest singular value (Jaeger, 2001)
and the Schur stability (Yildiz et al., 2012), but we, (Caluwaerts et al.,
2013b), found them too restrictive for practical use. I believe the spectral
1An approximation of the Lyapunov exponent was computed because the tested
reservoir systems were not autonomous
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radius still remains a good indicator of the dynamics of the reservoir sys-
tem, especially in large reservoir systems. Moreover, due to its simplicity it
can be easily transferred to other domains (e.g., robotics (Caluwaerts et al.,
2013a), photonics (Vandoorne et al., 2008) and electronics (Appeltant et al.,
2011)). The performance of the system can thus be quantified in terms of
the spectral radius in different domains (Caluwaerts et al., 2013b).
2.2.4 Time scale
Until now a reservoir system was assumed to be a simulated recurrent neu-
ral network with a fixed discrete time step by using equation 2.1. While
this works well for a certain range of tasks, most tasks require some adap-
tation of the time scale. One intuitive way of tuning the time scale is by
subsampling the inputs and outputs of the system. This has been evaluated
in chapter 3 of (Verstraeten, 2009). However, when information processing
is required at fixed time steps (for example in robot control or time series
prediction of daily sampled data) this method cannot be used. Fortunately,
the time scales in the reservoir itself can be tuned. One way of doing this, is
by tuning the spectral radius. As shown already in Figure 2.5, by increasing
the spectral radius, the memory increases.
Another way to effectively tune the time-scale of reservoir systems is the
use of a leak rate which has been introduced for the first time, for continuous-
time ESNs, by Jaeger (2001). For discrete-time the state update equation
with leak rate becomes (after integration, see (Jaeger, 2002b; Jaeger et al.,
2007; Schrauwen et al., 2007; Siewert and Wustlich, 2007) for an in-depth
discussion):





in which λ is the so-called leak rate which has to be in the range [0.0; 1.0].
By using a leak rate, the current state retains some information of the past
state which can be intuitively seen as low-pass filtering of the neuron states
by a first order Finite Impulse Response (FIR) low-pass filter. The cut-
off frequency of this filter is: ωc = λ/1− λ. This has been reported for the
first time by Siewert and Wustlich (2007) and has led to the introduction
of more advanced filters, band-pass filters, which are sensitive to a specific
frequency range (Siewert and Wustlich, 2007; wyffels et al., 2008c; Holz-
mann and Hauser, 2010). In general, the neuron states can be filtered, see
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Figure 2.10: Schematic overview of a filtered neuron. Here a
second order filter is shown.













aix[k − i], (2.6)
where bi are the coefficients of the FIR terms and ai the coefficients of the In-
finite Impulse Response (IIR) terms. The coefficients can be chosen based on
spectral analysis of the training data. In (wyffels et al., 2008c) this method
was found to be beneficial in sequence generation tasks such as the generation
of a product of three sinusoids and the prediction of the highly non-linear
and chaotic Mackey-Glass time series. A more generic approach is to design
the filter for each neuron separately. In that case, the filters can be spaced
logarithmically to cover one or multiple octaves (Siewert and Wustlich, 2007;
Holzmann and Hauser, 2010). Consequently, pools of neurons emerge that
are each sensitive to a limited frequency range. This increases the richness
of the temporal mapping and has been applied successfully by Siewert and
Wustlich (2007) and Holzmann and Hauser (2010) for sequence generation
tasks, speech and audio processing. The use of neuron pools sensitive to
different frequencies has also been successfully applied in robot localisation
by Antonelo et al. (2008).
Highly related to the concept of band-pass neurons is the work of Oz-
turk et al. (2007), who proposed a method for maximising the average state
entropy which provides a greater diversity of the states over time. This was
achieved by using a reservoir with a uniform pole distribution in the unit
circle of the z-plane thus causing a (slightly) higher average state entropy
which provided a consistently better response for a large class of problems.
2.2.5 Training the readout layer
After construction of the weight matrices the ESN can be trained by adjust-
ing the readout weights Wout. As reported in the original work of Jaeger
(2001), the main method for training is linear regression. In practice, this
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oﬄine training technique consists of two phases: (1) collecting neuron states
during the simulation phase with teacher forcing, (2) adjusting the readout
weights by means of linear regression.
During the simulation phase the neuron states are collected by stim-
ulating the ESN using the inputs from the training dataset by applying
equation 2.1. In the case of output feedback, the desired output is also fed
back through the feedback connections Wfb (cfr. equation 2.3) during this
phase. In literature this is often referred to as teacher forcing. For every
time step (from 1 to K), the neuron states (N neurons in total) are collected
resulting in a state matrix S which has size N ×K. Due to the dynamics of
the ESN and the resulting transients at the start of simulation, it is a good
practice to eliminate the first part of the simulated states (also known as the
washout or warmup drop). Additionally, it is a good practice to augment the
state matrix S with a constant bias signal and the inputs of the ESN. This
enables direct bias-to-output and input-to-output connections which might
be helpful if the output is both a linear and non-linear combination of the
input.
After collecting the state matrix, training the readout weights is per-
formed by standard linear regression. With matrix O the collection of de-
sired outputs, the readout weightsWout can be obtained by minimising the
mean squared error of the linear mapping from the reservoir state matrix S




This leads to the following matrix solution:
Wout = (STS)−1STO. (2.8)
The above procedure is an oﬄine way of training ESNs, i.e. no weight
changes are made during simulation. Jaeger (2003) also demonstrated online
learning by means of recursive least squares. Training can be enhanced by
regularisation which is the topic of the next chapter.
As mentioned in section 2.2.3, a tradeoff exists between the memory the
ESN has and the non-linear processing capabilities of the system. In or-
der to avoid this tradeoff, multiple alternatives for the linear training of the
readout weights have been proposed in the past. Butcher et al. (2010) pro-
posed to extend the state matrix S with random projections of the reservoir
states. In essence, this can be seen as an extreme learning machine (ELM)
layer (Huang et al., 2006). In this case, the OP-ELM variant of ELMs, in-
troduced by Miche et al. (2009), was used. Another interesting improvement
was introduced by Holzmann and Hauser (2010), who used a delay line at
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Figure 2.11: Optimizing global parameters using cross-
validation.
the readout layer which led to improved results in the prediction of audio
samples which can be applied for audio restoration.
2.2.6 Optimisation of the global parameters
In the previous sections, a number of global parameters was introduced that
have a large influence on the performance of an ESN. The main parameters
one has to optimise are summarised in Table 2.1 together with their sug-
gested optimisation range. The input scaling and output feedback scaling
assume normalisation of the data. Otherwise, this range might be much
larger.
Table 2.1: Global parameters and their typical range.
Parameter sampling description range
N none number of neurons [2;∞[
ρ linear spectral radius [0.5; 1.8]
β linear bias scaling [0.0; 1.0]
ι logarithmic input scaling [0.0; 10.0]
o logarithmic output feedback scaling [0.0; 10.0]
λ logarithmic leak rate [0.0; 1.0]
In order to find optimal values for the global parameters, one can use
a F -fold cross-validation scheme. For this, the training set is split in to
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multiple sets of which F − 1 sets are used for training and 1 for evaluat-
ing the performance of the trained system constrained with a specific set of
parameters. This process can be iterated F times with different validation
sets. This results in a validation error. By repeating this process for dif-
ferent combinations of parameters, an optimal set of ESN parameters can
be determined. This set can be used on an unknown test set. The train-
validation-test process is illustrated in Figure 2.11 for the F = 3 case. In
case of slow dynamics, some overlap can be added between the validation
sets that are used to initialise the system (warmup).
Since an ESN uses random reservoir, it is good practice to average the
results across multiple randomly created ESN systems. Parameter selection
is usually performed by manual tuning, using grid search or random selec-
tion of which the latter works best according to Bergstra and Bengio (2012).
Or, one might want to use more advanced algorithms such as covariance
matrix adaptation evolutionary strategy (CMA-ES) introduced by Hansen
et al. (2003). In this method, each generation, a set of candidate parameters
is sampled from a multivariate normal distribution. By updating the covari-
ance matrix of this distribution, the search space narrows until an optimal
set of parameters is found.
2.3 Exemplary toy applications
To conclude this chapter I illustrate how reservoir computing can be used
to solve a wide variety of problems including classification, regression and
recursive prediction. The results in this chapter are not meant to demon-
strate state-of-the-art performance but are here to illustrate that reservoir
computing can be used with little effort for a broad range of tasks.
2.3.1 Classification: terrain classification
Autonomous robots need to extract information about the environment in
order to interact with it. The more relevant information it obtains, the
more it will be able to act appropriately. One such information retrieval
task is terrain detection. Recently, Hoffmann et al. (2012) have constructed
a dataset consisting of sensor information and motor commands obtained
from Puppy (Iida, 2005), a quadruped robot with four degrees of freedom
(DOF). More specifically, this dataset contains all motor commands sent to
the four servomotors (4 signals), 3-axis accelerometer information (3 signals),
measurements from foot pressure sensors (4 signals) and hip and knee poten-
tiometers information (8 signals). This data was retrieved from Puppy for
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three different gaits at seven different frequencies on five different grounds:
blue foil, styrofoam, linoleum, cardboard and rubber. In total 119 different
samples are available which are split into a train set of 91 samples and a test
set of 28 samples. An example set is shown in Figure 2.12.
Using this data as input, I train a reservoir system such that it is able
to classify the terrain the robot is walking on. Therefore, a reservoir system
with 19 inputs (one for each feature), a constant bias and five outputs (one
for each ground label) is created. Possible values for the outputs are 1 or 0,
where 1 means that that ground is active. The readout of the reservoir sys-
tem is post-processed by taking the mean over time (i.e., the mean is taken
for each output separately over the entire batch length) and applying winner-
take-all (i.e., the highest output value is set to 1, the other outputs are set
to 0). The reservoir weights were tuned roughly using 3-fold cross-validation
from which the test set was excluded. This suggested the parameters sum-
marised in Table 2.2. In order to evaluate the performance of the system
0-1-loss was used as a metric (i.e., zero if the sample was correctly classified,
one if incorrect).








On the validation set, only 6% was classified wrongly. While on the
test set roughly 10% was misclassified. The confusion matrix is given in
Table 2.3. The considered test set did not contain any samples for the card-
board ground. From the confusion matrix it can be learned that linoleum
is in some cases hard to differentiate from bluefoil. This is in line with the
results reported by Van Cauwenbergh (2013), who did an extensive com-
parison of multiple machine learning techniques on this dataset. Note the
relatively low leak rate which was obtained with cross-validation. Intuitively,
one could say that the reservoir filters the noisy input signal. However, note






















Figure 2.12: Motor commands, accelerometer information,
foot pressure data and hip, knee potentiometer information ob-
tained from the quadruped robot Puppy.
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Table 2.3: Confusion matrix for Puppy ground classification
task.
bluefoil styrofoam linoleum cardboard rubber
bluefoil 100% 0 30% 0 0
styrofoam 0 87.5% 0 0 0
linoleum 0 0 70% 0 0
cardboard 0 12.5% 0 0 0
rubber 0 0 0 0 100%
2.3.2 Regression: modelling a process with vari-
able dead time
Many control engineering techniques, in particular Model Predictive Control
strategies, are based on process models. These models are obtained from
physical principles or data-driven models (Camacho et al., 2007). Most of
the data-driven models are black box models based on feedforward neural
networks (Camacho et al., 2007) which cannot cope with problems that
have a strong temporal aspect. One such task is the modelling of a heating
tank with a variable cold water inlet and a hot water outlet. The heating
element of the tank has a constant power, thus, the outlet temperature is
controlled by varying the cold water flow. Because the temperature of the
outlet flow is measured after flowing through a long thin pipe, the system
has a variable dead-time which adds an extra difficulty in predicting the
model. A full description of the plant can be found in (Cristea et al., 2005)




Figure 2.13: Illustration of the heating tank modelling prob-
lem: the outlet temperature can be controlled by the cold water
inlet (Cristea et al., 2005). Due to the long thin pipe, this be-
comes a process with a variable dead-time which is harder to
model.
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In contrast to most modelling techniques, no assumptions about the
plant are made, nor is the plant split up into different (easier to model)
parts. The combination of tank and outlet pipe is modelled by a single ESN
with 400 randomly connected band-pass neurons. The spectral radius was
set to 1. The cold water inlet flow serves as an input to the ESN. In order
to give the reservoir more nonlinear properties, each neuron bias was added
to the ESN. Because of the variable dead-time, it was necessary to increase
the fading memory of the reservoir by adding output feedback. The global
parameters of the ESN are summarised in Table 2.4.
The readout function was trained using 8, 000 samples of random input-
output examples extracted by simulation. Next, the reservoir was left pre-
dicting 3,000 samples based on its input, 1,000 samples were discarded for
warming up to eliminate transient effects. In order to avoid over-fitting,
some noise sampled from U(0.0, 0.05) was injected into the neurons during
training.







flow2 0.0 to 0.02 pirad/sample
fhigh flow + 0.01 pirad/sample
The performance of the system is illustrated in Figure 2.14 which shows
a near-perfect approximation of the real system. A typical error metric
used for evaluation of system models is the Normalised Mean Square Error





system can easily reach a NMSE of 0.01. Moreover, as reported in (wyffels
et al., 2008a), this task can be improved by using ridge regression as a reg-
ularisation technique. Ridge regression and other regularisation techniques
for reservoir systems are introduced in chapter 3.
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Figure 2.14: Validation of the model: real outlet temperature
(gray solid line), predicted outlet temperature (dashed line). In
terms of NMSE the performance was approximately 0.01.
2.3.3 Recursive prediction: prediction of chaotic
time series
In 2004, ESNs became famous due to their extraordinary performance in pre-
dicting time series sampled from non-linear dynamical systems, illustrated
by Jaeger and Haas (2004). Here, I retake one of those examples to illustrate
a first sequence generation task: the prediction of the Mackey-Glass time se-
ries, a non-linear dynamical (and chaotical) time series. The Mackey-Glass
time series was originally introduced by Mackey and Glass (1977) to study
the regulation of hematopoiesis (the formation of blood cells). It is described





where x represent the number of (mature) blood cells circulating in the
bloodstream in function of time t and xτ the number of blood cells circulating
at (t− τ). In this equation, θ, β0 and γ are constants. In Figure 2.15 it can
be seen that with the original parameters θ = 1.0, β0 = 0.2 and γ = 0.1 the
dynamical system undergoes a bifurcation at τ = 16.8, with τ the time delay
between cell production and cell release, where its behaviour changes from a
stable limit cycle to a chaotic attractor. The same conclusion can be drawn
from the phase portrait, Figure 2.16, for τ = 17 which illustrates very well
the chaotic behaviour. For this reason, the Mackey-Glass time series with
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τ set at 17 is often chosen as a benchmark for time series prediction. Here
I define the task as predicting the next 1, 000 time steps after 10, 000 time
steps used for training. Euler integration with a time step set at 1 is used
to approximate (and to get a discrete-time step sequence of) equation 2.9.












Figure 2.15: Bifurcation diagram of the Mackey-Glass time
series with parameters θ = 1.0, β0 = 0.2, γ = 0.1 and τ
ranging from 10 to 30. Initial conditions were chosen in the
range [0.0; 1.0].
In order to solve this task, the ESN system must allow recursive pre-
diction. This can be done by using output feedback. In order to find the
optimal parameter combination, Monte-Carlo sampling was used for each
of the global parameters (see Table 2.5). For each parameter combination,
20 randomly created ESNs were trained using state noise injection sampled
from U(0.0, 0.001). After the training process, the ESN was used for re-
cursive prediction by iteratively applying equations 2.3 and 2.2. For each
experiment a randomly initialised instance of the Mackey-Glass time series
was taken. The entire process was repeated 10, 000 times in order to get an
accurate view of all the parameter combinations.
In order to compare the performance of the different parameter com-
binations, the Normalised Root Mean Square Error (NRMSE) is used as a
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Figure 2.16: Phase portrait of the Mackey-Glass time series
with parameters θ = 1.0, β0 = 0.2, γ = 0.1 and τ = 17.
with L = 1, 000 the chosen prediction horizon. The best result I obtained
in this run is an NRMSE = 0.297 (averaged across 20 experiments) with
a spectral radius ρ = 1.4, bias scaling β = 0.76, output feedback scaling
o = 0.53, leak rate λ = 0.13 and connection fraction of the reservoir weight
matrix cfrac = 0.03. However, as mentioned before, not all of the global
parameters are equally critical. This can be observed from the scatter plots
in Figures 2.17, 2.18, 2.19 in which each of the 10, 000 experiments is shown
with a dot proportionally sized and coloured w.r.t. its performance (the
larger and more blue the dot, the lower NRMSE). By looking at the scatter
plots in Figure 2.17 one can see that high spectral radii are preferred in
combination with an output feedback scaling between 0.5 and 1.0. The
scaling of the bias weights does not seem of importance. From Figure 2.18,
it can be learned that the connection fraction is not of great importance
which confirms the intuition given in Section 2.2.1. Finally, in Figure 2.19
one can observe that the time scale must be tuned correctly. Here, a leak
rate around 0.15 is preferred.
In Figure 2.20 the outcome of a successfully trained ESN has been drawn.
At time step 300, the generated sequence starts to diverge slowly from the
teacher signal. Nevertheless, when Figure 3.1(c) is compared to Figure 2.16,
the chaotic behaviour of the Mackey-Glass time series is clearly captured
by the ESN. The prediction accuracy (NRMSE) averaged over 20 experi-











































Figure 2.17: Mackey-Glass prediction results. Dot size and
colour encode the same information: the larger and more blue
the dot, the better the prediction accuracy is.
Table 2.5: Parameter ranges for Mackey Glass time series pre-
diction task.
Parameter Sampling Range Optimal
N no 1000 N.A.
ρ linear [0.0; 1.5] 1.40
β linear [0.0; 1.0] 0.76
o logarithmic [0.01; 10.0] 0.53
λ logarithmic [0.01; 1.0] 0.13





































Figure 2.18: Mackey-Glass prediction results: dots are propor-
tional to their performance. The larger and more blue the dot,





























Figure 2.19: Mackey-Glass prediction results: dots are propor-
tional to their performance. The larger and more blue the dot,
the better the prediction accuracy is.


























Figure 2.20: The Mackey-Glass time series (and its phase por-
trait) generated by a successfully trained ESN. In light grey the
teacher signal. At time step 300 the generated sequence starts
to diverge slowly from the teacher signal. Nevertheless, it can
be observed from the phase portrait that the chaotic nature of
the Mackey-Glass time series has been successfully encoded into
the ESN.
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0.2974 with a standard deviation of 0.0892. The NRMSE on time step 84 is
0.018. This result is not as good as the results in (Jaeger and Haas, 2004)
nor as my previously reported result in (wyffels et al., 2008c). However, the
results here have been obtained without using any special tricks such as im-
proved regression methods (see the next chapter), preprocessing techniques
(see chapter 4 for some examples) or relaxation stages (see supplementary
material in (Jaeger and Haas, 2004)).
2.3.4 Recursive prediction: pattern generation
As described in the introduction, many tasks in robotics require the gener-
ation of sequences. The use of ESNs for the control of robot locomotion is
discussed in depth in chapter 5. In this section I illustrate a standard se-
quence generation benchmark for non-linear dynamical systems as a teaser
for that chapter: the generation of an 8-shaped Lissajous figure. This prob-
lem has been tackled before with recurrent neural networks by Pearlmutter
(1995); Zegers and Sundareshan (2003) and also with ESNs by Jaeger et al.
(2007) and myself (wyffels et al., 2008a). To goal of the task is to generate
a figure-8 with coordinates:
x[k] = 0.5(1 + 0.9 sin(0.1k))
y[k] = 1 + 0.9 sin(0.05k). (2.11)
The period of this trajectory is approximately 126 time steps. Although the
task may seem simple, it becomes a challenge when one wants to achieve sta-
ble generation. To make the task a bit more difficult, the ESN must be able
to generate a figure-8 within 100, 000 time steps after starting from a random
starting point with randomly initialised states. In total, 200 ESNs consisting
of 200 neurons, two outputs and output feedback to all neurons were ran-
domly created using the parameters as summarised in Table 2.6. Training
was done by using 4, 096 samples of the teacher signal (see equation 2.11) of
which the first 200 time steps were discarded to eliminate transient effects.
In order to achieve stability, noise sampled from U(0.0, 0.05) was added to
the neuron states. This was critical to make the system successful, without
it, the task could not be solved.
In order to test the system, a random starting point with x and y co-
ordinates drawn from N (1.0, 1.0) was fed back into the ESN for 100 time
steps. Because of this, the ESN cannot rely on its initialised states to gen-
erate the figure-8. In other words, the robustness is tested. From the 200
trained systems, 48% is able to successfully generate a figure-8 after 100, 000
time steps. In Figure 2.21 fifteen (randomly chosen) instances are shown.
On these figures, the light grey line represents the teacher signal, the dotted
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line the transient output of the ESN and the solid black line the output of
the ESN after 100, 000 time steps. The red dot represents the random start-
ing point. These results show that a trained ESN is capable of generating
rhythmical multi-dimensional patterns. However, the result is not perfect.
By better regularising the readout layer, results can be largely improved.
This will be the subject of the next chapter.
2.4 Conclusion
In this chapter a specific flavour of Reservoir Computing, known as Echo
State Networks (ESNs), has been presented. Step by step, each aspect of
this method was brought to attention. Additionally, its ability to solve many
machine learning problems was illustrated by some toy applications. While
this should give the reader a basis to start applying ESNs in a broad range
of applications, the next chapter provides a profound discussion of training
ESNs to avoid over fitting and realise stable output feedback.
1 2 3 4 5
6 7 8 9 10
11 12 13 14 15
Figure 2.21: Fifteen instances of the generated figure-8. In
light grey an example eight is given. The dotted line represents
the convergences of the ESN, the black line is the drawn fig-
ure eight. The red dot represents the random starting point.
Note that two of the fifteen systems converge to a fixed point





3.1 Over-fitting and instability
The tasks that are targeted in this dissertation require connections from
the output to the reservoir. This output feedback is necessary to sustain
the autonomous generation of desired patterns and enables long term pre-
diction based on recursion. By using output feedback, the system can be
trained such that it embeds a stable limit cycle, i.e. a closed trajectory (time
ordered set of states) that is different from a fixed point and attracts all
neighbouring trajectories. Unfortunately, training ESNs with output feed-
back is non-trivial. For the limit cycle case for example, when using standard
least squares (refer to Section 2.2.5), very good short-term accuracy can be
obtained but without longterm stability.
Let’s recap the figure-8 task from the previous chapter. Typically, if
a reservoir system is trained using the parameters from Table 2.6 without
adding noise during training, the ESN will be able to follow the desired
figure-8 for a short time, after which it will deviate very quickly. This is
demonstrated in Figure 3.1. One sees that the generated sequence deviates
exponentially from the teacher sequence. Finally, just before time step 5, 000
the system converges to a fixed point.
This problem is closely related to the concept of over-fitting which was
mentioned briefly in the introduction. When someone tries to model exam-
ple data, many modelling techniques can be used with a varying degree of
complexity. Typically, the more complex the modelling technique, the more
accurate the example data will be fitted. However, if one tests such a com-
plex model on unseen data, the performance will be poor in comparison with
less complex models. The complex model is unable to capture the underly-
ing properties of the process. Consequently, the generalisation capabilities
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Figure 3.1: Figure-8 task without regularisation. The system
is initialised such that it starts in the red dot. At time step
4, 000 the system’s output starts to deteriorate. At time step
5, 000 nothing is left of the rhythmic behaviour. The system
converged to a fixed point (blue dot).
of the complex model will be worse than the generalisation capabilities of
the simple model. This is similar to a kid learning all his math exercises by
heart, after which he fails on his math exam.
In Figure 3.2 this concept is illustrated. I started with example data,
sampled from log(1− 1
x
) + ν with x in the range [2, 12] and ν noise sampled
from N (0, 0.05), which is fitted by polynomials of degree N . The first 40
samples were used for fitting to polynomials while the last 10 samples served
as a test set. This experiment was repeated 1, 000 times. On Figure 3.2(a)
the ability to fit this data by using polynomials of degree N = 1, 2, 5 and
10 is shown. Despite the fact that the polynomial of degree 10 fits very well
the samples from 1 to 40, the prediction accuracy on the unseen samples is
poor. On Figure 3.2(b) the mean absolute error is shown for both, training
and test set. The tradeoff between model complexity and generalisation is
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Figure 3.2: Tradeoff between model complexity and general-
isation capability. In this example, the polynomial of degree
N = 2 is the best fit on the test set (samples 41 to 50).
very clear: on average, for polynomial degree N > 2, the performance on
unseen data starts to degrade despite increasing accuracy on the training
set.
The opposite phenomenon also exists. When the model complexity is too
low, the data cannot be explained by the model. In machine learning this
is known as under-fitting. In my little example, the linear approximation
(N = 1) is not able to explain the non-linear behaviour of the data and thus
is a poor model.
How are generalisation and stability of sequence generating ESNs re-
lated? As demonstrated earlier in Figure 3.1, a poorly trained ESN will be
able to generate the desired sequence for a short period of time. However,
after a while, the system will deviate under the influence numerical inaccura-
cies which are fed back into the reservoir. This will lead to deviations in state
space which result in a deviation from the desired trajectory at the readout.
After some time, the reservoir states are so different from the reservoir states
seen during training that the system is not able to recover anymore. Based
on this, the idea of adding noise to the neuron states during training makes
sense. Intuitively speaking, the system learns to deal with small inaccuracies
in the hope that it will be able to recover from them when in free-run phase.
The remainder of this chapter is devoted to regularisation techniques
that can be applied to ESNs. After a brief overview, they are compared on
two sequence generation tasks: MSO and figure-8.
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3.2 Regularisation methods
To avoid over-fitting or problems with stability many regularisation tech-
niques for ESNs have been introduced. In the following sections I give a
brief overview of the most important methods that are currently used.
3.2.1 Reservoir size optimisation
An intuitive way of decreasing the complexity of an ESN is to reduce its size.
Indeed, it has been reported by multiple authors (Jaeger, 2002a; Verstraeten
et al., 2007; Hermans and Schrauwen, 2010a; Rodan and Tino, 2011; Dambre
et al., 2012) that reservoir size is directly related to the memory capacity of
the system. Additionally, it has been shown by Verstraeten et al. (2010) that
the linear memory capacity degrades when the system becomes non-linear.
By increasing the reservoir size, this degradation can be made undone. Thus,
with increasing reservoir size, the system becomes more computationally
powerful and, consequently, the danger for over-fitting increases. This has
been illustrated on a time series prediction task in (wyffels and Schrauwen,
2010) which will also be the topic of chapter 4 and on the MSO task by Ko-
ryakin et al. (2012). By rigourous optimisation of the reservoir size, a balance
between modelling capacity and generalisation can be found. However, op-
timising the reservoir size is costly. Consequently, the technique is usually
not applied for regularisation. For this reason, reservoir size optimisation is
not considered in this dissertation.
3.2.2 State noise injection
A large part of the current work on reservoir computing uses the injection
of noise into the reservoir or on the feedback connection during training
to improve robustness and generalisation (Jaeger, 2001, 2002b). This effec-
tively simulates what would happen when a small error were made by the
linear mapping, and so forces the network to be able to recover from its own
mistakes (i.e., learning a broad trajectory).
Two quite similar techniques have been used Jaeger (2001, 2002b): (1)
adding noise with equal variance to the output of all reservoir nodes, or (2)
adding noise to the output feedback. This can be formally written as:
x[k + 1] = f (Wresx[k] +Winu[n] +Wfb (y[k] + ν1[k]) (3.1)
+Wbias + ν2[k]) ,
where ν1 is the output feedback noise and ν2 is the state noise. In both cases,
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the noise variance has to be tuned. From equation 3.2 it can be easily seen
that adding noise to the output feedback is equivalent to adding noise to the
neuron states with a different variance for each neuron which is dependent
on Wfb. By adding noise to the neuron states during training, the stability
increases in sequence generation tasks such as the recursive prediction of the
Mackey-Glass time series at a cost of prediction accuracy (Jaeger, 2001). In
other words, for state noise injection, there is trade-off between prediction
accuracy and generalisation capabilities.
Because of its simplicity and its intuitively clear background state noise
injection during training was used in the examples of the previous chapter.
However, more advanced regularisation techniques exist. In (wyffels et al.,
2008a) it was shown that the same (and better) results can be achieved
by using ridge regression. For this reason, state noise injection will not be
considered in the remainder of this dissertation.
3.2.3 Ridge regression
Apart from state noise injection during training, the most commonly used
scheme for regularisation of ESNs is ridge regression. Ridge regression is
a well known technique for regularisation and has been invented by (Hoerl
and Kennard, 1970). In (wyffels et al., 2008a), I introduced ridge regres-
sion for realising stable output feedback with ESNs. In ridge regression an








ζ ‖Wout‖2 . (3.2)
This leads to the following matrix solution:
Wout = (SᵀS+ ζI)
−1
SᵀO, (3.3)
where the matrix S consists of the concatenation of all inputs to the readout
including the reservoir states, a bias and (possibly) other inputs (see Sec-
tion 2.2.5). Matrix O contains the desired outputs. In ridge regression the
squared Euclidian 2-norm is used for both terms, loss and penalty. However,
another regularisation scheme exists that uses the Euclidian 1-norm for the
penalty. This is known as LASSO (Tibshirani, 1996) and typically leads
to a sparse solution. This is interesting because it allows to determine the
importance of each feature to the readout of the reservoir system but does
not necessary. However, when the number of predictors (here determined
by the reservoir size) is smaller than the length of the training set, ridge re-
gression leads to a better performance than LASSO (Tibshirani, 1996) and
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thus, LASSO is not considered in this dissertation.
From a different perspective, ridge regression can be seen as adding
noise to the neuron states under the constraint that the noise amplitude is
small1 (Bishop, 1995), i.e., the two approaches are equivalent to each other.
Similar to noise injection, ridge regression uses an additional parame-
ter ζ, the regularisation parameter. Note however that this parameter has
no absolute meaning. It depends on the correlation matrix SᵀS, and thus
this parameter needs to be optimised for each specific reservoir and cannot
blindly be reused or fixed to some arbitrary value. This optimisation pro-
cedure can be done by a cross-validation scheme (see Section 2.2.6) which
takes the test scenario into account. While optimisation can be costly for
reservoir systems with output feedback, this procedure has been optimised
by Buteneers et al. (2013a) in terms of computational needs for systems
without output feedback.
Because the regularisation parameter has no absolute meaning, often
the effective number of parameters γ is calculated which gives insight how
the generalisation performance relates to the expected training set error for
nonlinear systems (Moody, 1992). With σi the ith eigenvalue of the p × p








In 2009, Sussillo and Abbott (2009) introduced FORCE learning for RC sys-
tems. This learning paradigm mainly differs from standard ESN approaches
in two ways. First, whereas in the previous chapter it was suggested that a
good starting point for the spectral radius is 1.0, the reservoir weight matrix
is scaled such that its spectral radius is much larger than 1 (typically 1.5 or
higher). As a result, the reservoir exhibits spontaneous activity (e.g., Fig-
ure 2.5(e)). Second, the actual output is fed back into the reservoir system
during training instead of the teacher signal. Consequently, learning can
only be done in an online way. In addition to being more biologically plausi-
ble (biological networks exhibit complex and irregular spontaneous activity
that probably has both chaotic and stochastic sources), FORCE learning
leads to more stable networks (Sussillo and Abbott, 2009).
For training the output weightsWout, FORCE learning requires that the
learning algorithm rapidly reduces the magnitude of the difference between
1This is only valid for the case that the noise is added after applying the
activation function.
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the actual and desired output to a small value (Sussillo and Abbott, 2009).
Recursive Least Squares (RLS) (Ljung and Söderström, 1985) is an example
of such a learning rule which satisfies all conditions for FORCE learning.
When training the reservoir system using RLS without forgetting factor, the
reservoir states x[k + 1] are updated using following state update equation
(cfr. previous chapter):
x[k + 1] = (1− λ)x[k] +
λf
(
Wresx[k] +Winu[k] +Wfby[k] +Wbias
)
, (3.5)
where y[k] represents the actual output of the system at the previous time
step. At the same time, the readout weights Wout and the output y[k + 1]
are adjusted according to the following equations:
e[k + 1] =Wᵀout[k]x[k + 1]− ydesired[k + 1] (3.6)
P[k + 1] = P[k] − P[k]x[k + 1]x
ᵀ[k + 1]P[k]
1 + xᵀ[k + 1]P[k]x[k + 1]
(3.7)
Wout[k + 1] =Wout[k]− e[k + 1]P[k]x[k + 1] (3.8)
y[k + 1] =Wᵀout[k + 1]x[k + 1]. (3.9)
Here e[k + 1] is the difference between the actual output y[k + 1] and the
desired output ydesired at time step k+1. P (N ×N) is an estimation of the
inverse of the correlation matrix of the network states x and a regularisation
term (Sussillo and Abbott, 2009). P[0] is initialised at Iα , with α typically
chosen< 1.0. The readout weights at time step k are represented byWout[k]
and initialised toWout[0] = 0. After K time steps, when training is finished,
the readout weights are kept fixed (Wout =Wout[K]).
The setup with initial conditions P[0] = I
α
and Wout[0] is known as soft
constrained initialisation for RLS. Ismail and Principe (1996) pointed out
that RLS with soft constrained initialisation and without forgetting factor
is equivalent to ridge regression with regularisation parameter α. In other
words, RLS with soft constrained initialisation can provide the same solution
as ridge regression.
If RLS and ridge regression are equivalent, why would FORCE learning
lead to more stable networks? One possible answer may be the setting of
the spectral radius ρ. Initially, ρ is large. Due to this the reservoir exhibits
spontaneous activity. During training, this spontaneous activity is damped
by the output feedback. In other words, initially the system is trained in the
presence of a lot of noise. This noise rapidly degrades under the influence
of the output feedback. This gradual process of becoming more and more
precise seems beneficial for the stability. This intuition i
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experiments of Sussillo and Abbott (2009) who found that the spectral radius
ρ influences the magnitude of the readout weight vector Wout. The larger
ρ (more noise at the beginning), the smaller this magnitude and the better
the performance.
3.2.5 Reservoir regularisation
Recently, a new idea of regularising the reservoir system was introduced
by Reinhart and Steil (2012). Instead of regularising the readout weights
Wout, the weight matrix of the entire reservoir system Wsys (composed of
Wres,Winp,Wfb andWbias) is recalculated such that small weights are pre-
ferred, conditioned on the constraint to re-implement a previously harvested
reservoir state sequence, i.e., introducing a Gaussian prior distribution with
zero mean and a small variance for the reservoir weights while constraints
require to implement the desired state sequence (Reinhart and Steil, 2012).
To evaluate this, the state update equation (cfr. previous chapter):
x[k + 1] = (1 − λ)x[k] +
λf
(
Wresx[k] +Winu[k] +Wfby[k] +Wbias
)
, (3.10)
has to be rewritten such that the leak rate is applied before applying the
activation function:
x′[k + 1] = (1− λ)x′[k] +
λ
(
Wresx[k] +Winu[k] +Wouty[k] +Wbias
)
x[k + 1] = tanhx′[k + 1]. (3.11)
Here, x′[k + 1] and x[k + 1] present the state before and after applying the
activation function, respectively. With Wsys = Wres|Win|Wfb|Wbias the
system’s combined weight matrix we get that









If the left term is denoted byA and
[
x[k]|u[k]|y[k]|1] byH then, the weights






In this case ridge regression is applied in order to obtain the weights Wsys.
Similarly to Section 3.2.3 this introduces a regularisation parameter which
needs to be optimised. After the reservoir regularisation procedure, it is
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still necessary to train the readout weights of the reservoir which can be
performed as described in the previous chapter or by applying one of the
previously discussed training techniques.
From equation 3.2 one can learn that in ridge regression, a trade-off
exists between the magnitude of the error and the penalty on the readout
weights Wout. Reservoir regularisation, as proposed by Reinhart and Steil
(2012), mitigates this dependency. This is done by expressing a preference
for small weights conditioned on the constraint to re-implement a previously







‖a[k + 1]−Wsysh[k]‖2 + η ‖Wsys‖2 , (3.14)
with a[k+1] =Winit_sysh[k], where Winit_sys is the initial system’s weight
matrix and h[k] determined by
[
x[k]|u[k]|y[k]|1]. It has been shown on
two tasks (the learning of the inverse kinematics of a planar robot arm
and the autonomous generation of a rhythmic sequence cfr. figure-8 task)
by Reinhart and Steil (2012) that by shifting the regularisation problem to
the dynamics of the reservoir itself, reservoir regularisation leads to smaller
values for ζ which improves task-specific performance. This comes at the
cost of the introduction of an additional regularisation parameter η which
needs to be optimised.
Recently, a technique known as equilibration was introduced by Jaeger
(2010) and Li and Jaeger (2011) that uses the same mechanisms as reser-
voir regularisation to encode the desired state sequences into the reservoir
weights. However, the perspective is different (not aiming at regularisation)
and will be discussed in depth in chapter 5. Additionally, Sussillo and Ab-
bott (2012) proposed a similar technique, for which the motivation comes
from a neuroscience perspective. In that work, the focus lies on internalising
the effect of output feedback into the reservoir, while preserving the spar-
sity of the network. This increases the biological relevance of the learning
approach (Sussillo and Abbott, 2012).
3.2.6 Other regularisation methods
The previously introduced regularisation methods are commonly used. How-
ever, many other techniques exists. An interesting one is pruning, which
was suggested by Dutoit et al. (2009). Pruning relies on the reduction of
the number of variables that is used at the system’s readout, i.e., some
readout weights are forced to zero and thus some of the neurons do not
directly contribute. Note that this does not mean that the neurons are ef-
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fectively pruned out of the reservoir itself. An advantage of this method
is that insight is gained about the reservoir system. In particular, one can
learn which states contribute and which not. When the variables are not or-
thogonal, there is no method that can compute the optimal set of variables
directly. Due to this, one should try all combinations of possible variables.
Because this grows exponentially with the number of neurons in the reser-
voir, this not applicable for larger systems. Some (sub-optimal) solutions for
this have been discussed in (Dutoit et al., 2009) and in chapter 4 of Dutoit’s
dissertation (Dutoit, 2009).
3.3 Multiple superimposed oscillators
In order to compare the regularisation methods that were described, a stan-
dard benchmark is performed: the multiple superimposed oscillators (MSO)
task which was introduced in the reservoir computing domain by Steil (2007).
3.3.1 Task description
The goal of the MSO task is to learn to recursively generate a superposition
of two sine waves:
ymso[k] = sin(0.2k) + sin(0.311k), (3.15)
with k a discrete time step (∈ N). The MSO task has been considered
a benchmark in the domain by many others, but often the length of the
test set is too short to speak of stable sequence generation (see for example
(Xue et al., 2007; Čerňansky and Tiňo, 2008; Roeschies and Igel, 2010)).
As Steil (2007) observed, experiments should be done with a sufficiently
long test set because of the observation that recursively connected networks
tend to diverge when running for long times. Here, I go a little further and
redefine the task such that both stability and robustness can be evaluated.
In order to test the stability, each tested reservoir system was trained using
4, 096 time steps and left to run freely for 102, 400 time steps. To test the
robustness, each reservoir system was trained using 4, 096 time steps after
which the system is let in free run for 20, 480 time steps. During the first
128 time steps of the free run, noise sampled from N (0, 0.1) was added to
the output feedback in order to disturb the system. In both experiments,
the final 4, 096 samples from the free run phase are used for evaluation. For
this, the Normalised Mean Square Error (NMSE) is used as an error metric.
In order to exclude the effects of phase drift due to perturbations a sliding
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time window with size equal to 2, 000 times the period length of the slowest




k=1 (ymso[k − i]− yˆ[k])2
4096σ2ymso
, (3.16)
with i varying from 0 to 62, 831. This calculation can be done efficiently by




In what follows, ridge regression (rr) is compared with force learning
(force). Additionally, it is investigated whether reservoir regularisation has
a beneficial effect on the generation accuracy or not. For both the stability
and robustness experiments, each technique was compared by averaging the
results of 50 randomly created ESNs. The parameters of these systems were
set according the numbers in Table 3.1.
Table 3.1: Based on experimentation, I found that the (global)
parameters summarised in this table work well for the MSO task.
For the regularisation parameters ζ, η and ρ a search range is
given where applicable. Note that only for FORCE learning, ρ
is considered a regularisation parameter.
Parameter ridge ridge + res force force + res
N 500 500 500 500
ρ 1.0 1.0 0.8 to 1.8 0.8 to 1.8
β 0.5 0.5 0.5 0.5
ι N.A. N.A. N.A. N.A.
o 1 1 1 1
λ 0.14 0.14 0.14 0.14
ζ 10−12 to 1.0 10−12 to 1.0 N.A. N.A.
η N.A. 10−12 to 1.0 N.A. 10−12 to 1.0
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rr rr + res
stable 3.48 × 10−2 (1.05 × 10−1) 9.30 × 10−5 (8.66 × 10−5)
robust 3.94 × 10−2 (1.39 × 10−1) 6.14 × 10−4 (5.99 × 10−4)
force force + res
stable 1.53 × 10−2 (2.09 × 10−2) 3.91 × 10−2 (4.83 × 10−2)
robust 3.03 × 10−2 (4.41 × 10−2) 3.29 × 10−2 (4.19 × 10−2)
Table 3.2: Best averaged NMSE for the MSO task for each
of the techniques. Between brackets the standard deviation is
given.
3.3.2 Results
In Figure 3.3 (a) and (b) the averaged results are shown as a function of the
regularisation parameter ζ in case of ridge regression or as a function of the
spectral radius ρ in case of FORCE learning. When reservoir regularisation
is applied, the results are shown for the optimal reservoir regularisation
parameter η. Additionally, the optimal averaged NMSE and its standard
deviation is given in Table 3.2.
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Figure 3.3: A comparison of state of the art regularisation
techniques for reservoir computing on the MSO task.
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3.3.2.1 Ridge regression versus FORCE learning
The results without reservoir regularisation, presented in Table 3.2 (left col-
umn) and Figure 3.3, suggest that FORCE learning performs slightly better
than ridge regression. However, a two-paired t0.95,53-test teaches us that
this difference is not significant (t = 1.2867). The significance test does not
take into account that one might desire a certain degree of accuracy. If we
consider a NMSE of 0.1 as a threshold, FORCE learning is a much better
candidate (see its visual impact in Figure 3.4). While for FORCE learning
practically all systems have an accuracy with NMSE < 0.1, the accuracy
of a significant number of systems trained by ridge regression is insufficient
(note the larger standard deviation).








Figure 3.4: In light gray the MSO time series for 1, 000 time
steps, in black a distorted MSO time series is shown. The
distortion was caused by adding low-pass filtered noise such
that the NMSE ≈ 0.1 to illustrate prediction accuracy.
Sussillo and Abbott (2009) have shown that the spectral radius affects
both performance and the norm of the readout weights. In their experiments
the spectral radius could be increased in order to increase the performance
until a certain upper limit. At this upper limit for ρ, the spontaneous activity
of the reservoir is too high to be suppressed by the output feedback (Sussillo
and Abbott, 2009). Consequently, the FORCE learning algorithm does not
converge anymore. Luckily, the results in (Sussillo and Abbott, 2009) show
that there is a large working range for the spectral radius. This is confirmed
by the results shown in Figure 3.3: the spectral radius just has to be suf-
ficiently large. On the other hand, the working range of the regularisation
parameter in ridge regression is small and thus the system is sensitive to its
value making careful optimisation of the regularisation parameter necessary.
On the downside, FORCE learning requires online learning, and thus its
implementations typically take more computation time than those of ridge
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regression.
3.3.2.2 Ridge regression and reservoir regularisation
(a) Stability (b) Robustness
Figure 3.5: The optimisation of regularisation parameters in
reservoir regularisation. The results (log10(NMSE) for a ran-
domly chosen ESN) are more sensitive to ζ than to η.
Reinhart and Steil (2012) have reported that reservoir regularisation
increases the performance on the autonomous generation of a unit circle (a
two-dimensional sequence). This is now confirmed by my results for leaky
neurons on the MSO task for both stability and robustness. The results
also confirm the fact that reservoir regularisation leads to smaller ζ values.
Moreover, the working range of parameter ζ increases, making rough tuning
possible. However, this comes at a cost. By applying reservoir regularisation,
an additional regularisation parameter η is introduced which needs to be
optimised. In Figure 3.3 results are shown for the optimal η.
The question now is, how critical is this parameter? Therefore I illus-
trated results of the MSO task in function of the two regularisation param-
eters ζ and η in Figures 3.5 (a) and (b). One can easily see that the chosen
value for η is not that critical in terms of NMSE.
3.3.2.3 FORCE learning and reservoir regularisation
Reservoir regularisation also can be combined with FORCE learning. Since
the readout weights are directly adapted in function of the one step predic-
tion error, in FORCE learning one cannot benefit from the mitigation of the
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task performance and the readout regularisation. This does not necessar-
ily mean that FORCE learning cannot benefit from reservoir regularisation.
Surprisingly, from the results one can learn the by combining FORCE learn-
ing and reservoir regularisation, the performance significantly2 decreases. A
possible explanation can be that FORCE learning needs the spontaneous,
irregular, chaotic behaviour of the ESN (see section 3.2.4) at the start of
the training. This spontaneous activity is discarded when pre-training the
ESN with the reservoir regularisation procedure, and thus, the combina-
tion of FORCE learning and reservoir regularisation results in a degraded
performance.
3.3.2.4 Conclusion
We conclude that reservoir systems with output feedback need regularisa-
tion of the readout weights. Otherwise the MSO task cannot be solved. The
choice which regularisation technique performs best is highly dependent on
the task setup. If accuracy is most important, then ridge regression in com-
bination with reservoir regularisation is preferable. But the actual chosen
technique is also dependent on the amount of parameters that one wants to
optimise, the experience that one has with a technique and whether oﬄine
training is possible or not.
One question remains: how do we chose the regularisation parameter?
In this and the previous chapter I have already said that this can be done
by using a validation scheme with respect to the task. For many tasks it is
clear that this can be done by taking a subset from the train set as a vali-
dation set on which the performance of the regularisation parameter(s) can
be evaluated. In sequence generation tasks, and especially signal generation
tasks this is less clear. How do you chose your validation set if you want to
generate a certain (rhythmical) sequence of infinite length? This is question
is answered in practice on the Figure-8 task in the next section.
2Two-paired t0.95,67-test with t = 3.1970
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3.4 Figure-8
In section 2.3.4 I have already illustrated that it is possible to generate
multi-dimensional rhythmic sequences with reservoir systems. However, due
to poor regularisation (only an arbitrarily chosen amount of noise was added
during training) the success rate was low. In this chapter multiple suitable
candidates exist for regularising the readout and thus creating stable and
robust sequence generating reservoir systems. In what follows I will illus-
trate how the success rate can be increased by means of good regularisation.
Therefore I apply ridge regression, the - at this moment - most commonly
used regularisation schema for ESNs.
3.4.1 Task description and experimental setup
As presented in section 2.3.4, the figure-8 task comprises the generation of
a two-dimensional rhythmical signal with the components:
x[k] = 0.5(1 + 0.9 sin(0.1k)),
y[k] = 1 + 0.9 sin(0.05k). (3.18)
One full period of the figure-8 takes approximately 126 time steps. While
at first sight this task may seem simple, the task becomes challenging when
stable generation is desired. The latter is the case when one wants to gen-
erate the figure-8 for an infinitely long time. The smallest disturbance may
quickly lead to divergence from the desired trajectory. In the past, multiple
authors have tackled this problem with recurrent neural networks (Pearlmut-
ter, 1995; Zegers and Sundareshan, 2003; Jaeger et al., 2007; wyffels et al.,
2008a), and it is now considered a standard benchmark in the domain. In
each work, the task definition differs. Therefore, formally, each reservoir
system will first be trained for 4, 096 time steps, then randomly reinitialised
and finally left to run freely for 100, 000 time steps. The random initialisa-
tion happens through the output feedback where at the testing phase the
feedback is kept at random coordinates sampled from N (1.0, 1.0) for 100
time steps.
In total, 200 randomly created reservoir systems are tested. Similarly
to Section 2.3.4, each system has two outputs and output feedback to all
neurons. The global parameters used for these experiments are summarised
in Table 3.3. Training is done according to the principles discussed in chap-
ter 2. However, ridge regression is used instead of standard least squares in
order to achieve stable and robust generation of the figure-8.
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3.4.2 Optimisation in practice
train validate+ noise test
time
Figure 3.6: Possible optimisation schema for stable and robust
pattern generators. The validation phase is limited in time.
However, noise can be added to the reservoir’s states or output
feedback.
Many regularisation techniques come with parameters, apart from the
global reservoir parameters, which need to be optimised. In contrast with the
global parameters, which are task dependent, these regularisation parame-
ters are typically dependent on the reservoir. A standard cross-validation
scheme can be used for optimising these parameters. However, when you
want stable and robust generation of a sequence, you typically do not want
to test all possible scenarios due to time constraints. What one can do, is
use a limited validation phase (cfr. Figure 3.6) during which noise is added
to the reservoir’s states or output feedback. If (more) robustness is desired,
the output feedback can be set to random values to optimise also the ability
to recover from such perturbations.
Figure 3.7: Ninety-six instances of the generated figure-8. In
light grey an example eight is given. The dotted line represents
the convergences of the ESN, the black line is the drawn figure
eight. The red dot represents the random starting point.
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3.4.3 Results
In this experiment, each reservoir system was first trained using a particular
value ζi, with i the index of the train-validation experiment, for the regu-
larisation parameter ζ which was sampled logarithmically from the range
[10−8, 10]. Second, a validation phase was introduced during which the
trained system was tested for 1, 024 time steps. During this phase, the system
freely generated the desired figure-8 while noise sampled from N (0, 0.025)
was added the the reservoir’s states. This training-validation process was
repeated for i = 1 to 37. Each time a validation error was calculated using






with i in the range [1, 37]. Third, when the iterative training-validation
process was finished, ζi was chosen for which eival was smallest. Using this
ζi the reservoir system is retrained and finally tested.
In Figure 3.7 ninety-six different instances (randomly sampled from the
available 200) of the generated figure-8 are given. Compared to Figure 2.21
from the previous chapter, the success of good regularisation is immediately
clear. There are clearly more successfully generated figures-8. Indeed: by ap-
plying the previously described procedure a success rate of 89% was achieved
compared to a 48% success rate in the previous chapter.
3.5 Discussion
In this chapter it was argued that the stability of echo state networks in
(rhythmic) sequence generation tasks does not differ from the desire for
the ability to generalise in other regression tasks. The solution to these
two problems is also the same: applying good regularisation techniques.
In this chapter the most commonly used regularisation techniques for echo
state networks have been reviewed together with some recently introduced
techniques.
Since many regularisation techniques exist, choices must be made. Ap-
plying the right regularisation technique mainly involves studying the task
requirements and the time or computation power that one has. The sequence
generation tasks that are considered in this dissertation can be split into two
classes: (1) sequence generation for stable and robust pattern generators and
(2) time series prediction. In the first application, stability and robustness
against perturbations are the main requirements. From the MSO task re-
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sults one can learn that FORCE is a very good candidate. While providing
sufficient stability and robustness, it only involves rough optimisation of one
parameter, the spectral radius, which is optimised anyway. The second ap-
plication needs more care, achieving the highest possible accuracy comes
hand-in-hand with over-fitting. This will be the subject of the next chapter.
4
Time series prediction
Time series are sequences of data points which are equally spaced time inter-
vals and ordered in time. These data points can be sampled from processes
in finance, sociology, ecology, engineering or other domains. An exemplary
case is the number of daily visitors on a website which was given in the
introduction of this dissertation. With the introduction of numbers and the
awareness of time, people want to keep track of all kinds of time series, a pro-
cess that expanded exponentially with the introduction of digital computers
and the availability of high-bandwidth communication.
While a time series represents the past, most people are interested in
the future. This is exactly the problem statement of time series prediction.
Standard techniques make a linear mapping of the past to the present and are
known as exponential smoothing (Winters, 1960; Holt, 2004) or more gener-
ally Auto-Regressive Integrated Moving Average (ARIMA) models (Box and
Jenkins, 1976). With the introduction of AI, more advanced non-linear mod-
elling techniques came into use. A vast majority of these techniques is based
on the use of Artificial Neural Networks (ANNs) (see (Zhang et al., 1998) for
a review) which show better capabilities in modelling non-linear time series,
i.e. time series with a non-linear dependency between values of the current
and previous time steps, than the standard Box-Jenkins models (Zhang et al.,
2001). Despite their proven theoretical capabilities of non-parametric, data
driven universal approximation of any linear or non-linear function, ANNs
have not (yet) been able to confirm their potential against established statis-
tical methods (Crone and Kourentzes, 2010). Partially due to the fact that
ANNs do not guarantee convergence to a global optimum and come with
a large number of free parameters. In order to overcome these problems,
Support Vector Machines (SVMs, unlikely to over-fit, see (Sapankevych and
Sankar, 2009) for a survey) (Mueller et al., 1997; Kim, 2003) and Optimal
Pruned Extreme Learning Machines (OP-ELMs with very low computational
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cost) (Miche et al., 2008; Sorjamaa et al., 2008) have been introduced and
applied to many time series prediction problems. All these techniques have
in common that they do not natively incorporate time and thus, they are
often combined with a time window.
A more natural way to incorporate time is by using Recurrent Neu-
ral Networks (RNNs). Unfortunately, multiple authors have reported that
RNNs have difficulties to learn long-term dependencies (Bengio et al., 1994;
Hochreiter et al., 2001) and are hard to train. To overcome the complex
training procedure, at the beginning of this millennium Jaeger (2001) in-
troduced ESNs, an efficient training method for large RNNs. As already
explained in the previous chapters, the method is easy to apply and their
memory can be tuned. Note that other similar techniques have been intro-
duced in the same period which are nowadays referred to as RC (Verstraeten
et al., 2007). Jaeger and Haas (2004) made ESNs famous with state of the
art performance on chaotic time series prediction and later, with a winning
entry on the NN3 competition (Ilies et al., 2007; Crone et al., 2011). Despite
this, only a few researchers applied ESNs to real world time series prediction
tasks. As a result, ESNs only know a limited visibility in the domain of time
series prediction.
4.1 Typical error metrics
In the domain of time series prediction multiple performance metrics have
been proposed. While it is not the purpose of this dissertation to do an
in-depth review of all existing measures (for this please refer to (Armstrong,
2001; Hyndman and Koehler, 2006)), I do want to give little background on
the metrics I will use in the case studies of this chapter. The most known






(yk − yˆk)2 , (4.1)
with yk and yˆk the targeted and predicted value at time step k. Since this
measure and its rooted version, the RMSE, is dependent on the scale of the
data and thus scale-dependent, the metric cannot be used for comparing dif-
ferent methods across multiple different data sets (see for example criticism
of Armstrong and Collopy (1992) on Makridakis et al. (1982)). A variation
on this measure1 is the Normalised MSE (NMSE) which is independent on
1Many variations of the MSE can be found depending on the goal. For example,
MSE/σ2
yk−yk−1
indicates how performance increases in comparison with yˆk = yk−1.
4.2 Reservoir systems for time series prediction 71









An alternative metric is based on a percentage error. The most com-
monly used is the Mean Absolute Percentage Error (MAPE) which can be









To avoid problems of large errors when the actual values yk are close to
zero and the large difference between the absolute percentage errors when
yk is greater than yˆk and vice versa, the Symmetric MAPE is used very







(yk + yˆk) /2
. (4.4)
Overall, there exists no consensus yet of which error metric to use. The
discussed metrics are the ones used in this chapter and were applied in order
to make comparison with reference work possible.
4.2 Reservoir systems for time series pre-
diction
ESNs were introduced in the domain of time series prediction with an aston-
ishing performance on non-linear chaotic time series prediction (Jaeger and
Haas, 2004). Since then, ESNs have been adopted slowly by other researchers
in this field. Some of these studies (Shi and Han, 2007; Venayagamoorthy
and Shishir, 2009; Babinec and Pospichal, 2011; Li et al., 2012) kept their fo-
cus on modelling chaotic time series. Others focussed on solving applications
of practical use such as stock market prediction (Lin et al., 2009; Chatzidim-
itriou et al., 2012) and other financial time series (Ilies et al., 2007; wyffels
and Schrauwen, 2010), electrical load forecasting (Chatzidimitriou et al.,
2012; Deihimi and Showkati, 2012; Niu et al., 2012) and ecological data
sets (Shi and Han, 2007; Ruffing and Venayagamoorthy, 2009).
While some researchers apply ESNs as such (e.g., the Mackey-Glass ex-
ample in Section 2.3.3), standard preprocessing techniques in the domain
72 4 Time series prediction
of time series prediction are also applicable. In the following sections I will
give a survey of the most frequently applied preprocessing techniques for
time series prediction with ESNs, as well as some other techniques which are
used to improve the prediction accuracy. After this survey I will discuss two
use cases which have been published in (wyffels et al., 2008b; wyffels and
Schrauwen, 2010).
4.2.1 Preprocessing
Time series sampled from real-world applications are usually noisy, can con-
tain outliers and are often affected by trends and seasonal effects. Not sur-
prisingly, the use of seasonal decomposition techniques has been proposed
for connectionists models (Chu and Zhang, 2003; Zhang and Qi, 2005) and
adopted by the ESN community (Ilies et al., 2007; wyffels et al., 2008b;
wyffels and Schrauwen, 2010). Most approaches deal with seasonality by
decomposition of the time series Y into a trend cycle C, seasonal S and
irregular I components. This can be done by means of the general additive
decomposition model:
Y = C + S + I. (4.5)
The trend-cycle includes long-term trends and movements including conse-
quential turning points. Instead of modelling the original time series Y as
such, the trend cycle, seasonal and irregular components are modelled indi-
vidually. After prediction of each component, we can reconstruct the future
of the original time series by applying equation 4.5. Since ESNs tend to be
sensitive to a small range of time scales (wyffels et al., 2008c), when data
consists of widely different temporal domains, or if interference can occur
inside the network, performance can degrade rapidly. Based on this it is ad-
visable to use seasonal decomposition techniques to separate the time scales
of the time series.
Other preprocessing techniques aim for dimensionality reduction of the
input. For example Lin et al. (2009) applied Principal Component Analysis
(PCA) (Jolliffe, 2005) on the input features for short-term stock price pre-
diction to extract the most important information and filter noise. Lin et al.
(2009) observed that application of PCA effectively avoids outlier prediction
results of ESN but has only a little positive influence in other stocks in which
ESN can perform well.
Recently, Li et al. (2012) reported that the performance of ESNs, in
terms of prediction accuracy, are influenced by the presence of outliers in
the training set. Despite the use of advanced readout regularisation tech-
niques (see Section 3.2.6), degradation due to outliers could be observed.






Figure 4.1: An abstract view on recursive versus direct predic-
tion
Consequently, the use of outlier removal techniques is recommended.
In order to avoid saturation of the reservoir’s neurons, the input (in-
cluding the output feedback) can be rescaled. It is common practise to
normalise the time series by removing the mean and dividing each input
by the standard deviation of the time series, i.e., transforming them into
Z-scores. Alternatively min-max normalisation is sometimes used. Other
transformations that can be beneficial are log transformations (Luetkepohl
and Xu, 2012) and polynomial expansions (Jaeger, 2003). The first method
can be applied to stabilise the variance of the time series, the second is a
cheap way to extend the computational power of the ESN.
4.2.2 Training the readout
The vast majority of the ESN-practitioners forecasts time series by recursive
prediction (see Figure 4.1(a)). In this case, the ESN is typically trained
oﬄine in a two-step procedure (refer to Section 2.2.5 for all details): (1)
collecting neuron states during the simulation phase with teacher forcing,
(2) adjusting the readout weights by computation of the mean squared error.
It should be noted that it is good practice to include a constant bias in the
readout.
An alternative approach is known as direct prediction in which the sys-
tem is built to directly predict each step of the prediction horizon (refer to
Figure 4.1(b)). In the past, this approach has been widely applied to con-
nectionist models (Weigend et al., 1992; Zhang, 1994) with varying degree
of success (Zhang et al., 1998). The motivation behind this method is that,
in contrast to the recursive prediction strategy, the error is not accumulated
74 4 Time series prediction






(c) Voting collective with a gaiting ESN
Figure 4.2: Abstract view on three different prediction archi-
tectures with ESNs.
due to the use of forecasts rather than the use of real observations. How-
ever, direct prediction has not been used much in the context of ESNs. A
comparison can be the subject of future research. Note that the use of direct
prediction breaks the feedback loop of the ESN, consequently, such systems
are not considered in this dissertation.
4.2.3 Prediction architectures
Usually the time series or its components are predicted separately by a single
ESN, i.e., as shown in Figure 4.1(a). However, in the case of multi-variate
time series prediction, it can be beneficial to combine time series that were
obtained from the same source or that show some causal relationship into
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one model. This is illustrated in Figure 4.2(a).
Work on speech classification has shown that combining many small
ESNs into a voting collective can be beneficial (Jaeger et al., 2007). By
keeping each reservoir small and sparse, the individual reservoir dynamics
differ drastically, increasing significantly the variance of the results of the
many systems. Note that this is very similar to the observations in Sec-
tion 2.2.3, where I have demonstrated that for small sparse reservoirs the
spectral radius is a poor estimator of the dynamics. The idea (Jaeger et al.,
2007) is that every classifier independently generates a result based on ran-
domly constituted features. The mean of the individual votes is taken (see
Figure 4.2(b) for an illustration), in an attempt to average out the fluctua-
tions that are due to the single classifiers’ biases. Ilies et al. (2007) applied
this and the previous principle successfully on the NN3 time series prediction
competition. In their approach 111 time series were divided into six clusters,
and the signals in each cluster were predicted by a voting collective of 500
small ESNs.
Babinec and Pospichal (2011) proposed a variant of the voting collective
approach. Instead of taking the mean of all predicted values, they trained an
additional ESN that was used to find the local ESN with the best prediction
accuracy for a given time step. This is shown in Figure 4.2(c).
4.3 Case studies
In Section 2.3.3 I have already illustrated how an ESN can be trained –
without using any tricks – for the prediction of a non-linear chaotic time
series. Additionally, in the previous sections I have surveyed the most fre-
quently applied tricks in the domain of time series prediction with ESNs.
To illustrate them in practice I worked out two use case studies: (1) the
ESTSP time series competition dataset for which the results were published
in (wyffels et al., 2008b), and (2) the prediction of monthly time series which
was published in (wyffels and Schrauwen, 2010).
4.3.1 The ESTSP competition set
In the context of the European Symposium on Time Series Prediction 2008
(ESTSP) a forecasting competition was held. The goal of this competi-
tion was to predict the future of three very different time series sampled
from three different sources (chemical descriptors of environmental condi-
tion, internet traffic and electric load) with totally different sampling peri-
ods (Lendasse et al., 2010). For reasons of fairness, the origin of the time
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series was kept secret until the public announcement of the results.
From (Lendasse et al., 2010) we learn that the first time series, chemical
descriptors of environmental condition, was a monthly sampled multi-variate
time series which comprised 354 samples. The goal was to predict the next
18 time steps. The second time series represented traffic in a data network
and was a daily sampled univariate time series of 1, 300 samples. The goal
was to predict the next 100 time steps. The last time series was a univariate
time series consisting of the daily sampled average electrical load. The goal
was to predict the next 200 time steps.
4.3.1.1 Preprocessing
The time series were first normalised by removing the mean and dividing
the outcome by the maximal absolute value.
Secondly, because the ESTSP time series showed a trend and periodical
effects I decomposed them into components of different timescales. Because
the origin and sampling period of the time series was unknown, I adopted
the approach of (Soltani, 2002) who applied wavelet decomposition. When
no additional information is available about the time series, decomposition
can be done by using a set of successive filters. This is also known as multi-
scale decomposition and is described in more detail in (Daubechies, 1992).
The filters are obtained by rescaling the so called mother wavelet. When
the filters are applied iteratively, one obtains a slowly varying trend and a
hierarchy of detailed components which contain the system’s dynamics at
different timescales (Soltani, 2002). Because the system’s dynamics are now
decomposed into different timescales, processing with ESNs is a lot easier.
After L iterations, time series y can be written as the sum of the trend aL
and L detail coefficients dm, m = 1...L:




The MATLAB Wavelet toolbox was used for decomposition of the time
series. The applied filters were obtained from the discrete Meyer filter be-
cause this gave components with few discontinuities. But I suspect that a
Daubechies filter of a sufficiently high order is also feasible. In Figure 4.3 the
first time series of the ESTSP competition is shown with its trend and detail
coefficients using a eight-level decomposition. The most noisy coefficient d1
is not shown. Eight-level decomposition was used for the first and second
datasets of the ESTSP competition. For the third time series level 12 decom-
position was used because this resulted in smoother and more predictable
coefficients.
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4.3.1.2 Architecture and prediction flow
The wavelet decomposition gave eight components (d1 to d8) for the first and
second time series and gave twelve components (d1 to d12) for the third time
series. From this, the level 1 component d1 was discarded because it was
too noisy to predict. Each remaining component was predicted with a sep-
arate ESN. This has as an important implication that correlations between
different components are neglected.
Recombination of the components was done by applying equation 4.6.
Afterward the composed time series was rescaled again to undo the normal-
isation.
4.3.1.3 Parameter selection
For each component, a fully connected reservoir with 500 sigmoid neurons,
one output and only output feedback as an input was constructed. No other
external inputs were used. The weight matrix Wres was scaled to set the
spectral radius ρ to 1. The output feedback scaling was set to 0.1. For the
slowest components, leaky neurons with a hand tuned leak rate were used.
For the other components band pass neurons were used with hand tuned
cutoff frequencies. The ESN was trained by means of ridge regression.
For training and testing, we divided each component into three parts:
one for training (the largest part), and the two last parts (which have lengths
equal to the desired prediction horizon) for validation and testing. The final
results for both testing and the competition were obtained by first training
the ESN using teacher forcing with the largest part. The optimal regulari-
sation parameter was determined using the performance of the ESN in pre-
dicting the validation part. Next, the ESN was retrained by teacher forcing
it with the first and the second part and using the obtained optimal regular-
isation parameter in order to predict the third (known) testing part. This
part was used for evaluation of the approach and these results are presented
in the next section. Finally, the ESN was retrained using the complete com-
ponent in order to predict the unknown samples which are needed for the
competition. This process was repeated for each of the components. Results
were averaged over ten randomly sampled ESNs. The competition samples
were generated by the ESN which had the best performance on the testing
part (which can be seen as the validation set before generating the actual
competition results).





















































Figure 4.3: In solid black lines the original time series 1 of the
ESTSP competition and its decomposition (using level eight
wavelet decomposition) into its trend and detail coefficients are
shown. The level 1 detail coefficient is not shown because it was
too noisy to predict. The last 18 samples of the original time
series and its components were predicted in order to evaluate
our prediction methodology which is given in a dashed grey line.
This resulted in a NMSE of 0.25. The 18 unknown samples
which were predicted for the competition are shown in a solid
gray line.
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4.3.1.4 Experimental results
For the first time series the goal was to predict the next 18 samples based
on a history of 354 samples. Two additional time series were given, which
could be helpful for prediction of the first time series. Based on preliminary
experiments, I decided to discard these additional variables. The final result
with decomposition of the time series is presented in Figure 4.3. A NMSE
of 0.25 was obtained on the last 18 known samples.


































Figure 4.4: At the top, the complete time series 2 of the
ESTSP competition is shown in a solid black line. The method
was evaluated on the last 100 samples which gave a NMSE of
0.14. At the bottom, these predictions are marked with a dashed
gray line. The next 100 unknown samples for the competition
are marked with a solid gray line.
The second time series of the ESTSP competition consisted of 1, 300
samples of which the next 100 samples had to be predicted. The predictions
are shown in Figure 4.4. A NMSE of 0.14 was obtained.
For the third time series there were 31, 614 samples available and the
next 200 samples had to be predicted. The results are shown in Figure 4.5.
A NMSE of 0.42 was obtained.




































Figure 4.5: At the top, an impression of the complete time
series 3 of the ESTSP competition is given. The last 200 sam-
ples were used for evaluating our technique which resulted in
a NMSE of 0.42. These predicted samples are shown with a
dashed gray line. Our prediction for the unknown future of 200
samples is illustrated with solid gray line.
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4.3.1.5 Point of criticism
Table 4.1: Validation versus competition results.
Time series 1 Time series 2 Time series 3
Validation 0.25 0.14 0.42
Competition 0.157 0.529 1.582
The described methodology was my first attempt in time series pre-
diction. It resulted in a 7th place for the first two time series and a 6th
place for the third one which led to an overall 7th place out of 20 contes-
tants (Lendasse et al., 2010). In Table 4.1, both validation and competition
results are given. While the result for the first time series is in line with the
result on the known data, the other two time series show a significant differ-
ence. This is especially true for the third time series which can be explained
by the fact that the proposed technique did not predict a bump (see Fig-
ure 4.5) while in the observations there was such a jump. This led to a large
error. Overall, this observation leads to the fact that I – and with me, many
researchers up to today – were naively thinking that validation on the last
part of the data would be sufficient. Consequently, proper cross-validation
(see Section 2.2.6) should always be applied.
4.3.2 Monthly time series prediction
In this section a comparative study is described for monthly time series pre-
diction. The effectiveness of decomposition and the benefits of the proposed
prediction architectures are compared. Additionally, the results are com-
pared with results from well-established forecasting techniques such as Auto-
Regressive Integrated Moving Average (ARIMA) models and Non-linear
Auto-Regressive (NAR)models using Leas-Squares Support Vector Machines
(LS-SVMs) (Suykens et al., 2002).
In this study I have used five datasets coming from industry. The first
time series is the monthly electricity production in Australia starting in
September 1959 and ending in August 1995. All four other time series
were provided by the US Federal Reserve Board and concern the monthly
evolution of plastic and rubber goods production, glass goods production,
metal goods production and machinery production. These datasets start
in January 1972 and end in December 2007. As an illustration, one of the
monthly time series (production of machinery in the USA) is visualized in
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Figure 4.6: Monthly time series (production of machinery) de-
composed into a trend, seasonal and residual component. Com-
ponents obtained by using the Census X-12-ARIMA tool.
Figure 4.6(a). One can see that the time series include seasonal effects. For
all time series the prediction horizon is 24 months. This means that the last
24 samples of the provided time series should be used for testing only and
they are left out while training (and optimising) the system.
4.3.2.1 Preprocessing
All time series were normalised by transforming them to Z-scores. Addition-
ally – when applicable – seasonal decomposition was performed using the
Census X-12-ARIMA tool (Findley et al., 1996) which led to three compo-
nents: a trend, a seasonal and a residual component. An example of such
a decomposition is provided in Figure 4.6 for the production of machinery
time series.
4.3.2.2 Architecture and prediction flow
Four different ESN architectures are compared. The first and the second
comprise the standard ESN setup with and without decomposition. When
decomposition was applied, each of the three components was predicted sep-
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arately with a single ESN. The network size was 500 neurons. The third and
fourth architectures are so-called voting collectives with and without sea-
sonal decomposition. For this purpose, a system was constructed consisting
of 500 relatively small reservoirs of 75 neurons (refer to Figure 4.2(b)). Each
ESN was trained separately while the outcome of the system is the aver-
age of the small entities’ results. Similar to the standard setup, one voting
collective was used to model one time series or component.
4.3.2.3 Parameter selection
For each time series (or component) the ESN’s parameters were optimised.
The spectral radius was hand-tuned and finally set to 1 and a bias was added
to the neurons with scaling β = 1.0. The leak rate and output feedback
weights were optimised using a 4-fold cross-validation scheme. A 2-level grid
search was performed with logarithmically spaced values between 0 and 1,
and 0.01 and 10 for leak rate and output feedback scaling, respectively.
Each ESN was trained using ridge regression. Conform with Section 3.2.3
the regularisation parameter ζ was optimised intensively using 4-fold cross-
validation in the range [10−8, 10].
After prediction, the components (when applicable) were recombined
and the time series was rescaled in order to undo the normalisation.
4.3.2.4 Experimental results
Table 4.2 summarises the average results2 in terms of prediction accuracy
(NMSE and SMAPE) for all five time series. Apart from the four different
ESN strategies for prediction, results were provided for the LS-SVM models
and the X-12-ARIMA models. Additionally, the forecasts for one of the time
series (metal goods production) are explicitly shown in Figure 4.7.
If the results of the voting collective setup are compared with these of
the single reservoir setup, one can see that they are competitive with each
other. However, one can see that the voting collective setup shows low
variance in prediction accuracy which is beneficial in comparison with the
single reservoir setup were results vary more strongly between the generated
reservoirs. This comes at a cost: computational efforts are much higher
than for the single reservoir approaches. This is mainly due to the cost
of optimising the regularisation parameter of each of the 500 reservoirs. To
illustrate this, the computational cost for each setup relative to the standard
single reservoir approach is shown in Table 4.3.
2Each experiment was repeated 50 times.





















Figure 4.7: Forecasts of a monthly time series (metal goods
prediction) using six different prediction strategies: single ESN
setup with 500 neurons, single reservoir setup with 500 neu-
rons after seasonal decomposition, voting collective ESN setup,
voting collective ESN setup after seasonal decomposition, X-
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Table 4.3: Relative computational cost in comparison with a
standard ESN.
single single decomp. voting voting decomp.
1 3 9.71 29.13
From Table 4.2, one learns that seasonal decomposition greatly improves
the prediction accuracy in both, a single and voting collective reservoir setup.
This also becomes clear when looking at Figure 4.7, in which the actual
predictions are shown for one of the time series. One can see that the
ESN strategies without decomposition are not able to capture the season-
ality whereas strategies using decomposition can, not surprisingly, capture
the seasonality. Remarkably, the NAR model, which does not use seasonal
decomposition, shows seasonal effects in the prediction of the time series.
Nevertheless, the results of the NAR model are comparable with the results
from the ESN models without decomposition. Again, as one can learn from
Table 4.3, seasonal decomposition comes at a cost: the computational efforts
increase with a factor three since the three components have to be processed
separately. However, in my opinion the increase in performance is worth the
increase in computational demands.
ESN systems show the capability to outperform other state-of-the art
prediction techniques, both linear and non-linear techniques. From Table 4.2
it can be learned that ESNs with decomposition deliver the best overall
performance.
4.4 Discussion
Time series prediction is a field that covers a broad range of applications.
Consequently, researchers have been applying many methods varying from
simple, fast-to-train linear methods to complicated non-linear modelling
techniques. Additionally, the prediction accuracy often greatly depends on
the domain knowledge of the researchers and his/her ability to apply the
correct preprocessing techniques and the correct optimisation of the param-
eters of a method. As Crone et al. (2011) pointed out: The fact that under
half of the contestants (47%) are able to predict more than 11 series pro-
vides evidence that the need of manual tuning and human intervention still
dominates most methodology. I personally believe that the benefits of ESNs
could provide a counterweight to many other techniques which are currently
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applied. They are easy to train, have mainly four parameters to optimise,
showed state of the art results for chaotic time series prediction and for
seasonal data after decomposition.
However, ESNs can be combined with many preprocessing techniques
and further research is necessary to investigate the influence of such pre-
processing techniques. For time series that show a clear trend and seasonal
effects, the use of seasonal decomposition techniques is highly recommended.
It would be interesting to develop a technique in which such features can be
extracted in an unsupervised way.
Finally, the fading memory of the ESN can be seen as a prior in com-
parison to time-window based techniques. While this might be beneficial for
many time series prediction tasks, further research is necessary to compare






In all animals, both vertebrates and invertebrates, neural circuits can be
found that are responsible of the neural generation for periodic motor pat-
terns (Grillner, 2006). These patterns are used in many biological func-
tions such as digestion (Hartline and Gassie, 1979; Hartline, 1979), breath-
ing (Vasilakos et al., 2005; Janczewski and Feldman, 2006), heartbeat (Stent
et al., 1979) and locomotion (Grillner and Wallen, 1985; Delcomyn, 2009).
Usually, these pattern generating networks are referred to as central pattern
generators (CPGs) (in depth reviews are given by Selverston and Moulins
(1985); Ijspeert (2008); Büschges et al. (2011)). The majority of literature
considers CPGs as small, genetically archaic, neural circuits, located in the
brain stem or spinal cord, that are capable of producing autonomous oscil-
lations in the absence of neural input. Models of CPGs range in abstrac-
tion from detailed reconstructions of neural circuits to simplified ordinary
differential equations (ODEs) that capture the essentials of the observable
dynamics. All of these models can be considered small in the sense that they
employ low-dimensional state spaces and/or a small number of neurons (say,
order of 10 or less).
However, recent advances in technology have made it possible to visu-
alise and analyse the interactions in biological neural networks. In such
studies multi-functional oscillating networks become more prevalent as more
researchers are able to search for them (Briggman and Kristan Jr., 2006).
Often, these studies indicate that CPGs are embedded in, or closely interact
with, larger circuits than what has been realised in standard models. For
instance, recent studies in a leech model (Briggman and Kristan Jr., 2006),
see (Briggman and Kristan Jr., 2008) for a review, show that crawling and
swimming are effected by two CPGs that have most of their neurons in
common, forming a comprehensive, multi-functional circuit, that can oper-
ate in at least two different regimes at very different timescales. Büschges
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et al. (2011) supply further evidence for a more complex and larger-scale
picture, made possible by the advent of genetic manipulation techniques.
Furthermore, humans (and possibly other animals) are capable of voluntary
action with periodic components which obviously involve cortical contribu-
tions, e.g., in sports, music or dance. Regardless of whether cortical sig-
nals are themselves periodic, or whether they interact with “lower” CPGs,
the complete dynamics involves extensive neural populations far beyond the
“classical” CPGs.
In robot engineering, tuneable periodic patterns have to be generated
for a variety of motor behaviors. The field has been inspired by biological
CPG research and has adopted concepts and terminology. Collaborations
between roboticists and biologists have since long been established, aim-
ing at testing biological theory in robot models, e.g., stick insect walking
(Cruse et al., 1995; Dean et al., 1999) or validation of mathematical CPG
models of salamander locomotion (Ijspeert et al., 2007). However, most
interactions between biologists and roboticists are in the other direction,
making biological solutions fertile for engineering. Techniques inspired by
animal CPGs are used increasingly often for the generation of rhythmic sig-
nals to control locomotion of legged robots such as bipeds (Tsuchiya et al.,
2003; Nakanishi et al., 2004; Righetti and Ijspeert, 2006b; Aoi et al., 2012)
and quadrupeds (Kimura et al., 2007; Rutishauser et al., 2008; Buchli and
Ijspeert, 2008; Fukuoka and Kimura, 2009; Liu et al., 2011; Khoramshahi
et al., 2013), but also amphibious and swimming robots (Crespi and Ijspeert,
2008; Seo et al., 2010; Stefanini et al., 2012) and modular robots (Sproewitz
et al., 2008).
Like their counterparts in biological modelling, CPG models employed
in robots have almost always been realised as ODEs or as small-sized neural
oscillators. Typically, all these models have one thing in common: they are
autonomous dynamical systems and embed at least one limit cycle attractor.
By driving such a small dynamical system with a forcing term, the output
can be shaped such that it follows a desired trajectory. For this, Ijspeert
et al. (2002), see (Ijspeert et al., 2013) for a review, used a second-order
spring-damper system which is driven by a forcing term. This forcing term
is a simple first order dynamical system that is weighted by a sum of basis
functions (Gaussian functions). In this way, the forcing term can be trans-
formed such that the output of the second-order dynamical system has a
desired shape, which can be rhythmic (e.g. walking) or discrete (e.g. grasp-
ing). Alternatively, Righetti and Ijspeert (2006a) have introduced a system
based on the weighted sum of adaptive Hopf oscillators, which is capable of
learning arbitrary periodic signals.
In order to add modulation capabilities, such systems have a small num-
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ber of tuneable parameters. This enables the transparent modulation of dy-
namical characteristics such as amplitude, offset, phase lags and frequency,
but also less trivial modulations such as independently adjusting the swing
and stance phase (a complete survey of design strategies is given by Buchli
et al. (2006b)). Furthermore, these capabilities have been extended to adap-
tation. Righetti et al. (2006) introduced the adaptive frequency oscillator,
which adapts its frequency to that of a rhythmic periodic input signal. Based
on this, for example, a robot can be controlled such that locomotion adapts
to the resonant properties of the body. This has been demonstrated both
in simulation (Buchli et al., 2005) and on real robots (Buchli et al., 2006a).
Similarly, Verdaasdonk et al. (2009) showed on a simulated passive dynamic
walker that the resonance tuning behaviour of their CPG model allows veloc-
ity control while retaining the energy efficiency of passive dynamic walking.
While the beneficial properties of using coupled oscillators for pattern
generators cannot be neglected, there is, like in biological research, a good
reason to consider larger-scale dynamical systems (in the order hundreds of
neurons) for pattern generation. The reason is that one wishes to endow
the pattern generators with a rich and learnable repertoire of a variabil-
ity that extends far beyond the customary modulation of amplitude, offset
and frequency. Such additional degrees of flexibility include waveform, rel-
ative phase angles (in multidimensional output systems), input and control
gains, obstacle avoidance, phasing-in and phasing-out, starting and stopping,
coordinated interaction with other behaviours, adaptation to different envi-
ronments and target objects, high-dimensional sensor input, user command
interfacing, and more. While for each of these qualities specific solutions
have been proposed for small-sized CPGs, these have not been combined
into integrated systems. It seems likely that pattern generation modules
that can offer such flexibility would need to be larger than the customary
CPGs. Furthermore, using neural networks seems to be a plausible route
toward realising learnability of such qualities.
In this chapter, the use of RNNs, more specifically ESNs, is evaluated
for training robust, tuneable pattern generators. This idea of using an RNN
is not new. Multiple studies (Pearlmutter, 1989, 1995; Galicki et al., 1999;
Leistritz et al., 2002) report successful encoding and stable generation of
rhythmic patterns in RNNs. However, the size of these networks was rather
small with a maximum of 5 neurons and, none of these cases allowed modu-
lation of the encoded patterns. By filtering the output of the RNN by a feed-
forward neural network, Zegers and Sundareshan (2003) succeeded in mod-
ulating a two-dimensional pattern (e.g., rotations of a figure-8). With the
introduction of ESN, or more generally RC, larger recurrent neural networks
can be trained, opening up new abilities for encoding arbitrary trajectories
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and extended modulation capabilities. This approach led to encouraging
progress in robust training and the modulation of waveforms (wyffels and
Schrauwen, 2009; Waegeman et al., 2012b), in merging the pattern genera-
tion with the end-effector control (Waegeman et al., 2012c), in bidirectional
forward-inverse kinematic transformations (Reinhart and Steil, 2008), in fast
learning of human-demonstrated motions (Wrede et al., 2010), in endowing
a single RNN with the capacity to handle different tool objects (Rolf et al.,
2010), in using an ESN for feedback control by online learning an inverse
model (Waegeman et al., 2012a), or in learning rhythmical patterns with
tensegrity structures (Caluwaerts et al., 2013a).
In this chapter, the latest views on training and modulating ESNs are
given. Therefore, I first recapitulate standard training of ESNs for pattern
generation (Section 5.1). Additionally, I focus on the encoding capacity of
such systems, i.e., the ability to encode multiple different patterns. Next, I
illustrate how these systems can be modulated by using one or more inputs
(Section 5.2). As one will see, input driven systems are open-loop by nature
and, moreover, require a well constructed training set. To overcome these
issues, Jaeger (2010) introduced a closed-loop control approach for modu-
lating ESNs that has been demonstrated on standard modulations such as
amplitude and shift (Li and Jaeger, 2011). Section 5.3 elaborates on this and
establishes the foundations of frequency modulation by this method while
at the same time giving novel insights into the behaviour large non-linear
dynamical systems.
5.1 Pattern generating ESNs
In chapters 2 and 3 the principles of training an ESN for generating rhythmic
patterns has been introduced. The standard procedure is recapitulated here:
1. Sample (by cross-validation, random selection or rough manual tun-
ing) a set of global parameters: spectral radius ρ, bias scaling β,
output feedback scaling o and the leak rate λ.
2. Construct the reservoir weight matrices Wres, Wbias, and Wfb by
randomly sampling the weights and scaling these matrices according
to ρ, β and o, respectively.
3. Simulate the ESN using the state update equation (equation 2.3) and
the inputs for a training set. The teacher signal is fed back. Collect
the states in the state matrix S.
4. Calculate the readout weightsWout by calculating (STS+ζI)−1STO,
with O the desired outputs.






Figure 5.1: Schematic overview of an ESN with output feed-
back for generating multi-dimensional patterns.
5. Validate the ESN using the actual output for output feedback, and
repeat steps 4 and 5 for multiple values for ζ.
6. Select the value of ζ which gives the best performance on the validation
set and retrain the system using this value.
7. Use the ESN with the actual output as the output feedback signal.
Based on this, multi-dimensional rhythmic patterns can be encoded into
large reservoirs, yielding a so called ESN pattern generator. In the remain-
der of this chapter the capabilities of such systems are demonstrated and
discussed.
5.1.1 Multi-dimensional patterns
Many control tasks, and especially robot locomotion tasks, require the gen-
eration of a multi-dimensional rhythmic pattern. In order to be suitable,
the generated signals have to be coupled, i.e., the system has to learn the
phase relation between the generated signals. The simplest way to achieve
this, is to derive all outputs from the same reservoir. To illustrate this, I
have modelled motion sequences from the CMU Graphics Lab Motion Cap-
ture Database1. This dataset was obtained from human subject 35 in the
database. It consists of the 3D joint angle evolutions for 30 markers, sampled
at 120 Hz. The dataset contains multiple walking and running examples.
Before modelling the sequences, they were normalised by subtracting
the mean and dividing by their standard deviation. The degrees of freedom
were reduced from 62 to 22 such that only arm and leg movements were
1http://mocap.cs.cmu.edu
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considered that are mappable on the Fujitsu Hoap-2 robot. After this, an
ESN was created using the global parameters shown in Table 5.1. Training
was done for 20, 000 time steps using ridge regression. The regularisation
parameter ζ was optimised in the range [10−8; 10] using a validation set
of 1, 000 time steps. In order to obtain a stable ESN, noise sampled from
N (0.0, 0.001) was added to the neuron states during validation. After this
training-validation procedure, the system ran in free-run mode for more than
60, 000 time steps.









In order to illustrate the phase locking between the 22 outputs of our sys-
tem, and hence the successful training generation of a multi-DOF sequence,
the outputs are shown in a phase portrait were several outputs (leg and arm
joints evolution) are plotted against the outcome for the left femur. In the
nine plots in Figure 5.2, the phase portraits constructed from the original
(mocap) data are shown in gray. On top of this, phase portraits constructed
from the output (the last 1, 200 time steps of 60, 000) of the ESN are plotted
in black. One can see that the phase relation remains intact. The phase
portraits derived from the original dataset are deformed by noise caused by
the irregular movements of the human subject in the mocap data. The ESN
generalises between all the given training samples and therefore does not
show this noise. In other words, the ESN is able to learn the essence of the
movement.
The phase relation between the different outputs has been accurately
encoded by the ESN. Even under the influence of strong random spatiotem-
poral perturbations this phase relation remains intact. This becomes clear
in Figure 5.3 in which the 8-dimensional output of a trained ESN is shown.
The system, using the global parameters from Table 5.2, was trained with
the 8-dimensional sequence y = [y0|y1|...|y7] with y0[k], y1[k], y2[k], y3[k] =




















































Figure 5.2: The twelve phase portraits show the evolution of
several joint angles in function of the left femur joint angle
evolution. In light gray, the portrait shows the phase coupling
of the original data set obtained from the CMU database. The
arm movements of the human subject were irregular (see three
bottom plots). The attractors in black are derived from the
free-run output of our system. The ESN generalises between all
given examples. Consequently, the irregular behaviour is filtered
(see plots at the bottom).
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Training was done by using the FORCE learning algorithm and lasted 2, 000
time steps. After training, the system was let free to recursively generate
the target sequence. To test the robustness, every 200 time steps, up to two
randomly chosen outputs were clamped to a random outlier value for 50 time
steps causing a spatiotemporal perturbation. In Figure 5.3 it can be seen
that the system is able to recover very well from these spatiotemporal pertur-
bations and that it retains the phase relations between the different outputs.
This shows that, although no mathematical proof has yet been given for the
convergence to the desired attractor, the system converges very well in the
locality of the training data.
Table 5.2: The parameters that were used in the multi-









The attentive reader may have noticed the large number of neurons (cf.
Table 5.1) used for encoding a 22-dimensional pattern. The question now
arises how many different sequences the ESN can encode at once, i.e., what is
the encoding capacity of an ESN? This question is not easy to answer and is
highly dependent on the nature of the sequences: how do we define different?
To answer this, I introduce a new benchmark which gives some insights: the
generation of harmonically unrelated sinusoids. I define that for a sequence
generating system, the encoding capacity is equal to the number of harmon-
ically unrelated sinusoids it can generate simultaneously in a stable way. In
other words, a system with encoding capacity C has to encode successfully
y[k] = [y0[k]|y1[k]|...|yC−1[k]] where yi[k] = sin(ωik) with ωi/ωj = p where p
is not a natural number for ∀i, j ∈ N where i )= j. Here, the periods ωi are


















Figure 5.3: An ESN pattern generator is able to maintain
the phase relation between the different outputs, even when a
perturbation occurs. Every 200 time steps, two random outputs
were clamped to a random outlier value. The phase portraits
at the bottom show that the phase relation remains stable after
recovery from the random perturbations.
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Table 5.3: Periods ωi used in the encoding capacity experi-
ment.
i ωi i ωi i ωi i ωi i ωi
0 0.10007 5 0.12401 10 0.14767 15 0.17191 20 0.19699
1 0.10459 6 0.12829 11 0.15259 16 0.17669 21 0.20149
2 0.10949 7 0.13309 12 0.15679 17 0.18637 22 0.20693
3 0.11443 8 0.13781 13 0.16183 18 0.18637 23 0.21169
4 0.11933 9 0.14323 14 0.16691 19 0.19219 24 0.21647
To test the encoding capacity of sequence generating ESNs, I have first
optimised the leak rate, spectral radius, bias scaling and output feedback
scaling of the system for ESNs of different size. This optimisation was done
by considering 1, 750 systems, each with a randomly sampled set of param-
eters. Based on these experiments I have selected a fixed set of parameters
as shown in Table 5.4. Note the small output feedback scaling o, which
points out that this is a very linear task. Next, this experiment was re-
peated with the fixed set of parameters for reservoirs with the number of
neurons N chosen from {25, 50, 100, 200, 400, 800, 1600}. For each reservoir
size the experiment was repeated 50 times.
Table 5.4: System parameters of the encoding capacity task.
Parameter






Every system was trained by using ridge regression according the prin-
ciples explained in chapter 3. The regularisation parameter ζ was optimised
in the range [10−6; 10]. The training set contained 10, 000 time steps, while
the test set contained 65, 536 time steps. Of the test set, only the last 4, 096
time steps were considered for evaluation. To determine the encoding capac-
ity C of a trained system, the ability to generate a (C-dimensional) target
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sequence has to be calculated. For this, I have used an error metric based
on the NMSE with a sliding window as presented in Section 3.3 of chapter 3.
If the prediction accuracy ed is calculated for a d-dimensional output, the
encoding capacity C is defined as the highest d for which ed < 0.01. This
threshold tolerates an error less than 0.1% on the frequency. The average C
is shown in Figure 5.4 for increasing reservoir size. Additionally, the lower
and upper bounds for C are given.
From Figure 5.4 it is clear that the encoding capacity increases with
increasing reservoir size. It is known from analysis (Chapeau-Blondeau and
Chauvet, 1992) that a two-neuron network is capable of stable oscillatory
behaviour. Based on this, one would at least suspect that a perfectly trained
network of size N has an encoding capacity at least C = N/2. Intuitively, a
collection of two-by-two connected neurons would be capable of this. In my
setting however, large, densely connected systems are used. Consequently,
all neurons interfere with each other, which has a negative influence on
the encoding capacity. On the other hand, the system has the benefit of
learning the phase relation between the different outputs (e.g., the motion
capture data task). Another observation that can be made from the results
in Figure 5.4, is that C seems to increase logarithmically as a function of N .
Consequently, due to computational constraints, there is a practical upper
bound on the encoding capacity.
















Figure 5.4: The averaged encoding capacity C as a function
of the number of neurons with its lower and upper bounds and
a confidence interval.
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5.2 Modulating input driven systems
The need for ESNs that are only able to generate learned rhythmic patterns is
rather low. This can be realised by much smaller, well understood systems
such as low-dimensional ODEs. However, the benefit of ESNs may lie in
their modulation capabilities. In this dissertation, I consider two ways of
modulating ESNs: (1) input driven and (2) distortion driven systems. While
the latter are discussed in Section 5.3, I now focus on the former: input driven
ESNs.
One can add modulation capabilities to ESN pattern generators by ex-
tending the system with one or more inputs as illustrated in Figure 5.5. By
means of these inputs, the system can be trained such that the output can
be modulated in a specific control direction. For example, Jaeger (2002b)
has trained an ESN such that it generates a tuneable sine wave. Train-
ing consists of inputting a slowly varying input signal which represents the
teacher-forced output sequence. After training, the system can successfully
generate a sine wave of which the frequency can be adjusted with the input.
More recently, by using FORCE learning, Sussillo and Abbott (2009) have
shown an impressive control range for frequency (over two orders of magni-
tude). Not only frequency modulation can be added to the system. As I will
show, input driven systems are capable of arbitrary shape modulations on







Figure 5.5: Schematic overview of an ESN with output feed-
back for generating multi-dimensional patterns. The added in-
puts can be used for modulating the output.
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5.2.1 Frombasic to arbitrary shapemodulations
The results of Jaeger (2002b) and Sussillo and Abbott (2009) show that
frequency modulation can be achieved with input driven ESNs. Additionally,
I know by experience that basic modulations such as amplitude and shift can
be easily realised, as well as slightly more advanced modulations such as the
duration of the ascending and descending phases (the so-called swing and
stance phases). Here, I want to illustrate a much more difficult task: the
one of arbitrary shape modulation. In this task, an ESN is trained such
that it is able to generate a cubic hermite spline (Catmull and Rom, 1974)
through three points that are repeated to form a periodic signal that can
be modulated in two ways, as illustrated in Figure 5.6. First, the distance
c1 between two of the spline points (i.e., distance between the red and blue
dots) can be varied in order to change the curvature of the curve. Second,
the ordinate c2 of one of the spline points, the red one, can be varied in
the range [−1; 1]. The period of the sequence is determined by the distance









Figure 5.6: A sequences based on a cubic hermite spline de-
termined by three points (red ◦, blue ! and green +). The
sequence has a fixed period of 100 time steps. By moving the
red and green points, based on the two control parameters c1
and c2 the shape of the curve can be modulated.
In order to fulfil this benchmark task, an ESN with two inputs (one for
each control parameter, i.e., c1 and c2), 900 neurons and output feedback
was constructed. After rough hand-tuning, a set of global parameters was
obtained (Table 5.5). To train the readout weights, FORCE learning was
carried out on 100 randomly sampled input-output sequence combinations.
Each combination was shown for four periods so the training set contained
40, 000 time steps.
After training, the system was tested on new, randomly sampled input-
output combinations, a subset of which is shown in Figure 5.7. Every 400
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time steps, the two inputs (dotted and dashed grey lines for c1 and c2 re-
spectively) were changed abruptly to another random value. Despite the
abrupt changes of the two inputs, the generated signal smoothly transforms
to the desired shape. There is little difference between the desired shape
(light gray, solid line) and the shape generated by our system (black solid
line). Since the inputs are kept constant for a sufficiently long time, the ESN
as presented here can be intuitively seen as having an ensemble of periodic
attractors – or limit cycles – with a gating mechanism based on the input to
select the desired attractor. The smooth transition is caused by the intrin-
sically slow dynamics of the ESN. The encoding capabilities of an ESN are
not limited to periodic attractors. In the next section I explain how a fixed
point attractor and limit cycle can lead to rich motion skills.
5.2.2 Switching between multiple patterns
In the previous section I have demonstrated that under the influence of an
input, different attractors can be accessed in the ESN. Obviously, by proper
training, the shape of these attractors can be defined. Furthermore, the
basin of attraction can also be shaped. As a consequence, the evolution of a
fixed point attractor from a random starting point can have a desired shape.
This can be useful in robotic applications for which we want to access a
motor repertoire that is as rich as possible. Together with my colleague Tim
Waegeman, I have demonstrated this (Waegeman et al., 2012b) on a simple
3-DOF planar robotic manipulator (ref. Figure 5.8(a)). Therefore, an ESN
with one input, two outputs (and output feedback) and hand-tuned global
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Figure 5.7: The shape modulation capabilities ESN pattern
generators. Only little difference can be observed between the
desired outcome (light gray) and the system’s actual output
(black). The output has been plotted for time steps 44, 500 to
47, 000 after 40, 000 time steps of training. The given inputs
which represent the two variables are changed every 4 period.
See text for additional details.
parameters (see Table 5.6) was trained on hand written2 letters R and a
figure-8. While the figure-8 is periodic, the letter R is discrete. Consequently,
the figure-8 has to be encoded into a limit cycle whereas the letter R must
be embedded in the basin of attraction, the transients, towards a fixed point.
The system was trained on end-effector positions which were obtained after
applying inverse kinematics on the recorded joint angles θi with i ∈ {1, 2, 3}.
While until now, in all given examples, the output from the system has
been fed back to the reservoir, in this application the actual end-effector
position of the planar robot was fed back to the reservoir. This makes the
system aware of the actual end-effector position and thus, the robot becomes
robust against spatiotemporal perturbations (by accidental pushes against
the robot, for instance).
Training was done by using the standard ridge regression procedure dur-
ing which six examples of handwritten letters R and six instances of the
figure-8 where shown and, an additional input (apart from the teacher forced
output feedback) was fed into the system. This input was kept at −1 or 1
to indicate the letter R and the figure-8 respectively. In order to make sure
2For this the end-effector of the manipulator was moved manually while the



























(c) Training data (sketched)
Figure 5.8: Schematic (a) and photographical (b) overview of
a simple 3-DOF planar manipulator. The joint angles θi are
controlled, l1 = l2 = 9.15 cm and l3 = 3.5 cm. The coordi-
nates, obtained by forward kinematics, of handwritten examples
of the letter R and the figure-8 are teacher forced to the sys-
tem together with an input set at −1 or 1 depending on the
symbol. Samples of the letter R are extended with a random
sequence of zeros (see (c)). During training, the neuron states
are collected after which the readout weights are training using
ridge regression. After training, the actual end-effector position
is fed back to the system.
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that the end-effector stops in the origin after writing the symbol R, the sys-
tem must be trained such that it converges to a fixed point. Therefore, each
example R in the training set is extended with a random length two-DOF
sequence of zeros (i.e., the desired coordinates to stop). Consequently, the
basin of attraction is shaped such that for an input of −1, the generated out-
put results in an R after which the system converges to a zero fixed point.
This is illustrated in Figure 5.8(c).
In Figure 5.9 it is demonstrated that by switching the input, the system
is able to generate the different patterns. As desired, after generating the
discrete pattern (the letter R), the system converges to a fixed point attractor
which results in a constant zero output. By switching the input from −1 to
1, the system can be (re)set to the rhythmic signal generation mode (at time
step 400). Furthermore, also the inverse process works well. By switching
the input from 1 to −1 (at time step 700), the system first draws the discrete
pattern R and then stops.
To test the robustness of the system against spatiotemporal perturba-
tions, the end-effector was clamped to some random outlier values. This is
illustrated in Figure 5.10. Here, the outlier values are marked with a red
triangle.
By training the system with a well-chosen set of input-output combina-
tions, multiple attractors can be embedded into the ESN. By varying the
input, the desired attractor can be chosen leading to the desired output
pattern. By proper regularisation, the ESN pattern generator can be made
robust against spatio-temporal perturbations.
The problem of the input driven systems is that their modulation range
is defined by a well chosen training set of input-output combinations during
the training phase. Any unseen input might lead to an undesired shape
modulation during the modulation phase partially due to the open loop




























Figure 5.9: Switching capability of ESN pattern generators:
when the input of the network is abruptly changed the system
changes from a fixed point attractor to a limit cycle (at time
step 400) and visa versa (at time step 700). The transients are
marked by light gray.






















































Figure 5.10: The system is able to recover from spatiotem-
poral perturbations. The outlier positions are marked by a red
triangle. The experiment was repeated multiple times, each
experiment is marked with a different intensity for grey.
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nature of controlling the output.
5.3 Modulations using slowly varying dis-
tortions
To overcome the problems of input driven systems, a novel architecture was
introduced by Jaeger (2010) which provides a generic learning and control
mechanism. This architecture works very well for basic modulations such as
amplitude and shift (Li and Jaeger, 2011). Unfortunately, attempts to ex-
tend this framework to frequency and furthermore arbitrary shape modula-
tion failed. The difference between frequency related modulations and other
forms of modulation can be illustrated in two ways. Most non-frequency-
related properties of an output signal generated from a CPG can be modu-
lated by post-processing the output with suitable filters. These can be simple
wrapper functions for amplitude and offset. For more demanding transfor-
mations, like waveform or phase relationships, one can create state-based
filters with an internal memory. None of these filters interfere with the core
CPG dynamics. Such a decoupling of modulation from generation is not
possible when frequency is involved. Another view on the same conundrum
is obtained when one considers phase portraits of ODE-based CPGs which
are modulated by varying control parameters (Buchli et al., 2006b). When
the modulation target is not frequency, the geometry of the phase portraits is
affected by modulation. When frequency is changed (by varying the ODE’s
time constant), the phase portrait remains unchanged.
Together with Jiwen Li from Jacobs University Bremen, I have demon-
strated that frequency modulation is possible without hinging on a time-
constant changing mechanism (wyffels et al., 2013). The key observation is,
that when an ESN is driven by a periodic sequence with a slowly varying
frequency, the geometry of its phase portrait changes. This suggests that the
architecture proposed by Jaeger (2010) should work in practice as long the
necessary conditions can be found. The next sections are devoted to ideas,
experimental results and observations about frequency modulation that are
currently under review (see (wyffels et al., 2013)).
5.3.1 Frequency influences the geometrical prop-
erties of reservoirs
The nature of frequency modulation of an ESN pattern generator can be best
understood by investigating the dynamics under the influence of an external
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driven input. Therefore, a frequency-swept oscillating signal (top panel in
Figure 5.11) is injected through the feedback weights Wfb of the system
to drive the reservoir (i.e., teacher forcing the frequency-sweeping sinusoid),
while the reservoir’s states are recorded. The bottom panels in Figure 5.11
show the phase portraits based on the 1st and 2nd largest principal compo-
nents (PCs) (obtained after Principal Component Analysis, PCA, (Jolliffe,
2005)) of the state trajectories. One can clearly see that the shape and offset
of these phase portraits change across this driving input frequency-sweeping
sinusoid, and do so quite substantially. The global parameters of the ESN
are shown in Table 5.7.
It appears that when an ESN is passively driven by an external signal
with varying frequency characteristics, its excited dynamics respond with a
variation not only of their frequency but also of their geometric character-
istics. The main question is: can this causation be reversed? Is it possible
to modulate (only) the geometrical characteristics of the internal dynamics
of a reservoir, to make it actively generate an output signal, and in this way
obtain a pure frequency?
As will be demonstrated in the next sections, the answer is yes. In the
case study that I present, it is sufficient to add a bias of varying scale to
the network dynamics in order to obtain a geometry change that induces a
frequency sweep in the output. However, implementing a robust geometrical-
to-frequency causation is not without difficulties. The main challenge is to
avoid bifurcations along the scaling route of the additional bias input. The
key to success turned out to be a reservoir pre-training which was termed
equilibration in earlier work by Jaeger (2010) and (Li and Jaeger, 2011). In
the next section I recapitulate the basic ideas of this technique.






































Figure 5.11: Driving a ESN pattern generator by a sinusoid
with gradually decreasing frequency (top plot) does not cause
the dynamics to simply slow down. Instead, as can be observed
in the bottom plots, the geometrical/metric properties of the
phase portraits change. From left to right one can observe that
the geometry of the phase portrait is changing while decreasing
the frequency of the teacher signal. For the three phase portraits
we used Principal Component Analysis (PCA) (Jolliffe, 2005)
to obtain 2-dimensional projections of the the reservoir’s states.
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(a) non-equilibrated (b) equilibrated
Figure 5.12: Two phase portraits. Left panel: this system is
governed by r˙ = τ(−r + expx), θ˙ = 1, x˙ = −cx. The portrait
at the right can be interpreted in two ways: (i) as a collection of
phase portraits of a 2-dimensional system r˙ = τ(−r + expx),
θ˙ = 1 in variables r, θ, controlled by an external input x, or (ii)
as a 3-dimensional system r˙ = τ(−r + expx), θ˙ = 1, x˙ = 0.
The polar coordinates θ, r are plotted to the y, z plane. For
further comments see text. Figure taken from (Li and Jaeger,
2011)
5.3.2 Equilibration
To illustrate the concept of equilibration it is helpful to consider a simple
synthetic example (repeated from Li and Jaeger (2011)). In the left panel
of Figure 5.12 the phase portrait of a stable circular oscillation defined in
cylindrical coordinates by r˙ = τ(−r + expx), θ˙ = 1, x˙ = −cx is shown.
Here r is a radius, θ an angle, and x a vector dimension. This system has
a globally attracting limit cycle at x = 0, r = 1. If x is treated as an input
control parameter, one would be left with a 2-dimensional system in r and
θ whose dynamics are controlled by x. Feeding x with different constant
values would yield stable circular oscillations with radius equal to exp(x)
(right panel). There is another way to obtain exactly the same bottom-
panel phase portrait: use the 3-dimensional autonomous system equation
r˙ = τ(−r + expx), (5.1)
θ˙ = 1, (5.2)
x˙ = 0. (5.3)
Notice that the dynamics of this 3-dimensional autonomous system is
neutrally stable, i.e. Liapunov stable but not attracting (Strogatz, 2001), in
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the x direction, while in the y, z directions it produces a stable oscillation
whose amplitude depends on x.
The right-panel system exhibits what is called equilibration. Intuitively,
it has internalised the x-input controlled dynamics in which x essentially
stands still at different values and maintains a fixed circular oscillation. In
this equilibrated system, each circular oscillation (together with its x-value)
is now an indifferently stable behavioural mode of the system. Furthermore,
small noise added to the system evolution will send the oscillation amplitude
(and x) on a slow random walk.
Now assume that the two systems shown in Figure 5.12 were used as sine-
wave generators, by extracting the y-coordinate as the output signal. The
original (un-equilibrated) system at the top will generate a stable oscillation
with a stable unit amplitude. The equilibrated companion will likewise sta-
bly generate oscillations, but their amplitude will only be neutrally stable
and would go through a random walk in the presence of state noise. Now, if
the objective were to obtain an oscillator whose amplitude can be controlled
by an external controller, it seems intuitive that the equilibrated system
should be easier to control than the un-equilibrated one. The equilibrated
system already “knows” how to oscillate at different amplitudes. In order to
make it exhibit one of its “stored” oscillation patterns, the external controller
only has to gently regulate the x-value to the appropriate value. Since the
x-dynamics are neutrally stable, this can be achieved with minimal control
energy. The un-equilibrated system seems harder to control: the native x-
dynamics, which always tries to push x toward 0, has to be overcome by a
suitable counter-action – for instance, by regulating x with a proportional
controller of sufficiently high gain. This requires that the system undergoes
a control input of significant magnitude. While for the simple system that
we used here for illustration this would pose no real obstacle, it is not trivial
to steer the dynamics of a very complex system (e.g., a high-dimensional
RNN) by large-magnitude control input.
The discussed example addresses an oscillatory system where the target
characteristic is amplitude. This example from (Li and Jaeger, 2011) made
it possible to visualise the concept of equilibration. However, here the aim
is frequency control. It should be clear that the same story could be told
for that case. The “raw” system would then be given, for instance, by
r˙ = τ(−r + 1), θ˙ = exp(x), x˙ = −cx, while the equilibrated system would
again have x˙ = 0.
Similar to the synthetic equilibrated example, an equilibrated ESN pat-
tern generator should internally host a collection of oscillators of different
frequencies. By externally driving it to a particular initial condition, the
pattern generator can spontaneously produce the oscillating output with a
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Figure 5.13: The signal used for equilibration training:
ydesired[k] = sin(0.075s[k]k), with s[k] a time dependent scal-
ing factor which ramps from 1 to 3.
particular fixed frequency. To construct such an equilibrated ESN, FORCE
learning (refer to Section 3.2.4) is used to build a ESN pattern generator3.
More specifically, the readout weights Wout are trained with a specially
designed target signal ydesired, namely, a signal with a slowly varying fre-
quency. Figure 5.13 plots a typical example of this target signal i.e., a
frequency-sweeping sinusoid signal used for equilibrated training.
The intuition behind this training scheme for equilibration is simple and
can be expressed like this: “the network is trained to oscillate in different
frequencies; hence, if the training is successful, it will be able to oscillate in
different frequencies”. But, this is another way of saying that the network
contains a collection of oscillators with different frequencies. If the network
could be made to oscillate at any frequency in the trained range, with each
frequency being neutrally stable, this would demonstrate that we have an
instantiation of equilibration. However, one cannot expect RNN training
to work to perfection. Thus, what one can realistically hope to obtain is
an approximately equilibrated system. Its hallmark would be that when it
is initially taught to a particular frequency by external driving, after re-
leasing it from the driving signal its frequency will slowly migrate toward
a preferred frequency. In terms of the synthetic example: the system from
equations 5.1 – 5.3 would be “approximately” equilibrated if equation 5.3
would for instance read x˙ = −εx for some small ε (or any other slow relax-
ation dynamics for x).
In the experiments, the equilibrated ESN pattern generator was set to
different initial oscillation conditions by driving the reservoir through its
feedback weights Wfb with external sinusoid signals with different but fixed
frequencies. Then, the ESN was let free, recursively generating the encoded
pattern. An (approximately) equilibrated ESN slowly converges to a fixed
frequency independent of the chosen initial conditions. The bottom plot
in Figure 5.14 shows the output of an equilibrated ESN pattern generator
starting from high frequency initial oscillation condition. In contrast, the
3Similar results can be achieved by following the procedure presented at the
beginning of this chapter.
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Figure 5.14: The behaviour of a non-equilibrated (top) and
an equilibrated (bottom) ESN pattern generator. Both sys-
tems were primed by driving them through their output feed-
back with a high-frequency oscillation. After step 1, 250, each
system was unclamped and let run freely. The non-equilibrated
system changes abruptly into its preferred frequency, while the
equlibrated system exhibits a slow drift of frequency toward its
preferred frequency.
top plot in Figure 5.14 shows the behaviour of the same network that was
trained on a single frequency. Again, the global parameters of the system
are summarised in Table 5.7.
It is interesting to compare the reservoir trajectories of an ESN pattern
generator under different conditions, namely, (i) driven by external input
(Section 5.3.1), (ii) trained with an equilibration training method, and (iii)
trained with the basic learning method (Section 3.2.4). Figure 5.15 provides
a PC-projected phase portrait view on the difference between these condi-
tions. When the equilibrated setup is cued with a high-frequency driving
signal and then released, its circling trajectory moves “monotonously” and
slowly toward the preferred (slower) frequency. This behaviour is very similar
to the setup in which the reservoir was driven by a sinusoid with (gradually)
changing frequency. When started from the same fast oscillation, the non-
equilibrated setup displays a trajectory that quickly moves from the initial
cycle to the final one, but on the way changes direction (moves first upwards,
then downwards in the vertical plotting dimension). If the aim is to control
frequency, it seems plausible that a “monotonous” change of geometrical lo-
cation leads to easier control mechanisms than non-monotonous changes of
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Figure 5.15: Comparison of the state evolution (projections
of the first and second principal components of the reservoir’s
states) of a driven (left), equilibrated (middle) and a non-
equilibrated (right) oscillator network. For explanation see text.
geometrical localisation of trajectories.
Here, the (approximate) equilibration was effected by simply training
the readout weights Wout with a well chosen target signal. In earlier work
from Jaeger (2010); Li and Jaeger (2011), equilibration was achieved through
recomputing all the system weights (Wres, Wout, Wfb and Wbias). This is
very similar to the reservoir regularisation procedure introduced by Rein-
hart and Steil (2012) which was discussed in Section 3.2.5 and tackles – as
explained earlier – the problem of error amplification and regularisation of
ESNs with output feedback.
5.3.3 Control architecture
In this section a simple proportional control loop for frequency control is
presented. This is based on the architecture presented by Jaeger (2010),
which has been modified to allow frequency modulation. The objective of
this controller (Figure 5.16) is to make the network-generated sinusoid track
a desired frequency, of which the measured and desired period lengths at
time step k are denoted by T [k] and Tˆ [k], respectively. Therefore, the con-
troller needs access to accurate measurements of period length T [k]. For
the purpose of demonstration, a coarse, simple observer is sufficient. This
observer counts the number of simulation time steps between two successive
maxima of the the network output signal, where a maximum at time k was
defined by the condition (y[k − 1] < y[k]) ∧ (y[k] > y[k + 1]). Notice that













Figure 5.16: Schematic overview of the control architecture.
For explanation see text.
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the duration of a period.
The target value Tˆ [k] is likewise integer-valued. Its interpolation should
be changing on a timescale that is at least one order of magnitude slower
than the timescale of the individual oscillations. Comparing the measured
period signal with the target gives a (normalised) error
/ =
Tˆ [k + 1]− T [k + 1]
T [k + 1]
. (5.4)
The control input to the reservoir is simply a bias vector Wc (N × 1)
which is scaled with a constant proportional gain cP (scalar) and the error
/ (scalar), leading to a controlled network update equation of the form
x[k + 1] = (1− λ) x[k]
+λ tanh
(
Wres x[k] +Wfb y[k]








Figure 5.17: Sketch of the 2-dimensional projection of the
state-space of a frequency-equilibrated ESN pattern generator
(cf. Figure 5.15). Due to the monotonic variation of the the os-
cillation signal in state space, the (frequency-equilibrated) ESN
pattern generator can be controlled linearly.
This method obviously hinges on finding a suitable control bias Wc.
In (Li and Jaeger, 2011) a perturbation-based learning approach was used
to train Wc, and in (Jaeger, 2010) a technique based on a correlational
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Figure 5.18: Output of a frequency modulatable system (top).
The desired frequency (light gray, bottom) goes through a slow
dip and is tracked reasonably well (black curve, bottom).
analysis was proposed. In this work, a third, simplistic but intuitive method
is employed. This method relies on the intuition that the location of the
oscillation signal in neural state space varies monotonically with frequency,
e.g., the sketch in Figure 5.17. The differences in spatial location of low
versus high frequencies are used to constitute Wc, as follows:
• Drive the reservoir with an external sinusiod of decreasing frequency,
using equation 2.3. Collect the neuron states x[k] at each time step k.
• Smoothen this raw network signal by taking a moving average, to
obtain xavg[k]. Here a time window of 2T0 with T0 the initial period
length that is used.
• Calculate the control weights: Wc = xavg[kend]− xavg[kstart].
By using this simple control scheme, the frequency of the output pat-
tern can be successfully modulated on the condition that the ESN pattern
generator is frequency-equilibrated.
5.3.4 Frequency modulation
To illustrate the frequency modulation capabilities, I use the same ESN that
served as an example throughout the previous sections. This system has the
global parameters of Table 5.7. In order to achieve an (approximately) equi-
librated system, the readout weights Wout were trained with a 10, 000 step
sinusoid ydesired[k] = sin(0.075s[k]k) whose frequency was linearly reduced
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Figure 5.19: Output of a frequency modulatable system (top).
The control target follows a random walk (bottom, target: light
gray, measured frequency: black).
by a factor of 3 by ramping s[k] from 1 to 3 (see Figure 5.13 for an illus-
tration). The procedure outlined in Section 3.2.4 was followed. After this
preparation, it was verified that the equilibration was successful by visually
inspecting its cueing plot. In this plot the frequency must change gradually
(i.e., like the one in the bottom plot in Figure 5.14).
After having obtained an equilibrated reservoir, we computed the con-
trol bias Wc and activated the control loop, as described in Section 5.3.3.
The proportional control gain cP was determined by coarse hand-tuning.
Figures 5.18 and 5.19 demonstrate that frequency could be controlled in a
range of a factor 3 both for a continuously but slowly varying desired fre-
quency and for a desired frequency that describes a random walk.
5.3.5 From equilibration to modulability
The equilibration procedure does not always result in a system that behaves
as “smoothly” as shown in Figures 5.14 (bottom) and 5.15 (middle). In fact,
there are two conditions that impede subsequent controllability. First, it
occurs that the equilibration-trained system escapes into aperiodic (presum-
able chaotic) or fixed-point dynamics. These systems are not able to main-
tain a fixed frequency oscillation and consequently are not suitable. Second,
even if the equilibration-trained system exhibits periodic behaviour and has
only a single preferred frequency, convergence toward this frequency from
other cueing frequencies may be too strong (e.g., Figures 5.14 (top) and 5.15
(right)). For these systems, the equilibration worked out to an insufficient
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degree. Consequently, these systems can not be frequency-controlled by us-
ing a simple linear controller.
To validate this hypothesis, a two-stage screening was carried out on
a population of 5, 000 ESNs. From these, the ones that showed aperiodic
or fixed-point behaviour were discarded, as well as the ones that showed
an insufficient degree of equilibration. The remaining ESNs were tested for
controllability.
Specifically, the 5, 000 raw reservoirs all had 1, 000 neurons and a leak
rate of 0.15. The spectral radius ρ, feedback scaling o and bias β scaling
were set at 1.8, 1.5 and 0.5 respectively (ref. Table 5.7). These parameters
were obtained after rough hand tuning for frequency modulability. Each of
these reservoirs was then equilibration-trained as described in the previous
subsection. Each system thus prepared was then cued with six sinusoids
whose periods spanned the training range of 30 to 90 steps. After cueing
for 1, 250 steps, the system was let run freely until 10, 000 time steps had
passed. We assumed that convergence to any preferred dynamic mode would
occur within this runtime.
For each pattern generator, it was first checked whether all of its six
free runs converged to a fixed frequency oscillation. All systems for which
a free run led to a fixed point or aperiodic behaviour were pruned out. To
automate this, the following metrics were used:
• Fixed-point dynamics were determined by verifying |y[kend]−y[kend−
k]| ≈ 0 for all k from 1 to 500.
• A characteristic of non-periodicity was determined by calculat-
ing the average mean absolute error between the last period and the
5 periods4 before the last period of the generated output of the con-
verged reservoir system. If this was larger than 0.02, the output of
the system was deemed insufficiently periodic.
• Ability to maintain a single frequency by evaluating the differ-
ence between the last observed period length and the period lengths
measured 5 periods before.
From the initial population of 5, 000 systems, 1, 585 fulfilled these crite-
ria. Next, it was checked whether the equilibration had worked out in the
desired fashion, ideally looking like the bottom plot in Figure 5.14.
In order to automatically glean systems which have the desired smooth
and slow transient from a cued period length toward the preferred one, we
employed the following heuristic. From among the six cueing runs, the one
4the period length was determined by using the same method as used for the
observer discussed in Sections 5.3.3
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Figure 5.20: Three examples of period length transient dynam-
ics from a (cued) short period to a (preferred) longer period.
Plots show progression of period length against number of pe-
riods. Only the example in the top plot exhibits the desired
quasi-linear ramping-up.
was used that started from the highest frequency (period 30). From the gen-
erated time series, the evolution of period lengths T1, ..., Ti, ..., TK (e.g., Fig-
ure 5.20) was obtained with TK the last measured period length from the free
run. The sequence T1, ..., Ti, ..., TK was then softened by a simple moving
average filter to forgive a few wiggles due to discretisation errors incurred by
the coarse period measurements. From the smoothed sequence, the heuris-
tic measures Ξ, Ψ, Υ for speed of convergence, curvature and monotonicity,
respectively, were calculated:
Ξ = max|Ti+1 − Ti| for ∀i = 1...K − 1 (5.6)
Ψ = max|(Ti+1 − Ti)− (Ti − Ti−1)| (5.7)




|sgn(Ti+1 − Ti)− sgn(Ti − Ti−1)| (5.8)
The sequence T1, ..., Ti, ..., TK was considered sufficiently equilibrated if
it was monotone (in the sense that Υ = 0), not too steep (Ξ < 2.0) and not
too curved (Ψ < 0.2).
Out of the 1, 585 systems that survived the first selection, 1, 346 remained
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after this second pruning. All 1, 346 systems were found frequency tuneable
which was determined by the mean absolute error between the desired period
lengths and the observed period lengths. The same target as in Figure 5.18
was used and the threshold for acceptance was set at 4.0. In roughly half
of the cases, the proportional gain cP obtained after rough manual tuning
(see Section 5.3.4) was sufficient to meet the objective. In the other cases,
thorough manual tuning of cP was necessary. These empirical results show
that frequency modulation can be realised in high dimensional non-linear
pattern generators provided that they are successfully equilibrated.
5.3.6 Arbitrary shape modulations
The proposed architecture for frequency modulation and the principles be-
hind it can also be used for other types of modulation. In summary, one
learns from the frequency modulation task that modulation becomes possi-
ble if (1) the system can be (approximately) equilibrated and (2) an observer
can be found. The first condition can be verified by looking at the so called
echo plots which must gradually converge to the preferred attractor (e.g.,
the bottom plot in Figure 5.14). The latter can be solved by using a simple
heuristic, advanced signal processing techniques or even by training an ESN
for this task.
Consider swing stance modulation of a rhythmic pattern, i.e., tuning
the length of the ascending and descending phases. Similar to the frequency
modulation task, this can be done by training an ESN with a gradually
changing teacher signal with respect to the swing stance proportion T . Here,
T can be observed by a simple heuristic that measures the difference in time
steps between a subsequent minimum and maximum and vice versa. When
T < 1 the ascending phase is shorter than the descending phase. For T = 1,
the ascending and descending phases of the signal are equally long, while if
T > 1 the ascending phase is the longest. For this task I have applied FORCE
learning on a randomly created ESN with the global parameters of Table 5.7.
After verifying that each initialisation gradually converged to the system’s
preferred attractor, I calculated the control bias Wc (cf. Section 5.3.3) and
verified whether or not the swing stance could be modulated. In Figure 5.21,
the ability to track an increasing swing stance proportion is shown.
In order to increase the richness of the modulation, the control dimen-
sions can be combined. Therefore, one has to define a dedicated control
vector Wc i and observer for each objective i (Li and Jaeger, 2011). From
experience I know that combining control objectives can be challenging, es-
pecially for more advanced control objectives such as the ones presented
in this dissertation. Additionally, the modulation capabilities are limited.































Figure 5.21: Swing stance modulation using slow distortions.
Based on the presented principles, I was not yet able to achieve arbitrary
shape modulations as the ones presented in Section 5.2.1. The combina-
tion of control objectives and more arbitrary shape modulations is subject
of further research.
5.4 Towards robot locomotion
5.4.1 Robot in the loop
One important issue remains untouched. How can ESN pattern generators
be used for real robot locomotion? One possibility exploits the encoding
capacity of the ESN. When control signals are available, the ESN can be
trained to generate into a robust way. A first illustration has already been
given in Section 5.2.2. Similar to this, for the locomotion benchmark created
within the EU-FP7 project AMARSi consortium (see (Ajallooeian et al.,
2010, 2011)) the ESN was used for locomotion control of a quadruped robot
(model). In this context, I tried to find a set of suitable control signals (joint
angles) by evolutionary search, more specifically CMA-ES (Hansen et al.,
2003), applied to the parameters of sinusoidal curves. After finding suitable
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robot
1
Figure 5.22: Robust locomotion control of a robot: the output
feedback is derived from the rotary encoders in the joints.
control signals, an ESN was trained to reproduce these control signals. In
none of the examples, i.e., the planar robot and the quadruped robot model,
the output was fed back directly to the reservoir, but obtained through
the rotary encoders in the joints (see Figure 5.22 for an illustration). This
mechanism allows the system to be sensitive to perturbations of the robot.
A variation on this might be to train the robot in the loop with the ESN to
allow feedback from compliant joints. This might increase the environment-
awareness of the robot which might be beneficial in some situations. In my
experiments for the locomotion benchmark, see (Ajallooeian et al., 2011),
this led to an increased speed on the front slopes task. Here the robot,
which only saw a flat terrain during training, is exposed to front slopes
of different degree. The robot speed tended to deteriorate for lower slope
angles than when only output feedback from the compliant joints was used
(see Figure 5.23). However, it should be stipulated that such behaviour was
not trained and thus, cannot be guaranteed.
5.4.2 Adaptive frequency control
Robots often need to interact with their environment. For this, sensory in-
tegration is necessary. ESNs offer a good substrate for integrating sensory
information. One solution is by learning the relation of the sensory input
with the desired control signal. A disadvantage of this is that it requires
many input-output training examples. If such data is not available, e.g.,
the example in the previous section, nothing can be said about the resulting
behaviour for unseen sensory inputs. To overcome this, an additional con-
troller can be used in order to find the appropriate inputs (or control signals)
with which to modulate the ESN. An alternative solution is offered by the
closed-loop framework for modulation. Indeed the framework discussed in
















Figure 5.23: Simulated speed of a quadruped robot. Configu-
ration 1, 2 and 3 have no feedback from the compliant joints,
feedback from the compliant and actuated joints, and only feed-
back from the compliant joints respectively.
(a) Puppy (b) Treadmill
Figure 5.24: The quadruped robot Puppy has four actuated
joints, four compliant knee joints and a sonar module to measure
the distance between him and obstacles placed in front of the
robot.
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Figure 5.25: Relationship between frequency of the oscillation
of the legs and resulting speed of the robot. Measurements by
Matej Hoffmann.
Section 5.3 offers all the ingredients for sensor integration. As a proof of
concept I show an experiment which I have performed together with Matej
Hoffmann from the AILab (University of Zurich). The experiment comprises
the speed adaptation of the quadruped robot Puppy which was placed on a
treadmill with tuneable speed (see Figure 5.24). Similar to small quadruped
animals (ref. (Heglund and Taylor, 1988)), the relationship between loco-
motion speed and frequency – see Figure 5.25 – was approximately linear,
making this gait extremely suitable for a simple speed adaptation demon-
stration.
An ESN was used to encode the two motor signals (left and right were
symmetric). The framework presented in Section 5.3 was used for modulat-
ing the frequency of the learned signal. More specifically, an ESN with two
outputs and output feedback was trained to generate the obtained (open-
loop) control signals. The global parameters of this system are summarised
in Table 5.8. The ESN was used in an architecture similar to the one pre-
sented in Section 5.3. The only difference was that instead of measuring the
frequency of the generated output, the distance to the wall in front of the
robot was measured. Consequently, the error is based on the desired distance
to that wall and the measured distance. This error is then used to amplify
the control weight vectorWc which was obtained by following the procedure
in Section 5.3.3. Note that, because of the linear relationship between the


















Figure 5.26: Explain schema and task here.
128 5 Tuneable pattern generators
locomotion speed and the frequency of the control signals, the mentioned
procedure can be used. The entire setup is illustrated in Figure 5.26.
After rough hand-tuning the parameters of the linear controller speed
adaptation could be realised. An example run of this is shown in the fol-
lowing video (youtu.be/c_X_yMBg9go) in which the framework detects an
abrupt decrease of the treadmill speed and consequently slows down the
frequency of the control signals.
5.4.3 Possible control architectures for locomo-
tion
The example of the previous section illustrates a case in which the control
objective (speed) is directly related to a controllable parameter (frequency).
This made speed adaptation easy. In robot locomotion, it is often more in-
teresting to control objectives which can not directly be mapped to a specific
(geometrical) characteristic of the generated control sequence, for example
reducing the energy consumption. In this case, the pattern generator (an
ODE or an ESN) encodes the control signals which can be modulated by
means of a low-dimensional control input (e.g., vector Wc, time constant,
additional inputs of the system, etc...). Recently, in the Reservoir Lab5, a
novel feedback controller (Waegeman et al., 2012a) was designed that is able
to find the correct inputs for a plant with respect to a desired objective. In-
terestingly, this controller does not use information of the plant, but tries to
(online) learn an inverse plant model. This inverse model is used to produce
a new control input. The core of this system consists of two weight-shared
ESNs which are used to accommodate the inverse model. By means of this
controller it might be possible to find the control inputs of a ESN pattern
generator (for example control vector Wc) in order to improve locomotion
with respect to the desired objective. Together with my colleague, I showed
preliminary results of such a control architecture (Waegeman et al., 2012c).
In short, we tried to control a single segmented pendulum, a single leg of
the AMARSi Oncilla robot. We illustrated that the ESN pattern generator
is able to learn the control signals it was shown by hand (by swinging the
leg back and forward). We were furthermore able to make its amplitude
and shift tuneable. The feedback controller was then applied to maintain a
constant offset and amplitude while we added additional weight to the leg.
The feedback controller adapts to this change by adjusting its internal model
after which the desired amplitude could be tracked.
5The Reservoir Lab (Ghent University), founded by prof. Benjamin Schrauwen,
is the lab in which this doctoral research has been conducted.














Figure 5.27: Hierarchical control structure for locomotion con-
trol.
One of the key goals of the AMARSi project is to create rich motion
skills in robots, i.e., enhanced locomotion skills which are demonstrated ev-
eryday by animals. Obviously, in order to achieve this goal, researchers and
engineers must improve robot hardware. But equally important is the de-
sign of a control architecture that is able to provide the necessary control
signals. Jaeger et al. (2011) summarises existing architectures within the
AMARSi consortium. Additionally, a very interesting view on the many
design choices is given. While the architecture I presented is adaptive to
changes in the environment, this is limited to the capabilities of the pattern
generator module. Another point of view can be deduced from biological
research (see (Mussa-Ivaldi et al., 1994; Cheung et al., 2005; d’Avella and
Bizzi, 2005)) which suggests that motor output is the result of modular or-
ganisation in the form of superimposed motor synergies. This led to the
(UGent) architecture shown in (Jaeger et al., 2011) of which a simplified
version is sketched in Figure 5.27.
On the lowest level, the morphology of the robot deals with the envi-
ronment. Motor commands are derived by a linear combination of both
rhythmic sequences and motor primitives which are generated by separate
modules. The output of each of these modules can be tuned by means of a
few control signals (e.g., the control inputs of a CPG). The CPG modules
would be responsible for maintaining a gait, while the other motor primi-
tives could be used for modulation or reaching motion. These control signals
are generated by a controller which has multiple objectives as commanded
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by the cognitive level (a path to follow, maintaining a stable gait, increase
speed,...). When an objective is not met, the architecture should allocate a
new module in which a novel pattern is embedded.
As already mentioned, a very basic version of this architecture has been
implemented already (Waegeman et al., 2012c). Also, the combination of
motor primitives for robot control is not new (see for example (Schaal et al.,
2003; Muelling et al., 2010)). In the Reservoir Lab, Waegeman et al. (2013)
proposed a similar control architecture (MOCAP) for control with primi-
tives. It was demonstrated on a robot arm that combining multiple motion
primitives is beneficial for the tracking accuracy. I personally believe similar
principles could be beneficial for locomotion. By decomposing the motor
commands into multiple modules which all contribute, the complexity of the
locomotion problem is reduced. If necessary, instead of using one controller
(as visualised in Figure 5.27) multiple controllers, each of them affecting the
motor primitive modules, can be allocated to different subproblems such as
maintaining stability, increasing speed, minimising energy. Now that all the
separate modules are available, first steps can be made to put them together.
This is subject of further research in the Reservoir Lab.
5.5 Discussion
In this chapter I have presented ESNs as suitable candidates for constructing
tuneable pattern generators. This system is capable of learning multiple ar-
bitrarily shaped attractors, both rhythmic (limit cycles) and discrete (fixed
point). Despite the lack of a proof of stability of the learned attractors, the
system can be trained to be very stable by proper regularisation (e.g., MSO
task and figure-8 task in chapter 3 and, the robustness against spatiotem-
poral perturbations as treated in Sections 5.1.1 and 5.2.2). By means of
additional inputs or by adding slowly varying distortions, an ESN pattern
generator can be modulated.
Currently, input driven ESNs are the most popular. And, as illustrated,
they possess powerful modulation capabilities. The modulations are entirely
defined by a well chosen training set of input-output combinations. Despite
the generalisation properties of the applied regularisation techniques, any un-
seen input can lead to an undesired shape modulation due to the open-loop
manner of controlling the output. To overcome these limitations, a generic
closed-loop framework for modulation was introduced by Jaeger (2010) while
standard modulations have been made possible by Li and Jaeger (2011). Sec-
tion 5.3 leads to the further understanding of the principles behind this ap-
proach and makes frequency modulation possible without hinging on tuning
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of the time constant (e.g. leak rate in ESNs). The flexibility of the control
architecture offers a generic framework with which modulation is not lim-
ited to the shape of the output signal, but can be extended to other control
dimensions related with the entire robot system. However, some issues are
still open for investigation. It seems that equilibration is the key to make
arbitrary modulations possible, but the principles that make equilibration
of a high dimensional non-linear recurrent neural network possible are not
yet fully understood. While the ESN pattern generator is by construction
equilibrated with respect to simple modulations such as amplitude and shift,
when frequency (both, local or global changes) is at stake, the system must
be trained to be frequency equilibrated.
In robotics, most CPG models are based on low dimensional non-linear
ODEs. In these systems, modulation of the output pattern is achieved by
tuning the equation’s parameters (e.g., tuning the time constant to modu-
late frequency). While the principles behind these low-dimensional ODEs are
well understood and proof of stability is available, these systems only contain
a few limit cycles and arbitrary shape modulations are unattainable. On the
contrary, high dimensional RNNs such as ESN pattern generators contain
rich dynamics. I personally believe that this richness is the key to more
complex modulations that might offer a solution to many open locomotion
questions, e.g. how to realise rich motion skills. As an illustration, in Sec-
tion 5.4 some preliminary robot locomotion experiments with ESN pattern
generators are shown.
Large RNNs can also help to validate more biologically studies, sug-
gesting that locomotion is controlled by large networks. While tuning the
equation’s parameters is not biologically plausible, control by linear addi-






In this chapter, I look back at some of the most important realisations that
have been achieved during my doctoral research. Similar to the structure of
this dissertation, in this chapter I discuss Reservoir Computing, time series
prediction and robot locomotion. At the end of this chapter I indicate the
possible directions for future research work.
6.1 Summary and main achievements
Reservoir Computing is an efficient way to train large recurrent neural
networks. While the focus of many studies lies on RC systems without output
feedback, which can be applied for the classification of temporal data, I have
concentrated on RC systems, more specifically Echo State Networks (ESNs),
with output feedback. In this dissertation I have argued that such systems
can be applied for sequence generation tasks. The most important bottleneck
is that the core of the ESN approach, a large non-linear dynamical system,
is not yet fully understood, which has led to multiple misconceptions.
In this work I have advocated that ESNs have four important parame-
ters, input scaling, spectral radius, bias scaling and leak rate, which largely
influence the dynamics of the underlying system and thus, the performance
on a task. Therefore I advocate careful tuning of these parameters. Despite
the fact that many researchers use relatively large reservoirs, some users
still implement small reservoirs. Regardless of the fact that small reservoirs
are less powerful, I have shown that small reservoirs may not fulfil the echo
state property for spectral radii smaller than unity. Consequently, a signif-
icant part of such systems may behave differently than expected and thus
the performance accross multiple instances of such ESNs will show a large
variability.
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Reservoir systems with output feedback are harder to train than classi-
cal setups. I have introduced the use of ridge regression for training systems
with output feedback. In this dissertation this approach is reviewed together
with other regularisation techniques which were introduced more recently.
By applying one of these regularisation techniques correctly, stable output
feedback can be achieved.
Time series prediction comprises the use of a model to predict the contin-
uation of a given sequence of data points. Time series prediction problems
have been solved using a diversity of techniques which encode time by use
of a time window. The core of an ESN is a recurrent neural network which
is in fact a dynamical system with fading memory what can be applied for
time series prediction without the use of time windows.
In this dissertation I have argued that ESNs tend to be sensitive to a
specific time scale. Hence, I advocated the use of decomposition techniques
and careful tuning of the time scale (e.g., by using band-pass neurons or
tuning the leak rate).
One of the major problems of all machine learning techniques is the
danger of over-fitting. This problem can be solved by means of regularisa-
tion techniques. In my work I have introduced the use of ridge regression
and compared this with other regularisation techniques. I stressed out the
importance of good validation schemes by means of examples.
Overall I showed that RC systems can be easily applied for time series
prediction and should be present in any forecasting toolbox.
Robot locomotion is a name for control techniques that are applied to robots
such that they are able to move from one location to another. One approach
– inspired by the so-called central pattern generators (CPGs) – is the use
of tuneable pattern generators which output the control signals for the
motors. The vast majority of literature proposes the use of low-dimensional
dynamical systems or coupled oscillators. In my work I have advocated the
use of large recurrent neural networks which contain rich dynamics and can
be easily trained by the RC paradigm.
Training robust pattern generators can be tricky. In this dissertation I
have illustrated that by applying good regularisation, ESN pattern genera-
tors can be learned which are robust against spatio-temporal perturbations.
Furthermore I have introduced the concept of encoding capacity which in-
dicates how many harmonically unrelated sinusoids a dynamical system can
exhibit at once. This metric is a good indicator for the ESN’s richness.
Not surprisingly the encoding capacity is highly linked with the size of the
network: the larger the system, the larger the encoding capacity.
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In order to be useful, models of CPGs should be tuneable. In this work
I have discussed two techniques for modulation of the generated signal: (1)
by extending the ESN pattern generator to have one or more inputs, and (2)
by using slowly varying distortions. I have first demonstrated that by using
additional inputs, an ESN pattern generator can be modulated arbitrarily
w.r.t. shape in an open-loop manner, on the condition that sufficiently rich
training data is available. Recently, a method based on the use of slowly
varying distortions has been introduced for closed-loop modulation of the
ESN pattern generator’s output. Unfortunately this technique was limited
to simple modulations such as amplitude and shift. In this dissertation I
have studied in more depth the principles behind this approach while at the
same time achieving frequency modulation. The flexibility of the control
architecture offers a framework with which modulation is not limited to the
shape of the output signal, but may be extended to other control dimensions
related to the entire robot system.
Taking everything into account, ESN pattern generators can be used for
learning tuneable pattern generators that can be applied for robot locomo-
tion.
6.2 Perspectives
During my research process many new questions arose, some of which were
solved. However, other questions remain unanswered and give birth to in-
teresting new research avenues.
The core of Reservoir Computing is a large non-linear dynamical system
which is up to today not yet fully understood. While the spectral radius still
remains a good indicator for the echo state property of a reservoir without
any inputs, it is a poor predictor of performance of the entire RC system.
While other measures have been introduced, they often can only be used af-
ter simulating the system. The main question is still how to create a reservoir
which performs well on a specific task, i.e., knowing in advance which pa-
rameters yield good performance. The echo state state property is obviously
not the only criterium. For example, as I have shown in chapter 5, frequency
modulation using slow varying distortions was only possible with so called
equilibrated systems. Despite efforts, it was not possible to define a fool-proof
construction rule for ESN pattern generators which are equilibrated with re-
spect to frequency or other (arbitrary) modulations. Further research, both
theoretical and experimental, on large non-linear dynamical systems is nec-
essary to get full understanding of how such systems behave. Luckily such
136 6 Conclusions and Perspectives
research is very vivid. For example, recently Sussillo and Barak (2013) have
claimed that it can help to understand system dynamics by searching and
analysing its fixed and/or slow points.
Due to the fading memory, RC systems are a convenient way to solve time
series prediction tasks. However the fading memory makes it hard to
learn long-term time dependencies in time series. While this problem can be
partially overcome by means of decomposition techniques. It would be very
helpful if all time-dependent features could be extracted in an unsupervised
way. The reservoir system could then be seen as a non-linear filter (see one
of the views on RC in (Verstraeten, 2009)) for simple regression techniques.
A promising direction could be the use of a three-layered architecture which
has been proposed by Antonelo and Schrauwen (2011) for the problem of
robot localisation. The first layer is a reservoir of recurrent nodes, which is
used as a form of temporal kernel for projecting low-dimensional inputs to
a dynamic high-dimensional space. On the second layer features are derived
based on their difference in time-scale in an unsupervised way by means of
Slow Feature Analysis. On the third layer the principal components can be
extracted by means of Principal Component Analysis.
Over-fitting is a prominent problem of time series prediction. This prob-
lem occurs for modelling techniques with many degrees of freedom. To over-
come this problem, regularisation techniques are commonly applied. As I
have shown in chapter 4, RC systems can be regularised well if a sufficient
amount of training data is available. But what if the task limits the amount
of available training data? Further research is necessary to provide answers
on how to model with RC systems when little data is available. Moreover,
it would be desirable if confidence intervals could be provided together with
the solution. The use of a voting collective consisting of many reservoirs is
one step in this direction, but more likely Bayesian machine learning can
provide a more profound answer.
Flexible tuneable pattern generators can be learned by means of RC.
Although the modulation capabilities of input driven ESN patterns can be
extended to arbitrarily shaped modulations, such systems have two promi-
nent disadvantages. Firstly, a large number of training examples must be
available. Secondly, modulation always occurs in an open-loop fashion. Con-
sequently, it is unclear what the outcome will be for unseen inputs. One so-
lution for this is the use of equilibrated ESN pattern generators which can be
tuned by means of slowly varying distortions. However, this framework has
not yet been extended to arbitrarily shaped modulations. Therefore, future
research should focus on the behaviour and properties of such equilibrated
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systems.
In this dissertation the problem of robot locomotion was only scratched
at the surface. RC, or more specifically ESN, pattern generators may provide
a solution for problems such as sensor integration and the exhibition of rich
motor skills. However, more research is necessary in order to give answers
on the following outstanding questions: How can the transition between two
different gaits be controlled? Should sensor-action relations be explicitly
learned or should sensory information be integrated by means of an external
controller? Sensory information and gait transition can be integrated in
RC system by learning as well as by using external controllers that try to
modulate the ESN pattern generator. The best solution remains an open
question.
6.3 Epilogue
In this dissertation the capabilities of Reservoir Computing for sequence
generation tasks have been studied. New insights in the behaviour of Echo
State Networks with output feedback have been given and a profound in-
tuition of its parameters is developed. After reading this dissertation, the
reader should be able to apply RC on his/her problems that require the pro-
cessing of temporal sequences. I hope that this engages more people, both






This appendix provides a set of ESN recipes for sequence generation tasks.
In particular, Section A.1 describes a recipe for time series prediction, while
Section A.2 provides a recipe for training tuneable ESN pattern generators.
Please refer to the chapters in this dissertation to understand the underlying
principles.
Similar to culinary dish, these recipes may fail sometimes. If this is the
case, do not hesitate to contact me.
A.1 Time series prediction
A.1.1 Step 1: analyse your data
Start by extracting as much information from the time series as possible
by plotting, statistics and spectral analysis. In particular, it is important
to know wether a time series contains multiple time scales, e.g. seasonal
components, or – in case of multi-variate time series – there are correlations
which can be exploited by the ESN.
A.1.2 Step 2: preprocessing
All time series should be normalised. Additionally, if multiple time scales
are present in the time series, then apply a decomposition technique to sep-
arate them. Any technique may do the job. Often, with simple techniques
such as averaging over subsets of equal length, based on the information
of the dominant time scales, good seasonal components can be extracted.
Additionally, multiple time series coming from a similar process can be best
grouped together.
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A.1.3 Step 3: construct the ESN
Construct the weight matricesWres (N×N),Wfb (N×O) andWbias (N×1)
by randomly sampling the weights from a normal distribution. Here, O is
dependent on the number of time series that you want to model with the same
system, and is the reservoir size N chosen as large as practically possible.
Additionally, scale these matrices by sampling a set of global parameters ρ,
o and β (refer to Table A.1 for a suggestion), and choose a leak rate λ
Table A.1: Global parameters and their typical range.
Parameter sampling description range
N none number of neurons > 100
ρ linear spectral radius [0.5; 1.8]
β linear bias scaling [0.0; 1.0]
ι logarithmic input scaling [0.0; 10.0]
o logarithmic output feedback scaling [0.0; 10.0]
λ logarithmic leak rate [0.0; 1.0]
A.1.4 Step 4: simulate the ESN
Simulate the ESN by using available time series as feedback. This is known
as teacher forcing, refer to Section 2.2.5. Meanwhile, at every time step 1 to
K collect the state into the state matrix S (N ×K). Discard the first time
steps (up to 100 steps) that are necessary to warmup the reservoir.
In order to choose the parameters of the ESN model one can best use
cross validation. Therefore, the obtained matrix S should be split into mul-
tiple subsets. The length of these subsets can be best chosen equally to the
length of the desired prediction horizon. This should lead to F subsets of
matrix S.
A.1.5 Step 5: training and validation of the reg-
ularisation parameter
Choose one of the subsets. This set will be used for validation of the global
parameters (see step 6). The other F − 1 subsets are used for training the
ESN in a cross validation scheme. Therefore, use F − 2 to train the readout
weightsWout by applying ridge regression. Repeat this process for different
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regularisation parameters ζ sampled from the range [10−8, 100]. This results
in multiple ESN models.
Use the remaining subset for validation of the regularisation parameter.
For this, initialise the reservoir’s state correctly and start the recursive pre-
diction for the different ESN models. Evaluate the obtained results by using
the appropriate error metric.
Repeat the previous steps until you obtain a result averaged over F − 1
subsets for each of the ESN models. Pick the value for ζ for which the ESN
model gave the best result.
A.1.6 Step 6: validation of the global parame-
ters
Retrain the ESN by applying ridge regression (refer to Section 3.2.3) with
the chosen value for ζ on the F − 1 subsets. The remaining subset can be
used for evaluation of the sampled global parameters ρ, o, β and λ. Repeat
step 5 and 6 in order to obtain the averaged validation error for the sampled
global parameters ρ, o, β and λ.
Repeat step 4 to 6 in order to get the optimal set of global parameters.
A.1.7 Step 7: testing
Use all available data to retrain the ESN with the optimal set of global
parameters. Do not forget to optimise the regularisation parameter in a
cross-validation scheme. After training, recursively predict the future!
A.2 Tuneable pattern generation
Since there exist no fool-proof methodology yet for ESN pattern generators
modulated by slowly varying distortions, this recipe is limited to input driven
modulations only.
A.2.1 Step 1: Construct the training data
A thoughtful constructed training set is the key to success for obtaining a
good input driven tuneable ESN pattern generator. As a rule of thumb, an
input should be assigned to each shape characteristic or pattern that one
wants to encode. This input can be set to −1 or 1 to select wether or not a
pattern should be generated, or can be anything between scaled towards −1
and 1 to allow shape modulations.
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To construct a training set, sequences of random length should be gen-
erated for multiple randomly chosen inputs together with their output. One
should generate as many sequences as practically feasible. When the desired
output is discrete, i.e. ends in a fixed point, the training sequence should
be extended with a constant padding of random length. See chapter 5 for
several examples.
A.2.2 Step 2: construct the ESN
Construct the weight matricesWres (N×N),Win (N×I),Wfb (N×O) and
Wbias (N ×1). Here is I the number of inputs, i.e. tuneable characteristics,
and O the dimensionality of the output. The reservoir size N should be
chosen as large as practically possible. Additionally, scale these matrices by
sampling a set of global parameters ρ, i, o and β (refer to Table A.1 for a
suggestion) and chose the leak rate λ. As a rule of thumb one can start with
following values: ρ = 1.8, i = 1/I, o = 1/O, β = 0.5 and λ = 0.15.
A.2.3 Step 3: training the readout
The output weights Wout of the ESN pattern generator can be trained by
applying FORCE learning on the training data. Therefore, the procedure
described in Section 3.2.4 should be applied. Similar result can be achieved
with ridge regression on the condition that the regularisation parameter ζ is
optimised correctly.
A.2.4 Step 4: testing
After training, keep the output weights constant and play! The modulations
can be achieved by tuning the inputs. If the procedure does not work, try
increasing the reservoir size, tuning the global parameters or enriching the
training set.
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