Abstract: The seismic inverse problem is to determine the wavespeed c (x) in the interior of a medium from measurements at the boundary. In this paper we analyze the linearized inverse problem in general acoustic media. The problem is to nd a left inverse of the linearized forward map F, or, equivalently, to nd the inverse of the normal operator F F.
Introduction
In this paper we study an inverse problem for the acoustic wave operator This operator describes the propagation of sound waves in a medium where the speed of sound is given by the function c(x). The waves are generated by a source f(x; t), that is usually assumed to be causal, f(x; t) = 0 if t < 0. The resulting acoustic velocity eld u(x; t) is then given by the solution to the linear partial di erential equation Pu = f that satis es the initial conditions u(x; 0) = 0; @u @t (x; 0) = 0. If the source is a delta function f(x; t) = (x ? s) (t), where s is the source position, then the solution is the fundamental solution or Green's function and denoted by G(x; s; t). Solutions for arbitrary f are given by u(x; t) = Z t 0 Z G(x; s; t ? t 0 )f(s; t 0 ) ds dt 0 :
The medium occupies an open part X R n , with boundary @X. Often in a seismic experiment the medium is the subsurface described by X = fx 2 R n j x n > 0g, with boundary @X = R n?1 . Sources and receivers are distributed over a source and receiver manifold s ; r that are assumed to be open parts of the boundary @X. One takes measurements during the time interval I t = 0; T max ]. The idealized seismic dataset is the set D = fG(r; s; t) j r 2 r ; s 2 s ; t 2 I t g:
The forward map is the map S : c 7 ! G(r; s; t; c) that maps the model given by c to the data. Essentially one is interested in the inversion of this map, that is to determine the soundspeed c in the medium from the seismic data.
Since the forward map is highly nonlinear the inversion is too di cult in most practical situations. A common approach is to linearize the problem and at the same time apply a high frequency approximation. Thus the full velocity is written as the sum of a smooth (lowfrequency) background velocity c and a perturbation c, that contains the singularities (highfrequency part). The resulting perturbation term for the Green's function is G(r; s; t) = ? Z G(r; x; t ? t 0 ) P G(x; s; t 0 ) dx dt 0 : (1) Now it is assumed that, after preprocessing, the data contain only the singly re ected waves. This means that, if c; c are suitably chosen then G is a highfrequency approximation of the data. Let Y = r s I t . The operator F that maps the velocity perturbation c 2 E 0 (X) to G 2 D 0 (Y ) is called the linearized forward operator. The question is now whether we can invert this operator approximately.
We rst say a little bit more about F. Under quite general conditions (see Ten Kroode, Smit and Verdel 6]) the linearized forward operator is a Fourier integral operator (FIO) , that is, it has a kernel of the form F(r; s; t; x) = Z A(r; s; t; x; )e i (r;s;t;x; ) d : (see Duistermaat 2] , H ormander 3], Treves 14] ). This was rst proved by Rakesh 12] , while in the present setting it was proved by Ten Kroode, Smit and Verdel 6] . Recall that, according to microlocal analysis, the singularities of a function can be localized w.r.t. position x and slowness , that is, in the cotangent bundle with the zero section removed T Xn0. The x; ! c(x) ( + )) j x 2 X; ! 2 R; ; 2 S n?1 g: (2) Here ! is the frequency, (x; ) is the starting point and takeo direction of the receiver ray, (x; ) is the starting point and takeo direction of the source ray, r(x; ); s(x; ) are the receiver resp. source coordinate, ! ; ! are the slownesses associated to r; s, and r ; s are the traveltimes from x to the receiver resp. the source.
The operator F has a left inverse if and only if the normal operator N = F F is invertible. In that case a left inverse is given by (F F) ?1 F : This left inverse is optimal in the sense of least squares. The normal operator N = F F hence plays an important role. Beylkin 1] has shown that if there are no caustics on the rays connecting source and receiver points to the scattering points, then the normal operator is an invertible pseudodi erential operator of order n ? 1. Ten Kroode e.a. 6] have shown that this result still holds when the no-caustics assumption is replaced by the less restrictive traveltime injectivity condition. The medium satis es the traveltime injectivity condition if, given a ray de ned by receiver coordinate and slowness and another ray de ned by source coordinate and slowness and the travel time, one can uniquely solve for the intersection point if the rays intersect. A pseudodi erential operator of order n ? 1 is a continuous map H (s) ! H (s?(n?1)) .
It can be inverted asymptotically, provided that the amplitude is nonzero, so in this case the operator F has an asymptotic left inverse. See also Nolan and Symes 8] , where also the case of lower dimensional acquisition manifolds is discussed.
Ten Kroode e.a. 6] have shown that if the traveltime injectivity condition is violated, but a certain other, \traveltime transversality", condition is satis ed, then the normal operator is the sum of a pseudodi erential operator of order n ? 1, and a more general, Fourier integral operator of order n?1 2 .
This contribution is nonmicrolocal (nonlocal in the cotangent bundle). The condition is that the matrix M in formula (57) of their paper has maximal rank. They also show that if the wave front forms a caustic of generic form then this condition is satis ed. If the nonmicrolocal part of the normal operator is less singular than the pseudodi erential part (i.e. it is continuous H (s) ! H (s?k) , with k < n ? 1), then the normal operator is still invertible asymptotically. If this is not the case then in general the normal operator will not be invertible, and artefacts can arise in the image.
It turns out that their analysis is not complete for two reasons. First the normal operator is not always a Fourier integral operator. The case that there are two caustics that intersect is not treated. The second point concerns the continuity of the normal operator in Sobolev spaces. The fact that the nonmicrolocal part of the normal operator N nonml is a Fourier integral operator of order n?1 2 does not necessarily imply that it is continuous from H (s) ! H (s?(n?1)=2) . It seems that Theorem 3.2 in 6] therefore is not valid.
In this paper we simplify the traveltime transversality condition and give a geometric interpretation. We show that the condition can be violated in certain special cases, but that it is satis ed generically. So if a medium that violates the condition is perturbed by a small amount, then in general it will satisfy the condition. Mathematically it means that the set of media that satis es the condition is an open and dense subset of C 1 (X)). A waveguide can be an example a system where the condition is violated.
The question whether N nonml is less singular than the pseudodi erential part N do is in general quite di cult. It involves the study of so called degenerate Fourier integral operators (see e.g. H ormander 3], Seeger 13 ], Phong and Stein 9, 10]). The nonmicrolocal part will be at most as singular as the pseudodi erential part. It is less singular if certain derivatives of the canonical relation of N nonml are nonzero. This is well understood only in the case n = 2.
The plan of the paper is as follows. In section 2 we discuss the construction of rays and related quantities using the Hamilton ow. In section 3 we simplify the traveltime transversality condition and we construct the canonical relation of the normal operator. In section 4 the continuity of F in Sobolev spaces is discussed. In section 5 we construct an example where the normal operator is not a FIO and an example where the normal operator is not invertible. In section 6 we discuss how the Hamilton ow (the rays) and its derivatives depend on small perturbations of c. This will be used in section 7, where it is shown that generically F is a FIO, and, in the case n = 2, that generically the nonmicrolocal part is less singular than the pseudodi erential part.
Preliminaries
In this section the construction of rays, traveltimes and of the derivatives of rays is discussed.
The rays can be found by solving a Hamilton system in T X, with parameter t. The Hamiltonian is given by H(x; ) = c(x)k k, the system is
The mapping (x 0 ; 0 ; t) 7 ! (x(x 0 ; 0 ; t); (x 0 ; 0 ; t)), that maps initial values x 0 ; 0 to the solution of (3) 
The Jacobi matrix is symplectic.
We will now investigate the map (x 0 ; 0 ) 7 ! (r; ; r ), that maps a pair (x 0 ; 0 ) in the medium to receiver coordinate r, receiver slowness and traveltime r . For the map (x 0 ; 0 ) 7 ! (s; ; s ) the same results are valid. If (x 0 ; 0 ; t) 7 ! (x; ) denotes the Hamilton ow to a neighborhood of the receiver point, and x n is the coordinate normal to the surface, then this map is obtained by solving the traveltime to the receiver r (x 0 ; 0 ) from x n (x 0 ; 0 ; r ) = 0 and then setting r(x 0 ; 0 ) = (x 1 (x 0 ; 0 ; r (x 0 ; 0 )); : : : ; x n?1 (x 0 ; 0 ; r (x 0 ; 0 ))); (x 0 ; 0 ) = 1 c(x(x 0 ; 0 )) ( 1 (x 0 ; 0 ; r (x 0 ; 0 )); : : : ; n?1 (x 0 ; 0 ; r (x 0 ; 0 ))):
In this way we can de ne r provided there are no rays that come in tangent to the surface (so called grazing rays). @(x 0 ; 0 ) will be needed. The derivative of (r; ) with respect to x along the ray vanishes 
3 Conditions for the normal operator to be a FIO In the present case the condition that L and M intersect is that there are x; ; ; x; ; , such that y(x; ; ; !) = y( x; ; ; !) (x; ; ; !) = ( x; ; ; !): (8) These equations say that 1. Both x; x are on the ray determined by r; and ; are the directions of the ray at x resp. x. 2. Both x; x are on the ray determined by s; and ; are the directions of the ray at x resp. x.
3. If x 6 = x then the equality r (x; ) + s (x; ) = r ( x; ) + s ( x; ) implies that the (r; )-ray hits x rst and then x, while the (s; ) ray rst hits x and then x. The traveltimes from x to x along the two rays are equal. 4. ! = !.
In other words this means that there are two rays originating in x, in the directions , resp. ? , that intersect in x at the same traveltime. Therefore (8) is satis ed if and only if there is t such that x( x; ; ; t) := x( x; ; t) ? x( x; ; ?t) = 0; (9) and x = x( x; ; t); = ( x; ; t);
= ( x; ; ?t): (10) The relation of the normal operator is then given by f( x; ( x; ; ; t; !)); (x; (x; ; ; t; !)) j equations (9), (10) are satis edg:
(11) There are essentially two types of solutions to these equations. First there is the solution where (x; ; ) = ( x; ; ), and hence t = 0 (we assume there are no periodic rays through source or receiver surface). This will lead to the pseudodi erential part of the normal operator. Secondly there may be solutions such that (x; ; ) 6 = ( x; ; ). These give a nonlocal contribution.
The ray con guration corresponding to a solution of this type is sketched in Figure 1 . 
We prove in the following lemma that this condition is equivalent to the condition that the rank of the Jacobi matrix C = @ x @( x; ; ;t) corresponding to (9) Note that this parallels the simpli cation of the system (8) to (9) . It implies that the relation of the normal operator (11) is a manifold, as of course it should be.
Lemma 3.1 Suppose x; ; ; x; ; ; t are such that equations (9) and (10) are satis ed. Then the rank of the matrix M satis es rank M = 3n ? 3 + rank C: (12) In particular rank M is maximal if and only if rank C is maximal.
Proof Let the assumption of the lemma be satis ed. We write the matrix M as a product of two factors, where one factor contains the derivatives @(r; ; r) @(x; ) ; @(s; ; s) @(x; ) and the other factor relates (x; ; ) to x; ; ). Here we use that the map ( x; ) 7 ! (r( x; ); ( x; ); r ( x; )) equals the composition of the maps ( x; ) 7 ! (x( x; ; t); ( x; ; t)); (x; ) 7 ! (r(x; ); (x; ); r (x; ) + t): A similar statement holds for the map ( x; ) This can also be seen from expression (5) Using (14) and the fact that rank C = rank C 0 + 1 ? dim(range C 0 \ span(c(x) + c(x) )) the result (12) follows.
We recapitulate the results in the following theorem. The new aspect is the simple characterisation using the matrix C. Note that the fact that the nonlocal part has lower order does not imply that it is less singular as an operator between Sobolev spaces. This will be the subject of the next section.
If there are no solutions to equations (9) such that the rays hit the receiver resp. source manifold, then the normal operator is purely pseudodi erential. This case has been discussed by Ten Kroode e.a. 6] and by Nolan Proof We can write F as a nite sum F = P k F k , where the F k have canonical relation k such that k k is contained in the diagonal of (T Xn0) (T Xn0). Then If the canonical relation is not the graph of a bijective canonical map, then the projections 1 ; 2 of C on T X 1 n0, resp. T X 2 n0 are not bijective.
Denote by 1 ; 2 the corank of these projections at some point in C. coordinates (for instance so called GRT coordinates). Let ( x; ; ; !) be the length of , ( x; ; ; !) = ! c( x) k ( ; ) + ( ; )k. Recall how the canonical relation C N of N nonml is de ned. Let x( x; ; ; t) = x( x; ( ; ); t) ? x( x; ( ; ); ?t) and assume that @ x @( x; ; ;t) has maximal rank. Let V = f( x; ; ; t) j x( x; ; ; t) = 0g; then C N can be parametrized by ( x; ; ; t) 2 V and ! 2 R C N = f(x( x; ; ; t); ( x; ; ; t; !); x; ( x; ; ; !) ) j ( x; ; ; t) 2 V; ! 2 Rg: 
It follows that 1 (p) = 2 (p) = corank @ x @( ;t) ( x(p); (p); (p); t(p)).
Proof Because V is a smooth manifold and @ x @t 6 = 0 we can split the set of coordinates ( x; ; ; t) in two disjoint sets ( x 0 ; 0 ; 0 ) and ( x 00 ; 00 ; 00 ; t) such that locally V can be given as ( x 00 ; 00 ; 00 ; t) = ( x 00 ( x 0 ; 0 ; 0 ); 00 ( x 0 ; 0 ; 0 ); 00 ( x 0 ; 0 ; 0 ); t( It is desirable to improve the very crude estimate (15). However, in the literature there are only few results on Sobolev estimates for general Fourier integral operators. There are results for the case n = 2. Phong and Stein 10, 9] give very precise estimates for certain Fourier integral operators with analytic phase functions that also possess a certain translation symmetry. Seeger 13] obtains somewhat weaker results in the case that the phase function is C 1 and does not have this translation symmetry. For the case n 3 we are not aware of any relevant results.
We will use Seeger's results to obtain an estimate for the nonmicrolocal part of the normal operator in the case n = 2. Seeger gives estimates for Fourier integral operators with relation C that is the conormal bundle of a codimension one submanifold M of R 2 R 2 . The manifold M projects submersively on both factors R 2 . This is in general not the case, but by lemma 25.3.7 in H ormander 3] one can always apply a symplectic coordinate transformation on X 1 and X 2 such that this condition is satis ed (a coordinate transformation that mixes x and coordinates). Since a symplectic coordinate transformation corresponds to application of an elliptic Fourier integral operator of order 0 the Sobolev estimates are unchanged.
We will translate the situation in Seeger's paper to our case to produce a useful estimate. In his article it is assumed that M is given by (x; x) = 0. 
The translation invariant case: Maximal degeneracy
We have seen above that there are in general two problems with the normal operator. First it may not be a Fourier integral operator. Second the nonmicrolocal part may be as singular as the pseudodi erential part and then it is not clear whether the normal operator, and hence the linearized forward operator, is still invertible. We construct examples where these problems occur, for all dimensions n. This can be the case if in some part of X the soundspeed has a translation symmetry, such that it depends only on one space direction, and if there is a waveguide situation. It turns out that in that case the operator F is not fully invertible. In practice the medium often has such a translation symmetry, at least locally. Assume the soundspeed depends only on the x n direction, c(x) = c(x n ) (since only the properties in the neighborhood of the two scattering points matter it doesn't need to be the vertical direction). Suppose that this function c(x n ) has a minimum somewhere. Such a con guration acts as a waveguide, rays that are shot not too far from the minimum under small angles with the plane x n = constant will be de ected back towards the minimum of c. Suppose that a certain ray, shot from x 0 = (0; : : : ; 0; h) with an angle , hits the plane x n = h again at time T = T(h; ). It follows from equations (4) that the quantities c(x)k k and 1 ; : : : ; n?1 are conserved so then (T) = (0). Hence the ray is periodic in the sence that (x(t +kT); (x+kT)) = (x(t)+k(x(T)?x(0)); (t)). The curve obtained by re ecting the ray in the vertical line is also a solution to the ray equations. Let = R , re ected in the vertical line. Then x(x 0 ; ; ?T) = x(x 0 ; ; T). Now it may be the case that the assumptions of theorem 3.2 are violated, and that the nonmicrolocal part of the normal operator is not a Fourier integral operator.
Theorem 5.1 For n = 2, and hence for any n 2, there is c(x) 2 C 1 (X) and x; ; ; x; ; ; t, such that equations (9) are satis ed and rank C = n?1.
Proof Denote the horizontal coordinate by x 1 and the vertical coordinate by x 2 . Suppose we are in the situation described above, that the soundspeed depends only on x 2 , c(x) = c(x 2 ), and that it has a minimum somewhere, say at x 2 = 0. An example of a few rays in such a situation is shown in Figure 2 . Let x = (0; h). It is possible that the wavefront leaving x forms caustics. In general the caustic points are on a line that is tangent to the rays. It is possible that there is a caustic somewhere at the line x 2 = h, say for an angle and time t. This is also shown in the gure. By de nition we have at the caustic points @x @ ( x; ; t) = 0: De ne by re ecting in the x 2 axis. Then the direction gives a caustic at the same point on the x 1 axis for time coordinate ?t. So @x @ ( x; ; ?t) = 0:
Due to the translation symmetry we have @x @ x ( x; ; t) = I 2 = @x @ x ( x; ; ?t):
So in this case only the last column of C is nonzero and rank C = 1. We proceed to show that the nonmicrolocal part is of the same order as the pseudodi erential part. The manifold V de ned by (9) is given by = R ; t = T( x n ; ):
The images of the projections of C on the (x; ) and on the ( x; ) variables
are given by open subsets of X f(0; : : : ; 0; n ) j n 2 Rg. So the projection is singular of order n ? 1, it is maximally singular. It follows that the nonmicrolocal part has Sobolev order n ? 1 Proof Assume the source and receiver surface are located inside the medium where it is still translationally symmetric, at x n is h. This is not a restriction. Suppose we have s 0 ; 0 ; r 0 ; 0 ; x 0 ; 0 ; x 0 ; 0 in the situation described above (9) . Let c 1 be supported on a neighborhood of x, and only depend on x n around x. Let c 2 be c 1 translated to a neighborhood of x. By symmetry
close to s 0 ; r 0 . To see this consider a re ection such that r $ s.
(F c)(r; s; t) = (F c re )(r re ; s re ; t) = (F c re )(s; r; t) = (F c re )(r; s; t):
Now only the microlocal properties of c around the scattering point matter.
Clearly for s; r in small neighborhoods of s 0 ; r 0 we have c 1;re = c 2 close to the scattering point x. So (20) follows. This proves the theorem.
Generic properties of rays
In the next section it will be necessary to know how the rays and its derivatives are changed when the medium is perturbed. This will be discussed here.
A discussion similar to ours can be found in Klingenberg 5] , section 3.3. We use some Riemannian geometry, so in this section we will use upper indices for the coordinates, and lower indices for the slownesses. The rays are the geodesics corresponding to the metric g ij = c(x) 2 ij . This is a conformal metric (proportional to ij ). The rays can be calculated by solving the Hamilton system associated to the Hamiltonian H(x; ) = q P i;j g ij i j = c(x)k k, see (3) . The square root is taken in the de nition of H so that the parameter t is the traveltime (the arclength). The solution with initial values x 0 ; 0 and parameter t will be denoted by (x(x 0 ; 0 ; t); (x 0 ; 0 ; t)). 
By applying the derivatives we see that this is a linear system with homogeneous term similar to the ordinary Jacobi equation
The inhomogeneous term consists of products of lower derivatives @ k (x; ) @(x 0 ; 0 ) k with higher derivatives of H. The Jacobi equations (4) hence play a special role, and will discussed rst, before we look at the the e ect of perturbations of c. The Jacobi equations can be simpli ed considerably by using coordinates that are centred around the ray, so called Fermi coordinates 1 . Fermi coordinates are described for instance in Klingenberg 5] . The new coordinates consist of a coordinate s that denotes the time along the ray and coordinates x 1 F ; : : : ; x n?1 F that denote the distance from the ray, in units of time. To de ne them let E 0 ; : : : ; E n?1 be a set of orthonormal vectors (with respect to g ij ) in T x 0 X, such that E 0 = @x @t (x 0 ; 0 ; 0). Denote by E i (t) the E i parallel transported along the ray. Consider now the map : (s; x 1 F ; : : : ; x n?1 F ) 7 ! exp x(x 0 ; 0 ;s) (
When the x i F are su ciently close to 0 this map de nes a set of coordinates around the ray. The transformation matrix can be written @x i @s (s; 0) = E i 0 (s); @x @x j
where E i j denotes the i-th component of E j . The slownesses will be denoted by ; F i . Note that if is close to 0 then is approximately equal to the length of , while while where the index 0 corresponds to the s coordinate and R ijkl is the Riemann curvature tensor.
To obtain the ray and its derivatives in the new coordinates we can just set H(s; x F ; ; F ) = q P n?1 i=0 g ij
Obviously the ray is given by s(t) = t; (t) = 0 ; x F (t) = 0; F (t) = 0. We set 0 = 1. When we now do the calculation for the Jacobi equations we nd that the nonzero parts of the Jacobi matrix are @s @s 0 = 1, @ @ 0 = 1 and @(x F ; F ) @(x F;0 ; F;0 ) that satis es the following ODE along the ray @ @t @(x F ; F ) @(x F;0 ; F;0 ) (t) = 0 I n?1 A(t) 0 @(x F ; F ) @(x F;0 ; F;0 ) (t); So by this choice of c it is possible to obtain an arbitrary perturbation in the direction along the ray. 7 Generically the normal operator is invertible Let S be the set of media c 2 C 1 (X) with the property that the normal operator is a Fourier integral operator and that it is invertible. In this section we show that the set S is contains \almost all" of C 1 (X). Such a property is called generic. Because C 1 (X) is only a topological space and there is no measure on C 1 (X), that means that S contains a countable intersection of open dense sets (see e.g. Klingenberg 5 ], p. 108). The argument To obtain this result we show that genericly the assumptions of Theorems 3.2 and 4.3 are satis ed. First we discuss the question whether N is a Fourier integral operator. Let u = ( x; ; ; t; v) 2 U; U = X f( ; ) 2 S n?1 S n?1 j + 6 = 0g I t S n?1 : (28) and let w(u) = (x( x; ; t) ? x( x; ; ?t); v C) 2 R 4n?1 :
We assume there is no scattering at points very close to the boundary of X, so that x can be taken in a compact subset of X. We also assume there is no scattering over angles very close to , so that k + k for some > 0.
Under these assumptions it follows from Theorem 3.2 that there is a compact subsetŨ of U such that the normal operator is a Fourier integral operator if w(u; c) 6 = 0 for all u 2Ũ. The following theorem states that this property is generic.
Theorem 7.1 IfŨ is a compact subset of U (de ned in (28)), then the set of media c 2 C 1 (X) such that w(u; c) 6 = 0 for all u 2Ũ is open and dense.
Hence genericly the normal operator is a Fourier integral operator.
The equation w(u; c) = 0 consists of 4n?1 equations in 4n?2 unknowns, so naively one could argue that the set of media that violate this property is of \codimension 1" and hence the set of allowed media contains \almost all" of C 1 (X). This argument can be made rigorous by the following lemma of Mather ( 7] In the present case we take F = C 1 (X) and V = f0g. Because dimU + dimV = 4n ? 2 < dimW = 4n ? 1 transversal intersection of the map u 7 ! w(u; c) with V means that w(u; c) 6 = 0 for u 2 U. We show that in this case the assumption of Lemma 7.2 is satis ed. can take any values in R 2n?2 . We transform back to the original coordinates using the E i , i = 1; : : : ; n ? 1. Since the E i corresponding to the ray together with the E i corresponding to the ray span R n it follows that v C 0 can be any vector in R 3n?2 .
Proof of Theorem 7. The proof of the theorem parallels that of Theorem 7.1. We will omit the proof and only give the lemma that replaces Lemma 7.3. 
