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Given a text string x of n symbols and an integer constant d, we consider the problem
of ﬁnding, for any pair (y, z) of subwords of x, the tandem index associated with the
pair, which is deﬁned as the number of times that y and z occur in tandem (i.e., with
no intermediate occurrence of either one of them) within a distance of d symbols of x.
Although in principle there might be O(n4) distinct subword pairs in x, it is seen that
it suﬃces to consider a family of only O(n2) such pairs, with the property that for any
neglected pair (y′, z′) there exists a corresponding pair (y, z) contained in our family such
that: (i) y′ is a preﬁx of y and z′ is a preﬁx of z; and (ii) the tandem index of (y′, z′) equals
that of (y, z). The main contribution of the paper consists of an algorithm showing that
the computation of all non-zero tandem indices for a string can be carried out optimally
in time and space linear in the size of the output.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
The problem of characterizing and detecting unusual events such as recurrent subsequences and other streams or
over/under-represented words in sequences arises ubiquitously in diverse applications and is the subject of much study
and interest in ﬁelds ranging from Computer and Network Security to Data Mining, from Speech and Natural Language
Processing to Computational Molecular Biology. It also gives rise to interesting modeling and algorithmic questions, some of
which have displayed independent interest.
Among the problems in this class we ﬁnd, for instance, the detection of all squares (also called repeats) or palindromes
in a string, for which optimal O(n logn) algorithms have long been known; refer to, e.g., [2,8,9,19] and references therein.
Eﬃcient detection of pairs of contiguous strings having a bounded edit- or Hamming-distance have also been investigated in
[13]. It is not diﬃcult to extend those treatments to germane problems such as the discovery of pairs of occurrences, within
a given distance, of a same string, or of a string and its reverse, and so on. On this line, [6] reports eﬃcient algorithms
for the detection of all pairs of a maximal string y (in the sense explained below) occurring at a distance bounded by
some function of the length of y itself. A restricted version of this problem, involving a ﬁxed distance between the two
occurrences, is also investigated in [12].
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tandem occurrences, within a pre-assigned distance in a string, of two distinct but otherwise unspeciﬁed substrings. By the
two strings occurring in tandem, we mean that there is no intermediate occurrence of either one in between. Speciﬁcally,
let x be a string of n symbols over some alphabet Σ and d some ﬁxed non-negative integer. For any pair (y, z) of subwords
of x, their tandem index I(y, z) relative to x is the number of times that z has a closest occurrence in x within a distance
of d from a corresponding, closest occurrence of y. We are interested in ﬁnding pairs of subwords with surprisingly high or
low tandem index.
The problem can be cast in the emerging contexts of data mining and statistical natural language processing. As is well
known, while traditional data base queries aim at retrieving records based on their isolated contents, data mining focuses
on the identiﬁcation of patterns occurring across records, and aims at the retrieval of information based on the discovery of
interesting rules present in large collections of data. Central to these developments is the notion of association rule, which
is an expression of the form S1 → S2 where S1 and S2 are sets of data attributes endowed with suﬃcient conﬁdence and
support. Suﬃcient support for a rule is achieved if the number of records whose attributes include S1 ∪ S2 is at least equal
to some pre-set minimum value. Conﬁdence is measured instead in terms of the ratio of records having S1 ∪ S2 over those
having S1, and is considered suﬃcient if this ratio meets or exceeds a pre-set minimum. Clearly, a statistic of the number
of records endowed with the given attributes must be computed as a preliminary step, and this is often a bottleneck for
data mining applications. We refer to [1] and [16] for a broader discussion of these concepts.
In a similar vein, statistical natural language processing tools process natural language documents by applying syntac-
tic and semantic patterns that are automatically inferred from very large sample data. Several standard applications and
common tools in this area express these patterns by means of rewriting rules that are combined into cascades. This is
the case for instance in information extraction applications, and also in several basic tasks such as the so-called tasks of
part-of-speech tagging and chunking. In order to meet the level of precision and recall that is usually needed in practical
applications, these rewriting rules require speciﬁc contextual conditions for their applications. In this case, full statistics of
string co-occurrences must be extracted from very large training data to support the process of automatic learning of thou-
sands of rules. For more detailed discussion on rule-based learning and rule representation in natural language processing,
we refer the reader to [5,11] and more generally to [14].
Back to our problem, we observe that, in principle, there might be O(n4) distinct pairings of subwords within x. We
show, however, that it suﬃces to restrict attention to a family containing only O(n2) pairs, after which for any neglected
pair (y′, z′), there is a pair (y, z) in the family such that: (i) y′ is a preﬁx of y and z′ is a preﬁx of z; and (ii) the tandem
index of (y′, z′) equals that of (y, z). We show here an algorithm for the computation of all tandem indices in a string of n
characters that runs in time linear in the size of the output. As it will be discussed in more detail below, the output consists
of a single entry for each pair (y, z) as above, having non-zero tandem index. Therefore the size of the output might be
o(n2) in some cases.
This improves on the O(n2) time and space constructions given in [3,10]. A generalization of the notion of tandem, called
proximity word-association pattern, has been proposed in [18] with similar motivations. A proximity word-association pattern
is deﬁned as a tuple of k string components, each matching the input text at a distance smaller or equal than a given d
from the matching of the previous component.3 Among several results, [18] implicitly deﬁnes an algorithm for counting
matches of such patterns in an input string of length n, reporting a worst case time complexity of O (dknk+1 logn). A related
algorithm was also proposed in [22], running in time O (nk+1) but requiring O (nk) scans of the input string. In the present
problem, we are therefore concerned with the case k = 2, and offer an asymptotic improvement over the algorithm in [18]
with a worst case running time of O (n2) and a constant number of passes over the input string.
As mentioned, a tandem statistics of the kind collected by our algorithm ﬁnds application in many domains. In [3],
we brieﬂy describe its uses in the discovery of dyadic structures in genome analysis [21] and part-of-speech tagging in
natural language processing [5]. It is interesting to note that tandem counts are also used as features in automatic text
categorization, and must be eﬃciently computed for large amount of training data; see for instance [7].
2. Preliminaries
Throughout this paper we use an alphabet Σ consisting of an unspeciﬁed but ﬁxed number of symbols. Let x = a1a2 · · ·an
be a string of n  1 symbols over Σ . Integers 1,2, . . . ,n are called positions within x. We write x[i, j], 1  i  j  n, to
denote substring ai · · ·a j of x and we say that x[i, j] starts at position i. We write x[i] in place of x[i, i]. In this paper we
also use the notation x[i, j] to represent the ﬁxed occurrence of string ai · · ·a j that appears within x starting at the i-th
symbol. Thus, x[i, j] and x[i′, j′] denote different substring occurrences when i = i′ , even in case x[i, j] and x[i′, j′] are
equal when viewed as strings. It will always be clear from the context whether we consider x[i, j] as a ﬁxed occurrence of
a substring of x or just as a string.
We now recall an important ‘right-context’ property, which is conveniently adapted from [4]. Let y be some non-null
string. The start-set of y, relative to x, is the set
Px(y) =
{
i: y = x[i, j]}. (1)
3 In [18] a different notation is used, with d representing the number of string components and k representing the maximum distance.
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Two strings y and z are equivalent on x if Px(y) = Px(z). The equivalence relation instituted in this way is denoted by ≡x
and partitions the set of all strings over Σ into equivalence classes. Thus, [y] is the set of all strings that have occurrences
in x starting at the same set of positions as y. Consider the example string x = aababaababa. The set e1 = {ab,aba} forms
one such equivalence class, with Px(e1) = {2,4,7,9}. Furthermore, the set e2 = {abaa,abaab,abaaba,abaabab,abaababa} is
also an equivalence class, with Px(e2) = {4}. Recall that the index of an equivalence relation is the number of equivalence
classes in it.
Fact 1. The index k of the equivalence relation ≡x obeys k < 2n.
As it will be discussed in the next section, Fact 1 suggests that we might only need to look among O(n2) substring pairs
of a string of n symbols in order to ﬁnd unusually frequent tandems.
The suﬃx tree data structure is closely related to the above notions and plays an important role in the development of
the algorithms in this paper. A suﬃx tree Tx associated with string x is essentially a compact trie with n + 1 leaves and at
most n internal nodes that collects all suﬃxes of x$, where $ a special end-marker symbol not in Σ . We assume familiarity
of the reader with the structure and its clever O(n log |Σ |) time and linear space constructions such as in [15,20,23]. Coming
back to our example for string x$ = aababaababa$, the suﬃx tree Tx is depicted in Fig. 1.
In this paper we use the following notation for suﬃx trees. The set of all nodes of Tx is denoted by Nx . The descending
arc in Tx from node ν to node ν ′ is denoted as 〈ν,ν ′〉. As usual, we assume that each arc 〈ν,ν ′〉 is labeled by some position
pair [i, j] such that x[i, j] is the substring of x represented by the arc itself. We then write label(〈ν,ν ′〉) = [i, j]. A descending
path in Tx from node ν0 to node νq is a sequence of arcs 〈ν0, ν1〉, 〈ν1, ν2〉, . . . , 〈νq−1, νq〉. Nodes νi , 1 i  q − 1, are called
intermediate nodes. By reading the labels of the arcs in the path we obtain a string that is denoted by w(ν0, νq). When ν0
is the root node of Tx , we write w(νq) in place of w(ν0, νq). The proper locus of a string y is the unique node ν (if it exists)
such that w(ν) = y. The locus of a string y is the unique node (if it exists) ν such that y is a preﬁx of w(ν) and w(ν ′) is a
proper preﬁx of y, with ν ′ the parent node of ν . (Note that a proper locus for some string is always a locus for that string.)
As is usually done in the literature, we enrich suﬃx trees with additional information, that will later be used by our
algorithms. For each node ν ∈ Nx , we set length(ν) = |w(ν)| and node-to-index(ν) = min{i: x$[i, j] = w(ν)}. Note that
because of the special end-marker symbol used in the deﬁnition of Tx , we have that for each i, 1 i  n, there is always
a unique leaf node ν in the suﬃx tree such that node-to-index(ν) = i. We assume outgoing arcs in Tx to be alphabetically
ordered. We write yield(ν) = 〈ν1, . . . , νq〉 to denote the list of all leaf nodes of Tx that are descendants of ν , in the order
of their appearance when scanning from left to right the yield of the suﬃx tree.4 It is well known that only linear time
preprocessing of Tx is needed in order to store all quantities length(ν) and node-to-index(ν) in such a way that they can be
accessed in constant time from the input parameter. Furthermore, given a node ν ∈ Nx as input, we can compute the list
yield(ν) on the ﬂy in time O(|yield(ν)|) simply by traversing the subtree of Tx rooted at that node.
From the above discussion, it follows that we can locate all distinct (possibly overlapping) occurrences of a string y in
x in time proportional to |y| plus the total number of such occurrences. This is done by reaching the node ν ∈ Nx which
is the locus of y, by collecting list yield(ν) = 〈ν1, . . . , νq〉 as above, and by retrieving positions node-to-index(νi), 1 i  q.
Alternatively, a trivial bottom-up computation on Tx can weigh each node ν ∈ Nx with quantity |yield(ν)|, which is the
number of leaves in the subtree rooted at ν . This weighted version serves then as a statistical index for x, in the sense that,
for any y, we can ﬁnd the frequency of y within x in O(|y|) time. Note that the counter associated with the locus of a
string reports its correct frequency even when the string terminates in the middle of an arc. This is, indeed, nothing but a
re-statement and a proof of Fact 1.
4 In this paper angle brackets are used to denote ordered sequences of nodes. We exploit this notation with arcs as well as with yields of subtrees: it
will always be clear from the context which is the correct denotation.
230 A. Apostolico, G. Satta / Journal of Discrete Algorithms 7 (2009) 227–2383. Tandem trees
Let x be a string of length n 1. The distance between two substring occurrences x[i, j] and x[i′, j′] is deﬁned as |i − i′|.
Fix some integer d 0 and consider an (ordered) pair of non-null strings (y, z). In this paper we are interested in counting
the number of times that x contains an occurrence of y followed at its right by an occurrence of z, within a distance of d
and with no intervening occurrence of either y or z. More precisely, we deﬁne the tandem index of pair (y, z), relative to x
and d, as
Ix,d(y, z) =
∣∣{i: y = x[i, j], z = x[i′, j′], 0 i′ − i  d, y = x[i′′, j′′] = z for every i′′, j′′ with i < i′′ < i′}∣∣. (2)
Note that above deﬁnition does not exclude cases in which occurrences of y and z are partially overlapped in x. In what
follows, we drop the subscript d from Ix,d() whenever d is understood from the context.
We want to deﬁne a data structure that can be eﬃciently constructed, accessed and stored, representing all tandem
indices Ix(y, z), for all substrings y and z of x. With this goal, we further elaborate here on the deﬁnition of the suﬃx tree
data structure. We start with two observations. Consider two non-null strings y′ and z′ with at least one occurrence within
x, and choose strings y and z such that y ≡x y′ and z ≡x z′ . Then we necessarily have Ix(y′, z′) = Ix(y, z). Following the
discussion in Section 2, we might then take advantage of this fact by restricting the computation of tandem indices to the
only non-null substrings of x that have a proper locus in the suﬃx tree Tx . In this way, we only need to consider O(n2)
possibly different tandem indices. As a second observation, note that if Ix(y, z) = 0, then necessarily Ix(y, zu) = 0 for any
string u. This fact suggests that, when computing tandem indices associated with nodes of Tx , we can disregard nodes with
null tandem indices as well as all their descendants. These observations directly translate into the following deﬁnition.
Deﬁnition 1. Let y be a non-null string with a proper locus in the suﬃx tree Tx , and let tandem(ν) = Ix,d(y,w(ν)) for
ν ∈ Nx − {ν0}, ν0 the root node of Tx . A tandem tree for y, relative to string x and distance d, is a tree-like data structure
obtained from Tx by performing the following changes, in the given order.
(i) Every node ν ∈ Nx except the root is annotated with tandem(ν).
(ii) Let arc 〈ν,ν ′〉 be such that tandem(ν) > 0 and tandem(ν ′) = 0. Remove from Tx arc 〈ν,ν ′〉 along with the whole subtree
of Tx rooted at ν ′ .
(iii) Let 〈ν0, ν1〉, 〈ν1, ν2〉, . . . , 〈νq−1, νq〉, q 2, be a descending path in Tx such that, after the application of step (ii), nodes
ν0 and νq have more than one child each, and each node νi , 1  i  q − 1, has only one child. Let also i and j be
some pair of integers such that x[i, j] = w(ν0, νq). Remove from Tx arcs 〈ν0, ν1〉, . . . , 〈νq−1, νq〉 along with all nodes νi ,
1 i  q − 1. Add a new arc 〈ν0, νq〉 with label(〈ν0, νq〉) = [i, j].
Note that item (iii) above describes changes that are similar to those applied when constructing suﬃx tree Tx starting
from the trie of all x’s suﬃxes. Tandem trees will be denoted by Dx,y,d . We drop the subscript d whenever d is understood
from the context.
We now provide an example of the above construction. Let us consider again string x$ = aababaababa$, whose suﬃx tree
Tx has already been reported in Fig. 1. Let also y = aababa and d = 2. Suﬃx tree Tx with all of its nodes ν (but the root)
labeled by tandem indices Ix,d(y,w(ν)) is depicted in Fig. 2. The resulting tandem tree Dx,y,d is reported in Fig. 3.
We extend the already introduced notation for suﬃx trees to tandem trees, in the most obvious way. For instance, if ν is
a node of some tandem tree Dx,y , we write w(ν) to denote the string represented by the descending path from the root of
Dx,y to ν . Similarly, yield(ν) denotes the list of all leaf nodes of Dx,y that are descendants of ν , in the order in which these
nodes appear in the yield of Dx,y itself. From the deﬁnition of tandem tree, we have that if ν is a node of Dx,y , then there
must be a node ν ′ ∈ Nx such that w(ν) = w(ν ′). Then we say that nodes ν and ν ′ correspond. To simplify the presentation,
in the rest of this paper corresponding nodes are considered as copies one of the other and are sometimes denoted by the
Fig. 2. Suﬃx tree Tx for string x$ = aababaababa$ annotated with tandem indices Ix,d(y,w(ν)) for string y = aababa.
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Procedure Label(ν, ν ′)
return [node-to-index(ν ′) + length(ν),node-to-index(ν ′) + length(ν ′) − 1];
end.
Fig. 4. The ﬁrst procedure used by the algorithm for the construction of tandem trees.
same symbol. It will always be clear from the context whether some node symbol refers to a node in a tandem tree or to a
node in the underlying suﬃx tree Tx .
We conclude the present section with an important observation that will be used in later sections.
Lemma 1. A leaf node of a tandem tree is always the copy of some leaf node from Tx.
Proof. Consider some non-null substring y of x that has a proper locus in Tx , and let ν be a leaf node of Dx,y,d . It follows
that there exists an occurrence of string w(ν) in x$, say x$[i, j], located at the right of an occurrence of string y and within
a distance of d. If ν is not a leaf node of Tx , then w(ν) is a proper preﬁx of x$[i,n + 1] and Ix,d(y, x$[i,n + 1]) > 0. Let ν ′
be the proper locus in Tx of string x$[i,n + 1]. Node ν ′ should then have a copy in Dx,y,d which is a descendant node of ν
in that tree. But this is a contradiction. 
4. Basic procedures
In this section we introduce some basic procedures that are used by the algorithm for the construction of tandem trees
in next section. Let x be a string of length n 1, with Tx the associated suﬃx tree and with Nx the set of all its nodes. Our
ﬁrst procedure, Label(), takes as input two nodes ν,ν ′ in Nx such that ν ′ is a descendant of ν , and returns a pair [i, j] with
1 i  j  n. The procedure is speciﬁed in Fig. 4. We now show that, if Label(ν, ν ′) = [i, j], then x[i, j] = w(ν, ν ′). We have
w(ν ′) = x[node-to-index(ν ′),node-to-index(ν ′) + ∣∣w(ν ′)∣∣− 1].
Since ν ′ is a descendant of ν , we have w(ν ′) = w(ν)w(ν, ν ′). We can then derive the desired relation
w(ν, ν ′) = x[node-to-index(ν ′) + ∣∣w(ν)∣∣,node-to-index(ν ′) + ∣∣w(ν ′)∣∣− 1].
From our assumptions in Section 2, we have that procedure Label() runs in time O(1).
We now discuss the second procedure used by the tandem tree algorithm. From here on we assume that d is some
integer given as input, with 0  d < n. Let ν range over Nx − {ν0}, ν0 the root node of Tx . We write (ν) to denote the
root node of tandem tree Dx,w(ν) . Each tandem tree Dx,w(ν) is constructed by our main algorithm in a bottom-up fashion,
starting from its leaf nodes. In order to guarantee the correct working of the algorithm, it is crucial that the leaf nodes are
processed in the order in which they appear within the yield of the tandem tree. We therefore need to compute all lists
yield((ν)) for each node ν in Nx − {ν0}, that is, for each of the desired tandem trees. This is done by our second procedure,
Yield(). The procedure takes as input the string x and the set Nx . The nodes in each list yield((ν)) are constructed by
making copies of the corresponding nodes from Nx . The procedure is speciﬁed in Fig. 5.
To start discussion, we recall from Section 3 that a node ν ′ is a leaf node of tandem tree Dx,w(ν) if and only if string
w(ν ′) has the form x$[i,n + 1] for some i (Lemma 1), and there exists some occurrence of string w(ν) within x that is
followed at its right by x$[i,n + 1], at a distance smaller or equal than d (deﬁnition of Dx,w(ν)). Using this condition, we
could easily enumerate all leaf nodes of Dx,w(ν) simply by listing all suﬃxes of x$ that are at the required distance from
232 A. Apostolico, G. Satta / Journal of Discrete Algorithms 7 (2009) 227–238Procedure Yield(x,Nx)
// construct temporary sets suff -to-tandem(i)
0. let ν0 be the root node of Tx;
1. for p from 1 to n + 1 do
2. unmark p;
3. suff -to-tandem(p) ← ∅;
4. endfor
5. for ν in Nx − {ν0} do
6. starting-indices ← ∅;
7. let yield(ν) = 〈ν1, . . . , νq〉;
8. for i from 1 to q do
9. p ← node-to-index(νi);
10. add p to starting-indices;
11. add ν to suff -to-tandem(p);
12. mark p with ν;
13. endfor
14. for k from 1 to d do
15. for p in starting-indices do
16. if index p + k is marked by ν
17. remove p from starting-indices;
18. else
19. add ν to suff -to-tandem(p + k);
20. endif
21. endfor
22. endfor
23. endfor
// construct lists y(ν) = yield(r(ν))
24. for ν in Nx − {ν0} do
25. y(ν) ← NULL;
26. endfor
27. let yield(ν0) = 〈ν1, . . . , νn+1〉;
28. for i from 1 to n + 1 do
29. j ← node-to-index(νi);
30. for ν in suff -to-tandem( j) do
31. queue a copy of νi in y(ν);
32. endfor
33. endfor
end.
Fig. 5. The second procedure used by the algorithm that constructs tandem trees. We denote by NULL the empty list.
some occurrence of w(ν). What seems instead more complex is to list these leaf nodes in the order in which they appear
in yield((ν)), without adding extra complexity to the algorithm.
In order to eﬃciently solve the above problem, procedure Yield() constructs n temporary sets suff -to-tandem(i), 1 i  n,
deﬁned as follows. A node ν in Nx − {ν0} belongs to suff -to-tandem(i) if and only if the suﬃx x$[i,n + 1] is placed at the
right of some occurrence of substring w(ν) in x, within distance d. This amounts to say that set suff -to-tandem(i) contains
all and only those nodes ν for which tandem tree Dx,w(ν) has a leaf node that is the proper locus of string x$[i,n + 1].
To construct the temporary sets suff -to-tandem(i), we process all positions p within x, that is 1  p  n + 1. We will
mark some of these positions during the computation, using appropriate time-stamps. Initially, all sets suff -to-tandem(i) are
empty and all positions p are unmarked. We then process each node ν in Nx − {ν0} in any order and in the following way.
We want to retrieve all positions p that start suﬃxes of x$ at the right of some occurrence of string w(ν), at a distance
smaller or equal than d. Note that some position p might be at the right of more than one occurrence of w(ν), within the
desired distance. In order to make sure that each such position is processed only once, we use an initially empty auxiliary
set starting-indices. We begin by inserting into starting-indices all positions that start an occurrence of w(ν) within x. These
positions are computed by procedure Yield() as follows. For each node νi in yield(ν) = 〈ν1, . . . , νq〉, we perform the steps:
• let p be node-to-index(νi);
• add p to starting-indices and add node ν to suff -to-tandem(p);
• mark p with the time-stamp ν .
At this point we have stored into set starting-indices starting positions for all suﬃxes that are at a distance of zero from
some occurrence of w(ν). After this, we iterate for each integer k = 1,2, . . . ,d, performing the following computation.
For each position p in starting-indices, if position p + k is currently marked with the time-stamp ν , we remove p from
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again with a new node in Nx − {ν0}, and use this node as a new time-stamp to mark positions.
When procedure Yield() has completed the construction of the temporary sets suff -to-tandem(i), these sets satisfy the
property we introduced above, namely a node ν in Nx −{ν0} belongs to suff -to-tandem(i) if and only if the suﬃx x$[i,n + 1]
is placed at the right of some occurrence of substring w(ν) in x, at a distance smaller or equal than d. To see this, observe
that every possible occurrence of every substring w(ν) is considered at some point in the computation. Say that i is the
starting position of one such occurrence of w(ν). Then suﬃxes of x are processed starting at positions i, i + 1, . . . , i + k,
where either k equals d or a second occurrence of w(ν) has been found to start at position i + k + 1. In the latter case,
the existence of the second occurrence of w(ν) guarantees that the remaining suﬃxes of x starting at a positions i + k +
1, . . . , i + d will be processed anyway (and so we can safely remove integer i from the auxiliary set starting-indices to avoid
redundant processing).
Once all sets suff -to-tandem(i) have been completed, the desired lists yield((ν)) can easily be computed as follows. Again,
recall that set suff -to-tandem(i) contains all and only those nodes ν in Nx − {ν0} for which tandem tree Dx,w(ν) has a leaf
node which is the proper locus of string x$[i,n + 1]. We start the computation with initially empty lists y(ν), for each ν in
Nx − {ν0}, and then scan the yield of Tx strictly proceeding from left-to-right. For each leaf node ν in the yield, we retrieve
integer h = node-to-index(ν) and consider set suff -to-tandem(h), which we have previously computed. For each node ν ′ in
suff -to-tandem(h), we queue a copy of ν in y(ν ′).
We claim that, at the end of such computation, we have y(ν) = yield((ν)) for each ν in Nx−{ν0}, that is y(ν) is the yield
of the desired tandem tree Dx,w(ν) . To see this, consider a node ν ′ in yield((ν)). Since ν ′ is a leaf node, it must correspond
to a leaf node of Tx (Lemma 1), that is w(ν ′) must be a suﬃx of x$, say x$[i,n + 1] for some i. Furthermore, since ν ′ is a
node of tandem tree Dx,w(ν) , string occurrence x$[i,n + 1] must follow within distance d some occurrence of string w(ν)
in x. Hence node ν ′ belongs to suff -to-tandem(i) and is inserted into list y(ν) when the former set is processed. Since these
are the only nodes in the list y(ν), we conclude that y(ν) and yield((ν)) are set equal. It is easy to see that the nodes in
the yield of Dx,w(ν) appear with the same ordering as in the yield of suﬃx tree Tx . Thus, the fact that nodes in y(ν) have
the same order as nodes in yield((ν)) follows from the fact that we have constructed y(ν) as a subsequence of the yield of
Tx . We now consider the time complexity of the above procedure.
Lemma 2.When given as input a string x of length n 1, the set Nx of nodes of the suﬃx tree Tx, and some integer d with 0 d < n,
procedure Yield() runs in time O(∑ν∈Nx−{ν0} |Dx,w(ν),d|), where ν0 is the root node of Tx.
Proof. Consider the construction of the temporary sets suff -to-tandem(i) by procedure Yield(x,Nx) (lines 0 to 23 in Fig. 5).
The marking of positions p for 1 p  n + 1 is implemented through an array of size n. In this way, each position can be
marked in time O(1). Also, the set starting-indices is implemented by means of a bidirectional dynamic list, so that elements
can be removed or added in time O(1).
The for cycle at lines 1 to 4 clearly takes time O(n). The for cycle at lines 5 to 23 processes each node ν in Nx − {ν0}
by inserting it into some set suff -to-tandem(i). In what follows, we will charge the time spent in executing each single line
of this cycle to some node ν in some set suff -to-tandem(i), in such a way that each node is eventually charged a constant
amount of time.
First of all, observe that the execution of the for cycle at lines 8 to 13 takes a constant amount of time for each node ν
added to some set suff -to-tandem(p) (at line 11). In addition, the constant amount of time needed to remove some position
p from set starting-indices at line 6 is charged in the same way as we have charged the insertion of that position into
starting-indices at line 10, namely, it is charged to the insertion of node ν into suff -to-tandem(p). Similarly, the constant
amount of time taken at line 7 to retrieve each node νi from yield(ν) is charged in the same way as we have charged the
processing of νi at line 9.
Consider now the for cycle at lines 14 to 22. Observe that, at each iteration of the nested for cycle at lines 15 to
21, the auxiliary set starting-indices always contains at least one position p. This is because positions are removed from
starting-indices only because of other positions in that set. We can then charge the constant amount of time taken in the
processing of each position p+k, with p in starting-indices, to node ν in suff -to-tandem(p + k). Note that ν has been newly
added to this set, in case p is not marked with the current time-stamp, or was already there at the current time. Thus, no
node in any set suff -to-tandem(i) is ever charged more than twice.
Observe that no more than one attempt is made to insert some node ν in some set suff -to-tandem(i). We then conclude
that the construction of the temporary sets suff -to-tandem(i) takes an amount of time O(n +∑n+1i=1 |suff -to-tandem(i)|) =
O(n +∑ν∈Nx−{ν0} |Dx,w(ν),d|), since
∑n+1
i=1 |suff -to-tandem(i)| = O(
∑
ν∈Nx−{ν0} |yield((ν))|) and, for each ν ∈ Nx − {ν0}, we
have |yield((ν))| = O(|Dx,w(ν),d|).
Consider now the construction of the lists y(ν) by procedure Yield(x,Nx), starting from the already computed sets
suff -to-tandem(i) (lines 24 to 33 in Fig. 5). We implement each y(ν) as a dynamic list where each element can be en-
queued in time O(1). In order to gain constant time access from a node ν to its list y(ν), the heads of the O(n) lists
are preliminarily arranged into an array the positions of which correspond each to a distinct node (e.g., according to the
in-order traversal of Tx), and a pointer is set from that node to the corresponding position in the array. The computation
can then be carried out in an amount of time O(n +∑ν∈N −{ν } |yield((ν))|). In fact, we scan the yield of Tx , which hasx 0
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in some yield((ν)). As already observed above, we have O(∑ν∈Nx−{ν0} |yield((ν))|) = O(
∑
ν∈Nx−{ν0} |Dx,w(ν),d|).
Finally, observe that n  |Nx − {ν0}|, and thus the upper bound O(n +∑ν∈Nx−{ν0} |Dx,w(ν),d|) can be written asO(∑ν∈Nx−{ν0} |Dx,w(ν),d|). This completes the proof. 
In the next section we also use a third procedure, called LCA(ν, ν ′), that returns the lowest common ancestor of the leaf
nodes ν and ν ′ of Tx . The computation of the lowest common ancestors for suﬃx trees is a well-known problem. In [17], it
is shown that O(n) time preprocessing of a suﬃx tree T with n leaves suﬃces to set up a data structure suitable to report,
in constant time and for any pair of leaves ν and ν ′ of T , the node far-most from the root of T that is an ancestor of both
ν and ν ′ .
5. The main algorithm
In this section we present our main algorithm. Given a string x of length n  1 and some integer d  0 as input, the
algorithm constructs tandem trees Dx,w(ν),d for each ν in Nx − {ν0}, where Nx is the set of nodes of the suﬃx tree Tx and
ν0 is the root node of Tx . The algorithm runs in optimal time O(
∑
ν∈Nx−{ν0} |Dx,w(ν),d|). The construction of each tandem
tree is carried out in two separate steps. In the ﬁrst step, we produce the skeleton tree of each tandem tree Dx,w(ν),d ,
starting from its yield. In the second step, we annotate each node ν ′ of the skeleton (except the root) with the proper value
tandem(ν ′) = Ix,d(w(ν),w(ν ′)) > 0. These two steps will be separately detailed and discussed below.
5.1. Skeleton construction
Let ν be some node in Nx − {ν0} and consider the tandem tree Dx,w(ν) . Below we write ν ′ to denote a node of Dx,w(ν)
which is copied from a corresponding node ν ′ of Tx . Let yield((ν)) = 〈ν1, . . . , νq〉, q  1, be the yield of Dx,w(ν),d . Recall
from Lemma 1 that each node ν i is the copy of some node νi from the yield of Tx . Also, 〈ν1, . . . , νq〉 is the order in which
these source nodes appear when visiting the yield of Tx from left to right.
For each i, 2  i  q, let ν(i−1,i) be the lowest common ancestor in Tx of nodes νi−1 and νi . The algorithm for the
construction of the skeleton of Dx,w(ν) is based on the following property.
Lemma 3. The set of all internal nodes of Dx,w(ν) is {ν ′: ν ′ = ν(i−1,i), 2 i  q}.
Proof. Let ν ′ = ν(i−1,i) for some i with 2 i  q. Since tandem(νi−1) > 0 and tandem(νi) > 0, we also have tandem(ν ′) > 0.
Furthermore, ν ′ must have at least two children with a tandem index greater than zero. From Deﬁnition 1 we conclude that
ν ′ is an internal node of Dx,w(ν) .
Conversely, any internal node ν ′ of Dx,w(ν) has at least two children. Let ν ′′ and ν ′′′ be two children that are adjacent
in the left to right ordering of the children of ν ′ . There must be some i with 2  i  q such that ν i−1 is the rightmost
non-proper descendant of ν ′′ and ν i is the leftmost non-proper descendant of ν ′′′ . Then we conclude that ν ′ is a copy of
node ν ′ = ν(i−1,i) of Tx . 
We now introduce some quantities that will be used in the speciﬁcation of the algorithm presented below. In what
follows, we take i to range from 2 to q. Let internal(i) = {ν ′: ν ′ = ν( j−1, j), 2  j  i}. We deﬁne open(i) = 〈νi =
ω0,ω1, . . . ,ωp〉, p  1, to be the sequence of all the nodes in internal(i) ∪ {νi} that we encounter when climbing Tx from
node νi up to the root. Consider now node ν(i,i+1) with i < q. In order to compute sequence open(i + 1), we need to dis-
tinguish two possible cases. In case ωp is a proper ancestor of ν(i,i+1) , let h be the smallest index such that ωh is a proper
ancestor of ν(i,i+1) . Then we can write open(i + 1) = 〈νi+1, ν(i,i+1),ωh,ωh+1, . . . ,ωp〉. In case ωp = ν(i,i+1) or ν(i,i+1) is a
proper ancestor of ωp , then we simply have open(i + 1) = 〈νi+1, ν(i,i+1)〉.
Our algorithm uses all of the above observations. For each node ν ∈ Nx − {ν0}, the skeleton of Dx,w(ν) is obtained
through successive iterations for i from 2 to q. At the i-th iteration we construct an ‘approximated’ skeleton tree. The
approximated skeleton has yield 〈ν1, . . . , ν i〉 and internal nodes in the set {ν ′: ν ′ ∈ internal(i)}. When i < q, all of the
arcs of the approximated tree having the form 〈ν ′, ν ′′〉, with ν ′ and ν ′′ not both in open(i), also appear in the skeleton of
Dx,w(ν) . Therefore these arcs are not processed any longer by the i-th and the successive iterations. Finally, when i = q the
approximated tree is the desired skeleton of Dx,w(ν) .
The algorithm takes as input the string x and the associated suﬃx tree Tx . We ﬁrst invoke the procedure Yield(x,Nx)
which computes, for each node ν ∈ Nx − {ν0}, the lists yield((ν)) = 〈ν1, . . . , νq〉. We then process each list 〈ν1, . . . , νq〉 of
all nodes in the yield of Tx from which each node of 〈ν1, . . . , νq〉 is copied. We iterate for i from 2 to q, dynamically
maintaining a list of nodes open such that, at the end of the i-th iteration, we have open = open(i).
For i = 2, we compute node ν(1,2) = LCA(ν1, ν2) of Tx and copy it to a new node ν(1,2) . We also construct new arcs
〈ν(1,2), ν1〉 and 〈ν(1,2), ν2〉, with labels Label(ν(1,2), ν1) and Label(ν(1,2), ν2), respectively. Finally, we set open = 〈ν2, ν(1,2)〉
(note that this is a list with two nodes, not an arc).
At the i-th iteration, i > 2, we compute node ν(i−1,i) = LCA(νi−1, νi). If ν(i−1,i) has not already been copied, we construct
a copy node ν(i−1,i) . Next we scan our list open = 〈νi−1 = ω0,ω1, . . . ,ωp〉 from left to right. (Recall that at this point
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the core of our algorithm):
• ν(i−1,i) is a proper ancestor of ωh in Tx . We then pop node ωh from open and distinguish two sub-cases:
– If h < q, we continue the scanning of open.
– If h = q, we add to the tree under construction new arcs 〈ν(i−1,i),ωh〉 and 〈ν(i−1,i), ν i〉, with labels Label(ν(i−1,i),ωh)
and Label(ν(i−1,i), νi), respectively. We also push nodes ν(i−1,i) and νi into open, in the speciﬁed order. We then exit
the scanning of open.
• ωh is a proper ancestor of ν(i−1,i) in Tx . We delete from the tree under construction arc 〈ωh,ωh−1〉 and add the
three new arcs 〈ωh, ν(i−1,i)〉, 〈ν(i−1,i),ωh−1〉 and 〈ν(i−1,i), ν i〉, with labels Label(ωh, ν(i−1,i)), Label(ν(i−1,i),ωh−1) and
Label(ν(i−1,i), νi), respectively. We also push nodes ν(i−1,i) and νi into open, in the speciﬁed order. We then exit the
scanning of open.
• ν(i−1,i) = ωh . We add to the tree under construction new arc 〈ν(i−1,i), ν i〉, with label Label(ν(i−1,i), ν i). We then exit
the scanning of open.
This completes the speciﬁcation of the algorithm.
From Lemma 3 we have that the above construction copies from Tx all and only those nodes that need to be in Dx,w(ν) .
Furthermore, for each arc 〈ν ′, ν ′′〉 added to the skeleton tree, we have that the node ν ′ is a proper ancestor of ν ′′ in Tx .
Consider now a node ν ′′′ ∈ Nx satisfying both of the following conditions:
• ν ′′′ is some least common ancestor ν(i−1,i);
• ν ′ is a proper ancestor of ν ′′′ and ν ′′′ is a proper ancestor of ν ′′ .
If such a node exists, then the arc 〈ν ′, ν ′′〉 is reﬁned at some iteration. If no such a node exists, then it is easy to see that
arc 〈ν ′, ν ′′〉 is an arc of the skeleton tree of Dx,w(ν) . We then conclude that, when all least common ancestors ν(i−1,i) have
been processed, the constructed arcs are exactly those arcs of the skeleton of Dx,w(ν) .
We close this subsection with an analysis of the time complexity of the procedure speciﬁed above. We use an array
with q− 1 elements to store the copied nodes ν(i−1,i) . In this way we can test in constant time whether some node ν(i−1,i)
has already been copied. List open is implemented as a linked list, so that the required push and pop operations can be
implemented in constant time.
We have already established in Lemma 2 that all lists yield((ν)) = 〈ν1, . . . , νq〉, ν ∈ Nx − {ν0}, can be constructed in
time O(∑ν∈Nx−{ν0} |Dx,w(ν),d|) by procedure Yield(). We show next that, after the above lists are computed, for each node
ν ∈ Nx − {ν0} our algorithm takes an amount of time O(|Dx,w(ν),d|) to construct the skeleton of Dx,w(ν),d . In what follows,
we ﬁx some ν ∈ Nx − {ν0}. Note that at each of the q − 1 iterations in the algorithm, we only need to perform a ﬁxed
number of operations. The procedure LCA() can be implemented in constant time, as already stated in Section 4. When
we test for the ancestor relation between two nodes ν ′, ν ′′ ∈ Nx , we already know that one of these two nodes dominates
the other. Thus the test can be done in constant time by comparing the lengths of w(ν ′) and w(ν ′′). All the remaining
operations on arrays and lists can be carried out in constant time, as discussed above. Thus for a ﬁxed node ν ∈ Nx − {ν0}
the algorithm takes an amount of time O(q) to construct the skeleton of Dx,w(ν),d , with q = O(|Dx,w(ν),d|). This establishes
the following claim.
Theorem 2. Let x be a string of length n  1 and let d be some integer with 0  d < n. The construction of the skeleton trees for all
tandem trees Dx,w(ν),d, ν ∈ Nx − {ν0}, can be implemented to run in an amount of time O(∑ν∈Nx−{ν0} |Dx,w(ν),d|).
Proof. By the above discussion. 
5.2. Computation of tandem indices
Let ν be some node in Nx − {ν0}. Given as input the skeleton of the tandem tree Dx,w(ν) , we need to annotate each
node ν ′ but the root with the proper value tandem(ν ′) = Ix(w(ν),w(ν ′)). Throughout this section, we use the convention
introduced in Section 3 and denote corresponding nodes in a suﬃx tree and in a tandem tree by the same symbol. It will
always be clear from the context whether the symbol refers to a node in a tandem tree or to a node in the underlying suﬃx
tree.
As a warm-up for the discussion, consider ﬁrst the problem of computing the following relaxed deﬁnition of tandem
index for a pair (y, z) of non-null strings:
Iˆ x,d(y, z) =
∣∣{i: y = x[i, j], z = x[i′, j′], 0 i′ − i  d, y = x[i′′, j′′] for every i′′, j′′ with i < i′′ < i′}∣∣. (3)
This quantity is a count of the number of occurrences of z in x that fall within distance d to the right of a closest occurrence
of y. The difference with respect to Ix,d(y, z) is that we still forbid intervening occurrences of y, but now allow possibly
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d from Iˆ x,d() whenever d is understood from the context.
We can easily annotate each node ν ′ of the skeleton with the value Iˆ(w(ν),w(ν ′)) as follows. We assign a weight of
one to each leaf node in the yield of the tree. Then we visit the tree bottom up, assigning to each internal node but the
root a weight equal to the sum of the weights of its children. To see that this procedure assigns the desired values to each
node, let ν ′ be some leaf node in the skeleton of Dx,w(ν) . Since there is a single occurrence of string w(ν ′) in x$, we must
have Ix,d(w(ν),w(ν ′)) = Iˆ x,d(w(ν),w(ν ′)) = 1. Consider now an internal node ν ′ in the skeleton of Dx,w(ν) . An occurrence
of w(ν ′) falls within distance d to the right of a closest occurrence of w(ν) if and only if it starts at some position of x that
has been counted at some of the child nodes of ν ′ . Hence the desired value at ν ′ is the sum of the weights at the child
nodes.
If in the bottom up computation above we wanted to compute I(w(ν),w(ν ′)) instead of Iˆ(w(ν),w(ν ′)) at node ν ′ , then
we should prevent the weighting process from counting more than one occurrence of w(ν ′) in case several occurrences of
such string have a common closest occurrence of w(ν) to the left. In what follows, we explain how to do this eﬃciently.
We need to introduce some notation.
Let ν ∈ Nx − {ν0}; we deﬁne a clump for w(ν) as a maximal run of positions within x placed at a distance smaller or
equal than d to the right of the start of an occurrence of w(ν), and with no intervening occurrence of w(ν) itself. Thus
if w(ν) = x$[i, j], then positions i, i + 1, . . . , i + d deﬁne a clump if no occurrence of w(ν) starts at some position p with
i + 1 p  i + d, or else positions i, i + 1, . . . , p − 1 deﬁne a clump if the closest occurrence of w(ν) to the right of x$[i, j]
starts at some position p with i + 1 p  i + d.
With the above notation, several occurrences of substring w(ν ′) starting at the same clump must have an overall con-
tribution of one unit when computing the tandem index associated with node ν ′ of Dx,w(ν) . Below we say that a clump
i, i + 1, . . . ,k is identiﬁed by i. We also say that node ν ′ ∈ Nx − {ν0} is associated with a clump identiﬁed by i if some
occurrence of w(ν ′) starts at a position in that clump.
As a ﬁrst step, we ﬁnd out those nodes in the yield of each skeleton tree that are associated with the same clump. We
can do this by reﬁning the procedure Yield() presented in Section 4 and speciﬁed in Fig. 5. Recall that in such procedure
we add a node ν ∈ Nx − {ν0} to list suff -to-tandem(i) if and only if the suﬃx x$[i,n + 1] is placed at the right of some
occurrence of substring w(ν) in x, at a distance smaller or equal than d. This is done at line 11 and line 19 in Fig. 5,
reported below:
11. add ν to suff -to-tandem(p);
19. add ν to suff -to-tandem(p + k).
More precisely, because of the special use of time-stamps, at line 19 node ν is added to suff -to-tandem(p + k) whenever an
occurrence of w(ν) starts at p and there is no occurrence of w(ν) at positions p + 1, p + 2, . . . , p + k. Thus we conclude
that p, p + 1, . . . , p + k all belong to the same clump for w(ν).
We now replace lines 11 and 19 above with the reﬁned lines:
11′ . add ν marked with p to suff -to-tandem(p);
19′ . add ν marked with p to suff -to-tandem(p + k).
As a result we have that, after all lists suff -to-tandem(i), 1  i  n + 1 are computed by procedure Yield(), each node ν
within suff -to-tandem(i) is marked with some position p if and only if position i belongs to the clump for w(ν) identiﬁed
by p. We keep these markers when the (ordered) yield of each tandem tree Dx,w(ν) is computed by procedure Yield(). In
this way, all nodes in the yield that have the same markers are associated with the same clump.
As a second step, we construct lists clump(ν, p) for each ν ∈ Nx − {ν0} and 1  p  n + 1, deﬁned as follows. A list
clump(ν, p) contains all the leaf nodes of Dx,w(ν) that are associated with the clump identiﬁed by p. Furthermore, these
leaf nodes are ordered as they appear when scanning from left to right the yield of Dx,w(ν) .
The computation of all lists clump(ν, p) is carried out by procedure Clump(), speciﬁed in Fig. 6. We use an array with
n + 1 elements. Each element is indexed by a position within x and takes as value a list, which is initially set to the empty
list NULL. We also use an auxiliary agenda (set) of positions, initialized to the empty set. We iterate for each node ν ∈ Nx ,
and scan the yield of Dx,w(ν) from left to right. For each leaf node ν ′ in the yield, we retrieve its marker p and access
the element of our array indexed by p, that is, a list. If the list is NULL, this is the ﬁrst time we access this element of
the array in the actual iteration, so we add integer p to our agenda. In this way we keep a record of those lists that have
been constructed under the actual iteration, and later we don’t have to scan the entire array for its re-initialization. We
then conclude by queuing node ν ′ into our list. When we are done with the scanning of the yield of Dx,w(ν) , we pop each
integer p from our agenda, copy into clump(ν, p) the list indexed by p in our array, and reset to NULL such array element.
We then proceed with the next iteration.
As far as running time is concerned, note that we can easily execute in constant time the reﬁnements introduced at
lines 11′ and 19′ of procedure Yield() ). Thus the asymptotic running time stated in Lemma 2 does not change. In procedure
Clump() we can implement the agenda and all the list elements of the array by means of linked lists, so that pop and queue
operations can be performed in constant time. In this way, a single run of the for cycle at lines 6 to 12 and a single run of
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// construct lists clump(ν, p)
0. for p from 1 to n + 1 do
1. array[p] ← NULL;
2. agenda ← ∅;
3. endfor
4. let ν0 be the root node of Tx;
5. for ν in Nx − {ν0} do
6. for ν ′ in yield of Dx,w(ν) do
7. let p be the marker of node ν ′;
8. if array[p] = NULL
9. agenda ← agenda∪ {p};
10. endif
11. queue ν ′ into array[p];
12. endfor
13. while agenda = ∅ do
14 p ← Pop(agenda);
15. clump(ν, p) ← array[p];
16. array[p] ← NULL;
17. endwhile
18. endfor
end.
Fig. 6. Constructions of clump lists clump(ν, p) for ν ∈ Nx − {ν0} and 1 p n + 1. We denote by NULL the empty list.
the while cycle at line 13 to 17 can both be executed in constant time. It is then easy to see that the whole procedure takes
an amount of time O(n +∑ν∈Nx−{ν0} |Dx,w(ν),d|). Putting everything together, we conclude that this is also the amount of
time used for the construction of all the clumps. As already observed, we always have n  |Nx − {ν0}|, and thus the above
upper bound can be rewritten as O(∑ν∈Nx−{ν0} |Dx,w(ν),d|).
We now move to the computation of the tandem indices. For a given ν ∈ Nx − {ν0}, we process all lists clump(ν, p) as
follows. Lists with a single element are ignored. With reference now to the generic non-singleton list clump(ν, p), consider
its nodes in the given order, that is the order in which they appear from left to right in the yield of Dx,w(ν) . For each
node but the last one, ﬁnd the lowest common ancestor relative to the node itself and its successor in the list, invoking
procedure LCA(ν, ν ′) discussed in Section 4. The resulting node of Dx,w(ν) is given a −1 handicap. After all clump(ν, p) have
been processed, weigh the tree by the bottom up weighting procedure as before, this time also adding the handicap at each
node, if any.
We claim that the weight thus assigned to a node ν ′ in the skeleton of Dx,w(ν) (with the exclusion of the root node)
equals the desired value I(y,w(μ)). To see this, note that the assertion is true of any leaf node ν ′ , since we have already
observed that Ix(w(ν),w(ν ′)) = 1 and since there is no handicap at leaf nodes. Consider now an internal node ν ′ . To
simplify the argument, we ﬁrst discuss the case in which ν ′ is a binary node, with left child ν ′′ and right child ν ′′′ . In case
no clump contains at the same time a starting position for an occurrence of substring w(ν ′′) and a starting position for an
occurrence of substring w(ν ′′′), then we clearly have Ix(w(ν),w(ν ′)) = Ix(w(ν),w(ν ′′)) + Ix(w(ν),w(ν ′′′)). This is also the
value computed by our weighting procedure, since there is no handicap at ν ′ because of the lack of common clumps.
Assume now that there are k  1 clumps that contain at the same time a starting position for an occurrence of w(ν ′′)
and a starting position for an occurrence of w(ν ′′′). From the deﬁnition of tandem index and the deﬁnition of clump we
have Ix(w(ν),w(ν ′)) = Ix(w(ν),w(ν ′′)) + Ix(w(ν),w(ν ′′′)) − k. Consider one of the k shared clumps, identiﬁed by say
position p. Let ν1 be the rightmost leaf dominated by ν ′′ and associated with clump p; let also ν2 be the leftmost leaf
dominated by ν ′′′ and associated with clump p. Then nodes ν1 and ν2 must be adjacent in list clump(ν, p), and the least
common ancestor of ν1 and ν2, that is ν ′ , is assigned a handicap of −1 by our algorithm. Overall we have a −k handicap
at ν ′ , one for each of the shared clumps, resulting in the desired tandem index at ν ′ . The general case in which node ν ′
has q > 2 children can be dealt with by induction and using the same argument as above, starting with the two leftmost
children and then considering the next right child.
We have already observed that the computation of all lists clump(ν, p), ν ∈ Nx − {ν0}, can be carried out in an amount
of time O(∑ν∈Nx−{ν0} |Dx,w(ν),d|). Given the lists clump(ν, p), the computation of the handicap for all nodes of Dx,w(ν) can
be carried out in an amount of time O(|Dx,w(ν)|). This is because each single execution of procedure LCA(ν, ν ′) takes O(1)
time, as discussed in Section 4. Similarly, the computation of the tandem indices for the skeleton of Dx,w(ν) can be done
by our weighting algorithm in time O(|Dx,w(ν)|). We can then put together these results with the complexity results of
Subsection 5.1, and conclude with the following theorem.
Theorem 3. Given as input a string x of n 1 symbols and an integer d with 0 d < n, the tandem trees Dx,w(ν),d for all nodes ν in
Nx − {ν0}, ν0 the root node of Tx, can be computed in an amount of time O(∑ν∈N −{ν } |Dx,w(ν),d|).x 0
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6. Conclusions
In this paper we have introduced the notion of tandem tree, a specialized tree-like structure that stores statistics about
co-occurrences of pair of strings within a given text. Given an input text x, let Tx be the suﬃx tree representing all subwords
of x, and let ν be a node of Tx (different from the root) corresponding to some subword w(ν) of x. We have denoted as
Dx,w(ν),d the tandem tree of all strings z that occur at the right of w(ν) in x, within a distance of d and with no intervening
occurrence of either w(ν) or z. We have developed algorithms for the computation of all tandem trees Dx,w(ν),d for every
node ν of Tx , working in time (and space) linear in the size of the output, as stated in Theorem 3.
It is not diﬃcult to see that our algorithms also work for the computation of all tandem trees Dx,w(ν),d with ν in any
proper subset N of the nodes of Tx (excluding the root). This again takes an amount of time linear in the size of the output,
more precisely O(∑ν∈N |Dx,w(ν),d|).
Our construction can be used for building tables with all tandem indices exceeding any pre-assigned threshold t > 0. As
already discussed in Section 1, this can be used in the process of selecting features for rule-based learning, as applied to
data mining and statistical natural language processing.
We close with the discussion of an open problem. Let C = {ν1, ν2, . . . , νq} be the set of all the child nodes of the root
of Tx . Consider the set DC of tandem trees Dx,w(ν),d for every ν ∈ C . Any tandem tree Dx,w(ν),d , with ν some node of Tx ,
can be obtained by ‘pruning’ some tandem tree in DC , more precisely, the tandem tree in DC corresponding to a subword
w(νi), 1  i  q, that has the same leftmost character as the subword w(ν). This means that, in a sense, there is some
redundancy in the tandem tree structures we have proposed in this article. Would it be possible to design a specialized
data structure representing all the non-zero tandem indices for maximal pairs of substrings of x, and attain a time bound
of O(|x|) for its construction?
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