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A NOTE ON AN INTEGRATION BY PARTS FORMULA FOR THE
GENERATORS OF UNIFORM TRANSLATIONS ON CONFIGURATION
SPACE
FLORIAN CONRAD, TOBIAS KUNA
Abstract. An integration by parts formula is derived for the first order differential operator
corresponding to the action of translations on the space of locally finite simple configurations of
infinitely many points on Rd. As reference measures, tempered grand canonical Gibbs measures
are considered corresponding to a non-constant non-smooth intensity (one-body potential) and
translation invariant potentials fulfilling the usual conditions. It is proven that such Gibbs
measures fulfill the intuitive integration by parts formula if and only if the action of the trans-
lation is not broken for this particular measure. The latter is automatically fulfilled in the high
temperature and low intensity regime.
1. Introduction
Infinite particle systems are the mathematical framework to describe complex systems of inter-
acting individual objects or agents, like molecules in a liquid, stars in a galaxy, individuals in a
population. The elementary states of the systems are all countable collections of points in Rd which
have no accumulation point, i.e. elements of Γ, the space of locally finite simple configurations in
R
d.
As it is typical for any infinite dimensional system, there does not exist a unique natural
reference measure on Γ singled out by its symmetry properties with respect to the action of a group.
In this paper, we consider reference measures from Gβφzσ , the set of all (tempered grand canonical)
Gibbs measures which describe a Hamiltonian system in the thermodynamic equilibrium. Gibbs
measures are parametrized by the intensity zσ, pair-potential φ and inverse temperature β.
Gibbs measures transfrom naturally under the standard action on Γ of the group of the local
diffeomorphisms on Rd. Integration by parts is an infinitesimal manifestation of this natural
transformation where a differential operator is the infinitesimal generator of the group action.
In [AKR98] the authors build a calculus on configuration space based on the action of the local
diffeomorphism group. Essentially by exploiting the local nature of the group action, they can
derive an integration by parts formula for all tempered grand canoncial Gibbs measures. This
integration by parts formula is one of the essential ingredients in the construction of a stochastic
process using Dirichlet form techniques formally associated to an infinite system of stochastic
differential equations driven by white noise, called stochastic gradient dynamics. This dynamics
describes an infinite system of particles interacting via a pair potential φ. The integration by
parts formula yields the closability of the corresponding pre-Dirichlet form and is necessary for
identifying the generator of the Dirichlet form on a set of local functions, i.e. smooth cylinder
functions.
In this paper, instead, we consider the non-local action of the usual translation group shifting
all points of the configuration simultaneously and in the same manner. We study the correspond-
ing integration by parts formula for Gibbs measures. This integration by parts formula arises
naturally, for example, in the construction of the environment process of a tagged particle, that is
the movement of the particles of a system seen from a tagged one. This corresponds heuristically
to choosing a coordinate system in which the origin moves with the tagged particle. To give a
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rigorous meaning to the environment process associated to the aforementioned gradient dynamics,
unfortunately, this intuition cannot be used and one has has to start the construction from scratch,
for example, using Dirichlet form techniques, cf. [FG10]. Since the analytical objects (Dirichlet
form, generator) used for this approach necessarily contain the information about a uniform com-
ponent of the environment dynamics, the integration by parts formula for the generator of the
translation group, which we derive here, is an important ingredient for this approach.
Let us list the challenges one has to overcome. First, the non-local nature of the translation
group leads inevitably to boundary terms in a direct calculation if one uses a finite volume ap-
proximation. The derivation of the connection between generator and form in the aforementioned
situation given in [GP87] seems to neglect this difficulty and we are not aware of an easy fix that
would work in great generality. We circumvent the problem by not using a local approximation and
developing a different technique which has already been suggested in [Str09]. Second, even if the
initial gradient dynamics corresponds to a translation invariant interaction, the associated tagged
particle process has as invariant measure a Gibbs measure with non-translation invariant intensity,
namely the interaction of the other particles with the tagged one. Moreover, it is physically rea-
sonable that the mutual interaction contains a singular repulsion if particles get too near to each
other. Thus we derive the integration by parts formula for general intensities zσβψ = ze
−βψ dx,
where ψ is integrable at infinity and ψ(x) may grow at zero like |x|−k for some k ∈ N, which
covers physically relevant cases like e.g. the Lennard-Jones potential. We include potentials which
have singularities almost of an arbitrary nature and are not even everywhere weakly differentiable.
Third, one can probably not expect that the integration by parts formula holds for every Gibbs
measure, because e.g. for constant intensities and translation invariant pair potentials there can
exist non-translation invariant Gibbs measures due to a phase transition. For such a measure the
integration by parts formula would look at least quite different from the intuitive one, if it exists.
In the case of non-constant intensities, this problem will prevail or maybe even become worse.
Hence, one can expect the integration by parts formula to hold in general only for elements from
G
βφ
zσβψ
which are absolutely continuous with respect to a translation invariant element from Gβφzm.
Indeed, we can characterize that for given potential, inverse temperature and intensity σβψ these
are the only measures which obey the intuitive integration by parts formula.
As a first application, in [CFGK11] the characterization is used to identify (in a natural way)
the class of measures µ for which an invariance principle can be derived for the tagged particle
dynamics (mentioned above) constructed from the Dirichlet form corresponding to µ. It shows,
for example, that using uniform motion for proving ergodicity of the environment process gives a
more general result than an adaptation of the approach from [AKR98] (where a situation without
uniform motion is considered).
While the proof of the integration by parts formula for these measures works under extremely
weak assumptions on ψ, the characterization we can only show under slightly stronger conditions,
which a priori seem not to be necessary. Nevertheless, they still allow nonintegrable singularities
of ∇ψ at isolated points (or sets of sufficiently small dimension), covering in particular the usual
non-hardcore pair interactions of statistical mechanics.
2. Preliminaries and statement of the results
By Γ we denote the space of locally finite simple configurations in Rd, i.e. subsets γ of Rd such
that γ ∩ Λ is finite for all bounded Λ ⊂ Rd. For a function f : Rd → Rk, k ∈ N, and γ ∈ Γ we
define
〈f, γ〉 :=
∑
x∈γ
f(x),
if for each component fi, i = 1, · · · , k, of f = (f1, · · · , fk) at least
∑
x∈γ f
+
i (x) < ∞ or∑
x∈γ f
−
i (x) < ∞. Here and below we denote the positive and negative part of a real-valued
function g by g+ and g−, respectively. We denote by FC∞b (C
∞
0 (R
d),Γ) the set of all functions
of the form F = gF (〈f, ·〉) with k ∈ N, f = (f1, · · · , fk) ∈ C∞0 (R
d → Rk) and gF : Rk → R
infinitely often differentiable, bounded and such that all derivatives are bounded. The formal
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generator ∇Γγ of the uniform translations on Γ is given by ∇
Γ
γF :=
∑k
j=1 ∂jgF (〈f, ·〉) 〈∇fj , ·〉,
F ∈ FC∞b (C
∞
0 (R
d),Γ) as above.
Γ is equipped with the σ-field B generated by the mappings γ 7→ 〈1Λ, γ〉, Λ ⊂ Rd measurable
and bounded. The objects under consideration are tempered grand canonical Gibbs measures
on (Γ,B) for superstable and lower regular pair potentials φ with intensity measure σ having a
bounded density w.r.t. Lebesgue measure, activity z > 0 and inverse temperature β > 0. Gibbs
measures can be defined in several different but completely equivalent ways, see e.g. [KK03]. The
one used here is recalled in the appendix. The set of all tempered grand canonical Gibbs measures
for z, β, φ, σ is denoted by Gβφzσ .
By m we denote Lebesgue measure on Rd. Note that if C < ∞, and ψ : Rd → [−C,∞]
is measurable, then e−βψ is weakly differentiable iff for all n ∈ N the function ψ ∧ n is weakly
differentiable and supn∈N ‖∇(ψ ∧ n)e
−βψ‖L1(K;m) < ∞ for all compact K ⊂ R
d. In this case we
define ∇ψ := −(1[−C,∞) ◦ ψ)e
βψβ−1∇e−βψ and observe that ∇(ψ ∧ n) = (1[−C,n] ◦ ψ)∇ψ, n ∈ N.
Let us state the first main result of this note.
Theorem 2.1. Let φ : Rd → R∪{∞} be a (measurable, even,) superstable, lower regular potential
and let β > 0 and z > 0. Moreover, let ψ : Rd → R ∪ {∞} be measurable, bounded from below
and such that (1 − e−βψ) ∈ L1(Rd;m). Define the measure σβψ := e
−βψm. Then the following
assertions hold:
(i) For any µβφzm ∈ G
βφ
zm a measure µ
βφ
zσβψ
∈ Gβφzσβψ is given by
dµβφzσβψ
dµβφzm
= Ξ−1ψ e
−β〈ψ,·〉, (1)
where Ξψ :=
∫
Γ
e−β〈ψ,γ〉dµβφzm(γ). If ψ is Lebesgue-a.e. finite, in a similar manner for any
element from Gβφzσβψ an element from G
βφ
zm is obtained and (1) gives a bijection between
G
βφ
zm and G
βφ
zσβψ .
(ii) If, in addition to the assumptions preceding (i), e−βψ is weakly differentiable, ∇ψ (defined
as above) is integrable w.r.t. σβψ, and µ
βφ
zm ∈ G
βφ
zm is translation invariant, then for
µβφzσβψ as in (i) we obtain the following integration by parts formula: For every F ∈
FC∞b (C
∞
0 (R
d),Γ) it holds∫
Γ
∇ΓγF dµ
βφ
zσβψ = β
∫
Γ
F 〈∇ψ, ·〉 dµβφzσβψ . (2)
Remark 2.2. Let φ be a potential fulfilling the assumptions of Theorem 2.1.
(i) It is well-known that if µ ∈ Gβφzσ for σ = m, β > 0 and z > 0, then µ fulfills the so-called
Ruelle bound (see [Rue70, Eq. (5.28)] for the meaning of this statement). By analyzing
the proof of the last part of Corollary 5.3 in [Rue70] it is not difficult to see that the Ruelle
bound extends to all µ ∈ Gβφzσ in the case when σ has a bounded density w.r.t. Lebesgue
measure, i.e. in particular when σ = σβψ as defined in Theorem 2.1.
(ii) If additionally
∫
Rd
|e−βφ − 1| dm <∞, it is known (see [Rue70]) that Gβφzm 6= ∅ and there
also exists a translation invariant element of Gβφzm. Thus Theorem 2.1(ii) implies the
existence of an element of Gβφzσβψ fulfilling (2).
(iii) Although in the situation from (ii) one could derive from Theorem 2.1(i) also thatGβφzσβψ 6=
∅, it is more natural to derive this existence result from the construction in [Rue70] or
[KK03], since [Rue70, Proposition 2.6] is easily seen to extend to the case of intensity
measures σ having bounded density w.r.t. Lebesgue measure.
Let µβφzm and µ
βφ
zσβψ be as in Theorem 2.1(i) and let ψ fulfill the additional assumptions from
Theorem 2.1(ii). The question arises whether (2) is not only implied by but even characterizes
translation invariance of µβφzm. This is a natural conjecture, because translation invariance of µ
βφ
zm
is equivalent to µβφzσβψ being quasi-invariant w.r.t. the translations θv : γ 7→ γ + v, v ∈ R
d, with
density
dµβφzσβψ
◦θ−1v
dµβφzσβψ
(γ) = e−β〈ψ,γ−v〉+β〈ψ,γ〉 and because (2) is just the differential version of the
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latter statement. Here we define γ + v := {x+ v |x ∈ γ} for γ ∈ Γ, v ∈ Rd. In the next theorem
we verify this conjecture under some more conditions on ψ; the difficulties to treat the general
case are explained in Remark 3.3 below.
Theorem 2.3. Assume that d ≥ 2. Let φ, ψ be as in Theorem 2.1(ii) and assume additionally
that ψ is weakly differentiable in Rd \ {0} and ∇ψ ∈ L1(Rd \ B1(0)), where B1(0) denotes the
ball around 0 with radius 1. Let µβφzm, µ
βφ
zσβψ be as in Theorem 2.1(i). Then µ
βφ
zm is translation
invariant iff µβφzσβψ fulfills (2).
Remark 2.4. (i) For the applications mentioned in the introduction, the additional restric-
tions in the previous theorem are irrelevant. They still allow the usual non-hardcore pair
potentials from statistical physics, e.g. the Lennard-Jones potential. These potentials are
usually bounded outisde any neighborhood of the origin.
(ii) For d = 1 the conclusion of Theorem 2.3 is in most cases trivial: In this case usually
G
βφ
zm consists for all z, β > 0 only of one element, which is automatically translation
invariant. This was shown in [Pap87] for superstable potentials φ which are bounded
on the complement of any neighborhood of 0 and have the property that there exists a
decreasing function ϕ such that |φ(x)| ≤ ϕ(|x|), |x| ≥ R > 0, and
∫∞
R
ϕ(x) dx < ∞. In
particular, these conditions cover the usual type of potentials from statistical mechanics.
(iii) The proof of Theorem 2.3 given below extends to the case when one only assumes that ψ
is (as in Theorem 2.1(ii) and) weakly differentiable in Rd \K for some compact K ⊂ Rd
having Hausdorff dimension strictly less than d − 1 (instead of choosing K = {0}) and
∇φ ∈ L1(Rd \BR(0);m) with R large enough such that K ⊂ BR(0).
(iv) Theorem 2.3 shows that the one-to-one correspondence from Theorem 2.1(i) extends
also to a one-to-one correspondence between the set of translation invariant elements
from Gβφzm and the set of elements from G
βφ
zσβψ
fulfilling (2). As one easily verifies, the
correspondence preserves the structure of these sets in the sense that extremal elements
in the former set (pure phases) correspond to extremal elements in the latter set.
3. Proofs
For a measure σ on Rd and a measurable function f : Rd → R we define Cf,σ :=
∫
Rd
|ef − 1| dσ.
We need the following lemma, which is essentially contained in [KK02], [KK03].
Lemma 3.1. Let σ be a measure on Rd having a bounded density w.r.t. m and let µβφzσ ∈ G
βφ
zσ .
(i) Let N ⊂ Rd with σ(N) = 0. Then µβφzσ -a.s. it holds γ ⊂ R
d \N .
(ii) Let f ∈ L1(Rd;σ). Then 〈f, ·〉 =
∑
x∈· f(x) converges absolutely µ
βφ
zσ -a.s. Moreover,
‖〈f, ·〉‖L1(Γ;µβφzσ ) ≤ ξσ‖f‖L1(Rd;σ) for some ξσ <∞ which is independent of f .
(iii) Let |f |∧1 ∈ L1(Rd;σ) and f be finite σ-a.e., then 〈f, ·〉 =
∑
x∈· f(x) converges absolutely
µβφzσ -a.s. If only f
+ is σ-a.e. finite then for µβφzσ -a.e. γ ∈ Γ there exists a finite configura-
tion η ⊂ γ such that f(x) > −∞ for all x ∈ γ \ η and
∑
x∈γ\η f(x) converges absolutely.
Moreover one can choose η = ∅ with nonzero µβφzσ -probability.
(iv) Let f : Rd → R ∪ {−∞} ∪ {∞} be measurable and such that Cf,σ < ∞. Then e〈f,·〉 :
Γ → [0,∞) is well-defined and integrable w.r.t. µβφzσ . e
〈f,·〉 is positive with positive µβφzσ -
probability, and if f is σ-a.e. finite, then e〈f,·〉 is µβφzσ -a.s. positive.
Proof. For (i) and (ii) see e.g. [KK02, Theorem 4.1] (note that µβφzσ fulfills a Ruelle bound, see
Remark 2.2(i)). For proving (iii) let A := {x ∈ Rd | |f(x)| ≥ 1}. Then A has finite σ-measure and
hence by (ii) it holds 〈1A, ·〉 ∈ L1(Γ;µβφzσ ), and thus ♯(γ ∩ A) < ∞ µ
βφ
zσ -a.s. and by the definition
of grand canonical Gibbs measures ♯(γ ∩ A) = 0 with positive µβφzσ -probability. Moreover, since
1Rd\Af ∈ L
1(Rd;σ), (ii) also implies that
∑
x∈γ\A f(x) converges absolutely µ
βφ
zσ -a.s. Together
with (i) the assertions in (iii) follow. Since |f | ∧ 1 ≤ e1|ef − 1| and since moreover Cf,σ < ∞
implies that f+ is σ-a.e. finite, (iv) is a consequence of (iii), with the exception of the integrability
statement, which is seen as follows: We may w.l.o.g. assume that f ≥ 0. Then e〈1[−n,n]df,·〉 ↑
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e〈f,·〉 as n → ∞. Since Cf+,σ ≤ Cf,σ < ∞, e.g. the proof of [KK03, Proposition 5.1] implies
that supn∈N ‖e
〈1
[−n,n]d
f,·〉‖L1(Γ;µβφzσ ) <∞. Using the monotone convergence theorem, we therefore
obtain e〈f,·〉 ∈ L1(Γ;µβφzσ ). 
Proof of Theorem 2.1. Part (i): We start with µβφzm ∈ G
βφ
zm. It follows from Lemma 3.1(iv) that
e−β〈ψ,·〉 is not µβφzm-a.s. equal to zero and integrable w.r.t. µ
βφ
zm and hence 0 < Ξψ <∞. The Ruelle
equation (R) as given in the appendix, putting µ = µβφzm and σ = m, implies that e
−β〈ψ,·〉µβφzm
fulfills (R) with σ = σβψ ; that can be seen by replacing F by Fe
−β〈ψ,·〉 in (R). Hence, we proved
that Ξ−1ψ e
−β〈ψ,·〉µβφzm is a (tempered) grand canonical Gibbs measure for φ with intensity measure
σβψ . Conversely, since Cβψ,σβψ = C−βψ,m < ∞, when starting with µ
βφ
zσβψ
∈ Gβφzσβψ , we obtain
eβ〈ψ,·〉 ∈ L1(Γ;µβφzσβψ ) by Lemma 3.1(iv). If ψ is finite Lebesgue-a.e., it follows that e
βψσβψ = m.
Using this and the Ruelle equation (R), we can show as above that the normalized eβ〈ψ,·〉µβφzσβψ is
in Gβφzm. The last assertion of Theorem 2.1(i) follows from the last assertion in Lemma 3.1(iv).
Part (ii): Let µβφzm ∈ G
βφ
zm be translation invariant. We first consider the case ψ = 0, but
for a more general class of F . As before we assume that F is of the form F = gF (〈f, ·〉), but
for gF we only require (in addition to smoothness) that gF and ∇gF are exponentially bounded
(i.e. bounded in absolute value by Cea|·| for some C <∞ and a ∈ R, where | · | is Euclidean norm).
For such functions, v ∈ Rd, γ ∈ Γ and t ∈ [0, 1] it holds ddtF (γ+ tv) = v∇
Γ
γF (γ+ tv), and thus by
the mean value theorem
|F (γ + vt)− F (γ)| ≤ t sup
t′∈[0,1]
|v∇ΓγF (γ + t
′v)| ≤ tC˜ea˜〈1Λ,γ〉 (3)
for some C˜ < ∞ and a˜ ∈ R, both not depending on γ, and for some open bounded Λ ⊂ Rd
containing all points having distance less than |v| from the support of f . By Lemma 3.1(iv),
the right-hand side of (3) is in L1(Γ;µβφzm), hence by Lebesgue’s dominated convergence theorem∫
Γ
v∇ΓγF dµ
βφ
zm = limt→0
1
t
∫
Γ
F (· + vt) − F dµβφzm, and the latter is equal to 0 by the assumed
translation invariance of µβφzm. Thus (2) holds for ψ = 0. Replacing F by Fe
−β〈ψ,·〉, we obtain
directly (2) also for ψ ∈ C∞0 (R
d), using that µβφzσβψ =
1
Ξψ
e−β〈ψ,·〉µβφzm.
We derive the general result extending this by three approximation arguments. (From now on,
we restrict again to F as in the assertion.) First, let ψ ∈ H1,1(Rd) be bounded and compactly
supported. Using convolutions with a Dirac sequence, we obtain a sequence (ψn)n∈N ⊂ C∞0 (R
d)
having the following properties:
(a) ψn → ψ in H1,1(Rd) as n→∞.
(b) There exists 0 ≤ ψ0 ∈ L
1(Rd;m) ∩ L∞(Rd;m) such that |ψn| ≤ ψ0.
For later use we emphasize that we extend (2) to ψ using only (a), (b) and the fact that (2) holds for
all ψn. By dropping to a subsequence we may assume that ψn → ψ holds pointwise Lebesgue-a.e.
Lemma 3.1(ii) implies that 〈ψ0, ·〉 <∞ holds µβφzm-a.e. By (b), Lebesgue’s dominated convergence
theorem and Lemma 3.1(i) we conclude that 〈ψn, ·〉 → 〈ψ, ·〉 as n→∞ pointwise µβφzm-a.e. Using
Lebesgue’s theorem, (b) and integrability of |∇ΓγF |e
β〈ψ0,·〉 w.r.t. µβφzm (which follows e.g. using
Lemma 3.1(iv), since |∇ΓγF | can be estimated by C〈1Λ, ·〉 ≤ Ce
〈1Λ,·〉 for some C < ∞ and some
open bounded Λ ⊂ Rd) we thus find that for F ∈ FC∞b (C
∞
0 (R
d),Γ) it holds∫
Γ
∇ΓγF e
−β〈ψn,·〉 dµβφzm →
∫
Γ
∇ΓγF e
−β〈ψ,·〉 dµβφzm (4)
as n→∞, i.e. we have convergence of the left-hand side of (2). In order to prove convergence of
the right-hand side, we show that∫
Γ
|F 〈∇ψ −∇ψn, ·〉| e
−β〈ψ,·〉 dµβφzm → 0 (5)
and ∫
Γ
∣∣∣F 〈∇ψn, ·〉 (e−β〈ψ,·〉 − e−β〈ψn,·〉)∣∣∣ dµβφzm → 0 (6)
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as n → ∞. By (a) we have ∇ψn → ∇ψ in L1(Rd;m) = L1(Rd;σ−βψ0), hence Lemma 3.1(ii)
implies that the sequence (〈∇ψn, ·〉)n∈N converges to 〈∇ψ, ·〉 in L1(Γ;µβφzσ−βψ0 ). This implies (5),
since the left-hand side of (5) can be estimated by Ξ−ψ0‖F‖∞
∫
Γ |〈∇ψ − ∇ψn, ·〉|dµ
βφ
zσ−βψ0
. To
prove (6), we use that convergence of (〈∇ψn, ·〉)n∈N in L1(Γ;µβφzσ−βψ0 ) implies uniform integrability
of this sequence w.r.t. µβφzσ−βψ0
. For any a ∈ R we have
∫
Γ
∣∣∣F 〈∇ψn, ·〉 (e−β〈ψ,·〉 − e−β〈ψn,·〉)∣∣∣ dµβφzm
≤ 2Ξ−ψ0‖F‖∞
∫
|〈∇ψn,·〉|≥a
|〈∇ψn, ·〉| dµ
βφ
zσ−βψ0
+ a‖F‖∞
∫
Γ
∣∣∣e−β〈ψn,·〉 − e−β〈ψ,·〉∣∣∣ dµβφzm.
The first summand on the right-hand side can be made arbitrarily small uniformly in n by choosing
a large, the second converges to 0 as n → ∞ for any fixed a ∈ R. From this (6) follows. Hence,
(2) is verified for bounded, compactly supported ψ ∈ H1,1(Rd).
We now give the second approximation argument in order to treat the case when ψ ∈ H1,1(Rd)
is bounded, but not necessarily compactly supported: Choose a sequence (χn)n∈N ⊂ C∞0 (R
d)
such that 1[−n,n]d ≤ χn ≤ 1[−2n,2n]d and ‖∇χn‖∞ → 0 as n → ∞, and define ψn := χn ψ. By
the above considerations we know that (2) holds for all ψn, n ∈ N. In order to extend (2) to
ψ, we can apply precisely the same arguments as above, since (a) and (b) are again valid with
ψ0 = |ψ| ∈ L1(Rd;m) ∩ L∞(Rd;m).
The following (third) approximation argument extends (2) to general ψ as in the assertion:
Setting ψn := ψ ∧ n, n ∈ N, we again obtain an approximating sequence of functions fulfilling
(2). In order to prove (4) we use the following arguments which are a slight modification of the
above ones: Since for any n ∈ N it holds ψ−n = ψ
− we have 〈ψ−n , ·〉 = 〈ψ
−, ·〉, and this is finite
µβφzm-a.s. by Lemma 3.1(ii). Moreover, it holds 〈ψ
+
n , γ〉 → 〈ψ
+, γ〉 ∈ [0,∞] as n → ∞ for any
γ ∈ Γ by the monotone convergence theorem. Thus we obtain 〈ψn, ·〉 → 〈ψ, ·〉 as n→∞ pointwise
µβφzm-a.s. Since |∇
Γ
γF |e
−β〈ψn,·〉 ≤ |∇ΓγF |e
β〈ψ−,·〉 ∈ L1(Γ;µβφzm), (4) follows by Lebesgue’s dominated
convergence theorem. Moreover, since∫
Γ
|F 〈∇ψ −∇ψn, ·〉| e
−β〈ψ,·〉 dµβφzm ≤ Ξψ · ‖F‖∞‖〈∇ψ −∇ψn, ·〉‖L1(Γ;µβφzσβψ )
,
by Lemma 3.1(ii) and the fact that ‖∇ψn −∇ψ‖L1(Rd;σβψ) =
∫
Rd
(1(n,∞) ◦ ψ)|∇ψ|e
−βψ dx→ 0 as
n → ∞, we obtain (5). In order to show (6) we define the measure B(Rd × Γ) ∋ A 7→ µ∗(A) :=∫
Γ
∑
x∈γ 1A(x, γ) dµ
βφ
zm(γ) on the Borel σ-field B(R
d × Γ) of Rd × Γ. It holds∫
Γ
∣∣∣F 〈∇ψn, ·〉(e−β〈ψ,·〉 − e−β〈ψn,·〉)∣∣∣ dµβφzm ≤ ‖F‖∞
∫
Rd×Γ
Θn(x, γ) dµ∗(x, γ),
where Θn(x, γ) := |∇ψn(x)|
∣∣e−β〈ψ,γ〉 − e−β〈ψn,γ〉∣∣ for (x, γ) ∈ Rd × Γ such that 〈ψ−, γ〉 < ∞.
Note that Θn is µ∗-a.e. defined. We have to prove convergence of Θn to 0 in L
1(Rd × Γ;µ∗) as
n→∞. To this end, we first note that for any n ∈ N, γ ∈ Γ (s.t. 〈ψ−, γ〉 <∞) and x ∈ γ it holds
Θn(x, γ) = 1(−∞,n](ψ(x))|∇ψ(x)|
∣∣∣e−β〈ψ,γ〉 − e−β〈ψn,γ〉∣∣∣
= 1(−∞,n](ψ(x))|∇ψ(x)|e
−βψ(x)
∣∣∣e−β〈ψ,γ\{x}〉 − e−β〈ψn,γ\{x}〉∣∣∣
The right-hand side converges to 0 as n → ∞. This shows that the sequence (Θn)n∈N converges
pointwise to 0 µ∗-a.e. In order to obtain convergence to 0 in L
1(Rd × Γ;µ∗) from Lebesgue’s
dominated convergence theorem, we note that for γ ∈ Γ (s.t. 〈ψ−, γ〉 < ∞) and x ∈ γ the above
equality implies
Θn(x, γ) ≤ |∇ψ(x)|e
−βψ(x)eβ〈ψ
−,γ\{x}〉
= |∇ψ(x)|e−βψ
+(x)eβ〈ψ
−,γ〉 =: Θ0(x, γ)
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and ∫
Rd×Γ
Θ0 dµ∗ =
∫
Γ
〈|∇ψ|e−βψ
+
, ·〉e〈βψ
−,·〉 dµβφzm = Ξ−ψ−
∫
Γ
〈|∇ψ|e−βψ
+
, ·〉 dµβφzσ−βψ−
≤ ξσ−βψ−Ξ−ψ−
∫
Rd
|∇ψ|e−βψ
+
eβψ
−
dm
by Lemma 3.1(ii), and the right-hand side is finite by assumption.

We now turn to the proof of Theorem 2.3. A first step to the proof is contained in the following
lemma.
Lemma 3.2. Let φ, ψ be as in Theorem 2.3. Let µβφzm, µ
βφ
zσβψ
be as in Theorem 2.1(i) and assume
that (2) holds. Let ϕ : Rd → R be weakly differentiable and such that ϕ ≤ ψ, ϕ− ∈ L1(Rd;m),
∇ϕ ∈ L1(Rd;m) and supy∈A ϕ(y) <∞ for a neighborhood A of 0. Then∫
Γ
∇ΓγF · e
β〈ϕ,·〉dµβφβσβψ = β
∫
Γ
〈∇ψ −∇ϕ, ·〉eβ〈ϕ,·〉dµβφβσβψ . (7)
Proof. Observe that for any K ∈ N it holds ϕ ∧ K ∈ H1,1(Rd). Choose a sequence (ϕn)n∈N ⊂
C∞0 (R
d) such that ϕn → ϕ ∧K and ∇ϕn → ∇(ϕ ∧K) in L1(Rd). We apply (2) to obtain∫
Γ
∇ΓγF ·h(〈ϕn, ·〉)) dµ
βφ
zσβψ
= −
∫
Γ
F ·h′(〈ϕn, ·〉))〈∇ϕn, ·〉 dµ
βφ
zσβψ
+β
∫
Γ
F ·h(〈ϕn, ·〉))〈∇ψ, ·〉 dµ
βφ
zσβψ
for h ∈ C∞b (R) and consider the limit as n→∞. We have 〈ϕn, ·〉 → 〈ϕ ∧K, ·〉 in L
1(Γ;µβφzσβψ ) by
Lemma 3.1(ii), and dropping to a subsequence we may w.l.o.g. assume that this holds also pointwise
µβφzσβψ -a.s. Thus h(〈ϕn, ·〉)→ h(〈ϕ∧K, ·〉) and h
′(〈ϕn, ·〉)→ h′(〈ϕ∧K, ·〉) pointwise µβφzσβψ -a.s. and
by Lebesgue’s theorem also in weak-∗ sense in L∞(Γ;µβφzσβψ ). Together with the convergence
〈∇ϕn, ·〉 → 〈∇(ϕ ∧K), ·〉 in L1(Γ;µβφzσβψ ) and integrability of ∇γF and 〈∇ψ, ·〉 w.r.t. µ
βφ
zσβψ , we
obtain∫
Γ
∇ΓγF · h(〈ϕ ∧K, ·〉)) dµ
βφ
zσβψ
=
−
∫
Γ
F · h′(〈ϕ ∧K, ·〉))〈∇(ϕ ∧K), ·〉 dµβφzσβψ + β
∫
Γ
F · h(〈ϕ ∧K, ·〉))〈∇ψ, ·〉 dµβφzσβψ
for any h ∈ C∞b (R). Letting K →∞ and using similar arguments we obtain∫
Γ
∇ΓγF ·h(〈ϕ, ·〉)) dµ
βφ
zσβψ = −
∫
Γ
F ·h′(〈ϕ, ·〉))〈∇ϕ, ·〉 dµβφzσβψ+β
∫
Γ
F ·h(〈ϕ, ·〉))〈∇ψ, ·〉 dµβφzσβψ (8)
for h ∈ C∞b (R). Now choose a sequence (hk)k∈N ⊂ C
∞
b (R) such that 0 ≤ hk ↑ e
β· and 0 ≤ h′k ↑ βe
β·
as k →∞. Taking h = hk in (8) and letting k→∞, we obtain (7) from the monotone convergence
theorem (when considering the positive and negative parts of all components of the integrands
in (8) separately). For doing so, we only need to verify that ∇ΓγFe
〈βϕ,·〉, Fe〈βϕ,·〉〈∇ϕ, ·〉 and
Fe〈βϕ,·〉〈∇ψ, ·〉 are µβφzσβψ -integrable. For the first two expressions this is clear by Lemma 3.1(ii)
and since ϕ ≤ ψ and ∇ϕ ∈ L1(Rd;m). For the last one, we compute using Lemma 3.1(ii) and the
assumptions on ϕ and ψ∫
Γ
∣∣Fe〈βϕ,·〉〈∇ψ, ·〉∣∣dµβφzσβψ
≤
Ξψ−ϕ
Ξψ
‖F‖∞
∫
Γ
〈|∇ψ|, ·〉dµβφzσβ(ψ−ϕ) ≤ ξσβ(φ−ψ)
Ξψ−ϕ
Ξψ
‖F‖∞
∫
Rd
|∇ψ|eβ(ϕ−ψ) dx
≤ ξσβ(φ−ψ)
Ξψ−ϕ
Ξψ
‖F‖∞
(∫
Rd\A
|∇ψ| dx+ eβ supy∈A ϕ(y)
∫
A
|∇ψ|e−βψ dx
)
<∞.
This completes the proof of the lemma. 
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Remark 3.3. Some comments should be given on the question why Theorem 2.3 is not shown in
the generality of Theorem 2.1(ii). After deriving (7) one might try an approximation ϕn := ψ ∧n
in order to extend that equation to ϕ = ψ, which coincides then with (2). However this seems to
lead to the necessity of proving that∫
Rd
|∇eβψ∧n−βψ| dx =
∫
Rd
1{ψ≥n}|∇ψ|e
βn−βψ dx→ 0,
which is wrong in general if ψ is not weakly differentiable. (In contrast, for the third approximation
in the proof of Theorem 2.1(ii) we only needed
∫
Rd
1{ψ≥n}|∇ψ|e
−βψ dx → 0.) We avoid this
problem by confining ourselves to treating the case where ψ is weakly differentiable except on a
very small set.
Proof of Theorem 2.3. Necessity is stated in Theorem 2.1(ii). We prove sufficiency: Let F ∈
FC∞b (C
∞
0 (R
d),Γ) and let v ∈ Rd. We need to show
∫
Γ
F (γ + v) − F (γ) dµβφzm = 0. For ε > 0
let Uε consist of those points of R
d which have distance less than ε from the line {sv | s ∈ [0, 1]}
and choose a function χε ∈ C∞(Rd) such that χε = 1 on Uε and χε = 0 on Rd \ U2ε. Let
g : R → [0, 1] be a smooth function fulfilling g(0) = 1 and g(s) = 0 for all s ∈ [1,∞). Choose a
smooth function hε : R
d → [0, 1] such that hε = 1 outside Bε(0) and hε = 0 in Bε/2(0). Define
ϕε := ψhε+(1− hε) infy∈Rd ψ(y). Then ϕε fulfills the conditions of Lemma 3.2 and we obtain for
all s ∈ [0, 1]∫
Γ
∇Γγ (Fg(〈χε, ·〉))(γ + sv)e
β〈ϕε−ψ,γ〉dµβψzm(γ)
= β
∫
Γ
F (γ + sv) g(〈χε, γ + sv〉)〈∇ψ −∇ϕε, γ〉e
β〈ϕε−ψ,γ〉 dµβφzm(γ). (9)
The choice of χε and g implies that for any γ ∈ Γ fulfilling γ∩Bε(0) 6= ∅ it holds F (γ+sv)g(〈χε, γ+
sv〉) = 0 and ∇Γγ (Fg(〈χε, ·〉)(γ + sv) = 0, so the integrands in the above equation can only be
nonzero for γ ∈ Γ fulfilling γ ∩ Bε(0) = ∅. Since for all such γ we have ϕε(x) = ψ(x) and
∇ϕε(x) = ∇ψ(x) for all x ∈ γ, it follows∫
Γ
∇Γγ (Fg(〈χε, ·〉))(γ + sv)dµ
βφ
zm(γ) = 0.
Since dds (F (γ + sv)g(〈χε, γ+ sv〉)) = v∇
Γ
γ (Fg(〈χε, ·〉))(γ + sv) for γ ∈ Γ, s ∈ [0, 1], it follows from
the fundamental theorem of calculus that∫
Γ
F (γ + v)g(〈χε, γ + v〉)dµ
βφ
zm(γ) =
∫
Γ
F (γ)g(〈χε, γ)〉dµ
βφ
zm(γ).
Letting ε → 0, we obtain χε → 0 Lebesgue-a.e.; here we use that d ≥ 2. Hence by Lebesgue’s
theorem and Lemma 3.1(i) it follows∫
Γ
F (γ + v) dµβφzm(γ) =
∫
Γ
F (γ) dµβφzm(γ),
which is what we needed to show. 
Appendix
Let us recall the definitions of superstability and lower regularity of a potential and some
definitions from Gibbs measure theory. We call a function φ : Rd → R ∪ {∞} a potential, if it
is measurable and even (i.e. φ(x) = φ(−x) for all x ∈ Rd). φ said to be superstable, if there are
a > 0 and b ≥ 0 such that for any finite configuration γ it holds∑
{x,x′}∈γ
φ(x− x′) ≥ a
∑
r∈Zd
♯(γ ∩Qr)
2 − b♯γ,
where Qr := {(x1, · · · , xd) ∈ Rd | ri − 1/2 < xi ≤ ri + 1/2, 1 ≤ i ≤ d} for r = (r1, · · · , rd) ∈ Zd,
and ♯M denotes the cardinality of a set M . It is called stable, if the above estimate holds with
a = 0. φ is called lower regular, if there exists a decreasing function θ : [0,∞)→ [0,∞) such that
AN INTEGRATION BY PARTS FORMULA 9
∫∞
0 r
d−1θ(r) dr <∞ and φ(x) ≥ −θ(|x|), x ∈ Rd. These conditions are fulfilled by a wide class of
potentials including those of Lennard-Jones type.
By Γ0 we denote the set of finite elements of Γ, and equip it with the trace σ-field B0 of B
corresponding to the inclusion Γ0 ⊂ Γ. If Λ ⊂ Rd is measurable, we set ΓΛ := {γ ∈ Γ | γ ⊂ Λ}.
It can be considered as a subset of Γ or, if Λ is relatively compact, as a subset of Γ0. Given a
σ-finite measure σ on Rd and an activity parameter z > 0, one defines on Γ0 the Lebesgue-Poisson
measure λzσ by
λzσ(A) :=
∞∑
n=0
zn
n!
∫
(Rd)n
1A({x1, · · · , xn})dσ(x1) · · · dσ(xn), A ∈ B0.
A measure µ on (Γ,B) is said to be tempered if it is supported on the set⋃
N∈N
{
γ ∈ Γ
∣∣∣∣ ∑
r∈[l]
♯(γ ∩Qr)
2 ≤ N2(2l + 1)d for all l ∈ N
}
,
where [l] := Zd ∩ [−l, l]d. Let φ be a stable potential, β > 0 and z > 0. If a tempered measure µ
on (Γ,B) fulfills the following condition (the Ruelle equation):
(R) For any nonnegative B-measurable F : Γ → R and all measurable relatively compact
Λ ⊂ Rd it holds∫
Γ
F dµ =
∫
Γ
Rd\Λ
∫
ΓΛ
F (γ ∪ η)e−β
∑
x∈η,y∈γ φ(x−y)−β
∑
{x,x′}⊂η φ(x−x
′) dλzσ(η)dµ(γ),
then it is said to be a tempered grand canonical Gibbs measure for φ with intensity measure σ,
inverse temperature β and activity z.
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