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1. INTRODUCTION 
In [I] Borg discussed the following type of inverse Sturm-Liouville 
Problem. Consider the operator 
Lu = -d + qu, 
where q satisfies suitable regularity conditions, subject to the boundary 
conditions 
u(O) cos a + u’(0) sin 111 = 0, 
u( 1) cos @ + u’( 1) sin t!? = 0. 
The resultant operator has a discrete spectrum, say {hi). If in the second 
boundary condition /3 is replaced by y, where sir@ - y) # 0, a different 
operator results with spectrum (hi’}. Borg showed that these two spectra 
uniquely determine q(x), almost everywhere. Levinson [4] reproved these 
results by a considerably shorter and simpler technique. Another variant 
of this technique can be found in Hochstadt [2]. In addition, Borg also 
showed that if sin 01 sin p # 0 a full knowledge of both spectra was not 
needed to determine q(x). In fact the lowest eigenvalue of one of the two 
spectra could be omitted without affecting the conclusions. 
The above results were derived by still another technique, that is related to 
Levinson’s, by Hochstadt [3]. Another question settled in [3] is the following: 
Suppose one spectrum is completely known and all but a finite number of 
eigenvalues of the second spectrum are known. In this case q will not be 
uniquely determined. But one may well ask to what extent q is then deter- 
mined. In [3] an explicit expression for the difference of two such q’s is 
derived, where these two q’s correspond to two such problems with the same 
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partial spectral data. In particular, if only one of the lowest eigenvalues is not 
given and sin (Y sin /3 # 0, it follows that the two 4’s coincide, agreeing with 
Borg’s result. 
In all these publications the operator in question is in the Liouville normal 
form. The purpose of this article is to discuss these problems for operators in 
the more general form 
Lu = -(l/r)[(pu’)’ - 428-J 
The conditions on I’, p, q will be stated later. One cannot hope to show that 
two full spectra are enough to determine r, p and 9. It is easy to construct 
counter-examples. For example, consider 
(pi) + (hr - q)u = 0. 
Suppose that corresponding to the boundary conditions ~(0) = zc(l j = 0, we 
have the spectrum (Ai} and if u(0) L= u’(1) = 0 we have the spectrum (A~~. 
We now apply the Liouville transformation to reduce the above to the 
Liouville normal form. Let 
5 = /--’ (r/p)ll” dt, h3 = Pm P = (rPj1’4, 
so that 
-If + [h - (+ +; g + $ g (+)‘)I ?j = 0. 
The boundary conditions u(0) = u(1) = 0 are transformed into ~(0) = 
~(1) = 0 if E(1) = 1, and we again have the spectrum (A,). If p’(l) = 0, the 
boundary conditions u(0) = u’(1) = 0 are transformed into ~(0) = q’(1) = 0 
and we have the spectrum (hi’}. We see therefore that we have two different 
operators with two identical spectra. Therefore the uniqueness theorems 
discussed in [l-4] cannot be extended to the more general type of second- 
order operator. It will be shown, however, that under certain conditions 
uniqueness theorems, modulo a Liouville transformation, can be produced. 
2. STATEMENT OF RESULTS 
We shall be concerned with operators of the form 
Lu = -(l/r)[(pu’)’ - 4211. (0 
The functions r andp are taken as positive and continuous on [0, 11. Further- 
more, they are assumed to have absolutely continuous first derivatives with 
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measurable second derivatives and q is assumed to be measurable on [0, l] as 
well. If we attach boundary conditions to L, such as 
u(0) cos 01 $- u’(O) sin a = 0 
u( 1) cos p + zl’( 1) sin /3 = 0. (2) 
we obt‘ain a regular selfadjoint differential operator acting on a suitable 
dense domain in the Hilbert space L,[O, 11, where we use the inner product 
(f, g) = si rfg dt. It is well known that this operator has a discrete spectrum, 
that all eigenvalues are simple and that the eigenfunctions form a complete 
orthogonal system in L,[O, I]. We shall describe such an operator by the 
short-hand notation (L; 01, /3). We shall also consider the operator 
EZJ = -(l/F)[(p”z4’)’ - @J, (3) 
where F, 6, 4” satisfy the same conditions as r, p, p. Without loss of generality 
we can assume that r(O) = p(0) = r”(0) = d(O) = 1. This can be accomplished 
by multiplying L by a suitable scalar and also by redefining X. In the case for 
(3) we use as our inner product (f, g) = Ji @dt. 
THEOREM 1. Suppose that the problem (L; a, 8) has the spectrum (Ai> and 
the problem (E; 01, p) has the spectrum (xi}. We assume that for all but a jnite 
number of index values Ai = xi . Denote by A the injnite iru&x set for which 
Ai = Xi , and by A, theJinite set where Xi # Xi . 
Furthermore we suppose that (L; 01, y) and (z; a, y), where sin@ - y) # 0 
have both the spectrum (A,‘}. If r/r” = p/j5 = 9 and r(1) = 1 then, almost 
everydm-e, we have 
where jjn and w, are suitable solutions of 
(SYn’)’ + (b2~ - am = 0, 
(P%?’ + @Tar - e% = 0. 
We note from (4) that if both spectra coincide fully 
q = q3 - T( $7’) 
and in particular ifp = 5 and r = r” then 7 = 1 so that (5) reduces to 
4 6 = 
(5) 
(6) 
STURM-LIOWILLE OPERATORS 223 
Forp=j=r=rth e above agrees with the results found in [I-G]. 
Equation (5) shows the relationship between 4 and 4 if t is derived from L via 
the Liouville transformation under the constraint YjY” = p@. We see, there- 
fore, that if full spectral information is given we obtain a uniqueness result 
modulo a Liouville transformation as shown in (5). 
THEOREM 2. Suppose that T, p, q, ?, 8, @ all satisfy a symmetry condition 
of the form 
f(1 -- X) =f(x>. 
Furthermore, suppose that (E; a, -a) has the spectrum (Xi) and (e; M, -CX) the 
spectrum {xi) zcith X, = xi , i E A and hi f xi , i E A, i where, as bejore, A, is a 
finite index set, and A is an injkite indes set. If r/Y” = p/j5 = 9 the resultant 
equation (4) of Theorem 1 holds agak 
73mmm 3. Under the assumptions of Theorem 1, with sin CL sin ,8 + 0, 
a%d also ~‘(0) = ~‘(1) = 0, where ? = Y/F, if A, = (0) [i.e., (hi) anli (xi] 
coincide exceptfor i = 0), Eq. (5) hokds. 
THEOREM 4. Under the assumptions of Theorem 2, .with sin 01 + 0, and also 
-r’(O) == 0, ay A, = (01, Eq. (5) holds. 
3. PROOFS OF THE THEOREMS 
Proof of Theorem I. The operator L defined in (1 j acts on the Hiibert 
space L,s which consists of those functions for which ji r j f ja dx < 0~1. Let 
(wJ denote the eigenfunctions associated with the problem (L; 01, /I), and 
similarly tz?&} are the eigenfunctions associated with (L; CX, 13). We now de&e 
two subspaces by 
H = [f EL,.‘2 j (f, 2~) = 0, is A,], m 
A=~fzLr2~(f,z&) =O,iEAJ. Pi 
By hypothesis the spectra of the two operators L and 21 restricted to H and 
I? respectively coincide. 
We can now define a mapping T: H -+- i? by 
Tzo, - ~‘5~ , 7ZEA. (9) 
Consider f E H and expand it in terms of the orthogonal set (zu~} so that 
f = Cf&% > f, = (f, Q/l; W, I?. ilO) 
A 
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If X is any element in the complex plane, and different from all eigenvalues, 
the operator (A - L)-l exists as a bounded, and in fact compact, operator so 
that 
(A - L)-lf = ~fnwn/(h - A,). 
A 
(11) 
To the above we can apply T so that 
T(X - L)-lf = ~j$$J(X - A,). (12) 
A 
It will shortly be shown that T is a bounded mapping so that the above 
operation is legitimate. 
Similarly we find that 
(A -e)-l Tf = ~fmz&j(X - b), 
A 
(13) 
since for n E A the eigenvalues of L and E coincide. From (12) and (13) we 
obtain the operator identity 
T(h - L)-l = (A - .t?)-lT. (14) 
The proof of the theorem will be accomplished by discovering the explicit 
form of T and then to use (14) to obtain the relationship between L and E. 
In deriving (14) only one spectrum has been used, namely that associated 
with (L; 01, p). To construct T the spectrum of (L; 01, y) will have to be used 
also. 
Let w be defined as a solution of 
(PW’)’ + (b - Pb = 0, 
w(O) = sin iy, w’(0) = -cos a, 
(15) 
and similarly .zZ can be defined by replacing r, p, q in (15) by 7, j, 4”. We can 
define a second solution in terms of initial conditions at IL* = 1 by 
(pd)’ + (AY - p)v = 0, 
v(l) = -sin/3, a’(l) = cos s, 
(16) 
and similarly 5 can be defined. The eigenvalues of (L; a, /I) are the zeros of 
the transcendental function 
w(h) = w(1) cos p + w’(1) sin j?, 
and similarly the eigenvalues of (L; 01, y) are the zeros of 
v(A) = w(1) cos y f- w’(1) sin y. 
(17) 
(18) 
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By the results of the appenadix, both w(h) and V(A) are entire functions of X 
of order +. Such functions are fully determined by their zeros to within a 
multiplicative constant. The eigenvalues of the problems we are dealing 
with are simple so that all zeros of W(X) and v(h) are also simple. The asymptotic 
results show that for large positive X we have 
w(X) = -sin 01 sin /3 -$$) y’X sin dX t(1) + O(1) if sin ci sin /3 f 0 (19) 
= sin 01 cos v’X 5( 1) 
if 
P(l) 
+O($ 
sin o! + 0, sin j? = 0 (20~ 
= - $f sin p cos d/h e(l) + 0 (-j==) if sin c1 = 0, sinp f 0 (21) 
__ sin 4 E(1) I o _L 
-p($x- ’ ( ) 
if 
h 
sin 01 = sin p = 0, 
and similar expressions for V(A). Since v(h) and C(A) have the same zeros by 
hypothesis and the same asymptotic form v(h) E V(h). The latter is a con- 
sequence of the fact that ~(1) = 1. By hypothesis w(X)jG[A) is a rational 
function. 
From the preceding formulas we can calculate asymptotic eigenvalues and 
eigenfunctions, For sin 01 sin /I # 0 we obtain 
(23) 
(24) 
so that 
11 20, !j2 = 1’ rw,* dx = $ sin2 fez + 0(1/n). (25) 
0 
Since, by hypothesis r/p = ?/$J we find that 
I/7& [I2 = 4 sin2 c&(l) + 0(1/n) 
so that 
(26) 
(27) 
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thereby confirming that T is bounded. For future reference we note the 
following. Using (17) and (18) evaluated at A, we obtain 
w,( 1) co8 p + zUn’( 1) sin /I = LU(&) = 0, 
w,(l) cos y + zun’(l) sin y = v(h,), 
so that 
%(l) = 
sin @(A,) cos PVO,) 
sin@ - r) ’ w,‘(1) = - sin(B _ y) . 
Since v(X) = V(h) me observe that 
%(l> = %(l>, wnylj = q(l), nfzfl. (28) 
Now at an eigenvalue w and v as’ defined in (15) and (16) become linearly 
dependent so that 
z&(x) = k,w,(x), (29) 
and similarly 
E,(x) = &i&(x). (30) 
Use of (28) in (29) and (30) coupled with the initial conditions for z: and w 
shows that 
k, = in. (31) 
Equation (31) will turn out to be vital in the sequel and the spectrum of 
(L; pi, 7) is used only in this step. Having established (31) we need not refer to 
(L; 01, r) again. 
The Green’s function associated with the problem (L; 01, /3) can be charac- 
terized by the relationship 
0 - L) IO1 T(Y) G&r, y)f( Y) dr = fG4 
and a standard computation shows that 
(32) 
(33) 
where ‘w and v satisfy (17) and (18) respectively and 
X < = min(r, y), s> = max(x, y). 
Using the asymptotic results we see that G(x, y) as a function of h satisfies 
G(x, y) = 0 1 exp(--?7 bf($- ‘(‘)‘) 1, q = 1 Im & (, (34) 
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provided X is bounded away from the poles of G(x, y). The latter are, of 
course, the eigenvalues of (L; 01, /I). The Mittag-LeHer expansion of G(x, y) 
is now given by 
For f E W (see (7)) we now find 
(A - Wf = sd’ Y(Y) %Y)~(Y) dy 
A comparison with (10) and (11) shows that 
We now assert that 
To prove this we use (29)-(32) and (10) to obtain 
c k&44 t Y(Y) w,rb’)f(~) 4 
A P(l) ~‘(&a)(~ - &J 
A comparison with (12) finally shows the validity of (38). 
Recalling the operator identity (14) we see that (38) is in the domain of 
h - J?. Then the right side of (38) is not only continuous, but differentiable. 
Its derivative must also be absolutely continuous. We now consider the 
function 
Equation (40) can be expanded in a M&tag-Leffler expansion so that 
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In this step it is necessary to note that the integrand of g(x) satisfies the same 
asymptotic formula as G(x, y), as given in (34). The second summation on the 
right of (41) is in fact (h - e)-lT$ In the first term C%(x) represents C(X) 
evaluated at An , where n E fl, . In this case zi;E(x) is not an eigenfunction of 
(x; a, /3) but simply a suitable solution of ( j%‘) + (A,? - q)z& = 0. Similarly 
Z.,(x) is Z?)(X) evaluated at Ala . Equation (38) can now be rewritten as 
(A - E)-l Tf 
= g(x) - c zzn(4 K r(Y) %(Y>f(Y> dY + %W c T(Y) %(Y)f(Y) dY 
do P(l) w’&)(~ - bz) (42; 
A differentiation of the right side of (42) leads to 
_ c cz’(~) KY Y(Y) %(Y)f(Y) dY + %‘(4 s: r(Y) %(Y)f(Y) dY 
4 P(l) w’(U~ - &L) I 
+I 
Y(X)(c@) w(x) - c(x) n(x)) 
P(l) 49 
_ c %wn(4 %(4 - %:,(4 %W f@) 
P(l) 4?2w - hz) I * I’0 
(43) 
The term in the second braces of (43) can be shown to vanish identically, 
by expanding it in a Mittag-Leffler expansion and noting that each residue 
vanishes. Finally one can take the second derivative of (42) and thus apply 
h -z to (42). Then 
Tf = 
I 
P(x) p(x)(qx) w(x) - zqx) z(x)) 
w P(l) 44 
The operator T must be independent of h. To deduce the value of the term 
in the braces of (44) we let h + co and use the asymptotic formulas. Then 
Tf = +> f (4 
where T(X) = +m. 
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The above can be simplified if we recall that 
v, = kw, , 
f 
1 
T(Y) Z%(Y>f(Y) dY = 0, nE&l, 
0 
and let 
(46) 
Finally we have 
Tf = T(x) f (9) - 4 ~yn(~) 1% y(y) w,(y)f(y) 4~. (47) 
*cl 0 
From (14) we see that if f(x) E H and is also in the domain of L then 
ETf = TLf. (48) 
A comparison of the two sides of (48) if (47) is inserted in (48) then shows that 
q = gT2 - T( $7’)’ + $YT I( Tnwn)’ + $( @)‘T c Tnw, . (49) 
4 “0 
If no is empty we find that 
q = qi-2 - T(pT’)‘, (50) 
and one can easily check that one equation can be transformed into the other 
by means of a Liouville transformation. This completes the proof of 
Theorem 1. 
Proof of Theorem 2. Most of the steps in the preceding proof can he 
duplicated with some modifications. Let zu(x) and a(x) be defined as in (15) 
and (16) with p = ---a. From the symmetry conditions imposed on the 
coefficients in L and z we see that 
Then 
S(1 - x) = W(X). W> 
v,(x) = k,zu,(x) = zo,(l - x), 
and it fohows from the boundary conditions that k, = &l. Equation (37) 
shows that 
k, = sgn w’(X,), (52) 
and for n E n sgn S(X,) = sgn w’(h,) so that k, = & as in (31). In Theorem 1 
this result depended on a knowledge of the second spectrum. As a con- 
sequence of the symmetry conditions we obtain it without a second spectrum. 
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Now the proof proceeds as before and (49) is again obtained, thus proving 
Theorem 2. 
Proof of Theorem 3. Let Tf =f”in (47) so that 
f = Tf - hw 6 w %(Y)f(Y) dY. (53) 
Iff belongs to the domain ofL so thatf” belongs to the domain of& they will 
have to satisfy the boundary conditions (2) so that 
j(0) cos a +J’(O) sin 01 = - Y&(O) r(O) w,(O)f(O) sin a: = 0, 
f(1) cos/3 +f”‘(l) sin/? = - &j&(l) r(l) w,(l)f(l) sinj3 = 0. 
(54) 
In the above step we used the fact that T’(O) = r’( 1) = 0. If sin a sin j3 # 0 
none of w,,(O), w,(l),f(O),f(l) will vanish in general so that 
%(O) = j&(l) = 0. 
We recall, using (46), that 
2 
3oc-4 = $(I) (qh,) (Coo(4 - mono), 
from which we deduce that 
2 
Jow = p(l) wy,o) hYo> + A0 cos 4, 
2 
PO’(l) = p(l) w’(xo) (cos P - Jb%Y1))~ 
The Wronskian of i&, and Z,, is given by 
~(zio,o’ - z&‘sq = p”(O)(--zz,(O) cos a - i&‘(O) sin CL) 
= j( l)( -sin /3.S,‘( 1) - cos j%s( 1)). 
By combining (56), (57) and (58) we find that 
Yaw 7- = -J( 1) sin fi 
Yo (1) k, j(0) sin 01 * 
Finally, by use of (19) and (37), we see that 
sgn k, = sgn w’(h) = -sgn(sin 01 sin p), 
so that 
AlwmlY~) > 0. 
(55) 
(56) 
(57) 
(58) 
(59) 
(60) 
(61) 
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Equations (55) and (61) tell us that j,, must vanish at least twice in [O, 1). But 
the eigenftmction associated with X, vanishes once in [0, 1). Now h, < x1 = A1 
and j& satisfies 
($Yo’)’ + (A$ - 4) y. = 0. 
From the standard oscillation theorem we know that j$, cannot therefore 
vanish more than once in [0, 1) unless it vanishes identically. Thus Tf = of 
and 
q = qT2 - T( jh’)‘, 
thus proving Theorem 3. 
Proof of Theorem 4. The proof is identical to the one of Theorem 3 with 
p = --a 
APPENDIX 
A variety of asymptotic estimates have been used in earlier sections of this 
article. This appendix will be devoted to the development of these results. 
THEOREM A. I. Consider the differential equation 
(pu’)’ + (hr - q)u = 0. 
and the two solutions u 1 , u, dejked b-v the initial conditions 
Ul(0) = 1, %‘(O) = 0, 
2$(O) = 0, u2’(0) = 1. 
We assume that p and r are positive on the interval [0, l], &at tlreq’ and their 
jkst derivatives are continuous on [0, l] and that furthermore p”, r”, and q are 
summable on the interval [0, 11. Without loss of ger.erality we can let p(O) = 
r(0) = 1. 
Let 17 = [ Im qt/x 1, p = (rp)ll” and f = St y’+ dx. Then we have for 
large 1 X \ 
(A.2) 
(A.4) 
(A.5) 
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Proof. First, we introduce the new dependent variables 
WI = P”, 
w2 = P(PU' + P'4 
p2 \/t/x ’ 
(A-6) 
and the vector W = (2). Use of the new independent variabIe e = G d* dt 
allows one to construct a first-order system for W that is equivalent to (A.l), 
dW 
- = \G A w + 5 MW. 
dE 
(A-7) 
q* __ 4 + P(PP'/P">' p 
P2 d Y * 
By the hypotheses imposed onp, q, r we see that q* is summable on [0, I]. 
The differential equation for W can now be recast as a Volterra integral 
equation. 
W = [exp(v’XAt)] MT0 + 5 1’ q*[exp fiA(t - t’)] MWdL (A.8) 
0 
where 
exp \,/hAt = (cos l/X 5)1 + (sin 1/X ()A. 
We now let W = e”W, where 7 = i Im fi 1, and obtain 
V = [exp(l/‘XA - q)t] W. 
+ -$ j’ q*[exp(v’AA - T&$ - <)I &IV d<. 
0 
(A-9) 
By the choice of 7 (N. B. the eigenvalues of A are &ti), we have 
II exp(dhA - rl)tIl < C, , 
for a suitable constant C, , independent of h and f. Equation (A.9) now yields 
the following inequality 
II VII G Cl II w,ll + &I6 I 4” I II VII a 
0 
from which, by Gronwall’s lemma, we find 
II VII < C, II W. It exp -j-$$-- j”’ i 4” I at. 
0 
(A.10) 
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(A.10) now shows that for large h, F = O(1) so that W = O(eTC). Insertion 
of the latter estimate in (A.8) shows that 
(A.11) 
To arrive at the final results (AZ!)-(A-5), we let 
which corresponds to u(0) = 1, u’(0) = 0. Insertion of the above in (A.ll) 
leads to (A.2) and (A.3). A similar computation leads to (A-4) and (A.5). 
THEOREM A.2. The solutions u1 and u2 of (A.l) defined in Theorem A.1 are 
entire functions of X of order 4. 
Proof. That u, and u, are entire functions of X is a standard result of 
differential equation theory. That the order is 4 is an immediate consequence 
of the estimates of Theorem A. 1. 
THEOREM A.3. For large positive h the estimates (A.2)-(A-5) of Theorem A.1 
can be replaced by 
(A.12) 
(A.13) 
(A.14) 
(A.15) 
Proof- Equation (A.8) can be rewritten in the form 
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for positive X. For 
1 
K3 = P’(0) i 1 % -T 
(A.16) yields (A.12) and (A.13). For 
(A.16) yields (A.14) and (A.15). 
THEOREM A.4. Consider the boundary value problem 
(pu’)’ + (AY - q)u = 0, (A.17) 
u(0) cos a + u’(O) sin a: = 0, (A.18) 
u(l) cos /I -+ u’(1) sin p = 0, (A. 19) 
with p, q, r as in Theorem A.l. The asymptotic form of the eigenvalues of the 
above problem are as follows. 
If sin 01 = sinp = 0, 
(A.20) 
Ifsinar=O,sin/3#0, 
(A.21) 
Ifsina!#O,sin/3=0, 
a== nit- + ?r/2 + (p’(0) + g s,(l) q* at - cot a!) 
t(l) nrr 
- + o (;). (A.22) 
Ifsinacsin/3 #O, 
(p.23) 
Proof, A solution satisfying (A.17) and (A. 18) is 
w = sin cm1 - cos olzc, . 
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The above is then substituted into (A.19) and the asymptotic results of 
Theorem A.3 are then inserted. The resultant equations readily yield 
(A.20)-(A.23). 
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