Abstract. In celebration of both a special 'big' π Day (3/14/15) and the 2015 centennial of the Mathematical Association of America, we review the illustrious history of the constant π in the pages of the American Mathematical Monthly.
INTRODUCTION.
Once in a century Pi Day is accurate not just to three digits, but to five. The year the MAA was founded (1915) was such a year, and so is the MAA's centennial year (2015) . To arrive at this auspicious conclusion, we consider the date to be given as month-day-two digit year. 1 This year Pi Day turns 26. For a more detailed discussion of Pi and its history, we refer to last year's article [46] . We do note that "I prefer pi" is a succinct palindrome. 2 In honour of this happy coincidence, we have gone back and selected roughly seventy five representative papers relating to Pi (the constant not the symbol) published in this journal since its inception in 1894 (which predates that of the MAA itself). Those 75 papers listed in three periods (before 1945, 1945-1989 , and 1990 on) form the core bibliography of this article. The first author and three undergraduate research students 3 ran a seminar in which they looked at the 75 papers. Here is what they discovered.
Common themes In each of the three periods one observes both the commonality of topics and the changing stye of presentation. We shall say more about this as we proceed.
• We see authors of varying notoriety. Many are top-tier research mathematicians whose names remain known. Others once famous are unknown. Articles come from small colleges, big ten universities, ivy league schools and everywhere else. In earlier days, articles came from people at big industrial labs, but nowadays, those labs no longer support research as they used to.
• These papers cover relatively few topics.
• Every few years a 'simple proof' of the irrationality of π is published. Such proofs can be found in [ 58, 26, 29, 31, 39, 52, 59, 62, 76] .
• Many proofs of ζ(2) := n≥1 1/n 2 = π 2 /6 appear, each trying to be a bit more slick or elementary than the last. Of course, whether you prefer your proofs concise and high tech, or more leisurely and lower tech, is a matter of taste and context. See [ 38, 58, 20, 28, 34, 42, 57, 68, 69] .
• Articles on mathematics outside the European tradition have appeared since the Monthly's earliest days. See the papers [3, 9, 11, 15] .
• In the past thirty years, computer algebra begins to enter the discussions -sometimes in a fundamental way. The remainder of this article. We begin with a very brief history of Pi, both mathematical and algorithmic, which can be followed in more detail in [80] and [46] . We then turn to our three periods, and make a very few extra comments about some of the articles. For the most part the title of each article is a pretty good abstract. We then make a few summatory remarks and list a handful of references from outside the MONTHLY, such as David Blattner's Joy of Pi [79] and Arndt and Haenel's Pi Unleashed [78] .
PI: A BRIEF HISTORY.
Pi is arguably the most resilient of mathematical objects. It has been studied seriously over many millennia and by every major culture, remaining as intensely examined today as in the Syracuse of Archimedes' time. Its role in popular culture was described in last year's Pi Day article [46] . We also recall the recent movies Life of Pi ((2012, PG) directed by Ang Lee) and Pi ((1998, R) directed by Darren Aronofsky) 4 . From both an analytic and computational viewpoint, it makes sense to begin with Archimedes. Around 250 BCE, Archimedes of Syracuse (287-212 BCE) is thought to have been the first (in Measurement of the Circle) to show that the "two possible Pi's" are the same. For a circle of radius r and diameter d, Area= π 1 r 2 while Perimeter = π 2 d, but that π 1 = π 2 is not obvious, and is often overlooked; see [55] . Archimedes' Method The first rigorous mathematical calculation of π was also due to Archimedes, who used a brilliant scheme based on doubling inscribed and circumscribed polygons,
and computing the perimeters to obtain the bounds 3 10 71 < π < 3 10 70 = . . . . 5 The case of 6-gons and 12-gons is shown in Figure 1 ; for n = 48 one already 'sees' near-circles. No computational mathematics approached this level of rigour again until the 19th century. Phillips in [41] or [80, pp. 15-19] calls Archimedes the 'first numerical analyst'.
Archimedes' scheme constitutes the first true algorithm for π, in that it can produce an arbitrarily accurate value for π. It also represents the birth of numerical and error analysis -all without positional notation or modern trigonometry. As discovered in the 19th century, this scheme can be stated as a simple, numerically stable, recursion, as follows [82] .
Archimedean Mean Iteration (Pfaff-Borchardt-Schwab). Set a 0 = 2 √ 3 and b 0 = 3, which are the values for circumscribed and inscribed 6-gons. If then a n and b n converge to π, with the error decreasing by a factor of four with each iteration. In this case the error is easy to estimate -look at a 2 n+1 − b 2 n+1 -and the limit is somewhat less accessible, but still reasonably easy to determine [82] .
Variations of Archimedes' geometrical scheme were the basis for all high-accuracy calculations of π over the next 1800 years -far after its 'best before' date. For example, in fifth century China, Tsu Chung-Chih used a variant of this method to obtain π correct to seven digits. A millennium later, al-Kāshī in Samarkand "who could calculate as eagles can fly" obtained 2π in sexadecimal: good to 16 decimal places (using 3 · 2 28 -gons). This is a personal favourite; reentering it in a computer centuries later and getting the predicted answer gives the authors horripilation ('goose-bumps').
Pi's centrality is emphasised by the many ways it turns up early in new subjects from irrationality theory to probability and harmonic analysis. For instance, Francois Viéta's (1540-1603) formula
and John Wallis' (1616-1703) infinite product [67, 74, 75 ]
are accounted among the first infinitary objects in mathematics. The latter leads to the Gamma function, Stirling's formula, and much more [64] including the first infinite continued fraction 6 for 2/π by Lord Brouncker (1620-1684), first President of the Royal Society of London:
Here we use the modern concise notation for a continued fraction.
Arctangents and Machin formulas With the development of calculus, it became possible to extend calculations of π dramatically as shown in Figure 4 . Almost all calculations between 1700 and 1980 reduce to exploiting the series for the arctangent (or another inverse trig function) and using identities to require computation only near the centre of the interval of convergence. Thus, one starts with
and arctan(1) = π/4. Substituting x = 1 proves the Gregory-Leibniz formula (1671-74) James Gregory (1638-75) was the greatest of a large Scottish mathematical family. The point x = 1, however, is on the boundary of the interval of convergence of the series. Justifying substitution requires a careful error estimate for the remainder or Lebesgue's monotone convergence theorem, but most introductory calculus texts ignore the issue. The arctan integral and series were known centuries earlier to the Kerala school, which was identified with Madhava (c. 1350 -c. 1425) of Sangamagrama near Kerala, India. Madhava may well have computed 13 digits of π.
To make (5) computationally feasible, we can use one of many formulas such as:
arctan (1) 
All of this, including the efficiency of different Machin formulas as they are now called, is lucidly described by the early and distinguished computational number theorist D.H. Lehmer [ 13] . See also [2, 5, 49] and [19] by Wrench, who in 1961 with Dan Shanks performed extended computer computation of π using these formulas; see Figure 5 .
In [ 13] Lehmer gives what he considered to be a best possible self-checking pair of arctan relations for computing π. The pair was:
arctan ( 
In [2] , Ballantine shows that this pair makes a good choice since the series for arctan(1/18) and arctan(1/57) have terms that differ by a constant factor of '0,' a decimal shift. This observation was implemented in both the 1961 and 1973 computations listed in Figure 4 .
Mathematical landmarks in the life of Pi. The irrationality of π was first shown by Lambert in 1761 using continued fractions [ 63] . This is a good idea since a number α has an eventually repeating non-terminating simple continued fraction if and only if α 2 is rational, as made rigorous in 1794 by Legendre. Legendre conjectured that π is non algebraic 7 , that is, that π is transcendental. Unfortunately all the pretty continued fractions for π are not simple [ 63, 70, 83] . In [ 63] Lange examines various proofs of
Mathematical Assoc. Legendre was validated when in 1882 Lindemann proved π transcendental. He did this by extending Hermite's 1873 proof of the transcendence of e. There followed a spate of simplifications by Weierstrass in 1885, Hilbert in 1893, and many others. Oswald Veblen's article [18] , written only ten years later, is a lucid description of the topic by one of the leaders of the early 20th century American mathematical community. 8 A 1939 proof of the transcendence of π by Ivan Niven [14] is reproduced exactly in Appendix A since it remains entirely appropriate for a class today.
We next reproduce our personal favorite MONTHLY proof of the irrationality of π. All such proofs eventually arrive at a putative integer that must lie strictly between zero and one.
Theorem 1 (Breusch [26] ). π is irrational.
Proof. Assume π = a/b with a and b integers. Then, with N = 2a, sin N = 0, cos N = 1, and cos(N/2) = ±1. If m is zero or a positive integer, then
where P m (x) and Q m (x) are polynomials in x with integral coefficients. (The proof follows by induction on m : A m+1 = xdA m /dx, and A 0 = sin x.) Thus A m (N ) is an integer for every positive integer m.
If t is any positive integer, then
Since all the b i are integers, B t (N ) must be an integer too. Break the sum for B t (N ) into the three pieces
, and
In the first sum, the numerator of each fraction is a product of t consecutive integers, therefore it is divisible by t!, and hence by (2k + 1)! since 2k + 1 ≤ t. Thus each term of the first sum is an integer. Each term of the second sum is zero. Thus the third sum must be an integer, for every positive integer t. This third sum is
American Mathematical = (−1)
Let S(t) stand for the sum in the parenthesis. Certainly
Thus the whole expression is absolutely less than
which is less than 1 for t > t 0 . Therefore S(t) = 0 for every integer t > t 0 . But this is impossible, because
A similar argument shows that the natural logarithm of a rational number must be irrational. From
would have to be an integer for every positive integer t, which leads to a contradiction. Irrationality measures, denoted µ(α), as described in [83] seem not to have seen much attention in the MONTHLY. The irrationality measure of a real number is the infimum over µ > 0 such that the inequality
has at most finitely many solutions in p ∈ Z and q ∈ N . Currently, the best irrationality measure known for π is 7.6063. For π 2 it is 5.095412, and for log 2 it is 3.57455391. For every rational number the irrationality measure is 1 and the Thue-Siegel-Roth theorem states that if α is a real algebraic irrational then µ(α) = 2. Indeed, almost all real numbers have an irrationality measure of 2 and transcendental numbers have irrationality measure 2 or greater. For example, the transcendental number e has µ(e) = 2 while Liouville numbers such as n≥0 1/10 n! are precisely those numbers having infinite irrationality measure. The fact that µ(π) < ∞ (equivalently π is not a Louisville number) was first proved by Mahler [85] in 1953. 9 This fact does figure in the solution of many MONTHLY problems over the years; for instance, it lets one estimate how far sin(n) is from zero.
The Riemann zeta function 10 is defined for s > 1 by ζ(s) = n≥1 1/n s . The Basel problem, first posed by Pietro Mengoli in 1644, which asked for the evaluation of ζ(2) = n≥1 1/n 2 , was popularized by the Bernoullis, who came from Basel in Switzerland, and hence the name. In 1735, all even values of ζ were evaluated by Euler. He argued that sin(πx) could be thought of as an infinite polynomial and so
since both sides have the same zeros and value at zero. Comparing the coefficients of the Taylor series of both sides of (13) establishes that ζ(2) = π 2 /6 and then one recursively can determine a closed form (involving Bernoulli polynomials). In particular, ζ(4) = π 4 /90, ζ(6) = π 6 /945, and ζ(8) = π 8 /9450 and so on. By contrast, ζ(3) was only proven irrational in the late 1970s and the status of ζ (5) is unsettled -although every one who has thought about this knows it is irrational. It is a nice exercise to confirm the values of ζ(4), ζ(6) from (13). A large number of the papers in this collection centre on the Basel problem and its extensions; see [ 58, 73, 50, 72 ]. An especially nice accounting is in [43] . As is discussed in [ 24, 46] , it is striking how little more is known about the number-theoretic structure of π.
Algorithmic high spots in the life of Pi. In the large, only three methods have been used to make significant computations of π: before 1700 by Archimedes' method, between 1700 and 1980 using calculus methods (usually based on the arctangent's Maclaurin series and Machin formulas), and since 1980 using spectacular series or iterations both based on elliptic integrals and the arithmetic-geometric mean. The progress of this multi-century project is shown in Figures 2, 4 , and 5. If plotted on a log linear scale, the records line up well, especially in Figure 5 , which neatly tracks Moore's law. The 'post-calculus' era was made possible by the simultaneous discovery by Eugene Salamin and Richard Brent in 1976 of identities -actually known to Gauss but not recognised for their value [ 24, 37, 82] -that lead to the following two illustrative reduced complexity algorithms. 10 As expressed in Stigler's law of eponymy, discoveries are often named after later researchers, but in Euler's case he needs no more glory. Quadratic Algorithm (Salamin-Brent). Set a 0 = 1, b 0 = 1/ √ 2, and s 0 = 1/2. Calculate
Then p k converges quadratically to π. Note the similarity between the arithmetic-geometric mean iteration (14) (which for general initial values converges quickly to a non-elementary limit), and the outof-kilter harmonic-geometric mean iteration (1) (which in general converges slowly to an elementary limit), and which is an arithmetic-geometric iteration in the reciprocals (see [82] ). Each iteration of the Brent-Salamin algorithm doubles the correct digits. Successive iterations produce 1, 4, 9, 20, 42, 85, 173, 347, and 697 good decimal digits of π, and take log N operations to compute N digits. Twenty-five iterations compute π to over 45 million decimal digit accuracy. A disadvantage is that each of these iterations must be performed to the precision of the final result. Likewise, we have the following.
Quartic Algorithm (The Borweins). Set a 0 = 6 − 4 √ 2 and y 0 = √ 2 − 1. Iterate
and
Then 1/a k converges quartically 11 to π. Note that only the power of 2 used in a k depends on k. Twenty five iterations yield an algebraic number that agrees with π to in excess of a quadrillion digits. This iteration is nicely derived in [56] .
As charmingly detailed in [ 21] , see also [ 47, 82] , Ramanujan discovered that
Each term of this series produces an additional eight correct digits in the result. When Gosper used this formula to compute 17 million digits of π in 1985, and it agreed to many millions of places with the prior estimates, this concluded the first proof of (16). As described in [ 24] , this computation can be shown to be exact enough to constitute a bona fide proof! Actually, Gosper first computed the simple continued fraction for π, hoping to discover some new things in its expansion, but found none. At the time of this writing, 500 million terms of the continued fraction for π have been computed by Neil Bickford (then a teenager) without shedding light on whether the sequence is unbounded (see [77] Soon after Gosper did his computation, David and Gregory Chudnovsky found the following even more rapidly convergent variation of Ramanujan's formula. It is a consequence of the fact that √ −163 corresponds to an imaginary quadratic field with class number one:
Each term of this series produces an extraordinary additional 14 correct digits. Note that in both (16) and (17) one computes a rational series and has a single multiplication by a surd to compute at the end.
Some less familiar themes While most of the articles in our collection fit into one of the big themes (irrationality [57] , transcendence, arctangent formulas, Euler's product for sin x, evaluation of ζ (2), π in other cultures) there are of course some lovely sporadic examples. These include the following.
• Spigot Algorithms, which drip off one more digit at a time for π and use only integer arithmetic [ 71, 54]. As described in [ 44], the first spigot algorithm was discovered for e. While the ideas are simple, the specifics for π need some care; we refer to Rabinowitz and Wagon [ 71] for the carefully explained details.
• Series for π · e and π/e [35] . Melzack, then at Bell Labs, proved 12 that
Melzak begins by showing that lim n→∞ V (C n )/V (S n ) = 2/(πe), where S n is the n-sphere and C n is the inscribed n-dimensional cylinder of greatest volume. He then proves (18) and (19), saying that it closely follows the derivation of Wallis' formula, and he conjectures that (18) can be used to prove that e/π is irrational. We remind the reader that the transcendentality of e π follows from the Gelfond-Schneider theorem (1934) [82] since e π/2 = i −i , but the statuses of e + π, e/π, e · π, and π e are unsettled. Both (18) and (19) are very slowly convergent. To check (19) , one may take logs and expand the series for log, then exchange the order of summation to arrive at the more rapidly convergent 'zeta'-series
where α(s) :
s is the alternating zeta function, which is well defined for Re s > 0.
If we consider the partial products for (18), then we obtain
. 12 We correct errors in Melzak's original formulas.
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As N → ∞ the left factor yields Wallis's product for π/2 and the right factor tends to 1/e, which confirms (18). A similar partial product can be obtained from (19) .
• A curious predictability in the error in the Gregory-Liebnitz series (6) for π/4 [ 25, 45] . In 1988, it was observed that the series
when truncated to 5,000,000 terms, differs strangely from the true value of π: Values differ as expected from truncating an alternating series: in the seventh place a "4" that should be a "6." But the next 13 digits are correct, and after another blip, for 12 digits. Of the first 46 digits, only four differ from the corresponding digits of π. Further, the "error" digits seemingly occur with a period of 14. Such anomalous behavior begs for explanation. A great place to start is by using Neil Sloane's internet-based integer sequence recognition tool, available at www.oeis.org. This tool has no difficulty recognizing the sequence of errors as twice the Euler numbers. Even Euler numbers are generated by sec x =
The first few are 1, −1, 5, −61, 1385, −50521, 2702765. This discovery led to the following asymptotic expansion:
Now the genesis of the anomaly is clear: by chance the series had been truncated at 5,000,000 terms -exactly one-half of a fairly large power of ten. Indeed, setting N = 10, 000, 000 in equation (21) shows that the first hundred or so digits of the truncated series value are small perturbations of the correct decimal expansion for π.
On a hexadecimal computer with N = 16 7 the corresponding strings and hex errors are:
with the first being the correct value of π. (In hexadecimal or hex one uses 'A,B, . . ., F' to write 10 through 15 as single 'hex-digits'.) Similar phenomena occur for other constants; see [80] . Also, knowing the errors means we can correct them and use (21) to make Gregory's formula computationally tractable.
• Hilbert's inequality [ 61, 48] In its simplest incarnation, Hilbert's inequality is
with the assertion that the constant π is best possible. Actually 2π was the best constant that Hilbert could obtain. Hardy's inequality, which originated in his successful attempt to prove (22) the development of the modern theory of inequalities, is well described in [ 61] . One could write a nice book on the places in which π or ζ(2) arise as the best possible constant in an inequality.
• The distribution of the digits of π [46] . Single digit distribution of the first trillion digits base ten and sixteen is shown in Figure 3 . All the counts in these figures are consistent with π being random. [20] offers a carefully organised list of 68 consequences of Euler's product for sin given in (13) with almost no English. By contrast, [6] is perhaps the first discussion of the efficiency of calculation in the MONTHLY. : 1945-1989 . This second period collects 22 papers. It saw the birth and evolution of the digital computer with many consequences for the computation of π. Even old topics are new when new ideas and tools arise. A charming example is as follows.
PI IN THIS MONTHLY
Why π is not 22/7. Did you know that 
This derivation was popularized in Eureka, a Cambridge University student journal, in 1971. 14 A recent study of related approximations is made by Lucas [65] . It seems largely happenstance that 22/7 is an early continued fraction approximate to π.
Another less standard offering is in [33] where Y. V. Matiyasevich shows that
Here 'lcm' is the least common multiple, 'fcm 'is the formal common multiple (the product), and F n is the n-th Fibonacci number with F 0 = 0, F 1 = 1, F n = F n−1 + F n−2 , n ≥ 2 (without the square root we obtain a formula for ζ(2)). 46, 51, 81] is that of BBP formulas, which can compute individual digits of certain constants such as π in base 2 or π 2 in bases 2 and 3 without using the earlier digits. The phenomenon is based on the formula
On August 27, 2012, Ed Karrel used (28) to extract 25 hex digits of π starting after the 10 15 position. They are 353CB3F7F0C9ACCFA9AA215F2. 15 In 1990 a billion digits had not yet been computed, see [80] , and even now it is inconceivable to compute the full first quadrillion digits in any base.
Over this period the use of the computer has become more routine even in pure mathematics, and concrete mathematics is back in fashion. In this spirit, we record the following evaluation of ζ(2), which to our knowledge first appeared as an exercise in [82] .
Theorem 2 (Sophomore's Dream). One may square term-wise to obtain
In particular ζ(2) = π 2 /6. . We leave it to the reader to show that for large N the inner sum N (n) is of order 1/(N − n + 1), which goes to zero.
The proof is finished by evaluating the left side of (29) to π 2 /4 using Gregory's formula (6) and then noting that this means The derivative of f + g is zero: in Maple, 15 All processing was done on four NVIDIA GTX 690 graphics cards (GPUs) installed in CUDA; the computation took 37 days. CUDA is a parallel computing platform and programming mode developed by NVIDIA for use in their graphics processing units (GPUs).
f:=x->Int(exp(-s^2),s=0..x)^2; g:=x->Int(exp(-x^2*(1+t^2))/(1+t^2),t=0..1); with(student):d:=changevar(s=x*t,diff(f(x),x),t)+diff(g(x),x); d:=expand(d);
shows this. Hence, f (x) + g(x) is constant for 0 ≤ x ≤ ∞ and so, after justifying taking the limit at ∞, Thus, we have evaluated the Gaussian integral using only elementary calculus and Gregory's formula (6) . The change of variables t 2 = x shows that this evaluation of the normal distribution agrees with Γ(1/2) = √ π. In similar fashion, we may evaluate By equation (30) , the elementary symmetric functions of α 1 , α 2 , . . . , α n are rational numbers. Hence the elementary symmetric functions of the quantities (32) are rational numbers. It follows that the quantities (32) are roots of
an algebraic equation with integral coefficients. Similarily, the sums of the α's taken three at a time are the n C 3 roots of θ 3 (x) = 0.
Proceeding in the same way, we obtain θ 4 (x) = 0, θ 5 (x) = 0, . . . , θ n (x) = 0,
algebraic equations with integral coefficients, whose roots are the sums of the α's taken 4, 5, · · · , n at a time respectively. The product equation
has roots that are precisely the exponents in the expansion of (31).
The deletion of zero roots (if any) from equation (36) gives θ(x) = cx r + c 1 x r−1 + · · · + c r = 0,
whose roots β 1 , β 2 , . . . , β r are the non-vanishing exponents in the expansion of (31), and whose coefficients are integers. Hence (31) may be written in the form e β 1 + e β 2 + · · · + e βr + k = 0,
where k is a positive integer.
We define
where s = rp − 1, and p is a prime to be specified. Also, we define
noting, with thanks to Hurwitz, that the derivative of e −x F (x) is −e −x f (x). Hence we may write e −x F (x) − e 0 F (0) = x 0 −e −ξ f (ξ)dξ.
