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Abstract
We describe a method for investigating the integrable character of a given three-point mapping, pro-
vided that the mapping has confined singularities. Our method, dubbed “express”, is inspired by a
novel approach recently proposed by R.G. Halburd. While the latter aims at computing the exact
degree growth of a given mapping based on the structure of its singularities, we content ourselves
with obtaining an answer as to whether a given system is integrable or not. We present several ex-
amples illustrating our method as well as its limitations. We also compare the present method to the
full-deautonomisation approach we recently introduced.
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1. Introduction
In his seminal paper [1], “Growth and integrability in the dynamics of mappings”, Veselov summarised
the question of the detection of discrete integrability in the sentence: “the integrability has an essential
correlation with the weak growth of certain characteristics”. This aphorism acquires a real value once
one makes more precise the ‘characteristics’ in question. The one put forward by Veselov is complexity,
a notion first introduced by Arnold [2]. Put simply, the complexity of a mapping of the plane can be
defined as the number of intersection points of a fixed curve with the image of a second curve under
the iteration of the mapping. This notion of complexity lies at the origin of what Bellon and Viallet
[3] called algebraic entropy. Their approach, tailored to rational mappings, consists in introducing
homogeneous coordinates and computing the common degree dn of the homogeneous polynomials that
appear at the nth iteration of the mapping. They made their criterion more precise by considering the
limit of the degree when n→∞, introducing the quantity
ε = lim
n→∞
1
n
log dn,
which they dubbed algebraic entropy. (The value of λ = eε is often referred to as the dynamical degree
of the mapping). A strictly positive value for ε (corresponding to a dynamical degree greater than
1) is an indication of non-integrability, while integrable mappings have zero algebraic entropy (and
dynamical degree equal to 1). The latter statement means that in integrable mappings the iterations
induce algebraic simplifications which lower substantially the degree of the iterates, up to the point
that it becomes polynomial, while in the absence of such simplifications the degree would exhibit
exponential growth. Notice that in the Bellon-Viallet approach the value of ε is obtained in a heuristic
way, i.e. by “guessing” the behaviour of dn based on the explicit computation of a sufficient number
of iterates. However, as we shall explain, in the case of three-point mappings, it is possible to obtain
the value of the algebraic entropy rigorously, in a very simple way.
The origin of the simplifications we alluded to above can be found in the singularities which appear
spontaneously during the iteration of the mapping [4]. The notion of singularity confinement was in
fact introduced [5] as a discrete integrability criterion, based on the observation that, for integrable
mappings, singularities which appear spontaneously will disappear after a certain, usually small, num-
ber of iterations. It is exactly the simplifications which make the singularities disappear that lower the
1
degree dn. In some cases, however, the simplifications that lead to confined singularities do not suffice
[6] to curb the exponential growth of the degree. The difficulty that the existence of non-integrable
mappings with confined singularities presented to the detection of integrability was settled with the in-
troduction of the full-deautonomisation [7] approach. The latter consists in performing the singularity
analysis of an extension of the mapping assuming that its parameters are functions of the independent
variable and, moreover, by enriching the mapping through the addition of terms which do not modify
the singularity pattern. As shown in [7] this approach makes it possible to obtain exactly the value of
the algebraic entropy of mappings with confined singularities, be they integrable or not. In [8, 9] we
presented the algebro-geometric justification of the full-deautonomisation method.
Note that it is precisely an algebro-geometric approach that first allowed for the rigorous computation
of the value of the algebraic entropy [10, 11]. However, performing the regularisation of a confining
mapping, through a succession of blow-ups, might not be the most efficient approach if the only
information one seeks is the value of the algebraic entropy. This would be a strong argument in favour
of the full-deautonomisation approach as a practical method to be used in the detection of discrete
integrability, where it not for two minor problems that may arise in some cases. First, the necessary
calculations can become prohibitively bulky and, second, the process of enriching the mapping through
the addition of terms is something that crucially depends on one’s intuition, which may turn out to
be insufficient. These arguments show that there is still a need for a rapid method which, without
offering all the information one can obtain from the full-deautonomisation analysis, easily yields the
exact value of the algebraic entropy. Establishing such a method is precisely the aim of the present
paper.
2. A summary of Halburd’s method
Our approach is based on recent findings by R.G. Halburd [12], upon which we construct what we
call the express method for the computation of algebraic entropy. The essence of Halburd’s method
(and also of the express one) is to study the iterates of a (second order) rational mapping as rational
functions fn(z) of a single variable z ∈ C¯ = C∪{∞}, introduced through the initial conditions x0 and
x1, and to calculate the degree (in z) of each iterate as the number of preimages that a generic value
w ∈ C¯ of the corresponding rational function possesses, i.e., by counting the number of solutions (in
C¯) of fn(z) = w, for arbitrary n. This counting of preimages is performed based on information that
can be obtained from the singularity confinement analysis of the mapping.
Let us illustrate Halburd’s method on the mapping:
xn+1xn−1 = a
xn − b
xn − 1 , (1)
(where a 6= 0, 1 and b 6= 0, 1, a), which has been studied in detail in [8]. This mapping possesses two
confining singularity patterns
{1,∞, a, 0, b},
{b, 0, a,∞, 1}.
Moreover the following, non-periodic, pattern
{· · · , x,∞, x′, 0, x′′,∞, · · ·},
also exists, where x is arbitrary and x′, x′′, · · · are values depending on x. Although it is not periodic,
we call such a pattern cyclic because of the cyclic appearance of particular values, in this case 0 and
∞.
In order to obtain the growth of the mapping we shall study its iterates, starting from initial conditions:
x0 and x1 = z, (2)
for arbitrary z ∈ C¯ and for a generic value of x0 (in the sense that x0 does not satisfy any special
relation). We then compute the degree dn in z of the iterates xn of (1) as the number of preimages
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dn(w), counting multiplicities, of any given value w of xn, considered as a rational function of z on C¯.
Note that this choice of initial conditions is different from that in [12] where, generically, both initial
conditions involve the variable z. In our case only x1 introduces a z dependence and x0 is treated as
a mere parameter in the rational functions we obtain. This is the choice of initial conditions we shall
always assume throughout this paper.
For example, iterating the mapping (1) we find
x2 =
a
x0
z − b
z − 1 , (3)
which means that the degree d2 = d2(w) is equal to 1 for any value w for x2. Iterating once more
we obtain d3 = 2, since x0 is taken to be generic (and, as such, is different for example from a).
Iterating further we can compute the growth of the mapping, but at the price of calculations that can
be repeated only a small number of times.
However, a much more effective method does exist. Following [12], let us see how certain values among
those appearing in the singularity pattern can arise when iterating the mapping. For instance, what are
the contributions to the number of preimages of xn = 1? Since x0 is generic, either a value of 1 appears
four steps after a value b that opens a pattern of the form {b, 0, a,∞, 1}, or it appears spontaneously
at the present iteration, thereby itself opening a pattern of the form {1,∞, a, 0, b}. (And the same can
be said for b, mutatis mutandis). We denote the number of spontaneous occurrences of the values 1
and b at step n by Un and Bn respectively. We have thus
dn ≡ dn(1) = Un +Bn−4, (4)
and similarly
dn ≡ dn(b) = Bn + Un−4. (5)
In order to compute dn(∞), or equivalently dn(0), we remark that an ∞ appears if x was equal to
1 one step before or equal to b three steps before. Moreover the contribution of the values ∞ or 0
appearing in the cyclic pattern should also be taken into consideration. Since the generic initial value
x0 is neither ∞ nor 0, there exist exactly two instances of the length-4 basic pattern of cyclic type,
involving 0 and ∞, that start from a finite value:
{x0,∞, x′, 0, · · ·},
{x0, 0, x′,∞, · · ·}.
From these two patterns, we see that there is exactly one contribution to∞ at odd n and no contribu-
tion at even n. The same is true for 0. Given the form of the mapping these are the only contributions
to ∞ and 0. We have thus
dn ≡ dn(0) = Bn−1 + Un−3 + 1− (−1)
n
2
, (6)
and
dn ≡ dn(∞) = Bn−3 + Un−1 + 1− (−1)
n
2
. (7)
Since the system we have set up is symmetrical in U and B and since the initial conditions are such
that U and B play the same role, we deduce that Un = Bn. From (4) and (6) we thus find
dn = Un + Un−4 = Un−3 + Un−1 +
1− (−1)n
2
, (8)
leading to
Un − Un−1 − Un−3 + Un−4 = 1− (−1)
n
2
, (9)
the solution of which is formally
Un = n
2/12− (−1)n/8 + αn+ β + γjn + δj2n, (10)
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where j = exp 2iπ
3
. Using relation (8) we can compute the degree dn and determine the values of the
constants α, β, γ, δ from the knowledge of the first few iterates. We find
α = 1/3, β = 17/72, γ = j2/9, δ = j/9, (11)
which leads to the expression for the degree
dn =
1
36
(6n2 + 17− 9(−1)n − 4jn − 4j2n). (12)
This is in perfect agreement with the degrees of the iterates calculated directly: 0, 1, 1, 2, 3, 5, 6, 9,
11, 14, 17, 21, 24, 29, 33, · · ·. The polynomial growth of the degree means that the algebraic entropy
is 0, in accordance with the integrable character of the mapping.
Note that the quadratic dependence of the degree on n is due precisely to the fact that, in (9), we have
taken into account the contribution of the term (1 − (−1)n)/2, due to the cyclic patterns. However,
had we neglected this contribution we would have still concluded that the mapping is integrable since
the polynomial growth (which is tantamount to zero algebraic entropy) is conditioned by the absence
of a characteristic root greater than 1 for the homogeneous part of equation (9). Generally speaking,
a confining rational mapping that is not periodic, something which is tacitly assumed throughout this
paper, only has finitely many singularity patterns (always of finite length) and only a finite number
of cyclic patterns (each consisting in the repetition of a finite length basic pattern, as in the present
example). For such a mapping, any particular value can therefore appear only in finitely many cyclic
patterns. Moreover, given our initial conditions (2), since the number of instances of any particular
cyclic pattern is equal to the (finite) number of arbitrary values contained in a single (basic) cycle, the
contribution of the cyclic patterns to the number of preimages of any value, for any iterate of such a
mapping, is necessarily a bounded function of n.
Hereafter we shall write relations where such bounded contributions from cyclic patterns are omitted.
To this end we introduce the symbol ≃ for an approximate equality which holds only up to some
bounded terms, which are neglected.
Note that in our analysis above we have not considered the role played by the value xn = a. From
the singularity pattern, it is clear that a value a appears when x is equal to either 1 or b two steps
before, meaning that there is a contribution Bn−2 + Un−2 to dn(a). However, a value a can a priori
appear also outside a singularity pattern. Since we already know the exact value of dn, we compute
the difference dn − Bn−2 − Un−2 which turns out to be equal to (2− jn − j2n)/3. In hindsight this
is not surprising since a value a that occurs outside a confined singularity pattern can only arise in a
cyclic pattern. If we start from a generic x0, when x1 takes the value a, we find that this value appears
periodically every three steps. Similarly if x1 takes the value (x0− b)/(x0−1) then x2 = a, whereupon
a again appears periodically, every three steps. So there are exactly two such cyclic patterns in which
a appears once at indices 3n + 1 and 3n + 2, respectively, but never at 3n. Using the approximate
equality we introduced in the previous paragraph, together with the fact that U and B play the same
role, we therefore have
dn ≡ dn(a) ≃ 2Un−2. (13)
Combining (13) with (4) or with (6) and omitting the term (1 − (−1)n)/2, we find two different
homogeneous equations, namely
Un − 2Un−2 + Un−4 ≃ 0, (14)
and
Un−1 − 2Un−2 + Un−3 ≃ 0. (15)
The characteristic equation of the homogeneous parts of these equations, interpreted as strict equalities,
are (λ+1)2(λ−1)2 = 0 and (λ−1)2 = 0 respectively. Note that neither coincides with the characteristic
equation of (9), (λ2 + λ + 1)(λ − 1)2 = 0. However, what all three characteristic equations have in
common is that they do not have a root greater than 1. Therefore, since the contribution of the cyclic
patterns that was neglected in these calculations is always bounded, none of these relations can give
rise to an exponential growth of the degree.
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3. The express method
From our analysis of Halburd’s method it is clear that the integrable character of a confining mapping
is associated with the fact that the characteristic equation of the homogeneous system we obtain does
not have a root greater than 1. Thus, when the only thing one cares about is the value of the algebraic
entropy, one can simply neglect the contribution of cyclic patterns that may exist for such a mapping.
This is what we call the express method.
We shall illustrate our approach in the case of the discrete Painleve´ I [13]:
xn+1 + xn−1 =
an
xn
+
1
x2n
, (16)
where an satisfies the relation an+1 − 2an + an−1 = 0. The confined singularity pattern is
{0,∞2, 0}.
Given the form of the right-hand side, infinite values of x outside a confined pattern can only come
from a cyclic pattern. We denote by Zn the spontaneous occurrences of 0 at some step n. The total
number of zeros occurring at n is the sum of Zn and the number of zeros that result, in the singularity
pattern, from a spontaneous occurence of 0 two steps before, Zn−2. Given the form of (16) the total
number of ∞ at n is due to a spontaneous occurrence of 0 at the previous step (but notice that the
multiplicity of ∞ is 2) and those arising from a cyclic pattern that we shall omit. We can thus write
the relation
Zn + Zn−2 ≃ 2Zn−1. (17)
The characteristic equation for (17) is (λ − 1)2 = 0, consistent with the criterion for integrability,
namely the absence of a characteristic root greater than 1. Note that (17), interpreted as a strict
equality, is exactly the same equation as the one satisfied by an. In fact, it is this observation that lies
at the heart of the full-deautonomisation approach [7, 8].
Where the express method acquires its full usefulness is in the case of non-integrable mappings. We
illustrate this with the well-known Hietarinta-Viallet (H-V) [6] mapping:
xn+1 + xn−1 = xn +
1
x2n
. (18)
Its confined singularity pattern is
{0,∞2,∞2, 0}.
Neglecting possible contributions from cyclic patterns we compute the number of zeros and infinities at
each step. Clearly a 0 either occurs spontaneously at step n, or as a consequence of a 0 spontaneously
occurring three steps before. Similarly an ∞ appears, with multiplicity 2, as a consequence of a zero
either one or two steps before. As all other contributions, from cyclic patterns, are bounded, this yields
the relation:
Zn + Zn−3 ≃ 2Zn−1 + 2Zn−2, (19)
the characteristic equation of which factorises to
(λ+ 1)(λ2 − 3λ+ 1) = 0. (20)
The largest root of (20) is (3+
√
5)/2, which is precisely the dynamical degree of the mapping, obtained
in [11] and [7].
The example above shows that the express method can indeed be used as an integrability detector.
So, by performing a simple singularity analysis we can, using this method, set up a linear system the
solution of which shows whether exponential growth is present and actually gives the value of the
algebraic entropy.
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4. Some selected applications of the express method
The first mapping we shall examine is a variant of the H-V one, introduced in [9]:
xn+1 + xn−1 = 1 +
an
xkn
, (21)
with an+4 = −an for k ≥ 2, but an+4 = an+3 + an+1 − an when k = 1. The confined singularity
pattern is
{0,∞k, 1,∞k, 0}.
The value 0 either occurs spontaneously at step n or is due to a 0 occurring spontaneously four steps
before. An ∞ appears with multiplicity k as a consequence of a 0 one or three steps before. We can
thus write the recursion
Zn + Zn−4 ≃ k(Zn−1 + Zn−3). (22)
The characteristic equation is now
λ4 − k(λ3 + λ) + 1 = 0, (23)
the largest root of which is (k+
√
k2 + 8)/4+
√
(k
√
k2 + 8 + k2 − 4)/8. This root is greater than 1 for
k > 1 in accordance with the non-integrable character of the mapping, the case k = 1 corresponding to
a well-known integrable case. Note that in the analysis above we have not considered the occurrences
of the value 1. From the singularity pattern one readily sees that a value of 1 may appear when there
exists a 0 that appears spontaneously two steps before. However no further information on the possible
occurrences of the value 1 can be obtained. Still, one can conclude on the integrability of (21) without
requiring this information.
Next we turn to a mapping introduced by Bedford and Kim [14]:
xn+1 =
xn − a
xn−1 − b . (24)
When a 6= 0, b 6= 0, a, two singularity patterns exist. The first one is
{b, f,∞,∞, f ′, 0},
where f, f ′ are finite values depending on the initial condition x0 and on the parameters of the mapping.
A second singularity exists when x1 = a. It is generically not confined unless some condition is imposed,
namely that at some iteration step, say m, we have xm = a and xm−1 = b, as shown by Bedford and
Kim. The associated pattern, of length m, is
{a, 0, · · · , b, a},
where m ≥ 4. Note that a pattern with m = 2 necessarily entails a = b = 0, which corresponds to a
periodic mapping with period 6. A length-3 pattern can exist provided b = 0, which is a case that will
be studied separately.
In case b 6= 0, the value a either occurs spontaneously at step n or is due to a value a occurring sponta-
neously at step n−m+1. Similarly, a value b is either due to a value a occurring spontaneously m− 2
steps before or it occurs spontaneously. Moreover, as can be seen from the pattern {b, f,∞,∞, f ′, 0},
a value ∞ occurs at step n due to a value b at step n− 2 or at step n− 3.
We denote by An and Bn the spontaneous occurrences of a and b at some step n and obtain the
relations
An +An−m+1 ≃ Bn +An−m+2 ≃ Bn−2 +Bn−3. (25)
Eliminating B we find for A the equation
An −An−2 − An−3 +An−m+1 +An−m −An−m−2 ≃ 0, (26)
the characteristic equation of which is
λ3 + λ2 − 1 + λm−1(λ3 − λ− 1) = 0. (27)
6
Equation (27) is identical to the one obtained for the dynamical degree of (24) by Bedford and Kim
in their algebro-geometric analysis of this mapping [15]. The first four cases corresponding to m =
4, 5, 6, 7, as shown by Bedford and Kim [14], give periodic mappings. In fact, the periods are exactly
given by the solution of the characteristic equation (27). It is interesting to point out here that
our method is not a priori adapted to the study of periodic mappings. However, if a degree growth
had existed our method would have detected it and, thus, its absence signals that the growth of the
mapping, is somehow, arrested.
The two interesting cases correspond to m = 8 and m > 8. For m = 8 the characteristic equation
factorises into (λ − 1)3(λ + 1)(λ2 + λ + 1)(λ4 + λ3 + λ2 + λ + 1) = 0, which lacks a root greater
than 1 and the mapping is therefore integrable. For m > 8 we remark that, while the value of the
characteristic equation at λ = 1 is 0, the corresponding derivative, equal to 8−m, is always negative.
Thus the characteristic equation has at least one root greater than 1, and we are immediately led to
the conclusion that the Bedford and Kim mapping is not integrable for m > 8.
When m = 3, it is clear that b must be equal to 0, and for the singularity to confine we must also
have a = −1. However in this case the mapping becomes periodic with period 5. If b = 0 but a 6= −1,
confinement does not occur at m = 3 but at m = 8. In that case, the fact that b = 0 makes the first
singularity pattern cyclic, and we shall neglect it. The only pattern we are therefore going to consider
is
{a, 0,−1,∞,∞,−1, 0, a}.
We remark that the value a either occurs spontaneously at step n or is due to a value a occurring
spontaneously at step n− 7. Similarly a value 0 at step n is associated either to a value a that occurs
at step n− 1 or at step n− 6. We obtain thus the equation
An +An−7 ≃ An−1 +An−6. (28)
Writing the characteristic equation as
(λ6 − 1)(λ− 1) = 0, (29)
we see that all roots have a modulus equal to 1. Note that instead of 0 we could have considered the
contributions to the number of preimages of ∞, which would have led to the equation
An +An−7 ≃ An−3 +An−4, (30)
with a different characteristic equation, but again without any roots with modulus greater than 1. The
Bedford and Kim mapping for b = 0 is indeed integrable and its non-autonomous extension has been
studied in [16].
Finally we consider the well-known discrete Painleve´ I equation [17]
xn+1 + xn + xn−1 = 1 +
an
xn
, (31)
(where an satisfies the relation an− an−1− an−2+ an−3 = 0) the confined singularity pattern of which
is
{0,∞,∞, 0}.
From the form of the mapping it is clear that any infinite value of x outside the confined pattern
could only come from a cyclic pattern. In order to obtain a characteristic equation we equate the
contributions, from the spontaneous occurrence Zn of 0 at step n, to the number of preimages of 0
and ∞ respectively, leading to
Zn + Zn−3 ≃ Zn−1 + Zn−2, (32)
which, incidentally, is exactly the confinement constraint for an (when taken as a strict equality). The
characteristic equation for (32) is
(λ+ 1)(λ− 1)2 = 0, (33)
which is, again, in perfect agreement with the integrable character of the mapping. What is interesting
in this case is that d-PI possesses longer confined singularity patterns. This is a phenomenon dubbed
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late confinement in [8] and which was originally discussed in [18]. The general form of such a pattern
is
{0,∞,∞, 0,∞,∞, · · · , 0,∞,∞, 0},
where the block (0,∞,∞, ) is repeated ℓ times. From the contributions to the number of preimages of
0 and ∞ we can set up an equation for Zn. We obtain
Zn − Zn+1 − Zn+2 + Zn+3 + · · ·+ Zn+3ℓ−3 − Zn+3ℓ−2 − Zn+3ℓ−1 + Zn+3ℓ ≃ 0, (34)
which is exactly the one obtained in [8] through an algebrogeometric analysis. It was shown there that
for ℓ > 1 a characteristic root greater than 1 always exists and that the late confinement of d-PI leads
to non-integrable systems. One interesting question one can ask at this level is what happens if one
indefinitely postpones confinement, an idea first explored in [9]. Clearly in this case we are talking
about a non-confining, non-integrable system. Still, our analysis of the confined integrable system
can yield the value of the algebraic entropy of the latter. We start by considering the characteristic
equation associated to (34) and reorganise it as
1 =
(
1
λ
+
1
λ2
− 1
λ3
)(
1 +
1
λ3
+
1
λ6
+ · · ·+ 1
λ3ℓ−3
)
. (35)
We can sum the series on the right-hand side and, since λ is larger than 1, take the limit ℓ→∞. We
obtain, after some simplifications, the following equation
λ2 − λ− 1 = 0, (36)
the larger root of which is (1+
√
5)/2. We have computed numerically the dynamical degree of (31) for
generic an, using the Diophantine Integrability method of Halburd [19], obtaining after 25 iterations
a value of 1.61804, in perfect agreement with the result offered by the infinitely late confinement
approach.
5. The trouble with short singularity patterns
In this section we are going to study an example where a straightforward application of the express
method does not lead to useful conclusions and show how, in the present case, this problem can be
resolved. Let us consider the mapping
(
xn+1 + xn − zn+1 − zn
xn+1 + xn
)(
xn−1 + xn − zn−1 − zn
xn−1 + xn
)
=
(
(xn − zn)2 − a2
)(
(xn − zn)2 − b2
)
(x2n − c2)(x2n − d2)
, (37)
which has been studied in detail in [20] where it was shown that for (37) to integrable, zn must obey
the constraint
zn+1 − 2zn + zn−1 = 0, (38)
(which means that either zn is constant or it depends linearly on n). The 8 singularity patterns of (37)
{±c,∓c}, {±d,∓d},
{zn ± a, zn+1 ∓ a}, {zn ± b, zn+1 ∓ b},
are all of minimal length. Note that xn can take at some iteration the value ∞ but when zn obeys
the constraint (38), it turns out that the value xn =∞ is not a singularity, in the sense that the value
of xn+1 is perfectly regular. We remark that all 8 singularities play the same role and therefore the
number of spontaneous occurrences of each of those singularities at step n is the same. We denote this
quantity by Xn. For all these values the total contribution to the number of preimages is Xn +Xn−1.
However, since there is no other quantity we can equate Xn +Xn−1 to, we become stuck since we do
not have a genuine equation for Xn.
Fortunately, a solution to this difficulty exists. We start by introducing an auxiliary variable yn defined
in such a way that equation (37) becomes
ynyn−1 =
(
(xn − zn)2 − a2
)(
(xn − zn)2 − b2
)
(x2n − c2)(x2n − d2)
, (39a)
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complemented by
xn+1 + xn =
zn+1 + zn
1− yn . (39b)
The singularity patterns of (39) are
{xn = ±c, yn =∞, xn+1 = ∓c}, {xn = ±d, yn =∞, xn+1 = ∓d},
{xn = zn ± a, yn = 0, xn+1 = zn+1 ∓ a}, {xn = zn ± b, yn = 0, xn+1 = zn+1 ∓ b}.
Moreover, xn can take at some iteration the value ∞, provided yn was equal to 1 at the previous step.
This leads to the last singularity pattern
{yn−1 = 1, xn =∞, yn = 1},
which is confined provided the constraint (38) is satisfied. Thanks to the introduction of the auxiliary
variable we have now one more singularity pattern and this allows us to obtain a non trivial system of
equations. We have, as previously, the quantity Xn +Xn−1 which gives the sum of the contributions
of Xn to the number of preimages, for any of the eight singularities. But now we must also consider
the number of preimages of xn =∞, which is equal to the number of spontaneous occurrences of y = 1
at the previous step, denoted by Un−1. This allows us to set up a first equation
Xn +Xn−1 ≃ Un−1. (40)
Similarly, since a value of yn = 1 either appears spontaneously at some step n, or is due to a value 1
appearing in the previous step, the number of preimages of yn = 1 is Un + Un−1. On the other hand,
a value of yn equal to 0 or ∞ can only appear at some step provided xn takes any of the four values
entering the corresponding singularity pattern. We obtain thus a second equation
Un + Un−1 ≃ 4Xn. (41)
Eliminating Xn we obtain for Un the equation
Un − 2Un−1 + Un−2 ≃ 0, (42)
leading to a characteristic equation (λ − 1)2 = 0. This is in perfect agreement with the integrable
character of (37).
At this point it becomes interesting to consider the situation where the constraint (38) is not satisfied.
In this case the singularity yn−1 = 1, xn =∞ becomes non-confined. However a possibility of confine-
ment at some later step always exists. We may have for instance a first late confinement of the form
{yn−1 = 1, xn =∞, yn = 1, xn+1 =∞, yn+1 = 1} provided the constraint zn+3−2zn+2−2zn+1+zn = 0
holds. Based on the singularity patterns we then find the system
Xn +Xn−1 ≃ Un−1 + Un−2, (43)
Un + Un−1 + Un−2 ≃ 4Xn, (44)
and we can again eliminate Xn obtaining for Un the equation
Un + Un−3 ≃ 2(Un−1 + Un−2). (45)
Note that, once again, this relation coincides with the confinement constraint for the coefficient zn in
this (first) late confinement of the mapping. The characteristic equation for (45) is
λ3 − 2λ2 − 2λ+ 1 = 0, (46)
the largest root of which is (3 +
√
5)/2 and the late confinement of the mapping is therefore non-
integrable.
Just as in the case of the discrete Painleve´ I (31) we can consider the case where confinement is
indefinitely postponed. The characteristic equation for a confinement postponed ℓ− 2 times is
1 +
1
λℓ
= 2
(
1
λ
+ · · ·+ 1
λℓ−1
)
. (47)
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Given that we know λ to be greater than 1 we can sum the series in the right-hand side and take
the limit ℓ → ∞. We find readily a dynamical degree λ = 3. Computing numerically the dynamical
degree, again using Halburd’s Diophantine method [19], we find after 10 iterations a value of 3.0003,
corroborating the result obtained by the infinitely late confinement.
6. Conclusions
In this paper we introduced a method which allows us to investigate the integrable character of a given
three-point mapping in a particularly simple way, provided the mapping has confined singularities. Our
method is inspired by the approach of Halburd who presented a way to compute the degree growth
of a given mapping based on the structure of its singularities. The application of Halburd’s method
necessitates the precise knowledge of all singularity patterns of a given mapping, including those which
appear cyclically and which may in some cases be difficult to obtain. Our method, on the other hand,
is particularly simple since it uses only the “standard” confined singularity patterns of the mapping.
The price one pays for this simplification is that one does not have access to the exact value of the
degree for the mapping. Still, our method allows us to compute the dynamical degree and thus to
conclude whether a given mapping is integrable or not. Our “express” method therefore offers a most
straightforward way to compute the algebraic entropy of a mapping.
We presented a collection of examples which illustrated the usefulness of our approach. It turns out
that in the case of integrable mappings with a single singularity pattern and a unique parameter to
deautonomise, the equation leading to the dynamical degree is the same as the integrability condi-
tion on the parameter. It is in fact this observation that was at the heart of the proposal of the
full-deautonomisation method, as a discrete integrability criterion. In the case of the non-integrable
confining mappings that we considered, like the H-V mapping and its extensions, our results confirm
those obtained in [9] using the full-deautonomisation method. On the other hand the present method
allows us to deal with mappings, like the one of Bedford and Kim, where deautonomisation calculations
become prohibitively bulky.
While particularly powerful, the express method may face a problem when all singularity patterns are
very short, i.e. when the singularity is confined in one step, in which case one cannot write an equation
leading to the dynamical degree. Still, as we have shown in the example of section 5, it is possible to
resolve this difficulty by introducing an auxiliary variable. It remains to be seen, however, if such a
solution is possible in every case where the singularity patterns are too short.
An interesting result, already obtained by the full-deautonomisation approach [9] but equally and
sometimes more easily accessible with the express method, is that one can use results from a confining
system in order to obtain information on a non-confining one. The trick is, starting from a mapping
with confined singularities, to deautonomise it while postponing confinement. An indefinitely delayed
confinement corresponds to a non-integrable system, with unconfined singularities, for which we can
still compute the dynamical degree as a limit. In the examples of infinitely late confinement presented
in this paper we have also confirmed our results by a direct computation of the dynamical degree.
Thus, we can conclude that the express method is a powerful discrete integrability detector, giving
a simple “yes or no” answer to the question of the integrability of a mapping. When the system is
integrable one can then proceed to its deautonomisation, in order to obtain its full freedom, deploying
the singularity arsenal.
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