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Abstract. A problem of the analysis of nonlinear dynamic systems forced by the random
disturbances is considered. For the description of probabilistic distributions around the
deterministic attractors, a theory of the quasipotential and its approximations based on the
stochastic sensitivity functions (SSF) technique is suggested. Constructive methods for the
computation of SSF for the equilibria and limit cycles are presented and discussed. We show
how SSF can be used for the visual description of probabilistic distributions in the form of
confidence domains.
1. Introduction
Currently, the stochastic dynamic systems are widely used for the modeling of processes in
various fields of science [1]. In nonlinear systems, inevitably presented random disturbances
can cause some unexpected and complex probabilistic phenomena [2, 3]. A direct numerical
simulation is still a main tool of the investigation of these phenomena. However, in parametric
studies, this method is extremely time-consuming. So, the analytical methods of the probabilistic
analysis attract attention of many researchers.
In this paper, for the analysis of nonlinear stochastic systems, we set forth a new constructive
approach based on the stochastic sensitivity functions and confidence domains.
Consider a general stochastic system of nonlinear differential equations
dx = f(x)dt+ εσ(x)dw, (1)
where x is an n-dimensional vector, f(x) is an n-vector function, σ(x) is an n × m-matrix
function, w(t) is an m-dimensional Wiener process, and ε is a scalar parameter of the noise
intensity.
It is supposed that the corresponding deterministic system (1) with ε = 0 has an exponentially
stable attractor A. It means that for the small neighbourhood D of the attractor A, there exist
constants K > 0, l > 0 such that for any solution x(t) of the deterministic system with
x(0) = x0 ∈ D the following inequality holds
||∆(x(t))|| ≤ Ke−lt||∆(x0)||.
Here, ∆(x) = x − γ(x) is a vector of a deviation of the point x from the attractor A, γ(x) is a
point of the attractor A that is nearest to x.
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As a result of stochastic forcing, the random trajectories of system (1) form some flow with
the probability density function ρ(t, x, ε). This function is governed by the Kolmogorov-Fokker-
Planck equation [4]
∂ρ
∂t
= Lρ, Lρ =
ε2
2
n∑
i,j=1
∂2
∂xi∂xj
(aijρ)−
n∑
i=1
∂
∂xi
(fiρ), aij = [σσ
>]ij .
If a character of the transient is unessential and the main interest is focused on the stable
stationary regime, then it is possible to restrict a stochastic analysis by the study of the
stationary density function ρ(x, ε). This function is a solution of the stationary Kolmogorov-
Fokker-Planck equation
Lρ = 0.
The analysis of this equation is a very difficult problem technically even for the 2-dimensional
case. So, the asymptotics based on the quasipotential
v(x) = − lim
ε→0 ε
2 ln ρ(x, ε)
are commonly used [5].
The quasipotential is connected with some variational problem of the minimization of the
action potential and governed by the Hamilton-Jacobi equation(
f(x),
∂v
∂x
)
+
1
2
(
∂v
∂x
, σ(x)σ>(x)
∂v
∂x
)
= 0
with conditions v|A = 0 , v|D\A > 0.
The solution of this equation is still difficult problem, therefore in a small neighbourhood of
the attractor A, a first quadratic approximation of the function v(x) is used [6]
v(x) ≈ 1
2
(∆(x),Φ(γ(x))∆(x)), Φ(x) =
∂2v
∂x2
(x).
In what follows, we will present constructive methods of such approximations for equilibria and
cycles.
2. Stochastic sensitivity of equilibria
Let the attractor of the deterministic system be an equilibrium x¯. In this case, the quadratic
approximation v(x) ≈ 12(x − x¯,Φ(x¯)x − x¯) of the quasipotential gives the following Gaussian
approximation of ρ(x, ε) in a neighbourhood of the equilibrium x¯
ρ(x, ε) ≈ N exp
(
−(x− x¯,W
−1(x− x¯))
2ε2
)
, W = Φ−1(x¯)
with the mean x¯, the covariance matrix C = ε2W , and the normalization constant, N . Here,
the matrix W is a solution of the equation
FW +WF> + S = 0, (2)
where F =
∂f
∂x
(x¯) is the Jacobi matrix of the deterministic system at x¯ and S = σ(x¯)σ>(x¯). For
the exponentially stable equilibrium x¯, the eigenvalues of the Jacobi matrix F have the negative
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real parts, and the matrix equation 2 has a unique solution being the stochastic sensitivity
matrix of the equilibrium [7].
For the low-dimensional cases, it is convenient to find the solution of system (2) by direct
numerical methods. In the case of systems with large dimensions, the iterative methods are
more suitable. As an example, consider the iterative method associated with the procedure of
the stabilization of solutions for the corresponding system of differential equations.
The matrix W (required stochastic sensitivity function of the equilibrium x¯) as a solution of
equation (2) can be obtained by the following limit procedure.
Let matrix function V (t) be an arbitrary solution of the differential equation
V˙ = FV + V F> + S
on the interval [0,+∞). If the equilibrium is exponentially stable then the matrix V (t) tends to
the matrix W as t→ +∞
lim
t→+∞V (t) = W.
Note that the convergence rate depends on degree of the equilibrium stability.
To visualize a spatial probabilistic distribution of random states around the equilibrium x¯,
one can construct a confidence ellipsoid:(
x− x¯,W−1(x− x¯)
)
= ε2K(P ),
where P is a fiducial probability. The function K(P ) is an inverse function to P (K):
P (K) =
Φn(K)
Φn(∞) , Φn(K) =
√
K∫
0
e−
t2
2 tn−1dt.
In the one-dimensional case (n = 1),
P (K) =
√
2
pi
√
K∫
0
e−
t2
2 dt = erf
√K
2
 , erf(x) = 2√
pi
x∫
0
e−t
2
dt,
and the corresponding confidence interval (x¯− r, x¯+ r) is defined by r = ε√2µ erf−1(P ), where
the stochastic sensitivity µ can be found from the explicit formula:
µ = − σ
2(x¯)
2f ′(x¯)
.
For the 3σ-rule, it holds that r = 3ε
√
µ.
In the two-dimensional case (n = 2),
P (K) = 1− e−K2 , K(P ) = −2 ln(1− P ).
The equation of the confidence ellipse can be written as
β21
µ1
+
β22
µ2
= ε2K(P ), β1 = (x− x¯, v1), β2 = (x− x¯, v2). (3)
Here, µ1, µ2 are the eigenvalues, and v1, v2 are the normalized eigenvectors of the stochastic
sensitivity matrix W . These vectors define the directions of the confidence ellipse axis, and
µ1, µ2 define the values of corresponding semi-axis.
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In the three-dimensional case (n = 3),
P (K) =
√
2
pi

√
K∫
0
e−
t2
2 dt−
√
Ke−
K
2
 = erf
√K
2
−
√
2K
pi
e−
K
2 .
The confidence ellipsoid can be written in the following form
β21
µ1
+
β22
µ2
+
β23
µ3
= ε2K(P ), (4)
where β1 = (x− x¯, v1), β2 = (x− x¯, v2), β3 = (x− x¯, v3). Here, µ1, µ2, µ3 are the eigenvalues,
and v1, v2, v3 are the normalized eigenvectors of the stochastic sensitivity matrix W .
For n = 4, we have P (K) = 1− e−K2 (1 + 0.5K) .
3. Stochastic sensitivity of limit cycles
Now, let the attractor of the deterministic system be an exponentially stable limit cycle defined
by a T -periodic solution x¯(t), x¯(t+T ) = x¯(t). Let Πt be a hyperplane orthogonal to the cycle at
the point x¯(t). For the Poincare section Πt in the neighbourhood of the point x¯(t), the quadratic
approximation
v(x)|Πt ≈
1
2
(x− x¯(t),Φ(x¯(t))(x− x¯(t)))
of the quasipotential gives the approximation ρt(x, ε) of the probability density ρ(x, ε)|Πt in the
Gaussian form
ρt(x, ε) = N exp
(
−(x− x¯(t),W
+(t)(x− x¯(t)))
2ε2
)
, W (t) = Φ+(x¯(t))
with the mean x¯(t) and covariance matrix C(t) = ε2W (t). Here, the sign ”+” means the
pseudoinversion.
For the exponentially stable limit cycle, the matrix function W (t) is a unique solution of the
boundary problem [8]
W˙ = F (t)W +WF>(t) + P (t)S(t)P (t), (5)
W (0) = W (T ), (6)
W (t)r(t) ≡ 0. (7)
Here,
F (t) =
∂f
∂x
(x¯(t)), S(t) = σ(x¯(t))σ>(x¯(t)), r(t) = f(x¯(t)), P (t) = Pr(t)),
and Pr = I − rr>/r>r is a projection matrix onto the hyperplane that is orthogonal to the
vector r.
3.1. How to calculate the stochastic sensitivity of two-dimensional cycle
For the 2D-case, the stochastic sensitivity matrix W (t) can be written as W (t) = µ(t)P (t). The
scalar function µ(t) > 0 is a T -periodic stochastic sensitivity function satisfying the following
boundary problem [7]
µ˙ = a(t)µ+ b(t), µ(0) = µ(T ) (8)
with the T -periodic coefficients
a(t) = p>(t)(F>(t) + F (t))p(t) , b(t) = p>(t)S(t)p(t), P (t) = p(t)p>(t),
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where p(t) is a normalized vector orthogonal to f(x¯(t)). An explicit formula for the solution µ(t)
of problem (8) is given by
µ(t) = g(t)(c+ h(t)),
where
g(t) = exp
 t∫
0
a(s)ds
 , h(t) = t∫
0
b(s)
g(s)
ds, c =
g(T )h(T )
1− g(T ) .
The value M = maxµ(t), t ∈ [0, T ] plays an important role in the analysis of stochastic
dynamics near the limit cycle. We shall consider M as a stochastic sensitivity factor of the
cycle.
Note that the function µ(t) allows us to construct a confidence band around the deterministic
cycle. For the line Πt that is orthogonal to the cycle at the point x¯(t), the boundaries x1,2(t) of
the confidence band can be written in an explicit parametric form:
x1,2(t) = x¯(t)± ε
√
2µ(t) erf−1(P )p(t). (9)
The confidence bands are sufficiently simple and evident models for the spatial description
of random states around the deterministic cycle.
3.2. How to calculate the stochastic sensitivity of three-dimensional cycle
In the three-dimensional case (n = 3), a singular decomposition of the symmetric non-negative
defined 3× 3-matrix V (t) looks like
V (t) = λ1(t)v1(t)v
>
1 (t) + λ2(t)v2(t)v
>
2 (t) + λ3(t)v3(t)v
>
3 (t),
where λ1(t) ≥ λ2(t) ≥ λ3(t) are the eigenvalues, and v1(t), v2(t), v3(t) are the normalized
eigenvectors of matrix V (t).
From condition (7) it follows that for any t, the matrix V (t) is degenerated (a distribution
of intersection points is concentrated in a hyperplane Πt). It means that λ3(t) ≡ 0, and the
appropriate eigenvector v3(t) = r(t)/‖r(t)‖ is tangent to the cycle. It allows us to write the
decomposition of the matrix V (t) as follows
V (t) = λ1(t)v1(t)v
>
1 (t) + λ2(t)v2(t)v
>
2 (t). (10)
Here V (t) is determined by the scalar functions λ1(t), λ2(t) and vectors v1(t), v2(t). In the case
of non-degenerate noises, the functions λ1(t), λ2(t) are strictly positive and determine for any t a
dispersion of random trajectories around cycle along vectors v1(t), v2(t). The values λ1(t), λ2(t)
determine the size and v1(t), v2(t) determine the directions of the dispersion ellipse axes. The
equation of this ellipse in plane Πt looks like
(x− x¯(t))>W+(t)(x− x¯(t)) = −2ε2 ln(1− P ),
where P is a fiducial probability. A set of these confidence ellipses along the deterministic limit
3D-cycle forms a confidence torus (see details in [9]).
Denote by u1(t), u2(t) some orthonormal basis of the plane Πt. One can easily find this basis
if the T -periodic solution x¯(t) is known (see Remark). The eigenvectors v1(t), v2(t), can be
represented by rotation of basis u1(t), u2(t) with some angle ϕ(t)
v1(t) = u1(t) cosϕ(t) + u2(t) sinϕ(t),
v2(t) = −u1(t) sinϕ(t) + u2(t) cosϕ(t). (11)
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Thus, the decomposition (10), (11) allows us to express an unknown solution of the system
(5)-(7) by means of three scalar functions λ1(t), λ2(t), ϕ(t).
Denote
P1(t) = v1(t) · v>1 (t), P2(t) = v2(t) · v>2 (t).
Remark that Pi(t) (i = 1, 2) are the projective matrices
Pivi = vi, Pivj = 0 (i 6= j). (12)
Rewrite the decomposition (10) as follows
V (t) = λ1(t) · P1(t) + λ2(t) · P2(t).
Theorem 1. [8] The matrix V (t) is a solution of system (5),(6) if and only if the scalar
functions λ1(t), λ2(t), ϕ(t) of decomposition (10), (11) satisfy the following system
λ˙1 = λ1v
>
1 [F + F
>]v1 + v>1 Sv1
λ˙2 = λ2v
>
2 [F + F
>]v2 + v>2 Sv2
(λ1 − λ2)ϕ˙ = λ2v>1 Fv2 + λ1v>1 F>v2 + v>1 Sv2 − (λ1 − λ2)u˙>1 u2.
(13)
As we see, a construction of the solution V (t) of system (5),(6) on the basis of a singular
decomposition is reduced to the solution of system (13) for three scalar functions. The matrix
W (t) (required stochastic sensitivity function of a cycle) of the solution of system (5)-(7) can
be obtained by the following limit procedure.
Theorem 2. [8] Let the T -periodic matrix W (t) be a solution of system (5)-(7).
Let λ1(t), λ2(t), ϕ(t) be an arbitrary solution of system (13) on the interval [0,+∞). Put
V (t) = λ1(t) · P1(t) + λ2(t) · P2(t), where Pi(t) = vi(t)v>i (t) with the vector functions vi(t)
obtained from (11). Then the matrix V (t) tends to the matrix W (t) as t→ +∞
lim
t→+∞(V (t)−W (t)) = 0.
Remark. For the computation of system (13) right parts, it is necessary to know the vector
functions u1(t), u2(t) and u˙1(t). To find these, the following method is suggested.
Rewrite the initial 3D-system x˙ = f(x) and its T -periodic solution x = x¯(t) by coordinates
x˙1 = f1(x1, x2, x3), x˙2 = f2(x1, x2, x3), x˙3 = f3(x1, x2, x3),
x¯(t) = (x¯1(t), x¯2(t), x¯3(t))
>.
A tangent vector r(t) = (f1(t), f2(t), f3(t))
> has the coordinates fi(t) = fi(x¯(t)), i = 1, 2, 3.
One can choose the vectors u1(t), u2(t) of the orthonormal basis for the plane Πt in the following
form
u1 = g1 ·

−f2
f1
0
 , u2 = g2 ·

−f1f3
−f2f3
f21 + f
2
2
 ,
where
g1 =
(
f21 + f
2
2
)− 1
2 , g2 =
(
f23
(
f21 + f
2
2
)
+
(
f21 + f
2
2
)2)− 12
.
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As a result of such choice the following formula holds
u˙1 = g˙1 ·

−f2
f1
0
+ g1 ·

−∂f2
∂x1
−∂f2
∂x2
−∂f2
∂x3
∂f1
∂x1
∂f1
∂x2
∂f1
∂x3
0 0 0

·

f1
f2
f3
 ,
where
g˙1 = −
(
f21 + f
2
2
)− 3
2 ·
(
f1 ·
(
∂f1
∂x1
f1 +
∂f1
∂x2
f2 +
∂f1
∂x3
f3
)
+ f2 ·
(
∂f2
∂x1
f1 +
∂f2
∂x2
f2 +
∂f2
∂x3
f3
))
.
4. A development of the theory. Applications
In continuous-time dynamic systems, along with equilibria and limit cycles, the invariant tori
are an important type of attractors. An extension of SSF technique for the case of tori is given
in [10].
For the discrete-time systems, SSF technique was elaborated for such regular attractors
as equilibria, cycles [11] and closed invariant curves [12]. For the description of probabilistic
distributions near chaotic attractors, SSF approach is presented in [13].
Some constructive abilities of the SSF technique and confidence domains method were
demonstrated in applications to the wide range of noise-induced phenomena: noise-induced
transitions between attractors [7, 14]; stochastic deformations of oscillatory regimes in period-
doubling bifurcations [15, 16]; backward stochastic bifurcations [17]; noise-induced chaos-order
transitions [18].
Our approach clarified probabilistic mechanisms of these stochastic phenomena in the
population systems [7, 19], neuron activity [20, 21, 22], and climate dynamics [14, 23].
The SSF technique was successfully used to solve the engineering problems of stabilization
of stochastically forced operating modes and controlling of chaos [24, 25].
5. References
[1] Moss F and McClintock P V E 1989 Noise in Nonlinear Dynamical Systems (Cambridge: Cambridge University
Press)
[2] Horsthemke W and Lefever R 1984 Noise-Induced Transitions (Berlin: Springer)
[3] Anishchenko V S, Astakhov V V, Neiman A B, Vadivasova T E and Schimansky-Geier L 2007 Nonlinear
Dynamics of Chaotic and Stochastic Systems. Tutorial and Modern Development (Berlin/Heidelberg:
Springer-Verlag)
[4] Gardiner C 2009 Stochastic Methods. A Handbook for the Natural and Social Sciences (Berlin: Springer)
[5] Freidlin M I and Wentzell A D Random Perturbations of Dynamical Systems (New York: Springer)
[6] Milshtein G N and Ryashko L B 1995 PMM J. Appl. Math. Mech. 59 47
[7] Bashkirtseva I and Ryashko L 2011 Chaos 21 047514
[8] Bashkirtseva I and Ryashko L 2004 Math. Comput. Simulat. 66 55
[9] Ryashko L, Bashkirtseva I, Gubkin A and Stikhin P 2009 Math. Comput. Simulat. 80 256
[10] Bashkirtseva I and Ryashko L 2016 Electron. J. Diff. Equat. 2016 1
[11] Bashkirtseva I, Ryashko L and Tsvetkov I 2010 Dyn. Cont., Discr. Impul. Syst.: Ser. A: Math. Analysis 17
501
[12] Bashkirtseva I and Ryashko L 2014 Physica A 410 236
[13] Bashkirtseva I and Ryashko L 2015 Int. J. Bifurcat. Chaos 25 1550138
[14] Alexandrov D V, Bashkirtseva I A and Ryashko L B 2014 Tellus A 66 23454
[15] Ryagin MY and Ryashko LB 2004 Int. J. Bifurcat. Chaos 14 3981
[16] Bashkirtseva I, Chen G and Ryashko L 2010 Int. J. Bifurcat. Chaos 20 1439
[17] Bashkirtseva I, Ryashko L and Stikhin P 2013 Int. J. Bifurcat. Chaos 23 1350092
[18] Bashkirtseva I and Ryashko L 2017 Physica A 467 573
81234567890
STPM2017  IOP Publishing
IOP Conf. Series: Materials Science and Engineering 192 (2017) 012024 doi:10.1088/1757-899X/192/1/012024
[19] Ryashko L and Bashkirtseva I 2011 Front. Life Sci. 5 141
[20] Ryashko L and Bashkirtseva I 2011 Phys. Rev. E 83 061109
[21] Bashkirtseva I, Neiman A and Ryashko L 2015 Phys. Rev. E 91 052920
[22] Bashkirtseva I, Ryashko L and Slepukhina E 2015 Nonlin. Dynam. 82 919
[23] Alexandrov D V, Bashkirtseva I A and Ryashko L B 2015 Eur. Phys. J. B 88 304
[24] Bashkirtseva I, Chen G and Ryashko L 2012 Commun. Nonlin. Sci. Numer. Simulat. 17 3381
[25] Bashkirtseva I, Chen G and Ryashko L 2017 J. Franklin Inst. 354 1658
Acknowledgments
The work was supported by Russian Science Foundation (N 16-11-10098).
