Dengue is a viral mosquito-borne infection that is endemic and has become a major public health concern in the Philippines. Cases of dengue in the country have been recorded to be increasing, however, it is reported that the country lacks predictive system that could aid in the formulation of an effective approach to combat the rise of dengue cases. Various studies have reported that climatic factors can influence the transmission rate of dengue. Thus, this study aimed to predict the probability of dengue incidence in Iligan City per barangay based on the relationship of climatic factors and dengue cases using different predictive models with data from 2008 to 2017. Multiple Linear Regression, Poisson Regression, and Random Forest are integrated in a mini-system to automate the display of the prediction result. Results indicate that Random Forest works better with 73.0% accuracy result and 33.58% error percentage, with time period and mean temperature as predictive variables.
I. INTRODUCTION
Dengue has been an endemic infection in over 100 countries in the world, in tropical and subtropical regions. One of the four dengue viruses had been classified as dengue serotypes (DENV-1, DENV-2, DENV-3, and DENV-4), carried by the main vectors, the Aedes Aegypti and Aedes Albopictus [1] . Reports were gathered from the World Health Organization (2018) that the Dengue fever was the most critical and rapidly spreading mosquito-borne viral disease in the world for over the past 50 years with 390 million dengue infections per year in 3.9 billion people in 128 countries at risk of infection.
In the Philippines, Dengue fever has become one of the major health problems among the populace. The Department of Health (DOH) reported a total of 138,444 dengue cases nationwide from January 1 to October 6 2018 representing 21% increase on the number of cases in the same period in 2017 [2] . Just recently, there were 115, 986 dengue cases recorded in the Philippines including 491 deaths reported from January 1 to July 6 2019; 86 % higher than in 2018 [3] . Same report cited Region X as one of the regions with highest incidence rate having 9,354 cases [3] . Incidence of Dengue was caused by several factors, one of which was the climatic conditions referring to temperature, relative rainfall, and relative humidity were reported to be important influential Dengue transmitters [4] . Studies discovered that places with high temperatures and higher rainfall such as in the Philippines had high dengue transmission rates resulting to more steady water as potential breeding grounds for mosquitoes [3] . Humidity had been a consistent, significant weather factor that provided favorable conditions for Dengue vectors [5] .
Despite the effort of the government to look for possible ways to control the increase of dengue cases in the Philippines, there is still no specific solution or response on how to control the dengue outbreaks up to this writing. This circumstance necessitates the implementation of primary safety measures to reduce and prevent dengue infections, to control mosquito populations, and limit the spread of dengue cases nationwide. Since climate conditions influence the dengue transmission cycle [6] [7] [8] , a dengue risk-prediction system based on the relationship of dengue incidence and climatic conditions is investigated in this study. The development of a risk prediction system could forecast the locale of possible high incidence rate of dengue thus will have significant contribution in controlling the spread of dengue by reducing the transmission of mosquitoes [9] .
Predictive analytical approach using a variety of machine learning, modeling, statistics, artificial intelligence, and data mining algorithms could be input data to predict unknown events in the future. Also, the use of statistical methods, correlations between dengue incidence and climatic variables were established to predict potential outbreaks in specific areas. Promprou [6] sampled a predictive model to predict the Dengue Haemorrhagic Fever (DHF) in Thailand using Multiple Linear Regression model to explain the relationship between the household's activities and DHF patients. Results of the study revealed a 26.9% of the variation of DHF patients using a number of water storage containers, Aedes Aegypti in drainage of refrigerators, pH and temperature of water in container. In the study by Ong et al. [7] predicting the Dengue incidence with the use of Random Forest approach, predicted the risk rank of dengue transmission in Singapore with dengue cases, population, entomological and environmental data. The evaluation using the latest dengue case data in the study showed a strong predictive ability for the model, compared to the study results of Tilwani, Dave, & Nadurbarkar [8] , that adopted a regression approach with Poisson Regression and Negative Binomial to investigate the correlation between dengue incidence and climatic fluctuations including relative humidity, temperature, and pressure. Dengue cases with 70% accuracy showed the impact of climatic fluctuations in dengue transmission. www.ijacsa.thesai.org Although studies had been conducted by the foregoing authors, there remained a dearth of the study in Iligan City, Region X of the Mindanao Province, Philippines. It was on this premise that this study was conceptualized and developed to predict the number of dengue incidence based on the correlation between climatic conditions (temperature, relative rainfall, and relative humidity). Three predictive models were used by the study: Poisson Regression, Multiple Linear Regression and Random Forest. The data were limited only to climatic factors including the temperature, relative rainfall, and relative humidity, as provided for by the concerned office. The study will attempt to evaluate and compare the results of these predictive models that best fit in the case of Iligan City and discover and visualize the probability of dengue to arise in a particular area.
II. RELATED STUDIES
A study by [10] used a Random Forest approach that predicts the risk rank of dengue transmission in Singapore with dengue; population, entomological and environmental data. The predicted risk ranks are then categorized and mapped to color-coded risk groups which were evaluated with dengue cases and cluster data. According to its findings, the study demonstrates the potential of Random Forest and its strong predictive ability to stratify Singapore's spatial risk of dengue transmission. It suggests that population density, dengue burden and abundance of Ae. aegypti are significant risk factors for dengue transmission. Evaluation using the latest data of dengue cases showed a significant predictive ability for the model. Strong positive correlation between the observed and predicted ranks of risk and an almost perfect agreement between the predicted levels of risk and the density of the case were observed.
In the study of Carvajal, Viacrusis, Hernandez, Ho, Amalin, & Watanabe (2018) [11] , various predictive models such as General Additive Modeling, Seasonal Autoregressive Integrated Moving Average with exogenous variables, Random Forest, and Gradient Boosting were used to predict the temporal pattern of dengue incidence in Metropolitan Manila, and to compare their predictive accuracy. Among the statistical modelling techniques, Random Forest showed a better predictive accuracy.
With the above mentioned studies, it has been supported that predictive analytics with the support of statistical methods are useful for predicting the possibilities of dengue incidence in various areas. Moreover, identifying the relationship of climatic factors and dengue transmission is considered to be one of the effective predictor. The presented study intends to predict the probability of dengue as well with dengue incidence rate and climatic factors such as temperature, rainfall, and humidity as the basis. Given the results from the related studies presented, it is perceived that predictive models are promising in predicting dengue incidences as they can provide significant prediction result.
III. METHOD

A. Study Area
The study area is in Iligan City in Lanao del Norte, Philippines. It is an urbanized city with 44 barangays, with estimated population of 400,000 according to 2015 census.
B. Research Design
A quantitative study was utilized using mathematical models and statistics to analyze and provide more objective numerical results [12] . The presented research was quantitative in nature as it relied on the analysis of the secondary numerical data collected to describe and predict the probability of dengue incidence in Iligan City using predictive models.
C. Data Collection and Analysis
This study used secondary data obtained from the proper authority. A reported monthly dengue fever incidence data of 44 barangays in Iligan City over the period from 2008 to 2017 were provided by the City Health Office (CHO). The climatic data over the same period comprised monthly average temperature, maximum and minimum temperature, relative humidity and relative rainfall were also collected from the City Health Office (CHO). These data were used to analyze factors affecting the occurrence of dengue cases and to predict the next incidents of dengue in Iligan City.
The collected data were imported to Python to evaluate inaccuracy or inconsistency in the data such as duplicate columns, not a number (NAN) values, and columns and rows that were not part of the explanatory factors. NAN values were replaced with 0, while gender and age were excluded as independent variables for these variables were presented daily while climatic data are presented by month. Fig. 1 shows a sample of the cleaned data while Fig. 2 is a sample of the climatic values.
A separate the data per year was kept by separating them to tabs and changing the variable names to max temperature, min temperature, mean temperature, relative rainfall, max relative humidity, min relative humidity, and average relative humidity. (IJACSA) International Journal of Advanced Computer Science and Applications, Vol. 10, No. 9, 2019 283 | P a g e www.ijacsa.thesai.org
D. Development of the Predictive Model
Correlation analysis was used to determine the strength of the relationships between the monthly number of dengue cases, dependent variables and climatic factors (minimum temperature (tmin), maximum temperature (tmax), mean temperature (tmean), relative rainfall (rr), minimum relative humidity (rhmin), maximum relative humidity (rhmax), and average relative humidity (rhmean)) and time period (timeperiod) as independent variables, covering 120 months in total from 2008 to 2017.
To see how the data sets were correlated, Pearson's Correlation Coefficient was used. Given that the data are continuous, this method is suitable to perform as it is generally used when variables are continuous in nature such as in ratio or interval scale variables. Pearson's correlation coefficient is indicated by r and defined by:
The value of r always ranges from -1 to +1. The relationship between the variables is said to be not related when the value of r comes down to 0. If the value of r lies to +1, then the variables are said to be positively correlated, while the variables are said to be negatively correlated if the value of r is -1. The value of R-squared and adjusted R-squared were calculated in order to test how well the data fit the regression model. Usually, the higher R-squared value between 0 and 100 means the better the regression model fitted the observations. To identify the significance of each of the independent variables, P-value was also computed.
The Poisson Regression on the other hand is designed to fit a model of regression in which counts were made with the dependent variable Y (dengue cases). The fitted model Y to one or more X predictor variables (climatic factors and time period), which were either quantitative or categorical. A poisson regression model defined as: z = e + b0 + b1x1 + b2x2 + b3x3 + ... + bkxk
where z = log(y) , transformed from y in generalized linear modelling called link function. This was done so that a linear regression modelling in z satisfied all required assumptions [11] . The corresponding coefficients (b1, b2 … bk), which were originally modelled for z, have to be transformed back properly to a model for y for interpretation. To estimate the b values, a process called maximum likelihood estimation (MLE) or weighted least squares may be used where it fitted a model. Random forest is an ensemble of simple tree predictors used to determine the final outcome. It used a bootstrap sampling approach to generate k different training data subsets from an original dataset, and then k decision trees were constructed by training these subsets. The final value was calculated by taking the average of all the predicted values by all the trees in forest. Since there was no given regression coefficients in building the Random Forest model, variable selection was done through performing the Feature Importance method, which variables had the most effect on the model. Visualizing tree in Random Forest was to evaluate the predictions for each row using all the trees in the model, how each variable contributed to the final prediction. To calculate for the result, propents have used the RandomForestRegressor class of the sklearn.ensemble library in Python.
However, before performing the prediction process in MLR, selecting highly significant independent variables based on their p-value was done first in order to build a best model, called the Stepwise Regression.
Dengue Prediction System: The proposed system was implemented using Python and PostgreSQL as the backend, while the front end was developed using CSS, Javascript, HTML, Leafleat, and Django. This system will automate the prediction of the model chosen, provided that data are presented in the correct format.
IV. RESULTS AND DISCUSSION
As shown in Fig. 3 , most of the values were not close to 1 which indicates that there is a weak correlation between independent variables. On the other hand, timeperiod associated with cases has an r of 0.3318 and has the greatest correlation coefficient among the other independent variables. Other independent variables such as tmin and tmean have positive correlation with dengue cases having r values equal to 0.1439 and 0.1958, respectively while there is negative correlation with rhmin and rhmean with cases havingr equal to -0.1298 and -0.1424 consecutively. Fig. 4 , shows that r2 is equal to 0.2304. This indicates that all eight of the independent variables explain 23.04% of the variability on the number of dengue cases. Moreover, it was shown that some independent variables had a p-value greater than 0.05 lowering their significance in predicting dengue incidence. From this model, only the maximum temperature, average relative humidity, and time period have p-values less than 0.05; thus, have significant impact on dengue cases.
Result of the Multiple Linear Regression displays in
Stepwise regression, as seen in Fig. 5 , was conducted to eliminate non-significant variables to build a reliable model out of the remaining independent variables. The variables tmin, rhmax, tmean, and rhmin were removed from the model. These variables were omitted in building the Multiple Linear Regression since their respective p-values were higher than 0.05. Based on the result, time period, maximum temperature, relative rainfall, and average humidity, all indicates significant impact on predicting the number of dengue cases with p-value of less than 0.05. Comparing its result from the first model, the value of adjusted R-squared increases, adjusted R2 = 0.186 or 18.6% which conveyed that omitting non-significant independent variables could improve the accuracy result of the model.
Using the coefficient values of the identified significant factors would generate the predictive model in Eq. (4). cases = 0.7151(Time_period) -9.8282(Temp_max) + 0.1004(Rel_Rain) -6.2039(Avg_RH) + 815.9833 (4) Fig. 7 shows the relation between the number of cases and time period for multiple linear regressions. Time period represents the total number of months involved in the study from January 2008 to December 2017. It is evident in the results that there are a number of gaps between the actual and predicted values.
A. Poisson Regression
One of the major assumptions in Modeling Poisson regression model is the equality of the mean and variance. As shown on Table I , the data that was used for Poisson Regression model did not meet the assumption wherein the mean and variance should be equal. The result showed that the variable Time_period had 60.5 mean and 1210 variance which is an overdispersion whereas Temp_max has 32.09333 mean and 1.753401 variance which results to underdispersion.
B. Random Forest
By performing the Feature Importance method in Python, the significant independent variables with the highest significance out of the eight are time period with a 0.48 and mean temperature with a value of 0.12. Results are shown in Fig. 8 . These variables were used to train the random forest algorithm. Fig. 9 illustrates the adjusted R-Squared of using Random Forest having a value of 73.0%. This means that timeperiod and tmean in this model explain 73.0% of the variability of the dependent variable. It is evident in Fig. 10 that the actual and predicted values of random forest from the time period of January 2008 to December 2017 are closer from the actual number of dengue cases. The Mean Absolute Percentage Error (MAPE) of the model using Random Forest is 33.58%.
C. Evaluation of the Models
Based on the summary of results of the three models shown in Table II , it indicates that Random Forest has a greater accuracy with 73.0% compared with Multiple Linear Regression with an adjusted R-Squared value of 18%. Further, Random Forest has lower MAPE score result with 33.58% while Multiple Linear Regression has 67.14% MAPE value. Comparing the results of the two models, Random Forest having two significant independent variables specifically the time period and the mean temperature clearly performs relatively better having higher accuracy score and lowest MAPE score than Multiple Linear Regression. This output explains the flexibility and the potential of Random Forest in p = 0.6232 >= 0.0500 removing tmin p = 0.4801 >= 0.0500 removing rhmax p = 0.3408 >= 0.0500 removing tmean predicting the number of dengue incidence based on climatic factors. The proposed system generates prediction of dengue based on historical data and reported dengue cases in each barangay that can assist the society and local health offices in Iligan City. Fig. 11 is a screenshot of the system as output from the results of this study. Fig. 11 . A Screenshot of the Developed Dengue Prediction System. prediction = regressor.predict (X_test) from sklearn.metric import r2_score print('R-Squared score is: {θ}%'.format(round(r2_score(y_test,prediction) * 100, 2))) from sklearn import metrics adj = 1 -float (len(y_test)-1)/(len(y_test) -len(coef)-1) * (1 -r2_score(y_test, predition)) print('Adjusted R-Squared score is: {θ}%'.format(round (adj*100, 2))) R-Squared score is: 74.54% Adjusted R-Squared score is: 73.0% www.ijacsa.thesai.org
V. CONCLUSION
The correlation analysis between each climatic factor has different level of significance in relation with dengue cases. This means that some of the independent variables can significantly affect the transmission of dengue while some factors are not. Time period is one of the highly correlated variable and even with most of the climatic factors. This only shows that time period has valuable significance as it helps to determine dengue in a given period of time.
Predictive models, specifically Multiple Linear Regression and Random Forest, can potentially predict dengue cases in Iligan City based on the results compared to Poisson Regression which was excluded due to the violation of the assumptions of the model. In building the Multiple Linear Regression model, coefficient of the significant independent variables were considered and formulated as: dengue cases = 0.1003793 (rr) -9.828208 (tmax) -6.203866 (rhmean) + 0.7150807 (time period) + 815.9834
On the other hand, the result of the evaluation with Random Forest performed better in terms of its goodness-of-fit and error difference between its actual and predicted values, having an accuracy percentage of 73% and 33.58% error result, than Multiple Linear Regression with only 18% accuracy percentage and error result of 67.14%.
Considering the results, Random Forest has the highest accuracy output and smallest error measure compared with multiple linear regressions. This indicate that this model has a positive impact in providing a prediction model for dengue cases in Iligan City. However, the accuracy percentage of the predictive model is lower than the expected percentage of the researchers. One factor is possibly due to the limited data of climatic factors used in the study. Considering other factors in dengue prediction may increase accuracy results of the predictive model.
VI. RECOMMENDATION
It is recommended that additional possible independent variables alongside climatic data must be considered such as the topographic profile of the area, ecological, biological and sociological aspects. Gathering of climatic data is recommended if possible to be daily or weekly rather than monthly and must be specific to every barangay to further investigate the impact of climatic factors in predicting dengue cases specific for every barangay. Further, temperature, rainfall, and humidity alone can contribute in predicting number of dengue cases. But considering other climatic factors including wind speed, precipitation, air pressure, and other weather data can provide better prediction result. Analysis and the use of other predictive models are highly recommended to test further the accuracy of forecasting dengue cases in Iligan City.
