Abstract. We study the long-time asymptotic behaviour of semigroups generated by nonlocal Schrödinger operators of the form H = −L + V ; the free operator L is the generator of a symmetric Lévy process in R d , d > 1 (with non-degenerate jump measure) and V is a sufficiently regular confining potential. We establish sharp two-sided estimates of the corresponding heat kernels for large times and identify a new general regularity property, which we call progressive intrinsic ultracontractivity, to describe the large-time evolution of the corresponding Schrödinger semigroup. We discuss various examples and applications of these estimates, for instance we characterize the heat trace and heat content. Our examples cover a wide range of processes and we have to assume only mild restrictions on the growth, resp. decay, of the potential and the jump intensity of the free process. Our approach is based on a combination of probabilistic and analytic methods; our examples include fractional and quasi-relativistic Schrödinger operators.
Introduction, assumptions and statement of main results
Over the past decade, there has been an increasing interest in non-local models involving Schrödinger operators associated with generators of Lévy processes with non-degenerate jump measures. Recent investigations include heat kernel and heat trace estimates [1, 3, 6, 54] , gradient estimates of harmonic functions [44] , properties of radial solutions, ground states, eigenfunctions and eigenvalues, and spectral bounds [5, 13, 20, 21, 28, 32, 36, 46, 47, 53] , intrinsic hyper-and ultracontractivity properties of Schrödinger semigroups [14, 15, 33, 35, 37] as well as applications in quantum field theory [11, 12, 23, 24] .
Typically, the operator is of the form H = −L + V ; throughout we assume that the potential V is locally bounded and L is the generator of a symmetric Lévy process. The corresponding semigroup e tL : t 0 is a semigroup of convolution operators in L 2 = L 2 (R d , dx) mapping L 2 into L ∞ (if t is large enough). Since e tL is positivity preserving this mapping property is equivalent to either of the following statements: (i) e tL : L 2 → L ∞ is continuous for large t (see e.g. [30, Corollary 1.3] ) or (ii) X t has a bounded probability density for large t. The symmetry of the Lévy process is equivalent to the symmetry of the semigroup operators e −tL , t 0, and the self-adjointness of the generator L; L, e tL : t 0 and the corresponding Lévy process are called free generator, semigroup and process. The Schrödinger operator H generates a semigroup of symmetric operators e −tH : t 0 on L 2 such that e −tH : L 2 → L ∞ are bounded for large values of t. If the free Lévy process has a sufficiently regular transition density, then U t is an integral operator with kernel u t (x, y), i.e. U t f (x) = u t (x, y)f (y) dy [19, Chapter 2.B]. For a confining potential V , i.e. lim |x|→∞ V (x) = ∞, each U t = e −tH , t > 0, is a compact operator in L 2 -see e.g. [33, Lemmas 1 and 9] for a general argument -and the spectra of H and U t are purely discrete. We denote by λ 0 = inf spec(H) ∈ R the ground state eigenvalue and by ϕ 0 ∈ L 2 the corresponding ground state eigenfunction. In particular, it makes sense to study the spectral regularity -the heat trace or the heat content, and the Hilbert-Schmidt property -and large-time smoothness properties of the semigroup {U t : t 0} such as intrinsic hyperand ultracontractivity [17] . Related to that, it is also a natural question to ask for the behaviour of U t f and u t (x, y) as t → ∞.
In the literature [2, 18, 34] the (asymptotic) intrinsic ultracontractivity condition (a)IUC is used to describe the large time behaviour of u t (x, y). These are conditions on U t which can be equivalently stated in the following form ∀t 0 > 0 ∃C = C(t 0 ) 1 ∀t t 0 ∀x, y ∈ R d : u t (x, y) C e −λ 0 t ϕ 0 (x)ϕ 0 (y), (IUC) ∃t 0 > 0 ∃C = C(t 0 ) 1 ∀t t 0 ∀x, y ∈ R d : u t (x, y) C e −λ 0 t ϕ 0 (x)ϕ 0 (y). (aIUC) (" C " denotes a two-sided comparison with the constants 0 < C −1 1 C < ∞.)
In the present paper we are mainly interested in the case where U t = e −tH fails to be (asymptotically) IUC and we want to study the asymptotics of u t (x, y) as t → ∞ in the general case. Our main result are sharp two-sided large-time estimates for the kernel u t (x, y). Let us first state the result and then discuss the assumptions (A1)-(A3) needed therein. Theorem 1.1. Let L be the generator of a symmetric Lévy process with Lévy measure ν(dx) = ν(x) dx and diffusion matrix A = (a ij ) i,j=1...,n , and let V be a confining potential. Denote by H = −L + V the Schrödinger operator and assume (A1)-(A3) with t b > 0, R 0 > 0 and the profile functions f (|x|) and g(|x|) which control ν(x) and V (x), respectively. Write λ 0 and ϕ 0 for the ground-state eigenvalue and eigenfunction, and u t (x, y) for the density of the operator U t = e −tH . There exist constants C 1 and R > R 0 such that for every t > 30t b the following assertions hold. (f (|x − z|) ∧ 1) (f (|z − y|) ∧ 1) e −τ g(|z|) dz.
Under the additional condition inf x∈R d V (x) > 0, the cases a) and b) can be combined in a single estimate: if |x| R or |y| R, then u t (x, y) C e −λ 0 t 1 ∧ ν(x) V (x) 1 ∧ ν(y) V (y) .
Let us now discuss the assumptions and the set-up of Theorem 1.1. Recall that a Lévy process on R d is a stochastic process (X t ) t 0 with values in R d , independent and stationary increments, and càdlàg (right-continuous, finite left limits) paths. It is well-known, cf. [27, 29] or [9] , that a Lévy process is a Markov process whose transition semigroup is a semigroup of convolution operators P t u(x) = Eu(X t + x) = u * μ t (x),μ t (dy) = P(−X t ∈ dy) which is a strongly continuous contraction semigroup on L 2 = L 2 (R d , dx). Using the Fourier transform we can describe P t as a Fourier multiplication operator
with symbol (multiplier) e −tψ(ξ) . The semigroup P t : t 0 is symmetric in L 2 if, and only if, X t is a symmetric Lévy process (i.e. P(X t ∈ dy) = P(−X t ∈ dy), t 0) which is equivalent to e −tψ or ψ being real. All real characteristic exponents are given by the Lévy-Khintchine formula
(1 − cos(ξ · z)) ν(dz), ξ ∈ R d . (1.1)
where A = (a ij ) 1 i,j d is a symmetric non-negative definite matrix, and ν is a symmetric Lévy measure, i.e. a Radon measure on R d \ {0} satisfying ν(E) = ν(−E) and R d \{0} (1 ∧ |z| 2 )ν(dz) < ∞. The matrix A describes the diffusion part of (X t ) t 0 while ν is the jump measure. Throughout this paper we assume that the jump activity is infinite and ν is absolutely continuous with respect to Lebesgue measure, i.e. ν(R d \ {0}) = ∞ and ν(dx) = ν(x) dx.
The generator L is a non-local self-adjoint pseudo-differential operator given by
Prominent examples of non-local operators (and related jump processes) are fractional Laplacians L = −(−∆) α/2 , α ∈ (0, 2) (isotropic α-stable processes) and quasi-relativistic operators L = −(−∆ + m 2/α ) α/2 + m, α ∈ (0, 2), m > 0 (isotropic relativistic α-stable processes) which play an important role in mathematical physics. These and further examples are discussed in Section 5.
Under (1.2) the process (X t ) t 0 is a strong Feller process, i.e. P t maps bounded measurable functions into continuous functions; equivalently, this means that its one-dimensional distributions are absolutely continuous with respect to Lebesgue measure, i.e. there exists a transition density p t (x, y) = p t (y − x) such that P 0 (X t ∈ E) = E p t (x) dx for every Borel set E ⊂ R d , see e.g. [50, Th. 27.7] . Further details on the existence and regularity of transition densities can be found in [43] .
We need the following additional regularity assumptions (A1)-(A2) for the density ν(x) of the Lévy measure and the transition density p t (x). (A1) Lévy density. There exists a profile function f : (0, ∞) → (0, ∞) such that a) there is a constant C 1 1 such that C −1 1 f (|x|) ν(x) C 1 f (|x|) for all x ∈ R d \ {0}; b) f is decreasing and lim r→∞ f (r) = 0; c) there is a constant C 2 1 such that f (r) C 2 f (r + 1) for all r 1; d) f has the direct jump property: there exists a constant C 3 > 0 such that |x−y|>1 |y|>1
f (|x − y|)f (|y|) dy C 3 f (|x|), |x| 1.
Some parts of (A1) are redundant but we prefer to keep it that way for clarity and reference purposes. For instance, under (A1.b) the condition (A1.d) implies (A1.c). Similarly, in (A1.b), lim r→∞ f (r) = 0 readily follows from the monotonicity of f and (A1.a). The convolution property (A1.d) is fundamental for our investigations. It has a very suggestive probabilistic interpretation: the probability to move from 0 to x in "two large jumps in a row" is smaller than with a "single direct jump". For this reason we call this condition the direct jump property. 1 1 Previously [36, 37] this condition has also been called jump paring condition but we prefer the present name as it captures the probabilistic meaning in a more concise way.
(A2) Transition density of the free process. The function (t, x) → p t (x) is continuous on (0, ∞) × R d and there exists some t b > 0 such that the following conditions hold. a) There are constants C 4 , C 5 > 0 such that
An easy-to-check sufficient condition for the time-space continuity of the density p t (x) is
see Lemma 2.1 in Section 2 and the discussion following that lemma. Notice that this condition trivially holds as soon as ψ has a nondegenerate Gaussian part, i.e. det A = 0 in (1.1). The other assumptions in (A2) govern the asymptotic behaviour of the transition density p t (x) for the free operator L and they should be seen as the minimal regularity requirement for the density of the free semigroup. The upper bound on p t (x) in (A2.a) is known for a wide range of operators L whose Lévy measures satisfy (A1), cf. [7, 38, 39, 40, 41] . Similarly, the condition (A2.b) is a small time off-diagonal boundedness property which holds for a large class of semigroups, see e.g. [22, Th. 5.6 and Rem. 5.7] . Under (A2.a) we know that sup x∈R d p t b (x) = p t b (0) < ∞ -this extends to all t t b -and the function p t (·) is smooth for all t > t b ; this is a consequence of the fact that p t is the convolution of
We will now introduce the class of potentials which we consider in this paper.
be such that lim |x|→∞ V (x) = ∞ and assume that there exist constants C 6 1 and R 0 > 0, and a profile function g :
c) there exists a constant C 7 1 such that g(r + 1) C 7 g(r), r R 0 . The uniform growth condition (A3.c) excludes profiles growing like exp r 2 or exp (e r ), but exponentially and slower growing potentials -for example growth orders log log r, log(r) β , r β and e βr , with β > 0 -are admissible.
Under (A1)-(A3) H = −L + V is well defined, bounded below, and self-adjoint in L 2 = L 2 (R d , dx). Our standard reference for Schrödinger operators is the monograph [19] by Demuth and van Casteren. The corresponding Schrödinger semigroup e −tH : t 0 has the following probabilistic Feynman-Kac representation
which allows us to use methods from probability theory. Under (A3) the semigroup operators U t , t > 0, are compact and the spectrum of H consists of eigenvalues of finite multiplicity without accumulation points. The ground state eigenvalue λ 0 := inf spec(H) is simple and the corresponding -unique (when normalized) and positive -L 2 -eigenfunction is denoted by ϕ 0 . The operators U t have integral kernels, i.e.
and the kernels u t (·, ·), t > 0, are continuous, positive and symmetric functions on
We call the kernel u t (x, y) the Schrödinger heat kernel. Because of (A2.a), u t (x, y) is a bounded function for all t t b . Further properties of u t (x, y) will be discussed in detail in the next section.
The conditions (A1)-(A3) are needed to prove Theorem 1.1. If we make a further structural assumption on the profile function g, we can improve the results of Theorem 1.1, splitting the estimates in two distinct scenarios: the aIUC regime (including the IUC regime) and the nonaIUC regime, see Remark 5.1.
(A4) V is a potential satisfying (A3) with the profile g and R 0 > 0 such that f (R 0 ) < 1 and
Examples of such profiles h can be found among functions which are regularly varying at infinity, see [4] . Let us remark that (A4) is, when we compare it with existing results on the asymptotic behaviour of aIUC Schrödinger semigroups [35, 37] , a very natural condition.
The large time estimates of the heat kernel u t (x, y) in the the aIUC vs. the non-aIUC regime are substantially different. This is due to the intricate asymptotic behaviour of the function F (τ, x, y). In the non-aIUC regime the following result holds true (Corollary 5.4): For every confining potential -no matter how slowly V grows at infinity -there is an increasing function r : (0, ∞) → (0, ∞] such that lim t→∞ r(t) = ∞ (cf. Lemma 5.2) and such that the following estimate holds: There is a constant C 1 such that for sufficiently large values of t we have
, |x|, |y| > R, |x| ∧ |y| < r(t).
These estimates are equivalent to saying that there is a constant C 1 such that for sufficiently large values of t we have 1
The estimates for u t (x, y) are essentially different if |x|, |y| > r(t). This means that the regularity of a non-aIUC Schrödinger semigroup improves as soon as the time parameter t increases; note that the constants C, C do not depend on t. We believe that this surprising property has not been observed before. In analogy to the asymptotic IUC property, we propose to call this property progressive intrinsic ultracontractivity, pIUC, for short. It seems that pIUC is a regularity property for compact semigroup, in general, and merits a formal definition. Definition 1.2. Let {U t : t 0} be a semigroup of compact operators on L 2 (R d ) with integral kernels u t (x, y), ground state eigenvalue λ 0 and ground state eigenfunction ϕ 0 . The semigroup {U t : t 0} is said to be a) intrinsically ultracontractive (IUC) if for every t > 0 there exists a constant C > 0 such that
b) asymptotically intrinsically ultracontractive (aIUC) if there exist some t 0 > 0 and a constant C > 0 such that
c) progressively intrinsically ultracontractive (pIUC) if there exist some t 0 > 0, an increasing function r : [t 0 , ∞) → (0, ∞] such that r(t) → ∞, and a constant C > 0 such that
Note that IUC always implies aIUC, and aIUC always implies pIUC (with threshold function r ≡ ∞).
Our paper is organized in the following way. Section 2 contains some basic probabilistic potential theory which is needed in the subsequent sections. In 3.1 we discuss the properties of the profile function f from (A1), in particular we provide some sufficient conditions such that the direct jump property (A1.d) holds. Section 3.2 is about the basic decomposition of the trajectories of the free process: we use this to obtain estimates of the localized (in space) Feynman-Kac representation. These bounds are essential for the upper and lower estimates in Sections 4.1 and 4.2. They are combined to give sharp two-sided estimates for u t (x, y), see Section 4.3. Theorem 4.6 is an extended version of our main Theorem 1.1. Based on these estimates we discuss several applications: we study the decay properties of the functions U t 1 R d (x) (Section 4.4), we show that the present estimates are potent enough to recover known results on aIUC (Section 4.5), and finally we show (Section 4.6) that -for t 1 -the notions of "operator with finite heat content", "trace-class operator" and "Hilbert-Schmidt operator" coincide in this setting, and they are equivalent to the condition that |x|>R e −tV (x) dx < ∞, for some R, t > 0. Our second main result is presented as Corollary 5.4 in Section 5.2. This is about improved heat-kernel estimates in the pIUC regime. This is only possible if we know about the dependence of the growth at infinity of f (resp. the jump density ν) and g (resp. the potential V ). Here we need the additional assumption (A4), see Section 5.1. The last two sections contain examples: Section 5.4 is about doubling Lévy measures with f of polynomial type f (r) = r −d−α (e ∨ r) −γ while Section 5.5 considers exponentially decaying Lévy measures with f of the form f (r) = r −γ e −κr , r 1.
Notation. Throughout the paper lower case letters c, c 1 , c 2 . . . denote generic constants; within a proof we indicate changes to constants by increasing their running index. Upper case letters C 1 , . . . , C 7 (they appear in the assumptions (A1)-(A3)) and C n.m (n.m refers to the Theorem, Lemma etc. where C n.m appears for the first time) denote important constants. This is for cross-referencing and to help keeping track of the dependence of constants in our calculations. The constantC 2 is from (3.1) on page 10; it serves as an alternative of the constant C 2 in (A1) and it determines the growth of the functions of class C defined in (3.7).
Our basic assumptions (A1), (A2), (A3) and (A4) can be found on pages 3-5. The constant t b is from (A2) and R 0 is from (A3); Two-sided estimates between functions are sometimes indicated by
The notation f (x) C g(x) is used to highlight the comparison constant C.
By λ 0 and ϕ 0 we denote the ground-state eigenvalue and eigenfunction, see page 5. The Fourier transform and its inverse are defined as
As usual, we write E(Y ; A, B) := A∩B Y dP, |B| denotes the Lebesgue measure of a Borel set B ⊂ R d , a ∧ b and a ∨ b are the minimum and maximum of a and b.
Preliminaries
We begin with a sufficient condition for the joint continuity of the functions p t (x) on the sets
Lemma 2.1. Let (X t ) t 0 be a Lévy process with values in R d and characteristic exponent ψ :
Proof. Fix > 0. Since ξ → e −t 0 ψ(ξ) is integrable and |e −t 0 ψ | = e −t 0 Re ψ , we can use the dominated convergence theorem to ensure that for some δ > 0 2(2π)
Using Fourier inversion we get
which shows the existence of a transition density. For x, y ∈ R d and t > t 0 we get, on the one hand
on the other hand, we have for y ∈ R d and t, u > t 0
If x, y ∈ R d and t, u > t 0 satisfy |x − y| + |t − u| < δ, we finally get
proving joint continuity of (t,
The assumption e −tψ(ξ) ∈ L 1 (dξ) for t t 0 already appears in [43] . A sufficient condition for this assumption is the Hartman-Wintner condition
which stipulates that ψ grows at infinity at least logarithmically.
Note that the (one-sided) one-dimensional Gamma process has the exponent ψ(ξ) = 1 2 log(1 + ξ 2 )+i arctan ξ and the transition density p t (x) = Γ(t) −1 x t−1 e −x , x > 0. Clearly, p t (x) fails to be continuous on (0, 1)×R, i.e. logarithmic growth of ψ seems to be a rather sharp condition for the joint continuity of (t, x) → p t (x). Using this, one can also give an example of a symmetric Lévy process on R satisfying our basic assumption (A1) but with a density which fails to be time-space continuous for small values of t. A similar picture is true for the one-dimensional symmetric Gamma process, whose transition density is given by q t (x) = We now collect a few basic properties of the Schrödinger semigroup {U t : t 0} and facts from potential theory for the free process (X t ) t 0 . We begin with some fundamental properties of the Schrödinger heat kernel u t (x, y) which will be needed in the sequel. Lemma 2.3. Let H = −L + V be the Schrödinger operator with confining potential V such that (A1)-(A3) hold. Denote by u t (x, y) the density of the operator U t = e −tH . a) For every x, y ∈ R d and t > 0 we have
For every x, y ∈ R d and t > 0 we have
is a bounded operator for all t t b , that is the semigroup {U t : t 0} is ultracontractive for t t b .
Lemma 2.3 is a standard result and we refer for its proof and further details on FeynmanKac semigropus to the monographs [19, 16] . It shows that the kernel u t (x, y) inherits its basic regularity properties from the transition densities p t (y − x) of the free Lévy process.
Assumption (A3) guarantees that all semigroup operators U t , t > 0, are compact operators on L 2 (R d ). In particular, there is a ground state, i.e. λ 0 := inf spec(H) is an eigenvalue with multiplicity one and there exists a unique eigenfunction Hϕ 0 = λ 0 ϕ 0 -hence
which implies that ϕ 0 has a version in C b (R d ) and U t ϕ 0 (x) = e −λ 0 t ϕ 0 (x) has a pointwise meaning. By Lemma 2.3.c), we even have ϕ 0 (x) > 0 for all x ∈ R d .
We denote by p D (t, x, y) the transition density of the free process (X t ) t 0 killed upon exiting a bounded, open set D ⊂ R d ; it is given by the Dynkin-Hunt formula
is the first exit time of the process X from the set D; as usual, we set
Hence, The kernel ν(z − X s− (ω)) dz ds is the Lévy system for (X t ) t 0 ; it is uniquely characterized by the identity
, where I is a bounded interval, and E ⊂ D, F ⊂ D c are Borel subsets of R d with dist(E, F ) > 0, the functional 
. This is usually called Ikeda-Watanabe formula, see [26, Th. 1] for the original version. We will use this formula mainly in the following setting: for every ϑ > 0 and every bounded or non-negative Borel function h on R d such that dist(supp h, D) > 0, one has
We will also need the concept of (X, ϑ)-harmonic functions,
for every open (possibly unbounded) set U such that U ⊂ D; f is called regular (X, ϑ)-harmonic in D, if (2.7) holds for U = D. We will always assume that the expected value in (2.7) is absolutely convergent. By the strong Markov property every regular
The next lemma provides a uniform estimate for (X, ϑ)-harmonic functions which is often called boundary Harnack inequality, see [8, Lem. 3.2(b) and Th. 3.5].
Lemma 2.4. Assume (A1.a,b,c) and (A2). There exists a universal constant C > 0 such that
Proof. This result follows from a combination of Lemma 3.2, Theorem 3.5 and the discussion in Example 3.9 in [8] . We only need to check the assumptions (A)-(D) in that paper. Since X is a symmetric Lévy process, (A)-(C) always hold. In order to justify (D), let B = B R (0), 0 < r < R 1 and x, y ∈ B be such that |x − y| > r. We have
Observe that
By [51, Rem. 4.8] the last mean exit time is finite. Thus, under (A2), we have sup x,y∈B,|x−y|>r
for every 0 < r < R. This proves (D) from [8] .
Finally, we will need the following technical estimate.
Proof. Fix t > 0 and denote by µ 1,t (dx) and µ 2,t (dx) the measures determined by their characteristic functions (inverse Fourier transforms)
and
Because of (A1) both measures are non-degenerate. Recall that
ν n * 1/2 (x) denotes the density of the n-fold convolution ν n * 1/2 (dx). Moreover, due to [50, Th. 27 .7] the measure µ 1,t (dx) is absolutely continuous with respect to Lebesgue measure. We denote the corresponding density by p 1,t (x).
Let A ∈ R n×n , be a symmetric, positive semi-definite matrix and denote by γ t (dx) the Gaussian measure with characteristic function
Due to (1.1) and (2.8), the density p t is of the form
Assume that |x| 1. By the above representation and (A1.b,c) we get
3. Structure and estimates of large jumps of the process 3.1. Properties of the profile function f . Sometimes it is convenient to replace the profile function f (r), for large values of r, by its truncation
In this section we are going to show that f 1 still enjoys the basic assumptions (A1.b,c,d).
If f satisfies (A1.b,c), then so does f 1 : it is again a decreasing function and there exists a constant C 2 C 2 such that the following uniform growth condition holds
Note that, under (A1.a,b), the conditions (A1.c) and (3.1) are equivalent.
Lemma 3.1. Let f be as in (A1). Condition (A1.d) can be replaced by the following equivalent condition: there exists a uniform constant C 3.1 > 0 such that
In particular, (3.2) implies
and there exists a constant C 3.1 > 0 such that
Proof. Let us first establish the equivalence of (3.2) and (A1.d). Assume that (3.2) holds. Since f is decreasing, we have
and (A1.d) follows. In order to see the opposite implication, we note that (A1.a) implies |y|>1 f (|y|) dy < ∞,
Moreover, (3.1) shows for |x| > 1
Finally, combining (3.5) and (A1.d) we see that there exists a constant c 3 > 0 such that
and (3.2) follows. The inequality (3.3) is a direct consequence of (3.2) and (3.1):
Finally, (3.4) follows from (3.3) and (3.5).
The next lemma gives simple sufficient conditions under which the convolution condition (A1.d) holds. Recall that a decreasing function f satisfies the doubling property, if there exists a constant C 1 such that f (r) Cf (2r) for all r > 0. 
decreasing function with doubling property and
Proof. a) Since y and x − y play symmetric roles in the integral in (A1.d), we have
2 Since the doubling property is only used in connection with the direct jump property (A1.d) it is, in fact, enough to require the doubling property for large r, e.g. r > 
This gives (A1.d).
b) Using |x| |x − y| + |y|, x, y ∈ R d , we get |x−y|>1 |y|>1
Now we can use part a) for the last integral involving h, and (A1.d) follows.
c) The condition (3.6) guarantees that C :
is integrable on the set {y : |y| > 1, y 1 0}, hence on {|y| > 1} because of rotational symmetry. Write
By the monotonicity of f , we have II 2f (|x|) |y|>1 f (|y|) dy 2Cf (|y|). In order to estimate I, we consider two cases: 1 |x| 2 and |x| > 2.
Case 1: 1 |x| 2. We have
Case 2: |x| > 2. We can use again the symmetry of y and x − y in the integrand to see
Using the log-convexity of f on (1, ∞), we get for |x| > 2
almost everywhere on the domain of the above integration. Since f /f is increasing and negative, and since 0 < |x| − |x − y| (x · y)/|x| holds on the domain of integration, we obtain
x · y |x| almost everywhere. This gives the estimate 
3.2.
Decomposition of the paths of the process and related estimates. In view of the Feynman-Kac representation of the semigroup U t : t 0 and Lemma 2.3.a), we can estimate u t (x, y) if we can control the behaviour of the sample path of the process. For this, we decompose the paths using exit times from and entrance times into certain annuli. Such decompositions appeared for the first time in [10] and they were also used in [45, 35] . Let k, n 0 ∈ N, k n 0 2, and define
The exact value of n 0 will be chosen later on. We need two families of stopping times
With these stopping times we can count the number of annuli which are visited by the process X on its way from A ∞ n−2 to A k k−1 for n − 2 k moving 'inward', i.e. when the modulus |X s | reaches a new minimum -see Fig. 2 . More precisely, for n − 2 k n 0 and t > 0, we set
The first set is the event that the process moves to the annulus A k k−1 before time t upon exiting A ∞ n−2 . The second event is defined recursively: We will need the following class of functions which is defined with the constant C 2 from (3.1).
Because of the choice of C 2 , all functions of the form
For our heat kernel estimates we need precise estimates of the following expectations:
for an arbitrary function W ∈ C. For W ≡ 1 such estimates have been established in [35, Lemmas 3.5, 3.6] ; in the present paper we have to consider highly anisotropic functions W , which adds some complications. Since the argument from [35] does not work in such generality, we have to find a suitable modification. Lemma 3.3. Assume (A1)-(A2) and let W ∈ C and n, k ∈ N be such that n − 2 k n 0 . There is a constant C 3.3 > 0 and ϑ 0 1 such that for every t > 0, for all x ∈ A ∞ n−1 and ϑ > ϑ 0 we have
C 3.3 depends on W only through the growth constant C 2 appearing in (3.1) and (3.7).
Proof of Lemma 3.3. Define for ϑ > 0
We will consider two cases: k = n − 2 and k < n − 2. Case 1:
, and we will estimate v x and h x separately.
On the other hand, for x ∈ A ∞ n−2 \ A ∞ n−1 , we get from (3.7) and the definition of v x that v x (y)
and sup z∈B 1/2 ( x) |x − z| 2 and let c 1 := |B 1/2 (0)|, see Fig. 3 . The monotonicity of f 1 and (3.7) give
Therefore,
. By the strong Markov property, h x (y) = E y e −ϑτ h x (X τ ) for every y ∈ D n,x , i.e. h x is regular (X, ϑ)-harmonic in D n,x . On the other hand, h x (y) = 0 for every y ∈ B 1 (x) \ D n,x . By (3.5), Lemma 2.4 and (A1), we have
(recall that k = n − 2) with absolute constants c 2 and c 3 .
Combining the estimates from above, we get
Using induction in p ∈ N 0 , we will prove for p ∈ N 0 and x ∈ A ∞ n−2 the estimate
For p = 0 the inequality (3.10) follows from (3.9) and the definition of the function u. Suppose now that (3.10) holds true for some p 0. Inserting it into (3.9), we get
for every x ∈ A ∞ n−2 . By Tonelli and (3.2) we have
Returning to the previous estimate, we get
This is exactly (3.10) with p p + 1. Taking ϑ > max {2c 3 C 3.1 , c 3 f 1 1 } and letting p → ∞, we obtain
Inserting (3.11) into (3.8) and a further application of Tonelli's theorem and (3.2) (as above) yields
for every ϑ > 2c 3 C 3.1 + c 3 f 1 1 with the constant C 3.3 = c 3 (1 + 2c 4 C 3.1 ). This completes the proof in the case k = n − 2.
Case 2: k < n − 2. From the Ikeda-Watanabe formula (2.6) we get
It follows from Lemma 2.5 that
1, the estimate (3.12), Tonelli's theorem and the Chapman-Kolmogorov equation give
Finally, using (A2.a) and (A1) we get
Setting ϑ 0 := 2c 3 C 3.1 + c 3 f 1 1 + 2C 5 and C 3.3 := c 3 (1 + 2c 4 C 3.1 ) + 2c 5 finishes the proof.
Lemma 3.5. Assume (A1), (A2) and (A3.a,b) with radius R 0 > 0, and let W ∈ C, cf. (3.7). Suppose that n 0 ∈ N is so large that
where ϑ 0 and C 3.3 are from Lemma 3.3. For n, k, l ∈ N, n − 1 < |x| n, n 0 k n − 2, and t > 0, the following estimate holds with C 3.5 := 2C 6 C 3.3
Proof. We use induction in l ∈ N.
on this set. From (A3.b) and Lemma 3.3 with ϑ = g(n − 2)/C 6 we get
This means that the claimed bound holds for l = 1, all n, k, x, t as detailed in the statement of the lemma and all functions W from the class C (recall that C includes all functions of the form W y (x) = f 1 (|x − y|), y ∈ R d ).
Now assume that the induction assumption holds for 1, 2, ..., l − 1 with l 2. Using the decomposition of paths introduced at the beginning of Section 3.2, we may write 
Using the induction hypothesis with l = 1 for the inner expectation, we see that the above sum is less than
which is, by Fubini's theorem, equal to
Now we estimate the expectation under the sum. Since dist(A
Using the induction hypothesis for the functions
Plugging this estimate into the above expression, we finally get that the initial expectation is bounded by
Using that f 1 f , the convolution condition (A1.d) and the fact that 2C 3 C 6 C 3.3 (1 + f (1)) g(n 0 − 2), the last expression is bounded by
and we are done.
In the sequel we will often use the following estimate which is based on the decomposition of paths introduced above. For every x, y ∈ R d and t > t 0 > 0 we have
where
The estimates from Lemma 3.5 will be essential for proving sharp bounds for the terms I k,l .
General estimates of the Schrödinger heat kernel
Recall that the Schrödinger semigroup is given through the Feynman-Kac formula
In the next two sections we prove upper and lower estimates for u t (x, y) under rather general assumptions on the potential. More precisely, we will only assume that the potential V satisfies the assumption (A3.a,b) and we do not require the growth property (A3.c).
4.1. The upper bound.
Lemma 4.1. Assume (A1), (A2) and (A3.a,b) with t b > 0 and R 0 > 0. Let n 0 ∈ N be as in Lemma 3.5. There exists a constant C > 0 such that for every |x| > n 0 + 3, y ∈ R d and t > t b we have
Proof. Let |x| > n 0 + 3, y ∈ R d and t t b . Pick n ∈ N, n n 0 + 4 such that n − 1 < |x| n. Because of (3.13) we have to estimate I and I k,l . By (A3.b), (2.1), the Chapman-Kolmogorov equation for p t and (A2.a), we get
Now we turn to I k,l . First, assume that k n 0 +2. To keep notation simple, we set r := t−t b . By the fact that σ k k−1 < r on S(A ∞ n−2 , A k k−1 , l, r), and (A3.b), (2.1) we have
By the strong Markov property, the Chapman-Kolmogorov equation for p t , (A2) and (A3),
In the last estimate we use Lemma 3.5 with the function W = f 1 (which is in the class C defined in (3.7)) as well as the monotonicity (A3.b) of g.
We still have to estimate
= ∞. This is the most critical situation and we cannot use the above arguments. By the strong Markov property and (the analogue of) the Chapman-Kolmogorov equations for the kernel u t , we have Applying (2.1) and (A2) as before, we get that the above expectation is not greater than
and recall that for y ∈ R d the function W y (w) = f 1 (|w − y|) is also in the class C defined in (3.7). From Lemma 3.5 we see
and with (A1.b) and (A1.c) we conclude that
for k = n 0 , n 0 + 1. Combining all inequalities, we finally obtain 
b) If |x| > n 0 + 3 and |y| n 0 + 3, then
if |x| n 0 + 3 and |y| > n 0 + 3, then, by symmetry,
In particular, the following symmetrized estimate holds
Proof. a) This follows directly from (2.1) and (A2).
b) By symmetry it is enough to consider the case |x| > n 0 +3 and |y| n 0 +3. Since |y| n 0 +3, the estimate in Lemma 4.1 and (A3.a,b) show for every t > 4t b
and, by (A1.d), we conclude that
c) Let |x|, |y| > n 0 + 3 and t > 4t b . In view of (A1.d), (A3.a,b), (3.4) and (3.5), we get with Lemma 4.1 that
The symmetry of the kernel u 2t b (z, y), (4.2) and a further application of the estimate from Lemma 4.1 to
By Fubini's theorem and (3.2), we finally arrive at
This is the first claimed bound. The second one easily follows from the first by symmetry.
4.2.
The lower bound. We begin with an auxiliary result. Recall that µ 0 (r) > 0 and ψ 0,r are the ground state eigenvalue and eigenfunction for the process killed on leaving a ball B r (0), r > 0. u t (x, y) Ce
if |x| > n 0 + 2, |y| > n 0 + 2,
Proof. Set T b := . By (the analogue of) the Chapman-Kolmogorov equations for u t ,
Moreover,
and, since ψ 0,1/2 (0) > 0, we have for some c 1 > 0
c 1 e
Suppose first that |x|, |y| > n 0 + 2. By (4.3), (A3.a,b) and our assumption |x − y| < 5 4 , we get u t (x, y) c 1 e
So it is enough to estimate the infimum. Let z be such that |x − z| < Moreover, by (2.3), the symmetry and the spatial homogeneity of the process (X t ) t 0 , we get for every nonnegative function h supported in B 7/4 (y)
Inserting for h a sequence of type delta centered at y, and using the continuity (in the variable z) of the kernel of the killed process, we get 
and returning to (4.4), we conclude that
) e −C 6 tg(|y|+2) .
Set C := sup z∈B(0,n 0 +6) V + (z) and observe that if |x| n 0 + 2 or |y| n 0 + 2 -we still assume |x − y| < 5 4 -, we get with a similar argument
Together with the symmetry of the kernel u t (x, y), this gives
, if |x| > n 0 + 2 and |y| > n 0 + 2,
as long as |x − y| < . A further application of (the analogue of) the Chapman-Kolmogorov equations for the kernel u t and the strong Markov property yields
By the Ikeda-Watanabe formula (2.5), the last expectation is greater than or equal to
|y−w|<1/2 |w| |y| ν(z − w)u t−s (w, y) dw dz ds and, because of (A1) and |x − y| 
|y−w|<1/2 |w| |y| u t−s (w, y) dw ds.
Suppose first that |x|, |y| > n 0 + 2. The restriction |w| |y| in the domain of integration above guarantees that |w| > n 0 + 2. By (A3.a,b), (4.3), (4.7) and the fact that t − T b 1 2 t b , we finally get
) ds e −C 6 tg(|y|+2)
For the proof of the first inequality above we use the fact that | {w : |y − w| < 1/2, |w| |y|} | Also for |x|, |y| n 0 + 2, we obtain
) ds e
Because of the symmetry of u t (x, y), this gives the required bound for |x − y| b) If |x| > n 0 + 2 and |y| n 0 + 2 , then
; if |x| n 0 + 2 and |y| > n 0 + 2, then, by symmetry,
Proof. Set C := sup z∈B(0,n 0 +6) V + (z) and let t > 4t b . The estimates in a) and b) have already been established in Lemma 4.3. The remaining assertion c) can be shown by the same method which was used in the second part of the proof of Lemma 4.3. By (the analogue of) the ChapmanKolmogorov equations, the strong Markov properties, and the Ikeda-Watanabe formula we get
Since z ∈ B 1/2 (x) and |x − w| > 1, we can use (A1.a,b) to see ν(z − w) cf (|x − w|); this means that we can estimate the previous expression by
|y−w|>1
If |x|, |y| > n 0 + 2, we use (A3.a,b) to see that the last expression is greater than or equal than
|y−w|>1 |w| n 0 +2
f (|x − w|)u t−s (w, y) dw ds.
From Lemma 4.3 we know u t−s (w, y) c 2 e
Together with (4.3) this finally gives
This completes the proof of c).
Sharp general two-sided estimates.
We are now going to show that the estimates from the two previous sections are sharp in the spatial variable if we assume (A3.c) in addition to (A3.a,b). These estimates lead to a considerable improvement in t, too. Recall that λ 0 := inf spec(H) and ϕ 0 ∈ L 2 (R d ) denote the ground state eigenvalue and eigenfunction. Under (A3) it follows from [35, Cor. 2.2] that for every R > 0 there exist constants C, C > 0 such that
Since we always deal with a strictly positive and continuous version of ϕ 0 , there are (possibly different) constants C, C > 0 such that
The following lemma will be used to improve the last term of the estimate in Lemma 4.2.c).
Lemma 4.5. Assume (A1)-(A3) with t b > 0 and R 0 > 0. Let n 0 ∈ N be as in Lemma 4.1. If λ 0 > 0, then we require, additionally, that n 0 is so large that
If there is a constant C > 0 such that
then there exists a constant C > 0 such that for every t > 10t b and all |x|, |y| > n 0 + 3 we have
Proof. First we prove that there exists a constant C > 0 such that for every |x| > n 0 + 3, y ∈ R d and t > 5t b we have
This can be shown with the argument used in Lemma 4.1. In fact, only the estimates of the last two terms I k,l for k = n 0 , n 0 + 1 in the proof of that lemma require a modification. From now on, let k = n 0 or k = n 0 + 1. Recall from (4.1) that
∈ B n 0 +2 (0), we have by (4.11) that
Consequently,
The condition (4.10) ensures that the shifted potential V := V −λ 0 appearing above also satisfies (A3.a,b) with the radius R 0 = n 0 , the profile g such that g| [0, R 0 ) ≡ 1, g| [ R 0 ,∞) = g, and the constant C 6 := 2C 6 . Applying Lemma 3.5 with W ≡ 1 to the latter expectation, finally gives
With (A1.c) we conclude that
for k = n 0 , n 0 + 1 and any l ∈ N. This gives the required last term of the estimate (4.12).
In order to get the bound in a symmetric form for every |x|, |y| > n 0 + 3 and t > 10t b , it is now enough to write u t (x, y) = R d u t−5t b (x, z)u 5t b (y, z) dz and to repeat the symmetrization argument from the proof of Lemma 4.2.c). Here we use (4.12) to estimate u t−5t b (x, z). The uniform growth condition (A3.c) is used to replace 1/(g(|x| − 2)g(|y| − 2)) with 1/(g(|x|)g(|y|)).
We are now in a position to prove the main result of this section. Recall that µ 0 (r) > 0 and ψ 0,r are the ground state eigenvalue and eigenfunction for the process killed on leaving a ball B r (0), r > 0. Theorem 4.6 (Sharp two-sided bounds). Let H = −L + V be the Schrödinger operator with confining potential V such that (A1)-(A3) hold with t b > 0 and R 0 > 0. Denote by λ 0 and ϕ 0 the ground-state eigenvalue and eigenfunction, and by u t (x, y) the density of the semigroup U t = e −tH . Let n 0 ∈ N be as in Lemma 4.1 and 4.5 and so large that
There exists a constant C 1 such that for every t > 30t b we have the following estimates. a) If |x|, |y| n 0 + 3, then
If |x| > n 0 + 3 and |y| n 0 + 3, then
.
By symmetry, if |x| n 0 + 3 and |y| > n 0 + 3,
where K = 4C 6 C 2 7 and
Remark 4.7. Since x → f (x)/g(x) is bounded from above and below (away from 0) on compact intervals, it is possible to combine a) and b) in a single estimate:
for all |x| ∧ |y| n 0 + 3.
Moreover, due to (4.8), (4.9), the above two-sided estimates are equivalent to
Proof of Theorem 4.6. a) Fix t > 5t b and let |x|, |y| n 0 +3. It follows from (4.8), (4.9), (A3.c) and the estimates in Lemma 4.2.a),b) applied to u 5t b (y, z) that
Since |x| n 0 + 3, a further application of (4.9) gives the upper estimate. The lower estimate follows from similar arguments based on the lower estimates in Lemma 4.4.a),b) and the twosided bounds (4.8), (4.9).
b) Fix t > 5t b . By symmetry, it is enough to assume that |x| > n 0 + 3 and |y| n 0 + 3. Exactly the same argument as in part a) shows
Since now |x| > n 0 + 3, the claimed bound follows immediately from (4.8), (4.9).
c) Let |x|, |y| > n 0 + 3 and t > 30t b . We begin with the upper bound. From the already established parts a) and b), and (A3.b) we have
which is exactly (4.11). Thus, we can use Lemma 4.5 and get
Without loss of generality we may assume that |y| |x|; the case |y| > |x| follows from the fact that x and y play symmetric roles; set y 0 := (|y| − 1/2)|y| −1 y. We have
which gives the estimate
From this we get at once
In order to complete the proof of the upper bound, it suffices to observe that for every |z| n 0 +2 and t > 30t b we have
The last inequality requires (4.13). This completes the proof of the upper estimate. Now we turn to the lower estimate. Let |x|, |y| > n 0 + 3 and t > 30t b . Recall that we have by Lemma 4.4.c) and assumption (A3.c)
From (4.13) we see that
) 0 for |z| n 0 , and so
As before, we may assume that |x| |y|; (4.15), (A3.b), (3.5) and (3.1) yield
n 0 |z| |x|−1 |x−z|>1, |y−z|>1
e −2C 6 C 2 7 tg(|x|−1) n 0 |z| |x|−1 2 |x−z|>1, |y−z|>1
we finally get from (4.16) and the monotonicity of g that for w = x or w = y
Together with the estimate u t (x, y) c 11 g(|x|)g(|y|) n 0 +2 |z| |x|∨|y| |x−z|>1,|y−z|>1
which comes from (4.15), we obtain the bound
It is now enough to show that
From Lemma 4.4.c), (A1.c) and (A3.c), we get for x 0 := (R 0 + 3, 0, ..., 0)
, |w| > n 0 + 3. In the following calculation we estimate the first half of the integral using the lower estimate in Lemma 4.4.b) -in this Lemma n 0 was arbitrary, so we may increase it to n 0 + 1 -(A3.c) and (4.9). For the second half of the integral, we use (4.19) in combination with (4.8):
In the last inequality we use (4.8) once again. This completes the proof of the lower bound in c).
4.4.
Sharp two-sided estimates of U t 1(x). In this section we apply Theorem 4.6 to obtain two-sided large-time estimates for the functions U t 1(x). Recall that {U t : t 0} is the Schrödinger semigroup with kernel u t (x, y).
Theorem 4.8. Let H = −L + V be the Schrödinger operator with confining potential V such that (A1)-(A3) hold with t b > 0 and R 0 > 0. Denote by λ 0 and ϕ 0 the ground-state eigenvalue and eigenfunction, and by u t (x, y) the density of the operator U t = e −tH . For n 0 ∈ N large enough (as in Theorem 4.6) there exists a constant C 1 such that for every t > 30t b we have the following estimates.
Proof. Since U t 1(x) = R d u t (x, y) dy, x ∈ R d , t > 0, all estimates follow from the estimates of the kernel u t (x, y), cf. Theorem 4.6. Recall that the lower bound of Theorem 4.6.c) actually holds with F ( 1 2 Kt, x, y), see (4.17). We will use this fact in the following calculation. If |x| > n 0 + 3, the key step is to observe that by Tonelli's theorem
Ktg(|z|) dz dy
Ktg(|z|) dy dz
Ktg(|z|)
Similarly, (4.14), the monotonicity of g and one more use of Tonelli's theorem, imply
The last estimate is a consequence of the fact that for |x| > n 0 + 3 we have
and, by the monotonicity of g, (2)]) can be recovered from our two-sided estimates of the kernels u t (x, y). We continue to use the functions F (τ, x, y) and G(τ, x) introduced in (4.14) and (4.20).
Lemma 4.9. Let f : (0, ∞) → (0, ∞) and g : [0, ∞) → (0, ∞) be profile functions as in (A1) and (A3), and let n 0 R 0 + 2. Suppose that there exist C > 0 and R 1 R 0 such that Cg(r) | log f (r)|, r R 1 . We have the following estimates.
a) There is a constant C 1 such that for every τ 3C and |x|, |y| n 0 + 3 we have
b) There is a constant C 1 such that for every τ 2C and |x| n 0 + 3 we have
Proof. The lower bound follows from
In a similar way we get
Let us establish the upper bounds. We give only details for F (τ, x, y), since G(τ, x) can be dealt with in a similar fashion. We set
and denote the two integrals by I and II. Clearly, I c 3 e −τ g(n 0 +2) f (|x|)f (|y|). By assumption, e f 1 (r), for every τ 3C and r R 1 . Hence,
From (3.3) and (3.2) we easily get II c 5 e
τ g(n 0 +2) f (|x|)f (|y|). This completes the proof.
The next corollary contains equivalent conditions for the aIUC property of the semigroup {U t : t 0}. Due to [37, Corollary 3.3] these are in fact also equivalent conditions for the intrinsic hypercontractivity. That means, in particular, that aIUC and intrinsic hypercontractivity coincide in this setting. Recall that every aIUC semigroup is automatically pIUC with the threshold function r ≡ ∞, cf. Definition 1.2. a) There exist C > 0 and R 1 > 0 such that V (x) C| log ν(x)| for |x| R 1 . b) There exist C > 0 and R 1 > 0 such that g(r) C| log f (r)| for r R 1 . c) There exists some t 0 > 0 such that
or, equivalently,
i.e. the semigroup {U t : t 0} is asymptotically intrinsic ultracontractive (aIUC ). d) There exists some t 0 > 0 such that
i.e., the semigroup {U t : t 0} is asymptotically ground state dominated. 
which implies b). Alternatively, we can use the argument from the proof of [35, Theorem 2.6 (2) ] to see that d) gives b).
4.6. Applications to spectral functions. A further application of our results is the study of spectral regularity of compact semigroups, e.g. the heat trace or the heat content. We are not aware of such results in the literature. Recall that U t is said to be a/have a trace class operator if
By (the analogue of) the Chapman-Kolmogorov equations, if the integrals in (TC), (HS) and (fHC) are finite for some t 0 > 0, then they are finite for all t t 0 .
Using our bounds on u t (x, y), we can give a necessary and sufficient condition for the spectral properties (TC), (HS) and (fHC). Recall that K = 4C 6 C 2 7 . It is somewhat surprising that the validity of (TC), (HS) and (fHC) only depends on the potential, but not on the free process. The free process seems only to determine the threshold t b .
5.
Applications to specific classes of nonlocal Schrödinger operators 5.1. Potentials as functions of | log ν|. aIUC-and non-aIUC-regime. Up to now we have studied Schrödinger operators whose Lévy density ν and potential V are controlled by profiles f and g which satisfy the assumptions (A1) and (A3) with some R 0 > 0. From now on we assume, in addition, (A4) which says that f satisfies f (R 0 ) < 1 and f and g are connected via
is an increasing function such that h(s)/s is monotone (increasing or decreasing). We will always assume that monotone functions are right-continuous.
Remark 5.1. If (A4) holds, the Schrödinger operators with profiles f and g are divided into two distinct classes: a) (aIUC-regime): there exist C and R R 0 such that Cg(r) | log f (r)|, r R. This is equivalent to the property that h(s)/s is, outside some compact set, bounded below by a strictly positive constant. Since h(s)/s is monotone this is the same as to say that lim s→∞ h(s)/s ∈ (0, ∞]. If necessary, we may increase the constant C to ensure that Cg(r) | log f (r)|, r R 0 ; this is equivalent to e −τ g(r) f (r), for every r R 0 and τ τ 0 := C. b) (non-aIUC-regime): lim r→∞ g(r)/| log f (r)| = 0. This is equivalent to lim s→∞ h(s)/s = 0. Since h(s)/s is monotone, the limit is actually an infimum. This class will be discussed in Lemma 5.2 below.
We will use Remark 5.1 as definition of the aIUC-and non-aIUC-regimes. Since h(s)/s is a monotone function, the two cases in Remark 5.1 are indeed complementary and exhaustive classes.
The following fact will be crucial for our further investigations. It explains the relation between the profile functions f and g in the non-aIUC-regime. and its right-continuous generalized inverse
The function ρ(·) is increasing, satisfies lim τ →∞ ρ(τ ) = ∞, and for every τ > Λ(R 0 )
resp.,
Moreover, the function r → e −τ g(r) /f (r) is increasing on [ρ(τ ), ∞).
Proof. Since h(s)/s decreases to zero as s → ∞ and | log f (r)| increases to ∞ as r → ∞, we see that ρ(τ ) also increases to ∞ as τ → ∞. Moreover, we have
we get e −τ g(r) /f (r) 1, and the first inequality holds.
Similarly, h(| log f (r)|)/| log f (r)| 1/τ for r ρ(τ ), which gives the second estimate. The last assertion follows from the fact that | log f (r)| is an increasing function on [R 0 , ∞) and that the function s → s (1 − τ (h(s)/s)) is positive and increasing on [| log f (ρ(τ ))|, ∞).
From now on we will choose R 0 and n 0 , depending on g and f in such a way that all results from Section 3 and Section 4 become available. This means, in particular, that R 0 and n 0 are so large that
(cf. Theorem 4.6).
Throughout, we will also use the function Λ(·) and its generalized inverse ρ(·) introduced in Lemma 5.2. Note that Λ(ρ(τ )) τ and ρ(Λ(r)) r. This means, in particular, that τ 2ρ(n 0 + 4) =⇒ Λ( 1 2 τ ) Λ(ρ(n 0 + 4)) n 0 + 4 > n 0 + 3.
Progressive intrinsic ultracontractivity.
Our results indicate that it makes sense to consider a new type of intrinsic contractivity property for Schrödinger semigroups which is essentially weaker than aIUC. In this section we identify and discuss the concept of progressive intrinsic ultracontractivity (pIUC), cf. Definition 1.2.
Recall that our bounds for u t (x, y) and U t 1(x) are given in terms of the functions F (τ, x, y) and G(τ, x) defined in (4.14) and (4.20). a) There are constants C , C > 0 such that for every τ 2Λ(n 0 + 4) and n 0 + 3 < |x| < ρ(τ /2)
b) There are constants C , C > 0 such that for every τ 3Λ(n 0 + 4) and |x|, |y| > n 0 + 3, |x| ∧ |y| < ρ(τ /3)
Corollary 5.4. Assume (A1)-(A4) with t b > 0. Set K 1 := 2K = 8C 6 C 2 7 and K 2 := 3K = 12C 6 C 2 7 . Let lim r→∞ g(r)/| log f (r)| = 0, i.e. we are in the non-aIUC-regime.
Proof. The estimates for the functions G(τ, x) and F (τ, x, y) from Lemma 5.3 allow us to simplify the bounds in Theorems 4.6.c) and 4.8.b). Since lim r→∞ g(r) = ∞, there is some large n 0 such that e −K 1 tg(n 0 +3) ∨ e −(t/K 1 )g(n 0 +2) e −λ 0 t and e −K 2 tg(n 0 +3) ∨ e −(t/K 2 )g(n 0 +2) e −λ 0 t , for every t > 0.
The lower bounds are obtained directly by taking τ = K i t, while the upper bounds follow by taking τ = t/K i .
The alternative equivalent statements are a consequence of the two-sided bound
which is valid for all x ∈ R d . 5.3. Explicit estimates of U t 1(x). Under the assumption (A4) we can find explicit two-sided estimates for the function G(τ, x) (defined in (4.20) ) for the full range of (τ, x). Throughout we use Λ(·) and ρ(·) from Lemma 5.2 and choose R 0 and n 0 according to (5.3). 
Proof. Part a) follows directly from Lemma 4.9.b) and part b1) is exactly Lemma 5.3.a). We only need to show b2). From the definition (4.20) of G we get
Exactly the same argument as in Lemma 5.3.a) yields
τ g(n 0 +2)
τ g(n 0 +2) f (|x|).
Since |x| ρ( . In order to estimate II we write
f (|z|) dz which is less than or equal to
f (|x|)
by the last (monotonicity) assertion in Lemma 5.2 and (3.2). This gives the upper bound in b2). The corresponding lower estimate follows directly:
n 0 +2<|z| |x| f 1 (|x − z|) dz c 4 e −τ g(|x|) .
We are now ready to state the following corollary to Lemma 5.5 which simplifies the estimates of the function U t 1(x) in Theorem 4.8.b).
Corollary 5.6. Assume (A1)-(A4) with t b > 0 and set
Proof. Part a) and the first formula in b) are already stated in Corollaries 4.10 and 5.4; the second set of estimates in b) follows by arguments similar to those in Lemma 5.5.b2).
Doubling Lévy measures.
In this section we discuss profiles f which enjoy the doubling property. This means that f is a decreasing function such that there exists C 1 such that f (r) Cf (2r) for every r > 0. 
where α ∈ (0, 2) and γ 0, and σ :
Moreover, we assume that there is no Gaussian part in the Lévy-Khintchine formula (1.1), i.e. A ≡ 0. Recall that this setup covers the following two important classes of Lévy processes. a) Symmetric α-stable processes (if γ = 0), see [50] ; b) Layered symmetric α-stable processes (if γ > 2 − α), see [25] . The assumptions (A1.a,b) are clearly satisfied and (A1.c,d) follow from the doubling property (5.4) ((A1.d) is checked in Lemma 3.2.a). Moreover, for both classes of processes a) and b) the conditions in the assumption (A2) follows directly from the available estimates of the corresponding transition densities, see e.g. [38, Theorem 2] . In fact, they hold true for every fixed t b > 0 with appropriate constants C 4 , C 5 , depending on t b . Let
for some β > 0. Let us check (A3) and (A4). We take g(r) = (1 ∨ log r) β and R 0 = e in (A3); obviously, C 6 = 1 and C 7 = log(1 + e) β . Since | log f (r)| = (d + α + γ) log r for r e, (A4) is satisfied with h(r) = (r/(d + α + γ)) β . We then have Λ(r) = (d + α + γ)(log r) 1−β and
, for β ∈ (0, 1). Set K 2 := 3K = 12C 6 C 2 7 = 12 (log(1 + e)) 2β and K 3 := 4K = 16C 6 C 2 7 = 16 (log(1 + e)) 2β . We have the following large time estimates. a) If β 1, then we are in the aIUC-regime, and we have for t > 30t , 1) , then we are in the non-aIUC-regime, and there exists some C 1 such that b1) for all t > max{30t b , K 2 Λ(n 0 + 4)} and |x| ∧ |y| < exp
In particular, the semigroup {U t : t 0} is pIUC.
The estimates in a) and b1) follow directly from Corollaries 4.10 and 5.4; part b2) is a consequence of the Corollary 5.9 stated below. Clearly, if the growth order of the potential V at infinity is slower than that in (5.5), e.g. like (log log |x|) β , then the corresponding Schrödinger heat kernels enjoy two-sided estimates as in part b) with appropriate threshold functions ρ(t/K 2 ).
The next lemma is needed in the proof of Corollary 5.9. Recall that Λ(r) and ρ(τ ) are defined in (5.1) and (5.2).
Lemma 5.8. Let f : (0, ∞) → (0, ∞) be a decreasing profile with the doubling property (5.4) and lim r→∞ f (r) = 0. Assume that g(r) = h (| log f (r)|), r R 0 , with an increasing function h : [| log f (R 0 )|, ∞) → (0, ∞) such that h(s)/s decreases to 0 as r → ∞. There are constants C , C > 0 such that for every τ 3Λ(n 0 + 4) and |x|, |y| ρ(
Proof. The lower bound follows easily:
For the proof of the upper bound we assume, without loss of generality, that |y| |x|. Let
and observe that, by the monotonicity of g and (3.2), II c 2 e −τ g(|y|) f 1 (|x − y|). We only need to estimate I. Write I = n 0 +2<|z|<ρ(
and the claimed bound follows for t > max{30t b , K 2 Λ(n 0 + 4)} and |λ 0 | g(ρ(t/K 2 ))/(4K 2 ) hold.
Exponential Lévy measures.
Throughout this section we assume that the profile f of the Lévy density has exponential decay at infinity, i.e. f is a decreasing function such that f (r) = e −κr r −γ , r 1, It is easy to see that the first integral on the right-hand side is finite. The second integral is bounded by e γ I, where
Now we introduce spherical coordinates for (y 2 , .., y d ) ∈ R d−1 and observe that y 1 − y 2 1 + r 2 = −r 2 /(y 1 + y 2 1 + r 2 ). So, for some β > 0. Since | log f (r)| = κr + γ log r for r 1, we may choose h(r) := (r/κ) β and g(r) := (r ∨ 1) + (γ/κ) log(r ∨ 1) β so that g(r) = h(| log f (r)|) for r 1. The assumptions (A3) and (A4) hold for this choice of g and h with R 0 = 1. With a straightforward calculation we can check that C 6 = κe/(γ + κe) β and C 7 = (2 + (γ/κ) log 2) β . In particular, g(r) where u(r) = | log f (r)| = κr + γ log r.
Clearly, ρ(τ ) τ /κ β 1 1−β , τ κ. Set K 2 := 3K = 12C 6 C 2 7 and K 4 := C 6 K 2 = 12C 2 6 C 2 7 . We have the following large time estimates. As before, parts a) and b1) follow immediately from Corollaries 4.10 and 5.4 above, while part b2) will be a consequence of Corollary 5.12 stated below. a) If β 1, then we are in the aIUC-regime, and for every t > 30t b + κK 2 we have u t (x, y) e −λ 0 t e −κ|x|−κ|y| (1 + |x|) γ+β (1 + |y|) γ+β , x, y ∈ R d .
b) If β ∈ (0, 1), then we are in the non-aIUC-regime, and there exists a constant C 1 such that for every t > max{30t b , K 2 Λ(n 0 + 4)} we have b1) for |x| ∧ |y| < ρ(t/K 2 ), u t (x, y) C e −λ 0 t e −κ|x|−κ|y| (1 + |x|) γ+β (1 + |y|) γ+β .
In particular, the semigroup {U t : t 0} is pIUC. b2) for |x|, |y| ρ(t/K 2 ), Also in the multidimensional case one can give (upper) estimates for H(t/K 4 , x, y) which will still lead to, say, exponential decay of u t (x, y), but we may loose the sharp two-sided estimates in b2). Since such estimates depend very much on the particular setting, we do not give further details here. See, however, Corollary 5.12.a).
If the growth order of the potential V at infinity is slower than that in (5.7) (e.g. log |x| β ), then the corresponding Schrödinger heat kernels enjoy two-sided estimates similar to those in part b) above with appropriate threshold functions ρ(t/K 2 ).
In order to complete Example 5.10, we need Corollary 5.12 which is based on the following two-sided estimates for the function F (τ, x, y) defined in (4.14).
Lemma 5.11. Let d = 1 and let f : (0, ∞) → (0, ∞) be a decreasing profile such that (5.6) holds with γ > 1. Assume that g(r) = h (κr + γ log r), r R 0 , with an increasing function h : [κR 0 + γ log R 0 , ∞) → (0, ∞) such that h(s)/s decreases to 0 as s → ∞ and h(κs + γ log s)/ log s is monotone for s R 0 ∨ e. There are constants C , C such that for every τ 3Λ(n 0 + 4) and |x|, |y| ρ( We still have to estimate the function F (τ, x, y) from above. Define h(s) := h(κe s/γ + s) and observe that for r R 0 we have g(r) = h(κr + γ log r) =: h(| log f (r)|). By assumption, h(s) is increasing and h(κs + γ log s)/ log s is monotone for s R 0 ∨ e. This shows that h(s) is increasing and h(s)/s is monotone for s γ log R 0 ∨ γ. It implies that the pairs f and g show all possible behaviours which were discussed in Remark 5.1. In particular, the assumptions of We are now ready to state our last corollary. Recall that Λ(r) and ρ(τ ) are defined in (5.1) and (5.2). Moreover, there exists C * > 0 such that for every τ > 3Λ(n 0 + 4) and |x|, |y| ρ( Proof. We begin with a) and show that for every n 0 > R 0 there are constants c 1 , c 2 > 0 such that for all τ > 0 and |x|, |y| n 0 + 3 c 1 e −τ g(|x|∧|y|) e −κ(|x−y|) (1 ∨ |x − y|) γ ∨ H(τ, x, y) F (τ, x, y) (5.12) c 2 e −τ g(|x|∧|y|) e −κ(|x−y|) (1 ∨ |x − y|) γ ∨ H(τ, x, y) ,
where F (τ, x, y) is defined in (4.14) . By symmetry, we may assume that |y| |x|. Clearly, F (τ, x, y) H(τ, x, y) + |y| |z| |x| f 1 (|x − z|)f 1 (|y − z|)e −τ g(|z|) dz.
From this, it is easy to get the lower bound in (5.12), cf. the second line of the proof of Lemma 5.8. For the proof of the upper bound, we bound the term e −τ g(|z|) under the integral by e −τ g(|y|) , and then we use (3.2) .
The estimates of the heat kernel in part a) follows from a combination of the estimates in Theorem 4.6.c) and (5.12) -note that t > max{30t b , K 2 Λ(n 0 + 4)} so that ρ(t/K 2 ) > n 0 + 3, and take τ = t/K 2 in the upper bound and τ = K 2 t in the lower bound. Now we show the estimates (5.11). We have H(τ, x, y) c 3 n 0 +2<|z|<ρ(
τ ) |z| |y| f 1 (|x − z|)f 1 (|y − z|)e −τ g(|z|) dz =: I 1 + I 2 .
With the argument from the proof of Lemma 5.8, we get
