The aim of this paper is to comparison between Newton's Method and Adomian decomposition method (A.D.M) to solve especial kinds of nonlinear of Fredholm integral equations. The study follows three steps: First we apply Newton's method and address theoretical results on existence and uniqueness of the solution. Then main structure of A.D.M, we can used this method to solve Fredholm integral equations of the second kind will be discussed. Finally, numerical example is prepared to illustrate these considerations. The method can be applied to nonitegrable equations as well as to integrable ones.
Introduction
In this article we present Newton method solution for solving a nonlinear integral equation of Fredholm type:
Where is a real number,the kernel k(x,t)is a continuous function in [a, b] × [a, b] and f(x)is a given continuous function defined in [a,b] . Especial cases of (1), when f (x) = 0 and k(x,t) a degenerate kernel are discussed in [2] . In this paper we study the general case. Using the Newton's method will consist in writing equation (1) in the form:
where is a nonlinear operator defined by
and X = Y = C [a, b] ,is the space of continuous functions on the interval [a,b] , equipped with the infinity norm
In addition,Ω = X ifp ∈ N, p ≥ 2,and when it will be necessary
As it is well known, Newton's iteration is defined by
Where Γ n is the inverse of the linear operatorF φn . Notice that for each φ ∈ Ω, the first derivative F φn is a linear operator form X to Y by the following formula:
Here we present two main theorems, one about the existence of the solution for (2) and other about the unicity of solution for the same equation.
we consider the following auxiliary scalar function
Where,M = |μ| pN . Let us note if p ∈ N withp ≥ 2, f(t)is a polynomial of degree p − 2. Theorem1.1: Let us assume that equation f (t) = 0 , with f defined in (5) has at least a positive solution and let R be the smaller one. If B(φ 0 , R) ⊆ Ω , then there exists at least a solution φ of (2) in B(φ 0 , R) . In addition, the Newton's sequence (3) converges to φ with at least R-order two. Proof: see [1] . Theorem1.2:Let Γ 0 ≤ β , then the solution of (2) is unique in B(φ 0 ,R) ∩ Ω , withR is the bigger positive solution of the equation
Proof: see [1] .
Solution of (1) by A.D.M
Adomian decomposition method has been applied to solve many functional equations so far. In this part, we are using this method to solve the equation (1) . The method has a useful feature in that it provides the solution in a rapid convergent power series with elegantly computable convergence of the solution. It is well known that A.D.M considers φ(x) as an infinite sum of components φ n (x) defined by
And the nonlinear term F (φ(x)) into
that is
Where A n are the so-called Adomian polynomials. Adomian [3] [4] introduced many formulas to generate Adomian polynomials for all forms of nonlinear operators.
To compute Adomian polynomials we as a new method mentioned in [5] . Consider the equation (1), To solve (1) by A.D.M, we write
and
and substitute the series (10) and (11) into (1) giving:
From (12) the following Adomian procedure can be defined
According to the (9), we can obtain the Adomian polynomials for F (U) = u p as following: Letλ = 0 , we can obtain
When n = 1 , we have
Solve this equation with respect to A 1 ; go on this course, we will getA 1 , · · · , A n−1 , A n . So we can calculate the terms of φ = ∞ n=0 φ n , term by term as long as we derive the desired accuracy, the more terms the more accuracy. In some cases with having a few terms the exact solution can be recognized. Oter wise by computing some terms say k, φ ≈ k n=0 φ n , where φ = lim k→∞ k n=0 φ n an approximation to the solution would be achieved. For the convergence of the method the reader is referred to [7] .
Numerical Example and Comparison
To illustrate the above theoretical results, we consider the following example
and solve it by two method Newton and A.D.M then the results will be compared. a. Newton's method Let X = C[0, 1] be the space of continuous functions defined on the interval [0, 1], with the max-norm and let F : X → X be the operator given by
By differentiating (15) we have:
With the notation of section 1
We take as starting-point φ 0 = sin(πx) , then we obtain from (15)
cos(πx)J u ,where
Therefore the inverse of F φ 0 is given by . To obtain the uniqueness domain we consider the equation (6) whose positive solution is the uniqueness ratio. In this case, the solution is unique inB(φ 0 , 0.396793 · · ·). Finally, we are going to deal with the computational aspects to solve (14) applying Newton's method (3). To calculate the iterations
with the function φ 0 (x) as starting-point, we proceed in the following way:
(1) First we compute the integrals
C n cos(πx).
So we obtain the following approximations φ 0 (x) = sin(πx), 
b. A.D.M
In this example, the nonlinear term is F (φ) = φ 3 (x),there for, proceeding as Theorem 1.2 and (9), we set
Using the algorithm (9), the Adomian polynomials for F (φ) = φ 3 (x) are thus given by Remark. The analytical approximation to the solutions are reliable, and confirms the power and ability of the Adomian decomposition method as an easy device for computing the solution of a nonlinear integral equations. Maple 9 is used to carry computations.
