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Abstract—High-resolution real-time imaging at cellular level
in retinal surgeries is very challenging due to extremely confined
space within the eyeball and lack of appropriate modalities.
Probe-based confocal laser endomicroscopy (pCLE) system,
which has a small footprint and provides highly-magnified im-
ages, can be a potential imaging modality for improved diagnosis.
The ability to visualize in cellular-level the retinal pigment
epithelium and the chorodial blood vessels underneath can
provide useful information for surgical outcomes in conditions
such as retinal detachment. However, the adoption of pCLE is
limited due to narrow field of view and micron-level range of
focus. The physiological tremor of surgeons’ hand also deteriorate
the image quality considerably and leads to poor imaging results.
In this paper, a novel image-based hybrid motion control
approach is proposed to mitigate challenges of using pCLE
in retinal surgeries. The proposed framework enables shared
control of the pCLE probe by a surgeon to scan the tissue
precisely without hand tremors and an auto-focus image-based
control algorithm that optimizes quality of pCLE images. The
control strategy is deployed on two semi-autonomous frameworks
- cooperative and teleoperated. Both frameworks consist of the
Steady-Hand Eye Robot (SHER), whose end-effector holds the
pCLE probe. The teleoperated framework also uses the da
Vinci Research Kit (dVRK), which enables the user to remotely
control the pCLE probe. The frameworks have been evaluated
through experiments and a series of user studies involving 14
participants. Statistical analyses have been conducted and it is
shown that the proposed hybrid approach results in higher image
quality, smoother motion, and reduced workload in a statistically
significant manner.
I. INTRODUCTION
Among various vision-threatening medical conditions, reti-
nal detachment is one of the most common, in which retina
layer separates from the supporting tissues. These supportive
structures, such as the retinal pigment epithelium and the
underlying choroidal blood vessels, provide nourishment and
oxygen to the retina. Retinal detachment, if not treated in a
timely manner, can result in a permanent loss of vision. While
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successful outcome of surgical repair depends on a many
factors, an important one affecting functional recovery of the
reattached retina is the duration of detachment. Therefore, it
is speculated that cellular-level visualization of the changes
happening during detachment and repair of the retina can
predict functional recovery outcomes [1].
A recent promising technique for in-vivo characterization
and real-time visualization of retinal tissues at the cellular
level is probe-based confocal laser endomicroscopy. pCLE
is a recent optical visualization technique that can facilitate
cellular-level imaging of biological tissue at confined sites
within the body by translating conventional microscopy to
a clinical setting [2]. The small footprint of a pCLE probe
(typically in the order of 1 mm) makes pCLE a suitable
technique for cellular-level visualization of retina inside the
confined space of the eyeball [3], [4]. Effectiveness of pCLE
has been shown in real-time visualization of transvaginal
peritoneoscopy [5], and gastrointestinal tract [6], thyroid gland
[7], breast [8] and parenchymal lung [9].
There are, however, several challenges in manual scanning
of the retina using a pCLE probe for the purpose of real-time
diagnosis inside the eyeball. First of all, fragility of the retinal
tissue necessitates a non-contact scanning probe. It has been
shown that forces as low as 7.5 mN can tear the retina [10].
Moreover, due to the small size of its fibre bundles, pCLE
has narrow field of view, usually in the sub-millimeter order
[11]. Comparing to the average diameter of human eye of
about 23 mm, one single pCLE image only covers a tiny
portion of the scanning region. A solution to this is to use
mosaicing algorithms. However, mosaicing algorithms require
consistent high-quality images for feature matching and image
stitching. The micron-scale focus range of a pCLE system
however, makes the manual acquisition of high-quality images
extremely difficult; as the image quality drops considerably
beyond this optimal focus range [12]. For example, the non-
contact pCLE system with distal focusing lens in this study
(manufactured at Hamlyn Centre, Imperial College, London,
England [13]) has an optimal focus distance of approximately
700 µm and a focus range of approximately 200 µm. Fig. 1
shows a comparison of our non-contact probe for four cases:
1) out-of-range, 2) back-focus, 3) in-focus, and 4) front-focus,
measured at a probe-to-tissue distance of 2.34 mm, 1.16 mm,
0.69 mm, and fully in contact with the tissue, respectively.
The physiological tremor of the human hand, which is in
the order of magnitude of several hundreds of micron meters
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[14], makes it almost impossible to consistently maintain the
pCLE probe in the optimal range for a high-quality image
acquisition, while ensuring a non or minimal contact with
the retinal tissue. In addition to the above, movements of
the patient as well as the detached retina during the repair
procedure augment the complexities of manual scanning of
the retinal tissue.
(a) (b) (c) (d)
Fig. 1. Sample views of a non-contact pCLE system: (a) Out-of-range,
(b) Back-focus, (c) In-focus, and (d) Front-focus view, measured at a tissue
distance of 2.34 mm, 1.16 mm, 0.69 mm, and fully in contact with the tissue,
respectively.
The above-mentioned challenges highlight the need for
robotics-assisted manipulation of the pCLE probe for scan-
ning the retinal tissue. While robotic frameworks have been
developed in the literature to mitigate the difficulties of using
pCLE, they are not suitable to be used inside the eyeball. In
[15], a hand-held device with voice-coil actuator and a force
sensor is presented to enable consistent probe-tissue contact.
This device uses the measured forces to control the probe
motion with respect to the tissue. In [11], air pressure is used
as a passive force-feedback mechanism. Two compression
springs are used on a robotic device in [16] to provide a
passive force adaptation mechanism. In [17], a hollow tube
is added surrounding the pCLE probe to provide friction-
based adherence during contact with the tissue to enable a
steady motion. All of these techniques, however, are only
compatible with contact-based pCLE, which together with the
large footprint of the devices, make them inappropriate for
scanning the delicate retinal tissue inside the confined space
of the eyeball.
Robotic integration of the pCLE probe has also been
achieved in [18], [19], by presenting a framework that tracks
tip position of the pCLE with an external tracker, which does
not require probe-tissue contact. However, in this work, the
scanning task was performed on a flat surface with the assump-
tion of knowing geometry and pose of the tissue. Nonetheless,
the curvature of the eyeball and uneven surface of retina
void these assumption, making the framework inapplicable to
retinal surgery.
Therefore, in this paper, a semi-autonomous hybrid ap-
proach is proposed for real-time pCLE scanning of the retina.
Features of the proposed hybrid approach are briefly described
below:
• control frameworks that allow the surgeon to maneuver
at micron-level precision without hand tremor
• a sensorless auto-focus algorithm based on image qual-
ity to actively and optimally adjust the probe-to-tissue
distance, while allowing the surgeon to move the probe
laterally to the tissue surface freely.
The hybrid control strategy is deployed on two frameworks -
cooperative and teleoperated. Both frameworks use the Steady-
Hand Eye Robot (SHER, developed at LCSR, Johns Hopkins
University, Baltimore[20]) to hold the customized non-contact
fiber-bundle imaging probe. The pCLE probe is connected to a
high-speed Line-Scan Confocal Laser Endomicroscopy system
(developed at the Hamlyn Centre, Imperial College, London,
England). The teleoperated framework includes the da Vinci
Research Kit (dVRK, developed at LCSR, Johns Hopkins
University, Baltimore [21]) to allow surgeons remotely control
the imaging probe attached to the end-effector of the SHER.
The proposed control frameworks have been validated
through a series of experiments and a set of user study, in
which they are compared with the traditional cooperative and
teleoperated control systems. It is observed that the proposed
hybrid frameworks results in statistically significant improve-
ments on image quality, motion smoothness and reduction of
the user workload.
Remark: The initial concept of the work described in this
paper was briefly presented at 2019 International Conference
on Intelligent Robots and Systems [22]. The current paper
presents a substantial enhancement and extension of the work,
and differs from [22] as follows:
• a novel hybrid teleoperated control framework is pro-
posed that allows significant motion scaling for improved
precision of pCLE control, thus leading to consistently
high-quality images;
• the framework include an approach for modelling and
registration of the eyeball curvature to speed up the auto-
focus algorithm; This also relaxes the assumption of
scanning a flat surface, which was made in our previous
work;
• three experimental scenarios validating effectiveness of
the proposed hybrid framework during pCLE scanning,
efficacy of the image-based control algorithm and prior
retina-model registration, as well as enhanced smoothness
of the scanning path using the hybrid semi-autonomous
framework over traditional frameworks;
• a set of user studies involving 14 participants, demonstrat-
ing enhanced image-quality and reduced user workload
in a statistically significant manner using the proposed
framework.
The rest of the paper is organized as follows: Section II
presents the proposed methodologies; Section III presents the
experimental evaluations; Section IV presents the user study,
results and discussion; Section V concludes the paper.
II. THE PROPOSED FRAMEWORKS
To address the challenges with manual scanning of the retina
using the pCLE probe, a hybrid control strategy is deployed
in two frameworks: 1) cooperative, and 2) teleoperated. The
details of the hybrid control strategy and cooperative control
framework are first discussed in Section II-A. The imple-
mentation of the teleoperated framework is then discussed in
Section II-B.
A. Cooperative Framework
The system setup consists of the pCLE system and the
SHER, with the pCLE imaging probe attached to the end-
effector of the SHER. The SHER is a cooperatively controlled
robot with 5-Degree-of-Freedom (DOF) developed for vitreo-
retinal surgeries. It has a positioning resolution of 1 µm and
bidirectional repeatability of 3 µm. The pCLE system used for
real-time image acquisition is a high-speed line-scanning fibre
bundle endomicroscope, coupled to a customized probe (Fu-
jikura FGH-30-800G) of 30,000-core fibre bundle with distal
micro-lens (SELFOC ILW-1.30). The lens-probe distance is
set such that the probe has an optimal focus distance of about
700 µm and a focus range of 200 µm.
The cooperative control framework consists of a high-level
semi-autonomous hybrid motion controller (which implements
the hybrid control strategy), a mid-level optimizer, and a low-
level controller. Fig. 2 illustrates the block diagram of the
overall closed-loop architecture.
The high-level semi-autonomous hybrid controller enables
two functionality:
• shared control [23] of the pCLE probe (cooperatively
controlled by the robot and the surgeon) in directions
lateral to the scanning surface. In this cooperative scheme,
the surgeon can maneuver the probe to scan regions of
interest while the robot cancels out the hand tremors.
• autonomous image-based feedback of the pCLE probe
in the axial direction (along the normal direction of
the tissue’s surface) to actively control the probe-tissue
distance for an optimized image quality. This active
feedback can reduce task complexity and workload on
the surgeon while improving the image quality.
The hybrid control law can be formulated as:
X˙des = KcX˙des,c +KaX˙des,a (1)
where subscripts des, c, and a denote the desired value, the
cooperative component of the motion (lateral direction), and
the autonomous component of the motion (axial direction),
respectively; X refers to the Cartesian position of the probe
tip expressed in the base frame of the SHER. In addition,
Kc and Ka indicate the projection matrices that map a given
motion to the lateral and axial directions of the tissue surface,
respectively, and are defined as follows:
Kc =
[
RTΣcR 03×3
03×3 13×3
]
,Σc =
1 0 00 1 0
0 0 0
 (2)
Ka =
[
RTΣaR 03×3
03×3 13×3
]
,Σa =
0 0 00 0 0
0 0 1
 (3)
where R denotes the orientation of the tissue normal expressed
in the base frame of the SHER robot.
The following subsections (Section II-A1, Section II-A2 and
Section II-A3) will discuss the definition of the cooperative
and autonomous components of the motion, separately.
1) High-Level Hybrid Controller-Lateral Direction: The
motion of the pCLE probe along the lateral direction is set
to be controlled cooperatively by the SHER and the surgeon
together to enable tremor-free scanning of regions of interest.
This is facilitated using an admittance control scheme, as
follows:
X˙des,ee = αFee
X˙des,c = Adr,eeX˙des,ee
(4)
where subscripts h and ee indicate the end-effector frame
and the relative transformation from base frame to the end-
effector frame of the SHER, respectively; Fee denotes the
interaction forces applied by the user’s hand, expressed in the
end-effector frame. Fee is measured by a 6-DOF force/torque
sensor (ATI Nano 17, ATI Industrial Automation, Apex, NC,
USA) available on SHER. α is the admittance gain. Adr,ee is
the adjoint transformation matrix that maps the desired motion
in the tool frame to the base frame of the SHER, and is
calculated as
Adr,ee =
[
Rr,ee skew(pr,ee)Rr,ee
0 Rr,ee
]
(5)
where Rr,ee and pr,ee are the rotation matrix and translation
vector of the end-effector frame expressed in the base frame
of the SHER. Also, skew(pr,ee)Rr,ee denotes the skew sym-
metric matrix associated with the vector pr,ee. The resultant
X˙des,c, along with the projection matrix Kc, specifies the
lateral component of the desired motion given in Equation 1.
2) High-Level Hybrid Controller - Axial Direction,
Gradient-ascent Search: While the lateral component of the
robot motion is specified based on the cooperative control
strategy, the desired motion along the axial direction, x˙des,a,
is defined such that the confocal image quality is optimized
through the autonomous control of the robot/probe. The au-
tonomous closed-loop control is performed in a sensorless
manner, meaning that no additional sensing modality is re-
quired for depth/contact measurement. As discussed previ-
ously, the confined space within the eyeball and the delicacy of
the retinal tissue makes it very challenging, if not impossible,
to add extra sensing modalities. The proposed sensorless and
contactless control strategy relies on the image quality as an
indirect measure of probe-to-tissue distance, with the goal of
maximizing the quality autonomously.
Using image blur metrics as a depth sensing modality
has been previously discussed in [12] by our collaborators
at Imperial College London. The control strategy presented
therein, however, is only applicable to contact-based pCLE
systems probes, which is not suitable for scanning the retina
due to fragility of the retinal tissue. In addition, the control
framework presented in [12] is dependent on characteristics
of the tissue and requires a pre-operative calibration phase.
The calibration process necessitates pressing the contact-based
probe onto the tissue and collecting a series of images from
Fig. 2. General schematic of the proposed hybrid cooperative control strategy.
the pCLE system along with the corresponding force values
applied to the tissue. However, this calibration process (which
requires exertion and measurement of force values) is not
feasible for retinal scanning due to fragility of the retinal
tissue. Therefore, in this paper, a novel image-based control
methodology is proposed for optimizing the image sharpness
and quality during non-contact pCLE imaging without the
necessity for any extra sensing modality.
For this purpose, the effectiveness of several blur met-
rics was evaluated to use in real-time control of the robot.
The selected metrics are: Cre´te´-Roffet (CR) [24], Marziliano
Blurring Metrix (MBM) [25], Cumulative Probability of Blur
Detection (CPBD) [26], and image intensity. For this purpose,
an experiment was conducted by commanding the SHER to
move from a far distance to almost touching the surface. The
four metrics were calculated for the pCLE images during an
experiment, as shown in Fig. 3. As can be seen in Fig. 3, the
optimal image view in this experiment was achieved around
probe-to-tissue distance of 730 µm; a consistent pattern was
observed for the four metrics around the optimal view (i.e.,
maximized value for Marziliano and CR, and minimized value
for intensity and CPBD). Among these four metrics, the lowest
level of noise and highest signal-to-noise ratio belong to CR,
which was eventually chosen to be incorporated into our auto-
focus control framework. CR is a no-reference blur metric and
is capable of evaluating both motion and focal blurs. It has a
low implementation cost and high robustness to the presence of
noise in the image. All above attributes make CR an efficient
and effective metric for real-time image-based control.
The working principle of the CR metric is based on the fact
that re-blurring a blurred image does not result in significant
changes of intensities of neighbouring pixels, unlike blurring
a sharp image. CR score for an image I of size M × N
can be obtained by first calculating the accumulated absolute
backward neighbourhood differences in the image along the x
Fig. 3. Evaluation of 4 image metrics with respect to probe-to-tissue distance.
The optimal view is achieved around probe-to-tissue distance of 730 µm.
and y axes, denoted as dI,x and dI,y:
dI,x =
M,N∑
i,j=1
|Ii,j − Ii−1,j |
dI,y =
M,N∑
i,j=1
|Ii,j − Ii,j−1|
(6)
Then, the input image I is convolved with a low-pass filter to
obtain a blurred image B, also of size M × N . Afterwards,
the changes of neighbourhood differences due to the low-pass
filtration, denoted as dIB,x and dIB,y , are calculated along x
and y axes with a minimum value of 0:
dIB,x =
M,N∑
i,j=1
max(0, |Ii,j − Ii−1,j | − |Bi,j −Bi−1,j |)
dIB,y =
M,N∑
i,j=1
max(0, |Ii,j − Ii,j−1| − |Bi,j −Bi,j−1|)
(7)
The accumulated changes dIB,x and dIB,y are then normalized
using the values obtained in Equation 6, indicating the level
of blur present in the input image as
blurx =
dI,x − dIB,x
dI,x
blury =
dI,y − dIB,y
dI,y
(8)
The quality, q, of the image I , i.e. the amount of high-
frequency content, is then calculated as the maximum blur
level along the x and y axes as:
qI = 1−max(blurx, blury) (9)
Fig. 4 shows an example of the CR score with respect to probe-
to-tissue distance acquired from the previous experiment. The
CR metric has minimal variation and lowest value when the
probe is in out-of-focus range (illustrated in Fig. 1a); the
maximum value, i.e. the image quality is maximized, occurs
when the probe-to-tissue distance is optimized (illustrated in
Fig. 1c); and the metric drops sharply when the probe is either
back-focus (Fig. 1b) or front-focus (Fig. 1d). Accordingly,
the autonomous probe-to-tissue adjustment algorithm (given
in Algorithm 1) is designed based on a stochastic gradient-
ascend approach to maximize the image quality.
An interesting observation in Fig. 4 is that the metric
has almost a symmetric pattern around the optimal probe-
to-tissue distance, while having an asymmetric pattern in the
out-of-focus range. This asymmetry is used in our proposed
framework to identify probe-to-tissue distances that are too
far, and also to avoid the vanishing gradient problem that may
occur. For this purpose, a pre-defined threshold T1 is chosen,
below which the probe is considered to be in an out-of-focus
range of distance. In this case, the control over the axial motion
of the probe is transferred to the surgeon and the surgeon can
obtain the full control of the probe in a cooperative mode.
It should be noted that this transfer of control from au-
tonomous to cooperative mode along the axial direction only
happens when the probe is in the out-of-focus region, while the
autonomous mode gets reactivated as soon as the probe enter
the back-focus range. This ensures safety of the patient as there
is not risk of the surgeon suddenly touching or puncturing the
retina tissue.
Due to the symmetry around the peak of the CR score
(where the image quality is optimal), the history of the axial
movement of the robot relative to the tissue is also used
to determine the direction to increase the CR score, i.e., to
indicate whether the probe is within the back-focus or front-
focus range. If the relative motion of the robot between the
current state and the previous state has the same sign as the
variation of the image score from the previous to the current
frames, the robot is commanded by the algorithm to continue
moving in the same direction, and otherwise, to reverse the
direction of motion.
Therefore, the relative desired movement ∆Xdes,a is calcu-
lated based on the product of a gain value g (to convert the
image score to a distance value) and 1−qI . The term 1−qI is
used as an adaption factor of the step size, so that the motion of
the robot is slowed down further as it gets closer to the optimal
distance. The direction of the desired relative motion ∆Xdes,a
is determined by SIGN(∆Xrobot∆q) · SIGN(∆Xrobot),
where SIGN(·) is the sign (positive or negative) of (·).
In Algorithm 1, threshold T2 is also chosen as a termination
condition, indicating that the optimal probe-to-tissue distance
and, thereby, the in-focus condition is met. When an image
quality higher than T2 is achieved, the axial motion of 0 is
sent to the robot. Therefore, within the optimal range, where
the image quality score is greater that T2, the axial motion of
the robot is zero unless the score drops beyond the threshold
T2. This could happen possibly due to the eyeball motion or
a sudden curvature change on the surface of the retinal tissue
being scanned. In this scenario, the robot does not have a
previous state of motion to rely on for identifying the desired
direction of motion. Therefore, it will perform a 1-sampling
exploration step to specify the appropriate direction of motion.
As a safety consideration, the exploration step is performed by
moving the probe away from the tissue to ensure that a contact
does not happen between the probe and the tissue a result of
the exploration step.
Fig. 4. CR score with respect to the probe-to-tissue distance.
In this framework, a CR score of 0.47, where the image
view appears in-focus visually, is chosen for T2. A CR score
of 0.10 is chosen for T1, where imaging probe is out-of-
range. A comparison of three images collected at CR values of
0.45, 0.47 and 0.61 is shown in Fig. 5. It should be mentioned
that, since the proposed approach relies only on the gradient of
the CR score, it is not sensitive to the exact shape of CR with
respect to the probe-to-tissue distance. Also, only knowing a
rough estimation of the two threshold values would suffice for
the algorithm, which can be specified pre-operatively.
(a) (b) (c)
Fig. 5. Sample probe views of different CR score, (a) CR=0.45 at 0.51 mm,
(b) CR=0.47 at 0.73 mm, and (c) CR=0.61 at 0.62 mm.
The desired axial velocity, X˙des,a, in Equation 1 is calcu-
lated based on the control-loop sampling time, ∆t, and the
desired axial displacement, ∆Xdes,a, as
X˙des,a =
∆Xdes,a
∆t
(10)
Algorithm 1: Image-Quality to Position Feedback
Input: Image (I), Previous CR score (qprev),
Current/Previous robot position
(Xrobot,curr, Xrobot,prev)
Output: Desired Movement (∆Xdes,a)
qI = CR(I);
∆q = qI − qprev ;
∆Xrobot = Ka(Xrobot,curr −Xrobot,prev) ;
if qI < T1 then
return ∆Xdes,a = X˙des,c∆t;
else if T1 < qI < T2 then
if ∆Xrobot < ROBOT RESOLUTION & ∆q < 0
then
∆Xdes,a = g(1− qI);
else if ∆Xrobot < ROBOT RESOLUTION
& ∆q > 0 then
∆Xdes,a = ∆Xprev ;
else
∆Xdes,a = gSIGN(∆Xrobot∆q)
SIGN(∆Xrobot)(1− qI);
end
else
∆Xdes,a = 0 ;
end
3) High-Level Hybrid Controller - Axial Direction, Eye-
ball Model: For safety purposes, Algorithm 1 is designed
in such a way that when the image quality drops while the
probe has not moved along the axial direction, the probe is
always commanded to move upward and away from the tissue
(Fig. 6a). When scanning a curved-surface, this upward motion
may result in moving the probe in a gradient-diminishing
direction during the exploration phase, before the system
captures the right direction of motion. This can elongate
the process of specifying a dominant gradient for correcting
motion direction and, thereby, lead to poor user experience.
In order to address this, prior model of the eyeball is
integrated into the framework. The purpose of the prior model
is to provide the algorithm with a suitable initialization state.
To obtain the eyeball curvature model, the perimeter of the
area of interest is scanned once. During the scanning task,
both the CR score and the robot kinematics are recorded.
Based on the CR score threshold T2, the image qualities at
different positions are classified as either in-focus or out-of-
focus. By spatially sampling 20 of the in-focus positions, a
second-order parabola is fitted to the pCLE probe positions
calculated based on the robot kinematics. The resulted model
is denoted as M(·), where the input is the component lateral to
the tissue surface of the current robot position KcXrobot,curr,
and the output is the desired axial position of the probe, both
expressed in the base frame of the SHER. Fig. 6b shows an
example of modeling result.
The model will not be accurate enough in micron-level to
achieve optimal image quality directly and independently, but
it is augmented with the previously mentioned gradient-ascent
approach to fine-tune the image quality. Thus, Algorithm 2
is proposed to take both the prior model and gradient-ascent
search into account. The flag FM indicates if the optimal
axial position has been reached according to the prior model,
i.e. the optimal distance of the probe to retina based on the
pre-operative registration. When the flag is set to true and
the image quality is still far from desirable, the gradient-
based approach will be then activated to further tune and
improve image quality. If the current position of the probe
tip Xrobot,curr is outside the registration region, based on
which the model of the eyeball curvature has been established,
the auto-focus algorithm will only use the gradient-ascent
approach given in Algorithm 1.
If the CR score is above the optimal image quality threshold
T2, the desired axial motion ∆Xdes,a is set to 0 ad the robot
stops moving. Otherwise, a score below T2 indicates that
the optimal image quality has not been reached and further
adjustment is needed. The algorithm will check if the position
inferred by the pior eyeball model has been achieved, i.e. FM
is TRUE or not, and if the user has moved laterally to the
tissue surface by comparing the lateral motion ‖Kc∆Xrobot‖
with ROBOT RESOLUTION. If the model-inferred position
has been reached while the user has not moved laterally, i.e.
if FM is TRUE and ‖Kc∆Xrobot‖ < ROBOT RESOLUTION,
the currently fitted model will differ from the actual retina
curvature due to external factors, e.g., patient movement or
registration error; in this case, Algorithm 1 will be applied to
fine-tune the image quality using gradient-ascent searching.
In any other cases, the robot is commanded to go to the
axial position specified by the prior-model and the flag is set
accordingly, i.e. ∆Xa is set to the difference between model-
inferred position M(KcXrobot,curr) and Xrobot,curr. If it is
found that ∆Xa is less than ROBOT RESOLUTION, it is
indicated that the model-inferred position has been reached
and flag FM is set to TRUE. Otherwise, if ∆Xa is larger than
ROBOT RESOLUTION, the model-inferred position has not
yet been reached and FM is set to FALSE.
4) Mid-Level Optimizer and Low-Level Controller: The
desired motion X˙des, which is the output of the high-level
Algorithm 2: Image-Quality to Position Feedback, with
Prior-Model Enabled
Input: Image (I), Eyeball Model (M ), Current/Previous
robot position (Xrobot,curr, Xrobot,prev)
Output: Desired Movement (∆Xdes,a)
qI = CR(I);
∆Xrobot = Xrobot,curr −Xrobot,prev ;
FM=TRUE;
if Xrobot,curr outside registration region then
∆Xdes,a = Algorithm 1 (I);
else
if qI ≥ T2 then
∆Xdes,a = 0 ;
else if FM and ‖Kc∆Xrobot‖ < ROBOT
RESOLUTION then
∆Xdes,a = Algorithm 1 (I);
else
∆Xdes,a = M(KcXrobot,curr)−Xrobot,curr;
if ∆Xdes,a < ROBOT RESOLUTION then
FM =TRUE;
else
FM =FALSE;
end
end
end
controller, is then sent to mid-level optimizer, which calculates
the equivalent desired joint values, while satisfying the limits
of the robot’s joints. The mid-level controller is formulated as
min
q˙des
|Jq − X˙des| (11)
with the inequality constraints of
q˙L ≤ q˙ ≤ q˙U & qL ≤ q ≤ qU
where J is the Jacobian of the SHER. In addition, qL, qU , q˙U ,
and q˙U denote the lower and upper limits of the joint values
and velocities, respectively.
The desired joint values are then sent to the low-level PID
controller of the SHER, as a resualt of which the desired
objectives generated based on the high-level hybrid semi-
autonomous controller are satisfied.
B. Teleoperated Framework
In the previous section, the proposed hybrid strategy and the
cooperative framework was discussed. In this section, the tele-
operated framework will be presented. Teleoperation systems
enable filtering out hand tremors of the surgeon and largely
scaling down the motions in order to make precise and minute
motions inside the confined areas of the patients body such as
the eyeball [27]. The proposed teleoperated framework has
the same patient-side platform and hybrid motion controller
architecture at the SHER side as the cooperative platform.
However, the lateral motion of the pCLE probe and the SHER
(a) (b)
(c) (d)
Fig. 6. (a) Illustration of the failure case for gradient-based algorithm.
Assuming the pCLE probe is currently in-focus, as the probe moves in the
direction of the dashed arrow, the image score will decrease without the robot
moving in the axial direction due to the further probe-to-tissue distance. The
safety feature implemented will move the probe up and making the gradient
close to zero. (b)(c)(d) Example of the fitted model, where (c) is the projected
view of XZ plane and (d) is the projected view of YZ plane; Green surface:
fitted local polynomial model of the eye. Red points: scanning path during the
registration process. Blue points: sampled points where images are in-focus.
are controlled remotely by the surgeon. Fig. 7 shows the block
diagram of the proposed hybrid teleoperated framework.
For this purpose, the dVRK system has been used to
enable remote control of the SHER. The dVRK system is an
open-source telerobotic research platform developed at Johns
Hopkins University [21]. The system consists of the first-
generation da Vinci surgical system with a master console
(i.e., the surgeon interface with stereo display and master tool
manipulators) to control the patient-side manipulators.
The high-level controller of the proposed teleoperated
framework has two components: 1) hybrid motion controller
at the SHER side, and 2) haptic feedback to the surgeon at
the MTM side to provide sensory situational awareness, as
disscussed below:
1) Teleoperated Hybrid Controller at the SHER Side:
Similar to the cooperative framework, the hybrid motion
controller of the teleoperated platform has the lateral and axial
components at the SHER side with the following formulations:
X˙des = KtX˙des,t +KaX˙des,a (12)
where subscripts t and a refer to the teleoperated (the lateral)
and autonomous (the axial) components of the motion, respec-
tively; Kt is the projection matrix along the lateral direction
same in the hybrid cooperative framework, i.e., Kt = Kc.
Also, X˙des,a is the desired axial motion component of the
SHER, which is derived using the autonomous control strategy
discussed in to maximize the image quality. X˙des,t denotes
Fig. 7. General schematic of the proposed hybrid teleoperated control strategy.
the desired lateral component of the motion, which is received
from a remote master console, as follows:
X˙des,t =
(
R˙des,t p˙des,t−→
0 1
)
(13)
such that
R˙des,t =
θ
∆t
p˙des,t =

∆t
(14)
where all the above variables are expressed in the base frame
of the SHER; p˙des,t and R˙des,t refer to the translation and
rotation components of the desired user-commanded trajectory
X˙des,t. In addition,  and θ denote the current translational
component and rotatinal component of the tracking error of
the SHER, respectively. The tracking error, i.e. the difference
between the Cartesian position of the MTM transformed into
the base frame of the SHER and the actual tip position of the
pCLE probe attached to the SHER, can be written as
 = β ·R−1MTM−SHER ·∆pMTM −∆pSHER
θ = R−1SHER ·R−1MTM−SHER ·RMTM
(15)
where β is the teleoperation motion scaling factor;
TMTM−SHER is the mapping between the base frames of the
MTM and SHER; RMTM and RSHER, respectively, denote
the rotation of the MTM in its own base frame and the rotation
of pCLE tip in the base frame of the SHER. Also, ∆pMTM
refers to the translation offset between the current position
of the MTM (pMTM ) and the initial position of the MTM
(pMTM,0) in the base frame of MTM. ∆pSHER denote the
translation offset between the current position (pSHER) and
the initial position (pSHER,0) of tip of the probe in the base
frame of the SHER.
∆pMTM = pMTM − pMTM,0
∆pSHER = pSHER − pSHER,0
(16)
This relative position control and absolute orientation control
setup allows the surgeon to control the pCLE probe intuitively.
The output of the high-level hybrid controller given in Equa-
tion 12, is then sent to the mid-level optimizer and low-level
PID controller at the SHER side (discussed in Section II-A4)
to fulfill the desired motion.
2) Haptics Feedback at the MTM Side: In order to provide
the surgeon with sensory situational awareness from the SHER
side, a haptic feedback framework is designed at the MTM
side. For this purpose, the mid-level controller of the MTM is
implemented as a torque controller.
The first component of an effective haptic feedback strategy
is gravity compensation to cancel out the weight of the MTM.
To enable a zero-gravity low-friction controller, a multi-step
least square estimation/compensation approach is used, which
also addresses elastic force and friction modeling in dynamics
model. Details of the gravity compensation algorithm can be
found in the open-source code.
In addition to components for gravity and friction compen-
sation, the controller implemented at the MTM side includes
two components of compliance wrench, defined in the MTM
base frame, to enable haptic feedback:
• elastic component, which is proportional to the tracking
error of the SHER robot, and
• damping component, which is proportional to the Carte-
sian linear velocities of the MTM
The compliance wrench W = [Fp, FR] can be formulated as
Fp = kp+ bV
FR = kRθ
(17)
where kp and kR are the elasticity coefficient of translation
error  and rotation error θ, respectively; b is the damping
coefficient of V , the Cartesian linear velocities of the MTM
(defined in the base frame of the MTM). The compliance
wrench is then converted to the corresponding joint torque
τW using the inverse Jacobian J−1 as
τW = J
−1
[
Fp
FR
]
(18)
The final desired torque is the summation of the compliance
wrench torque τW and gravity compensation torque τgc, as
τdes = τW + τgc (19)
The desired torque is then sent to the low-level PID controller
of the MTM to achieve the desired haptics feedback.
In the case of hybrid teleoperation framework, the haptics
feedback along the axial direction is disabled since the position
of the probe is adjusted based on image-feedback automati-
cally. In the other case, the traditional teleoperation frame-
work, all components are active since there is no autonomous
feedback along the axial direction.
III. EXPERIMENTAL RESULTS
Fig. 8 shows the experimental setup. At the patient side,
the pCLE probe is attached to the end-effector of the SHER
via a hollow tube designed to hold the probe. Elbow support
was provided to the user to interact with the SHER. A surgical
microscope is also used in order to visualize the surgical scene,
the eyeball. The sampling frequency of the pCLE is set to be
60 Hz. The mid-level control-loop frequencies of the SHER
and dVRK are both 200 Hz. The cooperative gain, α, is set
to be 10 µm/s per 1 N . The motion scaling factor of the
teleoperated framework, β, is set to be 15 µm/s per 1 mm/s.
The elasticity and damping coefficients of the haptics feedback
are set to 50 N/m and 5 Nm/s , respectively. The software
framework is built upon the CSA library developed at Johns
Hopkins University [28].
(a) (b)
Fig. 8. Experimental setup showing the confocal endomicroscopy system, a)
the SHER robot, surgical microscope, and an artificial eye phantom, b) the
MTM of dVRK.
To validate the effectiveness of the proposed frameworks,
three experiments were conducted, as discussed below. In this
set of experiments, a user highly familiar with the SHER
and the dVRK was chosen in order to eliminate any extra
variability over the experimental outcome due to insufficient
skills level of the user.
A. Experiment #1
The purpose of this task was to demonstrate impracticality
of manual endomicroscopic scanning. As discussed previously,
manual control of a pCLE probe within the micron-order
focus range is extremely challenging, if not possible, due to
several factors including the hand tremor. In this experiment,
the user was instructed to try his best to control the probe for
a clear scanning stream of images. The user, however, was
unsuccessful to perform the task. Fig. 9 shows a sequence of
images acquired during this task. As can be seen, quality of
the images are far from desirable. To compare, a sequence of
images acquired using the proposed hybrid teleoperated frame-
work is also presented in Fig. 10, which shows considerable
improvement of image quality. The complete result of this
experiment can be found in the supplemental material video
of the paper.
Fig. 9. A sequence of images acquired from manual scanning, sub-sampled
at 1.5 Hz. As can be seen, the image quality is far from desirable.
Fig. 10. A sequence of images acquired using the proposed hybrid teleoper-
ated framework, sub-sampled at 1.5 Hz.
B. Experiment #2
The second experimental scenario was designed to evaluate
if solely a pre-operative registration or gradient-based image
guidance is sufficient to control the pCLE probe efficiently. For
this purpose, three experiments were conducted with: 1) only a
pre-operative model (no autonomous image feedback), 2) only
the gradient-based image-based controller (no model-prior),
and 3) the hybrid teleoperated framework - a combination
of the two components (model-prior and autonomous image-
based controller). In these experiments, the task was defined
to follow a triangular path with sides length of approximately
3 cm. Two metrics were used to evaluate and compare efficacy
of the three experiments:
1) Mean CR score: The normalized average of the CR
score throughout the scanning task, whose formulation
was given in Section II-A2.
2) Duration of In-focus View: The percentage of the
instances throughout the scanning task that the CR score
was higher than the threshold T2 (indicating an in-focus
view).
Fig. 11a and Fig. 11b present a comparison of the two metrics
for the three experimental scenarios. As can be seen, the
hybrid teleoperated framework, which is the combination of
the two methods, outperformed both model-prior-only and
image-feedback-only approaches. The mean CR score of the
combined approach is 0.47, higher than that of the model-only
modality, 0.43, and the image-only modality, 0.35. The in-
focus duration of the combined approach was 53%, also higher
than that of the model-only, 40%, and the image-only,41%,
modalities. A higher mean CR score and longer in-duration
focus makes the hybrid teleoperated framework more effective
than using only either of the components.
(a) (b)
Fig. 11. Experimental results of prior-model only, image-feedback only
and hybrid teleoperated frameworks, (a) Comparison of CR scores, (b)
Comparison of duration of in-focus view.
C. Experiment #3
The third experimental scenario was designed to com-
pare performance of the proposed hybrid cooperative and
teleoperation frameworks with the cooperative and teleoper-
ated frameworks without autonomous image-based control for
image-quality optimization. In these experiments, the task was
defined to scan a triangular area of approximately 3 mm. The
user was instructed to try his best to maintain the highest
image quality during the task. In this sets of experiments, the
orientation of the pCLE probe was locked for more accurate
trajectory comparison and easier maneuvering for the user.
Fig. 12a and Fig. 12b show a comparison of the 3-D path
between the frameworks (the proposed hybrid cooperative vs.
traditional cooperative, and the proposed hybrid teleoperation
vs conventional teleoperation). As shown in Fig. 12a, the pro-
posed hybrid cooperative framework resulted in a significantly
smoother path with lower axial-axis variability (Z-axis), as
compared to the traditional cooperative approach. It should be
noted that smaller deviations along the axial direction of the
probe shaft is an indication of better (less jerky) manipulation
and better control of the probe around the optimal probe-to-
tissue distance.
Interestingly, as can be seen in Fig. 12b, the teleoperated
and hybrid teleoperated frameworks resulted in a visually
comparable elevational motion along the axial direction , both
trajectories appear to be smooth visually. To further assess the
motion made during these two case, Motion smoothness (MS)
[29] was calculated as a quantitative measure of smoothness.
MS is calculated as the time-integrated squared jerk, where
jerk is defined as the third order derivative of position:
MS =
1
N
N∑
i=0
√
J2x,i + J
2
y,i + J
2
z,i (20)
where
Ju,i =
ui+ 32 − 3ui+ 12 + 3ui− 12 − ui− 32
∆t3
is the third-order central finite difference of the discrete trajec-
tory signal along u-axis. A smoother trajectory will result in a
smaller jerk, thus smaller MS value. Based on the experiment,
the MS scores are 6.477E−2 for cooperative, 3.481E−2 for
hybrid cooperative, 4.201E−2 for teleoeprated, and 4.202E−2
for hybrid teleoperated frameworks. The hybrid cooperative
framework outperformed the traditional cooperative frame-
work by 46.3%, while the two teleoperated frameworks yield
almost the same motion smoothness scores. The total duration
of the scanning task was 61.92 s for cooperative frame-
work, 35.95 s for hybrid cooperative framework, 60.66 s for
teleoperated framework, and 42.43 s for hybrid teleoperated
framework. The quantitative evaluation of MS yields the same
result as the visual inspection.
(a) (b)
Fig. 12. Comparison of scanning path between between: (a) Cooperative
and hybrid cooperative frameworks, (b) Teleoperated and hybrid teleoperated
frameworks.
IV. USER STUDY
A. Study Protocol
In order to further evaluate and compare the proposed
frameworks, a set of user studies was conducted. The user
study was performed at the Laboratory for Computational
Sensing and Robotics (LCSR), Johns Hopkins University. In
this study, 14 participants were recruited with all participants
being right-handed.
The participants were asked to perform a path-following
task in four cases:
• using the conventional cooperative framework, i.e., with-
out automatic depth compensation via image-quality-
based feedback
• using the proposed hybrid shared cooperative framework
of the SHER with automated depth compensation
• using the conventional teleoperated framework, i.e., with-
out automatic depth compensation via image-quality
based feedback
• using the proposed hybrid shared teleoperated framework
with autonomous depth compensation
The task was defined to perform pCLE scanning of a
triangular region of side lengths of approximately 3 mm within
an eyeball phantom using four setups. The participants were
instructed to perform the scanning task while trying their best
to maintain the highest image quality. Fig. 13 shows the view
provided to the users during the experiments.
(a) (b)
Fig. 13. (a) Participant’s view during the experiment, where the confocal
image is overlayed on the top left of the surgical microscopic view looking
through the eyeball opening. (b) overall scheme of the eye phantom setup,
based on which the user view is captured.
Before each trial, the participants were given around 10
minutes to familiarize themselves with the system before
they proceed with the main experiments. The order of the
experiments was randomized to eliminate the learning-curve
effect. After the trial, the participants were asked to fill out
a post-study questionnaire. The questionnaire included a form
of the NASA Task Load Index (NASA TLX) survey, a widely
used questionnaire for evaluation of operator workload [30].
In our previous study [22], it was observed that manipu-
lating the robot at micron-level within the confined space of
eye is very challenging for novices. therefore, orientation of
the pCLE probe was locked to reduce the complexity of the
scanning task.
B. Metrics Extraction and Evaluation
To evaluate task performance during four experiments, 6
quantitative metrics were used: CR score, duration of in-focus
view, and MS (discussed above); as well as Task Comple-
tion Time (TCT), Cumulative Probability for Blur Detection
(CPBD), and Marziliano Blurring Metric (MBM). In addition,
a NASA TLX questionnaire including 6 qualitative metrics
answered by the participants were also studied.
1) Cumulative Probability for Blur Detection (CPBD):
CPBD is a probability summation model calculated by ac-
cumulating the probability of just-noticeable blur within an
image. CPBD is a non-reference blur metric with a lower score
indicating a higher-quality image [31].
2) Marziliano Blurring Metric (MBM): MBM assess qual-
ity of an input image based on the spread of edges. MBM
is also a no-reference blur metric and performs well over
different image content. A higher MBM score refers to a
higher-quality image [25].
While CR, MBM, and CPBD are image-quality metrics,
they use different approaches to assess sharpness of an image.
These metrics were chosen to validate consistent improvement
of image quality regardless of the metric type, demonstrating
the generalizability and consistency of the outcome.
C. Results and Discussion
Fig. 14 shows results of the NASA TLX questionnaire for
14 users. The questionnaire includes six criteria: mental de-
mand, physical demand, temporal demand, performance level
Fig. 14. NASA TLX questionnaire result
perceived by the users themselves, level of effort, and frus-
tration level, each with a maximum value of 7. Single-factor
ANOVA analysis was used to statistically evaluate the results,
and statistical significance was observed in mental demand
(p-value=3.0E−2), physical demand (p-value=2.0E−3), ef-
fort (p-value=6.3E−5) and frustration level (p-value=1.0E−2),
while no significance was observed in temporal demand (p-
value=0.182) and performance (p-value=0.062).
A Tukey’s Honest Significance test was followed for the
four categories with statistical significance. Statistical signif-
icance was observed in mental demand between cooperative
framework (with a score of 4.64) and for hybrid teleoperated
framework (with a score of 2.64).
As for physical demand, score has decreased from 5.00 in
cooperative framework and 4.00 in teleoperated framework
to 2.57 in hybrid teleoperated framework. The effort level
has decreased from 5.43 in cooperative framework and 4.57
in teleoperated framework to 2.78 in hybrid teleoperated
framework. Similary, the effort level has decreased from
5.43 in cooperative framework to 3.00 in hybrid cooperative
framework. Lower frustration level was observed in hybrid
teleoperated framework (score=2.29) compared to cooperative
mode (score=4.43). Out of the 14 users, 11 indicated that
hybrid teleoperation is the most preferred modality.
The quantitative results are shown as boxplots in Fig. 15
with six metrics compared: in-focus duration, TCT, CR,
CPBD, MBM and MS. Applying the Single-factor ANOVA
analysis, statistically significant differences were observed
between various modes of operation for all the metrics, with
p-values equal to 1.0E−8, 4.7E−5, 1.1E−9, 4.4E−7, 2.7E−7
and 9.2E−8 respectively.
Post hoc analysis was performed using the Tukey’s test
and it was observed that the in-focus duration for both
hybrid teleoperated (79%) and teleoperated (73%) frame-
works outperformed hybrid cooperative (56%) and cooperative
(36%) frameworks with statistical significance. The hybrid
cooperative framework also outperformed the cooperative
framework. The mean CR scores of the hybrid teleoperated
(CR=0.51), teleoperated (CR=0.50) and hybrid cooperative
(CR=0.46) frameworks were better than that of the coop-
erative framework (CR=0.38) with statistical significance.
The mean MBM score improved in the hybrid teleoper-
ated (MBM=0.2886) framework compared to the cooperative
framework (MBM=0.2657) with statistical significance. The
teleoperated framework (MBM=0.2920) both the hybrid coop-
erative (MBM=0.2792) and cooperative frameworks, while the
hybrid cooperative framework outperformed the cooperative
framework.
TCT, CPBD, and MS (metrics with a lower value indicating
a higher performance) were also analyzed with Tukey’s test
as discussed below. The TCT for the hybrid teleoperated
framework (105 s) was larger than teleoperated (76 s) and
cooperative frameworks (58 s). The hybrid cooperative frame-
work (95 s) also took longer than cooperative framework (58
s) with statistical significance. However, it should be noted that
the TCT for the hybrid teleoperated framework and hybrid co-
operative framework include pre-operative eyeball registration
time as well. Extracting the pre-operative registration time,
the TCT for the hybrid teleoperated framework and hybrid
cooperative framework become 51 s and 44 s, respectively.
The CPBD score for the hybrid teleoperated frame-
work (CPBD=0.6342) was lower than cooperative framework
(CPBD=0.7233). The CPBD score for the teleoperated frame-
work (CPBD=0.6270) was lower than that of both hybrid
cooperative (CPBD=0.6773) and cooperative frameworks. The
hybrid cooperative framework also had lower CPBD compared
to the cooperative framework. The MS scores for the hybrid
teleoperated (MS=1.407E-2), teleoperated (MS=2.608E-2) and
hybrid cooperative (MS=2.514E-2) frameworks were smaller
than that for the cooperative framework (MS=8.944E-2).
In general, the hybrid cooperative framework was shown
to be more advantageous over the traditional cooperative
framework. The user workload decreased when using the
hybrid frameworks, while the image-quality was considerably
improved. Comparing the hybrid teleoperated system with the
traditional teleoperated system, it was observed that the hybrid
teleoperated system reduced user’s workload, while providing
an equally high-quality image. Comparing the cooperative sys-
tems with the teleoperated systems, the teleoperated systems
demonstrated better performance, a reason of which can be
the ability for large motion scaling, which is unavailable in
a cooperative setting. The hybrid teleoperated system demon-
strated clear advantages: quantitatively consistent high-quality
images and qualitatively with 78.6% of the users indicating it
as the most favorable framework.
However, there are several limitations that are needed to
be addressed in future studies. First, the users were novices
(in the context of surgery), but with a wide range of skills
in controlling robotic frameworks. A part of our future work
will focus on comparing and evaluating the four frameworks
with a larger set of users including expert surgeons. Also, in
this study, the eyeball phantom was fixed after the registration
step. Our future work will focus on relaxing this assumption
by including an online registration procedure to accommodate
for patient’s movement.
(a) (b)
(c) (d)
(e) (f)
Fig. 15. Results of the user study: (a) Duration of in-focus view, (b) Task
completion time, (c) CR score, (d) CPBD score, (e) MBM score, and (f) MS
score.
V. CONCLUSIONS AND FUTURE WORK
A novel hybrid strategy was proposed for real-time endomi-
croscopy imaging for retinal surgery. The proposed strategy
was deployed on two control frameworks - teleoperated and
cooperative. The hybrid frameworks consist of the dVRK,
SHER and a distal-focus pCLE system. The hybrid frame-
works allow surgeons to scan the area of interest in retina with-
out worrying about the loss of image quality and hand tremor.
The effectiveness of the hybrid frameworks were demonstrated
via a series of experiments in comparison with the traditional
teleoperated and cooperative frameworks. Through a user
study of 14 users, it was observed that both hybrid systems
lead to statically significant lower work load and improved
image quality qualitatively and quantitatively. Limitations and
various aspects of our future work were also discussed.
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