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ABSTRAK 
Diabetik Retinopati merupakan penyakit yang menyrang retina mata dan dapat 
menyababkan kebutaan. Tingkat keparahan diabetic retinopati terbagi atas empat  yaitu  
normal, Diabetik Retinopati Non-priliferative (DRNP), Diabetik Retinopati Proliferative 
(DRP) dan Makula Edema. Pada penelitian ini diabetic retinopati dapat dikelompokkan 
dengan mengkombinasikan metode Principal Component Analysis dan  Learning Vector 
Quantization 3. Jumlah data yang digunakan 612 citra(data seimbang setiap kelas 153 
data).  Ukuran citra 300x300. Ekstrasi ciri citra digital yang digunakan  yaitu Principal 
Component dengan menggunakan nilai Pro N 90, 150 serta pengelompokan dengan 
Learning Vector Quantization 3 dengan ℇ 0,2;0,3;0.4, Nilai window(ω) 0.1;0.2;0.3;dan 
nilai Learning Rate(α) 0.001;0.003;0.005.  Hasil Penelitian ini adalah akurasi pengujian 
tertinggi  yang diperoleh sebesar 78.68% dengan learning rate 0.001, ω=0.1, m=0.3, nilai 
N=50 dengan pembagian data 90% data latih 10% data uji dan jumlah vector pewakil yang 
digunakan sebanyak 8 vektor.  Dengan demikian, algoritma Principal Component Analysis  
mampu mengenali ciri diabetik retinopati.  
Kata Kunci: Diabetik Retinopati, Principal Component Analysis, Learning Vector 
Quantization 3, Retina Mata
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ABSTRACT 
Diabetic Retinopathy is a disease that attacks the retina of the eye and can cause blindness. The 
severity of diabetic retinopathy is divided into four, namely normal, Diabetic Retinopathy Non-
priliferative (DRNP), Diabetic Retinopathy Proliferative (DRP) and Macular Edema. In this study 
diabetic retinopathy can be grouped by combining the Principal Component Analysis and Learning 
Vector Quantization methods 3. The amount of data used is 612 images (balanced data for each 
class of 153 data). 300x300 image size. Feature extraction of digital images used are Principal 
Components using Pro N values 90, 150 and grouping with Learning Vector Quantization 3 with 
ℇ 0.2, 0.3; 0.4, Window values (ω) 0.1, 0.2, 0.3, and Learning values Rate (α) 0.001; 0.003; 0.005. 
The results of this study are the highest test accuracy obtained by 78.68% with a learning rate of 
0.001, ω = 0.1, m = 0.3, the value of N = 50 by sharing 90% of the training data 10% of the test 
data and the number of representative vectors used were 8 vectors. Thus, the Principal Component 
Analysis algorithm is able to recognize diabetic characteristics of retinopathy. 
Keywords:Diabetic Retinopathy, Eye Retina, Principal Component Analysis, Learning Vector 
Quantization 3
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BAB I  
PENDAHULUAN 
1.1. Latar Belakang 
Diabetes merupakan penyakit kronis (menahun) yang terjadi ketika 
pankreas (kelenjar ludah perut) tidak memproduksi cukup insulin, atau ketika tubuh 
tidak secara efektif  menggunakan insulin (Suyono S 2014). Tanggal 14 
novevember merupakan hari diabetes dunia, peringatan hari diabetes menunjukkan 
perhatian terhadap meningkatnya penyakit diabetes di dunia. Indonesia menempati 
urutan keempat mengenai kasus diabetes.  
Menurut WHO pada tahun 2013, India ditempat pertama dengan jumlah 
kasus 31,7 juta, Cina menempati urutan kedua dengan jumlah kasus 20,8 juta, 
Amerika Serikat dengan jumlah kaus 17,7 juta dan urutan keempat Indonesia 
dengan jumlah kasus 8,4 juta orang. Jumlah penderita diabetes seluruh dunia 
menurut who sebanyak 143 juta penderita. Diperkirakan penderita penyakit 
diabetes mellitus akan meningkat dari 117 juta pada tahun 2000, di tahun 2030 akan 
menjadi 366 juta. Diabetes diprediksi akan menjadi epidemic di Asia disebabkan 
pola makan orang asia yang tinggi karbohidrat dan lemak dan kurangnya 
berolahraga (Pangaribuan et al. 2016).  
Penyebab dari penyakit diabetes diantaranya adalah faktor genetik, faktor 
berat badan (obesitas), faktor makanan, dan faktor merokok. Gejala-gejala penyakit 
diabetes diantaranya adalah haus yang berlebihan, sering buang air besar dengan 
volume yang besar, rasa kelaparan yang luar biasa, sering merasa kelelahan karena 
kehabisan energi, beberapa dari penderita menunjukkan adanya gejala injeksi pada 
kulit, ganggualan penglihatan, berat badan menurun, penurunan tingkat gula darah.  
Salah satu komplikasi dari diabetes mellitus adalah diabetek retinopati yaitu 
kadar gula yang tinggi akhirnya mengakibatkan kerusakan pada retina mata 
terutama terhadap jaringan-jaringan yang sensitif pada cahaya. Penyebab dari 
penyakit diabetes retinopati adalah lemahnya atau hancurnya kapiler pada 
pembuluh mata dan dapat mengakibatkan kebutaan. Hal tersebut berakibat 
penglihatan menjadi kabur hingga akhirnya terjadi kebutaan (Gitasari, Hidayat,dan 
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Aulia, 2015). Menurut WHO tahun 2004 sekitar 4,8% penduduk dunia menjadi buta 
akibat diabetik retinopati. Secara umum diabetik retinopati menjadi penyebab 
kebutaan nomor 4 setelah katarak, glaucoma, dan denegrasi macula (Fitriani, 
Sihotang, and Delfi 2017). Karena diabetes diprediksi meningkat maka kebutaan 
akibat diabetic retinopati juga akan meningkat. Ciri-ciri diabetik retinopati 
diantaranya yaitu neovasklurasi, soft exudates, hard exudates, mikroneurisma dan 
hemorrhages (Kauppi dkk., 2007). 
Dokter spesialis mata melakukan pengelompokan terhadap ciri-ciri tersebut 
dengan melakukan pengamatan pada citra retina mata yang diambil dengan 
menggunakan kamera fundus. Cara tersebut kurang efektif dikarenakan waktu yang 
lama dalam pengamatan yang akan memungkinkan terjadinya kesalahan dalam 
melakukan suatu pengamatan tersebut. Hal ini mengakibatkan lambat serta sulitnya 
dokter spesialis untuk melakukan penentuan terapi yang dapat diberikan kepada 
pasien (Putra dan Suarjana, 2010). Untuk menyelesaikan permasalahan tersebut, 
maka diperlukan pengolahan citra yang lebih mendalam untuk melakukan 
pengelompokan tanda-tanda dari diabetik retinopati..setelah dilakukan ekstrasi ciri 
dengan citra yaitu dengan menggunakan maka dilakukan pengelompokan dengan 
menggunakan jaringan syaraf tiruan Learning Vector Quantization 3(LVQ 3). 
Penelitian sebelumnya tentang principal component analys yaitu rancang 
nangun sistem pengenalan wajah dengan metode principal component analys yang 
dilakukan oleh salamun dengan tingkat akurasi 82,27% dengan data wajah 
sebanyak 130 gambar (Kom et al. 2017). Penelitian lainnya juga pernah dilakukan 
oleh Resmana lim yaitu sistem pengenalan plat nomor mobil dengan metode 
principal component analys dengan tingkat akurasi sebesar 82% (lim 2014). 
Penelitian lainnya yaitu klasifikasi wajah dengan menggunakan PCA yang 
dilakukan oleh Yasser Fouad Hassan dan Nora Habeb memperoleh tingkat akurasi 
sebesar 93% (Hassan, Yasser Fouad 2012). 
Penelitian sebelumnya tentang diabetik retinopati yang telah dilakukan 
yaitu oleh Elsa Sabrina dengan judul penelitian “Klasifikasi penyakit retinopathy 
menggunakan Metode Learning Vector Quantization (LVQ)” menghasilkan 
akurasi 90% data pelatihan dan 43,75% data uji. Penelitian selanjutnya tentang 
diabetik retinopati pernah dilakukan oleh Arif Mudi Prayitno menggunakn metode 
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wavelet haar dan backpropragation dengan hasil penelitian tertinggi sebesar 
56,25% dengan ukuran citra 2440x1448, haar level ke-4 serta persentase 
perbandingan data latih dan data uji 95:5, Learning rate 0,1 , 0,01;  dan 0,001 
(Priyatno and Sanjaya 2018).   
Penelitian yang menggunakan metode LVQ3 pernah dilakukan oleh Elvia 
Budianita dan Widodo Prijodiprodjo tentang klasifikasi status gizi anak  
menggunakan LVQ3 mendapatkan tingkat akurasi 95,2% (Budianita dan 
Prijodiprodjo 2012). Penelitian lainnya yang menerapkan LVQ3 lainnya dilakukan 
oleh Mohammed Azara, Tamer Fatayer, dan Alaa El-Halees tentang klasifikasi teks 
arab dengan mendapatkan tingkat akurasi 84,09% (Azara, Fatayer, dan El-Halees 
2012).  
Berdasarkan penjelasan di atas maka dalam penelitian ini membahas 
tentang pengolahan citra dan jaringan syaraf tiruan dalam mengelompokkan suatu 
penyakit dengan metode pengolahan citra yaitu Metode principal component 
analys dan metode jaringan syaraf tiruan yaitu Learning Vector Quantization 3 
(LVQ 3) tentang Diabetik retinopati. Pada pengelompokannya terdiri dari Normal, 
Diabetik Retinopati Non Proliferatif, Diabetik Retinopati Proliferatif dan Edema 
Makula. 
1.2. Rumusan Masalah 
Berdasarkan dari latar belakang yang telah dijelaskan di atas, maka rumusan 
masalah “Bagaimana menerapkan metode principal component analys  dan 
Learning Vector Quantization 3 (LVQ 3) untuk pengelompokan penyakit Diabetik 
Retinopati berdasarkan citra retina mata”. 
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1.3. Batasan Masalah 
 Dalam pelaksanaan tugas akhir, sangat diperlukan batasan-batasan supaya 
terarah dan tidak menyimpang dari tujuan yang direncanakan. Adapun batasan 
masalah dari tugas akhir ini yaitu: 
1. Citra yang digunakan adalah citra retina mata yang berasal dari Messidor 
Database tahun 2005 dengan update terbaru pada tanggal 21 Desember 
2016. 
2. Jumlah total data yaitu 608 gambar. 
3. Format gambar yaitu PNG. 
4. Gambar yang digunakan tanpa background. 
5. Keluaran terdiri dari 4 kelas yaitu Normal, Diabetik Retinopati Non 
Proliferatif, Diabetik Retinopati Proliferatif dan Edema Makula. 
1.4. Tujuan Penelitian 
Tugas akhir ini memiliki tujuan diantaranya yaitu: 
1. Menerapkan principal component analys (PCA) untuk ekstraksi ciri citra 
diabetik retinopati. 
2. Menerapkan Learning vector quantization 3 (LVQ 3) untuk pengelompokan 
penyakit diabetik retinopati berdasarkan citra retina mata. 
1.5. Sistematika Penulisan 
Adapun rancangan sistematika pembuatan tugas akhir ini yang terdiri dari 
enam bab yaitu sebagai berikut: 
BAB I  PENDAHULUAN 
Pada BAB I PENDAHULUAN ini akan berisi tentang beberapa hal 
yaitu Latar Belakang, Rumusan Masalah, Batasan Masalah, Tujuan 
Penelitian dan Sistematika Penulisan. 
BAB II  LANDASAN TEORI 
Pada BAB II LANDASAN TEORI ini akan berisi tentang teori –
teori citra digital, pengolahan citra digital seperti pre processimg, 
ekstrasi fitur, pc, algoritma pca, kemudian jaringan syaraf tiruan, 
arsitektur jaringan syaraf tiruan, algoritma LVQ, LVQ 2, LVQ 3, 
confusion matrix, diabetik retinopati, penelitian terkait. 
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BAB III  METODOLOGI PENELITIAN 
Pada BAB III METODOLOGI PENELITIAN ini merupakan 
kerangka pemikiran yang disusun secara sistematis untuk 
menyelesaikan tugas akhir ini. Seperti tahapan penelitian, 
identifikasi masalah, pengumpulan data, analisa dan perancangan, 
implementasi dan pengujian. 
BAB IV  ANALISA DAN PERANCANGAN 
Pada BAB IV ANALISA DAN PERANCANGAN ini berisi tentang 
analisa kebutuhan data, analisa proses pengelompokan seperti 
pengolahan awal,  ekstrasi fitur, pengelompokan dengan 
jaringan syaraf tiruan dan perancangan antarmuka. 
BAB V  IMPLEMENTASI DAN PENGUJIAN 
Pada BAB V IMPEMENTASI DAN PENGUJIAN ini berisi tentang 
implementasi seperti ruang lingkup implementasi, batasan 
implementasi, implementasi antar muka, pengujian sistem dan 
pengujian akurasi. 
BAB VI  PENUTUP 
Pada BAB VI PENUTUP ini berisi tentang kesimpulan dan saran 
dari hasil penelitian ini.
  
 
BAB II  
LANDASAN TEORI 
2.1.  CITRA DIGITAL 
Citra digital merupakan representative dari citra yang diambil oleh mesin 
dengan bentuk pendekatan berdasarkan sampling dan kuantisasi. Sampling 
menyatakan besarnya kotak-kotak yang disusun dalam baris dan kolom. Dengan 
kata lain, sampling pada citra menyatakan besar kecilnya ukuran pixel (titik) pada 
citra, dan kuantisasi menyatakan besarnya nilai tingkat kecerahan yang dinyatakan 
dalam nilai tingkat keabuan (grayscale) sesuai dengan jumlah bit biner yang 
digunakan oleh mesin, dengan kata lain kuantisasi pada citra menyatakan jumlah 
warna yang ada pada citra (Basuki 2005).  
Jadi citra digital adalah citra yang diambil dari mesin dari pendekatan 
sampling dan kuantisasi. Sampling merupakan besar kotak-kotak yang ada dalam 
baris dan kolom sedangkan kuantisasi adalah tongkat kecerahan sesuai dengan 
jumlah bit biner.  
2.1.1.  Citra Berwarna (RGB) 
Citra berwarna atau citra RGB adalah jenis citra yang menyajikan warna 
dalam bentuk komponen R (merah), G (hijau), dan B (biru). Setiap komponen 
warna menggunakan 8 bit (nilainya berkisar antara 0 sampai dengan 255). Dengan 
demikian, kemungkinan warna yang bisa disajikan mencapai 255 x 255 x 255 atau 
16.581.375 warna.  Tabel 2.1 menunjukkan contoh warna dan nilai R,G, dan 
B.(Sutoyo 2009). 
Tabel 2. 1 Warna dan nilai penyusun warna 
Warna R G B 
Merah 255 0 0 
Hijau 0 255 0 
Biru 0 0 255 
Hitam 0 0 0 
Putih 255 255 255 
Kuning 0 255 255 
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2.1.2.  Citra Berskala Keabuan (Grayscale) 
Citra berskala keabuan adalah citra dengan  gradasi warna hitam dan putih, 
sehingga  menghasilkan efek warna abu-abu. Warna citra berskala keabuan  
dinyatakan dengan intensitas. Nilai intensitas berkisar antara 0 sampai dengan 255. 
Nilai 0 menyatakan hitam dan nilai 255 menyatakan putih.(Sutoyo 2009). Persamaan 
yang digunakan untuk mendapatkan nilai citra grayscale adalah sebagai berikut: 
𝐼𝐵𝑤  (𝑥, 𝑦) = (𝑅𝑒𝑑 𝑥 0,2126) + (𝐺𝑟𝑒𝑒𝑛 𝑥 0,7152) + (𝐵𝑙𝑢𝑒 𝑥 0,0722)           (2.1)   
Dimana 𝐼𝐵𝑊  (𝑥, 𝑦) = 𝑛𝑖𝑙𝑎𝑖 𝑝𝑖𝑘𝑠𝑒𝑙 𝑏𝑙𝑎𝑐𝑘 𝑎𝑛𝑑 𝑤ℎ𝑖𝑡𝑒 𝑡𝑖𝑡𝑖𝑘 (𝑥, 𝑦) 
2.2.  Pengolahan Citra Digital 
Pengolahan citra digital adalah pemrosesan gambar berdimensi-dua melalui 
computer digital (Jain, 1989). Menurut Efford (2000) pengolahan citra digital 
adalah teknik yang digunakan  untuk memanupulasi dan memodifikasi citra dengan 
dengan berbagai cara.  
Menurut (Kadir and Susanto 2012) operasi pengolahan citra dilakukan 
apabila: 
1. Melakukan perbaikan dengan tujuan untuk memperjelas sesuatu supaya 
memberikan suatu informasi yang terdapat pada citra. 
2. Elemen yang ada pada citra dilakukan pengelompokan. 
3. Pada citra yang satu diperlukan penggabungan dengan citra lain. 
Menurut (Kadir and Susanto 2012) manfaat dari pengolahan citra adalah: 
1. Membuat gambar menjadi lebih jelas. 
2. Gambar dapat dipudarkan, diputar. 
3. menghilangkan noda bintik yang terdapat pada gambar. 
4. Gambar dengan latar belakang dapat dipisahkan. 
5. Objek dapat dibuat menjadi seperti menggunakan pensil. 
2.2.1.  Pre processing 
Proses pre processing dilakukan dengan tujuan untuk meningkatkan 
kualitas citra agar informasi yang ada pada citra menjadi lebih jelas dan mudah 
dipahami oleh manusia (Dillak, 2013). Pre processing pada penelitian ini adalah 
melakukan Crooping. 
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Cropping dilakukan untuk menghilangkan background sehingga 
pengolahan citra tanpa background dapat mempermudah dalam melakukan 
pemrosesannya.  
2.2.2.  Ekstrasi Fitur 
Fitur adalah tanda yang dimiliki objek yang menjelaskan tentang 
karakteristik yang dimiliki oleh citra tersebut (kadir dan susanto, 2012). Ekstrasi 
ciri dilakukan untuk mendapatkan frekuensi tentang kemunculan yang keluar dari 
masing-masing pola.  
2.2.3.  Principal Component Analysis 
Metode Principal Component Analysis (PCA) merupakan metode yang 
mereduksi citra menjadi vektor ciri sehingga informasi yang disimpan hanya sedikit 
namun dapat merekonstruksi kembali bagian penting dari citra dengan proporsi 
yang tepat, kumpulan dari citra karakter yang diambil dan kemudian disimpan 
kedalam pola vektor disebut eigenvector (Yulida, Kusumawardhan, dan Setijono, 
2013). PCA juga dikatakan sebagai teknik yang digunakan untuk membangun 
variabel baru yang merupakan kombinasi linear dari variabel asli, dimana jumlah 
maksimum dari variabel baru ini akan sama dengan jumlah variabel lama, dan 
variabel baru tidak saling berkolerasi satu sama lain (Halim, 1996).  
Tujuan khusus PCA yaitu: (H. B. Umar, 2009) 
1. Pola kolerasi antar variabel dari variabel yang telah banyak diobservasi 
diringkas 
2. Variable yang besar di rubah menjadi sedikit faktor 
3. Memberikan sebuah definisi operasional (sebuah persamaan regresi) 
dimensi pokok penggunaan variabel yang diobservasi 
4. Menguji teori yang mendasarinya  
1.  Algoritma PCA 
Adapun algoritma PCA secara umum sebagai berikut (Puspitaningrum, 
Sari, & Susilo, 2014): 
Menyusun data vektor matriks. 
1.  Menyusun data vektor matriks (T) dengan ordo (n x n). 
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2.  Proses menghitung matriks mean (rata-rata matrik) ᴪ 
Menggunakan persamaan (2.1) sebagai berikut: 
𝜓 =
∑ =𝑀𝑖=1 𝛤𝑖
𝑀
 ........................................................................................... (2. 2) 
3.  Proses menghitung matriks normalisasi(ϕ) . 
Menggunakan persamaan (2.3) sebagai berikut: 
𝜙𝑖 =  𝛤𝑖 − 𝜓 ......................................................................................... (2. 3) 
4.  Proses menghitung matriks kovarian (C). 
Menggunakan persamaan (2.4) sebagai berikut: 
𝐶 = 𝛷 × 𝛷𝑇  ...................................................................................... (2. 4) 
 Keterangan: 
 C= Matriks kovarian 
 Φ =Matriks selisih/nornalisasi 
 ΦT = Matriks transpose dari matriks selisih/normalisasi 
5.  Proses menghitung eigen vector (ʋ) dan eigen value (𝜆) dari matriks C. 
 Pada matriks kovarian (C) yang berisi ciri utama, nantinya akan didapatkan 
nilai eigen dan eigen vector yang selanjutnya disebut dengan eigen face. 
Nilai eigen atau eigen value (𝜆) merupakan nilai karakteristik dari suatu 
matrik berukuran n x n, akan menghasilkan eigen vector (ʋ) merupakan 
vector kolom bukan nol yang apabila dikalikan dengan suatu matrik 
berukuran n x n, akan menghasilkan vector lain yang memiliki nilai 
kelipatan dari eigen vector itu sendiri. Berikut Persamaan (2.5) untuk 
menghitung nilai eigen atau eigen value dari matrik kovarian (C): 
 𝐶 𝑣 =  λ 𝑣  
 𝐶 𝑣 − 𝜆 𝑣 = 0 
 (𝐶 −  𝜆 𝐼) 𝑎𝑡𝑎𝑢 𝑑𝑒𝑡 (𝜆𝐼 − 𝐶) = 0 (2. 5) 
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 Sedangkan Persamaan yang digunkan dalam menghitung nilai eigen vector 
(ʋ) harus dilakukan terleih dahuu proses subtitusi dari eigen value (𝜆)vke 
dalam persamaan (2.7) sebagai berikut: 
(𝜆 − 𝐶)𝑣 = 0       (2.6) 
 Keterangan: 
 𝜆= Nilai eigen atau eigen value 
 ʋ= Vektor rigen atau eigen vector 
 𝐶 = Matrik kovarian 
 I= Matriks identitas 
6.  Mengurutkan mengurutkan nilai eigen value (𝜆) dan eigen vektor (ʋ) dari 
besar ke kecil berdasarkan urutan nilai eigen. 
7.  Proses perhitungan matriks eigen face dengan menggunakan persamaan 
(2.7) sebagai berikut: 
𝐸𝑖𝑔𝑓 = 𝑣 ×  𝜙  .................................................................................... (2. 7) 
 Keterangan: 
 Eigf  = Eigen face 
8.  Melakukan proses penghitungan project images (n) dengan menggunakan 
persamaan (2.8) sebagi berikut: 
𝑃𝑟𝑜𝑗𝑒𝑐𝑡𝑖𝑚𝑎𝑔𝑒 =  𝜙 ×  𝐸𝑖𝑔𝑓
𝑇   .............................................................. (2. 8) 
 Keterangan: 
 Eigf
T = Matriks transpose dari nilai eigen face 
 Setelah melakukan tahapan ekstrasi ciri pada PCA dengan mendapatkan 
nilai dari project image, maka proses selanjutnya adalah mereduksi matrik project 
image dengan variabel n yang dapat disesuaikan dengan kebutuhan. Maksud dari 
mereduksi matrik dengan variabel n yaitu membuang sebagian kolom dari sisi 
kanan matrik dengan variabel n yaitu membuang sebagian kolom dari sisi kanan 
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matrik dan hanya megambil beberapa kolom dari kolom matrik paling kiri dari 
matrik 2 dimensi tanpa mempengaruhi baris pada matrik tersebut. 
Setelah melakukan tahapan untuk ekstrasi ciri data latih, langkah selanjutnya 
adalah melakukan ekstrasi data uji. Tahapan algoritma PCA untuk ekstrasi citra uji 
adalah sebagi berikut: 
1. Menghitung Nilai Matriks Normalisasi dari Citra Data Uji: 
Tahapan ini membutuhkan nilai mean yang berasal dari citra data latih dan 
nilai matriks yang dibuat dalam satu baris dari citra data uji yang digunakan 
untuk mencari nilai matriks normalisasi.   
𝜙𝑖 = Γ𝑖 − 𝜓  .........................................................................................    (2.9)                                                                                 
2. Menghitung nilai Project Image Citra Data uji 
Nilai Project Image dari citra data uji dihitung dengan mengalikan nilai 
eigenfaces transpos yang dari proses ekstrasi ciri data latih dengan matriks 
normalisasi dari citra data uji. Persamaannya adalah sebgai berikut: 
𝑃𝑟𝑜𝑗𝑒𝑐𝑡𝑖𝑚𝑎𝑔𝑒 =  𝜙 × 𝐸𝑖𝑔𝑓
𝑇 ..................................................................  (2.10) 
3. Menentukan nilai Project Image terpilih sebanyak N 
Pengambilan nilai N sama dengan penentuan nilai N data latih. 
2.2.4. Normalisasi 
 Sebelum melakukan proses ke tahap LVQ3 ada baiknya data yang telah 
melalui tahap ekstrasi ciri harus melewati tahap normalisasi. Tujuan normalisasi ini 
agar nilai masukan dan target berada dalam range 0.1 sampai dengan 0.9. 
Normalisasi data dapat dihitung dengan persamaan berikut: 
𝑥′ = (0.8(𝑥 − 𝑎))/(𝑏 − 𝑎)) + 0.1    (2.11) 
Keterangan: 
x' = hasil normalisasi data latih 
x =nilai data latih yang dinormalisasi 
α = nilai minimal dari semua data latih yang akan dinormalisasi 
b = niali maksimal dari semua data latih yang akan dinormalisasi 
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2.3. Jaringan Syaraf Tiruan 
Jaringan syaraf tiruan atau artificial neural network adalah salah satu 
representasi buatan dari otak manusia yang selalu mencoba untuk mensimulasikan 
proses pembelajaran pada otak manusia tersebut. Istilah buatan disini digunakan 
karena jaringan syaraf ini diimplementasikan dengan menggunakan program 
komputer yang mampu menyelesaikan sejumlah proses perhitungan, selama proses 
pembelajaran (Fausett 1994).  
Pada proses pembelajaran kedalam JST dimasukkan pola-pola input (dan 
output) lalu jaringan akan dipelajari untuk memberikan jawaban yang bisa diterima. 
Pada dasarnya karakteristik JST ditentukan oleh: 
4. pola hubungan antar neuron (disebut arsitektur jaringan) 
5. Pelatihan atau proses belajar jaringan  
6. fungsi aktivasi 
 
2.3.1.  Arsitektur Jaringan 
Pada JST, neuron-neuron akan dikumpulkan dalam lapisan-lapisan (layer) 
yang disebut dengan lapisan neuron (neuron layers). Neuron-neuron pada satu 
lapisan akan dihubungkan dengan lapisan-lapisan sebelum dan sesudahnya. 
Informasi yang diberikan pada jaringan syaraf akan dirambatkan lapisan ke lapisan, 
mulai dari lapisan input sampai ke lapisan output melalui lapisan tersembunyi 
(hidden layer). 
Secara umum ada 3 Arsitektur JST yaitu: 
1. Jaringan dengan lapisan tunggal (single layer net) 
Single layer hanya memiliki satu lapisan dengan bobot terhubung yang 
artinya jaringan ini hanya menerima masukan kemudian langsung akan 
mengolahnya menjadi keluaran tanpa harus melewati lapisan tersembunyi. 
(Dessy and Afrianto 2012). Bobot yang bersesuaian akan menentukan besar 
hubungan antara 2 neuron. Semua unit input akan dihubungkan dengan 
setiap unit output. 
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2. Multi-layer net 
Jaringan ini memiliki 1 atau lebih lapusan yang terletak diantara lapisan 
masukan dan keluaran sehingga jaringan ini dapat menyelesaikan 
permaslaahan yang lebih sulit dari single layer (Dessy and Afrianto 2012).  
3.  Competitive-layer net  
Jaringan ini memungkinkan setiap neuron bersaing untuk mendapatkan hak 
menjadi aktif. (Dessy and Afrianto 2012). Nilai bobot setiap neuron untuk 
dirinya sendiri adalah 1, sedangkan untuk neuron lainnya bernilai random 
negatif.  
2.3.2.  Learning Vector Quantization 3 (LVQ 3) 
LVQ3 merupakan pengembangan dari LVQ sebelumnya atau LVQ1. LVQ 
merupakan suatu metode pengelompokan pola yang keluarannya mewakili 
kelompok tertentu. Proses pembelajaran pada setiap neuron yaitu untuk mencari 
jarak terdekat antara satu vector masukan ke bobot yang dipilih. Selama proses 
pembelajaran unit keluaran dikondisikan dengan memperbarui bobot melalui 
pembelajarab terarah (supervised) untuk memperkirakan hasil klasifikasi 
(Budianita dan Prijodiiprodijo 2012). LVQ merupakan tipe arsitektur jaringan 
menggunakan lapisan tunggal umpan maju(Single-Layer Feed Forward) yang 
terdiri dari unit input dan output. Satu lapisan kompetitif akan mengelompokan 
vector-vektor masukan secara otomatis(Dessy dan Irawan 2012).  
Berikut adalah GAmbar dari arsitektur LVQ: 
X
X
X
X
||X-W1||
||X-W2||
||X-W3||
Xi
F1
F2
F3
Y_in1
Y_in2
Y_in3
Y1
Y2
Y3
W1
W2
W3
W1
W2
W1
W3
W1
W1
W2
W3
W2
W3
W2
W3
 
Gambar 2. 1 Arsitektur LVQ 
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Dimana: 
1. 𝑥 − 𝑥𝑖 = nilai input 
2. ||𝑥 − 𝑤1||…..||𝑥 − 𝑤3 =jarak bobot 
3. F1-F2=lapisan output 
4. 𝑦1 − 𝑦2 =nilai output 
Algoritma LVQ3 memiliki perbedaan terhadap versi LVQ sebelumnya. 
Seperti LVQ. Hal yang membedakannya yaitu terdapat pada nilai beta (β). Nilai 
beta(β) yaitu suatu nilai yang digunakan sebagai daerah yang harus dipenuhi untuk 
memperbaharui vector referensi pemenang(Dc1) dan runner-up(Dc2), jika kedua 
pemenang berada dikelas yang sama. Ide pengembangan algoritma ini adalah jika 
input memiliki taksiran jarak yang sama dengan vector pemenang dan runner up, 
maka masing-masing vector tersebut harus melakukan pembelajaran (Budianita dan 
Prijodiprodjo 2012). Berikut adalah langkah-langkah dari algortima pelatihan 
LVQ3 (Kohonen 1990): 
1. Tentukan bobot awal (Wj) dari variabel input ke-j menuju ke kelas ke-I, 
vector pelatihan(Xi), nilai epoch, target (T), parameter learning rate (α), 
pengurangan learning rate, nilai minimum learning rate (min α), nilai window 
(ω), dan nilai M(ε). 
2. Masuk ketahap iterasi 
3. Kerjakan jika α > min α atau epoch kecil dari nilai epoch. 
a. Mencari nilai beta (β) dengan menggunakan persamaan (2.12): 
𝛽 = 𝜀 × 𝛼                    (2.12) 
b. Hitung jarak Euclidean antara bobot(Wj) dengan vector (Xi) dengan 
menggunakan persamaan (2.13): 
𝑑 = √(𝑋 − 𝑊)2 (2.13) 
c. Tentukan jarak terdekat pertama(dc1) dan jarak terdekat kedua(dc2) 
d. Cek kondisi dc1 dan dc2 menggunakan persamaan window dimana: 
𝑀𝑖𝑛 (
𝑑𝑐1
𝑑𝑐2
,
𝑑𝑐2
𝑑𝑐1
) > (1 − 𝜔)(1 + 𝜔)  (2.14) 
 Jika persamaan window terpenuhi, maka cek kondisi kembali 
dimana jika T ≠dc1 dan T=dc2 dan kondisi tersebut terpenuhi, maka 
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lakukan perubahan bobot dengan mengunakan persamaan (2.15) dan 
persamaan (2.16) berikut: 
𝑊𝑑𝑐1(𝑐1) = 𝑊𝑑𝑐1(𝑐1) − 𝛼(𝑋𝑖 − 𝑊𝑑𝑐1(𝑐1))   (2.15) 
𝑊𝑑𝑐2(𝑐2) = 𝑊𝑑𝑐2(𝑐2) + 𝛼(𝑋𝑖 − 𝑊𝑑𝑐2(𝑐2))  (2.16) 
 Jika kondisi T≠dc1 dan T=dc2 tidak terpenuhi, maka lakukan 
pengecekan kondisi tersebut terpenuhi, maka lakukan perubahan 
bobot dengan menggunakan Persamaan berikut: 
𝑊𝑑𝑐1(𝑐1) = 𝑊𝑑𝑐1(𝑐1) + 𝛽(𝑋𝑖 − 𝑊𝑑𝑐1(𝑐1)) (2.17) 
𝑊𝑑𝑐2(𝑐2) = 𝑊𝑑𝑐2(𝑐2) + 𝛽(𝑋𝑖 − 𝑊𝑑𝑐2(𝑐2)) (2.18) 
4. Kurangi nilai α dan tambah nilai epoch, dengan menggunakan persamaan 
berikut: 
𝛼 = 𝛼 − (0.1 × 𝛼)   (2.19) 
𝐸𝑝𝑜𝑐ℎ = 𝑒𝑝𝑜𝑐ℎ + 1   (2.20) 
  Setelah dilakukan pelatihan, maka akan diperoleh boot akhir(W) yang 
nantinya akan digunakan untuk melakukan pengujian. Adapun langkah-
langkah pengujian LVQ3 sebagai berikut: 
1. Inisialisasi bobot akhir(W) dari hasil pelatihan dan data uji(X) 
2. Hitung jarak Euclidean antara W dan X 
3. Tentukan jarak terkecil(J) 
4. J adalah kelas X 
2.4.  Confusion Matrix 
Confusion matrix adalah table yang berisikan jumlah data uji yang salah dan 
jumlah data uji yang benar diklasifikasikan. Contoh confusion matrix tentang 
klasifikasi biner dapat dilihat pada tabek berikut: 
Tabel 2. 2 Contoh tabel confusion matrix (Tan, Steinbach, dan Kumar,1981) 
 Kelas Prediksi 
1 0 
Kelas Sebenarnya 1 TP FN 
0 FP TN 
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Keterangan dari table diatas adalah sebagai berikut: 
Tp(True positive) adalah jumlah dokumen kelas 1 yang benar dan diklasifikasikan 
pada kelas 1. 
FN (False Negative) adalah jumlah dari dokumen kelas 1 yang salah serta 
diklasifikasikan pada kelas 0. 
FP (False Posssitive) adalah jumlah dokumen kelas 0 yang salah serta 
diklasifikasikan pada kelas 1. 
TN (True Negative) adalah jumlah dari dokumen kelas 0 yang benar serta 
diklasifikasikan pada kelas 0. 
Perhitungan akurasinya dilakukan dengan persamaan berikut: 
𝐴𝑘𝑢𝑟𝑎𝑠𝑖 =  
𝑇𝑃 + 𝑇𝑁
𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
 𝑋 100 %...............................................................(2. 1) 
2.5.  Diabetik Retinopati 
Diabetik retinopati merupakan penyakit kelainan mata pada pasien diabetes 
yang diakibatkan kerusakan kapiler retina yang dalam berbagai tingkatan dapat 
menimbulkan gangguan penglihatan bahkan sampai mengalami kebutaan ringan 
(Suyono S 2014). Faktor utama risiko mengalami diabetik retinopati  disebabkan 
oleh lamanya hiperglikemia yang dialami seorang penderita diabetes(Suyono S 
2014).  
Di negara-negara barat penyebab utama kebutaan terutama diantara usia 
produktif  adalah retinopati diabetika(McCulloch DK. 2015). Menurut penelitian 
Wiconsin Epidemiologic study of diabetic retinopathy(WSDR) di Amerika, 
penderita retinotapi dibagi menjadi dua kelompok yaitu onset muda yang 
didiagnosis diabetes sebelum 30 tahun dan onset tua yang didiagnosis setelah 30 
tahun. Pada onset muda, 71% terkena retinopati, 23% didiagnosis retinopati 
diabetika proliferative dan clinicially significant macular edeme(CMSE). Pada 
onset tua, pasien retinopati dengan pengobatan insulin sebesar 70% dimana 14% 
terkena proliferative dan 11% CMSE dan 39% tanpa pengobatan insulin dimana 
sebanyak 3% proliferative dan 14% CSME(Fong DS, Aiello L, Gardner TW 2004). 
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Faktor-faktor resiko penyebab retinopati (Fong DS, Aiello L, Gardner TW 
2004): 
1. Jenis kelamin 
Menurut WSDR penderita dibawah 30 tahun lebih sering terjadi pada pria 
dibanding wanita (Fong DS, Aiello L, Gardner TW 2004). 
2.  Ras 
 Ras menjadi salah satu penyebab retinopati dikarenakan faktor akses ke 
fasilitas kesehatan, faktor genetik dan lain-lain (Fong DS, Aiello L, Gardner 
TW 2004). 
3.  umur  
 Diabetes tipe 1, retinopati terjadi pada pasiendibawah 13 tahun, kemudian 
meningkat sampai umur 15-19 tahun. Pada pasien diabetes tipe 2, 
retinopati meningkat dengan bertambahnya umur. 
3. Durasi Diabetes 
Pada diabetes tipe 1 retinopati terajadi sebesar 20-50% sejak didiagnosis, 
75-95% setelah 15 tahun dan 100% setelah 30 tahun. Retinopati pada pasien 
diabetes tipe 2 sebesar 20% sejak didiagnosis dan menjadi 60-85% setelah 
15 tahun (McCulloch DK. 2015).  
5.  Hiperglikemi 
 Menurut WSDR pasien yang memiliki gula darah lebih tinggi lebih rentan 
terkena retinopati. Sehingga kadar gula salah faktor penyebab retinopati 
(Fong DS, Aiello L, Gardner TW 2004). 
6. Hipertensi 
Pasien retinopati sebanyak 17% memiliki hipertensi dan setelah 10 tahun 
terdiagnosis retinopati sebesar 25% menjadi memiliki hipertensi. Hipertensi 
berperan dalam kegagalan autoregulasi vaskularisasi retina yang akan 
memperparah patofisiologi terjadinya retinopati diabetika(Fong DS, Aiello 
L, Gardner TW 2004). 
7. Hiperlipidemia 
Dislipedemia berhubungan dengan terbentuknya hard exudate pada 
retinopati (Fong DS, Aiello L, Gardner TW 2004). 
Gejala-gejala objektif pada penderita diabetic retinopati diantaranya adalah: 
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1. Pertama Mikroaneurisma, yaitu suatu penonjolan pada dinding kapiler yang 
terutama pada vena yang berbentuk bintik merah serta kecil yang posisinya 
berada didekat pembuluh darah terutama pada polus posterior, seperti pada 
Gambar 2.2: 
 
 
 
 
 
 
 
2. Terlihatnya pendarahan dalam bentuk, bercak, titik serta garis yang berada 
dekat mikroaneurisma pada polus posterior, seperti pada Gambar 2.3. 
 
 
 
 
 
 
 
3. Suatu hard exudate yaitu infiltrasi lipid di retina, seperti pada Gambar 2.4. 
 
 
4. Suatu soft exudate atau cotton wool patches yaitu iskemia pada retina, 
seperti pada Gambar 2.5. 
Gambar 2. 2 Gelaja Diabetik Retinopati Mikroaneurisma 
Gambar 2. 3 Gelaja Diabetik Retinopati haemorrhages 
Gambar 2. 4 Gelaja Diabetik Retinopati hard exudates 
 II-14 
 
 
Gambar 2. 5 Gelaja Diabetik Retinopati soft exudate 
5. Neovaskularisasi atau pembuluh darah baru retina yang berada di 
permukaan jaringan, seperti pada Gambar 2.6. 
 
Gambar 2. 6 Gelaja Diabetik Retinopati neovascularization 
Tingkat keparahan diabetik retinopati yaitu (Decencière, dkk 2014): 
1. Normal 
Kondisi mata normal dapat dikatakan apabila mata tidak terkena dari tanda-
tanda diabetik retinopati. Secara perhitungannya dikatakan normal apabila 
jumlah Mikroaneurisma dan haemorrhages adalah 0. Berikut gambar citra 
retina normal dari messidor database: 
 
Gambar 2. 7 Kondisi normal dari DiaretDB1 database (Kauppi dkk., 2007) 
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2. Diabetik retinopati non-proliferative 
Kondisi mata yang terkena retinopati non-proliferative yaitu dengan 
ditandai dengan terdapatnya gejala Mikroaneurisma. Pada tingkat 
keparahan ini jumlah Mikroaneurisma yaitu antara 0 sampai dengan 5 buah 
serta pada tingkat ini belum adanya tanda haemorrhages. Berikut citra 
retina mata yang terkena diabetik non-proliferative dari messidor database: 
 
Gambar 2. 8 Kondisi diabetik retinopati non-proliferative dari DiaretDB1 Database 
(Kauppi dkk., 2007) 
3. Diabetik retinopati proliferative 
Kondisi mata yang terkena diabetik retinopati proliferative ditandai dengan 
terdapatnya gelaja Mikroaneurisma atau haemorrhages. Jumlah dari gejala 
Mikroaneurisma yaitu antara 5 hingga 15 buah sedangkan jumlah 
haemorrhages yaitu 0 hingga 5 buah. Pada kondisi ini belum adanya gejala 
neovascularization. Berikut citra diabetik retinopati proliferative dari 
messidor database: 
 
Gambar 2. 9 Kondisi diabetik retinopati proliferative dari DiaretDB1 Database 
(Kauppi dkk., 2007) 
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4. Macula Edema 
Kondisi mata yang terkena makula edema yaitu ditandai dengan mengalami 
gejala Mikroaneurisma, atau haemorrhages atau neovascularization. 
Jumlah Mikroaneurisma lebih dari 15 buah, jumlah haemorrhages lebih 
dari 5 buah serta telah mengalami neovascularization. Berikut citra diabetik 
retinopati makula edema dari messidor database: 
 
Gambar 2. 10 Kondisi diabetik retinopati makula edema dari DiaretDB1 Database 
(Kauppi dkk., 2007) 
Pada kutipan (Lubis 2008) menyatakan bahwa adanya suatu fakta tentang 
pencegahan diabetik retinopati yaitu setiap kejadian diabetik retinopati terjadinya 
sangat tergantung dari durasi diabetes melitus yang dialaminya serta proses 
pengendaliannya. Suatu tindakan sederhana yang dapat dilakukan oleh penderita 
dalam mencegah terjadinya diabetik retinopati yaitu dengan melakukan 
pengontrolan pada gula darah, tekanan darah, permasalahan jantung, obesitas serta 
hal lainnya yang harus diperhatikan. 
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2.6.  Penelitian Terkait 
Beberapa penelitian terkait sebelumnya yang berkaitan tentang metode PCA 
dan LVQ3 dapat dilihat pada table berikut: 
Tabel 2. 3 Tabel Penelitian Terkait 
No Tahun Peneliti Judul Metode Akurasi 
1. 2017 Salamun 
M.Kom 
Rancang 
Bangun sistem 
pengenalan 
wajah dengan 
metode 
principal 
component 
analys 
Principal 
Component 
Analys 
Akurasi 
82,27% 
dengan 130 
gambar 
2. 2017 Elsa Sabrina, 
dan I Gusti 
Putu Asto 
Budithahjanto 
Klasifikasi 
penyakit 
retinopathy 
menggunakan 
Metode 
Learning Vector 
Quantization 
(LVQ) 
Menggunakan 
citra biner dan 
Learning Vector 
Quantization 
(LVQ) untuk 
klasifikasi 
2015 
90% akurasi 
pelatihan 
43,7% 
akurasi 
pengujian 
3. 2015 Ratna Ayu 
Gitasari, Dr. Ir. 
Bambang 
Hidayat, DEA, 
Suci Aulia, 
ST.,MT. 
Klasifikasi 
Penyakit 
Diabetes 
Retinopati 
Berdasarkan 
Citra Digital 
Dengan 
Menggunakan 
Metode Wavelet 
Dan Support 
Vector Machine 
Metode Wavelet 
sebagai ekstraksi 
ciri dan Support 
Vector Machine 
(SVM) multiclass 
One-Against-One 
sebagai 
pengkalsifikasian 
Akurasi 72% 
pada 
dekomposisi 
level ke-6 
dengan 50 
data uji 
5 2012 Wahyudi 
Setiawan, 
Sistem Deteksi 
Retinopati 
Metode Two 
Dimensional 
Akurasi 
sebesar 84% 
 II-18 
 
No Tahun Peneliti Judul Metode Akurasi 
Kusworo Adi, 
dan Aris 
Sugiharto 
Diabetic 
Menggunakan 
Support Vector 
Machine 
Linear 
Discriminant 
Analysis (2DLDA) 
sebagai ekstraksi 
ciri dan Metode 
Support Vector 
Machine (SVM) 
sebagai 
pendeteksian 
dengan data 
latih 100 dan 
data uji 25. 
6 2012 Elvia 
Budianita, 
Widodo 
Prijodiprodjo  
 
Penerapan LVQ 
untuk 
Klasifikasi 
Status Gizi 
Anak  
 
LVQ, LVQ3 95,2% 
  
 
BAB III  
METODOLOGI PENELITIAN 
3.1.  Tahap Penelitian 
Metodologi penelitian adalah langkah-langkah atau tahapan yang dilakukan 
untuk menyelesaikan masalah yang ada pada penelitian tersebut. Pada metodologi 
penelitian terdapat pedoman dan penjelasan langkah-langkah yang akan dilakukan 
pada penelitian sehingga diharapkan penelitian berjalan dengan lancar. Berikut 
adalah gambar tahapan penelitian: 
Mulai Identfikasi maslah
Pengumpulan Data
Data sekunder 
(Messidar Database 
Tahun 2006 Update 
2016)
Analisa dan perancangan
Analisa
1. Analisa kebutuhan Data
2. Analisa pengelompokan data
     a.  pre processing
     b.  ekstrasi fitur dengan pca
     c. pengelompokan menggunakan LVQ 3
Implementasi dan 
Pengujian
1. implementasi
Pengujian dan 
hitung akurasi
Kesimpulan dan 
satan
Finish
 
Gambar 3.1 Metodologi Penelitian 
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3.2.  Identifikasi Masalah 
Sebelum melakukan penelitian kita harus mengindentifikasi permasalahan 
yang akan diteliti. Untuk mengetahui permasalahan yang akan diteliti dapat 
dilakukan dengan cara melihat penelitian sebelumnya yang terkait dengan 
permasalahan yang akan diteliti. Selain dengan mengetahui penelitian sebelumnya 
dapat juga dengan mencari referensi seperti buku, artikel serta ebook.  
Selain itu kita juga memerlukan data-data yang terkait dengan penelitian 
yang akan kita teliti. Pada tahapan ini, pencarian informasi akan terkait dengan 
pengelompokan diabetik retinopati.  Berdasarkan informasi yang didapat maka 
dapat di simpulkan bahwa belum ada pengelompokan diabetik retinopati dengan 
menggunakan ekstrasi PCA dan pengelompokan dengan menggunakan LVQ3.   
3.3.  Pengumpulan Data 
Tahapan selanjutnya setelah dilakukan identifikasi masalah adalah 
pengumpulan data. Pengumpulan data yang dilakukan pada penelitian ini dengan 
menggunakan data sekunder, yaitu dari data Messidor Database didapatkan dari 
jurnal (Decenciere dkk., 2014), total data yang didapatkan pada messidor database 
yaitu 1200 gambar.  Data yang di gunakan pada penelitian ini sebanyak 612 data 
terdiri dari 153 data kelas normal,  153 data Diabetik Retinopati Non Proliferatif, 
153 data Diabetik Retinopati Proliferatif dan 153 data Edema Makula. 
3.4.  Analisa dan Perancangan  
Setelah dilakukan pengumpulan data, tahapan selanjutnya adalah proses 
analisa dan perancangan. Berikut ini adalah tahapan dalam melakukan analisa dan 
perancangan: 
3.4.1.  Analisa 
Analisa dilakukan untuk mendapatkan informasi dari data yang ada, 
sehingga dapat ditentukan hal-hal yang perlu dilakukan dalam melakukan 
penelitiannya. Tahap analisa terbagi atas 2 hal yaitu analisa terhadap kebutuhan 
data serta analisa terhadap proses pengelompokan citra retina mata. Proses analisa 
pengelompokan citra retina mata dibagi menjadi dua bagian yaitu tahapan pelatihan 
dan tahapan pengujian. Gambar 3.2 menunjukan alur tahapan pelatihan data: 
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Mulai
Citra Retian 
Mata
Pre-pocessing 
menghilangkan background
Ekstrasi ciri PCA
Normalisi data hasil ekstrasi
Pelatihan LVQ3
Hasil Pelatihan
Selesai
 
Gambar 3.2 Alur Analisa Pelatihan 
Berdasarkan alur pelatihan pada Gambar 3.2  yang pertama dilakukan adalah 
melakukan tahapan pre prosesing yaitu menghilangkan background pada gambar 
yang didapat dari database messidor menggunakan aplikasi photoshop. Setelah itu 
maka akan dilakukan ekstrasi ciri dengan menggunakan metode pca untuk 
mendapatkan nilai bobot dari setiap citra retina mata. Setelah didapat nilai bobot 
masing-masimg citra retina mata maka tahap selanjutnya adalah melakukan 
normalisasi. Nilai-nilai bobot yang didapat dari normalisasi akan digunakan sebagai 
masukan tahapan latihan dengan metode LVQ3. Tahapan selanjutnya adalah data-
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data yang sudah dilatih dengan menggunakan metode LVQ3 akan menghasilkan 
bobot, bobot ini akan digunakan sebagai pengujian.  
Tahapan kedua adalah tahapan pengujian yaitu data uji dikelompokkan 
dengan metode LVQ3. Berikut adalah alur analisa pengelompokan: 
Mulai
Citra Retina Mata
Pre-prosessing menghilangkan 
background
Selesai
Hasil Pengelompokan
Ekstrasi Ciri PCA
Normalisasi data hasil ekstrasi ciri
Pengelompokan LVQ3
 
Gambar 3.3 Flowchart Analisa Pengelompokan 
Berdasarkan Gambar 3.3 tahapan pertama yang dilakukan adalah penghilangan 
beckground gambar retina mata dengan menggunakan photoshop, setelah 
penghilangan background pada gambar tahapan selanjutnya adalah ekstrasi ciri 
dengan PCA yang bertujuan untuk mendapatkan nilai bobot. Setelah di ekstrasi 
nilai bobot yang ada di normalisasi , kemudian dilakukan pengelompokan dengan 
menggunakan metode LVQ3 dan didapatkan hasil pengelompokan diabetik 
retinopati.  
3.4.2.  Analisa Kebutuhan Data 
Data yang digunakan pada penelitian ini yaitu data citra retina mata yang 
diambil dari Messidor database. Secara umum ada dua pembagian data yaitu: 
1.  Data Latih 
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Data latih yang digunakan dalam penelitian ini adalah citra retina mata. Dari 
jumlah citra gambar yang ada diambil sebesar 70%, 80%, 90%, dan 95% 
dari keseluruhan data yang ada. 
2. Data uji 
Data uji adalah data yang digunakan untuk dicocokkan dengan hasil 
pelatihan yang telah dilakukan sebelumnya. Jumlah citra retina mata yang 
digunakan dalam melakukan pengujian yaitu sebanyak 30%, 20%, 10% dan 
5% dari jumlah data yang ada.  
3.4.3.  Analisa Proses Pengelompokan Citra Retina Mata 
Tahapan ini akan menjelaskan tentang tahapan yang akan dilakukan untuk 
identifikasi citra retina mata. Tahapannya adalah sebgai berikut: 
1. Tahapan Prepocessing 
Pada tahapan awal ini akan dilakukan analisa terhadap data yang telah 
dikumpulkan. Pada tahap pre-processing yang dilakukan adalah proses 
cropping yaitu melakukan perubahan pada background gambar dengan 
melakukan penghilangan background. Penghilangan background dilakukan 
manual dengan bantuan aplikasi photoshop. Setelah dilakukan 
penghilangan background, maka langkah selanjutnya adalah melakukan 
resize terhadap citra yang sudah dihilangkan background menjadi 300 x 300 
piksel. Setelah melalui tahapan resize memasuki tahapan konversi RGB 
menjadi grayscale.  
 
2. Tahapan Pembagian Data 
Pada tahapan ini bertujuan untuk membagi data citra yang telah melewati 
tahap preprocessing dan akan dilanjutkan pada tahapan ekstrasi. Data retina 
mata yang berjumlah 612  akan dibagi menjadi beberapa bagian. Berikut 
adalah pembagian data tersebut: 
1. Data Latih 
Sebanyak 612 data retina mata akan disimpan dalam satu folder dan 
diambil sebagian untuk dijadikan data latih. Jumlah data yang 
digunakan sesuai dengan rasio pengujian yang digunakan. 
2. Data Uji 
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Sebanyak 612 data retina mata akan disimpan dalam satu folder dan 
diambil sebagian untuk dijadikan data latih. Jumlah data yang 
digunakan sesuai dengan rasio pengujian yang digunakan 
3. Tahap Processing 
Tahap ini digunakan untuk mengekstrasi ciri data-data yang telah melewati 
tahap preprocessing. Ekstrasi fitur menggunakan metode PCA. Hasil yang 
didapat pada tahapan ini berupa nilai PC atau bobot citra. Dari nilai bobot 
menjadi ciri dari suatu citra retina mata dan juga menjadi nilai masukan 
pada tahap identifikasi.   
Berikut adalah flowchart tahapan metode PCA: 
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Mulai 
Input data citra retina mata
Normalisasi citra retina mata kedalam bentuk 
matriks satu dimensi 
Membuat matriks data set
Cari matriks rata-rata
Cari matriks selisih 
Hitung matriks covarians
Cari eigenvalue dan eigenvector
Cari nilai eigenface
Tentukan eigenface terpilih sebanyak N
Cari bobot masing-masing citra 
Hasil bobot masing-masing citra 
Selesai
 
Gambar 3.4 flowchart ekstrasi data latih pada meode PCA 
Berikutnya setelah melakukan ekstrasi ciri terhadap data latih, langkah 
selanjutnya adalah melakukan tahapan ekstrasi ciri pada data uji 
menggunkan metode PCA. Berikut adalah flowchart algoritma ekstrasi ciri 
pada data uji: 
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Mulai
Menghitung Matriks 
Normalisasi
Menghitung Project 
image
Selesai
Load Data 
Uji
Nilai Project 
Image Data 
Uji
Load Rata-
rata Data 
Latih
 
Gambar 3.5 Flowchart Ekstrasi Ciri Data Uji PCA 
4. Tahap Klasifikasi 
Tahap selanjutnya yaitu melakukan proses klasifikasi data. Proses 
klasifikasi ini menggunakan metode pengembangan LVQ yaitu LVQ3. 
Nilai PCA yang di dapat dari tahap pre processing akan di gunakan sebagai 
nilai masukan di dalam metode LVQ3. Proses pengelompokan dengan 
menggunakan LVQ3 di bagi dua yaitu proses data latih dan proses data uji. 
Proses data latih berfungsi sebagai pembelajaran, sedangkan data uji 
berfungsi untuk identifikasi apakah proses citra yang dilakukan sesuai taget 
atau tidak. 
a. Pengelompokkan menggunakan learning vector quantization 3(LVQ 3) 
Pada proses ini akan menerapkan persamaan (2.19), persamaaan (2.20) dan 
persamaan (2.21). Tahapan flowchart LVQ3 adalah sebagi berikut: 
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Gambar 3.6 Flowchat Algoritma LVQ3 
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3.4.4.  Perancangan Antar Muka 
Setelah dilakukan analisa, maka tahap selanjutnya adalah perancangan 
antarmuka. Perancangan antarmuka adalah merancang antarmuka yang akan 
dibangun berdasarkan analisa yang telah dilakukan.  
0.5. Implementasi dan Pengujian 
Tahapan selanjutnya adalah tahapan implementasi dari rancangan yang 
telah dibuat. Setelah tahap implementasi selesai maka selanjtnya dilakukan proses 
pengujian untuk mengetahui akurasidan tingkat keberhasilan sistem yang dibuat. 
Tahap implementasi diperlukan beberapa alat yang dibutuhkan baik perangkat 
keras (hardware) dan perangkat lunak (software). Perangkat keras yang digunakan 
adalah Laptop Asus-X541U. Berikut adalah spesifikasi yang akan digunakan dalam 
pengimplementasian yaitu: 
1. Perangkat Keras 
Processor  :Intel Core i3-6006U 
Memori(RAM) :4 GB 
HDD   :1 TB 
2. Perangkat Lunak 
Platform/Os  :Windows 10 Pro 
Bahasa pemrograman :Matlab 
Tools   : Matlab R2016b 
Tahap selanjutnya adalah tahap pengujian terhadap pengimplementasian 
yang telah dilakukan. Beberapa hal yang akan dilakukan pada tahap pengujian 
adalah: 
1. Pengujian White-box yang bertujuan untuk mengetahui tingkah laku dari 
hasil pengkodean dari metode pca dan lvq3 untuk klasifikasi diabetic 
retinopati.   
2. Pengujian akurasi akan dilakukan berdasarkan nilai dari parameter seperti 
nilai window, learning rate dan lain sebagainya. 
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3.6.  Kesimpulan dan Saran  
Kesimpulan dan saran merupakan tahapan terakhir dari penelitian. 
kesimpulan berisikan hasil dari penelitian berdasarkan langkah-langkah dan saran 
yang membangun diberikan untuk menimbulkan penelitian-penelitian baru yang 
lebih baik lagi. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
 
BAB IV  
ANALISA DAN PERANCANGAN 
4.1   Analisa  
Analisa merupakan tahapan yang penting dalam melakukan penelitian. 
Tahapan analisa yaitu tahapan yang merupakan proses pembahasan permasalahan 
yang akan diteliti sebelum menyelesaikan sebuah penelitian. Pada tahap analisa 
penelitian ini akan dibahas bagaimana analisa data yang di butuhkan dalam 
penelitian dan bagaimana analisa proses dalam tahapan preprocessing, tahapan 
processing dengan menggunakan Principal Component Analysis( PCA) dan 
tahapan klasifikasi menggunakan Learning Vector Quantization 3 (LVQ3).  
4.1.1  Analisa Kebutuhan Data 
Analisa kebutuhan data pada penelitian ini adalah data citra retina mata 
dengan kriteria berikut: 
1. Data citra berasal dari messidor database yang didapatkan dari jurnal 
Feedback on a Publichy Distributed Image Database : The Messidor 
Database.  
2. Ekstensi citra retina mata asli yang berasal dari messidor database 
berbentuk .TIF, tetapi di dalam penelitian ini yang akan digunakan 
berekstensi .PNG yang di rubah dengan menggunakan aplikasi photoshop. 
3. Jumlah data dari messidor database sebanyak 1.200 citra data. Citra gambar 
yang akan digunkan pada penelitian ini sebanyak 612 citra gambar. Data 
citra gambar  ini terdiri dari 153 tingkat retinopati 0 (citra retina mata 
normal), 153 tingkat retinopati tingkat 1 (citra retina mata non-
proliferative), 153 tingkat retinopati 2 (citra retina mata proliferative) dan 
153 tingkat retinopati 3 (citra retina mata macula edema). 
4. Ukuran piksel yang digunakan dalam penelitian ini yaitu 300x300. 
4.1.2. Analisa Proses  
Analisa Pengelompokan citra dalam penelitian akan dibagi menjadi tiga 
tahapan yaitu pengolahan awal(preprocessing), ekstrasi ciri dengan menggunakan 
Principal component analisys dan pengelompokan dengan menggunakan Learning 
Vector Quantization 3(LVQ3).  
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1. Pengolahan Awal (Pre-Processing) 
Pengolahan awal (pre-processing) adalah tahapan awal yang dilakukan 
untuk melakukan perbaikan citra. Pre-processing yang dilakukan yaitu 
menghilangkan background citra dan melakukan resize. Proses 
menghilangkan background  dilakukan dengan cara manual yaitu dengan 
bantuan aplikasi photoshop. 
a. Penghilangan background dan Resize 
Tahapan pertama yang dilakukan adalah menghilangkan background 
dengan menggunakan photoshop. 
 
 
 
 
Setelah dilakukan proses penghilangan background maka langkah 
selanjutnya adalah dilakukan proses resize yaitu mengubah ukuran menjadi 
300x300.  
b. Konversi warna dari RGB menjadi Grayscale 
Setelah melewati tahap resize, maka langkah selanjutnya adalah melakukan 
konversi warna dari citra RGB menjadi citra grayscale. Pada tahap ini 
dilakukan pengambilan nilai iksel pada matrik R,G, dan B. Berikut 
merupakan hasil dari ekstrasi matrik R,G dan B. 
Tabel 4.1 Tabel Red 
(m,n) 1 … 150 151 152 … 300 
1 0 … 0 0 0 … 0 
… … … … … … … … 
150 0 … 151 160 161 … 0 
151 0 … 150 156 156 … 0 
152 0 … 150 155 155 … 0 
… … … … … … … … 
300 0 … 0 0 0 … 0 
Gambar 4.1 Proses nenghilangkan background citra 
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 Berikut adalah Tabel 4.2 menampilkan hasil nilai citra dari matriks G 
(green): 
Tabel 4.2 Tabel Green 
(m,n) 1 … 150 151 152 … 300 
1 0 … 0 0 0 … 0 
… … … … … … … … 
150 0 … 86 91 90 … 0 
151 0 … 86 90 89 … 0 
152 0 … 85 90 89 … 0 
… … … … … … … … 
300 0 … 0 0 0 … 0 
Berikut adalah Tabel 4. 3 menampilkan nilai citra dari matriks B (blue): 
Tabel 4.3 Tabel blue 
(m,n) 1 … 150 151 152 … 300 
1 0 … 0 0 0 … 0 
… … … … … … … … 
150 0 … 28 31 31 … 0 
151 0 … 25 28 33 … 0 
152 0 … 27 27 30 … 0 
… … … … … … … … 
300 0 … 0 0 0 … 0 
Setelah didapatkan matriks RGB langkah selanjutnya adalah melakukan 
konversi RGB ke citra grayscale dengan menggunakan Persamaan(2.1). 
Proses perhitungan konversi RGB ke grayscale dapat dilihat sebagai 
berikut: 
Berikut adalah hasil dari citra grayscale: 
𝐺𝑟𝑎𝑦𝑠𝑐𝑎𝑙𝑒 𝑝𝑖𝑥𝑒𝑙(150,150) = (0.2126 ∗ 151) + (0.7152 ∗ 86) + (0.0722 ∗ 28)  = 96 
Berdasarkan perhitungan menggunakan Persamaan(2.1) yang telah 
melewati seluruh piksel pada citra tersebut, maka diperoleh nilai citra 
grayscale dari retina mata pada Tabel 4.4 berikut: 
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Tabel 4.4 Nilai citra matriks Grayscale 
(m,n) 1 … 150 151 152 … 300 
1 0 … 0 0 0 … 0 
… … … … … … … … 
150 0 … 96 101 100 … 0 
151 0 … 96 99 99 … 0 
152 0 … 95 99 99 … 0 
… … … … … … … … 
300 0 … 0 0 0 … 0 
Berikut ini merupakan citra grayscale dari Gambar 4.1 yang dapat dilihat 
pada Gambar 4.2: 
 
 
 
c. Mengubah citra grayscale menjadi matriks 1 dimensi 
Setelah semua citra retina mata melewati tahap konversi ke citra grayscale, 
maka tahapan selanjutnya dalah mengubah matriks dari citra grayscale 
menjadi matriks 1 dimensi. Matrik yang sebelumnya berukuran 300x300 
akan diubah menjadi matriks 1 dimensi  dengan ukuran 1x90000. Berikut 
adalah Tabel citra 1 dimensi. 
2. Pembagian data latih dan data uji 
Pada penelitian data set yang berjumlah 612 data, akan dibagi menjadi dua 
bagian yaitu data latih dan data uji. Data latih dan data uji dibagi 
berdasarkan rasio pembagian di antara lain: 70:30, 80:20, 90:10. Pembagian 
data latih dan data uji dilakukan sebelum memasuki tahpan processing.  
Berikut adalah Tabel data latih dengan rasio pembagian 90:10 dapat dilihat 
pada Tabel 4.5. 
Tabel 4.5 Data Latih 
(m,n) 1 … 45500 45501 45502 … 90000 
1 0  148 138 150 … 0 
… … … … … … … … 
250 0 … 68 69 69 … 0 
251 0 … 93 95 96 … 0 
252 0 … 68 68 67 … 0 
… … … … … … … … 
551 0 … 255 255 255 … 0 
Gambar 4.2 Citra Grayscale 
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Berikut adalah Tabel data uji dengan rasio pembagian 90:10 dapat dilihat 
pada Tabel 4.6. 
Tabel 4.6 Data Uji 
(m,n) 1 … 45500 45501 45502 … 90000 
1 0  102 101 100 … 0 
… … … … … … … … 
30 0 … 181 167 158 … 0 
31 0 … 146 124 130 … 0 
32 0 … 107 108 108 … 0 
… … … … … … … … 
61 0 … 202 197 215 … 0 
3. Tahap Processing 
Pada tahap processing dipenelitian ini, dilakukan proses pencarian nilai ciri 
dengan menggunakan metode PCA. Proses pengambilan nilai ciri terbagi 
dua yaitu pengambilan nilai ciri data latih dan nilai ciri data uji. Perbedaan 
pengambilan nilai ciri dari kedua tersebut yaitu citra data latih melalui tahap 
perhitungan nilai eigenface dan project image. Nilai ciri ini yang nantinya 
akan menjadi nilai masukan pada proses klasifikasi menggunakan metode 
LVQ3. Tahapan-tahapan proses ekstrasi ciri pada data latih: 
a. Tahapan ekstrasi ciri data latih dengan PCA 
Tahapan ekstrasi data latih: 
 Menghitung nilai mean (ψ) 
Proses selanjutnya adalah mebentuk matriks rata-rata. Setelah diperoleh 
matriks grayscale baru, maka tentukan rata-rata dari masing-masing baris 
matriks dengan rumus (2.2). pencarian matriks rata-rata dilakukan dengan 
cara mencari rata-rata setiap kolom yang ada pada matriks. contoh 
menghitung nilai rata-rata pada kolom ke-45500 dari Tabel 4.5: 
𝜓 =
(0 + ⋯+ 148 + 68 + 93 + 68 …+ 255)
551
 
Ψ = 115.7532 
 Begitu proses selanjutnya untuk data berikutnya sampai data 90000. 
Sehingga hasil dari matriks rata-rata berdasarkan nilai pada matriks set yaitu 
sebagai berikut: 
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Tabel 4.7 Nilai mean tiap kolom 
(m,n) 1 … 45500 45501 45502 … 90000 
1 0 … 115.7532 115.6388 115.5009   
Pada Tabel 4.10 berisi nilai rata-rata yang merupakan nilai rata-rata tiap 
kolom. Nilai ini digunakan sebagai acuan untuk menghitung matriks 
normalisasi pada citra data latih.  
  Pembentukan Matriks normalisasi (Matriks Selisih) 
Setelah mendapatkan nilai matriks rata-rata matriks data set, maka proses 
selanjutnya adalah mencari matriks selisih dengan cara mengurangkan 
matriks data set dengan nilai mean sesuai persamaan (2.3). Nilai citra data 
latih pada kolom ke-1 pada Tabel 4.5 yaitu 0 dan nilai mean pada kolom ke-
1 pada Tabel 4.7 yaitu 0, maka untuk mencari nilai normalisasi dilakukan 
dengan perhitungan berikut: 
Φ = 0 − 0 = 0 
Tabel 4.8 Tabel Nilai Normalisasi Citra Matrik Data Latih 
(m,n) 1 … 45500 45501 45502 … 90000 
1 0  32.2468 22.3612 34.3991 … 0 
… … … … … … … … 
250 0 … -47.753 -
46.6388 
-
46.5009 
… 0 
251 0 … -
22.7531 
-
20.6388 
-
19.5009 
… 0 
252 0 … -47.753 -
47.6388 
-
48.5009 
… 0 
… … … … … … … … 
551 0 … -47.753 -
47.6388 
-
48.5009 
… 0 
  Pembentukan Matrik Kovarian 
Setelah didapatkan hasil matriks selisih maka langkah selanjutnya adalah 
pembentukan matriks kovarian. Pembentukan matriks kovarian dengan 
menggunakan rumus (2.4). Pada persamaan tersebut matrik kovarian dapat 
dihitung dengan mengalikan matriks normalisasi pada Tabel 4.8 dengan 
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matriks  normalisasi Tabel 4.8 yang ditranspose. Berikut merupakan matriks 
perhitungan matriks kovarian menggunakan Persamaan(2.4): 
[
 
 
 
 
 
 
0 … 32.2468 22.36612 34.3991 … 0
… … … . … … … …
0 … −47.753 −46.6388 −46.5009 … 0
0 … −22.7531 −20.6388 −19.5009 … 0
0 … −47.753 −47.6388 −48.5009 … 0
… … … … . … … …
0 … −47.753 −47.6388 −48.5009 … 0]
 
 
 
 
 
 
 
×
[
 
 
 
 
 
 
0 … 0 0 0 … 0
… … … … … … …
32.2468 … −47.753 −22.753 −47.753 … −47.753
22.36612 … −46.6388 −20.6388 −47.6388 … −47.6388
34.3991 … −46.5009 −19.5009 −48.5009 … −48.5009
… … … … … … …
0 … 0 0 0 … 0 ]
 
 
 
 
 
 
 
𝐶 =
[
 
 
 
 
 
 
4.449 … 1.110 −2.153 −2.425 … 1.919
… … … … … … …
1.110 … 4.515 −8.266 1.239 … 6.588
−2.153 … −8.266 3.565 1.46 … 7.075
−2.425 … 1.239 1.46 3.062 … 1.474
… … … … … … …
−1.919 … 6.588 7.075 1.474 … 2.549]
 
 
 
 
 
 
 
Berikut merupakan matriks kovarian yang dapat dilihat pada Tabel 4.9 : 
Tabel 4.9 Nilai Matrik Kovarian 
(m,n) 1 … 250 251 252 … 551 
1 4.449 … 1.110 -2.153 -2.425 … -1.919 
… … … … … … … … 
250 1.110 … 4.515 -8.266 1.239 … 6.588 
251 -2.153 … -8.266 3.565 1.46 … 7.075 
252 -2.425 … 1.239 1.46 3.062 … 1.474 
… … … … … … … … 
551 -1.919 … 6.588 7.075 1.474 … 2.549 
 Pembentukan matrik eigenvalue dan eigenvector 
Proses selanjutnya adalah mencari eigenvalue dan eigenvector dengan 
menggunakan persamaan (2.5) yaitu LX=λX. Untuk mencari eigenvalue  
diperoleh dengan mencari nilai λ dengan persamaan det(C-λ) =0, dimana C 
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adalah matriks kovarian, λ adalah matriks yang dicari, sedangkan I adalah 
matriks identitas. Proses pencarian nilai matrik eigenvalue adalah sebagai 
berikut: 
det(𝜆𝐼 − 𝐶) = 0 
det 𝜆
[
 
 
 
 
 
 
1 … 0 0 0 … 0
… … … … … … …
0 … 1 0 0 … 0
0 … 0 1 0 … 0
0 … 0 0 1 … 0
… … … … … … …
0 … 0 0 0 … 1]
 
 
 
 
 
 
−
[
 
 
 
 
 
 
4.449 … 1.110 −2.153 −2.425 … −1.919
… … … … … … …
1.110 … 4.515 −8.266 1.239 … 6.588
−2.153 … −8.266 3.565 1.46 … 7.075
−2.425 … 1.239 1.46 3.062 … 1.474
… … … … … … …
−1.919 … 6.588 7.075 1.474 … 2.549 ]
 
 
 
 
 
 
=
[
 
 
 
 
 
 
0
…
0
0
0
…
0]
 
 
 
 
 
 
 
𝑑𝑒𝑡
(
 
 
 
 
𝜆
[
 
 
 
 
 
 
𝜆 … 0 0 0 … 0
… … … … … … …
0 … 𝜆 0 0 … 0
0 … 0 𝜆 0 … 0
0 … 0 0 𝜆 … 0
… … … … … … …
0 … 0 0 0 … 𝜆]
 
 
 
 
 
 
−
[
 
 
 
 
 
 
4.449 … 1.110 −2.153 −2.425 … −1.919
… … … … … … …
1.110 … 4.515 −8.266 1.239 … 6.588
−2.153 … −8.266 3.565 1.46 … 7.075
−2.425 … 1.239 1.46 3.062 … 1.474
… … … … … … …
−1.919 … 6.588 7.075 1.474 … 2.549 ]
 
 
 
 
 
 
)
 
 
 
 
=
[
 
 
 
 
 
 
0
…
0
0
0
…
0]
 
 
 
 
 
 
 
 
𝑑𝑒𝑡 =
[
 
 
 
 
 
 
𝜆 − 4.449 … 1.110 −2.153 −2.425 … −1.919
… … … … … … …
1.110 … 4.515 −8.266 1.239 … 6.588
−2.153 … 𝜆 − (−8.266) 𝜆 − 3.565 1.46 … 7.075
−2.425 … 1.239 1.46 𝜆 − 3.062 … 1.474
… … … … … … …
−1.919 … 6.588 7.075 1.474 … 𝜆 − 2.549]
 
 
 
 
 
 
=
[
 
 
 
 
 
 
0
…
0
0
0
…
0]
 
 
 
 
 
 
 
Tabel dibawah adalah nilai dari eigen value dari citra data latih yang 
digunakan. 
Tabel 4.10 Nilai Matrik eigenvalue data latih  
(m,n) 1 … 250 251 252 … 551 
1 1.2366 … 0 0 0 … 0 
… … … … … … … … 
250 0 … 3.5329 0 0 … 0 
251 0 … 0 1.732 0 … 0 
252 0 … 0 0 1.95 … 0 
… … … … … … … … 
551 0 … 0 0 0 … 0 
Untuk memperoleh eigenvector maka dilakukan substitusi dengan v pada 
persamaan (C-λI)V=0. Sehingga di peroleh matriks eigenvector yang 
berjmlah 90 kolom dimana setiap kolomnya mewakili nilai dari tiap nilai λ. 
Berikut merupakan perhitungan mencari nilai eigenvector: 
(𝜆𝐼 − 𝐶)𝜈 = 0 
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(
 
 
 
 
𝜆
[
 
 
 
 
 
 
1 … 0 0 0 … 0
… … … … … … …
0 … 1 0 0 … 0
0 … 0 1 0 … 0
0 … 0 0 1 … 0
… … … … … … …
0 … 0 0 0 … 1]
 
 
 
 
 
 
−
[
 
 
 
 
 
 
4.449 … 1.110 −2.153 −2.425 … −1.919
… … … … … … …
1.110 … 4.515 −8.266 1.239 … 6.588
−2.153 … −8.266 3.565 1.46 … 7.075
−2.425 … 1.239 1.46 3.062 … 1.474
… … … … … … …
−1.919 … 6.588 7.075 1.474 … 2.549 ]
 
 
 
 
 
 
[
 
 
 
 
 
 
𝜈1
…
𝜈250
𝜈251
𝜈252
…
𝜈551]
 
 
 
 
 
 
)
 
 
 
 
=
[
 
 
 
 
 
 
0
…
0
0
0
…
0]
 
 
 
 
 
 
 
[
 
 
 
 
 
 
𝜆 − 4.449 … 1.110 −2.153 −2.425 … −1.919
… … … … … … …
1.110 … 𝜆 − 4.515 −8.266 1.239 … 6.588
−2.153 … −8.266 𝜆 − 3.565 1.46 … 7.075
−2.425 … 1.239 1.46 𝜆 − 3.062 … 1.474
… … … … … … …
−1.919 … 6.588 7.075 1.474 … 𝜆 − 2.549]
 
 
 
 
 
 
[
 
 
 
 
 
 
𝜈1
…
𝜈250
𝜈251
𝜈252
…
𝜈551]
 
 
 
 
 
 
=
[
 
 
 
 
 
 
0
…
0
0
0
…
0]
 
 
 
 
 
 
 
Berdasarkan perhitungan diatas maka didapatkan hasil atau nilai eigen 
vector yag dapat dilihat pada Tabel 4.11. 
Tabel 4.11 Matrik Eigenvector  
(m,n) 1 … 250 251 252 … 551 
1 1.2402 … -4.829 -7.367 -3.399 … - 
… … … … … … … … 
250 4.5854 … -1.439 2.328 -3.093 … 1.2365 
251 -3.4734 … -4.806 -7.723 2.516 … -8.1828 
252 -7.5961 … 6.585 1.264 2.517 … 4.9046 
… … … … … … … … 
551 -3.6423 … 9.2103 7.0625 1.7346 … 1.8862 
 Pembentukan Matrik Eigenface 
Proses selanjutnya adalah membentuk matriks eigenface. Matriks 
eigenface diperoleh dengan menggunakan persamaan 2.7. Matriks 
eigenface dihitung dengan mengalikan matriks eigenvector pada Tabel 
4.11 dengan matriks normalisasi(matriks selisih) pada Tabel 4.8. Berikut 
proses perhitungan nilai eigenface: 
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𝐸𝑖𝑔𝐹=
[
 
 
 
 
 
 
1.2402 … −4.829 −7.367 −3.399 … −3.399
… … … … … … …
4.5854 … −1.439 2.328 −3.093 … 1.2365
−3.4734 … −4.806 −7.723 2.516 … −8.1828
−7.5961 … 6.585 1.264 2.517 … 4.9046
… … … … … … …
−3.6423 … 9.2103 7.0625 1.7346 … 1.8862 ]
 
 
 
 
 
 
×
[
 
 
 
 
 
 
0 … 32.2468 22.3612 34.3991 … 0
… … … … … … …
0 … −47.753 −46.6388 −46.5009 … 0
0 … −22.7531 −20.6388 −19.5009 … 0
0 … −47.753 −47.6388 −48.5009 … 0
… … … … … … 0
0 … −47.753 −47.6388 −48.5009 … …]
 
 
 
 
 
 
 
Berdasarkan perhitungnan di atas maka hasil atau nilai matrik eigenface 
dapat dilihat pada Tabel 4.12: 
Tabel 4.12 Matrik Eigenface data latih 
(m,n) 1 … 250 251 252 … 551 
1 0.0474 … 0.0155 0.0144 0.0177 … 0.0201 
… … … … … … … … 
250 0.0182 … 0.0012 0.0081 0.0570 … 0.0128 
251 0.0277 … 0.0121 0.1280 0.1086 … 0.0019 
252 0.0380 … 0.0044 0.0437 0.0962 … 0.0609 
… … … … … … …  
551 0.0362  0.0195 0.0421 0.0232 … 0.0375 
 Pembentukan Matriks Project Image 
Setelah eigenface diperoleh maka langkah selanjutnya adalah mencari nilai 
Project Image dengan menggunakan Persamaan (2.8). Project Image 
dihitung dengan mengalikan matriks normalisasi pada Tabel 4.8 dengan 
matriks nilai eigenface pada Tabel 4.12 yang telah di ditranspose. Berikut 
adalah perhitungan nilai project image: 
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𝑃𝑟𝑜𝑗𝑒𝑐𝑡𝑖𝑚𝑎𝑔𝑒 =
[
 
 
 
 
 
 
0 … 32.2468 22.3612 34.3991 … 0
… … … … … … …
0 … −47.753 −46.6388 −46.5009 … 0
0 … −22.7531 −20.6388 −19.5009 … 0
0 … −47.753 −47.6388 −48.5009 … 0
… … … … … … 0
0 … −47.753 −47.6388 −48.5009 … …]
 
 
 
 
 
 
×
[
 
 
 
 
 
 
0.0474 … 0.0155 0.0144 0.0177 … 0.0201
… … … … … … …
0.0182 … 0.012 0.0081 0.0570 … 0.0128
0.0277 … 0.0121 0.1280 0.1086 … 0.0019
0.0380 … 0.0044 0.0437 0.0962 … 0.0609
… … … … … … …
0.0362 … 0.0195 0.0421 0.0232 … 0.0375]
 
 
 
 
 
 
 
 Setelah dilakukan perhitungan seperti di atas, maka didapat hasilnaya pada 
Tabel4.13 berikut: 
Tabel 4.13 Matrik Project Image 
(m,n) 1 … 45500 45501 45502 … 90000 
1 0 … 15.2728 20.0390 21.7233  0 
… … … … … … … … 
250 0 … -12.177 -17.396 -21.553 … 0 
251 0 … -33.924 -39.213 -43.866 … 0 
252 0 … -35.345 -32.387 -31.385 … 0 
… … … … … … … … 
551 0 … -
11.2904 
-
10.8556 
-10.546 … 0 
Setelah diperoleh nilai Project Image, langkah terakhir yang dilakukan 
adalah mereduksi nilai Project Image, agar tidak terus membengkak setiap 
kali ada penambahan data. Cara yang dilakukan adalah dengan cara 
memakai variabel k untuk mereduksi kolom.  
Tabel 4.14 Matrik Project Image setelah direduksi 
(m,n) 1 … 5 6 7 … 10 
1 1.2402 … -16207 -2.185 -1.326 … 2.5864 
…  …. … … … … … 
250 4.5854 …. 1.4109 1.573 -9.253 … -1.3302 
251 -3.473 … 5.374 1.488 1.318 … -1.207 
252 -7.596 … 1.515 1.924 7.992 … -2.343 
… … … … … … … …. 
551 -3.6423 … 1.6006 1.823 4.5408 … -2.014 
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b. Tahap Ekstrasi Data Uji 
Tahapan Ekstrasi data PCA untuk mendapatkan nilai ciri citra uji sedikit 
berbeda dengan tahapan yang digunakan untuk mencari nilai citra data latih. 
Hal yang membedakan pada tahapan uji adalah tidak melakukan pencarian 
nilai rata-rata(mean), kovarian, nilai eigen dan vektor eigen namun lebih 
terfokus pada pencarian Project Image. Berikut adalah tahapan yang 
dilakukan dalam ekstrasi ciri data uji. 
1. Menghitung nilai matriks normalisasi (ϕ) citra data uji 
Langkah pertama yaitu menghitung nilai selisih dari citra data uji dengan 
nilai rata-rata(mean) baris dari citra data latih. Proses menghitung nilai 
normalisasi menggunakan Persamaan (2.9). Pada Tabel 4.6 nilai ciri data 
uji pada kolom 45500 adalah Γ45500 = 102, dan nilai ψ pada Tabel 4.7 
adalah ψ=115.7532, maka nilai normalisasi yang didapat adalah: 
𝜙 = 102 − 115.7532 = −13. 7532 
Berikut adalah Tabel 4.15 Matriks normalisasi citra data uji: 
Tabel 4.15 Matriks normalisasi data uji 
(m,n) 1 … 45500 45501 45502 … 90000 
1 0 … -
13.7532 
-
14.6388 
-
15.5009 
 0 
… … … … … … … … 
30 0 … 65.2468 51.3612 42.4991 … 0 
31 0 … 30.2468 8.3612 14.4991 … 0 
32 0 … -8.7532 -7.6388 -7.5009 … 0 
… … … … … … … … 
61 0 … 0 0 0 … 0 
2. Menghitung nilai project image 
Setelah mencari nilai matriks normalisasi dari citra data uji, langkah 
selanjutnya adalah mencari nilai project iamge dari citra datau uji dengan 
menggunakan persamaan. Cara menghitung nilai project image adalah 
dengan mengalikan matriks normalisasi pada Tabel 4.15 dengan matriks 
nilai eigenface yang didapat pada ekstrasi data latih pada Tabel 4.12  
yang telah di transpose. Berikut adalah proses perhitungan nilai project 
image pada ekstrasi ciri data uji: 
 IV-13 
 
𝑃𝑟𝑜𝑗𝑒𝑐𝑡 𝑖𝑚𝑎𝑔𝑒 =
[
 
 
 
 
 
 
0 … −13.7532 −14.6388 −15.5009 … 0
… … … … … … …
0 … 65.2468 51.3612 42.4991 … 0
0 … 30.2468 8.3612 14.4991 … 0
0 … −8.7532 −7.6388 −7.5009 … 0
… … … … … … …
0 … 0 0 0 … 0]
 
 
 
 
 
 
×
[
 
 
 
 
 
 
0.0474 … 0.0182 0.0277 0.0380 … 0.0362
… … … … … … . . .
0.0155 … 0.0012 0.0121 0.0044 … 0.0195
0.0144 … 0.0081 0.1280 0.0437 … 0.0421
0.0177 … 0.0570 0.1086 0.0962 … 0.0232
… … … … … … …
0.0362 … 0.0195 0.0421 0.0232 … 0.0375]
 
 
 
 
 
 
 
Hasil dari perhitungan project image diatas dapat dilihat pada Tabel 
4.16 berikut ini: 
Tabel 4.16 Matriks project image data uji 
(m,n) 1 … 45500 45501 45502 … 90000 
1 0 … -
13.7532 
-
14.6388 
-
15.5009 
 0 
… … … … … … … … 
30 0 … 65.2468 51.3612 42.4991 … 0 
31 0 … 30.2468 8.3612 14.4991 … 0 
32 0 … -8.7532 -7.6388 -7.5009 … 0 
… … … … … … … … 
61 0 … 0 0 0 … 0 
Setelah nilai project image didapatkan maka langkah selanjutya adalah 
melakukan reduksi dari nilai project image citra uji. Nilai variabel yang 
digunakan harus sesuai dengan nilai N yang digunakan pada saat 
melakukan ekstrasi ciri data latih yaitu 10.  
Tabel 4.17 Nilai Project image data uji setelah melalui tahap reduksi 
(m,n) 1 … 5 6 7 … 10 
1 -8.898 … -6.2821 -1.675 -1.911 … 7.068 
… … … … … … … … 
30 1.6305 … -1.456 -1.2587 -1.6021 … 2.7078 
31 1.3055 … -1.792 -1.7634 -1.3129 … 2.8703 
32 6.5765 … -2.011 -2.885 -1.1174 … 2.7725 
… … … … … … … … 
61 1.6854 … 3.9929 -2.5185 -5.2891 … 3.5243 
Setelah diperoleh nilai project iamge yang telah direduksi, langkah 
selanjutnya adalah melakukan klasifikasi menggunakan LVQ3.  
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4.1.3. Klasifikasi LVQ3  
 Proses selanjutnya adalah pengelompokan diabetik retinopati dengan 
menggunakan salah satu metode jaringan syaraf tiruan (JST) yaitu Learning Vector 
Quantization 3(LVQ3). Klasifikasi LVQ3 memiliki dua tahap, yaitu :  pelatihan 
dan pengujian. Data yang digunakan sebagai inputan pada proses LVQ3 adalah 
Nilai Project Image setelah direduksi.  
1.  Pelatihan LVQ3 
 Data yang digunakan sebagai inputan pada proses LVQ3 ini adalah Nilai 
Project Image yang telah direduksi.  
Normalisasi 
Normalisasi dilakukan agar nilai dari data berada dalam range tertentu. 
Berikut adalah proses normalisasi data sebelum memasuki memasuki 
tahapan LVQ3: 
Tabel 4.18 Nilai ciri citra data latih 
 1 … 5 6 7 … 10 Target 
1 1.2402 … -16207 -2.185 -1.326 … 2.5864 2 
…  …. … … … … … … 
250 4.5854 …. 1.4109 1.573 -9.253 … -
1.3302 
3 
251 -3.473 … 5.374 1.488 1.318 … -1.207 4 
252 -7.596 … 1.515 1.924 7.992 … -2.343 1 
… … … … … … … …. … 
551 -3.642 … 1.6006 1.823 4.5408 … -2.014 4 
Tabel 4.18 merupakan ciri citra data latih yang akan dinormalisasi. Proses 
normalisasi ciri data latih menggunakan persamaan(2.11).  Berikut 
merupakan perhitungan normalisasi: 
 𝑥′ =
0,8(𝑋(1,1)−𝑎
𝑏−𝑎
+ 0,1 
    =
0,8(1.2402−(−9.3732)
 8.4171−( −9.3732)
+ 0,1 = 0.5773 
Berdasarkan perhitungan normalisasi maka didapatkan hasil normalisasi 
secara keseluruhan dapat dilihat pada Tabel 4.19 berikut: 
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Tabel 4.19 Nilai normalisasi data latih 
No. 1 … 5 6 7 … 10 
1 0.5773 … 0.4486 0.4232 0.4618 … 0.6378 
… … … … … …. … … 
250 0.5421 … 0.5457 0.5885 0.5808 … 0.4617 
251 0.5059 … 0.5457 0.5923 0.4799 … 0.4648 
252 0.4873 … 0.5897 0.6080 0.5574 … 0.4161 
… ..  … … … … … 
551 0.5051  0.5935 0.6035 0.5419 … 0.4309 
Setelah tahap normalisasi dilakukan, maka tahap selanjutnya adalah tahap 
pelatihan LVQ3. Berikut merupakan tahapan LVQ3 
a. Maksimal Epoch, Learning rate(α), Minimal α dan nilai window 
Pada penelitian ini, parameter yang digunkan adalah: 
1. Maksimal Epoch =100 
2. Learning rate=0,005 
3. Nilai window=0,2 
4. Nilai m=0,2 
5. Minimal Alfa= 0,000001 
6. Pengurangan Learning rate=0,1 
 
b. Inisialisasis data (x), bobot awal (W) dan kelas Target 
Pemilihan data bobbot awal dilakukan dengan memilih salah satu ciri 
diantra data ciri yang lain dalam satu target yang sama. Untuk data latih 
akan dipilih dari data selain data yang sudah digunakan untuk bobot awal. 
Berikut adalah Tabel bobot awal dan Tabel data latih: 
Tabel 4.20 Nilai Bobot Awal(W) 
(m,n) 1 …. 5 6 7 … 10 Target 
w1 0.5773 … 0.4486 0.4232 0.4618 … 0.6378 2 
w2 0.5803 … 0.3882 0.3833 0.4627 … 0.7055 3 
w3 0.5122 …. 0.4191 0.3670 0.5081 … 0.6538 4 
w4 0.5518 … 0.4879 0.4575 0.4777 … 0.5828 1 
w5 0.5529 …. 0.4664 0.4261 0.496 …. 0.6066 2 
w6 0.5475 … 0.4382 0.4259 0.4738 … 0.6378 3 
w7 0.4811 … 0.4327 0.4275 0.6058 … 0.5768 4 
w8 0.4951 …. 0.4727 0.4287 0.5153 …. 0.5772 1 
 
 
Berikut merupakan nilai data yang akan dijadikan sebagai data latih. 
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Tabel 4.21 Data Latih 
(m,n) 1 … 5 6 7 … 10 Target 
1 0.5134 … 0.5991 0.6053 0.5195 … 0.4316 2 
… … … … … … … … … 
250 0.5076 … 0.4905 0.4818 0.5649 … 0.5451 3 
251 0.5438 … 0.5774 0.6670 0.5722 … 0.4616 4 
252 0.5098 … 0.6484 0.6793 0.5400 … 0.3657 1 
… … … … … … … … … 
547 0.5051 … 0.4391 0.4794 0.4712 … 0.4309 4 
 
c. Pelatihan Data citra 
1. Epoch-0 
Epoch adalah jumlah iterasi atau perulangan yang dilakukan 
terhadap semua data latih keculai 4 data latih yang sudah 
diinisialisasi menjadi bobot awal, kondisi epoch berhenti terjadi 
ketika mencapai maksimal epoch dan nilai pengurangan alpha lebih 
besar atau sama dengan nilai minimum alpha. Sebelum memasuki 
proses data pertama, terlebih dahulu dilakukan perhitungan untuk 
mencari nilai β menggunakan Persamaan(2.12): 
𝛽 = (0.2 × 0.05) = 0.01 
a. Data ke-1(T=2) 
Pada tahap ini akan dilalakukan perhitungan jarak euclidean 
antara data vector masukan ke-1 dengan tiap-tiap bobot. Data 1 
dapat dilihat pada Tabel. Perhitungan jarak euclidean antara data 
vector masukan ke-1 dengan tiap-tiap bobot menggunakan 
rumus berikut: 
 
 𝑑1 = √∑ (𝑥1𝑖 − 𝑥1𝑖)2
𝑛
𝑖=𝐼  
 
 
 𝑑1 = √(0.5134 − 0.5773)2 + …+ (0.4316 − 0.6378)2 
 
 𝑑1 =  0.4856 
 𝑑2 = 0.6173 
       𝑑3 = 0.5329 
       𝑑4 = 0,3725(Runner up) 
        𝑑5 = 0.4226 
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𝑑6 = 0.4683 
𝑑7 = 0.3946 
𝑑8 = 0.3621(𝑗𝑎𝑟𝑎𝑘 𝑡𝑒𝑟𝑑𝑒𝑘𝑎𝑡) 
Setelah mendapatkan jarak Euclidean dari setiap bobot, 
selanjutnya dilakukan perubahan bobot dengan algoritma LVQ. 
Nilai jarak Euclidean perhitungan diatas menunjukan bahwa 
jarak terdekat terdapat pada d8 dan jarak runner up adalah d4, 
sedangkan target data-1 adalah 2. Pertama yang dilakukan 
adalah memeriksa kondisi window menggunakan persaaan 
min (
𝐷𝑐
𝐷𝑟
,
𝐷𝑟
𝐷𝑐
) > (1 − 𝜔)(1 + 𝜔) 
min (
0.3621  
0,3725
,
0,3725
0,3621
) > (1 − 0,2)/(1 + 0,2) 
0.97 > 0.66 
Pada persamaan window didapatkamm hasil "true". Jika kondisi 
terpenuhi, maka lakukan pengecekan kondisi selanjutnya yaitu 
T≠dc1 dan T=dc2. Target pada dc1 adalah 1 sedangkan target 
pada dc2 adalah 1, maka kondisinya tidak terpenuhi.  Jika 
kondisi tidak terpenuhi, lakukan pengecekan kondisi yaitu 
T=dc1 dan T=dc2, dan kondisinya tidak terpenuhi. Maka proses 
perhitungan data-1 behenti tanpa melakukan perubahan bobot 
pada jarak terdekat ataupun runner-up  
b. Data ke-4(T=1) 
Pada Tahap ini dilakukan perhitungan jarak euclidean antara 
data vector masukan ke-4 tiap-tiap bobot. Perhitungan jarak 
Euclidean antara vector masukan ke-5 dengan tiap-tiap bobot 
menggunakan Persamaan(2.13). berikut perhitungannya: 
𝑑1 = √∑(𝑥1𝑖 − 𝑤1𝑖)2
𝑛
𝑖=𝐼
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 𝑑1 = √(0.5134 − 0.5773)2 + …+ (0.4316 − 0.6378)2 
 𝑑1 =  0.2998 
 𝑑2 = 0.4331 
       𝑑3 = 0.3573 
       𝑑4 = 0.1879(jarak terdekat) 
        𝑑5 = 0.2374 
𝑑6 = 0.2845 
𝑑7 = 0.2830 
𝑑8 = 0.1915(𝑟𝑢𝑛𝑛𝑒𝑟 𝑢𝑝) 
Setelah mendapatkan jarak Euclidean dari setiap bobot, 
selanjutnya dilakukan perubahan bobot dengan algoritma LVQ. 
Nilai jarak Euclidean perhitungan diatas menunjukan bahwa 
jarak terdekat terdapat pada d8 dan jarak runner up adalah d4, 
sedangkan target data-5 adalah 1. Pertama yang dilakukan 
adalah memeriksa kondisi window menggunakan persaaan 
min (
𝐷𝑐
𝐷𝑟
,
𝐷𝑟
𝐷𝑐
) > (1 − 𝜔)(1 + 𝜔) 
min (
0.1879  
0,1915
,
0,1915
0,1879
) > (1 − 0,2)/(1 + 0,2) 
0.98 > 0.66 
Pada persamaan window didapatkamm hasil "true". Jika kondisi 
terpenuhi, maka lakukan pengecekan kondisi selanjutnya yaitu 
T≠dc1 dan T=dc2. Target pada dc1 adalah 1 sedangkan target 
pada dc2 adalah 1, maka kondisinya tidak terpenuhi.  Jika 
kondisi tidak terpenuhi, lakukan pengecekan kondisi yaitu 
T=dc1 dan T=dc2, dan kondisinya terpenuhi. Maka dilakukan 
proses perhitungan perubahan bobot dengan menggunakan 
Persamaan (2.15) dan Persamaan (2.16). Berikut adalah 
perhitungan perubahan bobot dengan menggunakan kedua 
persamaan tersebut: 
Persamaan 2.15 
𝑤𝑑𝑐1 = 𝑤𝑑𝑐1(𝑐1) + 𝛽(𝑥𝑖 − 𝑤𝑑𝑐1(𝑐1)) 
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𝑊𝑑𝑐11(𝑐1) = 0.5518 + 0.01(0.5318 − 0.5518) = 0.5516 
……………………………………………………………..... 
𝑊𝑑𝑐110(𝑐1) = 0.5528 + 0.01(0.5105 − 0.5528)
= 0.552377 
Persamaan 2.16 
𝑤𝑑𝑐2 = 𝑤𝑑𝑐2(𝑐2) + 𝛽(𝑥𝑖 − 𝑤𝑑𝑐2(𝑐2)) 
𝑊𝑑𝑐22(𝑐2) = 0.4951 + 0.01(0.5318 − 0.4951) = 0.4954 
………………………………………………………………. 
𝑊𝑑𝑐210(𝑐2) = 0.5772 + 0.01(0.5105 − 0.5772)
= 0.576533 
c. Data ke-5(T=2) 
Pada Tahap ini dilakukan perhitungan jarak euclidean antara 
data vector masukan ke-4 tiap-tiap bobot. Perhitungan jarak 
Euclidean antara vector masukan ke-5 dengan tiap-tiap bobot 
menggunakan Persamaan(2.13). berikut perhitungannya: 
𝑑1 = √∑(𝑥1𝑖 − 𝑤1𝑖)2
𝑛
𝑖=𝐼
 
 
 
 𝑑1 = √(0.5134 − 0.5773)2 + …+ (0.4316 − 0.6378)2 
 𝑑1 =  0.4658 
 𝑑2 = 0.5967 
       𝑑3 = 0.5081 
       𝑑4 = 0,3543(Runner up) 
        𝑑5 = 0.4007 
𝑑6 = 0.4459 
𝑑7 = 0.3673 
𝑑8 = 0.3339(𝑗𝑎𝑟𝑎𝑘 𝑡𝑒𝑟𝑑𝑒𝑘𝑎𝑡) 
Setelah mendapatkan jarak Euclidean dari setiap bobot, 
selanjutnya dilakukan perubahan bobot dengan algoritma LVQ. 
Nilai jarak Euclidean perhitungan diatas menunjukan bahwa 
jarak terdekat terdapat pada d8 dan jarak runner up adalah d4, 
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sedangkan target data-5 adalah 1. Pertama yang dilakukan 
adalah memeriksa kondisi window menggunakan persaaan 
min (
𝐷𝑐
𝐷𝑟
,
𝐷𝑟
𝐷𝑐
) > (1 − 𝜔)(1 + 𝜔) 
min (
0.3339  
0,3543
,
0,3543
0,3339
) > (1 − 0,2)/(1 + 0,2) 
0.9424 > 0.96 
Setelah perulangan mencapai data ke-543 maka nilai bobot 
akhir untuk epoch 1 dapat dilihat pada Tabel berikut: 
Tabel 4.22 Bobot akhir epoch 1 
(m,n) 1 …. 5 6 7 … 10 Target 
w1 0.5728 …. 0.4643 0.4506 0.4738 …. 0.6141 2 
w2 0.5799 …. 0.3892 0.3841 0.4692 …. 0.7042 3 
w3 0.5142 …. 0.4196 0.3692 0.5066 …. 0.6538 4 
w4 0.5532 …. 0.4769 0.4342 0.4672 …. 0.6001 1 
w5 0.5529 …. 0.4664 0.4261 0.4796 …. 0.6066 2 
w6 0.5475 …. 0.4382 0.4259 0.4738 …. 0.6378 3 
w7 0.4811 …. 0.4327 0.4275 0.6058 …. 0.5768 4 
w8 0.4951 …. 0.4727 0.4287 0.5153 …. 0.5772 1 
Tahap ahir yang dilakukan dalam proses pelatihan yaitu 
melakukan pengurangan alfa untuk setiap epoch. Hasil dari 
pengurangan tersebut akan dijadikan nilai alfa atau learning rate 
pada epoch selanjutnya. Proses pengurangan alfa menggunakan 
Persamaan sebagai berikut: 
𝛼 = 𝛼 − (0.1 ×  𝛼) 
𝛼 = 0.005 − (0.1 ×  0.005) = 0.0045 
2. Epoch 81 
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Iterasi berhenti pada epoch 81 karena pengurangan alfa sudah 
melebihi batas minimum alfa. Nilai bobot akhir pada epoch 81 
dapat dilihat pada Tabel 4.23 sebagai berikut: 
Tabel 4.23 Bobot Akhir Pelatihan 
(m,n) 1 … 5 6 7 … 10 
w1 0.5311 … 0.5869 0.6168 0.5284 … 0.4462 
w2 0.8785 … -0.6378 -0.8584 0.0852 … 2.0633 
w3 0.5486 … 0.4129 0.3850 0.4814 … 0.6712 
w4 0.5102 … 0.5932 0.5583 0.5079 … 0.4451 
w5 0.5529 … 0.4664 0.4261 0.4796 … 0.6066 
w6 0.5475 … 0.4382 0.4259 0.4738 … 0.6378 
w7 0.4811 … 0.4327 0.4275 0.6058 … 0.5768 
w8 0.4951 … 0.4727 0.4287 0.5153 … 0.5772 
d. Pengujian data citra 
Pengujian data citra menggunakan data citra yang didapatkan dari proses 
ekstrasi ciri dan telah direduksi dan bobot akhir yang didapatkan dari proses 
pelatihan. Berikut tahapan pengujian data citra: 
 Inisialisasi bobot akhir(W) 
Bobot yang digunakan pada tahap pengujian adalah bobot akhir pada 
Tabel 4.23. 
 Masukkan data uji 
Data uji yang digunakan adalah data citra pada Tabel 4.17. Setelah 
didapatkan data uji, proses selanjutnya adalah melakukan proses 
normalisasi. Perhitungan normalisasi menggunakan Persamaan 
(2,11).  Berikut adalah Tabel 4.24 data uji setelah dinormalisasi: 
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Tabel 4.24 Nilai normalisasi Data Uji 
Data 1 … 5 6 7 … 10 T 
 0.4815 … 0.4932 0.4463 0.5206 … 0.5533 1 
 Proses Pengujian 
Proses pengujian data citra menggunakan data citra uji yang telah 
dinormalisasi. Proses pengujian dilakukan dengan cara mencari 
jarak euclidean  menggunakan Persamaan(2.15). Berikut contoh 
perhitungan mencari jarak euclidean: 
𝑑 = √(𝑋 − 𝑊)2 
𝑑1 = √(0.4815 − 0.5311)2 + ⋯ + (0.5533 − 0.4462)2 
𝑑1 = 0.3268 
𝑑2 = 3.6579 
𝑑3 = 0.2579 
𝑑4 = 0.2571 
𝑑5 = 0.1626 
𝑑6 = 0.2005 
𝑑7 = 0.1729 
𝑑8 = 0.0582 (jarak terdekat) 
Pada hasil perhitungan jarak Euclidean diatas, jarak terdekat pada 
bobot W8 dengan T=1, sehingga kelas data uji adalah kelas yang 
sama dengan kelas bobot W8 yakni kelas 1. Kelas data uji pada 
Tabel 4.24 adalah 1 jadi kelas data uji terbukti benar.  
4.3. Perancangan Antar Muka 
Perancangan antarmuka adalah tahapan untuk merancang antarmuka 
(interface). Antarmuka (Interface) merupakan bagian yang menghubungkan antara 
user dengan program. Pada penelitian ini perancangan antarmuka menggunkan GUI 
yang ada dimatlab. Berikut rancangan antarmuka pada penelitian ini: 
1.  Antarmuka Halaman Utama 
Berikut adalah gambar rancangan antarmuka halaman utama 
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Gambar 4.3 antarmuka Halaman Utama 
Berikut adalah keterangan Antarmuka Halaman Utama 
Tabel 4.25 Antarmuka Halaman Utama 
No Nama Jenis Keterangan 
1 Logo Uin Axes Menampilkan Image Logo UIN Suska Riau 
2 Image retina Axes Menampilkan image retina normal 
3 Image retina Axes Menampilkan image retina NDR 
4 Image retina Axes Menampilkan image retina DRP 
5 Image retina Axes Menampilkan image retina ME 
6 Ekstrasi Menu editor Masuk pada halaman Ekstrasi ciri 
7 Pelatihan Menu editor Masuk pada halaman Pelatihan 
8 Pengujan Satu Menu editor Masuk pada halaman Pengujian Satu 
9 Pengujian 
kelompok 
Menu editor Masuk pada halaman Pengujian Kelompok 
10 Riwayat penulis Menu editor Masuk pada halaman Riwayat Penulis 
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2. AntarMuka Ekstrasi Ciri 
Berikut adalah gambar rancangan antarmuak ekstrasi ciri. 
 
Gambar 4.4 Rancangan Antarmuka Ekstrasi Ciri 
Berikut adalah Tabel keterangan dari perancangan antarmuka ekstrasi ciri 
Tabel 4.26 Tabel Antarmuka Ekstrasi Ciri 
 
 
 
 
 
 
No Nama Jenis Keterangan 
1 Masukkan bagi 
data 
Edit Text Menampilkan hasil pembagian data 
2 Pembagian Data Button Melaksanakan Proses ekstrasi ciri RGB 
dan pembagian data 
3 Masukkan Nilai 
N 
Edit Text Menampikan masukan nilai N 
4 Ekstrasi PCA Button Melaksanakan Proses Ekstrasi PCA 
5 Hasil PCA 
Ekstrasi 
Tabel Menampilkan hasil PCA 
6 Normalisasi Button Melaksanakan Proses normaslisasi 
7 Hasil Nomalisasi Tabel Menampilkan hasil Normalisasi 
6 Home Menu editor Masuk pada halaman Home 
7 Pelatihan Menu editor Masuk pada halaman Pelatihan 
8 Pengujan Satu Menu editor Masuk pada halaman Pengujian Satu 
9 Pengujian 
kelompok 
Menu editor Masuk pada halaman Pengujian Kelompok 
10 Riwayat penulis Menu editor Masuk pada halaman Riwayat Penulis 
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2. Antarmuka Pelatihan 
Berikut adalah gambar rancangan antarmuka pelatihan 
 
Gambar 4.5  Gambar Rancangan Antarmuka Pelatihan 
Berikut adalah Tabel keterangan dari gambar rancangan antarmuka 
pelatihan: 
      Tabel 4.27 Tabel Keterangan Rancangan Antarmuka Pelatihan 
No Nama Jenis Keterangan 
1 Logo Axes Menampilkan logo UIN Suska Riau 
2 Masukkan 
parameter 
pelatihan 
Edit Text Memasukkan nilai parameter yang akan 
digunakan dalam pelatihan 
3 Proses 
Pelatihan 
Button Proses untuk melakukan pelatihan 
4 Hasil 
Pelatihan 
Tabel Menampilkan Hasil Pelatihan 
5 Home Menu editor Masuk pada halaman Home7 
6 Ekstrasi Menu editor Masuk pada halaman Ekstrasi ciri 
7 Pengujan Satu Menu editor Masuk pada halaman Pengujian Satu 
8 Pengujian 
kelompok 
Menu editor Masuk pada halaman Pengujian 
Kelompok 
9 Riwayat 
penulis 
Menu editor Masuk pada halaman Riwayat Penulis 
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3. AntarMuka Pengujian Kelompok 
Berikut aalah gambar rancangan antarmuka Halaman Pengujian Kelompok 
 
Gambar 4.6 Rancangan Antarmuka Pengujian Kelompok 
Berikut adalah Tabel keterangan gambar rancangan antarmuka pengujian 
kelompok 
Tabel 4.28 Tabel Keterangan Rancangan Antarmuka Pengujian Kelompok 
No Nama Jenis Keterangan 
1 Logo Uin Axes Manampilkan Image Logo UIN Suska Riau 
2 Load Data Uji 
dan Target 
Button Melakukan Proses pengambilan data uji dan 
target 
3 Data Uji yang 
digunakan 
Tabel Menampilkan Data uji yang akan digunakan 
dalam bentuk tabel 
4 Target 
Pengujian 
Tabel Menampilkan Target data uji yang akan digunkan 
dalam bentuk Tabel 
5 Load Bobot Button Melakukan proses untuk mengambil data bobot 
yang akan digunkan 
6 Hasil Bobot Tabel Menampilkan bobot data latih yang akan 
digunakan  
7 Proses 
pengujian 
Button Melakukan Proses pengujian 
8 Hasil Pengujian Tabel Menampilkan hasil pengujian dalam bentuk tabel 
9 Hasil Akurasi Edit Text Menampilkan hasil akurasi pengujian  
10 Home Menu editor Masuk pada halaman Home 
11 Ekstrasi Menu editor Masuk pada halaman Ekstrasi ciri 
12 Pelatihan Menu editor Masuk pada halaman Pelatihan 
13 Pengujan Satu Menu editor Masuk pada halaman Pengujian Satu 
14 Riwayat penulis Menu editor Masuk pada halaman Riwayat Penulis 
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4. Antarmuka Pengujian Satu-Satu 
Berikut adalah gambar rancangan antarmuka pengujian satu-satu 
 
Gambar 4.7 Rancangan Antarmuka Pengujian Satu-satu 
Berikut adalah Tabel Keterangan dari Gambar Rancangan Antarmuka 
pengujian satu-satu. 
Tabel 4.29 Tabel Keterangan Antarmuka Pengujian Satu-satu 
No Nama Jenis Keterangan 
1 Logo Uin Axes Menampilkan Image Logo UIN Suska Riau  
2 Pilih Gambar Button Melakukan proses memilih gambar yang akan 
diuji 
3 Gambar Axes Menampilkan gambar yang dipilih untu diuji 
4 Proses Gambar Button Melakukan pemrosesan gambar untuk diambil 
nilai cirinya 
5 Principal 
Component 
Analysis 
Tabel Meanmpilkan hasil ekstrasi dalam bentuk Tabel 
7 Klasifikasi Button Melakukan proses pengkasifikasian gambar yang 
dipilih  
8 Hasil 
Klasifikasi 
Edit Text Meanmpilkan Hasil Klasifikasi 
9 Home Menu editor Masuk pada halaman Home 
10 Ekstrasi Menu editor Masuk pada halaman Ekstrasi ciri 
11 Pelatihan Menu editor Masuk pada halaman Pelatihan 
12 Pengujian 
kelompok 
Menu editor Masuk pada halaman Pengujian Kelompok 
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13 Riwayat penulis Menu editor Masuk pada halaman Riwayat Penulis 
5. Antar muka Riwayat Penulis 
Berikut adalah gambar rancangan antarmuka Riwayat Penulis 
 
Gambar 4.8 Rancangan Antarmuka Riwayat Penulis 
Berikut adalah Tabel Keterangan dari Rancangan Antarmuka Riwayat Penulis 
Tabel 4.30 Tabel Keterangan Rancangan Antarmuka Riwayat Penulis 
No Nama Jenis Keterangan 
1 Logo Uin Axes Manampilkan Image Logo UIN Suska Riau 
2 Gambar Axes Manampilkan Image Riwayat Penulis 
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BAB VI 
PENUTUP 
6.1  Kesimpulan 
Berdasarkan penelitian yang telah dilakukan, maka didapatkan kesimpulan 
seperti yang dijabarkan berikut: 
1. Nilai learning rate yang menghasilkan akurasi tertinggi yaitu learning rate(α) 
0.001;0.003;0.005 dengan akurasi 78.68% dengan nilai ω sebesar 0.1;0.2, 
nilai ε sebesar 0.3 dengan pembagian data 90%:10%. 
2. Setelah dilakukan pengujian, didapatkan kesimpulan bahwa algoritma 
principal component analysis tidak mampu malakukan pendektisian 
retinopati secara tepat dan benar. Hal ini disebabkan oleh algoritma principal 
akan lebih mengenali pola dalam bentuk yang sama. Sedangkan data yang 
digunakan dalam penelitian mempunyai pola data yang tidak tetap. 
6.2  Saran 
Berdasarkan penelitian yang telah dilakukan, maka didapatkan saran untuk 
penelitian kedepannya maka saran yang diberikan adalaha: 
1.  Menggunakan data primer. 
2.  Menggunakan algoritma ekstrasi ciri yang mampu mendeteksi ciri diabetik 
retinopati. 
3.  Penelitian selanjutnya disarankan menerapkan proses segmentasi citra karena 
dapat memisahkan informasi ciri data citra retina mata. 
4.  Penelitian selanjutnya dapat menggunakan metode klasifikasi yang lain. 
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LAMPIRAN A  
DATA RETINA MATA DIABETIK RETINOPATI 
No. Diabetik 
Retinopati Non-
Proliferatif 
Diabetik Retinopati  
Proliferatif 
Makula Edema Normal 
1. 
1DRNP.PNG 
 
 
 
1DRP.PNG 
1ME.PNG 1NOR.PNG 
2. 
2DRNP.PNG 
 
 
 
 
2DRP.PNG 2ME.PNG 
 
1NOR.PNG  
3. 
3DRNP.PNG 
 
 
 
 
3DRP.PNG 3ME.PNG 3NOR.PNG 
4. 
4DRNP.PNG 
 
 
 
 
4DRP.PNG 
4ME.PNG 
4NOR.PNG 
5. 
5DRNP.PNG 
 
 
 
 
5DRP.PNG 5ME.PNG 5NOR.PNG 
6. 
6DRNP.PNG 
 
 
 
 
6DRP.PNG 6ME.PNG 6NOR.PNG 
7. 
7DRNP.PNG 
 
 
 
 
7DRP.PNG 7ME.PNG 7NOR.PNG 
 A-2 
 
8. 
8DRNP.PNG 
 
 
 
 
8DRP.PNG  8ME.PNG 8NOR.PNG 
9. 
9DRNP.PNG 
 
 
 
 
9DRP.PNG 
9ME.PNG 
9NOR.PNG 
10. 
10DRNP.PNG 
 
 
 
 
10DRP.PNG 10ME.PNG 10NOR.PNG 
11. 
11DRNP.PNG 
 
 
 
 
11DRP.PNG 
11ME.PNG 
11NOR.PNG 
12. 
12DRNP.PNG 
 
 
 
 
12DRP.PNG 
12ME.PNG 12NOR.PNG 
13. 
13DRNP.PNG 
 
 
 
 
13DRP.PNG 13ME.PNG 13NOR.PNG 
14. 
14DRNP.PNG 
 
 
 
 
14DRP.PNG 
14ME.PNG 
14NOR.PNG 
15. 
15DRNP.PNG 
 
 
 
 
15DRP.PNG 
15ME.PNG 
15NOR.PNG 
16. 
16DRNP.PNG 
 
 
 
 
16DRP.PNG 
16ME.PNG 
16NOR.PNG 
 A-3 
 
17. 
17DRNP.PNG 
 
 
 
 
17DRP.PNG 17ME.PNG 17NOR.PNG 
18. 
18DRNP.PNG 
 
 
 
 
18DRP.PNG 
18ME.PNG 
18NOR.PNG 
19. 
19DRNP.PNG 
 
 
 
 
19DRP.PNG 
 19ME.PNG 
19NOR.PNG 
20. 
20DRNP.PNG 
 
 
 
 
20DRP.PNG 
20ME.PNG 
20NOR.PNG 
21. 
21DRNP.PNG 
 
 
 
 
21DRP.PNG 
21ME.PNG 
21NOR.PNG 
22. 
22RNP.PNG 
 
 
 
 
22DRP.PNG 
22ME.PNG 
22NOR.PNG 
23. 
23DRNP.PNG 
 
 
 
 
23DRP.PNG 
23ME.PNG 
23NOR.PNG 
24. 
24DRNP.PNG 
 
 
 
 
24DRP.PNG 
24ME.PNG 
24NOR.PNG 
 A-4 
 
25. 
25DRNP.PNG 
 
 
 
 
25DRP.PNG 
25ME.PNG 
25NOR.PNG 
26. 
26DRNP.PNG 
 
 
 
 
26DRP.PNG 
26ME.PNG 
26NOR.PNG 
27. 
27DRNP.PNG 
 
24DRP.PNG 
24ME.PNG 
24NOR.PNG 
28. 
28DRNP.PNG 
 
 
 
 
28DRP.PNG 
28ME.PNG 
28NOR.PNG 
29. 
29DRNP.PNG 
 
 
 
 
29DRP.PNG 
29ME.PNG 
29NOR.PNG 
30. 
30DRNP.PNG 
 
 
 
 
30DRP.PNG 
30ME.PNG 
30NOR.PNG 
31. 
31DRNP.PNG 
 
 
 
 
31DRP.PNG 
31ME.PNG 
31NOR.PNG 
32. 
32DRNP.PNG 
 
 
 
 
32DRP.PNG 
32ME.PNG 
32NOR.PNG 
 A-5 
 
33. 
33DRNP.PNG 
 
 
 
 
33DRP.PNG 
33ME.PNG 
33NOR.PNG 
34. 
34DRNP.PNG 
 
 
 
 
34DRP.PNG 
34ME.PNG 
34NOR.PNG 
35.  
35DRNP.PNG 
 
 
 
 
35DRP.PNG 
35ME.PNG 
35NOR.PNG 
36. 
36DRNP.PNG 
 
 
 
 
36DRP.PNG 
36ME.PNG 
36NOR.PNG 
37. 
37DRNP.PNG 
 
 
 
 
37DRP.PNG 
37ME.PNG 
37NOR.PNG 
38. 
38DRNP.PNG 
 
 
 
 
38DRP.PNG 
38ME.PNG 
38NOR.PNG 
39. 
39DRNP.PNG 
 
 
 
 
39DRP.PNG 
39ME.PNG 
39NOR.PNG 
40. 
40DRNP.PNG 
 
 
 
 
40DRP.PNG 
 40ME.PNG 
40NOR.PNG 
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41. 
41DRNP.PNG 
 
 
 
 
41DRP.PNG 
41ME.PNG 
41NOR.PNG 
42. 
42DRNP.PNG 42DRP.PNG 
42ME.PNG 
42NOR.PNG 
43. 
43DRNP.PNG 43DRP.PNG 
43ME.PNG 
43NOR.PNG 
44.  
44DRNP.PNG 
44DRP.PNG 44ME.PNG 44NOR.PNG 
45.  
45DRNP.PNG 
45DRP.PNG 45ME.PNG 45NOR.PNG 
46.  
46DRNP.PNG 
46DRP.PNG 
46ME.PNG 
46NOR.PNG 
47. 
47DRNP.PNG 47DRP.PNG 
47ME.PNG 
47NOR.PNG 
48. 
48DRNP.PNG 48DRP.PNG 
48ME.PNG 
 
48NOR.PNG 
49.  
49DRNP.PNG 
49DRP.PNG 
49ME.PNG 
49NOR.PNG 
 A-7 
 
50. 
50DRNP.PNG 
50DRP.PNG 
50ME.PNG 50NOR.PNG 
51. 
51DRNP.PNG 51DRP.PNG 
51ME.PNG 
51NOR.PNG 
52. 
52DRNP.PNG 
 
 
 
 
52DRP.PNG 
 
 
 
  
52ME.PNG 
52NOR.PNG 
53. 
53DRNP.PNG 53DRP.PNG 
53ME.PNG 
53NOR.PNG 
54. 
54DRNP.PNG 54DRP.PNG 
54ME.PNG 
54NOR.PNG 
55. 
55DRNP.PNG 55DRP.PNG 
55ME.PNG 
55NOR.PNG 
56. 
56DRNP.PNG 56DRNP.PNG 
56ME.PNG 
56NOR.PNG 
57. 
57DRNP.PNG 
57DRP.PNG 57ME.PNG 
57NOR.PNG 
 A-8 
 
58. 
58DRNP.PNG 58DRP.PNG 
58ME.PNG 
58NOR.PNG 
59. 
59DRNP.PNG 59DRP.PNG 
59ME.PNG 
59NOR,PNG 
60. 
60DRNP.PNG 60DRP.PNG 
60ME.PNG 
60NOR.PNG 
 
 
61. 
61DRNP.PNG 61DRP.PNG 
61ME.PNG 
61NOR.PNG 
62. 
62DRNP.PNG 62DRP.PNG 
62ME.PNG 
62NOR.PNG 
63. 
63DRNP.PNG 63DRP.PNG 
63ME.PNG 
63NOR.PNG 
64. 
64DRNP.PNG 64DRP.PNG 
64ME.PNG 
64NOR.PNG 
65. 
65DRNP.PNG 65DRP.PNG 
65ME.PNG 
65NOR.PNG 
 A-9 
 
66. 
66DRNP.PNG 66DRP.PNG 
66ME.PNG 
66NOR.PNG 
67. 
67DRNP.PNG 67DRP.PNG 
67ME.PNG 
67NOR.PNG 
68. 
 
68DRNP.PNG 
68DRP.PNG 
68ME.PNG 
68NOR.PNG 
69. 
69DRNP.PNG 69DRP.PNG 
69ME.PNG 
69NOR.PNG 
70. 
70DRNP.PNG 70DRP.PNG 
70ME.PNG 
70NOR.PNG 
71. 
71DRNP.PNG 71DRP.PNG 
71ME.PNG 
71NOR.PNG 
72. 
72DRNP.PNG 72DRP.PNG 
72ME.PNG 
72NOR.PNG 
73. 
73DRNP.PNG 73DRP.PNG 
73ME.PNG 
 
73NOR.PNG 
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74. 
74DRNP.PNG 74DRP.PNG 
74ME.PNG 
74NOR.PNG 
75. 
75DRNP.PNG 75DRP.PNG 
75ME.PNG 
75NOR.PNG 
76. 
76DRNP.PNG 76DRP.PNG 
76ME.PNG 
76NOR.PNG 
77. 
77DRNP.PNG 77DRP.PNG 
77ME.PNG 
77NOR.PNG 
78. 
78DRNP.PNG 78DRP.PNG 
78ME.PNG 
78NOR.PNG 
79. 
79DRNP.PNG 
79DRP.PNG 
79ME.PNG 
 
79NOR.PNG 
80. 
80DRNP.PNG 
80DRP.PNG 
80ME.PNG 
80NOR.PNG 
81. 
81DRNP.PNG 
81DRP.PNG 81ME.PNG 
81NOR.PNG 
 A-11 
 
82. 
 
82DRNP.PNG 
82DRP.PNG 
82ME.PNG 
82NOR.PNG 
83. 
83DRNP.PNG 83DRP.PNG 
83ME.PNG 
83NOR,PNG 
84. 
 
84DRNP.PNG 84DRP.PNG 
84ME.PNG 
84NO.PNG 
85. 
 
85DRNP.PNG 85DRP.PNG 85ME.PNG 
85NOR.PNG 
86. 
86DRNP.PNG 86DRP.PNG 
86ME.PNG 
86NOR.PNG 
87. 
87DRNP.PNG 
87DRP.PNG 87ME.PNG 
87NOR.PNG 
88. 
 
88DRNP.PNG 88DRP.PNG 
88ME.PNG 
88NOR.PNG 
89. 
 
89DRNP.PNG 89DRP.PNG 89ME.PNG 
89NOR.PNG 
 A-12 
 
90. 
 
90DRNP.PNG 90DRP.PNG 90ME.PNG 
90NOR.PNG 
91. 
 
91DRNP.PNG 91DRP.PNG 91ME.PNG 
91NOR.PNG 
92. 
 
92DRNP.PNG 
92DRP.PNG 92ME.PNG 
92NOR.PNG 
93. 
 
93DRNP.PNG 93DRP.PNG 93ME.PNG 
93NOR.PNG 
94. 
 
94DRNP.PNG 
 
 
 
94DRP.PNG 94ME.PNG 
94NOR.PNG 
95. 
 
95DRNP.PNG 95DRP.PNG 95ME.PNG 95NOR.PNG 
96. 
 
96DRNP.PNG 
96DRP.PNG 96ME.PNG 96NOR.PNG 
97. 
97DRNP.PNG 
97DRP.PNG 97ME.PNG 
97NOR.PNG 
 A-13 
 
98. 
 
98DRNP.PNG 98DRP.PNG 
98ME.PNG 98ME.PNG 
99. 
99DRNP.PNG 
99DRP.PNG 99ME.PNG 
99NOR.PNG 
100
. 
 
100DRNP.PNG 
100DRP.PNG 100ME.PNG 
100NOR.PNG 
101
. 
101DRNP.PNG 
101DRP.PNG 101ME.PNG 
101NOR.PNG 
102
. 
102DRNP.PNG 
102DRP.PNG 102ME.PNG 
102NOR.PNG 
103
. 
103DRNP.PNG 
103DRP.PNG 103ME.PNG 
103NOR.PNG 
104
. 
 
104DRNP.PNG 
104DRP.PNG 104ME.PNG 
104NOR.PNG 
105
. 
105DRNP.PNG 
105DRP.PNG 105ME.PNG 
105NOR.PNG 
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106
. 
106DRNP.PNG 
106DRP.PNG 106ME.PNG 
106NOR.PNG 
107
. 
107DRNP.PNG 107DRP.PNG 
107ME.PNG 
107NOR.PNG 
108
. 
 
108DRNP.PNG 108DRP.PNG 
108ME.PNG 108NOR.PNG 
109
. 
109DRNP.PNG 109DRP.PNG 
109ME.PNG 
109NOR.PNG 
110
. 
110DRNP.PNG 110DRP.PNG 
110ME.PNG 
110NOR.PNG 
111
. 
111DRNP.PNG 111DRP.PNG 
111ME.PNG 
111NOR.PNG 
112
. 
 
112DRNP.PNG 112DRP.PNG 
112ME.PNG 
112NOR.PNG 
113
. 
113DRNP.PNG 113DRP.PNG 113ME.PNG 113NOR.PNG 
 A-15 
 
114
. 
114DRNP.PNG 
114DRP.PNG 114ME.PNG 
114NOR.PNG 
115
. 
115DRNP.PNG 115DRP.PNG 
115ME.PNG 
115NOR.PNG 
116
. 
 
116DRNP.PNG 116DRP.PNG 
116ME.PNG 
116NOR.PNG 
117
. 
117DRNP.PNG 117DRRP.PNG 
117ME.PNG 117NOR.PNG 
118
. 
118DRNP.PNG 
118DRP.PNG 118ME.PNG 
118NOR.PNG 
119
. 
119DRNP.PNG 
119DRP.PNG 119ME.PNG 
119NOR.PNG 
120
. 
120DRNP.PNG 
120DRP.PNG 120ME.PNG 120NOR,PNG 
121
. 
121DRNP.PNG 
121DRP.PNG 121ME.PNG 121NOR.PNG 
 A-16 
 
122
. 
122DRNP.PNG 
122DRP.PNG 122ME.PNG 
122NOR.PNG 
 
123
. 
 
123DRNP.PNG 123DRP.PNG 
123ME.PNG 
123NOR.PNG 
124
. 
 
124DRNP.PNG 124DRP.PNG 
124ME.PNG 
124NOR.PNG 
125
. 
125DRNP.PNG 125DRP.PNG 
125ME.PNG 
125NOR.PNG 
126
. 
126DRNP.PNG 126DRP.PNG 
126ME.PNG 
126NOR.PNG 
127
. 
127DRNP.PNG 
127DRP.PNG 127ME.PNG 
127NOR.PNG 
128
. 
128DRNP.PNG 128DRP.PNG 
128ME.PNG 128NOR.PNG 
129
. 
129DRNP.PNG 129DRP.PNG 
129ME.PNG 
129NOR.PNG 
 A-17 
 
130
. 
130DRNP.PNG 
 
 
 
 
130DRP.PNG 
130ME.PNG 
130NOR.PNG 
131
. 
131DRNP.PNG 131DRP.PNG 
131ME.PNG 
131NOR.PNG 
132
. 
 
132DRNP.PNG 132DRP.PNG 
132ME.PNG 
132NOR.PNG 
133
. 
133DRNP.PNG 133DRP.PNG 
133ME.PNG 
133NOR.PNG 
134
. 
134DRNP.PNG 134DRP.PNG 
134ME.PNG 134NOR.PNG 
135
. 
135DRNP.PNG 135DRP.PNG 135ME.PNG 135NOR.PNG 
136
. 
136DRNP.PNG 
136DRP.PNG 136ME.PNG 
136NOR.PNG 
137
. 
137DRNP.PNG 
137DRP.PNG 137ME.PNG 
137NOR.PNG 
 A-18 
 
138
. 
138DRNP.PNG 138DRP.PNG 
138ME.PNG 
138NOR.PNG 
139
. 
 139DRNP.PNG 139DRP.PNG 
139ME.PNG 
139NOR.PNG 
140
. 
140DRNP.PNG 140DRP.PNG 
140ME.PNG 
140NOR.PNG 
 
141
. 
141DRNP.PNG 141DRP.PNG 
141ME.PNG 
141NOR.PNG 
142
. 
 
142DRNP.PNG 
142DRP.PNG  
142ME.PNG 
142NOR.PNG 
 
143
. 
143DRNP.PNG 143DRP.PNG  
143ME.PNG 
143NOR.PNG 
144
. 
144DRNP.PNG 144DRP.PNG  144ME.PNG 144NOR.PNG 
145
. 
145DRNP.PNG 145DRP.PNG  
145ME.PNG 
145NOR.PNG 
146
. 
 
146DRNP.PNG 146DRP.PNG  146ME.PNG 146NOR.PNG 
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147
. 
147DRNP.PNG 147DRP.PNG  
147ME.PNG 
147NOR.PNG 
148
. 
148DRNP.PNG 148DRP.PNG  
148ME.PNG 
148NOR.PNG 
149
. 
149DRNP.PNG 149DRP.PNG  
149ME.PNG 
149NOR.PNG 
150
. 
150DRNP.PNG 150DRP.PNG  
150ME.PNG 
150NOR.PNG 
 
151
. 
151DRNP.PNG 151DRP.PNG  
151ME.PNG 
151NOR.PNG 
152
. 
152DRNP.PNG 
 
152DRP.PNG  152ME.PNG 152NOR.PNG 
153
. 
 
153DRNP.PNG 
 
153DRP.PNG 153ME.PNG 
153NOR.PNG 
  
 
LAMPIRAN B 
AKURASI HASIL PENELITIAN CITRA RETINA MATA 
CHANNEL RED 
                    Tabel B. 1 Tabel Akurasi Pengujian 
No Variasi 
Pengujian 
N ω ε Learning Rate Akurasi 
α Min α  
1 90%:10% 10 0.1 0.2 0.01 0.000001 79.88% 
2  10 0.1 0.2 0.03 0.000001 79.88% 
3   0.1 0.2 0.05 0.000001 79.88% 
4   0.1 0.3 0.01 0.000001 79.88% 
6   0.1 0.3 0.03 0.000001 79.88% 
7   0.1 0.3 0.05 0.000001 79.88% 
8   0.1 0.4 0.01 0.000001 79.88% 
9   0.1 0.4 0.03 0.000001 79.88% 
10   0.1 0.4 0.05 0.000001 79.88% 
11   0.2 0.2 0.01 0.000001 79.88% 
12   0.2 0.2 0.03 0.000001 79.88% 
13   0.2 0.2 0.05 0.000001 79.88% 
14   0.2 0.3 0.01 0.000001 79.88% 
15   0.2 0.3 0.03 0.000001 79.88% 
16   0.2 0.3 0.05 0.000001 79.88% 
17   0.2 0.4 0.01 0.000001 79.88% 
18   0.2 0.4 0.03 0.000001 79.88% 
19   0.2 0.4 0.05 0.000001 79.88% 
20 90%:10% 50 0.1 0.2 0.01 0.000001 74% 
21   0.1 0.2 0.03 0.000001 73% 
22   0.1 0.2 0.05 0.000001 73.25% 
23   0.1 0.3 0.01 0.000001 74% 
24   0.1 0.3 0.03 0.000001 73.25% 
25   0.1 0.3 0.05 0.000001 65% 
26   0.1 0.4 0.01 0.000001 71% 
27   0.1 0.4 0.03 0.000001 68% 
28   0.1 0.4 0.05 0.000001 70% 
29   0.2 0.2 0.01 0.000001 72% 
30   0.2 0.2 0.03 0.000001 71% 
31   0.2 0.2 0.05 0.000001 69% 
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32   0.2 0.3 0.01 0.000001 65% 
33   0.2 0.3 0.03 0.000001 73% 
34   0.2 0.3 0.05 0.000001 76% 
35   0.2 0.4 0.01 0.000001 69% 
36   0.2 0.4 0.03 0.000001 78% 
37   0.2 0.4 0.05 0.000001 65% 
38   0.1 0.2 0.01 0.000001 74% 
39   0.1 0.2 0.03 0.000001 72% 
40   0.1 0.2 0.05 0.000001 78% 
41   0.1 0.3 0.01 0.000001 76% 
42   0.1 0.3 0.03 0.000001 75% 
43   0.1 0.3 0.05 0.000001 74% 
44   0.1 0.4 0.01 0.000001 72% 
45   0.1 0.4 0.03 0.000001 76% 
46   0.1 0.4 0.05 0.000001 70.25% 
47   0.2 0.2 0.01 0.000001 73% 
48   0.2 0.2 0.03 0.000001 71% 
49   0.2 0.2 0.05 0.000001 70% 
50   0.2 0.3 0.01 0.000001 71% 
51   0.2 0.3 0.03 0.000001 72% 
52   0.2 0.3 0.05 0.000001 70% 
53   0.2 0.4 0.01 0.000001 72% 
54   0.2 0.4 0.03 0.000001 71% 
55   0.2 0.4 0.05 0.000001 70% 
56 80%:20% 150 0.1 0.2 0.01 0.000001 74% 
57   0.1 0.2 0.03 0.000001 73% 
58   0.1 0.2 0.05 0.000001 73.25% 
59   0.1 0.3 0.01 0.000001 74% 
60   0.1 0.3 0.03 0.000001 73.25% 
61   0.1 0.3 0.05 0.000001 65% 
62   0.1 0.4 0.01 0.000001 71% 
63   0.1 0.4 0.03 0.000001 68% 
64   0.1 0.4 0.05 0.000001 70% 
65   0.2 0.2 0.01 0.000001 72% 
66   0.2 0.2 0.03 0.000001 71% 
67   0.2 0.2 0.05 0.000001 69% 
68   0.2 0.3 0.01 0.000001 65% 
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69   0.2 0.3 0.03 0.000001 73% 
70   0.2 0.3 0.05 0.000001 76% 
71   0.2 0.4 0.01 0.000001 69% 
72   0.2 0.4 0.03 0.000001 78% 
73   0.2 0.4 0.05 0.000001 65% 
74 70%:30% 90 0.1 0.2 0.01 0.000001 74% 
75  90 0.1 0.2 0.03 0.000001 72% 
76  90 0.1 0.2 0.05 0.000001 78% 
77  90 0.1 0.3 0.01 0.000001 76% 
78   0.1 0.3 0.03 0.000001 75% 
79   0.1 0.3 0.05 0.000001 74% 
80   0.1 0.4 0.01 0.000001 72% 
81   0.1 0.4 0.03 0.000001 76% 
82   0.1 0.4 0.05 0.000001 70.25% 
83   0.2 0.2 0.01 0.000001 73% 
84   0.2 0.2 0.03 0.000001 71% 
85   0.2 0.2 0.05 0.000001 70% 
86   0.2 0.3 0.01 0.000001 71% 
87   0.2 0.3 0.03 0.000001 72% 
88   0.2 0.3 0.05 0.000001 70% 
89   0.2 0.4 0.01 0.000001 72% 
90   0.2 0.4 0.03 0.000001 71% 
91   0.2 0.4 0.05 0.000001 70% 
92  150 0.1 0.2 0.01 0.000001 74% 
93   0.1 0.2 0.03 0.000001 73% 
94   0.1 0.2 0.05 0.000001 73.25% 
95   0.1 0.3 0.01 0.000001 74% 
96   0.1 0.3 0.03 0.000001 73.25% 
97   0.1 0.3 0.05 0.000001 65% 
98   0.1 0.4 0.01 0.000001 71% 
99   0.1 0.4 0.03 0.000001 68% 
100   0.1 0.4 0.05 0.000001 70% 
101   0.2 0.2 0.01 0.000001 72% 
102   0.2 0.2 0.03 0.000001 71% 
103   0.2 0.2 0.05 0.000001 69% 
104   0.2 0.3 0.01 0.000001 65% 
105   0.2 0.3 0.03 0.000001 73% 
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106   0.2 0.3 0.05 0.000001 76% 
107   0.2 0.4 0.01 0.000001 69% 
108   0.2 0.4 0.03 0.000001 78% 
109   0.2 0.4 0.05 0.000001 65% 
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