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К УСЛОВИЮ R-РЕГУЛЯРНОСтИ В мАтЕмАтИЧЕСКОм ПРОГРАммИРОВАНИИ
Аннотация. Исследуется условие R-регулярности (Error Bound) в задачах математического программирования, 
которое играет важную роль в анализе сходимости численных алгоритмов оптимизации, что подтверждается мно-
гочисленными публикациями, и в то же время является достаточно общим условием регулярности (constraint qualifi-
cation), обеспечивающим справедливость необходимых условий оптимальности Куна – таккера в задачах математи-
ческого программирования. В статье представлены новые достаточные условия наличия R-регулярности в задачах 
математического программирования, а также показано, что известные необходимые условия не являются достаточ-
ными. Полученные достаточные условия позволяют доказать наличие R-регулярности у довольно широкого класса 
множеств, в том числе и у таких, для которых не выполняются другие известные условия.
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ERROR BOUND PROPERTY IN MATHEMATICAL PROGRAMMING 
Abstract. This article is devoted to the Error Bound property (also named R-regularity) in mathematical programming 
problems. This property plays an important role in analyzing the convergence of numerical optimization algorithms, a topic 
covered by multiple publications, and at the same time it is a relatively generic constraint qualification that guarantees the 
satisfaction of the necessary Kuhn – Tucker optimality conditions in mathematical programming problems. In the article, new 
sufficient conditions for the error bound property are described, and it’s also shown that several known necessary conditions 
are insufficient. The sufficient conditions obtained can be used to prove the regularity of a large class of sets including sets 
that cannot be proven regular by other known constraints.
Keywords: mathematical programming, constraint qualifications, Error Bound 
For citation. Berezhnov D. E., Minchenko L. I. Error Bound property in mathematical programming. Vestsі Nat-
syianal'nai akademіі navuk Belarusі. Seryia fіzіka-matematychnykh navuk = Proceedings of the National Academy of 
Sciences of Belarus. Physics and Mathematics series, 2019, vol. 55, no. 3, pp. 309–318 (in Russian). https://doi.
org/10.29235/1561-2430-2019-55-3-309-318
Введение. Рассмотрим задачу (P) математического программирования
0inf,   },( ) { | ( ) 0, , ( ) 0,
m
i if y y C y R h y i I h y i I→ ∈ = ∈ ≤ ∈ = ∈
где 0{1,..., },   { 1,..., }I s I s p= = +  и все функции ( ),   ( ),   1,..., ,if y h y i p=  предполагаются непре-
рывно дифференцируемыми.
Положим ( ) { | ( ) 0}.iI y i I h y= ∈ =  Через ( ) ( , )Cd y d y C=  обозначим евклидово рассто-
яние от точки y до множества C. Будем говорить, что множество C удовлетворяет условию 
R-регулярности в точке 0 ,y C∈  если найдутся число M > 0 и окрестность V(y0) такие, что
0
0( ) max{0, ( ),  , ( ) ,  ( ).}  C i id y M h y i I h y i I y V y≤ ∈ ∈ ∀ ∈
Начиная с фундаментальной работы А. Хоффмана [1], условию R-регулярности посвящены 
многочисленные публикации [2–17].
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R-регулярность играет важную роль как в качестве условия регулярности, обеспечивающего 
справедливость необходимых условий оптимальности Куна – Таккера (см. [18]), так и удобного 
средства для анализа сходимости численных алгоритмов оптимизации, для исследования чув-
ствительности решений к возмущениям параметров и в ряде других приложений. Представляет 
интерес и исследование этого условия для множества оптимальных планов, поскольку в данном 
случае оно дает возможность оценить расстояние от первоначального или субоптимального пла-
на до оптимального. В этой связи заслуживает внимания вывод достаточных условий, гаран-
тирующих выполнение условия R-регулярности в конкретных задачах. Существуют различные 
подходы получения такого рода достаточных условий. В частности, в работах [11, 12, 14–16] было 
доказано, что наличие R-регулярности следует из выполнения некоторых известных условий ре-
гулярности. Одним из наиболее распространенных и простых в проверке условий регулярности 
является условие линейной независимости градиентов всех активных ограничений (LICQ) в точ-
ке y C∈  градиентов 0{ ( ), ( ) }.ih y i I y I∇ ∈ ∪  К сожалению, оно может не выполняться уже в до-
статочно простых задачах. Более общий характер носит условие регулярности Мангасаряна – 
Фромовица (MFCQ) [19], выполнение которого в точке y C∈  требует, чтобы в этой точке систе-
ма векторов 0{ ( ), }ih y i I   была линейно независимой и существовал вектор y  такой, что 
0 .( ), 0, ,   ( ), 0, ( )i ih y y i I h y y i I y〈∇ 〉 = ∈ 〈∇ 〉 < ∈
Пусть ( )C yΛ  – множество множителей Лагранжа в точке y C∈  задачи (P), которое определя-
ется как множество векторов ,pRλ∈  удовлетворяющих условиям
1
( ) ( ) 0,   0,   ( ), 0,   \ ( ).
p
i i i i
i
f y h y i I y i I I y
=
∇ + λ ∇ = λ ≥ ∈ λ = ∈∑
Через 0 ( )
C y  обозначим множество вырожденных множителей Лагранжа в точке ,y C∈  т. е. 
0
1
( ) 0, 0,   ( ), 0,   \ ( ) .( )
pС p i i i i
i
h y i I y i I I yy R

           
  
   
Известно (см. [18]), что условие MFCQ для множества С в точке y C∈  равносильно требова-
нию 0 ( ) {0}.
С y 
Несмотря на широкую общность условия MFCQ, существуют целые классы задач нелиней-
ного программирования, в которых это условие не выполняется и для которых необходимы 
условия регулярности, отличные от MFCQ или более слабые в отношении требований к огра-
ничениям задачи. В литературе известны условия регулярности, имеющие природу, отличную 
от MFCQ, и независимые от него. В частности, к ним относится условие постоянного ранга 
(CRCQ) [19] и обобщающее его ослабленное условие постоянного ранга (RCRCQ) [10]. Говорят, 
что в точке 0y C∈  выполняется условие регулярности постоянного ранга, если для любого мно-
жества индексов ,J K S= ∪  где 0( ),   ,K I y S I⊂ ⊂  система векторов { }( ),ih y i J∇ ∈  имеет по-
стоянный ранг в некоторой окрестности этой точки. Говорят, что в точке 0y C∈  выполняется 
ослабленное условие постоянного ранга, если для любого множества индексов 0( )K I y⊂  си-
стема векторов 0{ ( ), }ih y i K I∇ ∈ ∪  имеет постоянный ранг в некоторой окрестности точки y0. 
В [13, 14] было предложено и обосновано новое условие регулярности, названное ослаблен-
ным (обобщенным) условием Мангасаряна – Фромовица (RMFCQ). RMFCQ представляет собой 
условие более слабое не только по отношению к MFCQ, но и относительно CRCQ и RCRCQ, 
а также ряда других условий регулярности.
Обозначим через
 ( ) последовательности 0 и  такие, что    1,2... ,m k kk kTc y y R t y y y t y C k          
0ˆ ( ) | 0 такие, что 1,2,... ,k
m k k kC k k
y C
T y y R t и y y y y y t y C k

             
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{ }0( ) | ( ), 0, ( ), ( ), 0, ,mC i iy y R h y y i I y h y y i IΓ = ∈ 〈∇ 〉 ≤ ∈ 〈∇ 〉 = ∈
соответственно касательный конус, касательный конус Кларка [22] и линеаризованный каса-
тельный конус к множеству C в точке .y C∈  Очевидно, ˆ ( ) ( ) ( ).C C CT y T y y⊂ ⊂ Γ
В точке y C∈  введем множество ( )aCI y  индексов ( )i I y∈  таких, что ( ), 0ih y y〈∇ 〉 =  для всех 
( ).Cy y∈ Γ  Причем [20], если ( ) ,
a
CI y ≠ ∅  то 
0 ля которого 0( ) { ( ) ( ),  д }.ia CCI y i I y y    
Будем говорить, что в точке 0y C∈  выполнено ослабленное условие регулярности Ман-
гасаряна – Фромовица (RMFCQ), если система векторов 0{ ( ),   ( )}
a
ih y i I I y    имеет постоян-
ный ранг в некоторой окрестности этой точки.
В работах [2, 10–12, 14, 16] показано, что выполнение каждого из классических условий регу-
лярности LICQ, MFCQ, CRCQ и RCRCQ, RMFCQ, а также квазинормальности [21] влечет нали-
чие R-регулярности.
Вместе с тем известно, что наиболее общие условия регулярности формулируются непосред-
ственно в терминах касательных конусов к множеству допустимых точек. такими являются ус-
ловия Абади и Кларка.
Полярный конус к конусу mK R⊂  будем обозначать 
* * *{ , 0 },mK y R y y y K= ∈ ∀〈 〉 ≤ ∈
где ,y v〈 〉  – скалярное произведение векторов y и v.
Пусть .mv R∈  Обозначим через ( )C vΠ  множество точек из C, ближайших к точке v, и вве-
дем нормальный конус Мордуховича [23] ( ) limsup[cone( ( )]C C
v y
N y v v
→
= − Π  к множеству C в точке
.y C∈  Известно [24], что *( ) ˆ( ) ( ).С K CN y T y
Говорят, что в точке y C∈  выполнено условие регулярности Абади (ACQ), если ( ) ( ).C CT y y= Γ  
Условие регулярности Кларка [24] выполняется в ,y C∈  если ˆ ( ) ( ).C CT y T y=  В общем случае 
выполнение условий регулярности Абади и Кларка для множества не влечет его R-регулярность.
Целью настоящей статьи является получение новых достаточных условий для наличия 
R-регулярности.
Достаточное условие для R-регулярности. Пусть 0y C∈  и K – некоторое множество индек-
сов из 0( ).I y  Положим 
0( ) { | ( ) 0, , ( ) 0, }.
m
i iC K y R h y i K h y i I= ∈ ≤ ∈ = ∈
Нетрудно видеть, что
0 0 0
( ) 0( ) { | ( ), 0, , ( ), 0, }.
m
C K i iy y R h y y i K h y y i IΓ = ∈ 〈∇ 〉 ≤ ∈ 〈∇ 〉 = ∈
Как говорилось выше, условия Абади и Кларка для множества C не являются достаточным 
условием наличия R-регулярности для этого множества. Следующая теорема показывает, одна-
ко, что совокупное выполнение этих условий для всех множеств C(K) достаточно для выполне-
ния условия R-регулярности для C.
Отметим, что из [5] известно, что равенство 0 0ˆ ( ) ( )С CT y y   является необходимым усло-
вием R-регулярности множества C в точке 0 .y C∈  Следующий пример показывает, что данное 
условие не является достаточным.
П р и м е р  1. Пусть 
2 3 3 0
1 2 1 2{ 0, 0}, (0,0).C y R y y y y y= ∈ − − ≤ − + ≤ =
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С одной стороны, нетрудно проверить, что 
0 0 3
1 2ˆ ( ) ( ) { 0, 0}.C CT y y y R y y= Γ = ∈ ≥ =
С другой стороны, возьмем любое положительное число ε и рассмотрим точку ( ,0).y = −ε  
Получим 
3 3 3
1 2( ) ,  max{0, ( ), ( )} max{0, , } .Cd y h y h y= ε = ε ε = ε
таким образом, для C не выполняется условие R-регулярности в точке y0. Следовательно, ус-
ловие 0 0ˆ ( ) ( )С CT y y   не гарантирует наличия свойства R-регулярности. тем не менее, вслед-
ствие его необходимости, хорошо обусловленные достаточные условия наличия R-регулярности 
должны включать это требование.
те о р е м а  1. Пусть 0y C∈  и для любого 0( )K I y⊂  справедливо 0 0( ) ( )ˆ ( ) ( )С K C KT y y   (или 
равносильное 0 * 0( ) ( )( ) ( )С K C KN y y  ). Тогда множество C удовлетворяет условию R-регуляр-
ности в y0.
Д о к а з а т е л ь с т в о. если 0 int ,y C∈  то доказываемое утверждение верно. Пусть y0 – гра-
ничная точка множества C. Будем рассуждать от противного и предположим, что для множе-
ства C в точке 0y C∈  не выполняется условие R-регулярности. тогда существует последователь-
ность 0 ,kv y→ ,kv C∉  такая что
 
0( ) max{0, ( ),   , ( ) ,   }
k k k
C i id v k h v i I h v i I> ∈ ∈
 
(1)
для всех 1,2,... .k =
Пусть ( ) ( ),k k kCy y v v= ∈ Π  где ( )C vΠ  – множество точек из C ближайших к точке v. 
Положим 
1
( ) ,k k k k kv v y v y
−
= − − 1,2,... .k =
тогда 0k k kv y v y− ≤ −  и, следовательно, 0.ky y→
Ввиду конечности индексного множества I можно извлечь из последовательностей { }kv  
и { }ky  подпоследовательности, на которых множество индексов ( )kI y  постоянно. Для просто-
ты записи сохранив для этих подпоследовательностей те же обозначения { }kv  и { },ky  можно 
положить 0( ) ( ),kI y K I y= ⊂  где K не зависит от yk. Без потери общности рассуждений мы мо-
жем также предположить, что .kv v→  тогда из (1) следует
0( ) max{0, ( ), , ( ) , }
k k k
C i id v k h v i K h v i I> ∈ ∈
и, следовательно,
0max{0, ( ), , , ( ), , },
k k k k k k k k
i i i iv y k h v v y i K h v v y i I− > 〈∇ − 〉 ∈ 〈∇ − 〉 ∈ 
где ( ), 0 1.k k k ki ki kiv y v y= + τ − ≤ τ ≤  Отсюда
0
1
max{0, ( ), ,   , ( ), ,   }k k k ki i i ih v v i K h v v i I
k
> 〈∇ 〉 ∈ 〈∇ 〉 ∈ 
и, следовательно,
0 0
0max{0, ( ), ,   , ( ), ,   } 0.i ih y v i K h y v i I〈∇ 〉 ∈ 〈∇ 〉 ∈ ≤
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Последнее означает, что 
0 0
0,  ( ), ,  ( ), 0,   ,i ih y v i K h y v i I〈∇ 〉 ∈ ∇ 〉 = ∈
т. е. 0( ) ( ).C Kv y∈ Γ
Однако из определения множества K следует 
( ) 0, ,   ( ) 0, \ ,k ki ih y i K h y i I K= ∈ < ∈
причем вследствие непрерывности функций h
i
 найдется окрестность V(yk) такая, что 
( ) 0,  \ ,ih y i I K< ∈  для всех ( ).
ky V y∈  то есть ( ) 0,  ,ih y i K≤ ∈  при ( )y C K∈  и ( ) 0,  \ ,ih y i I K< ∈  
при ( ),ky V y∈  откуда ( ) ( ) .kV y C K C∩ ⊂  таким образом, ( ) ( ) .( )k
k k
C K V y
y v∩∈ Π
если ( ) ( ),
k k
C Ky v∈ Π  то по определению нормального конуса 
0
( ) ( ).C Kv N y∈  В противном 
случае существуют достаточно малые числа τ
k
 > 0 такие, что 
( )( ) ( ) { }k k k kC K ky v y yΠ + τ − =
и
0
( )
( )
,   ( ).
( )
k k
k k
C Kk k
k
v y
v v v N y
v y
τ −
= → ∈
τ −
Но из условия 0 0( ) ( )ˆ ( ) ( )С K C KT y y   следует, что 0( )ˆ ( ),С KT yv   и, значит, , 0v v〈 〉 ≤  в силу 
следствия 6.29 из [24], что невозможно, поскольку 0.v ≠  Полученное противоречие означает, 
что множество C удовлетворяет условию R-регулярности в точке y0.
Отметим, что хотя условие 0 0( ) ( )ˆ ( ) ( )С K C KT y y   кажется на первый взгляд жестким, оно 
выполняется для достаточно широкого класса множеств. В частности, данное условие выполня-
ется в любой точке множества C, в определении которого ( ) ,i i ih y a y b= 〈 〉 +  при всех 0.i I I∈ ∪
если множество C в точке 0y C∈  удовлетворяет условию MFCQ, т. е. векторы 0 0( ), ,ih y i I∇ ∈  
линейно независимы и существует вектор y  такой, что 
0 0 0
0( ), 0, ,   ( ), 0, ( ),i ih y y i I h y y i I y〈〈∇ 〉 = ∈ ∇ 〉 < ∈
то для множества C(K) векторы 0 0( ), ,ih y i I∇ ∈  линейно независимы и 
0 0
0 .( ), 0, ,  ( ), 0,ih y y i I h y y i Ki〈∇ 〉 = ∈ 〈∇ 〉 < ∈
то есть условие MFCQ для C влечет MFCQ для всех C(K) при 0( ).K I y⊂  Однако из условия 
MFCQ следует условие R-регулярности и с учетом необходимого условия для R-регулярности 
имеет место равенство 0 0( ) ( )ˆ ( ) ( )С K C KT y y   для всех 0( ).K I y⊂
Как известно [10], условие RCRCQ для множества C в точке 0y C∈  влечет наличие 
R-регулярности для C в данной точке. Нетрудно видеть, что условие RCRCQ сохраняется и для 
каждого C(K) при 0( ).K I y⊂  Следовательно, условие RCRCQ для множества C влечет равен-
ство 0 0( ) ( )ˆ ( ) ( )С K C KT y y   для всех 0( ).K I y⊂  Отметим, что в противоположность MFCQ 
и RCRCQ из условия RMFCQ для множества C не следует справедливость этого условия 
для C(K). Например, при { }2 22 220, 0, 0 ,C y R y y y= ∈ ≥ ≤ ≥  0 .(0,0)Ty =
Следующий пример показывает, что теорема 1 позволяет доказать справедливость условия 
R-регулярности множеств, для которых не выполняются другие известные условия [6–16].
П р и м е р  2. Пусть 
2 2 2 2 0
1 1 2 2 1 2( ) 1 ( 1) 0,   ( ) 1 ( 1) 0,   (0,0) .
Th y y y h y y y y= − − − ≤ = − − + ≤ =
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Нетрудно видеть, что для C в y0 условие MFCQ не выполняется. точно также не выполняются 
и условия RCRCQ, RMFCQ и квазинормальности. Однако множества 
{ }2 2 21 1 2( ) 1 ( 1) 0C K y R y y= ∈ − − − ≤
при 1 {1}K =  и 
{ }2 2 22 1 2( ) 1 ( 1) 0C K y R y y= ∈ − − + ≤
при 2 {2}K =  удовлетворяют MFCQ в точке y0. А для множества С в y0 выполнено условие 
{ }0 0 2 1 2 .( ) ( ) | , 0C CT y y y R y R y= Γ = ∈ ∈ =
Кроме того, нетрудно проверить, что 
 0 * 2 * * 0 * 01 2( ) | , 0 ,   ( ) ( ).C С CN y y R y R y N y y     
таким образом, С удовлетворяет условию R-регулярности в y0 согласно теореме 1.
Проверим данное утверждение, используя непосредственно определение R-регулярности. 
Возьмем значение 1 2( , )
Tv v v=  достаточно близкое к y0 и такое, что v2 > 0. Нетрудно проверить, 
что в таком случае
2 2
1 22 2 2 2
2 1 2 2 1 2 2 1 2
( )
( ) 1 1 2 ( ) ,   max{0, ( ), ( )} 2 ( ).
2C
v v
d v v v v v h v h v v v v
+
= − − + + < − = − +
то есть условие R-регулярности в точке 0 (0,0)Ty =  выполняется в достаточно малой окрест-
ности y0 с постоянной M = 2. Аналогичный результат получается и в случае v2 > 0.
Приведенный ниже пример показывает, что выполнение условия Абади для всех мно-
жеств C(K) не достаточно для наличия R-регулярности у C.
П р и м е р  3. Пусть 
{ }2 2 2 01 2 1 2| ( )( ) 0 ,   (0,0) .TC y R y y y y y= ∈ − + ≤ =
Здесь 0 0 2( ) ( ) .C Cy T y RΓ ==  Однако при (0, ) ,Tv = ε  где 0,ε ↓  условие ( ) max{0, ( )}Cd v M h y≤  
не выполняется. Нетрудно проверить, что в данном примере 
{ }0 * 2 * *1 2( ) | 0,CN y y R y y R= ∈ = ∈
и, следовательно, условие 0 * 0( ) ( )С CN y y   не выполняется.
R-регулярность для множества решений задачи оптимизации. В задаче (P) обозначим 
min{ ( ) },f y y Cϕ = ∈  а через { | ( ) }S y C f y= ∈ = ϕ  – множество решений. тогда
0 0{ | ( ) 0,  ( ) 0, , ( ) 0, },
m
i iS y R h y h y i I h y i I= ∈ ≤ ≤ ∈ = ∈
где 0( ) ( ) .h y f y= − ϕ
Известное необходимое условие оптимальности Куна – таккера утверждает, что ( )С y   
в любой точке y S∈  при наличии условий регулярности для C в этой точке.
Аналогично множеству 0 ( )С y  определим множество 0 ( )S y .
Отметим, что применение классических условий регулярности для доказательства усло-
вия R-регулярности для множества S встречает затруднения. Покажем это на примере условия 
MFCQ. Множество ( )Cg yΛ  обобщенных множителей лагранжа определяется как множество 
векторов 10( , ) R ,
p+λ λ ∈  удовлетворяющих условию
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0 0
1
( ) ( ) 0,   0,  0,   ( ),  0,  \ ( ).
p
i i i i
i
f y h y i I y i I I y
=
λ ∇ + λ ∇ = λ ≥ λ ≥ ∈ λ = ∈∑
Известно (см. [25]), что в любой точке y S∈  множество ( )Cg yΛ  содержит ненулевые век-
торы 0( , ).λ λ  В то же время нетрудно видеть, что 0( ) ( ).Cg Sy yΛ = Λ  таким образом, MFCQ не 
может выполняться для множества S.
Рассмотрим линеаризованный касательный конус для множества S в точке :y S∈
{ }( ) ( ) | ( ), 0 .S Cy y y f y yΓ = ∈ Γ 〈∇ 〉 ≤
Поскольку ( )S yΓ  при y S∈  совпадает с конусом ( )CD y  критических направлений множе-
ства C в точке y [26], то для него имеет место ряд свойств (см. леммы 1–3 ниже), полученных 
в [26]. Введем множество индексов 
{ }( ) ( ) | ( ), 0 ( ) .D i SI y i I y h y y y y= ∈ 〈∇ 〉 = ∀ ∈ Γ
л е м м а  1. Пусть .y S∈  Тогда существует вектор ( )Sy y∈ Γ  такой, что 
0( ), 0, ( ),   ( ), 0, ( ) \ ( ).i D i Dh y y i I I y h y y i I y I y〈∇ 〉 = ∈ ∪ 〈∇ 〉 < ∈
л е м м а  2. Пусть y S∈  и ( ).С y  Тогда 0i =λ  для всех ( ) \ ( )Di I y I y∈  и 
( ) { ( ) | ( ) , 0}.CD iI y i I y y такой что    
л е м м а  3. Пусть y S∈  и ( ) .С y   Тогда 
0( ) { | ( ), 0, ( ),   ( ), 0, },
m
S i D iaff y y R h y y i I y h y y i IΓ = ∈ 〈∇ 〉 = ∈ 〈∇ 〉 = ∈  
0( ) { | ( ), 0,   ( ),   ( ), 0,  ( ) \ ( )}.S m i D i Dy y R h y y i I I y h y y i I y I yΓ = ∈ 〈∇ 〉 = ∈ ∪ 〈∇ 〉 ≤ ∈
Рассмотрим индексное множество 0( ),aSI y  т. е. множество индексов из 
0{0} ( )I y∪  таких, 
что 0( ), 0ih y y〈∇ 〉 =  для всех 
0( ),Sy y∈Γ  где под i = 0 понимается индекс, соответствующий 
ограничению 0( ) 0.h y ≤
л е м м а  4. Если 0y S∈  и 0( ) ,С y   то 0 0( ) {0} ( ).aS DI y I y= ∪
Д о к а з а т е л ь с т в о. Из включения ( ) ( )S Cy yΓ ⊂ Γ  непосредственно следует, что 
0 0( ) ( ).aD SI y I y⊂  Далее, поскольку 0( ) ,С y   то в силу леммы Фаркаша (см. [25]) 0( ), 0f y y〈∇ 〉 ≥  
для всех 0( ).Cy y∈Γ  Следовательно, 00 ( ).aSI y∈  таким образом, 0 00 ( ) ( ).aD SI y I y∪ ⊂  
Покажем, что 0 0( ) 0 ( ).aS DI y I y⊂ ∪  Допустим, что найдется индекс 
0( )aSi I y∈  такой, что i ≠ 0 
и 0( ).Di I y∉  тогда, поскольку 
0( ),aSi I y∈  то существует множитель 
0 0
0 ( ) ( ),
S Сy y    для 
которого 0.iλ >  Однако в силу леммы 2 такого 0( )С y  не существует, поскольку 0( ).Di I y∉  
Значит, все ненулевые 0( )aSi I y∈  лежат в 0( ).DI y  таким образом, 0 0( ) 0 ( ).aS DI y I y⊂ ∪
те о р е м а  2. Пусть 0y S∈  и 0( ) .С y   Тогда если система векторов 
0
0{ ( ), ( ),   ( )}i Df y h y i I I y∇ ∇ ∈ ∪  имеет постоянный ранг в некоторой окрестности точки y0, 
то множество S удовлетворяет условию R-регулярности в данной точке.
Д о к а з а т е л ь с т в о. Условие RMFCQ для множества S, обеспечивающее наличие R-регу-
лярности, можно записать в виде
0 0 0
0 0rank{ ( ),   ( )} rank{ ( ),   ( )},
a a
i S i Sh y i I I y h y i I I y∇ ∈ ∪ = ∇ ∈ ∪
что, согласно лемме 4, равносильно постоянному рангу системы 00{ ( ), ( ),   ( )}i Df y h y i I I y∇ ∇ ∈ ∪  
в окрестности y0. теорема доказана.
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П р и м е р  4. Пусть 
{ }2 2 2 01 2 2 1 1 20,   0 ,   (0,0) ,   ( ) .TC y R y y y y y f y y y= ∈ + ≤ − ≤ = = −
.
тогда 0{ }.S y=  Здесь 2 21 1 2 2 2 1 0 1 2( ) ,   ( ) ,  ( ) ( ) .h y y y h y y y h y f y y y= + = − = = −  Далее
{ } { }0 2 21 2 2 1( ) 0, 0, 0 0 ,S y y R y y y y y R yΓ = ∈ − ≤ ≤ ≥ = ∈ =
откуда 0( ) {0,1,2}.aSI y =  Проверим выполнение условий теоремы 2 в окрестности точки y0:
1
1 2
2
1 2 1
rank{ ( ), ( ), ( )} rank , , 2 const .
1 1 2
y
f y h y h y
y
 −      
∇ ∇ ∇ = = =      −      
Следовательно, множество S обладает R-регулярностью в точке y0.
П р и м е р  5. Пусть 
{ }2 2 02 2 1 1 20, 0, 1 ,   ( ) ,   (0,0) ,TC y R y y y y f y y y= ∈ ≤ − ≤ ≤ = − =
тогда 
{ }2 01 20 1, 0 ,   .S y R y y y S= ∈ ≤ ≤ = ∈
Найдем множество 
0
2 1 2 2 3( ) : 0, 1 2 0, 0.C y yΛ −λ = − + λ + λ = λ =
Отсюда 2 3 10, 1,       и в силу лемм 2 и 4 0( ) {0,1}.aSI y =  тогда
1
0 0
rank{ ( ), ( )} rank , 1 const .
1 1
f y h y
    
∇ ∇ = = =    −    
таким образом, условие теоремы 2 выполнено для множества S в точке y0.
Следовательно, множество S должно удовлетворять условию R-регулярности в точке y0. 
Проверим это. Возьмем произвольный вектор 1 2( , )
Tv v v=  из достаточно малой окрестности y0. 
Пусть вначале v1 ≤ 0. тогда
{ }2 21 2 1 2( , ) 2max , .d v S v v v v= + ≤
Однако
2
0 1 2 3 2 2 2 1 1max{0, ( ), ( ), ( ), ( )} max{0, , , , 1}h v h v h v h v v v v v v= − − − =
{ } { }22 2 1 2 1max , max , .v v v v v= + ≥
Пусть v1 ≤ 0. тогда 2( , ) ,d v S v=  в то время как для v из достаточно малой окрестности y
0 
справедливо 
{ }20 1 2 3 2 2 1 2max{0, ( ), ( ), ( ), ( )} max , .h v h v h v h v v v v v= − ≥
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