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(BV,Lp)-DECOMPOSITION, p = 1, 2, OF FUNCTIONS IN METRIC RANDOM
WALK SPACES
JOSE´ M. MAZO´N, MARCOS SOLERA AND JULIA´N TOLEDO
Abstract. In this paper we study the (BV,Lp)-decomposition, p = 1, 2, of functions in metric random
walk spaces, developing a general theory that can be applied to weighted graphs and nonlocal models in
Image Processing. We obtain the Euler-Lagrange equations of the corresponding variational problems
and their gradient flows. In the case p = 1 we also study the associated geometric problem and the
thresholding parameters.
Contents
1. Introduction and Preliminaries 1
1.1. Metric Random Walk Spaces 3
1.2. m-Perimeter 5
1.3. m-Total Variation 7
1.4. The 1-Laplacian and the Total Variation Flow in MRW Spaces 7
2. The Rudin-Osher-Fatemi Model in MRW Spaces 10
2.1. The m-ROF Model 10
2.2. The Gradient Descent Method 13
3. The m-ROF-Model with L1-fidelity term 14
3.1. The Geometric Problem 17
3.2. Thresholding Parameters 21
3.3. The Gradient Descent Method 31
References 33
1. Introduction and Preliminaries
A metric random walk space [X, d,m] is a metric space (X, d) together with a family m = (mx)x∈X of
probability measures that encode the jumps of a Markov chain. Important examples of metric random
walk spaces are: locally finite weighted connected graphs, finite Markov chains and [RN , d,mJ), with d
the Euclidean distance and
mJx(A) :=
∫
A
J(x− y)dLN (y) for every Borel set A ⊂ RN ,
where J : RN → [0,+∞[ is a measurable, nonnegative and radially symmetric function verifying
∫
J =
1. Furthermore, given a metric measure space (X, d, µ) we can obtain a metric random walk space
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[X, d,mµ,] called the -step random walk associated to µ, where
mµ,x :=
µ B(x, )
µ(B(x, ))
.
Given a noisy image f : Ω→ R on a rectangle Ω in R2, let us denote by u : Ω→ R the desired cleaned
image which is related to the original one by
f = u+ n,
when n is an additive noise. The problem of recovering u from f is ill-posed (see [4]). To handle
this problem, Rudin, Osher and Fatemi ([34]) proposed to solve the following constrained minimization
problem
Minimize
∫
Ω
|Du| with
∫
Ω
u =
∫
Ω
f,
∫
Ω
|u− f |2 = σ2. (1.1)
The first constraint corresponds to the assumption that the noise has zero mean, and the second that
its standard deviation is σ. Problem (1.1) is naturally linked to the following unconstrained problem
(ROF-model):
min
{∫
Ω
|Du|+ λ
2
‖u− f‖22 : u ∈ BV (Ω)
}
, (1.2)
for some Lagrange multiplier λ ≥ 0. Chambolle and Lions [12] proved an existence and uniqueness result
for (1.1), as well as a proof of the link between (1.1) and (1.2). The constant λ plays the role of a “scale
parameter”. By tweaking λ, a user can select the level of detail desired in the reconstructed image.
The ROF-model leads to the (BV,L2)-decomposition of f :
f = uλ + vλ, [uλ, vλ] = argmin
{∫
Ω
|Du|+ λ
2
‖v‖22 : f = u+ v
}
. (1.3)
This decomposition uses the L2-fidelity term ‖f − u‖22. An alternative variational problem based on the
L1-fidelity term ‖f − u‖1 was proposed by Alliney ([1], [2]) in one dimensional spaces and was studied
extensively by Chan, Esedoglu and Nikolova ([13], [14]):
f = uλ + vλ, [uλ, vλ] = argmin
{∫
Ω
|Du|+ λ‖v‖1 : f = u+ v
}
. (1.4)
The resulting (BV,L1) minimization differs from the (BV,L2) minimization in several important aspects
which have attracted considerable attention in recent years (see [6], [16], [17], [21], [38] and the references
therein). Let us point out that the (BV,L1) minimization is contrast invariant (see [13]), as opposed to
the (BV,L2) minimization.
The use of neighbourhood filters by Buades, Coll and Morel in [11], that was originally proposed by
P. Yaroslavsky [37], has led to an extensive literature of nonlocal models in image processing (see for
instance [8], [9], [21], [26], [27] and the references therein). The nonlocal ROF-model has the form
min
{∫
Ω×Ω
J(x− y)|u(x)− u(y)|dxdy + λ
2
‖u− f‖22 : u ∈ L2(Ω)
}
. (1.5)
On the other hand, an image can be seen as a weighted graph (see Example 1.1 (3)) where the pixels
are taken as the vertices, and the weights are related to the similarity between pixels. Depending on
the problem there are different ways to define the weights, see for instance [18], [24], [25] and [27]. The
ROF-model in a weighted graph G = (V (G), E(G),W (G)) reads as follows:
min
12 ∑
x∈V (G)
∑
y∈V (G)
|u(y)− u(x)|wxy + λ
2
∑
x∈V (G)
|u(x)− f(x)|2
∑
y∼x
wxy : u ∈ L2(G)
 . (1.6)
Problems (1.5) and (1.6) are particular cases of the following ROF-model in a metric random walk
space [X, d,m] with invariant and reversible measure ν:
min
{
1
2
∫
X
∫
X
|u(y)− u(x)|dmx(y)dν(x) + λ
2
∫
X
|u(x)− f(x)|2dν(x) : u ∈ L2(X, ν)
}
,
which is one of the motivations of this paper and we call m-ROF-model.
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Another problem we are interested in is the (BV,L1) minimization in a metric random walk space
[X, d,m], that reads as
min
{
1
2
∫
X
∫
X
|u(y)− u(x)|dmx(y)dν(x) + λ
∫
X
|u(x)− f(x)|dν(x) : u ∈ L1(X, ν)
}
,
which has as a particular case the (BV,L1) minimization in graphs.
The scale λ in the (BV,L2)-decomposition (1.3) is viewed as a parameter that dictates the separation
of the scale decomposition f = uλ + vλ. Following Meyer [32], uλ extracts the edges of f while vλ
captures textures.
In [34], to solve problem (1.1), the gradient descent method is used. This requires solving numerically
the parabolic problem 
ut = div
(
Du
|Du|
)
− λ(u− f) in (0,∞)× Ω
Du
|Du|η = 0 on (0,∞)× ∂Ω
u(0, x) = v0(x) in x ∈ Ω
(1.7)
with initial datum v0 satisfying the constraints, and then the denoised version of f is approached by the
solution as t increases. The concept of solution for problem (1.7), for which the problem is well-possed,
was given in [5]. One of our aims here is to study the adequate version of problem (1.7) in the workspace
of metric random walk spaces.
Our aim is to study the (BV,Lp)-decomposition, p = 1, 2, of functions in metric random walk spaces,
developing a general theory that can be applied to weighted graphs and nonlocal models.
1.1. Metric Random Walk Spaces. Let (X, d) be a Polish metric space equipped with its Borel σ-
algebra. A random walk m on X is a family of probability measures mx on X, x ∈ X, satisfying the two
technical conditions: (i) the measures mx depend measurably on the point x ∈ X, i.e., for any Borel set
A ⊂ X and any Borel set B ⊂ R, the set {x ∈ X : mx(A) ∈ B} is Borel; (ii) each measure mx has
finite first moment, i.e. for some (hence any) z ∈ X and for any x ∈ X one has ∫
X
d(z, y)dmx(y) < +∞
(see [33]).
A metric random walk space (or MRW space) [X, d,m] is a Polish metric space (X, d) together with a
random walk m.
Let [X, d,m] be a metric random walk space. A Radon measure ν on X is invariant for the random
walk m = (mx) if
dν(x) =
∫
y∈X
dν(y)dmy(x),
that is, for any ν-measurable set A, it holds that A is mx-measurable for ν-almost all x ∈ X, x 7→ mx(A)
is ν-measurable, and
ν(A) =
∫
X
mx(A)dν(x).
Hence, for any f ∈ L1(X, ν), it holds that f ∈ L1(X,mx) for ν-a.e. x ∈ X, x 7→
∫
X
f(y)dmx(y) is
ν-measurable, and ∫
X
f(x)dν(x) =
∫
X
(∫
X
f(y)dmx(y)
)
dν(x).
The measure ν is said to be reversible for m if moreover, the detailed balance condition
dmx(y)dν(x) = dmy(x)dν(y)
holds true. Under suitable assumptions on the metric random walk space [X, d,m], such an invariant
and reversible measure ν exists and is unique, as we will see below. Note that the reversibility condition
implies the invariance condition.
We will assume that the metric measure space (X, d) is σ-finite.
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Example 1.1. (1) Consider (RN , d,LN ), with d the Euclidean distance and LN the Lebesgue mea-
sure. Let J : RN → [0,+∞[ be a measurable, nonnegative and radially symmetric function
verifying
∫
RN J(z)dz = 1. In (R
N , d,LN ) we have the following random walk, starting at x,
mJx(A) :=
∫
A
J(x− y)dLN (y) for every Borel set A ⊂ RN .
Applying Fubini’s Theorem it is easy to see that the Lebesgue measure LN is an invariant and
reversible measure for this random walk.
In the case that Ω ⊂ RN is a closed bounded set, if, for x ∈ Ω, we define
mJ,Ωx (A) :=
∫
A
J(x− y)dy +
(∫
Rn\Ω
J(x− z)dz
)
δx(A) ∀A ⊂ Ω Borel,
we have that each mJ,Ωx is a probability measure in Ω. Moreover, it is easy to see ([30]) that
ν = LN Ω is an invariant and reversible measure for the random walk mJ,Ω = (mJ,Ωx )x∈Ω.
(2) Let K : X ×X → R be a Markov kernel on a countable space X, i.e.,
K(x, y) ≥ 0, ∀x, y ∈ X,
∑
y∈X
K(x, y) = 1 ∀x ∈ X.
Then, for
mKx (A) :=
∑
y∈A
K(x, y),
[X, d,mK ] is a metric random walk space for any metric d on X. Basic Markov chain theory
guarantees the existence of a unique stationary probability measure (also called steady state) pi
on X, that is, ∑
x∈X
pi(x) = 1 and pi(y) =
∑
x∈X
pi(x)K(x, y) ∀y ∈ X.
We say that pi is reversible for K if the following detailed balance equation
K(x, y)pi(x) = K(y, x)pi(y)
holds true for x, y ∈ X.
(3) Consider a locally finite weighted discrete graph G = (V (G), E(G)), where each edge (x, y) ∈
E(G) (we will write x ∼ y if (x, y) ∈ E(G)) has a positive weight wxy = wyx assigned. Suppose
further that wxy = 0 if (x, y) 6∈ E(G). The graph is equipped with the standard shortest path
graph distance dG, that is, dG(x, y) is the minimal number of edges connecting x and y. We will
assume that any two points are connected, i.e., that the graph is connected. For x ∈ V (G) we
define the weight at the vertex x as
dx :=
∑
y∼x
wxy =
∑
y∈V (G)
wxy,
and the neighbourhood NG(x) := {y ∈ V (G) : x ∼ y}. By definition of locally finite graph, the
sets NG(x) are finite. When wx,y = 1 for every x, y ∈ V (G), dx coincides with the degree of the
vertex x in the graph, that is, the number of edges containing vertex x.
For each x ∈ V (G) we define the following probability measure
mGx =
1
dx
∑
y∼x
wxy δy.
We have that [V (G), dG, (m
G
x )] is a metric random walk space. It is not difficult to see that the
measure νG defined as
νG(A) :=
∑
x∈A
dx, A ⊂ V (G)
is an invariant and reversible measure for this random walk.
Given a locally finite weighted graph G = (V (G), E(G)), there is a natural definition of a
Markov chain on the vertices. We define the Markov kernel KG : V (G)× V (G)→ R as
KG(x, y) :=
1
dx
wxy.
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We have that mG and mKG define the same random walk. If νG(V (G)) is finite, the unique
stationary and reversible probability measure is given by
piG({x}) := 1
νG(V (G))
∑
z∈V (G)
wxz.
In Machine Learning Theory ([19], [20]) an example of a weighted discrete graph is a point
cloud in RN , V = {x1, . . . , xn}, with edge weights wxi,xj given by
wxi,xj := η(|xi − xj |), 1 ≤ i, j ≤ n,
where the kernel η : [0,∞)→ [0,∞) is a radial profile satisfying
(i) η(0) > 0, and η is continuous at 0,
(ii) η is non-decreasing,
(iii) and the integral
∫∞
0
η(r)rNdr is finite.
(4) From a metric measure space (X, d, µ) we can obtain a metric random walk space, the so called
-step random walk associated to µ, as follows. Assume that balls in X have finite measure and
that Supp(µ) = X. Given  > 0, the -step random walk on X, starting at point x, consists in
randomly jumping in the ball of radius  around x, with probability proportional to µ; namely
mµ,x :=
µ B(x, )
µ(B(x, ))
.
Note that µ is an invariant and reversible measure for the metric random walk space [X, d,mµ,].
(5) Given a metric random walk space [X, d,m] with invariant and reversible measure ν, and given
a ν-measurable set Ω ⊂ X with ν(Ω) > 0, if we define, for x ∈ Ω,
mΩx (A) :=
∫
A
dmx(y) +
(∫
X\Ω
dmx(y)
)
δx(A) for every Borel set A ⊂ Ω,
we have that [Ω, d,mΩ] is a metric random walk space and it easy to see that ν Ω is reversible
for mΩ.
From now on we will assume that [X, d,m] is a metric random walk space with a reversible measure
ν for m.
1.2. m-Perimeter. We introduce the m-interaction between two ν-measurable subsets A and B of X
as
Lm(A,B) :=
∫
A
∫
B
dmx(y)dν(x).
Whenever Lm(A,B) <∞, by the reversibility assumption on ν with respect to m, we have
Lm(A,B) = Lm(B,A).
We define the concept of m-perimeter of a ν-measurable subset E ⊂ X as
Pm(E) = Lm(E,X \ E) =
∫
E
∫
X\E
dmx(y)dν(x).
It is easy to see that
Pm(E) =
1
2
∫
X
∫
X
|χE(y)− χE(x)|dmx(y)dν(x).
Moreover, if ν(E) < +∞, we have
Pm(E) = ν(E)−
∫
E
∫
E
dmx(y)dν(x).
Example 1.2. (1) Let [RN , d,mJ ] be the metric random walk space given in Example 1.1 (1) with
invariant measure LN . Then,
PmJ (E) =
1
2
∫
RN
∫
RN
|χE(y)− χE(x)|J(x− y)dydx,
which coincides with the concept of J-perimeter introduced in [29] (see also [28]). On the other
hand,
PmJ,Ω(E) =
1
2
∫
Ω
∫
Ω
|χE(y)− χE(x)|J(x− y)dydx.
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Note that, in general, PmJ,Ω(E) 6= PmJ (E).
(2) In the case of the metric random walk space [V (G), dG,m
G] associated to a finite weighted
discrete graph G, given A,B ⊂ V (G), Cut(A,B) is defined as
Cut(A,B) :=
∑
x∈A,y∈B
wxy = LmG(A,B),
and the perimeter of a set E ⊂ V (G) is given by
|∂E| := Cut(E,Ec) =
∑
x∈E,y∈V \E
wxy.
Consequently, we have that
|∂E| = PmG(E) for all E ⊂ V (G).
Let us now give some properties of the m-perimeter.
Proposition 1.3. Let A, B ⊂ X be ν-measurable sets with finite m-perimeter such that ν(A ∩B) = 0.
Then,
Pm(A ∪B) = Pm(A) + Pm(B)− 2Lm(A,B).
Proof. We have
Pm(A ∪B) =
∫
A∪B
(∫
X\(A∪B)
dmx(y)
)
dν(x)
=
∫
A
(∫
X\(A∪B)
dmx(y)
)
dν(x) +
∫
B
(∫
X\(A∪B)
dmx(y)
)
dν(x)
=
∫
A
(∫
X\A
dmx(y)−
∫
B
dmx(y)
)
dν(x) +
∫
B
(∫
X\B
dmx(y)−
∫
A
dmx(y)
)
dν(x),
and then, by the reversibility assumption on ν with respect to m,
Pm(A ∪B) = Pm(A) + Pm(B)− 2
∫
A
(∫
B
dmx(y)
)
dν(x).
2
Corollary 1.4. Let A, B, C be ν-measurable sets in X with pairwise ν-null intersections. Then
Pm(A ∪B ∪ C) = Pm(A ∪B) + Pm(A ∪ C) + Pm(B ∪ C)
− Pm(A)− Pm(B)− Pm(C).
Corollary 1.5 (Submodularity). Let A and B be ν-measurable sets in X. Then
Pm(A ∪B) + Pm(A ∩B) = Pm(A) + Pm(B)− 2Lm(A \B,B \A).
Consequently,
Pm(A ∪B) + Pm(A ∩B) ≤ Pm(A) + Pm(B).
Proof. By Corollary 1.4,
Pm(A ∪B) = Pm
(
(A \B) ∪ (B \A) ∪ (A ∩B))
= Pm
(
(A \B) ∪ (B \A))+ Pm(A) + Pm(B)
− Pm(A \B)− Pm(B \A)− Pm(A ∩B).
Hence,
Pm(A ∪B) + Pm(A ∩B) = Pm(A) + Pm(B)
+ Pm
(
(A \B) ∪ (B \A))− Pm(A \B)− Pm(B \A).
Now, by Proposition 1.3,
Pm
(
(A \B) ∪ (B \A))− Pm(A \B)− Pm(B \A) = −2Lm(A \B,B \A).
2
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1.3. m-Total Variation. Associated with the random walk m = (mx) and the invariant measure ν, we
define the space
BVm(X) :=
{
u : X → R ν-measurable :
∫
X
∫
X
|u(y)− u(x)|dmx(y)dν(x) <∞
}
.
We have that L1(X, ν) ⊂ BVm(X). The m-total variation of a function u ∈ BVm(X) is defined by
TVm(u) :=
1
2
∫
X
∫
X
|u(y)− u(x)|dmx(y)dν(x).
Note that
Pm(E) = TVm(χE).
Recall the definition of the generalized product measure ν⊗mx (see, for instance, [3]), which is defined
as the measure in X ×X given by
ν ⊗mx(U) :=
∫
X
∫
X
χ
U (x, y)dmx(y)dν(x) for U ∈ B(X ×X),
where one needs the map x 7→ mx(E) to be ν-measurable for any Borel set E ∈ B(X). It holds that∫
X×X
gd(ν ⊗mx) =
∫
X
∫
X
g(x, y)dmx(y)dν(x)
for every g ∈ L1(X ×X, ν ⊗mx). Therefore, we can write
TVm(u) =
1
2
∫
X
∫
X
|u(y)− u(x)|d(ν ⊗mx)(x, y).
Example 1.6. Let [V (G), dG, (m
G
x )] be the metric random walk space given in Example 1.1 (3) with
invariant measure νG. Then
TVmG(u) =
1
2
∫
V (G)
∫
V (G)
|u(y)− u(x)|dmGx (y)dνG(x)
=
1
2
∫
V (G)
1
dx
 ∑
y∈V (G)
|u(y)− u(x)|wxy
 dνG(x)
=
1
2
∑
x∈V (G)
dx
 1
dx
∑
y∈V (G)
|u(y)− u(x)|wxy
 = 1
2
∑
x∈V (G)
∑
y∈V (G)
|u(y)− u(x)|wxy.
Note that TVmG(u) coincides with the anisotropic total variation TV
1
a (u) defined in [22].
The next results are proved in [31].
Lemma 1.7. TVm is lower semi-continuous with respect to the weak convergence in L
2(X, ν).
Theorem 1.8 (Coarea formula). For any u ∈ L1(X, ν), let Et(u) := {x ∈ X : u(x) > t}. Then,
TVm(u) =
∫ +∞
−∞
Pm(Et(u)) dt.
1.4. The 1-Laplacian and the Total Variation Flow in MRW Spaces. Given a function u : X → R
we define its nonlocal gradient ∇u : X ×X → R as
∇u(x, y) := u(y)− u(x) ∀x, y ∈ X.
For a function z : X ×X → R, its m-divergence divmz : X → R is defined as
(divmz)(x) :=
1
2
∫
X
(z(x, y)− z(y, x))dmx(y).
For p ≥ 1, we define the space
Xpm(X) := {z ∈ L∞(X ×X, ν ⊗mx) : divmz ∈ Lp(X, ν)} .
8 J. M. MAZO´N, M. SOLERA, J. TOLEDO
Let u ∈ BVm(X) ∩ Lp′(X, ν) and z ∈ Xpm(X), 1 ≤ p ≤ ∞, having in mind that ν is reversible, we
have the following Green’s formula∫
X
u(x)(divmz)(x)dx = −1
2
∫
X×X
∇u(x, y)z(x, y)dν ⊗ dmx. (1.8)
In the next result we characterize TVm and the m-perimeter using the m-divergence operator. Let us
denote by sign(r) the multivalued sign function
sign(u)(x) :=
 1 if u(x) > 0,−1 if u(x) < 0,
[−1, 1] if u(x) = 0.
Consider the formal nonlocal evolution equation
ut(x, t) =
∫
X
u(y, t)− u(x, t)
|u(y, t)− u(x, t)|dmx(y), x ∈ X, t ≥ 0.
In order to study the Cauchy problem associated with this equation we will see that we can consider it
as the gradient flow in L2(X, ν) of the functional Fm : L2(X, ν)→]−∞,+∞] defined by
Fm(u) :=
 TVm(u) if u ∈ L
2(X, ν) ∩BVm(X),
+∞ if u ∈ L2(X, ν) \BVm(X),
which is convex and lower semi-continuous. The following characterizations for the subdifferential of the
functional Fm have been proved in [31, Theorem 3.3].
Theorem 1.9. Let u ∈ L2(X, ν) and v ∈ L2(X, ν). The following assertions are equivalent:
(i) v ∈ ∂Fm(u);
(ii) there exists z ∈ X2m(X), ‖z‖∞ ≤ 1 such that
v = −divmz (1.9)
and ∫
X
u(x)v(x)dν(x) = Fm(u);
(iii) there exists z ∈ X2m(X), ‖z‖∞ ≤ 1 such that (1.9) holds and
Fm(u) = 1
2
∫
X×X
∇u(x, y)z(x, y)dν ⊗ dmx;
(iv) there exists g ∈ L∞(X ×X, ν ⊗mx) antisymmetric with ‖g‖∞ ≤ 1 such that
−
∫
X
g(x, y) dmx(y) = v(x) ν − a.e x ∈ X, (1.10)
and
−
∫
X
∫
X
g(x, y)dmx(y)u(x)dν(x) = Fm(u).
(v) there exists g ∈ L∞(X ×X, ν ⊗mx) antisymmetric with ‖g‖∞ ≤ 1 verifying (1.10) and
g(x, y) ∈ sign(u(y)− u(x)) (ν ⊗mx)− a.e. (x, y) ∈ X ×X.
In [31] it is also shown that ∂Fm is a completely accretive operator (see[7]).
Remark 1.10. The next space was introduced in [32] in the continuous setting. Set
Gm(X) := {f ∈ L2(X, ν) : ∃z ∈ X2m(X) such that f = divm(z)}
and consider in Gm(X) the norm
‖f‖m,∗ := inf{‖z‖∞ : f = divm(z)}.
From the proof of [31, Theorem 3.3] we have that
‖f‖m,∗ = sup
{∣∣∣∣∫
X
f(x)u(x)dν(x)
∣∣∣∣ : u ∈ L2(X, ν), TVm(u) ≤ 1} , (1.11)
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and
∂Fm(u) =
{
v ∈ Gm(X) : ‖v‖m,∗ ≤ 1,
∫
X
u(x)v(x)dν(x) = Fm(u)
}
. (1.12)
In particular,
∂Fm(0) = {v ∈ Gm(X) : ‖v‖m,∗ ≤ 1}.
Definition 1.11. We define the multivalued operator ∆m1 in L
2(X, ν) by (u, v) ∈ ∆m1 if, and only if,
−v ∈ ∂Fm(u).
Chang, in [15], and Hein and Bu¨hler, in [23], define a similar operator in the particular case of finite
graphs.
We finish this section by recalling some concepts studied in [31] that will be used later.
Definition 1.12. A pair (λ, u) ∈ R× L2(X, ν) is called an m-eigenpair of the 1-Laplacian ∆m1 on X if
‖u‖1 = 1 and there exists ξ ∈ sign(u) such that
λ ξ ∈ −∆m1 u.
The constant λ is called m-eigenvalue and the function u is an m-eigenfunction associated to λ.
Given a function u : X → R, µ ∈ R is a median of u with respect to the measure ν if
ν({x ∈ X : u(x) < µ}) ≤ 1
2
ν(X), ν({x ∈ X : u(x) > µ}) ≤ 1
2
ν(X).
We denote by medν(u) the set of all medians of u. It is easy to see that
argmin
{∫
X
|f − c| : c ∈ R
}
= medν(f) (1.13)
and
0 ∈ medν(u) ⇐⇒ ∃ξ ∈ sign(u) such that
∫
X
ξ(x)dν(x) = 0.
Given a set Ω ⊂ X with 0 < ν(Ω) < ν(X), we denote
λmΩ :=
Pm(Ω)
ν(Ω)
,
and we define the m-Cheeger constant of Ω by
hm1 (Ω) := inf {λmE : E ⊂ Ω, E ν-measurable and ν(E) > 0} . (1.14)
A ν-measurable set E ⊂ Ω achieving the infimun in (1.14) is said to be an m-Cheeger set of Ω. Further-
more, we say that Ω is m-calibrable if it is an m-Cheeger set of itself, that is, if hm1 (Ω) = λ
m
Ω .
Definition 1.13. A Borel set B ⊂ X is said to be invariant with respect to the random walk m if
mx(B) = 1 whenever x ∈ B. An invariant probability measure ν is said to be ergodic with respect to m
if ν(B) = 0 or ν(B) = 1 for every invariant set B with respect to the random walk m.
If ν is ergodic with respect to m then (see [31])
TVm(u) = 0 ⇐⇒ u is ν-a.e. equal to a constant.
From now on we will assume that ν is finite and that 1ν(X)ν is ergodic with respect to m. See [31] for
characterizations of the ergodicity.
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2. The Rudin-Osher-Fatemi Model in MRW Spaces
2.1. The m-ROF Model. We consider the following ROF-problem
min
{
TVm(u) +
λ
2
∫
X
|u(x)− f(x)|2dν(x) : u ∈ L2(X, ν)
}
, (2.1)
for f ∈ L2(X, ν). We start by proving existence and uniqueness of the minimizer for problem (2.1) and
a characterization.
Theorem 2.1. For any f ∈ L2(X, ν) and λ > 0, there exists a unique minimizer uλ of problem (2.1).
Moreover, uλ is the unique solution of the problem
λ(u− f) ∈ ∆m1 (u). (2.2)
Consequently, uλ ∈ L2(X, ν) is the solution of problem (2.1) if, and only if, there exists g ∈ L∞(X ×
X, ν ⊗mx) antisymmetric with ‖g‖∞ ≤ 1, such that
λ(uλ − f) = divmg (2.3)
and
g(x, y) ∈ sign(uλ(y)− uλ(x)) (ν ⊗mx)− a.e. (x, y) ∈ X ×X.
Proof. Let {un}n∈N be a minimizing sequence of problem (2.1). If
Gm(u, f, λ) = TVm(u) + λ
2
‖u− f‖2L2(X,ν),
then,
α := inf
{Gm(u, f, λ) : u ∈ L2(X, ν)} = lim
n→∞Gm(un, f, λ).
Since
‖un‖2L2(X,ν) ≤ 2
(
‖un − f‖2L2(X,ν) + ‖f‖2L2(X,ν)
)
≤ 2
(
2
λ
Gm(un, f, λ) + ‖f‖2L2(X,ν)
)
,
we have that {un}n is bounded in L2(X, ν), and we can assume that, up to a subsequence,
un → uλ weakly in L2(X, ν).
Therefore, by the lower semi-continuity of the L2-norm with respect to the weak convergence and Lemma
1.7, we have that
Gm(uλ, f, λ) ≤ lim inf
n→∞ Gm(un, f, λ) = α,
and, consequently, uλ is a minimizer of problem (2.1). Uniqueness follows from the strict convexity of
‖ · ‖2L2(X,ν) and the convexity of TVm.
Since uλ is a minimizer of problem (2.1), we have that 0 ∈ ∂Gm(uλ, f, λ). Now, if Φ(u) := λ2 ‖u −
f‖2L2(X,ν), then, by [10, Corollary 2.11], we have that
∂Gm(u, f, λ) = ∂Fm(u) + ∂Φ(u),
thus
0 ∈ ∂Gm(uλ, f, λ) = ∂Fm(uλ) + λ(uλ − f),
which gives (2.2). Then, the characterization of uλ follows from Theorem 1.9. 2
Observe that, on account of (1.12), we have that uλ is the solution of problem (2.1) if, and only if,
f − uλ ∈ Gm(X),
‖f − uλ‖m∗ ≤ 1λ and
λ
∫
X
(f − uλ)uλdν = TVm(uλ).
(2.4)
As a consequence of this we have:
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Proposition 2.2. Let λ > 0 and f ∈ L2(X, ν). Then, uλ = 0 is the solution of problem (2.1) if, and
only if,
f ∈ Gm(X) and ‖f‖m,∗ ≤ 1
λ
.
For f ∈ Gm(X), if ‖f‖m,∗ > 1λ then uλ is characterized by the following two conditions
‖f − uλ‖m,∗ = 1
λ
and
λ
∫
X
(f − uλ)uλdν = TVm(uλ).
Proof. The first part follows from (2.4). Let f ∈ Gm(X) with ‖f‖m,∗ > 1λ . From (2.4) again,
‖λ(f − uλ)‖m,∗ ≤ 1 and λ
∫
X
(f − uλ)uλdν = TVm(uλ).
Now, since ‖f‖m,∗ > 1λ , we know that uλ 6≡ 0, thus, by (1.11), we have
‖λ(f − uλ)‖m,∗ ≥ λ
TVm(uλ)
∫
X
(f − uλ)uλdν = 1.
Therefore,
‖f − uλ‖m,∗ = 1
λ
,
and we conclude the proof. 2
The m-ROF-model leads to the (BV,L2)-decomposition
f = uλ + vλ , [uλ, vλ] = argmin
{
TVm(u) +
λ
2
‖v‖22 : f = u+ v
}
.
Then, from the previous results, we can rewrite:
Corollary 2.3. Let f ∈ L2(X, ν) and λ > 0. For the (BV,L2)-decomposition [uλ, vλ] of f , we have:
(i) vλ ∈ Gm(X), ‖vλ‖m∗ ≤ 1λ and λ
∫
X
vλuλdν = TVm(uλ).
(ii) uλ = 0 if, and only if, vλ = f .
(iii) For f ∈ Gm(X), if ‖f‖m,∗ > 1λ then
‖vλ‖m,∗ = 1
λ
and λ
∫
X
vλuλdν = TVm(uλ).
Remark 2.4. (i) If λ is too small then the regularization term TVm(u) is excessively penalized and the
image is over-smoothed, resulting in a loss of information in the reconstructed image. On the other hand,
if λ is too large then the reconstructed image is under-regularized and noise is left in the reconstruction.
(ii) In [35] and [36], Tadmor, Nezzar and Vese propose a multiscale decomposition in order to overcome
the difficulties observed in the previous point. In this regard, the space of functionsGm(X) is of particular
interest, since, as we have seen in Corollary 2.1, after a first decomposition [uλ, vλ] the function vλ is a
function of Gm(X) which in turn can be decomposed. The multiscale decomposition takes advantage of
this fact by taking an increasing sequence of scales λi tending to infinity and inductively applying the
(BV,L2)-decomposition with scale parameter λi+1 to vλi so that after k-steps we have
f =
k∑
i=1
uλi + vλk , ‖vλk‖m∗ ≤
1
λk
.
Remark 2.5. In [31] we have studied the total variational flow
u′(t)−∆m1 u(t) 3 0, u(0) = u0. (2.5)
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There is a formal connection between the m-ROF-model (2.1) and the total variational flow (2.5) that
can be drawn as follows. Given the initial datum u0, we consider an implicit time discretization of the
TVF (2.5) using the following iterative procedure:
un − un−1
∆t
∈ ∆m1 un n ∈ N. (2.6)
Identifying the time step ∆t in (2.6) with the regularization parameter in (2.1), that is, taking λ = 1∆t ,
we observe that each iteration in (2.6) can be equivalently approached by solving (2.1) (see (2.2)), where
we take u = un and f = un−1. In Section 2.2 we discuss how to solve the m-ROF model via the gradient
descent method.
Integrating both sides of (2.3) over X and using Green’s formula (1.8), with u = 1 and z = g, on the
right-hand side we get:
Proposition 2.6. If uλ is the unique minimizer of problem (2.1) with noisy image f then∫
X
uλ(x)dν(x) =
∫
X
f(x)dν(x).
Furthermore, we have the following Maximum Principle.
Proposition 2.7. If [ui,λ, vi,λ] is the (BV,L
2)-decomposition of fi, i = 1, 2, then
‖(u1,λ − u2,λ)+‖2 ≤ ‖(f1 − f2)+‖2. (2.7)
In particular, for c, C ∈ R, if c ≤ f ≤ C ν-a.e., and [uλ, vλ] is the (BV,L2)-decomposition of f , then
c ≤ uλ ≤ C ν − a.e.
Proof. Since λ(ui,λ − fi) ∈ ∆m1 (ui,λ), i = 1, 2, (2.7) is a direct consequence of the complete accretivity
of −∆m1 .
The second part follows from (2.7) and the fact that, for a constant k, [k, 0] is the (BV,L2)-decomposition
of f = k. 2
Remark 2.8. For the local ROF problem in RN it is well known that if f = χBr(0) then the solution is
given by
uλ =
{
0, for 0 ≤ λ ≤ 12r ,(
1− 12rλ
)
χ
Br(0), for λ >
1
2r .
For the m-ROF model studied here, where the ambient space has finite measure, there does not exist
a solution of the form cχΩ for f = χΩ, whatever non-null measurable set Ω, ν(Ω) < ν(X), is chosen.
Indeed, if such a solution exists then, by Proposition 2.6, we would have c = 1. Hence, by Theorem 2.1,
we have that
0 ∈ ∆m1 χΩ,
which is impossible since we are assuming ergodicity. However, we can have a solution of the form cχΩ
for particular functions f = χΩ + hχX\Ω, where Ω is an m-calibrable set and h satisfies∫
X\Ω
hdν = − 1
λ
Pm(Ω).
Indeed, in this case we need to solve
λ(c− 1)χΩ − λh(x)χX\Ω ∈ ∆m1 χΩ,
and this implies (see [31, Remarks 5.6 & 5.10]) that: c = 1− λmΩλ , Ω is m-calibrable, and∫
X\Ω
hdν = − 1
λ
Pm(Ω).
This is possible for f(x) = χΩ(x)− 1λmx(Ω)χX\Ω(x).
In the next result we construct a solution of (2.1) for f = bu, where u is a solution of −u ∈ ∆m1 u.
Observe that, in this case,
∫
X
fdν = 0.
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Proposition 2.9. Let λ, b > 0. If u ∈ L2(X, ν) is a solution of
−u ∈ ∆m1 u, (2.8)
then uλ =
(
b− 1λ
)+
u is a solution of (2.1) with f = bu. Conversely, if
(
b− 1λ
)
u is a solution of (2.1)
with f = bu, then u is a solution of (2.8).
Proof. Set a =
(
b− 1λ
)+
and let u be a solution of (2.8). Suppose first that b > 1λ , so that a = b − 1λ .
Then,
λ(au− bu) = −u ∈ ∆m1 (u) = ∆m1 (au).
Hence, by Theorem 2.1, we have that au is a solution of (2.1) with f = bu. Now, assume that b ≤ 1λ ,
so that a = 0. Since u is a solution of (2.8), there exists g ∈ L∞(X × X, ν ⊗mx) antisymmetric with
‖g‖∞ ≤ 1, such that
−divmg = u
and
g(x, y) ∈ sign(u(y)− u(x)) for (ν ⊗mx)− a.e. (x, y) ∈ X ×X.
If z := λbg, we have that ‖z‖∞ ≤ 1,
− 1
λ
divmz = −bdivmg = bu,
and
z(x, y) ∈ sign(0) for (ν ⊗mx)− a.e. (x, y) ∈ X ×X.
Therefore,
−λbu ∈ ∂Fm(0),
and, by Theorem 2.1, we have that 0 is a solution of (2.1) with f = bu.
Suppose now that au is a solution of (2.1) with f = bu, and b−a = 1λ , then, by Theorem 2.1, we have
−λ(au− bu) ∈ ∂Fm(au).
Hence, u is a solution of (2.8). 2
2.2. The Gradient Descent Method. As in [34], to solve problem (2.1), one can use the gradient
descent method. For this, one needs to solve the Cauchy problem vt ∈ ∆
m
1 v(t)− λ(v(t)− f) in (0, T )×X
v(0, x) = v0(x) in x ∈ X,
(2.9)
with v0 satisfying ∫
Ω
v0 =
∫
Ω
f.
Now, problem (2.9) can be rewritten as the following abstract Cauchy problem in L2(X, ν):
v′(t) + ∂Gm(v(t), f, λ) 3 0, v(0) = v0. (2.10)
Then, since Gm(·, f, λ) is convex and lower semi-continuous, by the theory of maximal monotone op-
erators ([10]), we have that, for any initial data v0 ∈ L2(X, ν), problem (2.10) has a unique strong
solution. Therefore, if we define a solution of problem (2.9) as a function v ∈ C(0, T ;L2(X, ν)) ∩
W 1,1loc (0, T ;L
2(X, ν)) such that v(0, x) = v0(x) for ν-a.e. x ∈ X and satisfying
λ(v(t)− f) + vt(t) ∈ ∆m1 (v(t)) for almost every t ∈ (0, T ),
we have the following existence and uniqueness result.
Theorem 2.10. For every v0 ∈ L2(X, ν) there exists a unique strong solution of the Cauchy problem (2.9)
in (0, T ) for any T > 0. Moreover, we have the following contraction and maximum principles in any
Lq(X, ν)–space, 1 ≤ q ≤ ∞:
‖(v(t)− w(t))+‖q ≤ ‖(v0 − w0)+‖q ∀ 0 < t < T, (2.11)
for any pair of solutions v, w of problem (2.9) with initial data v0, w0 and noisy images f and fˆ , with
f ≤ fˆ , respectively.
Note that the contraction principle (2.11) in any Lq-space follows from the fact that the operator
∂Gm(·, f, λ) is completely accretive.
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Theorem 2.11. For f ∈ L2(X, ν), let (Tλ(t))t≥0 be the semigroup solution of the Cauchy problem (2.9).
Then, for every v0 ∈ L2(X, ν), we have
‖Tλ(t)v0 − uλ‖2 ≤ ‖v0 − uλ‖2 e−λt for all t ≥ 0, (2.12)
where uλ is the unique minimizer of problem (2.1) with this same f .
Proof. If v(t) := Tλ(t)v0, we have
vt + λ(v(t)− f) ∈ ∆m1 (v(t)),
and, by Theorem 2.1,
λ(uλ − f) ∈ ∆m1 (uλ).
Now, since −∆m1 is a monotone operator in L2(X, ν), we get∫
X
(v(t)− uλ)(−vt − λ(v(t)− f)− (−λ(uλ − f))dν ≥ 0,
from where it follows that
1
2
d
dt
∫
X
(v(t)− uλ)2dν + λ
∫
X
(v(t)− uλ)2dν ≤ 0.
Then, integrating this ordinary differential inequality, we obtain (2.12). 2
Proposition 2.12. Let (Tλ(t))t≥0 be the semigroup solution of the Cauchy problem (2.9) and let v0 ∈
L2(X, ν) satisfying
∫
X
v0dν =
∫
X
fdν. Then,∫
X
Tλ(t)v0dν =
∫
X
fdν for all t ≥ 0.
Proof. If v(t) := Tλ(t)v0, we have
0 ∈ λ(v(t)− f) + vt −∆m1 v(t).
Integrating and having in mind that
∫
X
v0dν =
∫
X
f dν, we get
λ
∫ t
0
∫
X
v(s)dνds− λt
∫
X
fdν +
∫
X
v(t)dν −
∫
X
fdν = 0.
Then, the function
z(t) :=
∫ t
0
∫
X
v(s)dνds,
verifies  z′(t) + λz(t) = λt
∫
X
fdν +
∫
X
fdν
z(0) = 0,
whose unique solution is z(t) = t
∫
X
fdν. Hence∫
X
v(t)dν =
∫
X
fdν.
2
3. The m-ROF-Model with L1-fidelity term
We will study in this section the ROF-model with L1-fidelity term, that is, given f ∈ L1(X, ν) we will
study the minimization of the energy given by the sum of the total variation and the L1-fidelity term:
Em(u, f, λ) := TVm(u) + λ
∫
X
|u− f |dν.
Let us call
Em(f, λ) := inf
u∈L1(X,ν)
Em(u, f, λ).
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We introduce the following notation to denote the set of minimizers of Em(·, f, λ) for a given function
f ∈ L1(X, ν) and λ ≥ 0:
M(f, λ) =
{
uλ ∈ L1(X, ν) : Em(uλ, f, λ) = Em(f, λ)
}
.
Note that, in general, it is possible that M(f, λ) = ∅.
We have the following Maximun Principle.
Proposition 3.1. Let c, C ∈ R, and assume that c ≤ f ≤ C ν-a.e. Then
c ≤ uλ ≤ C ν − a.e. ∀uλ ∈M(f, λ).
Proof. Obviously, we have that TVm(uλ ∧ C) ≤ TVm(uλ) and |(uλ ∧ C)− f | ≤ |uλ − f |. Hence,
TVm(uλ ∧ C) + λ‖(uλ ∧ C)− f‖1 ≤ TVm(uλ) + λ‖uλ − f‖1.
Therefore, uλ ∧ C = uλ. Similarly, it follows that uλ ∨ c = uλ. 2
Proposition 3.2. For f ∈ L∞(X, ν) there exists (at least) one minimizer of the variational problem
min
u∈L1(X,ν)
Em(u, f, λ). (3.1)
Proof. Let us proceed by the direct method of the calculus of variations. Let {un} be a minimizing
sequence. By the maximum principle (Proposition 3.1), {un} is bounded in L∞, then, by Dunford-Pettis
compactness criterium, there exists a subsequence of {un} weakly convergent in L1. Hence, by using the
weakly lower semicontinuity of Em(., f, λ) we conclude. 2
Remark 3.3. Let p > 1. If (m, ν) satisfies a p-Poincare´ inequality (see [31]), that is,
‖u‖Lp(X) ≤ c
(∫
X
∫
X
|u(y)− u(x)|dmx(y)dν(x) +
∣∣∣∣∫
X
u dν
∣∣∣∣) ∀u ∈ Lp(X, ν),
then we can proceed as above to get the existence result for any datum f ∈ L1(X, ν). In fact, if {un}n∈N
is a minimizing sequence, by the p-Poincare´ inequality we have that {‖un‖p} is bounded, say by M .
Then, since p > 1, ∫
|un|≥δ
|un|dν ≤
∫
|un|≥δ
|un| |un|
p−1
δp−1
dν ≤ ν(X) M
p
δp−1
,
hence, by Dunford-Pettis compactness criterium, there exists a subsequence of {un} weakly convergent
in L1.
Therefore, in general, for the existence with data in L1(X, ν), we need the following compactness
property:
Definition 3.4. Let [X, d,m] be a metric random walk space with reversible measure ν. We say that
[X, d,m] is ν-compact if, given {un}n ⊂ L1(X, ν) such that {TVm(un) : n ∈ N} is bounded, there exists
a subsequence {unk}k∈N weakly convergent in L1(X, ν).
Note that the set M(f, λ) can have several elements. Due to the convexity and the lower semi-
continuity of the energy functional Em(·, f, λ) we have that
the set M(f, λ) is closed and convex in L1(X, ν).
Remark 3.5. Similarly to [13, Claims 4 & 5], if λ2 > λ1 ≥ 0, then
‖uλ1 − f‖1 ≥ ‖uλ2 − f‖1, for uλi ∈M(f, λi), i = 1, 2,
and the set
Λ(f) :=
{
λ : inf
u∈M(f,λ)
‖u− f‖1 < sup
u∈M(f,λ)
‖u− f‖1
}
is at most countable.
Proposition 3.6. Em(f, λ) is Lipschitz continuous with respect to λ.
16 J. M. MAZO´N, M. SOLERA, J. TOLEDO
Proof. Since Em(f, λ) is defined as the pointwise infimum of a collection of increasing and linear functions
in λ, we have that Em(f, λ) is increasing and concave in λ. This, together with the fact that
Em(f, λ) ≤ Em(0, f, λ) = λ‖f‖1 ,
gives the desired property. 2
Lemma 3.7. Let Ω be a ν-measurable set. Then
uλ ∈M(χΩ, λ) ⇐⇒ χX − uλ ∈M(χX\Ω, λ).
Proof. This follows easily since
Em(u, χΩ, λ) = Em(χX − u, χX\Ω, λ).
2
In the next result we obtain the Euler-Lagrange equation of the variational problem (3.1).
Theorem 3.8. Assume that f ∈ L2(X, ν) and let λ > 0. Then, uλ ∈ M(f, λ) if, and only if, there
exists ξ ∈ sign(uλ − f) such that
λξ ∈ ∆m1 (uλ).
Proof. We have that Em(u, f, λ) = Fm(u) + λGf (u), with
Gf (u) :=
∫
X
|u− f |dν.
Moreover, uλ ∈M(f, λ) if, and only if, 0 ∈ ∂Em(uλ, f, λ). Now, by [10, Corollary 2.11], we have that
∂Em(u) = ∂Fm(u) + λ∂Gf (u),
and then
uλ ∈M(f, λ) ⇐⇒ 0 ∈ ∂Fm(uλ) + λ∂Gf (uλ).
Now, it is not difficult to see that
v ∈ ∂Gf (uλ) ⇐⇒ v ∈ sign(uλ − f).
Therefore,
uλ ∈M(f, λ) ⇐⇒ there exists ξ ∈ sign(uλ − f) such that λξ ∈ ∆m1 (uλ).
2
Remark 3.9. As a consequence of Theorem 3.8 and Theorem 1.9, we have that:
uλ ∈ M(f, λ) if, and only if, there exists ξ ∈ sign(uλ − f) and g ∈ L∞(X ×X, ν ⊗mx) antisymmetric
with ‖g‖∞ ≤ 1 satisfying∫
X
g(x, y) dmx(y) = λξ(x) for ν − a.e x ∈ X, and
g(x, y) ∈ sign(uλ(y)− uλ(x)) for (ν ⊗mx)− a.e. (x, y) ∈ X ×X.
The (BV,L1)-decomposition is contrast invariant (see [16] for the continuous case):
Corollary 3.10. Let T : R → R be a nondecreasing function. Then, if uλ ∈ M(f, λ), we have that
T (uλ) ∈M(T (f), λ).
Proof. Given uλ ∈M(f, λ) we have that, by Theorem 3.8, there exists ξ ∈ sign(uλ − f) such that
λξ ∈ ∆m1 (uλ).
Then, since T is nondecreasing, we have that ξ ∈ sign(T (uλ)− T (f)) and
λξ ∈ ∆m1 (T (uλ)).
Therefore, applying again Theorem 3.8, we get T (uλ) ∈M(T (f), λ). 2
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By the coarea and the “layer cake” formulas, the following holds:∫
X
|u− f |dν =
∫ +∞
−∞
ν({x : u(x) > t} 4 {x : f(x) > t})dt,
where A4 B := (A \ B) ∪ (B \ A). Consequently, we can reformulate the energy functional Em(·, f, λ)
in a geometric form as energies over the level sets of u. This shows that, like in the local case (see [13,
Proposition 5.1]), the ROF model with L1-fidelity term seemingly separates the level sets of an image
from each other, almost allowing us to treat them independently:
Theorem 3.11. The energy functional Em(u, f, λ) can be rewritten as follows:
Em(u, f, λ) =
∫ +∞
−∞
(
Pm(Et(u)) + λν(Et(u)4 Et(f))
)
dt.
In the case f = χΩ, by the Maximum Principle (Proposition 3.1), we have
Em(u, χΩ, λ) =
∫ 1
0
(
Pm(Et(u)) + λν(Et(u)4 Ω)
)
dt. (3.2)
3.1. The Geometric Problem. Given a ν-measurable set F ⊂ X, we consider the geometric functional
EGm(A,F, λ) := Pm(A) + λν(A4 F ).
In view of Theorem 3.11, given f ∈ L1(X, ν), one may consider the family of geometric problems
P (f, t, λ) : inf
A∈B(X)
EGm(A,Et(f), λ), t ∈ R, (3.3)
where B(X) is the family of Borel subsets of X. By Theorem 3.11, we can see that a minimizer of
EGm(A,F, λ), A ∈ B(X), always exists:
Theorem 3.12. Let F ⊂ X be a non-null ν-measurable set. Let uλ be a minimizer of Em(., χF , λ).
Then, for almost every t ∈]0, 1[, Et(uλ) is a minimizer of EGm(., F, λ), and, moreover,
min
A∈B(X)
EGm(A,F, λ) = min
u∈L1(X,ν)
Em(u, χF , λ).
Proof. Since χF ∈ L∞(X, ν), by Proposition 3.2, we have that there exists uλ such that
Em(uλ, χF , λ) = min
u∈L1(X,ν)
Em(u, χF , λ).
Now, by Theorem 3.11,∫ 1
0
EGm(Et(uλ), F, λ)dt = Em(uλ, χF , λ) ≤ inf
A∈B(X)
Em(χA, χF , λ) = inf
A∈B(X)
EGm(A,F, λ),
hence, for a.e. t ∈]0, 1[,
EGm(Et(uλ), F, λ) = inf
A∈B(X)
EGm(A,F, λ),
which concludes the proof. 2
Duval, Aujol and Gousseau in [17] show that, for the continuous case, problems (3.1) and (3.3) are
equivalent. Following the ideas of the proof of [17, Theorem 4.2], on account of the submodularity proved
in Corollary 1.5 for the m-perimeter, and of Theorem 3.12, we can obtain a similar result.
Theorem 3.13. Let f ∈ L1(X, ν). The following assertions are equivalent:
(i) u is a solution of Problem (3.1).
(ii) Almost every level set Et(u) is a solution of (3.3).
In [17, Proposition 5.5] it is also shown that at points where the boundary of a minimizer of the
geometric problem for datum F and fidelity parameter λ does not coincide with the boundary of F , the
mean curvature is ±λ. Let us see that there is a nonlocal counterpart. For this we recall the concept of
m-mean curvature introduced in [31].
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Definition 3.14. Let E ⊂ X be ν-measurable. For a point x ∈ X we define the m-mean curvature of
∂E at x as
Hm∂E(x) :=
∫
X
(χX\E(y)− χE(y))dmx(y).
Observe that
Hm∂E(x) = −Hm∂(X\E)(x), (3.4)
and
Hm∂E(x) = 1− 2
∫
E
dmx(y).
Proposition 3.15. Let F ⊂ X be a ν-measurable set with 0 < ν(F ) < ν(X), and let E be a minimizer
of EGm(·, F, λ). Let A ⊂ X be a non-null ν-measurable set, we have:
(1) For ν(A ∩ F ) = 0,
(i) if ν(A \ E) > 0,
1
ν(A \ E)
∫
A\E
Hm∂E(x)dν(x) ≥ −λ +
1
ν(A \ E)
∫
A\E
mx(A \ E)dν(x) ≥ −λ
(ii) if ν(A ∩ E) > 0,
1
ν(A ∩ E)
∫
A∩E
Hm∂E(x)dν(x) ≤ −λ −
1
ν(A ∩ E)
∫
A∩E
mx(A ∩ E)dν(x) ≤ −λ.
(2) For ν(A \ F ) = 0,
(i) if ν(A \ E) > 0,
1
ν(A \ E)
∫
A\E
Hm∂E(x)dν(x) ≥ λ +
1
ν(A \ E)
∫
A\E
mx(A \ E)dν(x) ≥ λ.
(ii) if ν(A ∩ E) > 0,
1
ν(A ∩ E)
∫
A∩E
Hm∂E(x)dν(x) ≤ λ −
1
ν(A ∩ E)
∫
A∩E
mx(A ∩ E)dν(x) ≤ λ.
Proof. (i): Since E is a minimizer of EGm(·, F, λ) we have that
Pm(E) + λν(E4F ) ≤ Pm(E ∪A) + λν((E ∪A)4F ).
In other words,∫
E
∫
X\E
dmx(y)dν(x)−
∫
E∪A
∫
X\(E∪A)
dmx(y)dν(x) ≤ λ (ν((E ∪A)4F )− ν(E4F )) ,
but
ν((E ∪A)4F )− ν(E4F ) =
 ν(A \ E) if ν(A ∩ F ) = 0,−ν(A \ E) if ν(A \ F ) = 0;
and ∫
E
∫
X\E
dmx(y)dν(x)−
∫
E∪A
∫
X\(E∪A)
dmx(y)dν(x)
=
∫
E
∫
A\E
dmx(y)dν(x)−
∫
A\E
∫
X\E
dmx(y)dν(x) +
∫
A\E
∫
A\E
dmx(y)dν(x)
=
∫
A\E
∫
E
dmx(y)dν(x)−
∫
A\E
∫
X\E
dmx(y)dν(x) +
∫
A\E
∫
A\E
dmx(y)dν(x)
= −
∫
A\E
Hm∂E(x)dν(x) +
∫
A\E
mx(A \ E)dν(x).
Consequently:
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(1) If ν(A ∩ F ) = 0, then
1
ν(A \ E)
∫
A\E
Hm∂E(x)dν(x) ≥ −λ +
1
ν(A \ E)
∫
A\E
mx(A \ E)dν(x).
(2) If ν(A \ F ) = 0, then
1
ν(A \ E)
∫
A\E
Hm∂E(x)dν(x) ≥ λ +
1
ν(A \ E)
∫
A\E
mx(A \ E)dν(x).
(ii): These statements follow from (i) by (3.4) and by taking into account that, since Pm(E) =
Pm(X \ E) and E4F = (X \ E)4(X \ F ), E is a minimizer for EGm(·, F, λ) if, and only if, X \ E is a
minimizer for EGm(·, X \ F, λ), and, further, that A ∩ F = A \ (X \ F ) and A ∩ (X \ F ) = A \ F . 2
Corollary 3.16. Let [X, d,m] be the metric random walk space associated to a connected and weighted
discrete graph, and let E, F and λ as in the hypothesis of Proposition 3.15. Then
(1)
λ ≤ −Hm∂E(x)−
wx,x
dx
for every x ∈ E \ F, (3.5)
and
λ ≤ Hm∂E(x)−
wx,x
dx
for every x ∈ F \ E. (3.6)
(2)
λ ≥ Hm∂E(x) +
wx,x
dx
for every x ∈ E ∩ F,
and
λ ≥ −Hm∂E(x) +
wx,x
dx
for every x ∈ X \ (E ∪ F ).
Proof. (1): If E \ F 6= ∅ let x ∈ E \ F and take A = {x}, so that A ∩ E = A. Note that ν(A) > 0 since
[X, d,m] is connected. Then, since A ∩ F = ∅, by Proposition 3.15 (1)(ii), we get
1
ν({x})
∫
{x}
Hm∂E(y)dν(y) ≤ −λ−
1
ν({x})
∫
{x}
my({x})dν(y).
That is, Hm∂E(x) ≤ −λ−mx({x}) for every x ∈ E\F, which gives (3.5). Now, (3.6) can be obtained with a
similar argument by using Proposition 3.15 (2)(i), or as follows: since E is a minimizer for EGm(·, F, λ) then
X \E is a minimizer for EGm(., X \F, λ). Consequently, from (3.5), Hm∂(X\E)(x) ≤ −λ− wx,xdx for every x ∈
(X \ E) \ (X \ F ), that is, since Hm∂(X\E)(x) = −Hm∂E(x), Hm∂E(x) ≥ λ+ wx,xdx for every x ∈ F \ E. The
proof of (2) is similar. 2
With this results at hand, we obtain a priori estimates on the λ for which a set E can be a minimizer
of EGm(·, F, λ). Indeed, we must try with λ such that
max
{
sup
x∈F∩E
(
Hm∂E(x) +
wx,x
dx
)
, sup
x/∈F∪E
(
−Hm∂E(x) +
wx,x
dx
)}
≤ λ
≤ min
{
inf
x∈E\F
(
−Hm∂E(x)−
wx,x
dx
)
, inf
x∈F\E
(
Hm∂E(x)−
wx,x
dx
)}
.
Definition 3.17. Let (X, d, ν) be a metric measure space. For a ν-measurable subset E ⊂ X we will
write x ∈ ∂νE if
ν(B(x) ∩ E) > 0 and ν(B(x) \ E) > 0 for every  > 0.
Corollary 3.18. Let Ω be a bounded domain in Rn and let m = mJ,Ω be the random walk given in
Example 1(1). Suppose further that supp(J) = Br(0). Let E, F and λ as in the hypothesis of Proposition
3.15 and suppose that ∂LNE is not empty. Let x ∈ ∂LNE.
(i) If there is a neighbourhood V ⊂ Ω of x such that LN (V ∩ F ) = 0 then LN (Br(x) \ Ω) = 0 and
Hm∂E(x) = −λ.
20 J. M. MAZO´N, M. SOLERA, J. TOLEDO
(ii) If there is a neighbourhood V ⊂ Ω of x such that LN (V \ F ) = 0 then LN (Br(x) \ Ω) = 0 and
Hm∂E(x) = λ.
Consequently, if LN (Br(x) \ Ω) > 0 then x ∈ ∂LNF .
Observe that we can rewrite this result as follows:
Let Ω be a bounded domain in Rn and m = mJ,Ω be the random walk given in Example 1(1), and let
E, F and λ as in the hypothesis of Proposition 3.15. For x ∈ ∂LNE, either x ∈ ∂LNF or, if x /∈ ∂LNF ,
then Hm∂E(x) = ±λ.
Proof. (i): Let x ∈ ∂LNE such that we can find a neighbourhood V ⊂ Ω of x with LN (V ∩F ) = 0. Then,
for  > 0 small enough, we have that B(x) ⊂ Ω and ν(B(x) ∩ F ) = 0. Hence, by Proposition 3.15 (1)
with A = B(x) and recalling the definition of m
J,Ω,
1
LN (B(x) \ E)
∫
B(x)\E
(∫
Ω\E
J(z − y)dy −
∫
E
J(z − y)dy
)
dz
≥ −λ+ 1LN (B(x) \ E)
∫
B(x)\E
(∫
B(x)\E
J(z − y)dy +
∫
RN\Ω
J(z − y)dy
)
dz
≥ −λ+ 1LN (B(x) \ E)
∫
B(x)\E
(∫
RN\Ω
J(z − y)dy
)
dz,
and
1
LN (B(x) ∩ E)
∫
B(x)∩E
(∫
Ω\E
J(z − y)dy −
∫
E
J(z − y)dy
)
dz
≤ −λ − 1LN (B(x) ∩ E)
∫
B(x)∩E
(∫
B(x)∩E
J(z − y)dy +
∫
RN\Ω
J(z − y)dy
)
dz
≤ −λ − 1LN (B(x) ∩ E)
∫
B(x)∩E
(∫
RN\Ω
J(z − y)dy
)
dz.
Now, since, z 7→
∫
Ω\E
J(z − y)dy −
∫
E
J(z − y)dy and z 7→
∫
RN\Ω
J(z − y)dy are continuous, we get, by
letting  tend to 0 in the above inequalities, that
−λ−
∫
RN\Ω
J(x− y)dy ≥
∫
Ω\E
J(x− y)dy −
∫
E
J(x− y)dy
≥ −λ+
∫
RN\Ω
J(x− y)dy.
Now, this implies that
∫
RN\Ω
J(x− y)dy = 0, and
Hm∂E(x) =
∫
Ω\E
J(x− y)dy −
∫
E
J(x− y)dy = −λ.
A similar proof using Proposition 3.15 (2) gives (ii). 2
Definition 3.19. Let [X, d,m] be a metric random walk space and x ∈ X. The random walk m has the
strong-Feller property at x if
lim
y→xmy(E) = mx(E) for every ν-measurable set E.
Note that the examples of metric random walk spaces given in Example 1.1 (1–3) have the strong-
Feller property. Consequently, some of the results of Corollary 3.18 will follow from the following results.
However, since part of the Corollary is particular to the mJ,Ω random walk and, moreover, this random
walk is of special importance in our development, we give these results separately.
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Lemma 3.20. Let [X, d,m] be a metric random walk space with invariant measure ν, and let x ∈ X.
Suppose that the random walk has the strong-Feller property at x, then, for a sequence of ν-measurable
sets An ⊂ B(x, 1n ) with ν(An) > 0, n ∈ N, we have:
lim
n→∞
1
ν(An)
∫
An
my(E)dν(y) = mx(E) for any ν-measurable set E ⊂ X.
In particular,
lim
n→∞
1
ν(An)
∫
An
Hm∂E(y)dν(y) = H
m
∂E(x) for any ν-measurable set E ⊂ X.
Proof. Let E ⊂ X be a ν-measurable set. Since the random walk has the strong-Feller property at x,
there exists n0 ∈ N such that |my(E) − mx(E)| < ε for every y ∈ B(x, 1n0 ). Then, for n ≥ n0, since
An ⊂ B(x, 1n ), we have∣∣∣∣ 1ν(An)
∫
An
my(E)dν(y)−mx(E)
∣∣∣∣ ≤ 1ν(An)
∫
An
|my(E)−mx(E)|dν(y) < ε.
2
Proposition 3.21. Let [X, d,m] be a metric random walk space with reversible measure ν. Let E, F
and λ as in the hypothesis of Proposition 3.15. Let x ∈ ∂νE and suppose that the random walk has the
strong-Feller property at x. The following holds:
(1) If there is a neighbourhood V of x such that ν(V ∩ F ) = 0, then
Hm∂E(x) = −λ.
(2) If there is a neighbourhood V of x such that ν(V \ F ) = 0, then
Hm∂E(x) = λ.
In particular, if [X, d,m] has the strong-Feller property, then
(1)
Hm∂E(x) = −λ for every x ∈ ∂νE ∩ int(X \ F ).
(2)
Hm∂E(x) = λ for every x ∈ ∂νE ∩ int(F ).
Proof. The proof follows by Proposition 3.15 and Lemma 3.20. Indeed, let us prove (1). Take An =
B(x, 1n ) \E, then, since x ∈ ∂νE we have that ν(An) > 0, and, moreover, since V is a neighbourhood of
x, ν(An ∩ F ) ≤ ν(V ∩ F ) = 0 for n large enough. Therefore, by (1)(i) in Proposition 3.15, we have
1
ν(An)
∫
An
Hm∂E(y)dν(y) ≥ −λ for n large enough,
and taking limits when n→∞, by Lemma 3.20, we get that Hm∂E(x) ≥ −λ.
To prove the opposite inequality we proceed equally by taking An = B(x,
1
n )∩E and using (1)(ii) in
Proposition 3.15. 2
3.2. Thresholding Parameters. In the local case it is well known (see [13]) that for f = χBr(0) the
solution uλ of problem (1.4) is given by:
(i) uλ = 0 if 0 ≤ λ ≤ 2r ,
(ii) uλ = cχBr(0) with 0 ≤ c ≤ 1 if λ = 2r ,
(iii) uλ = χBr(0) if λ ≥ 2r .
In [17, Proposition 5.2] it is shown that this thresholding property holds true for a large class of calibrable
sets in R2. Our goal now is to show that there is also a thresholding property in the nonlocal case treated
here.
For a constant c, we will abuse notation and denote the constant function cχX by c whenever this is
not misleading.
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Lemma 3.22. Let λ0 > 0.
(i) If f ∈M(f, λ0) then
{f} = M(f, λ) ∀λ > λ0.
(ii) If c ∈M(f, λ0), c ≥ 0 constant, then c ∈ medν(f),
medν(f) ⊂M(f, λ0),
and
medν(f) = M(f, λ) ∀0 < λ < λ0.
(iii) If u ∈ M(f, λ0) and u ∈ M(f, λ1) for some u ∈ L1(X, ν) and λ0 < λ1, then u ∈ M(f, λ) for every
λ0 ≤ λ ≤ λ1.
Proof.
(i): Take λ > λ0, then, for any u ∈ L1(X, ν) such that ν({u 6= f}) > 0, we have
Em(f, f, λ) = TVm(f) = Em(f, f, λ0) ≤ Em(u, f, λ0) < Em(u, f, λ).
(ii): Since c ∈ M(f, λ0) we have that, by Theorem 3.8, there exists ξ ∈ sign(c − f) and g ∈ L∞(X ×
X, ν ⊗mx) antisymmetric with ‖g‖∞ ≤ 1 satisfying∫
X
g(x, y) dmx(y) = λ0ξ(x) for ν − a.e x ∈ X and
g(x, y) ∈ sign(0) for (ν ⊗mx)− a.e. (x, y) ∈ X ×X.
Then, ∫
X
ξdν(x) =
1
λ0
∫
X
∫
X
g(x, y) dmx(y)dν(x) = 0,
so that 0 ∈ medν(c−f), which is equivalent to c ∈ medν(f). Now, for λ < λ0, taking gλ(x, y) = λλ0 g(x, y)
we obtain that
c ∈M(f, λ).
Furthermore, by (1.13), for any other m ∈ medν(f) and any λ > 0,
E(c, f, λ0) = λ
∫
X
|c− f |dν = λ
∫
X
|m− f |dν = E(m, f, λ),
so that
medν(f) ⊂M(f, λ0), ∀0 < λ < λ0.
Now, let m ∈ medν(f), for any constant function k /∈ medν(f), by (1.13) we have that∫
X
|k − f |dν >
∫
X
|m− f |dν
so k /∈M(f, λ) for every λ > 0.
Suppose then that there exists some nonconstant function u, such that u ∈ M(f, λ) for 0 < λ < λ0.
Since ν is ergodic with respect to m we have that TVm(u) > 0, thus
E(u, f, λ) ≤ E(m, f, λ)
implies that ∫
X
|u− f |dν <
∫
X
|m− f |
and, therefore,
E(u, f, λ0) = E(u, f, λ) + (λ0 − λ)
∫
X
|u− f |dν <
< E(m, f, λ) + (λ0 − λ)
∫
X
|m− f |dν = E(m, f, λ0)
which is a contradiction. Consequently,
medν(f) = M(f, λ) ∀0 < λ < λ0.
(iii) Follows easily. 2
(BV,Lp)-DECOMPOSITION OF FUNCTIONS IN METRIC RANDOM WALK SPACES 23
Proposition 3.23. Let (λ0, u0) be an m-eigenpair of the 1-Laplacian ∆
m
1 on X with λ0 > 0. Then,
0 ∈ medν(u0) and 
medν(u0) = M(u0, λ) if 0 < λ < λ0,
{cu0 : 0 ≤ c ≤ 1} ∪medν(u0) ⊂M(u0, λ0)
{u0} = M(u0, λ) if λ > λ0.
Proof. Since (λ0, u0) is an m-eigenpair of the 1-Laplacian ∆
m
1 with λ0 > 0, we have that 0 ∈ medν(u0)
(see [31, Corollary 6.11]). Furthermore, by the definition of m-eigenpair, we have that
there exists ξ0 ∈ sign(u0) such that − λ0ξ0 ∈ ∆m1 (u0).
Hence, for 0 < c ≤ 1, ξ := −ξ0 ∈ sign(cu0 − u0) and λ0ξ ∈ ∆m1 (u0) = ∆m1 (cu0), which implies that
cu0 ∈M(u0, λ0). Moreover, since TVm(u0) = λ0 (see [31, Remark 6.2]) and ‖u0‖1 = 1, we have that
E(u0, u0, λ0) = λ0 = E(0, u0, λ0).
Consequently, by Lemma 3.22, we get the rest of the thesis. 2
In [31, Proposition 6.12] we showed that if (λ0, u0) is an m-eigenpair of the 1 - Laplacian ∆
m
1 then(
λ0,
1
ν(E0(u))
χ
E0(u)
)
is also an m-eigenpair of ∆m1 , where E0(u) is the upper 0-level set of u. Moreover
E0(u) is an m-calibrable set and λ0 = λ
m
E0(u)
. Then, as a consequence of the previous result we obtain
the following.
Corollary 3.24. Let Ω ⊂ X be a ν-measurable set such that
(
λmΩ ,
1
ν(Ω)
χΩ
)
is an m-eigenpair, then
(i) if ν(Ω) < 12ν(X), 
{0} = M(χΩ, λ) if 0 < λ < λmΩ ,
{cχΩ : 0 ≤ c ≤ 1} ⊂M(χΩ, λmΩ )
{χΩ} = M(χΩ, λ) if λ > λmΩ ;
(ii) if ν(Ω) = 12ν(X),
{c : 0 ≤ c ≤ 1} = M(χΩ, λ) if 0 < λ < λmΩ ,
{cχΩ + dχX\Ω : 0 ≤ d ≤ c ≤ 1} ⊂M(χΩ, λmΩ )
{χΩ} = M(χΩ, λ) if λ > λmΩ .
Proof. Note that, since
(
λmΩ ,
1
ν(Ω)
χ
Ω
)
is an m-eigenpair, ν(Ω) ≤ 12ν(X). Now, if ν(Ω) < 12ν(X), then
medν(χΩ) = {0}, and, if ν(Ω) = 12ν(X), then medν(χΩ) = {c : 0 ≤ c ≤ 1}. Consequently, the result
follows by Proposition 3.23 and Corollary 3.10 with T (r) = ν(Ω)r. In the case that ν(Ω) = 12ν(X) we
have
{cχΩ : 0 ≤ c ≤ 1} ∪ {c : 0 ≤ c ≤ 1} ⊂M(χΩ, λmΩ ),
hence, since M(χΩ, λ
m
Ω ) is convex, we get that
{cχΩ + dχX\Ω : 0 ≤ d ≤ c ≤ 1} ⊂M(χΩ, λmΩ ).
2
Proposition 3.25. Let Ω be a ν-measurable set with 0 < ν(Ω) < ν(X). If χΩ ∈ M(χΩ, λmΩ ) then(
λmΩ ,
1
ν(Ω)
χ
Ω
)
is an m-eigenpair.
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Proof. Let us first see that Ω is m-calibrable. Indeed, for a ν-measurable subset E of Ω with 0 < ν(E) <
ν(Ω), we have that
Pm(Ω) = Em(χΩ, χΩ, λmΩ ) ≤ Em(χE , χΩ, λmΩ )
= Pm(E) + λ
m
Ω
(
ν(Ω)− ν(E)) = Pm(E) + Pm(Ω)− λmΩ ν(E),
from where the m-calibrability of Ω follows.
Since Ω is m-calibrable, there exists (see [31, Theorem 5.8]) an antisymmetric function g0 in Ω × Ω
such that
−1 ≤ g0(x, y) ≤ 1 for (ν ⊗mx)-a.e. (x, y) ∈ Ω× Ω,
and
λmΩ = −
∫
Ω
g0(x, y) dmx(y) + 1−mx(Ω), x ∈ Ω. (3.7)
Now, if χΩ ∈M(χΩ, λmΩ ), there exists ξ1 ∈ sign(0) such that
λmΩ ξ1 ∈ ∆m1 (χΩ).
Therefore, there exists g1 ∈ L∞(X ×X, ν ⊗mx) antisymmetric with ‖g1‖∞ ≤ 1 such that
−
∫
X
g1(x, y) dmx(y) = −λmΩ ξ1(x) for ν − a.e x ∈ X, (3.8)
and
g1(x, y) ∈ sign(χΩ(y)− χΩ(x)) for (ν ⊗mx)− a.e. (x, y) ∈ X ×X.
Let
g(x, y) :=
{
g0(x, y) if (x, y) ∈ Ω× Ω
g1(x, y) elsewhere
and
ξ(x) :=
{
1 if x ∈ Ω
−ξ1(x) elsewhere.
Then, (3.7) and (3.8) read as follows
λmΩ ξ(x) = −
∫
X
g(x, y) dmx(y), for ν − a.e. x ∈ Ω
and
λmΩ ξ(x) = −
∫
X
g(x, y) dmx(y), for ν − a.e x ∈ X \ Ω,
thus (λmΩ ,
1
ν(Ω)
χ
Ω) is an m-eigenpair. 2
Corollary 3.26. Let Ω ⊂ X be a ν-measurable set with 0 < ν(Ω) < ν(X). The following statements are
equivalent:
(i) χΩ ∈M(χΩ, λmΩ ),
(ii)
(
λmΩ ,
1
ν(Ω)
χ
Ω
)
is an m-eigenpair,
(iii) the following thresholding property holds 0 ∈M(
χ
Ω, λ) ∀ 0 < λ ≤ λmΩ , and
χ
Ω ∈M(χΩ, λ) ∀λ ≥ λmΩ ,
Proof. (i)→ (ii) by Proposition 3.25. (ii)→ (iii) by Corollary 3.24. (iii)→ (i) follows easily. 2
The following result is proved in [31, Proposition 3.1].
Proposition 3.27. Let 1 ≤ p ≤ ∞. For u ∈ BVm(X) ∩ Lp′(X, ν), we have that
TVm(f) = sup
{∫
X
f(x)(divmz)(x)dν(x) : z ∈ Xpm(X), ‖z‖∞ ≤ 1
}
. (3.9)
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We say that a function f ∈ BVm(X) ∩ Lp′(X, ν) is maximal if the supremum in (3.9) is a maximum,
that is, if there exists z0 = z0(f) ∈ Xpm(X) with ‖z0‖∞ ≤ 1 such that
TVm(f) =
∫
X
f(x)(divmz0)(x)dν(x). (3.10)
Proposition 3.28. If f ∈ BVm(X) is a maximal function with z0 = z0(f) satisfying (3.10), then, for
λ∗ = ‖divmz0‖∞,
f ∈M(f, λ∗),
and, consequently, M(f, λ) = {f} for all λ > λ∗.
Proof. Given u ∈ L1(X, ν), by Proposition 3.27, we have that
Em(u, f, λ∗) = TVm(u) + λ∗
∫
X
|u− f |dν ≥
∫
X
u(x)(divmz0)(x)dν(x) + λ∗
∫
X
|u− f |dν
=
∫
X
f(x)(divmz0)(x)dν(x) + λ∗
∫
X
|u− f |dν +
∫
X
(u(x)− f(x))(divmz0)(x)dν(x)
≥ Em(f, f, λ∗) + (λ∗ − ‖divmz0‖∞)
∫
X
|u− f |dν = Em(f, f, λ∗).
Therefore, f ∈M(f, λ∗). The rest of the thesis follows from Lemma 3.22. 2
Proposition 3.29. For any ν-measurable set Ω ⊂ X, χΩ is a maximal function with z0 = z0(χΩ) given
by
z0(x, y) =

0 if (x, y) ∈ Ω× Ω,
−1 if (x, y) ∈ (X \ Ω)× Ω,
1 if (x, y) ∈ Ω× (X \ Ω),
0 if (x, y) ∈ (X \ Ω)× (X \ Ω).
Hence
χ
Ω ∈M(χΩ, λ∗),
where
λ∗ = λ∗(Ω) := ‖χΩ −m(.)(Ω)‖∞
satisfies 0 < λ∗ ≤ 1.
Proof. Indeed, for x ∈ Ω,
(divmz0)(x) =
1
2
(∫
X
z0(x, y)dmx(y)−
∫
X
z0(y, x)dmx(y)
)
=
=
1
2
∫
X\Ω
1dmx(y)− 1
2
∫
X\Ω
−1dmx(y) = mx(X \ Ω).
Therefore, ∫
X
χ
Ω(x)(divmz0)(x)dν(x) =
∫
Ω
∫
X\Ω
dmx(y)dν(x) = Pm(Ω).
Observe also that, for x ∈ X \ Ω,
(divmz0)(x) = −mx(Ω).
Therefore,
divmz0(x) = χΩ(x)−mx(Ω),
and, consequently,
λ∗ = ‖divmz0‖∞ = ‖χΩ −m(.)(Ω)‖∞.
2
Remark 3.30. (i) We have that
λmΩ ≤ λ∗(Ω).
Otherwise, if λ∗(Ω) < λmΩ , since χΩ ∈ M(χΩ, λ∗), by Lemma 3.22 (i) we would have that χΩ ∈
M(χΩ, λ
m
Ω ). Hence, by Proposition 3.25,
(
λmΩ ,
1
ν(Ω)
χ
Ω
)
is an m-eigenpair and then, by Proposition 3.24,
χ
Ω /∈M(χΩ, λ∗) which is a contradiction.
Note that, by Proposition 3.25,
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if λmΩ = λ∗(Ω) then
(
λmΩ ,
1
ν(Ω)
χ
Ω
)
is an m-eigenpair.
We point out that in [31, Theorem 6.5], assuming that Ω is m-calibrable, we proved that
(
λmΩ ,
1
ν(Ω)
χΩ
)
is an m-eigenpair under the weaker assumption that λmΩ ≥ mx(Ω) for all x ∈ X \ Ω.
(ii) Furthermore,
λ∗(X \ Ω) = λ∗(Ω),
and, consequently, from the previous point,
max{λmΩ , λmX\Ω} ≤ λ∗(Ω).
Proposition 3.31. Let Ω ⊂ X be a ν-measurable set. There exists λ(Ω) satisfying
max{λmΩ , λmX\Ω} ≤ λ(Ω) ≤ λ∗(Ω)
and 
χ
Ω 6∈M(χΩ, λ) if 0 < λ < λ(Ω),
χ
Ω ∈M(χΩ, λ(Ω)),
{χΩ} = M(χΩ, λ) if λ > λ(Ω).
Furthermore,
λ(Ω) = λmΩ if, and only if,
(
λmΩ ,
1
ν(Ω)
χ
Ω
)
is an m-eigenpair, (3.11)
and
λ(Ω) = λmX\Ω if, and only if,
(
λmX\Ω,
1
ν(X \ Ω)
χ
X\Ω
)
is an m-eigenpair. (3.12)
Proof. By Proposition 3.29, λ∗(Ω) ∈ {λ : χΩ ∈M(χΩ, λ)} 6= ∅. Set
λ(Ω) := inf{λ : χΩ ∈M(χΩ, λ)}.
Then,
λ(Ω) ≤ λ∗(Ω),
and, by Proposition 3.6,
λ(Ω) = min{λ : χΩ ∈M(χΩ, λ)}.
Hence,
χ
Ω ∈M(χΩ, λ(Ω)),
and, by Lemma 3.22, {χΩ} = M(χΩ, λ) for every λ > λ(Ω).
For λ < λmΩ , we have
Em(0, χΩ, λ) = λν(Ω) < Pm(Ω) = Em(χΩ, χΩ, λ)
so χΩ 6∈M(χΩ, λ). Moreover, for λ < λmX\Ω, we have
Em(χX , χΩ, λ) = λν(X \ Ω) < Pm(X \ Ω) = Pm(Ω) = Em(χΩ, χΩ, λ)
so χΩ 6∈M(χΩ, λ). Consequently, we have that
max{λmΩ , λmX\Ω} ≤ λ(Ω) ≤ λ∗(Ω) .
Finally, (3.11) follows from Corollary 3.26, and (3.12) follows from Corollary 3.26 and Lemma 3.7. 2
Proposition 3.32. Let Ω ⊂ X be a ν-measurable set.
(i) If there exists λ > 0 such that 0 ∈M(χΩ, λ), then there exists λ0(Ω) satisfying
0 < λ0(Ω) ≤ hm1 (Ω)
and 
medν(χΩ) = M(χΩ, λ) if 0 < λ < λ
0(Ω),
0 ∈M(χΩ, λ0(Ω)),
0 6∈M(χΩ, λ) if λ > λ0(Ω).
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(ii) If there exists λ > 0 such that 1 ∈M(χΩ, λ), then there exists λ1(Ω) satisfying
0 < λ1(Ω) ≤ hm1 (X \ Ω)
and 
medν(χΩ) = M(χΩ, λ) if 0 < λ < λ
1(Ω),
1 ∈M(χΩ, λ1(Ω)),
1 6∈M(χΩ, λ) if λ > λ1(Ω).
Proof. (i): Let Ω˜ ⊂ Ω be a ν-measurable set, then
Em(χΩ˜, χΩ, λ)− Em(0, χΩ, λ) = Pm(Ω˜)− λν(Ω˜),
so that
Em(χΩ˜, χΩ, λ) < Em(0, χΩ, λ) ⇐⇒ λ > λmΩ˜ ,
thus
0 ∈M(χΩ, λ) implies λ ≤ hm1 (Ω).
Therefore, if we set
λ0(Ω) := sup{λ : 0 ∈M(χΩ, λ)},
we have that λ0(Ω) ≤ hm1 (Ω). Moreover, by Proposition 3.6, we have that
λ0(Ω) = max{λ > 0 : 0 ∈M(χΩ, λ)}
and this is the parameter that we were looking for.
(ii) follows from (i) and Lemma 3.7. 2
We can set λ0(Ω) = 0 if there is no λ > 0 such that 0 ∈M(χΩ, λ), and λ1(Ω) = 0 if there is no λ > 0
such that 1 ∈M(χΩ, λ).
We have the following formula for the thresholding parameter λ(Ω).
Proposition 3.33. Let Ω ⊂ X be a ν-measurable set, then
λ(Ω) = sup
{
Pm(Ω)− Pm(E)
ν(Ω4E) : E ⊂ X ν-measurable, ν(Ω4E) > 0
}
.
Proof. Set α := sup
{
Pm(Ω)−Pm(E)
ν(Ω4E) : E ⊂ X ν-measurable, ν(Ω4E) > 0
}
and let E ⊂ Ω be a ν-measurable
set with ν(Ω4E) > 0. Then, since χΩ ∈M(χΩ, λ(Ω)), we have that
Em(χE , χΩ, λ(Ω)) = Pm(E) + λ(Ω)ν(Ω4E) ≥ Em(χΩ, χΩ, λ(Ω)) = Pm(Ω),
from where we obtain that
λ(Ω) ≥ Pm(Ω)− Pm(E)
ν(Ω4E) ,
and, hence,
λ(Ω) ≥ α.
On the other hand, by (3.2) and the definition of α, for every u ∈ L1(X, ν) we have
Em(u, χΩ, α) =
∫ 1
0
(
Pm(Et(u)) + αν(Et(u)4 Ω)
)
dt ≥ Pm(Ω) = Em(χΩ, χΩ, α),
thus χΩ ∈M(χΩ, α), and, consequently,
λ(Ω) ≤ α.
2
We have the following formula for the thresholding parameter λ0(Ω).
Proposition 3.34. Let Ω ⊂ X be a ν-measurable set, then
λ0(Ω) = inf
{
Pm(E)
ν(Ω)− ν(Ω4E) : E ⊂ X ν-measurable, ν(Ω4E) < ν(Ω)
}
.
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Proof. Set α := inf
{
Pm(E)
ν(Ω)−ν(Ω4E) : E ⊂ X ν-measurable, ν(Ω4E) < ν(Ω)
}
. Since
Em(χE , χΩ, λ0(Ω)) = Pm(E) + λ0(Ω)ν(Ω4E) and Em(0, χΩ, λ0(Ω)) = λ0(Ω)ν(Ω),
we have that λ0(Ω) ≤ α. Let us see the opposite inequality. For this it is enough to prove that
0 ∈M(χΩ, α), that is
Em(u, χΩ, α) ≥ Em(0, χΩ, α) ∀u ∈ L1(X, ν).
By (3.2), this inequality is equivalent to∫ 1
0
(
Pm(Et(u)) + α
(
ν(Et(u)4 Ω)− ν(Ω)
))
dt ≥ 0 ∀u ∈ L1(X, ν).
Now, ∫ 1
0
(
Pm(Et(u)) + α
(
ν(Et(u)4 Ω)− ν(Ω)
))
dt
=
∫
{t:ν(Et(u)4Ω)−ν(Ω)≥0}
(
Pm(Et(u)) + α
(
ν(Et(u)4 Ω)− ν(Ω)
))
dt
+
∫
{t:ν(Et(u)4Ω)−ν(Ω)<0}
(
Pm(Et(u)) + α
(
ν(Et(u)4 Ω)− ν(Ω)
))
dt,
but the first integral in the right hand side is trivially non-negative and the second one is also non-negative
by the definition of α. 2
Remark 3.35. Note that, if χE ∈M(χΩ, λ), then
λ−(E) ≤ λ ≤ λ+(E), (3.13)
where
λ−(E) := sup
{
Pm(U)− Pm(E)
ν(Ω4E)− ν(Ω4U) : U ⊂ X ν-measurable, ν(Ω4U) > ν(Ω4E)
}
,
λ+(E) := inf
{
Pm(U)− Pm(E)
ν(Ω4E)− ν(Ω4U) : U ⊂ X ν-measurable, ν(Ω4U) < ν(Ω4E)
}
.
Indeed, if χE ∈M(χΩ, λ), then, for any ν-measurable set U ⊂ X,
Pm(E) + λν(Ω4E) ≤ Pm(U) + λν(Ω4U)
thus, if ν(Ω4U) > ν(Ω4E), we have that
λ ≥ Pm(U)− Pm(E)
ν(Ω4E)− ν(Ω4U) ,
and, if ν(Ω4U) < ν(Ω4E), we have that
λ ≤ Pm(U)− Pm(E)
ν(Ω4E)− ν(Ω4U) .
Furthermore, observe that, if χE ∈M(χΩ, λ), then
Pm(E) = inf {Pm(U) : U ⊂ X ν-measurable, ν(Ω4U) = ν(Ω4E)} . (3.14)
Conversely, (3.13) and (3.14) imply that χE ∈M(χΩ, λ).
It is known (see [17]) that a thresholding property for a set in R2 implies calibrability of the set. From
the previous results we obtain the non-local counterpart of this result.
Proposition 3.36. Let Ω ⊂ X be a ν-measurable set with 0 < ν(Ω) < ν(X), if there exists a thresholding
parameter λ∗ > 0 such that
(1) 0 ∈M(χΩ, λ) ∀ 0 < λ < λ∗, and
(2) χΩ ∈M(χΩ, λ) ∀λ > λ∗,
then
λ(Ω) = λ∗ = λmΩ ,
and
(
λmΩ ,
1
ν(Ω)
χ
Ω
)
is an m-eigenpair. In particular, Ω is m-calibrable.
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Proof. By (1), we have that
Em(0, χΩ, λ) ≤ Em(χΩ, χΩ, λ) ∀ 0 < λ < λ∗,
that is,
λν(Ω) ≤ Pm(Ω) ∀ 0 < λ < λ∗,
from where it follows that
λ ≤ λmΩ ∀ 0 < λ < λ∗.
Hence,
λ∗ ≤ λmΩ .
On the other hand, by (2) and the definition of λ(Ω),
λ(Ω) ≤ λ∗.
Then, since λmΩ ≤ λ(Ω), we get
λmΩ ≤ λ(Ω) ≤ λ∗ ≤ λmΩ .
Thus, by Proposition 3.31, we have that
(
λmΩ ,
1
ν(Ω)
χ
Ω
)
is an m-eigenpair. 2
The following example proves that the minimizer when the observed image is the characteristic function
of a set Ω need not be the characteristic function of a set contained in Ω. Note that in the continuous
setting, when Ω is convex, it is known that for almost all λ > 0 there is a unique minimizer which,
moreover, is the characteristic function of a set contained in Ω (see [13, Corollary 5.3]). We also observe
how, with the ROF model with L1- fidelity term, the scale space is mostly constant and makes sudden
transitions at certain values of the scale parameter. In particular, we see how a set may suddenly vanish.
Example 3.37. Consider the locally finite weighted discrete graph with vertex set X = {1, 2, 3, 4, 5, 6}
and weights w1,2 = 5, w2,3 = 6, w3,4 = 2, w4,5 = 1 and w5,6 = 3. Let Ω = {1, 2}.
We have that
{0} = M(χ{1,2}, λ) for 0 < λ < 15 = λ0(Ω),
{cχ{1,2,3,4} : c ∈ [0, 1]} = M(χ{1,2}, λ) for λ = 15 ,
{χ{1,2,3,4}} = M(χ{1,2}, λ) for 15 < λ < 13 ,
{χ{1,2,3} + cχ{4} : c ∈ [0, 1]} = M(χ{1,2}, λ) for λ = 13 ,
{χ{1,2,3}} = M(χ{1,2}, λ) for 13 < λ < 12 ,
{χ{1,2} + cχ{3} : c ∈ [0, 1]} = M(χ{1,2}, λ) for λ = 12 ,
{χ{1,2}} = M(χ{1,2}, λ) for λ > 12 = λ(Ω).
Indeed, to start with, note that
Em(χΩ, χΩ, λ) = 6 =: h1(λ),
Em(χ{1,2,3}, χΩ, λ) = 2 + 8λ =: h2(λ),
Em(χ{1,2,3,4}, χΩ, λ) = 1 + 11λ =: h3(λ),
and
Em(0, χΩ, λ) = 16λ =: h4(λ).
We have that,
• if 0 ≤ λ < 15 , then h4(λ) < hi(λ) for i = 1, 2, 3,
• if 15 < λ < 13 , then h3(λ) < hi(λ) for i = 1, 2, 4,
• if 13 < λ < 12 , then h2(λ) < hi(λ) for i = 1, 3, 4,
• and, if 12 < λ ≤ 1, then h1(λ) < hi(λ) for i = 2, 3, 4.
Moreover, for any other set F ⊆ {1, 2, 3, 4, 5, 6} different to {1, 2}, {1, 2, 3} and {1, 2, 3, 4}, and for any
λ > 0, we have that Em(χF , χΩ, λ) is larger than min{h1(λ), h2(λ), h3(λ), h4(λ)}.
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Following Remark 3.9, to see that χΩ ∈M(χΩ, 12 ), take
g(1, 2) = − 1
10
, g(2, 3) = −1, g(3, 4) = −1, g(4, 5) = −1
2
, g(5, 6) = 0
and
ξ(1) = −1
5
, ξ(2) = −1, ξ(3) = 1, ξ(4) = 1, ξ(5) = 1
4
, ξ(6) = 0 .
For λ < 12 , since h4(λ) > h3(λ), we have that
χ
Ω 6∈M(χΩ, λ). Moreover, by Lemma 3.22 (i) we get that
{χΩ} = M(χΩ, λ) for λ > 1
2
.
Since Em(χ{1,2,3}, χΩ, 12 ) = Em(χΩ, χΩ, 12 ) we have that χ{1,2,3} ∈ M(χΩ, 12 ) and using the convexity
of M(f, λ) we get that {
χ{1,2} + cχ{3} : c ∈ [0, 1]
} ⊂M (χ{1,2}, 1/2) .
Now, {1, 2} and {1, 2, 3} are the unique minimizers of EGm(·,Ω, 1/2), thus, by Theorem 3.13, we have that{
χ{1,2} + cχ{3} : c ∈ [0, 1]
}
= M
(
χ{1,2}, 1/2
)
.
To see that χ{1,2,3} ∈M(χΩ, 13 ), take
g(1, 2) = −1
5
, g(2, 3) = −7
9
, g(3, 4) = −1, g(4, 5) = −1, g(5, 6) = 0
and
ξ(1) = −3
5
, ξ(2) = −1, ξ(3) = 1, ξ(4) = 1, ξ(5) = 3
4
, ξ(6) = 0 .
Consequently, by Lemma 3.22 (iii) we have that χ{1,2,3} ∈ M(χΩ, λ) for 13 ≤ λ ≤ 12 . Moreover, {1, 2, 3}
is the unique minimizer of EGm(·,Ω, λ) for such λ’s thus, by Theorem 3.13, χ{1,2,3} is the unique element
in M(χΩ, λ) for
1
3 < λ <
1
2 .
Since Em(χ{1,2,3,4}, χΩ, 13 ) = Em(χ{1,2,3}, χΩ, 13 ) we have that χ{1,2,3,4} ∈M(χΩ, 13 ) and, as above, by
Theorem 3.13, {
χ{1,2,3} + cχ{4} : c ∈ [0, 1]
}
= M
(
χ{1,2}, 1/3
)
.
Now, to see that χ{1,2,3,4} ∈M(χΩ, 15 ), take
g(1, 2) = −1
5
, g(2, 3) = − 8
15
, g(3, 4) = −4
5
, g(4, 5) = −1, g(5, 6) = − 1
15
and
ξ(1) = −1, ξ(2) = −1, ξ(3) = 1, ξ(4) = 1, ξ(5) = 1, ξ(6) = 1
3
.
Then again, by Lemma 3.22 (iii), we have that χ{1,2,3,4} ∈ M(χΩ, λ) for 15 ≤ λ ≤ 13 and as before, by
Theorem 3.13,
{
χ{1,2,3,4}
}
= M(χΩ, λ) for
1
5 < λ <
1
3 .
Finally, the fact that Em(χ{1,2,3,4}, χΩ, 15 ) = Em(0, χΩ, 15 ) gives, by Theorem 3.13, that{
cχ{1,2,3,4} : c ∈ [0, 1]
}
= M
(
χ{1,2}, 1/5
)
and, by Lemma 3.22 (ii), {0} = M(χΩ, λ) for 0 ≤ λ < 15 .
Note that λmΩ =
3
8 <
1
2 = λ(Ω) thus, by Proposition 3.31, (
3
8 ,
1
16
χ
Ω) is not an m-eigenpair. However,
Ω is m-calibrable since it consists of two points. Note also that
Pm(Ω)− Pm({1, 2, 3})
ν(Ω4{1, 2, 3}) =
6− 2
8
=
1
2
= λ(Ω),
Pm({1, 2, 3, 4})
ν(Ω)− ν(Ω4{1, 2, 3, 4}) =
1
16− 11 =
1
5
= λ0(Ω),
and, regarding Corollary 3.35,
Pm({1, 2, 3})− Pm({1, 2, 3, 4})
ν(Ω4{1, 2, 3, 4})− ν(Ω4{1, 2, 3}) =
2− 1
11− 8 =
1
3
.
Finally, observe that by Corollary 3.16, since
Hm∂{1,2,3,4}(4) = 1− 2m4({1, 2, 3, 4} = 1− 2
2
3
= −1
3
,
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in order for {1, 2, 3, 4} to be a minimizer of EGm(·, {1, 2}, λ), we must have
λ ≤ 1
3
,
and 13 is precisely the upper thresholding parameter for this set.
Observe that, if we add a loop at vertex 4, w4,4 = α > 0, the set {1, 2, 3, 4} can be a minimizer of
EGm(·, {1, 2}, λ) only if (by (3.5))
λ ≤ −Hm∂{1,2,3,4}(4)−
w4,4
d4
=
1
3 + α
<
1
3
.
In the following example, for which we avoid to give as much detail as in the previous one, we can
see how, as the value of λ is decreased, minimizers become coarser as smaller objects merge together to
form larger ones.
Example 3.38. In Z2 with the Hamming distance and wi,j = 1 for every i, j, consider the set Ω given
in Figure 1a. Then, for 13 < λ <
2
5 , the minimizer for the ROF problem with the L
1-fidelity term and
datum χΩ is the characteristic function of the set E represented in 1b. This set E merges together the
two components of Ω. Note that
Em(χΩ, χΩ, λ) = 28,
Em(χE , χΩ, λ) = 20 + 20λ,
and
Em(0, χΩ, λ) = 80λ.
By restricting the ambient space to a big enough bounded subset of Z2 and recalling Example 1.1(5) we
obtain a finite invariant measure and the same calculations work.
(a) Ω is the set formed by the points in the shaded
region.
(b) The minimizer, E, for 1
3
< λ < 2
5
is the set
formed by the points in the shaded region.
Figure 1. The point (0, 0) is labelled in the graphs, and the adjacent points are repre-
sented by the dots.
3.3. The Gradient Descent Method. In order to apply this method one needs to solve the Cauchy
problem  vt ∈ ∆
m
1 v(t)− λsign(v(t)− f) in (0, T )×X
v(0, x) = v0(x) in x ∈ X,
(3.15)
that can be rewritten as the following abstract Cauchy problem in L2(X, ν)
v′(t) + ∂Em(u, f, λ)(v(t)) 3 0, v(0) = v0. (3.16)
Let f be in L∞(X, ν). Since Em(·, f, λ) is convex and lower semi-continuous, by the theory of maximal
monotone operators ([10]), we have that, for any initial data v0 ∈ L2(X, ν), problem (3.16) has a unique
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strong solution. Therefore, if we define a solution of problem (3.15) as a function v ∈ C(0, T ;L2(X, ν))∩
W 1,1loc (0, T ;L
2(X, ν)) such that v(0, x) = v0(x) for ν-a.e. x ∈ X and such that there exists ξ(t) ∈
sign(v(t)− f) satisfying
λξ(t) + vt(t) ∈ ∆m1 (v(t)) for almost all t ∈ (0, T ),
we have the following existence and uniqueness result.
Theorem 3.39. For every v0 ∈ L2(X, ν) there exists a unique strong solution of the Cauchy prob-
lem (3.15) in (0, T ) for any T > 0. Moreover, we have the following contraction principle in any
Lq(X, ν)–space, 1 ≤ q ≤ ∞:
‖v(t)− w(t)‖q ≤ ‖v0 − w0‖q ∀ 0 < t < T, (3.17)
for any pair of solutions v, w of problem (3.15) with initial datum v0, w0 respectively.
Note that the contraction principle (3.17) in any Lq-space follows from the fact that the operator
∂Em(·, f, λ) is completely accretive. Indeed, given (u1, v1), (u2, v2) ∈ ∂Em(·, f, λ) and
p ∈ P0 := {q ∈ C∞(R) : 0 ≤ q′ ≤ 1, supp(q′) compact and 0 6∈ supp},
we need to prove that ∫
X
(v2 − v1)p(u2 − u1)dν ≥ 0.
Now, there exist ξi ∈ sign(ui − f) such that vi − λξi = wi ∈ ∂Fm(ui), i = 1, 2. Then, since ∂Fm is a
completely accretive operator and
λ
∫
X
(ξ2 − ξ1)p(u2 − u1)dν = λ
∫
X
(ξ2 − ξ1)p((u2 − f)− (u1 − f))dν ≥ 0,
we have that∫
X
(v2 − v1)p(u2 − u1)dν =
∫
X
(w2 − w1)p(u2 − u1) + λ
∫
X
(ξ2 − ξ1)p(u2 − u1)dν ≥ 0.
Let (Tλ(t))t≥0 be the semigroup in L2(X, ν) associated with the operator ∂Em(·, f, λ), that is, Tλ(t)v0 is
the solution of problem (3.15). On account of the contraction principle we have that for any u∗ ∈M(f, λ),
if Lu∗(u) := ‖u− u∗‖2, then
Lu∗ is a Lyapunov functional for the semigroup (Tλ(t))t≥0. (3.18)
Indeed, for t > s, we have
Lu∗(Tλ(t)v0) = ‖Tλ(t)v0 − u∗‖2 = ‖Tλ(t− s) (Tλ(s)v0)− Tλ(t− s)u∗‖2
≤ ‖Tλ(s)v0 − u∗‖2 = Lu∗(Tλ(s)v0).
Theorem 3.40. Assume that f ∈ L∞(X, ν). Let v0 ∈ L2(X, ν) and v(t) := Tλ(t)v0. If the ω-limit set
ω(v0) := {w ∈ L2(X, ν) : ∃tn → +∞ s.t. lim
n→∞ v(tn) = w}
is non-empty, then there exists u∗ ∈M(f, λ) such that
lim
t→∞ v(t) = u
∗ in L2(X, ν).
Proof. Let u∗ ∈ ω(v0), then there exists tn → +∞ such that
lim
n→∞ v(tn) = u
∗.
By [10, Theorem 3.2], we get
d+v
dt
(t) + ∂Em(·, f, λ)(v(t)) 3 0 for all t ∈ (0,+∞) (3.19)
and, by Proposition 3.2, we have that M(f, λ) 6= ∅ thus 0 ∈ R(∂Em(·, f, λ)). Therefore, by [10, Theorem
3.10],
lim
n→∞
d+v
dt
(tn) = 0. (3.20)
Since ∂Em(·, f, λ) is closed, from (3.19) and (3.20) we get
0 ∈ ∂Em(·, f, λ)(u∗),
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i.e. u∗ ∈M(f, λ). Now, by (3.18), Lu∗ is a Liapunov functional for the semigroup (Tλ(t))t≥0, from where
it follows that
lim
t→∞ v(t) = u
∗ in L2(X, ν).
2
Proving that the ω-limit set ω(v0) is non-empty is not an easy task here. For example, one could try
to proceed with the usual method of proving that the resolvent is compact, but this requires the use
of regularity results which are difficult to obtain in our context due to the non-locality of the problem.
Nonetheless, in finite graphs it is trivially true that the ω-limit set is non-empty. Consequently, we have
the following result.
Corollary 3.41. Let [X, d,m] be the metric random walk space associated to a connected and weighted
discrete graph G = (V (G), E(G)). Then, for every v0 ∈ L2(X, ν) and for v(t) := Tλ(t)v0, there exists
u∗ ∈M(f, λ) such that
lim
t→∞ v(t) = u
∗ in L2(V (G), νG).
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