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Only with the simultaneous estimation of multiple parameters are the quantum aspects of metrology fully
revealed. This is due to the incompatibility of observables. The fundamental bound for multi-parameter quantum
estimation is the Holevo Crame´r-Rao bound (HCRB) whose evaluation has so far remained elusive. For finite-
dimensional systems we recast its evaluation as a semidefinite program, with reduced size for rank-deficient
states. We use this result to study phase and loss estimation in optical interferometry and three-dimensional
magnetometry with noisy multi-qubit systems. For the former, we show that, in some regimes, it is possible to
attain the HCRB with the optimal (single-copy) measurement for phase estimation. For the latter, we show a
non-trivial interplay between the HCRB and incompatibility, and provide numerical evidence that projective
single-copy measurements attain the HCRB in the noiseless two-qubit case.
Introduction—Measuring physical quantities with ever in-
creasing precision underlies both technological and scientific
progress. Quantum mechanics plays a central role in this chal-
lenge. On the one hand, the unavoidable statistical uncertainty
due to quantum fluctuations is a fundamental limitation to high
precision metrology. On the other hand, quantum-enhanced
metrological schemes that take advantage of nonclassical fea-
tures, such as entanglement, coherence, or squeezing, have
been proposed and implemented experimentally [1–7]. Myriad
metrological applications are intrinsically multi-parameter [8],
e.g., sensing electric, magnetic or gravitational fields [9], force
sensing [10, 11], imaging [12, 13], superresolution [14–18].
As a consequence, the field of multi-parameter quantum metrol-
ogy has been growing rapidly, both theoretically [19–39] and
experimentally [40–44].
The mathematical framework behind quantum metrology
is quantum estimation theory [45], pioneered by Helstrom
and Holevo [46–51]. In particular, multi-parameter quantum
estimation highlights a defining trait of quantum theory, ab-
sent in single parameter estimation: incompatibility of observ-
ables [52, 53]. Because of this, multi-parameter quantum esti-
mation is much more challenging, but also serves as a testbed
for understanding quantum measurements.
Precision bounds for multi-parameter estimation are given
in terms of matrix inequalities for the mean square error matrix
(MSEM) Σ, see Eq. (1). However, matrix bounds are in gen-
eral not tight for multi-parameter quantum estimation. Instead,
the Holevo Crame´r-Rao bound (HCRB) [51, 54] is the most
fundamental scalar lower bound imposed by quantum mechan-
ics on the weighted mean square error (WMSE) Tr[WΣ] (for
a positive definite W ). The HCRB represents the best preci-
sion attainable with global measurements on an asymptotically
large number of identical copies of a quantum state [55–59].
Implementing such collective measurements is exceptionally
challenging [41, 60], but in some cases the HCRB is attained
by single-copy measurements: for pure states [61] and for
displacement estimation with Gaussian states [51].
Despite its importance, the HCRB has been used more as a
mathematical object in asymptotic quantum statistics [62] than
applied to concrete metrological problems. Indeed, the HCRB
is considered hard to evaluate, even numerically, being defined
through a constrained minimization over a set of operators.
Closed form results for non-trivial cases are known only for
qubits [63], two-parameter estimation with pure states [64] and
two-parameter displacement estimation with two-mode Gaus-
sian states [65, 66], while a numerical investigation has been
attempted for pure states and Hamiltonian parameters [67].
The evaluation of the HCRB thus remains a major roadblock
in the development of multi-parameter quantum metrology.
This Letter removes this roadblock by providing a recipe
for evaluating the HCRB numerically for finite-dimensional
systems. Our main result recasts the optimization required
for evaluating the HCRB as a semidefinite program (SDP).
This was shown only for displacement estimation with Gaus-
sian states [66]. We present a SDP whose complexity grows
with the rank of the state instead of a naı¨ve dependence on
the Hilbert space dimension. The application of our recipe to
evaluate the HCRB for two well-known metrological problems
provides new insights. In particular, we provide numerical
evidence that single-copy attainability of the HCRB with pro-
jective measurements is possible in non-trivial cases.
Multi-parameter quantum estimation—We consider a
generic finite-dimensional quantum system with Hilbert space
H ∼= Cd, denote the space of linear operators (d×d matrices)
on H as L(H) ∼= Cd×d and the space of observables (Hermi-
tian matrices) as Lh(H).
The state of the system ρθ ∈ Lh(H) is parametrized by a
real vector (θ1, . . . , θn)T = θ ∈ Θ ⊂ Rn [68], the collection
{ρθ} for all the values of θ is called the quantum statistical
model. The goal is to simultaneously estimate all n parameters
by measuring possibly multiple copies of ρθ. After measure-
ment, classical data is processed with an estimator θ˜, a function
from the space of measurement outcomes Ω to the space of
parameters Θ. The MSEM of the estimator
Σθ
(
Π, θ˜
)
=
∑
ω∈Ω
p(ω|θ)
(
θ˜(ω)− θ
)(
θ˜(ω)− θ
)T
, (1)
quantifies the precision of the estimation. The proba-
bility of observing the outcome ω is given by the Born
ar
X
iv
:1
90
6.
05
72
4v
1 
 [q
ua
nt-
ph
]  
13
 Ju
n 2
01
9
2rule p(ω|θ) = Tr(ρθΠω); the measurement is described
by a positive operator valued measure (POVM): Π ={
Πω  0, ω ∈ Ω |
∑
ω∈Ω Πω = 1d
}
, without loss of general-
ity we consider Ω to be a finite set [69].
We consider locally unbiased estimators that satisfy∑
ω∈Ω
(θ˜i(ω)− θi)p(ω|θ) = 0 ,
∑
ω∈Ω
θ˜i(ω)
∂p(ω|θ)
∂θj
= δij .
(2)
For this class of estimators the matrix Crame´r-Rao bound
(CRB) on the MSEM is [70]
Σθ
(
Π, θ˜
)
 F (ρθ,Π)−1 (3)
(A  0 iff A is positive semidefinite); the classical Fisher
information matrix (CFIM) F (ρθ,Π) is defined as
F (ρθ,Π) =
∑
ω∈Ω
p(ω|θ)
(
∂ log p(ω|θ)
∂θ
)(
∂ log p(ω|θ)
∂θ
)T
,
(4)
where ∂f(θ)/∂θ is the gradient of the function f . For locally
unbiased estimators the MSEM is the covariance matrix (CM)
and the bound is attainable: there is always an estimator in this
class with a CM equal to the inverse FIM [62, 71]. To mean-
ingfully compare the precision of different multi-parameter
estimators, it is customary to consider a scalar cost function,
the WMSE Tr
[
WΣθ
(
Π, θ˜
)]
, with 0 ≺ W ∈ Sn (Sn is the
set of real symmetric n-dimensional matrices).
Well-known bounds for multi-parameter quantum estima-
tion are obtained from the symmetric logarithmic deriva-
tives (SLDs) Li ∈ Lh(H), satisfying 2∂ρθ/∂θi = Liρθ +
ρθLi, and from the right logarithmic derivatives (RLDs)
L˜i ∈ L(H) satisfying ∂ρθ/∂θi = ρθL˜i. The (real sym-
metric) quantum Fisher information matrix (QFIM) is de-
fined as JSij = Re(Tr[ρθLiLj ]) [46, 47]; an analogous
(complex Hermitian) matrix in terms of the RLDs is JRij =
Tr
[
ρθL˜iL˜j
]
[72, 73]. Both matrices give lower bounds for
the MSEM: Σθ
(
Π, θ˜
)
 (JS/R)−1 and the correspond-
ing scalar bounds are CSθ(ρθ;W ) = Tr
[
W (JS)−1
]
and
CRθ (ρθ;W ) = Tr
[
W Re(JR)−1
]
+
∥∥∥√W Im(JR)−1√W∥∥∥
1
,
where ‖A‖1 = Tr
[√
A†A
]
is the trace norm [51, 71, 74].
Holevo introduced a tighter bound, the HCRB CHθ [50, 51]:
Tr
[
WΣθ
(
Π, θ˜
)]
≥ CHθ ≥ max
{
CSθ, C
R
θ
}
. (5)
Both inequalities can be tight. In particular [75]:
CHθ (ρθ;W ) = C
S
θ(ρθ;W ) ⇐⇒ Dθ = 0n, (6)
where (Dθ)ij ≡ Im(Tr[LjLiρθ]) is a skew-symmetric ma-
trix [71]. Condition (6) is called weak commutativity and
quantum statistical models satisfying it asymptotically classi-
cal [76].
Computing the bound with a SDP—The HCRB is obtained
as the result of the following minimization [51, 74]:
CHθ (ρθ;W ) = min
V ∈Sn,X∈Xθ
(Tr[WV ] | V  Z[X]) , (7)
with the Hermitian n×n matrix Z[X]ij = Tr[XiXjρθ] and
the collectionX of operators Xi ∈ Lh(H) in the set
Xθ = {X = (X1, . . . , Xn) | Tr[Xi∂jρθ] = δij} . (8)
For a density matrix with rank r < dwe can restrict the oper-
ators Xi to the quotient space Lrh(H) = Lh(H)/Lh(ker(ρθ)),
with dimension d˜ = 2dr−r2. For any X ∈ Lh(H), any scalar
quantity evaluated in the eigenbasis of ρθ is independent of the
diagonal block of X corresponding to the kernel of ρθ [51, 77]
(see Sec. I of [78] for details).
We introduce a basis λi of Hermitian operators for
Lrh(H), orthonormal w.r.t. the Hilbert-Schmidt inner product
Tr[λiλj ] = δij . Using such a basis, each operatorXi ∈ Lrh(H)
corresponds to a real valued vector xi ∈ Rd˜. With some abuse
of notation we use X to denote also the collection of these
real vectors, i.e., the d˜×n real matrix with xi as columns.
The quantum state also belongs to Lrh(H) and therefore corre-
sponds to a vector sθ in the chosen basis. This corresponds to
the generalized Bloch vector [79, 80] when working in the full
space Lh(H).
A quantum state induces an inner product on Lrh(H) via
Z[X]ij = Tr[XiXjρθ] = x
T
i Sθxj , (9)
where Sθ  0 is the Hermitian matrix representing the inner
product in the chosen basis. With this choice we can write
Z[X] = XTSθX so that the matrix inequality on the r.h.s
of Eq. (7) reads V  XTSθX . Crucially, this last matrix
inequality can be converted to a linear matrix inequality (LMI)
by using the Schur complement condition for positive semidef-
initeness [81]:
V −B†B  0 ⇐⇒
(
V B†
B 1
)
 0, (10)
for any matrix B and identity matrix 1 of appropriate size.
Thus, we can rewrite the minimization problem in Eq. (7) as
minimize
V ∈Sn,X∈Rd˜×n
Tr[WV ]
subject to
(
V XTR†θ
RθX 1r˜
)
 0
XT
∂sθ
∂θ
= 1n
, (11)
where the matrix Rθ can be any r˜×d˜ matrix (with rd =
rank(Sθ) ≤ r˜ ≤ d˜) satisfying Sθ = R†θRθ, e.g. a Cholesky-
like decomposition. Here ∂sθ/∂θ is a matrix with the vector
components of the operators ∂ρθ/∂θi = ∂iρθ as columns; this
is the Jacobian matrix of sθ only if the basis {λi} is parameter
independent. The program (11) can be readily recognized as a
3convex minimization problem [82], since the set of solutions
to LMI is convex and the objective function is linear. It can
be converted to a SDP (see Sec. II of [78] for details), which
can be solved numerically using efficient and readily available
algorithms with a guarantee of global optimality. In practice,
the program (11) can be fed directly to a numerical modeling
framework, such as CVX [83] or YALMIP [84].
This convex optimization satisfies Slater’s condition for
strong duality [82], as long as JS  0, i.e. a non-singular
quantum statistical model. Strong duality holds when the
minimum is finite and coincides with the maximum of the
Lagrangian dual problem. Qualitatively, Slater’s condition
means that the interior of the set of feasible points for (11)
must not be empty. We denote by L the matrix with the real
vectors representing the SLDs as columns. Upon noticing that
(LT∂sθ/∂θ)ij = Tr[Li∂jρθ] = (J
S)ij it is easy to show that
the matrices X = L (JS)−1 and V = (JS)−1 + V ′, with an
arbitrary V ′  0, satisfy both constraints in (11). For this
choice of V and X the matrix inequality in (7) and (11) are
strict and Slater’s condition is satisfied.
An analytical optimization over V in (7) leads to [71]:
hθ(X) = min
V ∈Sn
(Tr[WV ] | V  Z[X]) = (12)
= Tr[WReZ[X]] +
∥∥∥√W ImZ[X]√W∥∥∥
1
, (13)
so that CHθ (ρθ;W ) = minX∈Xθ hθ(X) and usually this last
optimization is solved numerically. From our previous convex-
ity argument we also infer that hθ(X) is a convex function of
X; being a partial minimization of an affine function over a
convex set [82]. This may not be apparent from (13) since the
second term is not convex; the sum of the two terms is convex
as long as the matrix Z[X] is positive semidefinite and the
identity (10) can be used.
Optical interferometry with loss—Optical interferometry,
where the goal is to measure a phase difference between two
optical paths, is a prime example of quantum metrology [2]. In
some instances, one may wish to estimate both the phase and
the loss induced by a sample in one arm of a Mach-Zehnder
interferometer [85].
We consider initial states with a fixed photon number N
across two modes |ψin〉 =
∑N
k=0 ck|k,N − k〉. These include
for example N00N states and Holland-Burnett states [86]. The
evolved state after the lossy interferometer, with one arm char-
acterized by a transmissivity η and a phase shift φ, has a direct
sum form ρφ,η =
⊕N
k=0 pl|ψl〉〈ψl|, where each |ψl〉 corre-
sponds to l lost photons [87] (see Sec. III of [78] for details).
For this problem it is possible to obtain the SLDs Lφ and
Lη analytically, as well as the QFIM JS = diag(JSφφ, J
S
ηη).
Crucially, this multi-parameter estimation problem is never
asymptotically classical, since [85]
Im(Tr[LφLηρφ,η]) = −
JSφφ
2η
. (14)
Hence the weak commutativity condition (6) never holds if
the model is non-singular; thus we get CHθ > C
S
θ > C
R
θ = 0
(the RLD bound is completely uninformative [85]). Eq. (14)
also means that phase and loss cannot be jointly estimated with
the same precision obtainable by estimating each parameter
individually and there exists a trade-off between precisions.
Following Crowley et al. [85] we focus on a strategy to estimate
φ with the best possible precision and still get an estimate of
η, by considering the projective POVMΠφ obtained from the
spectral decomposition of the SLD Lφ.
More concretely, we study Holland-Burnett states, a fam-
ily of states particularly resilient to imperfections [88]; we
also fix W = 12. Fig. (1) shows the classical CRB CCφ =
Tr
[
F (ρφ,η,Πφ)
−1
]
, along with the HCRB (computed by solv-
ing the SDP numerically) and the SLD-CRB CSφ,η, as a func-
tion of η for N up to 14. Panel (a) shows that the HCRB is
over 30% tighter than the SLD bound, especially for interme-
diate transmissivities. Panel (b) shows that the measurement
we consider attains the HCRB for certain values of N and η,
i.e. the relative difference is zero up to numerical noise. Even
when the bound is not attained, the relative difference remains
small at around 4% for N = 14.
For generic 1-photon states (N = 1) we have found the
analytical conditions for the HCRB to be attained by Πφ.
For |ψin〉 = c0|0, 1〉 + c1|1, 0〉 (with |c0|2 + |c1|2 = 1)
we have CCφ = C
H(ρφ,η;12) as long as |c1|2 ≥ 1/2 or(
1− |c1|2/|c0|2
)
/2 ≤ η ≤ 1. The relative difference
1 − CH/CCφ is at most 4.9% and always zero for η ≥ 1/2
(see Sec. III.A of [78] for details). A numerical analysis on
random states for higher values of N suggests that there is
indeed a threshold value of η, increasing with N , above which
Πφ attains the HCRB.
Finally, we remark that working in the spaceLrh(H) provides
a distinct advantage for the numerics, since the Hilbert space
dimension is (N2 + 3N + 2)/2, while ρφ,η has rank r =
0.0
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FIG. 1. Relative difference between different CRBs for simultaneous
estimation of phase and loss, as a function of the transmissivity η, for
N -photons Holland-Burnett probe states and W = 12. (a) Relative
difference between the SLD-CRB and the HCRB. (b) Relative differ-
ence between the HCRB and the classical CRB for the optimal phase
measurement CCφ = Tr
[
F (ρφ,η,Πφ)
−1]; this quantity is zero (up to
numerical noise) for N ≤ 6.
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FIG. 2. Comparison of the SLD-CRB, the HCRB (both with
W = 13) and incompatibility for a M -qubit 3D-GHZ probe state un-
dergoing a 3D phase rotation with equal values of parameters ϕi = 1,
followed by local dephasing of strength γ in the z-direction. (a) Rel-
ative difference 1− CS/CH between the SLD-CRB and HCRB. (b)
Incompatibility of the quantum statistical model, quantified by the
Frobenius norm of the matrix (Dϕ)ij = Im(Tr[LjLiρϕ]), showing
incompatibility for all γ (except for M = 6 and γ = 0). Data for
M = 4, 8 is not shown on the plot, since such models appear to be
asymptotically classical, with ‖Dϕ‖F . 10−7 (consistently we find
1− CS/CH . 10−6).
N + 1,whereby d˜ = (N + 1)3 < (N + 1)4.
3D magnetometry—Noiseless 3D magnetometry, another il-
lustrative example of multi-parameter quantum metrology, has
been studied terms of the QFIM [9]. Here, we highlight the ne-
cessity of using the HCRB for this problem and present results
on 3D magnetometry usingM qubits in the presence of dephas-
ing noise. The parameters to be estimated ϕ = (ϕ1, ϕ2, ϕ3)
appear via the single-qubit Hamiltonian H(j)(ϕ) = ϕ · σ(j),
where σ(j) is a vector of Pauli operators acting on the jth qubit.
The parameters are imprinted on the probe state via the unitary
Uϕ =
⊗M
j exp
(−iH(j)(ϕ)). This is followed by local de-
phasing along the z−axis described by the single qubit CPTP
map 2Eγ [ρ] = (1 +
√
1− γ)ρ + (1 − √1− γ)σzρσz , with
γ ∈ [0, 1]; an approximation valid when the sensing time is
short.
We use as probe states the family of 3D-GHZ states
|ψ3D-GHZM 〉 =
1
N
3∑
k=1
|φ+k 〉
⊗M
+ |φ−k 〉
⊗M
, (15)
which was shown to present Heisenberg scaling in the noise-
less case [9]; |ψ±k 〉 are the eigenvectors corresponding to the
±1 eigenvalues of the kth Pauli matrix and N is the normal-
isation. The final state for which we compute the bound
is ρϕ = E⊗Mγ [Uϕ|ψ3D-GHZM 〉〈ψ3D-GHZM |U†ϕ]; for the numeri-
cal results we choose equal parameter values ϕi = 1 ∀i and
W = 13.
In Fig. (2) we show the non-trivial relationship between the
HCRB, the SLD-CRB and incompatibility for this quantum
statistical model, as a function of the dephasing strength γ. We
quantify the incompatibility of the model with the magnitude
of the matrix Dθ, capturing the violation of the weak com-
mutativity condition (6); in particular, we use the Frobenius
norm ‖Dϕ‖2F =
∑
ij |(Dϕ)ij |2. Panel (a) shows that the rela-
tive difference 1− CS /CH is monotonically decreasing for 2
and 3 qubits, while it has a non-monotonic behaviour for 5 or
more qubits. Panel (b) shows that this behaviour is not always
reflected at the level of incompatibility; this is remarkably
different from the simple monotonic relationship found for
2-parameter pure state models [61, 64]. Furthermore, whilst
the matrices Dθ have a comparable magnitude for different
number of qubits, the relative differences do not, e.g., being
around 0.2% for 5 qubits and around 30% for 2 qubits.
Our SDP formulation grants us a previously inaccessible
ease in the evaluation of the HCRB. In turn, this enables us
to get these glimpses into the non-commutative information
geometry of 3-parameter mixed state problems of non-trivial
dimension. From this example we see that the pair of matrices
JS and Dθ are not sufficient for a complete description of a
given state’s performance for multi-parameter estimation.
Finally, we concentrate on the noiseless (γ = 0) case with
two qubits, noting that a single qubit does not allow to estimate
all the components of ϕ [9]. In Fig. (2) we see that for M = 2
the SLD bound is considerably looser than the HCRB, with
a relative difference around 30% for γ = 0. On the contrary,
we conjecture that the HCRB is attainable with single-copy
projective measurements. We base this on the numerical equal-
ity between the HCRB and a numerical minimization of the
classical scalar CRB over all 2-qubit projective measurements.
For 5000 random initial states with parameter values taken
from five sets, the relative difference between the two quanti-
ties was always found to be smaller than 10−4 (see Sec. IV.A
of [78] for details). While for pure states the HCRB is always
attainable with single-copy measurements, the optimal POVM
needs not be projective [61], making it harder to implement
experimentally. This finding shows that optimal protocols for
3D-magnetometry with two qubits may be not too far from
experimental reach.
Conclusions—We have shown how to evaluate the HCRB by
solving a SDP, making it more easily accessible than previously
believed. This enabled us to study two examples—optical in-
terferometry and 3D magnetometry—and gather numerical
evidence that the HCRB is attainable by single-copy projective
measurements, whereas the SLD bound is not. These findings
suggest that there may be further unstudied cases where the
HCRB is easier to attain than naively expected. They also illus-
trate the potential of our formulation to enable new discoveries
in multi-parameter quantum estimation, which should aid a
deeper quantitative understanding of quantum measurements
more generally.
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Evaluating the Holevo Crame´r-Rao bound for multi-parameter quantum metrology:
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This document is structured as follows. In Sec. I we explain in details the structure of the equivalence class of observables
induced by rank-deficient states and we introduce a basis for such a space built from the eigenvectors of the density matrix. In
Sec. II we explicitly show how to convert the convex optimization used to evaluate the Holevo Crame´r-Rao bound (HCRB) to a
SDP in a standard form. In Sec. III we give more details on simultaneous phase and loss estimation in optical interferometry and
we give details on the analytical results for the single-photon case. Finally, in Sec. IV we give more details about 3D magnetometry
with multi-qubit systems and we present our numerical evidence for the attainability of the HCRB with single-copy projective
measurements for 2-qubit noiseless systems.
I. SPACE OF OBSERVABLES FOR ARBITRARY-RANK STATES
We consider a density matrix ρθ of rank r, with 1 ≤ r ≤ d. We will now show that a non-trivial kernel of ρθ , i.e. d < r, gives
rise to an equivalence class of hermitian matrices (observables) that produce the same results for scalar quantities, i.e., expectation
values of polynomials of such observables. The core of this argument is explained in Holevo’s book [1, Sec. 2.10], where the
equivalence class of square summable operators is introduced to deal with unbounded infinite-dimensional observables. See also
related discussions about SLDs in [2] for pure states and in [3, 4] for arbitrary rank states. We consider a spectral decomposition
of the density matrix:
ρ =
r∑
i
pi|ψi〉〈ψi| = Uρdiag(p1, . . . , pr, 0, . . . , 0)U†ρ , (S1)
in the sum we consider only strictly positive eigenvalues pi > 0, so that r is the rank of ρ. The unitary matrix Uρ contains the
eigenvectors |ψi〉 in the support of ρ as the first r columns and an orthonormal basis |φk〉 for the kernel of ρ as the remaining
d− r columns. For later convenience we label the basis |φk〉 starting from r + 1 instead of 1, i.e. k = r + 1, . . . , d.
Let us study the structure of linear operators on H, i.e. elements of the Hilbert space L(H), in the basis of eigenvectors of
ρ. It is important to retain both the eigenstates in the support |ψi〉 and those in the kernel |φi〉. An arbitrary operator A on a
d-dimensional space has thus a block structure
A =
(
As Ask
Aks Ak
)
, (S2)
where the labels s and k stand for support and kernel respectively. In terms of matrix elements these blocks are defined as follows:
Asij = 〈ψi|A|ψj〉, Akkj = 〈φk+r|A|φj+r〉, Aksil = 〈ψi|A|φl+r〉, Askkj = 〈φk+r|A|ψj〉, with i, j ∈ [1, r] and k, l ∈ [r + 1, d].
Also the state ρ after diagonalization has a block form, but only the upper diagonal block is non-zero:
ρ =
(
diag(p1, . . . , pr) 0r,d−r
0d−r,r 0d−r
)
, (S3)
where 0p,q detones the rectangular p× q zero matrix and 0p the square p× p square zero matrix. For later convenience we also
introduce the vector of non-zero eigenvalues p = (p1, . . . , pr)T. The expectation value of the operator is only determined by the
projection on the support As:
Tr[Aρ] = Trs[A
sρ] . (S4)
The expectation value of a product of operators (or powers of A) also involves off-diagonal terms
Tr[ABρ] = Trs
[(
AsBs +AskBks
)
ρ
] 6= Trs[AsBsρ] , (S5)
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where now AskBks ∈ L(supp(ρ)) is an operator acting only on the support of ρ. If we restrict to Hermitian operators we need to
keep track of a single off-diagonal block, since Aks = Ask†. For example, in the case of a pure state (r = 1) the off-diagonal
rectangular matrix Aks becomes a row vector. Derivatives of the density matrix have the projection on the kernel equal to zero
∂λρ =
(
(∂λρ)
s (∂λρ)
sk
(∂λρ)
ks 0d−r
)
. (S6)
The off-diagonal elements are non-zero is because the eigenvectors themselves can change by changing the parameter λ, while we
are assuming that the rank of the state is not changing.
From the the previous discussion we see that the blocks Ak, Bk do not appear in the expectation value of the product of
Hermitian operators AB; this can be generalized to polynomials of an arbitrary number of Hermitian operators: the blocks acting
on the kernel of the density matrix are always irrelevant. Therefore we can consider an equivalence class of Hermitian operators
on Lh(H) by disregarding such a block:
A =
(
As Ask
Aks ∼
)
. (S7)
More formally, this means that we can work with elements of the quotient space
Lrh(H) ≡ Lh(H)/Lh(ker(ρθ)) . (S8)
The dimension of this space (the so-called codimension) is equal to dim[Lh(H)] − dim[Lh(ker(ρθ))] = d2 − (d − r)2 =
2d r − r2 ≡ d˜.
We stress that for computing scalar quantities, i.e. expectation values, we can work in the reduced space Lrh(H). However,
different operators belonging to the same equivalence class have different properties when considered as elements of the full space
Lh(H). In particular, the commutativity of two operators cannot be established by considering only the quotient space Lrh(H),
i.e. different operators belonging to the same equivalence class may or may not commute depending on the components in the
subspace Lh(ker(ρθ)). This argument is important with regards to the attainability of metrological bounds for pure states [2, 5].
A different way to look at this result is to notice that when the state has rank r we can safely restrict to Hermitian operators
of rank r. This can be understood in terms of the spectral decomposition of the hermitian matrix A. The eigenvalues of A
corresponding to the eigenvectors not in the support of ρ do not influence any scalar quantity, therefore they are arbitrary and we
can always choose them to be zero so that A has rank r. Accordingly, the number of free real parameters in a rank-r d-dimensional
Hermitian matrix is 2d r − r2; this corresponds to the free parameters in the r × r Hermitian block As plus the parameters in the
the rectangular r × (d− r) block Ask, i.e. r2 + 2r(d− r) = 2d r − r2 ≡ d˜.
A. Hermitian operator basis from eigenvectors
For our numerical implementation we choose to work in the following basis {λi}i=1,...,d˜ for Lrh(H), orthonormal w.r.t. the
Hilbert-Schmidt product, i.e. Tr[λiλj ] = δij :
λi =|ψi〉〈ψi| i = 1, . . . , r
λr+[(j−1)2−(j−1)]/2+i =
|ψi〉〈ψj |+ |ψj〉〈ψi|√
2
i = 1, . . . , j − 1; j = 2, . . . , r
λr+(r2−r)/2+[(j−1)2−(j−1)]/2+i =i
|ψi〉〈ψj | − |ψj〉〈ψi|√
2
i = 1, . . . , j − 1; j = 2, . . . , r
λr+(r2−r)+r(k−r−1)+i =
|ψi〉〈φk|+ |φk〉〈ψi|√
2
i = 1, . . . , r; k = r + 1, . . . , d
λr+(r2−r)+r(d−r)+r(k−r−1)+i =i
|ψi〉〈φk| − |φk〉〈ψi|√
2
i = 1, . . . , r; k = r + 1, . . . , d
(S9)
where we have r basis elements defined by the first equation, (r2 − r)/2 defined by the third and (r2 − r)/2 by the fourth,
r(d − r) defined by the fifth and r(d − r) by the sixth, for a total of d˜ = r + (r2 − r) + 2r(d − r) = 2dr − r2 Hermitian
matrices. Furthermore in listing the basis elements in each of the five groups in (S9) we first iterate over i and then over j or k. As
in the previous section, |ψi〉 represents eigenvectors in the support and |φk〉 eigenvectors in the kernel. Crucially, this basis is
parameter-dependent, since it is built from the eigenvectors |ψj〉 of the density matrix; this has to be taken into account when
taking derivatives.
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1. Vectorization
For an arbitrary Hermitian operator A we introduce the bijective vectorization operation Vec : Lrh(H) 7→ Rd˜:
Vec(A) ≡ (Tr[Aλ1], . . . ,Tr[Aλd˜])T. (S10)
By choosing the basis given in (S9), the components of Vec(A) can be written in terms of the blocks in (S7). Using the ordering
prescription for the basis elements given previously, the components of a = Vec(A) are: the diagonal elements of As, the real
and imaginary part of the upper triangle above the diagonal of As and the real and imaginary part of Aks. With the basis (S9)
these matrices are vectorized in column major order. More explicitly:
ai =〈ψi|A|ψi〉 i = 1, . . . , r
ar+[(j−1)2−(j−1)]/2+i =
√
2 Re[〈ψi|A|ψj〉] i = 1, . . . , j − 1; j = 2, . . . , r
ar+(r2−r)/2+[(j−1)2−(j−1)]/2+i =
√
2 Im[〈ψi|A|ψj〉] i = 1, . . . , j − 1; j = 2, . . . , r
ar+(r2−r)+r(k−r−1)+i =
√
2 Re[〈ψi|A|φk〉] i = 1, . . . , r; k = r + 1, . . . , d
ar+(r2−r)+r(d−r)+r(k−r−1)+i =
√
2 Im[〈ψi|A|φk〉] i = 1, . . . , r; k = r + 1, . . . , d
(S11)
In this basis, the columns of the matrixX introduced in the main text correspond to Vec(Xi), while the columns of the matrix
∂sθ/∂θ correspond to Vec(∂ρθ/∂θi). This is a slight abuse of notation, since in this basis this is not the Jacobian matrix of the
vector sθ; this would be the case if we worked with a parameter independent basis.
2. Matrix representation of the inner product
We consider the inner product between two Hermitian operators is defined as1 (Eq. (9) in the main text):
Tr[ABρθ] = a
TSθb, (S12)
where the last equality holds after choosing a basis of Hermitian operators, i.e.
a = Vec(A) [Sθ]ij = Tr[λiλjρθ] (S13)
With the basis choice (S9) we can write the matrix representation of the inner product explicitly. We can write it in three
separate blocks:
Sθ = S
d
θ ⊕ Ssθ ⊕ Sskθ , (S14)
where the first block is the diagonal part and simply corresponds to the eigenvalues:
Sdθ = diag(p) . (S15)
The second block can be rewritten in term of two vectors of sum and differences of eigenvalues as
Ssθ =
(
diag(p+) i diag(p−)
−i diag(p−) diag(p+)
)
, (S16)
where the components of the two (r2 − r)/2 dimensional vectors are
(p+)[(j−1)2−(j−1)]/2+i =
pi + pj
2
(p−)[(j−1)2−(j−1)]/2+i =
pi − pj
2
i = 1, . . . , j − 1; j = 2, . . . , r (S17)
Sskθ =
(⊕d−r
i=1 diag(p) −i
⊕d−r
i=1 diag(p)
i
⊕d−r
i=1 diag(p)
⊕d−r
i=1 diag(p)
)
(S18)
From this representation it is easy to see that the right half of this last matrix is proportional to the left half, with coefficient
−i; therefore we have rank(Sskθ ) = r(d− r). Since the other block of the whole matrix is full-rank, i.e. rank(Sdθ ⊕ Ssθ) = r2,
globally we have rank(Sθ) = rd.
1 This is also known as the RLD inner product [6].
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II. EXPLICIT CONVERSION TO SDP IN STANDARD INEQUALITY FORM
Let us remark that the matrix inequality (7) in the main text asserts the positive semi-definiteness of the complex Hermitian
matrix V − Z[X]. Therefore also the linear matrix inequality (LMI) in (11) in the main text is a LMI in the complex Hermitian
sense, but we can recast it as a LMI in the real symmetric sense by doubling the dimension, i.e.
(
V XTR†θ
RθX 1r˜
)
 0 ⇐⇒

V XTReRTθ 0n X
TImRTθ
ReRθX 1r˜ −ImRθX 0r˜
0n −XTImRTθ V XTReRTθ
ImRθX 0r˜ ReRθX 1r˜
  0 , (S19)
where the matrix on the r.h.s. of the second inequality is now real symmetric; we also used the identities ImR†θ = − ImRTθ and
ReR†θ = ReR
T
θ .
Now it easy to show that the convex optimization (11) can be recast as a SDP in inequality form [7, p.168]
minimize
v∈Rk˜
cTv
subject to
k˜∑
i=1
viFi +G  0
Ax = b
, (S20)
where now the k˜-dimensional vector collecting the variables to optimize contains both the (n2+n)/2 real independent components
of V and the nd˜ real components ofX:
v =
(
V1,1, V1,2, V2,2, . . . , Vn,n, (X)1,1, (X)2,1, (X)3,1 . . . , (X)d˜,n
)T
∈ Rk˜ , (S21)
with k˜ = (n2 + n)/2 + nd˜. The constant matrices in the inequality are
Fi = − ∂
∂vi

V XTReRTθ 0n −XTImRTθ
ReRθX 1r˜ ImRθX 0r˜
0n −XTImRTθ V XTReRTθ
ImRθX 0r˜ ReRθX 1r˜
 (S22)
and
G = −0n ⊕ 1r˜ ⊕ 0n ⊕ 1r˜. (S23)
The matrix A and the vector b are determined by vectorizing the matrix equality in (11) and only affect the nd˜ dimensional
subvector of v containing the components of X . The vector c ∈ Rk˜ depends on the weight matrix W and its only non-zero
components are the (n2 + n)/2 pertaining to elements of V . The SDP can be further manipulated and put in standard conic form
by first translating the equality constraints to pairs of inequalities. Finally, we remark that the time complexity of solving an SDP
is polynomial in the size of the matrices appearing in (S20) [7].
III. PHASE AND LOSS ESTIMATIONWITH FIXED PHOTON NUMBER STATES
We consider initial states with a fixed photon number N across two modes of a Mach-Zendher interferometer:
|ψin〉 =
N∑
k=0
ck|k,N − k〉. (S24)
The evolved state after a lossy phase shift on the arm corresponding to the first mode, characterized by a transmissivity η and a
phase φ, has the following direct sum form
ρφ,η =
N⊕
k=0
pl|ψl〉〈ψl|, (S25)
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where now the two parameters to estimate are θ = (φ, η)T. Each term in the sum is the state corresponding to l lost photons:
|ψl〉 = 1√
pl
N∑
k=l
cke
ikφ
√
Bkl |k − l, N − k〉, (S26)
whereBkl =
(
k
l
)
ηk−l(1−η)l and pl represents the probability of losing l photons. These states are also orthogonal 〈ψl|ψm〉 = δlm.
Due to the direct sum structure of the state, it is possible to obtain the SLDs Lφ and Lη analytically, as well as the diagonal QFIM
JS = diag(JSφφ, J
S
ηη); see [8] for more details. The SLDs are easy to obtain, since they share the block structure of the state and
the state is in each block is pure
Lφ =
N⊗
l=0
2(|∂φψl〉〈ψl|+ |ψl〉〈∂φψl|)
Lη =
N⊗
l=0
[(∂η ln pl)|ψl〉〈ψl|+ 2|∂ηψl〉〈ψl|+ 2|ψl〉〈∂ηψl|].
(S27)
The QFIM and the FIM for the projective measurement on the eigenstates of the phase SLD can be obtained analytically [8]:
JS =
(
JSφφ 0
0 JSηη
)
=
4(∑Nk=0 k2|ck|2 −∑Nl=0 ∑Nk=l k|ck|2Bkl∑Nk=l |ck|2Bkl ) 0
0
∑N
k=0 k|ck|2
η(1−η)

F (ρφ,η,Πφ) =
(
JSφφ 0
0 JSηη − 14η2 JSφφ
)
,
(S28)
from these expressions it is easy to see that measuringΠφ is suboptimal for estimating the parameter η.
The class of Holland-Burnett (HB) states considered in the main text is obtained by interfering two Fock states, i.e. the
two-mode state |N/2, N/2〉 (for even N ), on a balanced beam splitter. This is the first part of a Mach-Zehnder interferometer.
The resulting state with N total photons distributed in the two modes is
|ψHB〉 =
N/2∑
k=0
√
(2k)!(N − 2k)!
2
N
2 k!
(
N
2 − k
)
!
|2k,N − 2k〉. (S29)
All the numerical results of the SDP for this application to phase and loss estimation were obtained in MATLAB using the
YALMIP modelling framework for convex optimization [9].
A. Analytical results for 1 photon states
Here we consider a generic single-photon N = 1 input state, so that the initial state (S24) is simply a qubit
|ψin〉 = c0|0, 1〉+ c1|1, 0〉, (S30)
while the corresponding evolved state is a block-diagonal qutrit state with rank 2
ρφ,η = p1|0, 0〉〈0, 0| ⊕ p0|ψ0〉〈ψ0| (S31)
with p1 = (1 − η)|c1|2, p0 = 1 − p1 and |ψ0〉 = 1√p0
(
c0|0, 1〉+ c1√η|1, 0〉
)
. Furthermore, for N = 1 it is also sufficient to
consider real positive coefficients c0 =
√
1− c21 and c1 = |c1| ∈ [0, 1], since any relative phase between the two components
does not play any role.
We can obtain the solution of the HCRB by an explicit minimization of the function (13) in the main text, which becomes
particularly simple for a two-parameter problem. The term involving the the imaginary part of Z[X] reduces to the absolute value
of the only independent element of the skew-symmetric 2×2 matrix ImZ[X]:
hφ,η(Xφ, Xη) = Tr
[
X2φρφ,η
]
+ Tr
[
X2ηρφ,η
]
+ 2|Im(Tr[XφXηρφ,η])|
=

Tr
[
X2φρφ,η
]
+ Tr
[
X2ηρφ,η
]
for Im(Tr[XφXηρφ,η]) = 0
Tr
[
X2φρφ,η
]
+ Tr
[
X2ηρφ,η
]
+ 2 Im(Tr[XφXηρφ,η]) for Im(Tr[XφXηρφ,η]) > 0
Tr
[
X2φρφ,η
]
+ Tr
[
X2ηρφ,η
]− 2 Im(Tr[XφXηρφ,η]) for Im(Tr[XφXηρφ,η]) < 0,
(S32)
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where for simplicity we work only with W = 12. Each operator Xφ/η is described by 2×3×2 − 4 = 8 real parameters, by
working in the space of observables L2h(C3×3) for three dimensional density matrices with rank 2. The orthonormal eigenbasis
is given by the eigenvectors
{
|0, 0〉, |ψ0〉, |∂ηψ0〉√〈∂ηψ0|∂ηψ0〉
}
, corresponding to the eigenvalues {1− p0, p0, 0}. The constraints
Tr[Xφρφ,η] = Tr[Xηρφ,η] = 0, Tr[Xφ∂φρφ,η] = 1, Tr[Xφ∂ηρφ,η] = 0, Tr[Xη∂ηρφ,η] = 1 and Tr[Xη∂φρφ,η] = 0 give rise to
simple linear equalities that can be inverted explicitly to reduce the total number of free parameters from 16 to 10.
For the second and third lines of the piecewise function (S32) the gradient w.r.t. to the elements of Xφ/η is a linear function
in those variables. Since we have proven that this function is convex we already know that every local minimum is also a
global one and we only need to find the values that make the gradient vanish. It is not hard to check that the second line
does not give any contribution, since the gradient of Tr
[
X2φρφ,η
]
+ Tr
[
X2ηρφ,η
]
+ 2 Tr[XφXηρφ,η] is never zero in the region
Tr[XφXηρφ,η] > 0. On the contrary, the global minimum is given by the piece of the function defined on the third line when
0 < c1 <
1√
2
∧ 0 < η < 12
(
1− c21
1−c21
)
.
The remaining case Im(Tr[XφXηρφ,η]) = 0 is more complicated and it has to be treated as a constrained optimization problem.
Instead of solving the problem explicitly, it is easier to show that the measurementΠφ is optimal in this regime. The measurement
Πφ = {|l1〉〈l1|, |l2〉〈l2|, |l3〉〈l3|} is a projective measurement on the eigenstates |li〉 of the phase SLD Lφ =
∑3
i=1 li|li〉〈li|. The
corresponding commuting Hermitian operators are given by
X∗φ =
1
F (ρφ,η,Πφ)φ,φ
3∑
i=1
〈li|∂φρφ,η|li〉
〈li|ρφ,η|li〉 |li〉〈li| X
∗
η =
1
F (ρφ,η,Πφ)η,η
3∑
i=1
〈li|∂ηρφ,η|li〉
〈li|ρφ,η|li〉 |li〉〈li|; (S33)
these are observables with zero mean and covariance matrix equal to the inverse of the classical FIM, i.e. Tr
[
X∗i X
∗
j ρφ,η
]
=[
F (ρφ,η,Πφ)
−1]
i,j
. One can check explicitly that the gradient of the function Tr
[
X2φρφ,η
]
+ Tr
[
X2ηρφ,η
]
constrained to satisfy
Im(Tr[XφXηρφ,η]) = 0 is zero for Xφ/η = X∗φ/η and in particular it is a minimum. For c1 ≥ 1√2 ∨ 12
(
1−2c21
1−c21
)
≤ η ≤ 1 the
global minimum of hφ,η(Xφ, Xη) has to lie on this constrained region, since there are no minima in the other two pieces of the
function; thus, in this regime the projective measurementΠφ attains the HCRB.
The final result is
CHφ,η =

[c21(η−1)+1][4(1−c21)(1−η)η+1]
4c21(1−c21)η
= Tr
[
F (ρφ,η,Πφ)
−1] for c1 ≥ 1√2 ∨ 12(1− c211−c21) ≤ η ≤ 1
1+3η−4η3
4c21η
for 0 < c1 < 1√2 ∧ 0 < η < 12
(
1− c21
1−c21
)
.
(S34)
We can study the relative difference between the HCRB and the classical CRB, i.e. the quantity 1 − CHφ,η/Tr
[
F (Πφ)
−1].
In Fig. S1 we show this quantity for randomly generated initial states for N = 1, 2, 3 as a function of η. For N = 1 we can
maximize this quantity over the parameter c1 characterizing the initial state, to obtain the maximal relative difference as a function
of the efficiency:
max
c1
(
1− C
H
φ,η
Tr[F (Πφ)−1]
)
=
{
0 for 12 ≤ η ≤ 1
η(1−2η)2
1+4η−4η2 for 0 < η <
1
2 .
(S35)
The maximum relative difference is obtained in the limit c1 → 0: while both CRBs diverge in the limit of vanishing single photon
components their ratio tends to a finite value. The quantity in (S35) is shown as a thick black dashed line in Fig. (S1a).
IV. 3D MAGNETOMETRY
As described in the main text, we consider an initial pure input state on which we act first with a unitary parametrised by
ϕ = (ϕx, ϕy, ϕz) ∈ R3 and then with a dephasing channel along z, with a dephasing strength γ ∈ [0, 1]. The final state is
represented by the following density matrix
ρϕ =
2M−1∑
i=0
Eγ,iUϕ|ψ0〉〈ψ0|U†ϕE†γ,i, (S36)
here written in terms of the Kraus representation of the M -qubit dephasing channel. An alternative set of Kraus operators for the
single qubit dephasing channel Eγ [ρ] introduced in the main text is [10]
E0 =
(
1 0
0
√
1− γ
)
, E1 =
(
0 0
0
√
γ
)
. (S37)
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(a) (b)
(c)
FIG. S1. Relative difference between the HCRB CHφ,η (for W = 12) and the classical CRB Tr
[
F (ρφ,η,Πφ)
−1] pertaining to an optimal phase
measurement. The plots show this quantity computed for random initial states, as a function of the transmissivity η. Panel (a) corresponds to
1000 randomly generated initial pure states with N = 1 total photon; the dashed thick black line shows the analytical result for the relative
difference optimized over the coefficients of the initial state. Panel (b) and (c) correspond to 1000 randomly generated initial pure states with
N = 2 and N = 3 respectively.
The M -qubit Kraus operators appearing in (S36) are labelled by j ∈ [0, 2N − 1] and the binary representation of j contains the
information on which local dephasing operator acts on each qubit, e.g. Eγ,3 = E0⊗· · ·⊗E0⊗E1⊗E1. The M -qubit dephasing
channel has the effect of contracting the Bloch sphere of each qubit to the z axis, or equivalently to reduce the magnitude of the
off-diagonal elements |i〉〈j| by a factor of (1− γ)h(i,j), where h(i, j) is the Hamming distance between the binary numbers i and
j. The unitary dynamics is generated by the Hamiltonian H =
∑3
k=1 ϕkSk =
∑3
k=1 ϕk
∑M
j=1 σ
(j)
k , where we have introduced
the global Pauli operators Sk =
∑M
j=1 σ
(j)
k . The partial derivatives of the state can be expressed as
∂ρϕ
∂ϕk
= i
2M−1∑
i=0
Ei,γUϕ[|ψ0〉〈ψ0|, Ak]U†ϕE†i,γ , (S38)
in terms of the non-commuting generators Ak [11]
Ak =
∫ 1
0
eiαHSke
−iαHdα. (S39)
Crucially, the dynamics we are considering is invariant for any permutation of the local qubit subsystems. If we also choose
a permutationally invariant initial state, such as the 3D-GHZ state, this symmetry can be used to reduce the size of the Hilbert
space from exponential to polynomial in M . To achieve this in our code for numerical calculations, we have taken advantage
of the Python library for permutationally invariant two-level quantum systems introduced in [12]. Moreover, for the numerical
implementation of our SDP we have employed the Python convex modelling framework CVXPY [13, 14] together with the solver
SCS [15, 16]. With this SDP formulation we were able to obtain the data points shown in the main text on a desktop computer in
a reasonable amount of time (each data point for N = 9 using the permutationally invariant basis was obtained in less than half an
hour).
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A. Attainability with projective measurements for two-qubit noiseless estimation
Here we present our numerical evidence that the HCRB for noiseless estimation with ϕ with 2-qubit systems is attainable with
projective measurements. We parametrize a generic unitary of the 2-qubit system as
Vx = exp
−i 3∑
i,j=0
xijλi ⊗ λj
 (S40)
where we have introduced the Pauli basis of Hermitian operators for the two-qubit subsystems λ = (12, σx, σy, σz) and the set of
real coefficients x = {xij}i,j=0,...,3. The eigenvectors of Vx are orthonormal and introduce a projective measurementΠx on
the two-qubit system. The classical Fisher information matrix F
(
|ψ〉ϕ ,Πx
)
associated to such a measurement on the evolved
two-qubit state |ψ〉ϕ is defined in Eq. (4) in the main text.
We define the optimal projective scalar CRB (for W = 13) as
Cprojϕ = min
x
Tr
[
F
(
|ψ〉ϕ ,Πx
)−1]
(S41)
and we evaluate this quantity numerically. The set of projectors is not convex and thus this has to be treated as a global optimization
problem, which is general much harder to solve numerically than convex problems. Nevertheless, the Nead-Medler algorithm for
local optimization implemented in the Python’s scipy library gives good results by trying a few different random starting points
for the parameter x.
In Fig. (S2) we show a histogram of the values obtained for the relative difference 1 − CHϕ/Cprojϕ by generating 5000
random initial two-qubit pure states according to the Haar measure. We tested five sets of parameter values ϕ1 = (0, 0, 10−4),
ϕ2 = (0, 1, 1), ϕ3 = (0, 0, 1), ϕ4 = (1, 1, 1), ϕ5 = (0.3305, 1.6584, 0.4844), each with 1000 random initial states; all data is
plotted in the same histogram. 2
The main empirical conclusion is that we were able to obtain relative differences smaller than 10−4 for all states, while the vast
majority of states we got a relative difference smaller than 10−5. We remark that 10−4 is a threshold that we set for the global
optimization but we believe that it could be lowered at the expense of an increased computational cost.
This is only numerical evidence and in principle there could be a very small but finite difference between the two bounds so
that they do not actually coincide. We have not been able to formally prove the equivalence, but the question of attainability of
the HCRB with single-copy projective measurements is an important one that we plan to explore more in detail in future works.
Nonetheless, these numerical results show that the difference between the HCRB and the optimal projective bound is for all
practical purposes negligible.
10−10 10−9 10−8 10−7 10−6 10−5 10−4
1− CH/Cproj
0
200
400
600
800
co
u
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ts
FIG. S2. Histogram of the relative difference between the HCRB and the classical scalar CRB optimised over projective measurements for
2-qubit noiseless 3D magnetometry. Data is obtained by generating random 2-qubit states and evolving them with parameter values ϕk for
k ∈ [1, 5].
2 Further checks with other parameter values did not produce different results.
SM-9
[1] A. S. Holevo, Probabilistic and Statistical Aspects of Quantum Theory, 2nd ed. (Edizioni della Normale, Pisa, 2011).
[2] A. Fujiwara and H. Nagaoka, Phys. Lett. A 201, 119 (1995).
[3] J. Liu, X. Jing, W. Zhong, and X. Wang, Commun. Theor. Phys. 61, 45 (2014).
[4] J. Liu, H.-N. Xiong, F. Song, and X. Wang, Phys. A Stat. Mech. its Appl. 410, 167 (2014).
[5] K. Matsumoto, J. Phys. A 35, 3111 (2002).
[6] M. Hayashi, Quantum Information Theory (Springer, Berlin, Heidelberg, 2017).
[7] S. Boyd and L. Vandenberghe, Convex Optimization (Cambridge University Press, New York, 2004).
[8] P. J. D. Crowley, A. Datta, M. Barbieri, and I. A. Walmsley, Phys. Rev. A 89, 023845 (2014).
[9] J. Lo¨fberg, in 2004 IEEE Int. Conf. Robot. Autom. (IEEE, Taipei, Taiwan, 2004) pp. 284–289.
[10] M. A. Nielsen and I. L. Chuang, Quantum computation and quantum information, 10th ed. (Cambridge University Press, Cambridge New
York, 2010).
[11] T. Baumgratz and A. Datta, Phys. Rev. Lett. 116, 030801 (2016).
[12] N. Shammah, S. Ahmed, N. Lambert, S. De Liberato, and F. Nori, Phys. Rev. A 98, 063815 (2018).
[13] S. Diamond and S. Boyd, J. Mach. Learn. Res. 17, 1 (2016).
[14] A. Agrawal, R. Verschueren, S. Diamond, and S. Boyd, J. Control Decis. 5, 42 (2018).
[15] B. O’Donoghue, E. Chu, N. Parikh, and S. Boyd, “SCS: Splitting conic solver, version 2.1.0,” https://github.com/cvxgrp/scs
(2017).
[16] B. O’Donoghue, E. Chu, N. Parikh, and S. Boyd, J. Optim. Theory Appl. 169, 1042 (2016).
