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This research explores the Cauchy problem for a class of quasi-
linear wave equations with time dependent sources. It can be
transformed into the Cauchy problem of hyperbolic integro-differ-
ential systems of nonlinear balance laws. We introduce the gener-
alized Glimm scheme in new version and study its stability which
is proved by Glimm-type interaction estimates in a dissipativity
assumption. The generalized solutions to the perturbed Riemann
problems, the building blocks of generalized Glimm scheme, are
constructed by Riemann problem method modeled on the source
free equations. The global existence for the Lipschitz continuous
solutions and weak solutions to the systems is established by the
consistency of scheme and the weak convergence of source. Finally,
the weak solutions are also the entropy solutions which satisfy the
entropy inequality.
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1. Introduction
In this paper we are interested in the Cauchy problem of quasi-linear wave equation with time
dependent source term generated by a known function a(x, t):
{
ztt − p
(
a(x, t), zx, zt
)
x = axh
(
a(x, t), z, zx, zt
)
, (x, t) ∈R×R+,
z(x,0) = z0(x), zt(x,0) = w0(x), −∞ < x < ∞,
(1.1)
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By setting variables v := zx and w := zt , we can rewrite Eqs. (1.1) as the Cauchy problem of an integro-
differential system of nonlinear balance laws{
ut + f (a,u)x = axg(a, z,u), (x, t) ∈R×R+,
u(x,0) = u0(x), z(x,0) = z0(x), −∞ < x < ∞, (1.2)
where u = (v,w), u0(x) = (v0(x),w0(x)) with v0(x) = zx(x,0), f (a,u) = (−w,−p(a, v,w)),
g(a, z,u) = (0,h(a, z, v,w)) and
z(x, t) = z0(x) +
t∫
0
w(x, s)ds. (1.3)
Then the global existence of Lipschitz continuous solutions to (1.1) is equivalent to the global existence
and boundedness of weak solutions to (1.2). Furthermore, if the weak solutions satisfy the entropy
inequality, then they are called the entropy solutions. The system in (1.2) is not a p-system since a
is allowed time-dependent. The main concern of the paper is to investigate the possibility that time
dependent sources can be treated like source free equations by incorporating an additional family of
waves, and to utilize this in the Glimm scheme. Throughout of this paper, we impose conditions on a,
h and p as follows:
(A1) a(x, t) is at least a C3 function satisfying: (i) there exists L > 0 such that a is only x-dependent
for any ﬁxed t > 0 and |x|  L, (ii) there exists a constant M > 0 such that |ax(x, t)| > M and
0  |at(x, t)|  M for all |x|  L and t  0, (iii) the total variations of a(·, t), ax(·, t) and at(·, t)
are suﬃciently small for every ﬁxed t  0;
(A2) ∂v p(a, v,w) > 0 for all a ∈R and (v,w) ∈ Ω;
(A3) h + ∂a p = 0 for all a, z ∈R and (v,w) ∈ Ω;
(A4) h and the ﬁrst partial derivatives of h all have uniform bounds when v and w are uniformly
bounded.
Condition (A2) implies that the system in (1.2) is strictly hyperbolic, that is, two real eigenvalues
λ1(a,u) and λ2(a,u) of Du f (a,u) would meet
λ1(a,u) < 0< λ2(a,u)
for all a ∈ R and u ∈ Ω . In addition, we assume further that each characteristic ﬁeld of (1.2) is not
only genuinely nonlinear but also has a constant c0 > 0 such that
∇λi(a,u) · Ri(a,u) c0
for i = 1,2 and all a ∈ R, u ∈ Ω , where Ri is a right eigenvector of Du f corresponding to the eigen-
value λi . Here we emphasize that the total variation of source term in time would be large as well
since no total variation of a bounds in time.
We demonstrate two important models of (1.1) (or (1.2)). The ﬁrst example is the application of
ﬁnite elastic theory to the deformation of rubbery materials [2] described by
Rtt −
(
p(Rr)
)
r = g(r, R, Rr),
where r := |(x, y, z)| denotes the variable of distance from 0 to point (x, y, z) ∈ R3, R = R(r, t)
is the deformation of material, p(Rr) = −(Rr)−3/d for some constant d > 0, and g(r, R, Rr) =
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we assume a′(r) := k(r) for some a. The second example is the shallow water equations with time-
dependent river’s bottom [26]:
∂t(h) + ∂x(hu) = 0,
∂t(hu) + ∂x
(
hu2 + 1
2
gh2
)
= −Bxgh,
where h, u and g are the depth of water, velocity and the gravitational constant, respectively, and
B = B(x, t) is the bottom elevation.
First, we would like to review some earlier results on the subject. The weak solutions to Riemann
problem for n × n strictly hyperbolic conservation laws
ut + f (u)x = 0 (1.4)
was ﬁrst established by Lax [21,22]. The author showed that the solutions are self-similar and consist
of at most n + 1 constant states separated by elementary waves including rarefaction waves, shock
waves and contact discontinuities. The global existence of weak solutions to the Cauchy problem of
(1.4) was established by Glimm [8]. The author created the random choice method (Glimm scheme) to
construct the approximate solutions and obtained the global existence result provided that the total
variation of initial data is suﬃciently small. Recently, Bressan and Zheng [3] established conservative
weak solutions to the Cauchy problem for nonlinear variational wave equations ztt − c(z)(c(z)zx)x = 0
with initial data of ﬁnite energy. Here c(·) is any smooth function with uniformly positive bounded
values. With regards to the research of the existence/nonexistence of time-periodic solutions, we refer
to [9,10,15]. Also we emphasize that Glimm’s argument employed the following steps: (I) construc-
tion of approximate solutions, (II) wave interaction estimates, (III) compactness of a subsequence of
approximate solutions, (IV) showing that the limit is indeed a solution [28]. Our framework can be
considered as an extension of Glimm’s method.
The Cauchy problem of quasi-linear hyperbolic system
ut + f (x,u)x = g(x,u) (1.5)
was studied by Liu [25]. The author studied asymptotic behavior of solutions and established the
global existence by creating the steady state scheme. The application of front-tracking method to the
existence and uniqueness of solutions for quasi-linear hyperbolic systems was studied by Amadori,
Gosse, and Guerra [1].
For the initial value problem of 2× 2 resonant nonlinear balance laws
ut + f
(
a(x),u
)
x = a′g
(
a(x),u
)
, (1.6)
Isaacson and Temple [19] ﬁrst introduced an approach to make (1.6) treated as the source free equa-
tions by incorporating a linear degenerate wave ﬁeld into the Riemann problem. This method gave
sharp time independent bounds for solutions in contrast to the operator-splitting method which gave
only time dependent bounds. This method along with Glimm scheme was also generalized to the
n × n strictly hyperbolic case in the paper [11] referenced by Hong. The convergence of generalized
Glimm scheme is based on the “weaker than weak” solutions of Riemann problem, and the resid-
ual only converges weakly in L1. Recently, Hong, Hsu, and Su [12] extended this framework to the
initial–boundary value problem of quasi-linear wave equation
utt −
(
p
(
ρ(x),ux
)) = ρ(x)h(ρ(x),u,ux). (1.7)x
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dent sources, that is, the time dependent sources can be accounted for by incorporating an extra wave
in source free Riemann problem. For the other results of non-strictly hyperbolic systems, we refer to
[14,17,18,20,29]. The measure-valued solutions of non-conservative systems were studied by LeFloch
[23], LeFloch and Liu [24] and Dal Maso, LeFloch, and Murat [7].
For the general quasi-linear hyperbolic system
ut + f (u, x, t)x = g(u, x, t), (1.8)
the Cauchy problem of (1.8) was ﬁrst studied by Dafermos and Hsiao [6]. The authors used the
operator-splitting method together with Glimm scheme to obtain the global existence results. An ad-
ditional dissipativity condition on a small neighborhood of u = u∗ is necessary, that is,
Rμμ(x, t) −
∑
κ =μ
∣∣Rκμ(x, t)∣∣ b > 0, μ = 1, . . . ,n, (1.9)
for every (x, t) ∈ (−∞,∞) × [0,∞), where R(x, t) := (−r−1gur)(u∗, x, t) and r is the n × n matrix
consisting of right eigenvectors of Du f . In particular, (1.9) is equivalent to
∣∣I − sR(x, t)∣∣ 1− bs (1.10)
for every positive small s. System (1.8) was also studied by Hong and LeFloch [13] in another
operator-splitting method. We refer to [3,5,16,27,30,31] for the more results of the general quasi-
linear hyperbolic systems and nonlinear variational wave equations.
There are several diﬃculties we must overcome to establish the global existence results. Since
time dependence in the source a is allowed, the framework in [11,19] can only be carried out locally,
that is, the Riemann problems must account not only for the x-dependence, but also for the time
dependence. This then requires an approximate Riemann solver to account for time dependence. Since
no total variation bound on the source in time is assumed, the non-increasing of Glimm functionals
in [8] may fail. This will lead to the instability of Glimm method. In order to overcome diﬃculties, the
steps in the paper are thus as follows: (1) A “weaker than weak” solution of the Riemann problem is
established that accounts for the leading order effects of time dependence in the source. (2) Modiﬁed
Glimm-type interaction estimates are obtained. (3) A Glimm-type argument is developed to prove
time independent total variation estimates for the approximate solutions. At this stage a dissipativity
assumption must be imposed because no total variation bounds on the sources in time are assumed.
(4) Finally, the weak convergence of the residual is established to prove the Glimm method converges
to a weak solution (modulo the usual subsequences).
The dissipativity condition now is described below. We deﬁne the vector
R0
(
a(x, t),u, z
) := (−((∂v p)−1(h + pa))(a(x, t),u, z),0)T , (1.11)
and the matrix
R∗ := [R∗0, R∗1, R∗2] := [ 1 0 0R0 R1 R2
]
. (1.12)
Deﬁne the matrix
D¯(u, z, x, t) := (ax + λ∗at)
(
R∗
)−1[
R∗0 · ∇R∗0 − B∗0, R∗0 · ∇R∗1, R∗0 · ∇R∗2
]
, (1.13)
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λ∗ > (1− ε)−1 sup
{∣∣λi(a,u)∣∣: i = 1,2}, 0< ε  1. (1.14)
The system (1.2) satisﬁes the dissipativity condition if there exists a constant b > 0 such that
|I − sD¯| 1− sb (1.15)
for any positive small s and all (x, t) ∈ (−∞,∞) × [0,∞). Here I is the 3 × 3 identity matrix. It is
noticed that R∗0 can be treated as an “eigenvector” in the zero characteristic ﬁeld for (1.2), although R0
is not linearly independent with eigenvectors {R1, R2}. Moreover, (1.15) and (1.9) are not equivalent,
therefore the results of [6] are not applied to this paper. We now give the deﬁnitions of weak and
entropy solutions to (1.2) and state the main theorem.
Deﬁnition 1.1. A bounded measurable function u is called a weak solution to Cauchy problem (1.2) if
u satisﬁes R1φ(z,u) = 0 and R2φ(a, z,u) = 0 for all φ ∈ C10(R× [0,∞)), where
R1φ(z,u) :=
∫ ∫
t>0
{zφt + wφ}dxdt +
∞∫
−∞
z0(x)φ(x,0)dx,
R2φ(a, z,u) :=
∫ ∫
t>0
{
uφt + f (a,u)φx + axg(a, z,u)φ
}
dxdt +
∞∫
−∞
u0(x)φ(x,0)dx.
Deﬁnition 1.2. Let U be a convex subset of R2, and let U : U → R and F : R× U → R. We say that
(U (u), F (a,u)) is an entropy pair of (1.2) provided that U is convex on U and (U , F ) satisﬁes
DF
Du
= DU
Du
Df
Du
on R× U .
Furthermore, u is called the entropy solution of (1.2) if u is a weak solution of (1.2) and satisﬁes
∂tU + ∂x F  ax
(
DU
Du
(g − fa) + Fa
)
(1.16)
in distributions for every entropy pair (U , F ).
Main Theorem. Consider the following Cauchy problem{
ut + f (a,u)x = axg(a, z,u), (x, t) ∈R×R+,
u(x,0) = (z′0(x),w0(x)), z(x,0) = z0(x), −∞ < x < ∞.
Assume that (A1)–(A4) hold and z′0(x), w0(x) are bounded with small total variations. Let {uεθ,
x} be the
approximate solutions constructed by generalized Glimm scheme described in Section 3. Then, under the dissi-
pativity condition (1.15), there exist a null set N ⊂ Φ and a sequence {
xi} → 0 such that if θ ∈ Φ \ N, then
u(x, t) := lim
xi ,ε→0 uεθ,
xi is the entropy solution to the Cauchy problem. Furthermore, there exists a globally
Lipschitz continuous solution z of (1.1) which satisﬁes
z(x, t) = z0(x) +
t∫
0
w(x, s)ds.
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asymptotic expansions of ﬂux and source. The approximate solutions will be constructed by Riemann
problem method modeled on the source free equations. And the residual of approximate solutions in
each grid is estimated for the consistency of generalized Glimm scheme. In Section 3, the generalized
Glimm scheme is described. The modiﬁed Glimm-type interaction estimates and the non-increasing
of Glimm functional are also obtained. Finally, in Section 4, the main theorem is proved by showing
the consistency of generalized Glimm scheme, the weak convergence of source term and the entropy
inequality for solutions.
2. Perturbed Riemann problems
In this section, we introduce a perturbed Riemann problem corresponding to the original Riemann
problem and construct its approximate solutions by the source free Riemann problem method. To
start, we consider a suﬃciently small grid
Dκ,δ :=
{
(x, t)
∣∣−κ  x κ, 0 t  δ}
where κ > 0 and δ > 0. Let D0κ,δ denote the interior of Dκ,δ . We study the following Riemann problem
in Dκ,δ :
⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
ut + f (a,u)x = axg(a, z,u), (x, t) ∈ D0κ,δ,
u(x,0) = u0(x) =
{
uL, −κ  x < 0,
uR , 0< x κ,
z(x,0) = z0(x) =
{
zL + vL(x− l), −κ  x < 0,
zR + vR(x− r), 0< x κ,
(2.1)
where uL = (vL,wL), uR = (vR ,wR) are two nearby constant states, zL, zR ∈ R, l ∈ (−2κ,0) and r ∈
(0,2κ). Note that the values l and r are determined by the random choice described in Section 3 and
r = l + 2κ . Since the presence of the source axg , the weak solutions of (2.1) are not self-similar so
that Lax method cannot be applied directly. However, by the results in [4], if a is x-dependent only,
then (2.1) can be treated like source free equations. Therefore, Lax’s method can be extended. Based
on this observation, we use linear expansion of a in time to create a corresponding perturbed Riemann
problem, which is given in (2.8). Before that, some derivations are as follows.
First, we approximate a linearly by a time-independent function in Dκ,δ , that is,
a(x, t) ≈ a¯(x) + δb(x), (2.2)
where
a¯(x) := a(x,0), b(x) := at(x,0). (2.3)
Therefore, by utilizing (2.2) and omitting O (δ2) terms, the system in (2.1) is approximated by
ut +
[
f (a¯,u) + δb(x) fa(a¯,u)
]
x = a¯′
[
g + δb(x)ga
]
(a¯, z,u) + δb′(x)g(a¯, z,u). (2.4)
Next, for given 0 < ε  1 we construct the perturbed Riemann initial data uε0(x) := uε(x,0), zε0(x) :=
zε(x,0) along with a¯ε(x) and bε(x) as follows:
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uε0(x), z
ε
0(x)
) :=
⎧⎪⎨⎪⎩
(uL, zL + vL(x− l + εκ)), −κ  x < −εκ,
(ψε(x), zL + vL(−l) +
∫ x
−εκ v
ε
0(s)ds), −εκ  x εκ,
(uR , zR + vR(x− r − εκ)), εκ < x κ,
(2.5)
(
a¯ε(x),bε(x)
) :=
⎧⎪⎨⎪⎩
(aL,bL), −κ  x < −εκ,
(ηε(x),at(x,0)), −εκ  x εκ,
(aR ,bR), εκ < x κ,
(2.6)
where (aL,bL) and (aR ,bR) are constant states, zε0(x) is given by z
ε
x = vε and zεt = wε , and ψε(x) :=
(vε0(x),w
ε
0(x)) and η
ε(x) are monotone functions connecting the left and right states at x = −εκ and
x = εκ , respectively. In addition, to ensure zε0(x) matches z0(εκ) at x = εκ , we choose vε0(x) such that
zε0(εκ) = zR + vR(−r) = zε0(−εκ) +
εκ∫
−εκ
vε0(s)ds. (2.7)
We then have the perturbed Riemann problem corresponding to (2.1) for 0< ε  1:
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
uεt +
[(
f + δbε(x) fa
)(
a¯ε,uε
)]
x =
((
a¯ε
)′[
g + δbε(x)ga
]+ δ(bε)′(x)g)(a¯ε, zε,uε),
(
uε0(x), z
ε
0(x)
)=
⎧⎪⎨⎪⎩
(uL, zL + vL(x− l + εκ)), −κ  x < −εκ,
(ψε(x), zL + vL(−l) +
∫ x
−εκ v
ε
0(s)ds), −εκ  x εκ,
(uR , zR + vR(x− r − εκ)), εκ < x κ,
(2.8)
where a¯ε(x) and bε(x) are in (2.6). Note that the system in (2.8) is still genuinely nonlinear for small δ.
To conﬁrm it, we deﬁne
f δ
(
a,b,uε
) := f (a,uε)+ δbfa(a,uε). (2.9)
Let {λδi (a,b,uε)}2i=1 be the eigenvalues of Du f δ , and let {Rδi (a,b,uε)}2i=1 be the corresponding right
eigenvectors. Then there exist bounded functions {ki(a,b,uε)}2i=1 and {Ki(a,b,uε)}2i=1 such that
λδi = λi
(
a,uε
)+ δki(a,b,uε), Rδi = Ri(a,uε)+ δKi(a,b,uε), i = 1,2, (2.10)
for suﬃciently small δ. We then have
(∇λδi · Rδi )(a,b,uε)= (∇λi · Ri)(a,uε)+ δ(∇λi · Ki + ∇ki · (Ri + δKi))(a,b,uε)
= (∇λi · Ri)
(
a,uε
)+ O (δ) c0 + O (δ) > 0, (2.11)
which implies that the 1st and the 2nd characteristic ﬁelds are genuinely nonlinear.
To obtain the approximate solutions of (2.8), we ﬁrst divide Dκ,δ into three regions:
DL(ε) :=
{
(x, t)
∣∣−κ  x < −εκ, 0 t  δ},
DR(ε) :=
{
(x, t)
∣∣ εκ < x κ, 0 t  δ},
Dε(ε) :=
{
(x, t)
∣∣ |x| εκ, 0 t  δ}. (2.12)
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method. Since a¯ε = aL (or aR ) and bε = bL (or bR ) in region DL(ε) (or DR(ε)) make (a¯ε)′ = (bε)′ = 0,
so (2.8) can be reduced to
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
uεt + f δ
(
aL,bL,u
ε
)
x = 0, on D0L(ε),
uεt + f δ
(
aR ,bR ,u
ε
)
x = 0, on D0R(ε),
uε0(x) =
{
uL, −κ  x < −εκ,
uR , εκ < x κ.
(2.13)
Owing to the genuine nonlinearity of (2.13), we either have rarefaction waves or shock waves as
solutions for the 1st and the 2nd characteristic ﬁelds. Let Rδ1(uε;aL,bL,uL) denote the curve of 1-
rarefaction wave starting at uL . Then, by (2.10) and the results in [21,28], Rδ1 can be parameterized
as
Rδ1
(
uε(η1);aL,bL,uL
)= uL + η1Rδ1(aL,bL,uL) + η212 (Rδ1 · ∇Rδ1)(aL,bL,uL) + O (|η1|3)
= uL + η1R1(aL,uL) + η
2
1
2
(R1 · ∇R1)(aL,uL)
+
(
η1δK1 + η
2
1
2
δK1 · ∇R1 + η
2
1
2
δR1 · ∇K1 + η
2
1
2
δ2K1 · ∇K1
)
× (aL,bL,uL) + O
(|η1|3), (2.14)
where η1 > 0 is a function of xt and |η1| is the wave strength of Rδ1. Moreover, we observe that the
expression of Rδ1 is independent of ε. It allows us to construct the approximate solution to (2.8) by
passing the limit of ε. In particular, we note that
R1
(
u(η1);aL,uL
) := lim
ε,δ→0R
δ
1
(
uε(η1);aL,bL,uL
)
= uL + η1R1(aL,uL) + η
2
1
2
(R1 · ∇R1)(aL,uL) + O
(|η1|3) (2.15)
is 1-rarefaction wave solution of ut + f (aL,u)x = 0. For the shock waves, let Sδ1(uε;aL,bL,uL) denote
1-shock starting at uL . Then, the Rankine–Hugoniot condition for the system in (2.13) is given by
sδ1
[Sδ1]= [ f δ(aL,bL, Sδ1)]= [ f (aL, Sδ1)]+ [δbL fa(aL, Sδ1)] (2.16)
where sδ1 is the speed of Sδ1(uε;aL,bL,uL) and [·] denotes the difference of states across the shock.
Again, by the results in [21,28], Sδ1 can be parameterized as in (2.14) similarly for η1 < 0. In addition,
we also have (2.15) by 1-shock S1 instead of 1-rarefaction wave R1. Similarly, when replacing aR
and bR by aL and bL in (2.14), we obtain the expressions of 2-rarefaction wave Rδ2(uε(η2);aR ,bR ,∗)
and 2-shock Sδ2(uε(η2);aR ,bR ,∗) in D0R(ε), respectively. Here uε(η2) = uR and the state ∗ will be
determined by Lax’s method later.
Finally, we construct an approximate solution of (2.8) in region D0ε(ε). Let’s set u
ε(−εκ, t) = u1 =
(v1,w1) and uε(εκ, t) = u2 = (v2,w2) in advance, then it is easy to see that
zε(−εκ, t) = zε0(−εκ) + w1t, zε(εκ, t) = zε0(εκ) + w2t, (2.17)
3676 Y.-C. Su / J. Differential Equations 250 (2011) 3668–3700which means the values of zε(x, t) depend on t at x = −εκ and x = εκ , respectively. We claim that
there is no exact time-independent solution in D0ε(ε). If there exists a time-independent solution
uεs (x) of (2.8) in D
0
ε(ε) then this would satisfy⎧⎪⎪⎨⎪⎪⎩
dwεs
dx
= 0,
d
dx
[
p + δbε(x)pa
](
ηε,uεs
)= −[dηε
dx
(
h + δbε(x)ha
)+ δdbε
dx
h
](
ηε, zε,uεs
)
.
(2.18)
By (2.17) and (2.18) we have
wεs (x) = w1 = w2, zε(x, t) = w1t + ζ ε(x), (x, t) ∈ D0ε(ε), (2.19)
where ζ ε(x) := zε0(−εκ) +
∫ x
−εκ v
ε
s (τ )dτ connects z
ε
0(−εκ) at x = −εκ and zε0(εκ) at x = εκ , respec-
tively. As w1 may not be zero in (2.19), so zε depends on t . The RHS of the second equation of (2.18)
thus involves t so that (2.18) cannot be balanced in D0ε(ε). We show that the claim.
To overcome the diﬃculty, we construct a time-independent approximate solution treated as the
wave of the zero characteristic ﬁeld. First, we approximate zε in (2.19) by the time-independent func-
tion ζ ε(x):
zε(x, t) ≈ w1δ + ζ ε(x), (x, t) ∈ D0ε(ε). (2.20)
Next, we approximate bε(x) in (2.8) by
bε(x) ≈ bε(0) + x(bε)′(0) (2.21)
so that
[
f + δbε(x) fa
]
x ≈ δ
(
bε
)′
(0) fa +
[
f + δbε(0) fa
]
x. (2.22)
Then, by (2.8), (2.20)–(2.22), the vanishing of uεt and omitting higher order terms, we construct a
time-independent approximate solution uεs (x) in D
0
ε(ε) which satisﬁes the following ordinary differ-
ential equations:⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
wεs (x) = w1,
d
dx
(
p + δbε(0)pa
)(
ηε,uεs
)
= −
(
dηε
dx
)(
h + δw1hz + δbε(0)ha
)(
ηε, ζ ε,uεs
)− δ(bε)′(0)(h + pa)(ηε, ζ ε,uεs ).
(2.23)
Notice that the initial data ηε , uεs and ζ
ε of (2.23) satisfy
ηε(−εκ) = aL, uεs (−εκ) = u1, ζ ε(−εκ) = zε0(−εκ). (2.24)
Since ηε is smooth and monotone, there exists a nonzero continuous function q such that ( dη
ε
dx )
−1 =
q(ηε). Note that q(ηε) is of order εκ . In addition,
dζ ε
dηε
= dζ
ε
dx
dx
dηε
= vεs q
(
ηε
)
. (2.25)
Y.-C. Su / J. Differential Equations 250 (2011) 3668–3700 3677Then, by re-scaling x = εκξ , ξ ∈ [−1,1], in (2.23) and (2.25), and let ηˆ(ξ) := ηε(x), vˆ(ξ) := vεs (x) and
ζˆ (ξ) := ζ ε(x), we obtain the following initial value problem:⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
dvˆ
dηˆ
= R̂0(ηˆ, ζˆ , vˆ,w1) + δ̂L(ηˆ, ζˆ , vˆ,w1),
dζˆ
dηˆ
= vˆq(ηˆ),
vˆ(aL) = v1, ζˆ (aL) = zε0(−εκ),
(2.26)
where
R̂0 := − 1
∂v(p + δbε(0)pa) ·
(
h + pa + δw1hz + δbε(0)(ha + paa)
)
, (2.27)
L̂ := − 1
∂v(p + δbε(0)pa) ·
(
bε
)′
(0)q(ηˆ)(h + pa). (2.28)
Note that ∂v (p + δbε(0)pa) is nonzero for small δ > 0, and vˆ and ζˆ are considered as functions of ηˆ.
Also, the initial data v1 satisﬁes
v1 = vL + η1Rδ1,2(aL,bL,uL) + O
(|η1|2),
where Rδ1,2 is the second component of eigenvector R
δ
1 and η1 is the parameter of wave strength for
1-wave. In addition, δ̂L is of order εδκ by the facts that q(ηε) = ( dηεdx )−1 = O (εκ) and L̂ is bounded.
Lemma 2.1. For suﬃciently small δ > 0, there exist scalars J1 and J∗ evaluated at (ηε(x), ζ ε(x),uεs (x)) such
that
R̂0(ηˆ, ζˆ , vˆ,w1) = −(∂v p)−1(h + pa) + δ J1,
where
J1 := (∂v p)−1
{
bε(0) J∗
[
h + pa + δw1hz + δbε(0)(ha + paa)
]− w1hz − bε(0)(ha + paa)},
J∗ :=
∞∑
i=0
(−1)iδibε(0)i[(∂v pa)(∂v p)−1]i+1.
Proof. We observe that
∂v
(
p + δbε(0)pa
)= (∂v p)[1+ δbε(0)(∂v pa)(∂v p)−1],
and 1 + δbε(0)(∂v pa)(∂v p)−1 is nonzero for small δ > 0. Therefore, if |δbε(0)(∂v pa)(∂v p)−1| < 1 for
small δ > 0, then we have
1
∂v(p + δbε(0)pa) = (∂v p)
−1 · 1
1+ δbε(0)(∂v pa)(∂v p)−1
= (∂v p)−1 ·
(
1− δbε(0) J∗
)
, (2.29)
where J∗ is given in the lemma. Then, by (2.27) and (2.29), we obtain
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(
1− δbε(0) J∗
) · (h + pa + δw1hz + δbε(0)(ha + paa))
= −(∂v p)−1(h + pa) + δ J1,
where J1 is given in the lemma. We complete the proof. 
Now, by Lemma 2.1 and Lax’s method we are ready to parametrize vˆ(ξ) (or vεs (x)) in (2.26).
According to the existence and uniqueness theorem of ordinary differential equations, there exists a
unique C1 function χ̂ (or χ ) such that the solution ζˆ (or ζ ε) of (2.26) in D0ε(ε) can be expressed as
ζˆ (σ ) = χ̂ (ηˆ, vˆ;η1)
(
or ζ ε(x) = χ(ηε(x), vεs (x);η1)). (2.30)
By (2.19) and (2.30), zε in D0ε(ε) depends on η
ε and uεs = (vεs ,w1), so we also denote R0 in (1.11) as
the following
R0
(
ηε,uεs
) := R0(ηε, zε,uεs ). (2.31)
Then the solution (ηε,uεs ) of (2.26) is a perturbation of the integral curve of (1, R0(η
ε,uεs )) staring at
some constant state u1. Furthermore, uεs in D
0
ε(ε) can be parameterized as
uεs (η0) = u1 + η0R0(aL,u1) +
η20
2
(R0 · ∇R0)(aL,u1) + η0δK0 + O
(
δ|η0|2 + |η0|3
)
, (2.32)
where the vector
K0 := ( J1 + L̂,0) (2.33)
depends on aL , u1, q(aL), at(0,0) and atx(0,0). Note that, by (A2), (A3) and Lemma 2.1, the ﬁrst
equation in (2.26) is nonzero in D0ε(ε) for small δ > 0. Hence, the variation of u
ε
s in D
0
ε(ε) can be
controlled. By previous analysis we have the following theorem.
Theorem 2.2. For perturbed Riemann problem (2.8), there exists a smooth parameter of states that can be
connected to uL on the right by a smooth standing wave of (2.26).
Next, we use the modiﬁed Lax method to show the existence and uniqueness of the approximate
solutions of (2.8).
Theorem 2.3. Consider the perturbed Riemann problem (2.8) along with conditions (A2) and (A3). Suppose
that uL,uR ∈ Ω with |uL − uR | suﬃciently small. Then there exists a neighborhood N ⊂ Ω such that if uL ,
uR ∈ N, then (2.8) admits unique approximate solutions uε and zε constructed by the method described above.
In addition, the approximate solution uε consists of at most four constant states which separated by shocks,
rarefaction waves or a smooth standing wave. The former two (shocks and rarefaction waves) are issued either
from (−ε,0) or (ε,0).
Proof. Let U ε := (a¯ε,uε)T and
K ∗0 := (0, K0)T , K ∗1 := (0, K1)T , K ∗2 := (0, K2)T , (2.34)
where K1, K2 are given in (2.10), and K0 is given in (2.33). According to (2.14) and (2.32), for any
constant state uε ∈ N , there is a set of C2-mappings {T˜ iδ}2i=0 such that each T˜ iδ(σi,U ε) can be con-
nected to U ε on the right by either a shock, rarefaction wave or smooth standing wave with wave
strength σi . Deﬁne the mapping
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(
σ ,U ε
) := T˜ 2δ (σ2, T˜ 0δ (σ0, T˜ 1δ (σ1,U ε))),
where σ := (σ1, σ0, σ2). By direct calculation we obtain
T˜δ(σ ,UL) = UL +
2∑
j=0
σ j R
∗
j (UL) + δ
2∑
j=0
σ j K
∗
j + O
(
δ|σ |2)+ O (|σ |2), (2.35)
where UL := (aL,uL), K ∗1 and K ∗2 are evaluated at (aL,bL,uL), and K ∗0 is evaluated at UL , q(aL), at(0,0)
and atx(0,0). Then, by the results in [21], it is suﬃcient to show that, for every small δ > 0, there
exists some η := (η1, η0, η2) such that
T˜δ(η,UL) = UR . (2.36)
Note that η0 is equivalent to the variation of a¯ε .
Deﬁne
Tδ
(
σ ,U ε
) := T˜δ(σ ,U ε)− U ε.
Then we have Tδ(0,UL) = 0 for any small δ > 0. In addition, the Jacobian matrix of Tδ(0,UL) with
respect to σ can be calculated by
Dσ Tδ(0,UL) =
[
R∗1(UL) + δK ∗1 , R∗0(UL) + δK ∗0 , R∗2(UL) + δK ∗2
]
= R∗(UL) + δK ∗, (2.37)
with the matrices R∗ := [R∗1, R∗0, R∗2] and K ∗ := [K ∗1 , K ∗0 , K ∗2 ].
Since {R∗0, R∗1, R∗2} is linearly independent for all u ∈ Ω , there exists a suﬃciently small δ∗ > 0 such
that
det
(
Dσ Tδ(0,UL)
)= det(R∗(UL) + δK ∗) = 0
for 0< δ < δ∗ . Therefore, by the inverse function theorem, there exists a unique η = (η1, η0, η2) such
that (2.36) holds. When uε = (vε,wε) of (2.8) is solved, the expression of zε(x, t) in Dκ,δ is given as
the following
zε(x, t) =
⎧⎪⎨⎪⎩
zL + (x− l + εκ)vL +
∫ t
0 w
ε(x, s)ds, (x, t) ∈ DL(ε),
w1δ + ζ ε(x), (x, t) ∈ D0ε(ε),
zR + (x− r − εκ)vR +
∫ t
0 w
ε(x, s)ds, (x, t) ∈ DR(ε),
(2.38)
zε(x,0) = zε0(−εκ) +
x∫
−εκ
vε0(τ )dτ , −εκ  x εκ, (2.39)
where ζ ε(x) = zε0(−εκ) +
∫ x
−εκ v
ε
s (τ )dτ can be solved by (2.26). The proof is complete. 
us(x) is set a standing wave discontinuity to the Riemann problem (2.1) if us(x) is the ε-limit
of a sequence {uεs (x)} of smooth standing waves of (2.26). We emphasize that, in the analysis of
Theorem 2.3, the structure of uε(x, t) depends on the choice of a¯ε , while the constant states in uε(x, t)
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the result for (2.1), which is similar to Theorem 2.3.
In the rest of this section, our goal is to estimate the residual of approximate solution of (2.8)
in Dκ,δ . We deﬁne the residuals R1φ and R
2
φ on Dκ,δ by
R1φ
(
uε, zε, Dκ,δ
) := ∫ ∫
Dκ,δ
{
zεφt + wεφ
}
dxdt, (2.40)
R2φ
(
a¯ε,uε, zε, Dκ,δ
) := ∫ ∫
Dκ,δ
{
uεφt + f
(
a¯ε,uε
)
φx +
(
a¯ε
)′
g
(
a¯ε, zε,uε
)
φ
}
dxdt, (2.41)
where φ ∈ C10(R× [0,∞)) and κ , δ satisfy the generalized Courant–Friedrichs–Levy condition
(1− ε)−1 sup
Dκ,δ
{|λi |: i = 1,2}< κ/δ, 0< ε  1. (2.42)
The estimates R1φ and R
2
φ are essential to obtain the consistency of generalized Glimm scheme in
Section 4. Moreover, when introducing the generalized Glimm scheme in Section 3, the waves inside
Dκ,δ do not interact with the ones outside Dκ,δ in the same time step. Therefore, (2.42) is imposed
to ensure the condition above.
Theorem 2.4. Assume that κ , δ satisfy (2.42) and φ ∈ C10(R × [0,∞)). Let uε and zε , 0 < ε  1, be the
approximate solutions of (2.8) constructed by modiﬁed Lax method. Then
R1φ
(
uε, zε, Dκ,δ
)= κ∫
−κ
[
zε(x, δ)φ(x, δ) − zε(x,0)φ(x,0)]dx
+ O (κ2)ε2‖φ‖∞ · osc.{vε in Dκ,δ}, (2.43)
R2φ
(
a¯ε,uε, zε, Dκ,δ
)= κ∫
−κ
uε(x, δ)φ(x, δ)dx−
κ∫
−κ
uε(x,0)φ(x,0)dx
+
δ∫
0
( f + δbR fa)
(
aR ,u
ε(κ, t)
)
φ(κ, t)dt
−
δ∫
0
( f + δbL fa)
(
aL,u
ε(−κ, t))φ(−κ, t)dt
+ E(a¯ε,uε, zε, Dκ,δ), (2.44)
where osc. denotes the oscillation and
E
(
a¯ε,uε, zε, Dκ,δ
) := O (κ3)+ O (κ)ε‖φ‖∞ · osc.{uε in Dκ,δ}
+ O (κ2)‖φ‖∞‖gz‖L∞(Dκ,δ) · osc.{ηε in Dκ,δ}
+ O (κ2)‖φ‖∞[osc.{ηε in Dκ,δ}+ osc.{at(·,0) in Dκ,δ}].
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Dκ,δ = DL(ε) ∪ Ωε ∪ DR(ε) ∪ Γε,
where Ωε := {(x, t) | |x| εκ, 0 < t  δ}, Γε := {(x,0) | |x| εκ}, and DL(ε) and DR(ε) are given in
(2.12). Then it is easy to see that for i = 1,2,
Riφ
(
a¯ε,uε, zε, Dκ,δ
)= Riφ(a¯ε,uε, zε, DL(ε))+ Riφ(a¯ε,uεs , zε,Ωε)+ Riφ(a¯ε,uε, zε, DR(ε)).
First, we have (2.43) by the results in [4]. Next, we calculate R2φ in DL(ε) and DR(ε), respectively. By
the facts that a¯ε = aL and bε = bL together with the divergence theorem and the Rankine–Hugoniot
condition (2.16) for shock waves, we obtain
R2φ
(
a¯ε,uε, zε, DL(ε)
)= ∫ ∫
DL(ε)
{(
uεφ
)
t +
(
( f + δbL fa)
(
aL,u
ε
)
φ
)
x
}
dxdt
−
∫ ∫
DL(ε)
δbL fa
(
aL,u
ε
)
φx dxdt
=
−εκ∫
−κ
uε(x, δ)φ(x, δ)dx−
−εκ∫
−κ
uε(x,0)φ(x,0)dx
+
δ∫
0
( f + δbL fa)
(
aL,u
ε(−εκ, t))φ(−εκ, t)dt
−
δ∫
0
( f + δbL fa)
(
aL,u
ε(−κ, t))φ(−κ, t)dt + O (κ3). (2.45)
Similarly, we have
R2φ
(
a¯ε,uε, zε, DR(ε)
)= κ∫
εκ
uε(x, δ)φ(x, δ)dx−
κ∫
εκ
uε(x,0)φ(x,0)dx
+
δ∫
0
( f + δbR fa)
(
aR ,u
ε(κ, t)
)
φ(κ, t)dt
−
δ∫
0
( f + δbR fa)
(
aR ,u
ε(εκ, t)
)
φ(εκ, t)dt + O (κ3). (2.46)
Finally, R2φ(a¯
ε,uεs , z
ε,Ωε) can be calculated by integration by parts. According to (2.23), we obtain
R2φ
(
a¯ε,uεs , z
ε,Ωε
)= εκ∫ uεs (x, δ)φ(x, δ)dx− εκ∫ uε(x,0)φ(x,0)dx−εκ −εκ
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δ∫
0
(
f + δb(0) fa
)(
aR ,u
ε(εκ, t)
)
φ(εκ, t)dt
−
δ∫
0
(
f + δb(0) fa
)(
aL,u
ε(−εκ, t))φ(−εκ, t)dt
+ E1
(
ηε,uεs , ζ
ε
)+ E2(ηε,uεs , zε)+ E3(uεs ), (2.47)
where
E1
(
ηε,uεs , ζ
ε
) := − δ∫
0
εκ∫
−εκ
δb(0) fa
(
ηε,uεs
)
φx dxdt
−
δ∫
0
εκ∫
−εκ
δ
(
ηε
)′(
w1gz + b(0)ga
)(
ηε, ζ ε,uεs
)
φ dxdt
−
δ∫
0
εκ∫
−εκ
δb′(0)(g − fa)
(
ηε, ζ ε,uεs
)
φ dxdt,
E2
(
ηε,uεs , z
ε
) := δ∫
0
εκ∫
−εκ
(
ηε
)′{
g
(
ηε, zε,uεs
)− g(ηε, ζ ε,uεs )}φ dxdt,
E3
(
uεs
) := εκ∫
−εκ
(
uε(x,0) − uεs
(
x,0+
))
φ(x,0)dx.
The terms E1, E2 and E3 can be estimated as follows.
E1
(
ηε,uεs , ζ
ε
)= O (κ3)+ O (κ2)‖φ‖∞ · osc.{ηε in Dκ,δ}, (2.48)
E2
(
ηε,uεs , z
ε
)= O (1)‖φ‖∞‖gz‖L∞(Dκ,δ)
( δ∫
0
|w1|t dt
)( εκ∫
−εκ
∣∣(ηε(x))′∣∣dx)
= O (κ2)‖φ‖∞‖gz‖L∞(Dκ,δ) · osc.{ηε in Dκ,δ}, (2.49)
E3
(
uεs
)= O (κ)ε‖φ‖∞ osc.{uε in Dκ,δ}. (2.50)
Therefore, by (2.45)–(2.50), we obtain (2.44). The proof is complete. 
Here we notice that, by the previous analysis, the standing wave (vεs (x),w
ε
s (x)) connects two
different constant states (v1,w1) at x = −εκ and (v2,w1) at x = εκ , respectively. Therefore, there is
a jump of uε(x, t) between {(x,0) | −εκ  x εκ} and {(x,0+) | −εκ  x εκ}. By (2.50), this jump
results in the term E3 bounded by εκ · osc.{uε in Dκ,δ} in R2φ . So, we get the result that the effect of
total E3 on the residual can be neglected as ε tends to zero.
Y.-C. Su / J. Differential Equations 250 (2011) 3668–3700 36833. Generalized Glimm scheme and wave interaction estimate
In this section, we introduce a new version of Glimm scheme to construct approximate solutions
of (1.2) and study its stability. In Section 2, we augment the equation ∂t a¯ε = 0 to the original system
to solve a 3 × 3 perturbed Riemann problem. Since a is time dependent, we need to describe the
approximation a¯ε of a in each time step.
To describe the scheme, we divide the (x, t)-plane into
xk := k
x, ti := i
t, k = 0,±1,±2, . . . , i = 0,1,2, . . . ,
where 
x and 
t are suﬃciently small. Furthermore, we assume that 
x and 
t satisfy the general-
ized C–F–L condition

x/
t > (1− ε)−1 sup
U
{∣∣λi(U )∣∣: i = 1,2}, 0< ε  1. (3.1)
We also deﬁne

˜x := (1+ ε)−1
x. (3.2)
Following the argument in Section 2, we approximate initial data u0(x) and z0(x) together with a(x,0)
and at(x,0) as follows.
(I)0 For k = 0,±2,±4, . . . , initial data uε0(x) and zε0(x) of (1.2) are decided by
uε0(x) =
⎧⎪⎨⎪⎩
u0k−1, xk−1  x < xk − ε
˜x,
ψ0k (x), |x− xk| ε
˜x,
u0k+1, xk + ε
˜x < x xk+1,
(
zε0(x), z
ε
t (x,0)
)=
⎧⎪⎨⎪⎩
(z0k−1 + v0k−1 · (x− xk−1),w0k−1), xk−1  x < xk − ε
˜x,
(ζ 0k (x),w
ε
0(x)), |x− xk| ε
˜x,
(z0k+1 + v0k+1 · (x− xk+1),w0k+1), xk + ε
˜x < x xk+1,
where u0k−1 = (v0k−1,w0k−1) := u0(xk−1) = (v0(xk−1),w0(xk−1)); z0k−1 := z0(xk−1); ψ0k (x) := (vε0(x),
wε0(x)) is a smooth monotone function connecting u
0
k−1 at x = xk − ε
˜x and u0k+1 at x = xk + ε
˜x,
respectively; ζ 0k (x) := zε0(xk − ε
˜x) +
∫ x
xk−ε
˜x v
ε
0(s)ds is a smooth monotone function connecting
z0k−1 + v0k−1 · (xk − ε
˜x− xk−1) at x = xk − ε
˜x and z0k+1 + v0k+1 · (xk + ε
˜x− xk+1) at x = xk + ε
˜x,
respectively. Moreover, by the approximations a¯(x) and b(x) given in Section 2, aε0(x) and b
ε
0(x) are
decided by
(
aε0(x),b
ε
0(x)
)=
⎧⎪⎨⎪⎩
(a0k−1,a
0
t,k−1), xk−1  x < xk − ε
˜x,
(η0ε(x),at(xk,0)), |x− xk| ε
˜x,
(a0k+1,a
0
t,k+1), xk + ε
˜x < x xk+1,
where (a0k−1,a
0
t,k−1) := (a(xk−1,0),at(xk−1,0)); η0ε is a smooth monotone function connecting a0k−1 at
x = xk − ε
˜x and a0k+1 at x = xk + ε
˜x, respectively. Then, by the results in Section 2, we get the
approximate solutions to (2.8) in the zero time step in which the standing waves also satisfy (2.26).
Let uε,i−1(x, t) and zε,i−1(x, t) be the approximate solutions to (2.8) in the (i − 1)th time step for
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ε
i at t = ti are inductively set by random choice
described in the following:
(I)i For k + i = 0,±2,±4, . . . , initial data uεi (x, ti) and zεi (x, ti) are chosen by
uεi (x, ti) =
⎧⎪⎪⎨⎪⎪⎩
uik−1, xk−1  x < xk − ε
˜x,
ψ ik(x), |x− xk| ε
˜x,
uik+1, xk + ε
˜x < x xk+1,
(
zεi (x, ti), z
ε
t,i(x, ti)
)=
⎧⎪⎪⎨⎪⎪⎩
(zik−1 + vik−1 · (x− xk−1 − θi
˜x),wik−1), xk−1  x < xk − ε
˜x,
(ζ ik(x),w
ε
i (x)), |x− xk| ε
˜x,
(zik+1 + vik+1 · (x− xk+1 − θi
˜x),wik+1), xk + ε
˜x < x xk+1,
where uik−1 = (vik−1,wik−1) := uε,i−1(xk−1 + θi
˜x, t−i ); zik−1 := zε,i−1(xk−1 + θi
˜x, t−i ); θi ∈ (−1,1)
is a random number; ψ ik(x) := (vεi (x),wεi (x)) is a smooth monotone function connecting uik−1 at
x = xk − ε
˜x and uik+1 at x = xk + ε
˜x, respectively; ζ ik(x) := zεi (xk − ε
˜x, ti) +
∫ x
xk−ε
˜x v
ε
i (s)ds is a
smooth monotone function connecting zik−1 + vik−1 · (xk − ε
˜x − xk−1 − θi
˜x) at x = xk − ε
˜x and
zik+1 + vik+1 · (xk + ε
˜x − xk+1 − θi
˜x) at x = xk + ε
˜x, respectively. In addition, the approximations
aεi (x) and b
ε
i (x) are decided by
(
aεi (x),b
ε
i (x)
)=
⎧⎪⎨⎪⎩
(aik−1,a
i
t,k−1), xk−1  x < xk − ε
˜x,
(ηiε(x),at(xk, ti)), |x− xk| ε
˜x,
(aik+1,a
i
t,k+1), xk + ε
˜x < x xk+1,
where (aik−1,a
i
t,k−1) := (a(xk−1, ti),at(xk−1, ti)) and ηiε is a smooth monotone function connecting
aik−1 at x = xk − ε
˜x and aik+1 at x = xk + ε
˜x, respectively. Again, we will ﬁnd the solutions to
perturbed Riemann problems and the solutions will satisfy (2.26). Repeating this process for each
time step, we then obtain approximate solutions uεθ,
x and z
ε
θ,
x to the Cauchy problem (1.2) by
generalized Glimm scheme with a random sequence θ := (θ1, θ2, . . .), θ0 = 0, θi ∈ (−1,1). By letting
ε → 0 in uεθ,
x and zεθ,
x , we can also construct the other approximate solutions denoted by uθ,
x
and uθ,
x , respectively. Here we emphasize that the choice of aεθ,
x in each time step depends on the
value of a at t = ti , not at t = ti−1. And the random points {(xk−1 + θi
˜x, t−i ) | k + i = 0 (mod 2)} are
not chosen in the domains of standing waves to preserve the total variation of uεθ,
x . This will not
affect the equi-distributed property of random sequence as ε approaches 0.
Next we study the stability of this type of Glimm scheme. It requires to discuss wave interaction
estimates for approximate solution U εθ,
x := (aεθ,
x,uεθ,
x). Here we adopt the notations in [28]. Let
U ′L := (a′L,uL) and U ′R := (a′R ,uR). Let (U ′L,U ′R) denote the approximate solution of (2.8) consisting
of constant states U0 := U ′L , U1,U2,U3 := U ′R . Those states are separated by k-wave which can be
parameterized as T˜ k
x(εk,Uk) = Uk+1, k = 0,1,2. In other words, (U ′L,U ′R) can be expressed as(
U ′L,U ′R
) := [(U0,U1,U2,U3)/(ε0, ε1, ε2)]. (3.3)
Let UL := (aL,uL) and UR := (aR ,uR). Also let UM := (aM ,uM) be a constant state near UL and UR .
Then we can also write
(UL,UM) :=
[
(U¯0, U¯1, U¯2, U¯3)/(γ0, γ1, γ2)
]
, (3.4)
(UM ,UR) :=
[
(U˜0, U˜1, U˜2, U˜3)/(β0, β1, β2)
]
. (3.5)
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Here εi , γi and βi are the strengths of i-waves for i = 0,1,2. We say that the i-wave and j-wave are
approaching if either (i) the wave on the left belongs to the characteristic family with larger speed or
(ii) both waves come from the same characteristic family, and at least one wave is a shock [28]. The
points {Pi} are called mesh points on the (x, t)-plane if the initial data is determined by the values
of the solution uεθ,
x at those points. We can connect those neighboring points Pi to get a set of the
diamond regions. An unbounded piecewise linear curve I is a mesh curve if I lies on the boundaries
of those diamond regions. Hence if I is a mesh curve, then I divides the (x, t)-plane into I+ and I−
while I− contains t = 0. The mesh curves I2 > I1 if every point of I2 is either on I1 or contained
in I+1 . If I2 > I1 and all mesh points on I2 except one are also on I1, then I2 is called an immediate
successor of I1. Due to the effect of a(x, t), we need to modify Glimm-type wave interaction estimates
in [8].
Let 
 be a diamond region centered at (xm, tn+1) and its vertices are N := (xm + θn+2
˜x, tn+2),
E := (xm+1 + θn+1
˜x, tn+1), W := (xm−1 + θn+1
˜x, tn+1) and S := (xm + θn
˜x, tn). Here m+ n is even
and {θn, θn+1, θn+2} ⊂ (−1,1) are random numbers obtained by generalized Glimm scheme, see Fig. 1.
Also, let P := (xm−2+θn
˜x, tn). Moreover, we denote ∂
− the lower boundary of 
 connecting W ,
S and E , and ∂
+ for the upper one. The waves across ∂
− and ∂
+ are called in-coming waves
and out-going waves, respectively. Notice that there is at most one standing wave from in-coming
waves. Then, we have the following wave interaction estimates.
Lemma 3.1. (a) Let (U ′L,U ′R) be the out-going waves of 
 given in (3.3), and let (UL,UM) and (UM ,UR) be
the in-coming waves of 
 given in (3.4) and (3.5) with the standing wave γ0 across ∂
− , see Fig. 1. Suppose
that a′R = a(xm+1, tn+1), a′L = a(xm−1, tn+1), aR = aM = a(xm, tn) and aL = a(xm−2, tn). Then there exist
constants μi , i = 0,1,2, such that
εi = γi + βi + μi(ζR − ζL) + O
(|γ ||β|)+ O (|ζL |(|γ | + |β|))+ C(
x, |γ | + |β|), (3.6)
where ζR := a′R − aR , ζL := a′L − aL , and C(
x, |γ | + |β|) denotes the cubic terms of 
x and |γ | + |β|.
(b) Under the hypotheses of (a), we have
εi = γi + βi + μi(ζR − ζL) + O (1)D(γ ,β) + O
(|ζL |(|γ | + |β|))+ C(
x, |γ | + |β|) (3.7)
as |γ | + |β| → 0. Here D(γ ,β) =∑ |γi ||β j| where the sum is taken over all pairs for which the i-wave from
U¯ and the j-wave from U˜ are approaching.
Proof. We ﬁrst show (3.6) when i = 0. Since γ0 is the standing wave and there is at most one stand-
ing wave from in-coming waves, β0 = 0. Then, by letting ζR := a′R − aR and ζL := a′L − aL , we can
easily obtain
ε0 − γ0 − β0 = ε0 − γ0 = a′R − a′L − (aR − aL) = ζR − ζL . (3.8)
Therefore, (3.6) holds for μ0 = 1 and i = 0. Next, we show (3.6) when i = 1 and 2. In view of (2.37),
we deﬁne
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H∗0, H∗1, H∗2
]
(U ;Λ) := [R∗0(U ) + 
tK ∗0 , R∗1(U ) + 
tK ∗1 , R∗2(U ) + 
tK ∗2](Λ)
:=
[
1 O
B A
]
(U ;Λ), (3.9)
where {R∗i , K ∗i }2i=0 are given in (1.12) and (2.34), A := (R1 +
tK1, R2 +
tK2), B := (R0 +
tK0) and
the parameter Λ describes the case at which {K ∗i }2i=0 are evaluated. By (2.35) and the results in [28],
we have
UR − UM =
2∑
j=0
β j H
∗
j (UM;Λ1) +
∑
ji
β jβi
(
H∗j · ∇H∗i
)
(UM;Λ1)
(
1− δi j
2
)
+ O (|β|3),
where Λ1 denotes the cases that {K ∗i }2i=1 are evaluated at (aR ,at(xm, tn),uM) and K ∗0 is evaluated at
(aR ,at(xm+1, tn),atx(xm+1, tn),uM). Here δi j is the Kronecker delta. When shifting the values of at and
atx from (xm+1, tn) to (xm, tn) by Taylor expansions, we then obtain
UR − UM =
2∑
j=0
β j H
∗
j (UM;Λ2) +
∑
ji
β jβi
(
H∗j · ∇H∗i
)
(UM;Λ2)
(
1− δi j
2
)
+ C(
x, |β|), (3.10)
where Λ2 stands for the cases that {K ∗i }2i=1 are evaluated at (aR ,at(xm, tn),uM) and K ∗0 is evaluated
at (aR ,at(xm, tn),atx(xm, tn),uM). Similarly, we have
UL − UM =
2∑
j=0
(−γ j)H∗j (UM;Λ2)
+
∑
ji
γ jγi
(
H∗j · ∇H∗i
)
(UM;Λ2)
(
1− δi j
2
)
+ C(
x, |γ |). (3.11)
By combining (3.10) with (3.11), we obtain
UR − UL =
2∑
i=0
(βi + γi)H∗i (UM;Λ2) + O
(|γ | + |β|)2. (3.12)
On the other hand, by the similar analysis, we have
U ′R − U ′L =
2∑
i=0
εi H
∗
i
(
U ′L;Λ3
)+∑
ji
ε jεi
(
H∗j · ∇H∗i
)(
U ′L;Λ3
)(
1− δi j
2
)
+ O (|ε|3), (3.13)
where Λ3 denotes the cases that {K ∗i }2i=1 are evaluated at (a′L,at(xm−1, tn+1),uL) and K ∗0 is evaluated
at (a′L,at(xm, tn+1),atx(xm, tn+1),uL).
Following U ′L − UL = (a′L − aL,0,0)T and |a′L − aL | = |ζL | = O (
x), and let Λ4 denote the
cases that K ∗0 is evaluated at (aL,at(xm, tn+1),atx(xm, tn+1),uL) and {K ∗i }2i=1 are evaluated at
(aL,at(xm−2, tn),uL), we then obtain
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2∑
i=0
εi H
∗
i (UL;Λ4) +
∑
ji
ε jεi
(
H∗j · ∇H∗i
)
(UL;Λ4)
(
1− δi j
2
)
+
2∑
i=0
ζLεi
(
H∗0 · ∇H∗i
)
(UL;Λ4) + C
(

x, |ε|)
=
2∑
i=0
εi H
∗
i (UL;Λ2) +
∑
ji
ε jεi
(
H∗j · ∇H∗i
)
(UL;Λ2)
(
1− δi j
2
)
+
2∑
i=0
ζLεi
(
H∗0 · ∇H∗i
)
(UL;Λ2) + C
(

x, |ε|). (3.14)
Note that we apply
∑2
i=0 εi H∗i (UL;Λ4) =
∑2
i=0 εi H∗i (UL;Λ2) + C(
x, |ε|) to (3.14).
Now, by considering ε as a function of γ , β and the difference of aεθ,
x between two consecutive
time step, we observe that ε = 0 when ζR = ζL = γ = β = 0. It implies ε = O (|ζR | + |ζL | + |γ | + |β|).
Moreover, by Taylor expansions we achieve
H∗i (UL;Λ2) = H∗i (UM;Λ2) −
2∑
j=0
γ j
(
H∗j · ∇H∗i
)
(UM;Λ2) + O
(|γ |2). (3.15)
From (3.14) and (3.15) along with ε = O (|ζR | + |ζL | + |γ | + |β|), it follows
U ′R − U ′L =
2∑
i=0
εi H
∗
i (UM;Λ2) + O
(|ζR | + |ζL | + |γ | + |β|)2. (3.16)
Note that since the term C(
x, |ε|) in (3.14) is bounded by (|ζR | + |ζL | + |γ | + |β|)2, it is involved
in (3.16). By subtracting (3.12) from (3.16), we obtain
(
U ′R − U ′L
)− (UR − UL) = 2∑
i=0
(εi − βi − γi)H∗i (UM;Λ2) + O
(|ζR | + |ζL | + |γ | + |β|)2. (3.17)
In particular, (3.17) can be written as the following matrix form⎛⎝ ζR − ζL0
0
⎞⎠= ( 1 O
B A
)
(UM;Λ2)
⎛⎝ ε0 − β0 − γ0ε1 − β1 − γ1
ε2 − β2 − γ2
⎞⎠+ O (|ζR | + |ζL | + |γ | + |β|)2. (3.18)
Since A is nonsingular for small 
t , we can multiply (3.18) by the matrix
(
1 O
−A−1B A−1
)
to obtain
⎛⎝ ε0 − β0 − γ0ε1 − β1 − γ1
ε2 − β2 − γ2
⎞⎠= (ζR − ζL)( 1−A−1B
)
(UM;Λ2) + O
(|ζR | + |ζL | + |γ | + |β|)2.
It implies that there exist constants μi , i = 1,2, such that
εi = γi + βi + μi(ζR − ζL) + O
(|ζR | + |ζL | + |γ | + |β|)2. (3.19)
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U ′R − U ′L =
2∑
i=0
εi H
∗
i (UM;Λ2) +
∑
ji
ε jεi
(
H∗j · ∇H∗i
)
(UM;Λ2)
(
1− δi j
2
)
−
∑
i, j
εiγ j
(
H∗j · ∇H∗i
)
(UM;Λ2)
+
2∑
i=0
ζLεi
(
H∗0 · ∇H∗i
)
(UM;Λ2) + C
(

x, |γ | + |β|). (3.20)
By subtracting (3.10) and (3.11) from (3.20), we obtain
(ζR − ζL,0,0)T
=
2∑
i=0
(εi − βi − γi)H∗i (UM;Λ2) −
∑
j<i
γiβ j
(
H∗i · ∇H∗j − H∗j · ∇H∗i
)
(UM;Λ2)
+
∑
ji
μ j(ζR − ζL)
(
βi + γi + μi(ζR − ζL)
)(
H∗j · ∇H∗i
)
(UM;Λ2)
(
1− δi j
2
)
+
∑
ji
μi(ζR − ζL)
(
β j + γ j + μ j(ζR − ζL)
)(
H∗j · ∇H∗i
)
(UM;Λ2)
(
1− δi j
2
)
+
2∑
i=0
ζL
(
βi + γi + μi(ζR − ζL)
)(
H∗0 · ∇H∗i
)
(UM;Λ2) + C
(

x, |γ | + |β|), (3.21)
or in the vector form⎛⎝ ε0ε1
ε2
⎞⎠=
⎛⎝ β0 + γ0β1 + γ1
β2 + γ2
⎞⎠+∑
j<i
γiβ j
(
H∗0, H∗1, H∗2
)−1(
H∗i · ∇H∗j − H∗j · ∇H∗i
)
− ζL
(
H∗0, H∗1, H∗2
)−1(
H∗0 · ∇H∗0, H∗0 · ∇H∗1, H∗0 · ∇H∗2
)⎛⎝ β0 + γ0β1 + γ1
β2 + γ2
⎞⎠
+ (H∗0, H∗1, H∗2)−1
⎛⎝ ζR − ζL0
0
⎞⎠+ C(
x, |γ | + |β|). (3.22)
Thus, the estimate (3.6) holds from (3.21) directly. For (b), since the structure of waves in approximate
solution uεθ,
x is similar to that in homogeneous conservation laws, so by the results in [28] we can
obtain (3.7). We complete the proof. 
Lemma 3.2. Suppose that system (1.2) satisﬁes the dissipativity condition (1.15). Then, under the hypotheses
of Lemma 3.1 and condition (A1), we have
|ε| (1− b
x)(|γ | + |β|)+ O (1)D(|γ ||β|)+ C(
x, |γ | + |β|) as |γ | + |β| → 0. (3.23)
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H∗0, H∗1, H∗2
)−1 = (R∗)−1 − 
t(R∗)−1K∗(R∗)−1 + O (
x)2.
Moreover, by the construction of aεθ,
x and (A1), we have
ζR − ζL
ζL(γ0 + β0) =
axx + λ∗axt
ax(ax + λ∗at) (xm−2, tn) + O (
x) =
axx + λ∗axt
ax(ax + λ∗at) (S) + O (
x),
which is bounded. Here λ∗ = 
x/
t . Therefore, by (3.22) and the facts above, we obtain⎛⎝ ε0ε1
ε2
⎞⎠= (I − (
x)D¯)
⎛⎝ β0 + γ0β1 + γ1
β2 + γ2
⎞⎠+∑ j<i γiβ j Li j + C(
x, |γ | + |β|), (3.24)
where I is the 3 × 3 matrix, D¯ is given in (1.13) and evaluated at S , UM and zεθ,
x(S), and Li j :=
(R∗)−1(R∗i · ∇R∗j − R∗j · ∇R∗i ). Here, the vector B∗0 in D¯ is evaluated at S . Thus, if system (1.2) satisﬁes
(1.15), then we obtain (3.23). The proof is complete. 
Based on the estimate in Lemma 3.2, we now establish the stability of generalized Glimm scheme.
It is suﬃcient to show that the total variations of approximate solutions stay uniformly bounded in
time, and this can be accomplished by the non-increasing of Glimm functional in [8]. Given a mesh
curve I , the Glimm functional is deﬁned by
F (I) = L(I) + kQ (I),
where
L(I) :=
∑{|γ |: γ crosses I},
Q (I) :=
∑{|γ ||β|: γ ,β cross I and approach},
and γ denotes a wave in U εθ,
x with wave strength |γ | described in Section 2. It is easy to see that
L(I) is equivalent to the total variation of U εθ,
x on I and Q (I) L(I)2. Therefore, we can obtain the
uniform boundedness of U εθ,
x and its total variation by a global bound on L(I) for all mesh curves I .
By the results in [6], we have the following theorem.
Theorem 3.3. Let U εθ,
x be the approximate solution to the Cauchy problem (1.2) for any 0< ε  1. Suppose
that I and J are two mesh curves with J > I , and I is in the domain of U εθ,
x. If L(I) is suﬃciently small,
then J is also in the domain of U εθ,
x. Moreover, there exists a constant k independent of J such that F ( J )
F (I) + O (
x)3 . And if the total variation of U0(x) = (a(x,0),u0(x)) is small, then U εθ,
x is deﬁned for t > 0
and 
x → 0.
The following theorem is a consequence of Theorem 3.3.
Theorem 3.4. Let T.V.(U ) denote the total variation of U . If T.V.(U0) is small, then:
(i) T.V.(U εθ,
x) C1 T.V.(U0), where C1 is independent of θ , 
x and ε.
(ii) T.V.[U εθ,
x(x, i
t)] + supx[U εθ,
x(x, i
t)] < C2 T.V.(U0), where C2 is independent of θ , 
x, i
t and ε.
(iii)
∫
R
|U εθ,
x(x, t2) − U εθ,
x(x, t1)|dx C3(|t2 − t1| + 
t), where C3 is independent of θ , 
x and ε.
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we deﬁne the following values:
t¯1 := sup{t  t1: t = i
t for some i}, t¯2 := sup{t  t2: t =m
t for somem},
s := [(t2 − t¯1)/
t]+ 1.
Note that s
t  t2 − t1 + 2
t .
Let I := [x− s
x, x+ s
x] and I¯ := [x− 
x, x+ 
x], then U εθ,
x(x, t1) is determined by the initial
data {uεθ,
x(y, t¯1): y ∈ I} and {aεθ,
x(y, t¯1): y ∈ I¯}. Similarly, U εθ,
x(x, t2) is determined by the initial
data {uεθ,
x(y, t¯1): y ∈ I} and {aεθ,
x(y, t¯2): y ∈ I¯}. Therefore, by the results in [8,28], we have∣∣U εθ,
x(x, t2) − U εθ,
x(x, t1)∣∣

∣∣uεθ,
x(x, t2) − uεθ,
x(x, t1)∣∣+ ∣∣aεθ,
x(x, t2) − aεθ,
x(x, t1)∣∣
 C · sup
y∈I
∣∣uεθ,
x(y, t¯1) − uεθ,
x(x, t¯1)∣∣+ ∣∣aεθ,
x(x, t2) − aεθ,
x(x, t1)∣∣, (3.25)
where C depends on the norms of {T˜ j
x(U εθ,
x)}i,k described in the proof of Theorem 2.3. Next, the
triangle inequality gives
∣∣aεθ,
x(x, t2) − aεθ,
x(x, t1)∣∣ 3∑
i=1
Li, (3.26)
where L1 := |aεθ,
x(x, t2)−a(x, t2)|, L2 := |a(x, t2)−a(x, t1)| and L3 := |a(x, t1)−aεθ,
x(x, t1)|. From the
properties of a and aεθ,
x along with the mean value theorem, it follows
L1  osc.
{
a(x, t2) in I¯
}
, L2 
∣∣at(x, t∗)∣∣ · |t2 − t1|, L3  osc.{a(x, t1) in I¯}, (3.27)
where t1  t∗  t2. We then obtain (iii) from (3.25) to (3.27) and the results in [8,28]. The proof is
complete. 
The following theorem will use Theorem 3.4 and the results in [4]. The weak convergence of source
term (∂xaεθ,
x) · g(aεθ,
x, zεθ,
x,uεθ,
x) will be provided in Section 4.
Theorem 3.5. Let {U εθ,
x} be the approximate solutions of (1.2) constructed by the generalized Glimm scheme.
Then there exists a subsequence {U εθ,
xi } of {U εθ,
x} such that {U εθ,
xi } converges to some measurable function
U ε(x, t) in L1loc. The result also holds for the sequence {Uθ,
x} obtained by letting ε → 0, that is, there exists a
subsequence of {Uθ,
x} tending to some measurable function U (x, t). Furthermore,
(i) U ε(x, t) → U (x, t) in L1loc as ε → 0;
(ii) for every continuous function f , f (U εθ,
xi ) → f (U ε(x, t)) in L1loc as 
x → 0 and f (U ε(x, t)) →
f (U (x, t)) in L1loc as ε → 0.
4. Weak convergence and global existence theorem
In this section we will prove the main theorem of this paper. According to the previous results,
it remains to show the consistency of scheme, the weak convergence of source term and the entropy
inequality for solutions. In Section 3 we construct the approximate solution uεθ,
x of (1.2) and ob-
tain zεθ,
x at each time level by generalized Glimm scheme. However, there may not be the similar
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x} like {uεθ,
x} because the uniform boundedness in L∞ and total vari-
ation is absence. Therefore, instead of proving the convergence of {zεθ,
x} or {zθ,
x}, we only show
u(x, t) = (v(x, t),w(x, t)) := limε,
x→0 uεθ,
x is the entropy solution of (1.2). The global Lipschitz con-
tinuous solution of (1.2) is then got by z(x, t) = z(x,0) + ∫ t0 w(x, s)ds.
Before studying the consistency of scheme, we recall that, in Deﬁnition 1.1, u(x, t) is a weak so-
lution of (1.2) if residuals R1φ(z,u) = 0, R2φ(a, z,u) = 0 for all φ ∈ C10(R× [0,∞)). Hereinafter we let
uε := uεθ,
x be the approximate solution of (1.2) satisfying uεθ,
x → u in L1loc , and let aε and zε denote
aεθ,
x and z
ε
θ,
x , respectively. Here we emphasize that the vanishing of R
2
φ(a
ε, zε,uε) does not imply
that R2φ(a, z,u) is zero. Therefore, to prove u is a weak solution of (1.2), it is suﬃcient to show that
for all φ ∈ C10(R× [0,∞)),∣∣R1φ(z,u)∣∣ ∣∣R1φ(zε,uε)∣∣+ ∣∣R1φ(z,u) − R1φ(zε,uε)∣∣→ 0, (4.1)∣∣R2φ(a, z,u)∣∣ ∣∣R2φ(aε, zε,uε)∣∣+ ∣∣R2φ(a, z,u) − R2φ(aε, zε,uε)∣∣→ 0, (4.2)∫ ∫
t>0
[
aεx g
(
aε, zε,uε
)− axg(a, z,u)]φ dxdt → 0, (4.3)
as ε, 
x tend to zero, where z(x, t) = z(x,0) + ∫ t0 w(x, s)ds.
First, we estimate R1φ(z
ε,uε). By Theorem 2.4 and the results in [4], we obtain
R1φ
(
zε,uε
)= −∑
i1
J i1 −
∞∫
−∞
(
zε(x,0) − z0(x)
)
φ(x,0)dx
+ O (
x)2 · ε2‖φ‖∞
∑
i0
T.V.
{
vε in Ti
}
= − J1 + O (
x)‖φ‖∞ · r(φ) · T.V.
{
u0(x)
}+ O (
x)ε2‖φ‖∞, (4.4)
where Ti is the ith time strip, r(φ) denotes the diameter of support of φ and
[
zε
]
(x, i
t) := zε(x, t+i )− zε(x, t−i ),
J i1 = J i1(ε, θ,
x, φ) :=
∞∫
−∞
[
zε
]
(x, i
t)φ(x, i
t)dx,
J1 = J1(ε, θ,
x, φ) :=
∑
i1
J i1(ε, θ,
x, φ).
Next, we estimate R2φ(a
ε, zε,uε). Applying the divergence theorem to R2φ(a
ε, zε,uε) and by Theo-
rem 2.4, we obtain
R2φ
(
aε, zε,uε
)= −∑
i1
J i2 −
∞∫
−∞
(
uε(x,0) − u0(x)
)
φ(x,0)dx
+ O (ε + 
x)‖φ‖∞ + O (
x)‖φ‖∞‖gz‖L∞
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∞∫
−∞
(
uε(x,0) − u0(x)
)
φ(x,0)dx
+ O (ε + 
x)‖φ‖∞ + O (
x)‖φ‖∞‖gz‖L∞ , (4.5)
where
[
uε
]
(x, i
t) := uε(x, t+i )− uε(x, t−i ),
J i2 = J i2(ε, θ,
x, φ) :=
∞∫
−∞
[
uε
]
(x, i
t)φ(x, i
t)dx,
J2 = J2(ε, θ,
x, φ) :=
∑
i1
J i2(ε, θ,
x, φ).
By the construction of the approximate solution, it is easy to see that
∞∫
−∞
(
uε(x,0) − u0(x)
)
φ(x,0)dx const. T.V.
{
u0(x)
}
(
x). (4.6)
It remains to estimate J1(ε, θ,
x, φ) and J2(ε, θ,
x, φ). To get this objective, we recall the following
result in [4].
Theorem 4.1. (See [4].) Let uε and zε , 0 < ε  1, be the approximate solutions of Cauchy problem (1.2)
constructed by generalized Glimm scheme in Section 3. Then for any 0< ε  1 we can ﬁnd a null set Nε ⊂ Φ
and a subsequence {
xi} → 0 such that for any θ ∈ Φ/Nε and φ ∈ C10(R×R+), we have
Jk(ε, θ,
xi, φ) = Ck · ε 12 as 
xi → 0
for k = 1,2, where constant C1 depends on r(φ) and ‖φ‖∞ , and C2 depends only on ‖φ‖∞ .
Therefore, by (4.4)–(4.6) and Theorem 4.1, we obtain both
R1φ
(
zε,uε
)→ 0 and R2φ(aε, zε,uε)→ 0 as ε,
x → 0. (4.7)
Now, we illustrate (4.3) for the weak convergence of source term. Given δ > 0, let ψδ denote a
standard molliﬁer and let gδ(a, z,u) be the molliﬁcation of g(a, z,u), that is,
gδ(a, z,u) := g(a, z,u) ∗ ψδ, (4.8)
where “∗” denotes the convolution. Then, by the triangle inequality, we have∣∣∣∣ ∫ ∫
t>0
(
aεx g
(
aε, zε,uε
)− axg(a, z,u))φ dxdt∣∣∣∣ P1 + P2 + P3, (4.9)
where
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∣∣∣∣ ∫ ∫
t>0
(
aεx g
(
aε, zε,uε
)− axg(aε, zε,uε))φ dxdt∣∣∣∣,
P2 :=
∫ ∫
t>0
∣∣axg(aε, zε,uε)− axg(a, zε,u)∣∣|φ|dxdt,
P3 :=
∫ ∫
t>0
∣∣axg(a, zε,u)− axg(a, z,u)∣∣|φ|dxdt.
For P1, since aεx does not converge to ax in L
1
loc , we use the triangle inequality again to obtain
P1  I1 + I2 + I3 where
I1 :=
∫ ∫
t>0
∣∣(aεx g(aε, zε,uε)− aεx gδ(aε, zε,uε))∣∣|φ|dxdt,
I2 :=
∣∣∣∣ ∫ ∫
t>0
gδ
(
aε, zε,uε
)(
aεx − ax
)
φ dxdt
∣∣∣∣,
I3 :=
∫ ∫
t>0
∣∣axgδ(aε, zε,uε)− axg(aε, zε,uε)∣∣|φ|dxdt.
To estimate I1, we observe that aεx vanishes outside the domains of standing waves. Also, by the
property of the molliﬁcation, there exists a constant c such that |g(aε, zε,uε) − gδ(aε, zε,uε)| cδ in
the domains of standing waves. Hence I1 = O (δ). To estimate I2, we use Taylor expansion of gδ and
∂α gδ = ∂α(g ∗ ψδ) = g ∗ ∂αψδ for α = (α1,α2) so that I2 can be written as
I2 =
∣∣∣∣∣ ∑
i+k=even
ti+1∫
ti
xk+1∫
xk−1
(
aεx − ax
)[
gδ(xk, ti) +
(
g ∗ ∂ψδ
∂x
)
(xk, ti)(x− xk)
+
(
g ∗ ∂ψδ
∂t
)
(xk, ti)(t − ti) +
∑
|α|=2
(x− xk, t − ti)α
α! ∂
α gδ(x¯k, t¯i)
]
φ dxdt
∣∣∣∣∣

∑
i+k=even
∣∣gδ(xk, ti)∣∣ · L1ik + ∑
i+k=even
L2ik + C3(
x), (4.10)
where (x¯k, t¯i) ∈ [xk−1, xk+1] × [ti, ti+1] and
L1ik :=
∣∣∣∣∣
ti+1∫
ti
xk+1∫
xk−1
(
aεx − ax
)
φ dxdt
∣∣∣∣∣,
L2ik :=
∣∣∣∣∣
ti+1∫
ti
xk+1∫
xk−1
(
aεx − ax
)[(
g ∗ ∂ψδ
∂x
)
(xk, ti)(x− xk) +
(
g ∗ ∂ψδ
∂t
)
(xk, ti)(t − ti)
]
φ dxdt
∣∣∣∣∣.
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2
ik are estimated as follows. By the construction and Taylor expansion of a
ε
θ,
x , we have
L1ik =
∣∣φ(xk, ti)∣∣
∣∣∣∣∣
ti+1∫
ti
[
a(xk+1, ti) − a(xk+1, t) − a(xk−1, ti) + a(xk−1, t)
]
dt
∣∣∣∣∣
+ O (
x)2 · sup
titti+1
{
T.V.
{
ax(·, t) in [xk−1, xk+1]
}}
= ∣∣φ(xk, ti)∣∣
∣∣∣∣∣
ti+1∫
ti
{
at(xk+1, ti)(t − ti) − at(xk−1, ti)(t − ti)
}
dt
∣∣∣∣∣+ O (
x)3
+ O (
x)2 · sup
titti+1
{
T.V.
{
ax(·, t) in [xk−1, xk+1]
}}
=
∣∣∣∣∣
ti+1∫
ti
atx
(
x∗k , ti
)
(2
x)(t − ti)dt
∣∣∣∣∣+ O (
x)3
+ O (
x)2 · sup
titti+1
{
T.V.
{
ax(·, t) in [xk−1, xk+1]
}}
= O (
x)3 + O (
x)2 · sup
titti+1
{
T.V.
{
ax(·, t) in [xk−1, xk+1]
}}
, (4.11)
where x∗k ∈ (xk−1, xk+1). By the property of molliﬁers, we have (g ∗ ∂αψδ)(x, t) ‖g‖L∞‖∂αψδ‖L1 for
any (x, t) ∈R× [0,∞). It leads to
L2ik = O (
x)‖φ‖∞‖g‖L∞‖∂ψδ‖L1
ti+1∫
ti
xk+1∫
xk−1
∣∣aεx − ax∣∣dxdt
= O (
x)2 · sup
titti+1
{
T.V.
{
ax(·, t) in [xk−1, xk+1]
}}
. (4.12)
Therefore, by (4.10)–(4.12), there exist positive constants C4 and C5 such that
I2  C4(
x) + C5(
x) · sup
t0
{
T.V.
{
ax(·, t)
}}
. (4.13)
Since gδ → g as δ → 0 at every point of continuity of g , there exists a constant C6 > 0 such that I3
can be estimated by
I3  O (1)δ‖φ‖∞
O (1)

t∑
i=0
∑
k
ti+1∫
ti
xk+1∫
xk−1
|ax|dxdt
 O (1)δ‖φ‖∞ · sup
t0
{
T.V.
{
a(·, t)}} C6ε, (4.14)
where δ meets δ < ε. Therefore, by (4.13) and (4.14), we have
P1  C4(
x) + C5(
x) · sup
t0
{
T.V.
{
ax(·, t)
}}+ C6ε. (4.15)
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edness of ax , ga , gu and Theorem 3.5, there exists a constant C7 > 0 such that
P2  C7
(∥∥aε − a∥∥L1loc + ∥∥uε − u∥∥L1loc). (4.16)
Furthermore, based on (2.38), a constant C8 exists such that
P3 = O (1)
O (1)

t∑
i=0
∑
k
ti+1∫
ti
xk+1∫
xk−1
∣∣zε − z∣∣dxdt
= O (1)
O (1)

t∑
i=0
∑
k
(∫ ∫
DLik
+
∫ ∫
DRik
+
∫ ∫
Dεik
)∣∣z − zε∣∣dxdt
 C8(
x), (4.17)
where
DLik :=
{
(x, t): xk−1  x < xk − ε
˜x, ti  t  ti+1
}
,
Dεik :=
{
(x, t): xk − ε
˜x x xk + ε
˜x, ti  t  ti+1
}
,
DRik :=
{
(x, t): xk + ε
˜x < x xk+1, ti  t  ti+1
}
. (4.18)
Hence, by letting ε, 
x → 0 in (4.15)–(4.17), we obtain (4.3).
To show (4.1) and (4.2), we see that
∣∣R1φ(z,u) − R1φ(zε,uε)∣∣ ∫ ∫
t>0
∣∣z − zε∣∣|φt |dxdt + ∫ ∫
t>0
∣∣w − wε∣∣|φ|dxdt, (4.19)
∣∣R2φ(a, z,u) − R2φ(aε, zε,uε)∣∣ ∫ ∫
t>0
∣∣u − uε∣∣|φt |dxdt + ∫ ∫
t>0
∣∣ f (a,u) − f (aε,uε)∣∣|φx|dxdt
+
∣∣∣∣ ∫ ∫
t>0
(
aεx g
(
aε, zε,uε
)− axg(a, z,u))φ dxdt∣∣∣∣. (4.20)
By Theorem 3.5, (4.7), (4.17) and (4.19), we can easily obtain (4.1). By Theorem 3.5, (4.3), (4.7) and
(4.20), we obtain (4.2). We then establish the global existence of weak solutions to Cauchy prob-
lem (1.2).
In the end, we show the weak solution u of (1.2) is the entropy solution satisfying (1.16) for every
entropy pair (U (u), F (a,u)). It is suﬃcient to show that, for any entropy pair (U , F ) and positive
φ ∈ C10(R× [0,∞)), the approximate solution uε satisﬁes
R˜φ
(
aε, zε,uε
)
 O (
x) + O (1)ε 12 , (4.21)
where
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(
aε, zε,uε
) := ∑
i+k=even
R˜φ
(
aε, zε,uε; Dik
)+ ∫
R
U
(
u0(x)
)
φ(x,0)dx,
R˜φ
(
aε, zε,uε; Dik
)
:=
∫ ∫
Dik
[
U
(
uε
)
φt + F
(
aε,uε
)
φx + aεx
(
DU
Du
[g − fa] + Fa
)(
aε, zε,uε
)
φ
]
dxdt,
and Dik := [xk−1, xk+1] × [ti, ti+1]. Let U˜ ε := (aε, zε,uε). Then, R˜φ(U˜ ε; Dik) can be calculated by
R˜φ
(
U˜ ε; Dik
)= R˜φ(U˜ ε; DLik)+ R˜φ(U˜ ε; Dεik)+ R˜φ(U˜ ε; DRik), (4.22)
where DLik , D
ε
ik and D
R
ik are given in (4.18). Without loss of generality, we assume that there exist a
shock S in DLik and a rarefaction wave in D
R
ik . Suppose that S divides D
L
ik into D
L−
ik and D
L+
ik , and S
separates left state uL and right state u1 as well. Moreover, aε = aL in DLik and aε = aR in DRik .
First, we estimate R˜φ(U˜ ε; DLik) and R˜φ(U˜ ε; DRik). By aε = aL , bε = bL in DLik , U (uε) = U (uL) in DL
−
ik
and U (uε) = U (u1) in DL+ik , we have
R˜φ
(
U˜ ε; DLik
)= ∫ ∫
DL
−
ik
(
U (uL)φ
)
t +
((
F + (
t)bL Fa
)
(aL,uL)φ
)
x dxdt
+
∫ ∫
DL
+
ik
(
U (u1)φ
)
t +
((
F + (
t)bL Fa
)
(aL,u1)φ
)
x dxdt
−
∫ ∫
DL
−
ik ∪DL
+
ik
(
t)bL Fa
(
aL,u
ε
)
φx dxdt. (4.23)
Applying the divergence theorem to (4.23), we obtain
R˜φ
(
U˜ ε; DLik
)= Yik(U , F ) + ∫
S
(−U (uL) + U (u1))φ dx
+
∫
S
((
F + (
t)bL Fa
)
(aL,uL) −
(
F + (
t)bL Fa
)
(aL,u1)
)
φdt
−
∫ ∫
DL
−
ik ∪DL
+
ik
(
t)bL Fa
(
aL,u
ε
)
φx dxdt, (4.24)
where
Yik(U , F ) :=
xk−ε
˜x∫
x
U
(
uε(x, ti+1)
)
φ(x, ti+1)dx−
xk−ε
˜x∫
x
U
(
uε(x, ti)
)
φ(x, ti)dxk−1 k−1
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ti+1∫
ti
(
F + (
t)bL Fa
)(
aL,u
ε(xk − ε
˜x, t)
)
φ(xk − ε
˜x, t)dt
−
ti+1∫
ti
(
F + (
t)bL Fa
)(
aL,u
ε(xk−1, t)
)
φ(xk−1, t)dt.
The Rankine–Hugoniot condition (2.16) gives
s
t [uL − u1] =
[
f 
t(aL,bL,uL) − f 
t(aL,bL,u1)
]
, (4.25)
where f 
t is given in (2.9) with δ = 
t , and s
t is the speed of S . Furthermore, by the deﬁnition of
(U , F ) we have DFaDu = DUDu DfaDu , which implies
D(F + (
t)bL Fa)
Du
= DU
Du
Df 
t
Du
. (4.26)
Then, by (4.25), (4.26) and the results in [28], we obtain
s
t
[
U (uL) − U (u1)
]− [(F + (
t)bL Fa)(aL,uL) − (F + (
t)bL Fa)(aL,u1)] 0. (4.27)
Therefore, by (4.24) and (4.27), we obtain
R˜φ
(
U˜ ε; DLik
)
 Yik(U , F ) + O (
x)3 (4.28)
for any positive test function φ ∈ C10(R× [0,∞)).
Now, we would like to calculate R˜φ(U˜ ε; DRik). Since the rarefaction wave in DRik is a classical solu-
tion, it follows
R˜φ
(
U˜ ε; DRik
)= xk+1∫
xk+ε
˜x
U
(
uε(x, ti+1)
)
φ(x, ti+1)dx−
xk+1∫
xk+ε
˜x
U
(
uε(x, ti)
)
φ(x, ti)dx
+
ti+1∫
ti
(
F + (
t)bR Fa
)(
aR ,u
ε(xk+1, t)
)
φ(xk+1, t)dt
−
ti+1∫
ti
(
F + (
t)bR Fa
)(
aR ,u
ε(xk + ε
˜x, t)
)
φ(xk + ε
˜x, t)dt (4.29)
for any positive test function φ ∈ C10(R× [0,∞)).
Next, we calculate R˜φ(U˜ ε; Dεik). Since U (uε) is only x-dependent in Dεik , by the integration by
parts, the property of (U , F ) and DFaDu = DUDu DfaDu , we obtain
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(
U˜ ε; Dεik
)= ∫ ∫
Dεik
[
U
(
uε
)
φt + F
(
aε,uε
)
φx + (
t)b(xk)Faφx − (
t)b(xk)Faφx
]
dxdt
+
∫ ∫
Dεik
aεx
(
DU (uε)
Du
[g − fa] + Fa
)
φ dxdt
= Zik(U , F ) −
∫ ∫
Dεik
[
DF
Du
uεx − aεx
DU
Du
(g − fa)
]
φ dxdt −
∫ ∫
Dεik
(

tb(xk)Fa
)
xφ dxdt
+ O (
x)2 · ε2‖φ‖∞ · osc.
{
uε in Dik
}
= Zik(U , F ) −
∫ ∫
Dεik
DU
Du
[
Df
Du
uεx − aεx(g − fa)
]
φ dxdt
− (
t)b(xk)
∫ ∫
Dεik
[
Faaa
ε
x +
DU
Du
Dfa
Du
uεx
]
φ dxdt + O (
x)2 · ε2‖φ‖∞ · osc.
{
uε in Dik
}
= Zik(U , F ) −
∫ ∫
Dεik
DU (uε)
Du
((
f + (
t)b(xk) fa
)
x − aεx g
)
φ dxdt
+ (
t)b(xk)
∫ ∫
Dεik
aεx
[
DU (uε)
Du
faa − Faa
]
φ dxdt
+ O (
x)2 · ε2‖φ‖∞ · osc.
{
uε in Dik
}
, (4.30)
where
Zik(U , F ) :=
xk+ε
˜x∫
xk−ε
˜x
U
(
uε(x, ti+1)
)
φ(x, ti+1)dx−
xk+ε
˜x∫
xk−ε
˜x
U
(
uε(x, ti)
)
φ(x, ti)dx
+
ti+1∫
ti
(
F + (
t)b(xk)Fa
)(
aR ,u
ε(xk + ε
˜x, t)
)
φ(xk + ε
˜x, t)dt
−
ti+1∫
ti
(
F + (
t)b(xk)Fa
)(
aL,u
ε(xk − ε
˜x, t)
)
φ(xk − ε
˜x, t)dt. (4.31)
By the boundedness of uε and aε , we have
∫ ∫
Dεik
aεx
[
DU (uε)
Du
faa − Faa
]
φ dxdt = O (
x)osc.{aε(·, ti) in Dεik}. (4.32)
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Dεik
DU (uε)
Du
((
f + (
t)b(xk) fa
)
x − aεx g
)
φ dxdt = O (
x)3. (4.33)
Then, by (4.22) and (4.28)–(4.33), we obtain
R˜φ
(
U˜ ε; Dik
)

xk+1∫
xk−1
U
(
uε(x, ti+1)
)
φ(x, ti+1)dx−
xk+1∫
xk−1
U
(
uε(x, ti)
)
φ(x, ti)dx
+
ti+1∫
ti
(
F + (
t)bR Fa
)(
aR ,u
ε(xk+1, t)
)
φ(xk+1, t)dt
−
ti+1∫
ti
(
F + (
t)bL Fa
)(
aL,u
ε(xk−1, t)
)
φ(xk−1, t)dt
+ O (
x)3 + O (
x)2 · osc.{aε(·, ti),at(·, ti),uε in Dik} (4.34)
for any positive test function φ ∈ C10(R× [0,∞)). Thus, by (4.34), it leads to
R˜φ
(
aε, zε,uε
)= ∑
i+k=even
R˜φ
(
U˜ εDik
)+ ∞∫
−∞
U
(
u0(x)
)
φ(x,0)dx
− Ĵε −
∞∫
−∞
(
U
(
uε(x,0)
)− U(u0(x)))φ(x,0)dx+ O (
x),
where
[
U
(
uε
)]
(x, i
t) := U(uε)(x, t+i )− U(uε)(x, t−i ),
Ĵ iε = Ĵ i(ε, θ,
x, φ) :=
∞∫
−∞
[
U
(
uε
)]
(x, i
t)φ(x, i
t)dx,
Ĵε = Ĵ (ε, θ,
x, φ) :=
∑
i1
Ĵ i(ε, θ,
x, φ).
Finally, by the analogy of (4.6) and the similar result for Ĵ (ε, θ,
x, φ) in Theorem 4.1, we ob-
tain (4.21). The weak convergence analysis of {aεx( DUDu [g − fa] + Fa)(aε, zε,uε)} in (1.16) is similar to
the one of {aεx g(aε, zε,uε)}. The main theorem in this paper, the global existence of entropy solution
to the Cauchy problem (1.2), is then established.
Acknowledgment
The author would like to thank J.M. Hong of NCU for his valuable comments.
3700 Y.-C. Su / J. Differential Equations 250 (2011) 3668–3700References
[1] D. Amadori, L. Gosse, G. Guerra, Global BV entropy solutions and uniqueness for hyperbolic systems of balance laws, Arch.
Ration. Mech. Anal. 162 (2002) 327–366.
[2] P.J. Blatz, W.L. Ko, Application of ﬁnite elastic theory to the deformation of rubbery materials, Trans. Soc. Rheol. 6 (1962)
223–251.
[3] A. Bressan, Y. Zheng, Conservative solutions to a nonlinear variational wave equation, Comm. Math. Phys. 266 (2006) 471–
497.
[4] Y. Chang, J.M. Hong, C.-H. Hsu, Globally Lipschitz continuous solutions to a class of quasilinear wave equations, J. Differen-
tial Equations 236 (2007) 504–531.
[5] C.M. Dafermos, Hyperbolic Conservation Laws in Continuum Physics, Grundlehren Math. Wiss. (Ser. Compr. Stud. Math.),
vol. 325, Springer-Verlag, Berlin, New York, 1999.
[6] C.M. Dafermos, L. Hsiao, Hyperbolic systems of balance laws with inhomogeneity and dissipation, Indiana Univ. Math. J. 31
(1982) 471–491.
[7] G. Dal Maso, P.G. LeFloch, F. Murat, Deﬁnition and weak stability of nonconservative products, J. Math. Pures Appl. 74
(1995) 483–548.
[8] J. Glimm, Solutions in the large for nonlinear hyperbolic systems of equations, Comm. Pure Appl. Math. 18 (1965) 697–715.
[9] J.M. Greenberg, Smooth and time periodic solutions to the quasilinear wave equation, Arch. Ration. Mech. Anal. 60 (1975)
29–50.
[10] J.M. Greenberg, M. Rascle, Time-periodic solutions to systems of conservation laws, Arch. Ration. Mech. Anal. 115 (1991)
395–407.
[11] J.M. Hong, An extension of Glimm’s method to inhomogeneous strictly hyperbolic systems of conservation laws by “weaker
than weak” solutions of the Riemann problem, J. Differential Equations 222 (2006) 515–549.
[12] J.M. Hong, C.-H. Hsu, Y.-C. Su, Global solutions for initial–boundary value problem of quasilinear wave equations, J. Differ-
ential Equations 245 (2008) 223–248.
[13] J.M. Hong, P.G. LeFloch, A version of Glimm method based on generalized Riemann problems, Port. Math. 64 (2007) 199–
236.
[14] J.M. Hong, B. Temple, A bound on the total variation of the conserved quantities for solutions of a general resonant non-
linear balance law, SIAM J. Appl. Math. 64 (3) (2004) 819–857.
[15] C.-H. Hsu, S.-S. Lin, T. Makino, Smooth solutions to a class of quasilinear wave equations, J. Differential Equations 224
(2006) 229–257.
[16] J.K. Hunter, Y. Zheng, On a nonlinear hyperbolic variational equation, I and II, Arch. Ration. Mech. Anal. 129 (1995) 305–
353, 355–383.
[17] E. Isaacson, B. Temple, Nonlinear Resonance in Inhomogeneous Systems of Conservation Laws, Contemp. Math., vol. 108,
1990.
[18] E. Isaacson, B. Temple, Nonlinear resonance in systems of conservation laws, SIAM J. Appl. Math. 52 (1992) 1260–1278.
[19] E. Isaacson, B. Temple, Convergence of the 2 × 2 Godunov method for a general resonant nonlinear balance law, SIAM J.
Appl. Math. 55 (3) (1995) 625–640.
[20] B. Keyﬁtz, H. Kranzer, A system of non-strictly hyperbolic conservation laws arising in elasticity theory, Arch. Ration. Mech.
Anal. 72 (1980) 219–241.
[21] P.D. Lax, Hyperbolic system of conservation laws, II, Comm. Pure Appl. Math. 10 (1957) 537–566.
[22] P.D. Lax, Hyperbolic System of Conservation Laws and Mathematical Theory of Shock Waves, Conf. Board Math. Sci., vol. 11,
SIAM, 1973.
[23] P.G. LeFloch, Entropy weak solutions to nonlinear hyperbolic systems under nonconservative form, Comm. Partial Differen-
tial Equations 13 (1988) 669–727.
[24] P.G. LeFloch, T.-P. Liu, Existence theory for nonlinear hyperbolic systems in nonconservative form, Forum Math. 5 (1993)
261–280.
[25] T.-P. Liu, Quasilinear hyperbolic systems, Comm. Math. Phys. 68 (1979) 141–172.
[26] M. Luskin, B. Temple, The existence of a global weak solution to the non-linear waterhammer problem, Comm. Pure Appl.
Math. 35 (1982) 697–735.
[27] P. Marcati, R. Natalini, Global weak solutions to quasilinear wave equations of Klein–Gordon and Sine–Gordon type, J. Math.
Soc. Japan 50 (2) (1998) 433–449.
[28] J.A. Smoller, Shock Waves and Reaction–Diffusion Equations, 2nd ed., Springer-Verlag, Berlin, New York, 1994.
[29] B. Temple, Global solution of the Cauchy problem for a class of 2 × 2 nonstrictly hyperbolic conservation laws, Adv. Appl.
Math. 3 (1982) 335–375.
[30] P. Zhang, Y. Zheng, Weak solutions to a nonlinear variational wave equation, Arch. Ration. Mech. Anal. 166 (2003) 303–319.
[31] P. Zhang, Y. Zheng, Weak solutions to a nonlinear variational wave equation with general data, Ann. Inst. H. Poincare Anal.
Non Lineaire 22 (2005) 207–226.
