Abstract: Characterizing intense, focused x-ray free electron laser (FEL) pulses is crucial for their use in diffractive imaging. We describe how the distribution of average phase tilts and intensities on hard x-ray pulses with peak intensities of 10 21 W/m 2 can be retrieved from an ensemble of diffraction patterns produced by 70 nm-radius polystyrene spheres, in a manner that mimics wavefront sensors. Besides showing that an adaptive geometric correction may be necessary for diffraction data from randomly injected sample sources, our paper demonstrates the possibility of collecting statistics on structured pulses using only the diffraction patterns they generate and highlights the imperative to study its impact on single-particle diffractive imaging. 
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Introduction
Diffractive imaging experiments with x-ray free-electron lasers (FELs) aim to expose individual weakly scattering samples to a brief and intense focused x-ray pulse, scattering photons appreciably before the onset of radiation damage. For such purposes hard x-ray pulses, such as those produced by the Linac Coherent Light Source (LCLS) [1] with peak powers reaching 40 GW, are focused onto spots that are several microns across or smaller. Particles are randomly delivered [2, 3, 4, 5, 6] into these tightly focused x-ray pulses (Fig. 1) , producing a diffraction pattern each time pulse and particle interact. Profiling such focused pulses critically determines where these particles should be injected in order to maximize and properly interpret their diffraction signal.
In principle, to study these intense, hard x-ray FEL pulses one could consider using ablation imprints [7, 8, 9] , scintillation crystals, grating interferometers [10] or x-ray sensitive Hartmann wavefront sensors [11, 12, 13] . However, the extraordinarily high peak intensities of FEL pulses near their small foci have made this extremely challenging, either because of the potential damage to such instruments or the difficulty in interpreting their measurements or both. Although absolute photon intensities can be extrapolated by measuring strongly attenuated pulses, the attenuators may potentially distort finer structures in unattenuated pulse wavefronts.
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Description of technique
This paper demonstrates how a diffractive imaging setup with randomly injected polystyrene spheres can be sensitive to the shape of an FEL pulse's wavefront and its intensity profile even at peak intensities of 10 21 W/m 2 (exceeding 1.5 kJ/cm 2 per pulse). Furthermore, such measurements require little additional effort beyond routine calibration already performed to optimize sample injection. Only several minutes of data collection are needed given our aerosol injection rate and LCLS's designed 120 Hz pulse rate. These measurements also produce direct estimates on the extent of data correction necessary for samples that are injected into the same region of the stream of structured x-ray pulses ( Fig. 1) , without the need to infer this information from wavefront profiles collected using conventional sensors if they become available for x-ray FELs. Furthermore, we only require a sample change in the aerosol injector without breaking the high-vacuum in the experiment chamber to insert additional diagnostic instruments. The working principle of our technique is analogous to a Hartmann wavefront sensor with spheres acting as randomly positioned, disposable lenses. Each injected sphere probes a local region of the FEL pulse that it intercepts: offsets in the center of the resultant diffraction pattern indicate the pulse's local wavefront shape or, equivalently, phase tilt (Fig. 1) ; the brightness of the pattern indicates the pulse's local intensity. These measurements are averaged over the finite depth of the pulse stream's focus, equivalent to the spot diameter of the spray of spheres (circle in Fig. 2 ). The character of the average FEL pulse can be reconstructed when many single sphere measurements are combined.
440 Μm diameter spray of spheres FEL pulse direction
The image is centered on the FEL pulse focus (1.8 µm pulse waist) and spans twice the pulse's nominal Rayleigh length z R = 10 mm. FEL pulses traveled along the solid horizontal line towards the right; random spray of polystyrene spheres was injected into the page at the empty circle. This circle represents the interaction region where the spheres were illuminated by the line of pulses (typified by Fig. 1) , whose location was known to within z R of the nominal pulse focus.
Experimental demonstration
The diffractive imaging experiment was performed at the Atomic Molecular and Optical Science beamline [14] at the LCLS. X-ray pulses were produced at 60 Hz by the FEL with an average pulse energy of 2.7 mJ (4.8% pulse-to-pulse r.m.s. variation) while spanning a FWHM pulse duration of approximately 150 fs (measured from the lasing electron bunch). These pulses contained 1.2 keV photons (wavelength 1.0 nm, with 0.28% r.m.s. pulse-to-pulse variation in its average) thus providing an average of 1.4 × 10 13 photons per pulse, focused using KirkpatrickBaez mirrors to a 10 µm 2 spot. Polystyrene spheres (70 nm average radius) in solution were nebulized and injected into the FEL focus with a differentially-pumped aerodynamic lens stack [15, 16, 3] . These spheres were randomly irradiated by FEL pulses in a narrow range of defocus planes spanning only 4.4% of the FEL pulse's Rayleigh length (Fig. 2) . Diffraction patterns were recorded by a 1024×1024-pixel pnCCD x-ray detector [17] comprising 75×75 µm 2 pixels (Fig. 3) . The detector readout was recorded at 60 Hz, with one pattern per pulse whether or not it encountered an injected particle. From these, a software implemented intensity filter selected background-subtracted patterns that contained scattering signal (hits), which included single and multiple coincident spheres. More than 2000 hits were collected with 625 patterns from single spheres. Patterns from multiple coincident spheres were eliminated by inspecting fits to single sphere diffraction intensities. Only five single-sphere patterns were excluded before arriving at these 625 patterns because detector readout saturation in these five caused poor fits to (2). Radiation damage to the polystyrene spheres during illumination by these ultrashort pulses was undetectable at low resolution. Candidate centers of the pattern were restricted to the 17×17 pixel box in the middle of the detector, selecting for the center about which the intensities in the two 'u-shaped' regions above and below (outlined in red) appear most azimuthally-symmetric. The horizontal band in the middle of the diffraction pattern, which includes two quasi-semicircular regions, marks the gap between the two detector panels through which unscattered photons pass.
The local phase tilt (wavefront shape) on a pulse that each sphere randomly intercepts caused the resultant diffraction pattern to translate (Fig. 1) . Each pattern was centered by identifying the central pixel about which the pattern was most azimuthally symmetric. Azimuthally averaged intensities I(q c ) around each candidate center c were computed then scored against the original two-dimensional pattern assuming such a center I(q c ) : argmax c ∑ |q c |=q c log (I(q c )) log (I(q c )) .
(
The candidate center with the highest score was taken to be the correct central pixel. The logarithm of the diffraction intensities were used to increase the sensitivity of this scoring over a wider dynamic range of intensities. This scoring was done for intensities at small diffraction angles, where each sphere's high-resolution deviation from sphericity is least manifest, while constraining the gap between the two detector halves to be 21 pixels (as estimated from maximizing the fringe visibility in the radial average of the brightest, centered sphere diffraction patterns). An exhaustive search for candidate centers c was restricted to pixels in a 17×17-pixel region centered on the nominal center. Centered patterns of single spheres were expected to fit the spherically symmetric scalar diffraction intensity distribution
where the magnitude of the spatial frequency q is denoted as q, radius of a polystyrene sphere as r, and the fit parameter I 0 is related to the forward scattering cross section and incident photon fluence. Knowing both r and I 0 from fits for each pattern also gives us the incident photon fluence I inc on each sphere.
The detector readout of a single sphere diffraction pattern at spatial frequency q = 0 is expected to be:
where the density of polystyrene ρ PSL , provided by the sphere manufacturer, is 1.05 g/cm 3 ; N A is Avogadro's constant; M PSL is the molar weight of polystyrene monomers (C 8 H 8 ), 104 g/mol; f is the average scattering factor of polystyrene monomers for 1.2 keV radiation, 58.3; r e is the classical electron radius, 2.8 × 10 −15 m; ∆Ω is the solid angle subtended by each detector pixel, 1.1 × 10 −8 steradians; G det is the detector's gain, 7 counts per photon; and Q eff is its quantum efficiency for 1.2 keV photons, 0.9 efficiency.
We calibrated the average radius of our polystyrene spheres against a separate differential mobility analyzer (DMA) measurement of polystyrene spheres similar to those used for our diffraction data. The radii measurement from DMA was considerably larger than that nominally specified by the manufacturer, PostNova Analytics (Germany), who reported a radius of 68.5 nm spheres and a coefficient of variance of 2.3%. Our DMA radii measurement, 69.6 ± 3.4 nm, was used for calibration because of its recency and inclusion of possible post-manufacture growth factors.
Visualizing experimental data
Pulse-to-pulse fluctuations in the average photon wavelength (0.5% r.m.s. variation) were accounted for when fitting each diffraction pattern, as were fluctuations in total pulse energies (4.8% r.m.s. variation) measured using the UV fluorescence generated from calibrated nitrogen gas detectors upstream of the interaction region [1]. Incident fluences I inc from fitting Eq. (2) were normalized using this fluorescence readout such that all pulses had the same total energy equal to the highest measured pulse energy. The uncertainty in FEL-sphere interaction region introduced less than 0.1% uncertainty in each sphere's determined radius, and hence less than 0.6% in the local incident photon fluence I inc . Since both pattern centering and sphere sizing depended primarily on low-resolution features of the spheres, we did not correct for errors arising from higher resolution non-sphericities in our polystyrene spheres.
The measured translations necessary for pattern-centering and incident fluence from fits to sphere diffraction patterns are combined in Fig. 4 , where pattern translations at the detector were converted to angular deviations from the nominal center of the pulse focus. The abrupt bottom and right edges of the contour plot in Fig. 4 were from pulse truncation by beam guards on the Kirkpatrick-Baez focusing mirrors. The number of patterns that suffered each deviation are superimposed on Fig. 4 , which show the distribution of phase tilts on the average FEL pulse over a 440 µm depth of focus (Fig. 2) .
Discussion
The 0.5 mrad r.m.s. variation in divergence angle of the sphere patterns (Fig. 4) is comparable to the focused pulse's estimated divergence angle of 0.7 mrad. Ref [1] notes that at hard xray wavelengths the pulses from the LCLS should only show a r.m.s. centroid variation which is 10-20% of the beam size. The larger angular deviations we measured suggest that either our polystyrene spheres were injected away from the pulse foci where there was substantial phase curvature or that there were residual phase curvature or phase tilt fluctuations at these foci (circular region in Fig. 2 ). These two cases can be distinguished, in further studies, by measuring distributions like those in Fig. 4 while longitudinally stepping through the pulse foci. Until we can ascertain the positions of our spheres when they were illuminated by the pulses, we will not have direct spatial and temporal measurements on these pulses. However, convex wavefronts are exceptions since we can relate each sphere's transverse position at illumination to a unique translation of its diffraction pattern at the detector.
While Fig. 4a averages over the experimental conditions to which we subjected our spheres, the distribution of data that comprise these averages (Fig. 4b) are a clearer indication of how
