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Abstract
In this paper we analyze the connections among different parametric settings in which the stability theory for linear inequality
systems may be developed. Our discussion is focussed on the existence, or not, of an index set (possibly inﬁnite). For some stability
approaches it is not convenient to have a ﬁxed set indexing the constraints. This is the case, for example, of discretization techniques
viewed as approximation strategies (i.e., discretization regarded as data perturbation). The absence of a ﬁxed index set is also a key
point in the stability analysis of parametrized convex systems via standard linearization. In other frameworks the index set is very
useful, for example if the constraints are perturbed one by one, even to measure the global perturbation size. This paper shows to
what extent an index set may be introduced or removed in relation to stability.
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1. Introduction
This paper is concerned with different frameworks in which the stability of a given linear inequality system (with
possibly inﬁnitelymany constraints)may be analyzed. Speciﬁcally,we dealwith three different frameworks: normalized
parametric context with index set T, parametric context with index set T, and general parametric context, abbreviated
by NP(T ), P(T ) and GP, respectively.
In context NP(T ) we consider a ‘normalized’ parametrization in the sense that it obeys to a certain pattern. Indeed,
once the index set T is selected, both the space of parameters and the mapping assigning linear systems to parameters
are prescribed. Formally, when we are conﬁned to context NP(T ), we consider the set  of all the systems in the form
 := {a′t xbt , t ∈ T }, (1)
where T is an arbitrary, but ﬁxed, set of indices, x and at belong to Rn, bt ∈ R, and y′ denotes the transpose of y ∈ Rn.
When T is inﬁnite we are dealing with linear semi-inﬁnite systems. The functions t → at and t → bt have no particular
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property and, so,  ≡ (Rn ×R)T. Actually, in this context, (Rn ×R)T is the parameter space which is identiﬁed with
the set of systems. Moreover, a natural bijection is considered, which assigns to each parameter ( at
bt
)t∈T ∈ (Rn×R)T
the linear system {a′t xbt , t ∈ T }. In this context, each coefﬁcient may be independently perturbed, giving rise to a
perturbed system with the same number (cardinality) of constraints. It follows the classical approach of Robinson [21]
in the sense that arbitrary perturbations of all the coefﬁcients are considered. The size of the perturbation is measured
by the extended distance d : × → [0,+∞] given by
d(1, ) = sup
t∈T
∥∥∥∥
(
a1t
b1t
)
−
(
at
bt
)∥∥∥∥∞, (2)
where 1 := {(a1t )′xb1t , t ∈ T }, and ‖ · ‖∞ denotes the Chebyshev norm in any ﬁnite-dimensional Euclidean space.
In this way,  is endowed with the uniform convergence topology.
Roughly speaking, context NP(T ) provides a theoretical setting for modeling those situations in which systems
have coefﬁcients whose values either are only approximately known or they have to be rounded off in the computing
process. Therefore, we may be actually considering a different system, 1, proximal to the original one. The stability
theory in this framework has been studied in several papers (e.g., [4,7,12,14,15]). The continuous case, i.e., when T is
assumed to be a compact Hausdorff space and ( at
bt
) depends continuously on t ∈ T , has been analyzed in [2,9]. Some
stability results for structurally richer contexts can also be traced out from the literature, for instance, by requiring
differentiability assumptions; see, for instance, Jongen et al. [18], for the case of C1 data.
A different parametric context arises by considering the family of systems in the form
 := {at ()′xbt (), t ∈ T }, (3)
where the parameter  runs over an arbitrary metric space (, d) and, for each t ∈ T , the function  → ( at ()
bt ()
) is
continuous on . We shall refer to this parametric context as P(T ). This parametric approach may be used to describe
models in which only speciﬁc perturbations of speciﬁc coefﬁcients are allowed. In this framework perturbations fall on
the parameter and, when T is inﬁnite, a small perturbation of the parameter  may cause a large perturbation in some
coefﬁcients of the original system. This fact provokes that the stability theory of the feasible set in context P(T ) is
notably different from the one in NP(T ), as it is emphasized in [6]. This approach is followed by authors as Zlobec [24]
in the ﬁnite case, i.e, T ﬁnite (see also [19] which includes the semi-inﬁnite case), and Jongen and Stein [17], conﬁned
to the context of parametrized families of problems with C1 data.
A special case of parametrized systems (3) comes from the ﬁeld of the so-called multiparametric programming,
where the parameter ranges on Rk . In this framework, parametric programming techniques systematically subdivide
the parameter space into characteristic regions where the optimal value and an optimizer are given as explicit functions
of the parameters. As it is pointed out in Filippi [8], in recent years a new interest in multiparametric programming arose
from so-called model predictive control, a well-known technique in the system theory and optimal control community.
The pioneer work of Gal and Nedoma [11] introduces a general and systematic procedure to solve a multiparametric
right-hand side linear programming problem. See Gal [10] for a vast bibliography on parametric linear programming,
updated to the early 1990s.
Context GP is concerned with the case in which ‘the whole system’ may present perturbations: a perturbed system
may have even a different amount of constraints. The situation may be modeled by including dependence on the
parameter for the index set (see again [19,24]) or with no index set. In this last case each linear inequality system is
directly identiﬁed with the subset ofRn+1 formed by the coefﬁcient vectors of the constraints. This broad scope context
GP can be formalized through the concept of mapping of parametrized systems, deﬁned as follows (see [6]):
Deﬁnition 1. Let be an arbitrarymetric space, whichwill be considered as the parameter space.We deﬁne a mapping
of parametrized systems as a set-valued mapping  : ⇒Rn+1, assigning to each parameter  a subset () of Rn+1,
which can be identiﬁed with the linear inequality system
 :=
{
a′xb,
(
a
b
)
∈ ()
}
.
Context GP becomes the natural framework for modeling different situations. At this moment we point out the case of
parametrized convex inequality systems, when the ‘standard linearization’ (by means of subdifferentials) is considered.
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Speciﬁcally, those linearized systems do not preserve the number (cardinality) of constraints under perturbation of the
parameter. This approach is crucial in papers as [3,5], where the stability of a parametrized family of convex systems
is analyzed through linearization techniques. The second one also tackles discretization strategies via parametric
approximation, yielding to context GP (see also [22]).
In this context, the so-called feasible set mapping, F : ⇒Rn, assigns to each parameter  the feasible set
of , understanding F() = Rn when () = ∅. We denote by c the set of all consistent parameters, given by
c := { ∈ |F() = ∅}.
The present paper aims a double goal. On the one hand it shows to what extent context GP is equivalent to P(T ),
yielding the possibility of introducing or removing a ﬁxed index set. On the other hand, the paper is concerned with the
(Berge) lower semicontinuity property of F in two directions: characterizing this property when a certain desirable
property is required to , and analyzing its relationship with the so-called strong Slater condition (SSC). The desirable
property to be required is the (Berge) lower semicontinuity of  at the nominal parameter ∗. Roughly speaking it
means that any constraint of (∗) may be approached by some constraint of () as  → ∗. When conﬁned to context
P(T ), the associated mapping  satisﬁes this desirable property. This is also the case of the mapping  associated with
the referred linearization of convex systems, under mild assumptions. Similar ideas, but in a different context, can be
found in Jongen and Rückmann [16], where the lower semicontinuity of the mapping assigning to each parameter the
set of indices is also required.
The (Berge) lower semicontinuity of F in the general case, in which  is arbitrary, has been studied in [6] (see
Theorem 1). Note that in this caseF is an arbitrary closed-convex-valued multifunction. This fact is also exploited in
[3] to analyze the (Berge) upper semicontinuity of the feasible set mapping.
The structure of the paper is as follows. Section 2 gathers some deﬁnitions and preliminary results used later on.
In Section 3 we show that NP(T ) can be seen as a particular case of P(T ), and the latter is included in context GP.
In that section we also analyze the reasons underlying the essential differences between NP(T ) and P(T ). Section 4
is devoted to show the formal equivalence between P(T ) and context GP. We provide a local equivalence result and a
global one, assuming the local/global lower semicontinuity of . The global result makes use of a well-known selection
theorem (collected in Section 2). Section 5 provides a sharpened version of Theorem 1 under the announced lower
semicontinuity of . Moreover Proposition 2 clariﬁes the relationship between the lower semicontinuity ofF and the
SSC. These two properties, among other stability criteria spread out in the literature, turn out to be equivalent in the
most particular context NP(T ) (see Theorem 6.1 in [13]).
2. Preliminaries
This section provides some necessary notation, as well as deﬁnitions and results that will be used later on. Given
∅ = X ⊂ Rp, p ∈ N, by conv(X) and cone(X) we denote the convex hull of X and the conical convex hull of X,
respectively. We assume that cone(X) always contains the zero-vector, 0p, and so cone(∅) = {0p}. The Euclidean and
the Chebyshev norms of x ∈ Rp will be ‖x‖ and ‖x‖∞, respectively. The unit open ball, in Rp, for the Euclidean and
the Chebyshev norms are represented by B and B∞, respectively. From the topological side, if X is a subset of any
topological space, cl(X) represents the closure of X. Finally, limr should be interpreted as limr→∞.
If {Xr} is a sequence of non-empty sets in a metric space, lim infrXr (lim suprXr) is the set of all the limits (cluster
points) of all the possible sequences {xr}, xr ∈ Xr , r=1, 2, . . ., and it can be characterized as the set of points x such that
every neighborhood of x intersects all the setsXr except a ﬁnite number of them (intersects inﬁnitely many setsXr). It is
said that {Xr} converges to X, in thePainlevè–Kuratowski sense (see, for instance, [20]) ifX=lim infr Xr=lim supr Xr .
In this case we write X = limr Xr .
Next we recall some well-known continuity concepts for set-valued mappings. IfY andZ are two topological spaces
andS : Y⇒Z is a set-valued mapping, we shall consider the following occasional properties ofS.
S is lower semicontinuous (in the sense of Berge; lsc, in short) at y ∈ Y if for each open set W ⊂ Z such that
W ∩S(y) = ∅ there exists an open set U ⊂ Y, containing y, such that W ∩S(y1) = ∅ for each y1 ∈ U . If both
spaces verify the ﬁrst axiom of countability (i.e., convergence is established by means of sequences, since each point
has a countable base of neighborhoods), we say thatS is closed at y ∈ Y if for all sequences {yr} ⊂ Y and {zr} ⊂Z
satisfying limryr = y, limrzr = z and zr ∈S(yr), one has z ∈S(y).
In this paper we can conﬁne ourselves to the case in whichY andZ are metric spaces, where we have the following
characterization of the lower semicontinuity property.
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Lemma 1 (Beer [1, Lemma 6.2]). Let Y andZ be two metric spaces, letS : Y⇒Z be a set-valued mapping and
consider y ∈ Y such that S(y) = ∅. Then S is lsc at y if and only if for each sequence {yr} converging to y there
exists r0 ∈ N such thatS(y) ⊂ lim infr r0S(yr) (we implicitly assumeS(yr) = ∅ for rr0).
A key tool for establishing, in Section 4, the connection between contexts P(T ) and GP is given by Michael’s
Selection Theorem [1, Theorem 6.6.3]: consider a mappingS : Y⇒Z whose images are non-empty closed convex
sets,Y andZ being a paracompact space and a Banach space, respectively. IfS is lsc onY, then it has a continuous
selection; i.e., there exists a continuous function f : Y→ Z such that f (y) ∈ S(y) for all y ∈ Y. In fact, we shall
apply this result for Y=, which represents a metric space, and hence paracompact, andZ= Rn+1.
Given a mapping of parametrized systems  : ⇒Rn+1, for each  ∈  we shall denote byN() andK() the
so-called second moment cone and characteristic cone, respectively, associated with the system . These cones are
N() = cone(()) and K() := cone
(
() ∪
{(
0n
−1
)})
.
Ref. [13, Theorem 4.4] characterizes the consistency of  by means of the condition ( 0n1 ) /∈ cl(N()), which is
equivalent to ( 0n1 ) /∈ cl(K()).
We say that the inequality a′xb is a consequence of , assumed consistent, if it is satisﬁed at every feasible point
of ; i.e., a′zb for every z ∈ F(). The so-called non-homogeneous Farkas Lemma [23], characterizes the linear
inequalities a′xb which are consequences of ,  ∈ c, as those whose coefﬁcient vectors satisfy ( ab ) ∈ cl(K()).
In relation to our stability study we shall appeal to the following theorem.
Theorem 1 (Cánovas et al. [6, Theorem 3.1]). Let ∗ ∈ c. The following statements are equivalent:
(i) F is lsc at ∗;
(ii) for each sequence {r} ⊂  converging to ∗, there exists r0 ∈ N such that
F(∗) ⊂ lim inf
r r0
F(r );
(iii) for each sequence {r} ⊂  converging to ∗, one has
lim sup
r
K(r ) ⊂ cl(K(∗));
(iv) for each sequence {r} ⊂  converging to ∗, one has
lim sup
r
N(r ) ⊂ cl(K(∗)).
Finally, we shall appeal to the SSC, which is satisﬁed at a system  := {a′t xbt , t ∈ T } if there exist x ∈ Rn and
> 0 such that a′t xbt + for all t ∈ T . Such an element x is said to be a strong Slater element (SS-element, in brief)
of .
3. Inclusions among parametric contexts
This section is devoted to analyze the relationship among contexts NP(T ), P(T ) and GP. Certain special properties
held in context NP(T ), but not in the remaining ones, inspire conditions (a) and (b) below. As Section 5 shows,
these conditions underlie the characterization of the lower semicontinuity of the feasible set mapping in terms of
the SSC.
To start with, the next remarks show that, on the one hand, context P(T ) can be seen as a particular case of context
GP (provided by the concept of mapping of parametrized systems), and, on the other hand, context NP(T ) can be
embedded in P(T ). Hence, context NP(T ) can also be considered as a particular case of context GP.
Remark 1. Let (, d) be a metric space, and let T be an arbitrary index set. For each t ∈ T , let at :  → Rn and
bt :  → R be continuous functions on . The parametric family of systems (3) can be described by the mapping of
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parametrized systems given by
() :=
{(
at ()
bt ()
)
, t ∈ T
}
. (4)
Remark 2. Context NP (T ) can be viewed as a particular case of context P(T ). Just take := (Rn ×R)T—endowed
for example with the distance d(·, ·) = min{1, d(·, ·)}, where d is given in (2)—and deﬁne, for each t ∈ T and each
= ( tt )t∈T ∈ , at ()= t and bt ()= t . That is, (
at ()
bt ()
) is nothing else but the projection of  on its t th coordinate.
Since we are considering  endowed with the uniform convergence topology (which implies the pointwise one) on
T , the functions at (·) and bt (·) are trivially continuous on , for all t ∈ T . Moreover, the family {( at (·)bt (·) )}t∈T is
equicontinuous on . Now, the mapping of parametrized systems introduced in the previous remark assigns to each
parameter =
(
t
t
)
t∈T ∈  its image () = {(
t
t
), t ∈ T }.
This mapping of parametrized systems, which embeds context NP(T ) in context GP, enjoys certain properties
which give rise to the existence of operative characterizations of the lower semicontinuity of the feasible set mapping.
Speciﬁcally, some of them, for instance the SSC, are given exclusively in terms of the nominal system.
Next, we emphasize two properties held in the context NP(T ), but not always in contexts P(T ) andGP.As commented
above, these properties underlie the nice behavior of context NP(T ) in relation to stability. Section 5 clariﬁes the
relationship between the lower semicontinuity ofF and the SSC under each of these properties.
(a) The coefﬁcient vectors of , for  close enough to ∗, are ‘uniformly close’ to the coefﬁcient vectors of ∗ .
In context P(T ), this property would be translated into the equicontinuity of the family {( at (·)
bt (·) )}t∈T at ∗. In the
context GP, this property leads to the following one:
(a′) The mapping  is continuous at ∗, in the sense of Hausdorff; i.e., for each ε > 0 there exists > 0 such that
d(, ∗)<  implies (∗) ⊂ () + εB∞ and () ⊂ (∗) + εB∞.
(b) Every system  close enough to ∗ (in the topology of NP(T )), corresponds to some parameter close enough to
∗.
The following property, (b′), plays the role of (b) when concerned with context GP. Actually, (b′) is not a translation
of (b), but a weaker condition, in the sense that (b′) refers to perturbations along a speciﬁc direction, ( 0n1 ).
(b′) For all ε > 0 there exist ε > 0 and ε ∈  such that d(ε, ∗)< ε and (∗) + ε( 0n1 ) ⊂ (ε).
Remark 3. Properties (a′) and (b′) hold when we consider as the parameter space the family of all non-empty closed
subsets ofRn+1, endowedwith the (extended)Hausdorff distance, truncated by one, andwhere is the identitymapping.
None of properties (a′) and (b′) is satisﬁed by the parametric family of systems of the following example, which
is used to point out that the same system may be very stable or very instable depending on the context in which it is
considered.
Example 1. Let n = 2,  := [0, 1] and T :=]0,+∞[. Let us consider the parametric family of systems given by
 :=
{
(t + 1)x1 + (t−1 + 1)x2 − 1 + t
2
1 + t , t ∈ T
}
,  ∈ .
It can easily be checked thatF()=[1,+∞[×[0,+∞[, for all > 0, whereasF(0)=[0,+∞[×[0,+∞[. In fact,
the inclusions ‘⊃’ are immediate, while the converse inclusions follow from Farkas Lemma (divide each inequality
by t and let t → +∞; in the same way, multiply them by t and let t → 0). So,F is not lsc at ∗ = 0. However, the
system 0 = {(t + 1)x1 + (t−1 + 1)x2 − 1, t ∈ T }, now viewed as a parameter in context NP(T ) (i.e., as an element
of (R2 × R)T), enjoys high stability sinceF() =F(0) for every  ∈ (R2 × R)T, such that d(, 0)1, whereF
denotes the feasible set mapping in context NP(T ) and d is the extended distance introduced in (2). Speciﬁcally, if
d(, 0)1,one can write  = {(t + 1 + t )x1 + (t−1 + 1 + t )x2 − 1 + 	t , t ∈ T } with |t |, |t |, |	t |1, for all
t ∈ T . Obviously,F(0) ⊂ F(), and to see the reverse inclusion, on the one hand, divide by t in both members of
the tth constraint and let t → ∞, and, on the other hand, multiply by t and let t → 0.
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As commented in Section 1, the lower semicontinuity of the mapping of parametrized systems is also a desirable
property (see Sections 4 and 5). This property, satisﬁed in context NP(T ), still holds in context P(T ). It is stated in the
following proposition whose proof is immediate.
Proposition 1. Let (, d) be a metric space, ∗ ∈ , and let T be an arbitrary index set. For each t ∈ T , let
at :  → Rn and bt :  → R be continuous functions at ∗. Then, the mapping  in (4) is lsc at ∗.
Note that, according to Lemma 1, the previous proposition states that for every {r} converging to ∗ and any
(
a
b
) ∈ (∗), there exists {( ar
br
)} converging to ( a
b
) with ( a
r
br
) ∈ (r ), r = 1, 2, . . . .
4. Equivalence of parametric contexts
This section formalizes the local and the global equivalence (assumed that is lsc at∗ or on thewhole, respectively)
between contexts GP and P(T ), although, at a ﬁrst glance, the latter seems to be a more restrictive setting.
Theorem 2. Let (, d) be a metric space and consider a mapping of parametrized systems  : ⇒Rn+1 with
() = ∅ for all  ∈ . If  is lsc at ∗ ∈ , then there exist a set T and, for each t ∈ T , a function ( at (·)
bt (·) ) :  → Rn+1,
continuous at ∗, and such that
() =
{(
at ()
bt ()
)
, t ∈ T
}
for all  ∈ .
Proof. Let T be the graph of ; i.e.,
T :=
{(
,
(
a
b
)) ∣∣∣∣
(
a
b
)
∈ (),  ∈ 
}
.
For each t ∈ T we deﬁne the functions at :  → Rn and bt :  → R by distinguishing two cases:
Case 1: t = (∗, ( a∗
b∗ )) for some (
a∗
b∗ ) ∈ (∗).
In this case, the lower semicontinuity of  at ∗ guarantees that, for all r ∈ N, there exists r > 0 such that
d(, ∗)< r implies((
a∗
b∗
)
+ 1
r
B
)
∩ () = ∅.
We may assume, without loss of generality, that {r} is strictly decreasing and converges to zero.
Next, by using the axiom of choice, we deﬁne ( at (·)
bt (·) ) :  → Rn+1 as follows: if r+1d(, ∗)< r , r ∈ N, deﬁne(
at ()
bt ()
)
:=
(
a∗
b∗
)
+ 1
r
u,
where u ∈ B has been chosen in such a way that(
a∗
b∗
)
+ 1
r
u ∈ ().
On the other hand, if d(, ∗)1, take arbitrarily ( at ()bt () ) in (). Finally, (
at (
∗
)
bt (
∗
)
) := ( a∗
b∗ ).
It can easily be checked that the function ( at (·)
bt (·) ) deﬁned in this way is continuous at 
∗
.
Case 2: t = (, ( a
b
)) for some ( a
b
) ∈ (), and  = ∗. In this case, pick arbitrarily ( a0
b0 ) ∈ (∗) and, as in the
previous case, a sequence {r} ↓ 0 can be found such that((
a0
b0
)
+ 1
r
B
)
∩ () = ∅ if d(, ∗)< r , r = 1, 2, . . . .
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Now deﬁne ( at (·)
bt (·) ) :  → Rn+1 as follows: if  =  and r+1d(, ∗)< r , r ∈ N, write(
at ()
bt ()
)
:=
(
a0
b0
)
+ 1
r
u,
where u ∈ B is again chosen such that(
a0
b0
)
+ 1
r
u ∈ ().
If  =  and d(, ∗)1, chose ( at ()bt () ) arbitrarily in (). Now, deﬁne (
at ()
bt ()
) := ( a
b
) and ( at (
∗
)
bt (
∗
)
) = ( a0
b0 ). As in the
previous case, the continuity of ( at (·)
bt (·) ) at 
∗ can easily be checked.
Finally, observe that () = {( at ()
bt ()
), t ∈ T }, for all  ∈ . In fact, the inclusion ‘⊃’ is immediate, whereas the
reverse inclusion is obtained from the fact that for all  ∈  and all ( a
b
) ∈ (), one has ( a
b
) = ( at ()
bt ()
) for the index
t = (, ( a
b
)). 
We wonder if, by extending the hypothesis of the previous theorem to the lower semicontinuity of  on the whole
, one could obtain, as an additional conclusion, the continuity of each ( at (·)
bt (·) ) on . The answer is negative, as the
following example shows.
Example 2. Take  = [−1, 1],  : ⇒R1+1, given by () = {( 11 ), ( 12 )} if  = 0, and (0) = {( 11 )}. Then,  is lsc
on  and does not have any continuous selection, ( a(·)
b(·) ), such that (
a()
b()
) = ( 12 ) for some  ∈ \{0}.
Appealing to Michael’s Selection Theorem (see Section 2), we would avoid the previous situation, if, for each  ∈ 
one replaces () by cl(conv(())). The system given by cl(conv(())) is equivalent (same feasible set) to the one
associated to (), by virtue of Farkas Lemma. It is known (see, for instance, [1, Exercise 6.11]) that if  is lsc on ,
then cl(conv((·))) is also lsc on .
Theorem 3. Let  : ⇒Rn+1 be a mapping of parametrized systems such that () = ∅ for all  ∈ . If  is lsc on
, then there exist a set T and, for each t ∈ T , a function ( at (·)
bt (·) ) :  → Rn+1 continuous on , such that
cl(conv(())) =
{(
at ()
bt ()
)
, t ∈ T
}
for all  ∈ .
Proof. Let T be the graph of the mappingS : ⇒Rn+1, given by
S() = cl(conv(())) for all  ∈ .
Take t = (, ( a
b
)) ∈ T . We can consider a function ( at (·)
bt (·) ) :  → Rn+1 continuous on  such that (
at ()
bt ()
) = ( a
b
), by
applying Michael’s Selection Theorem to the set valued mappingSt : ⇒Rn+1 given bySt () := S() if  = 
andSt () := {( ab )}.
In this way we have found a family ( at (·)
bt (·) )t∈T such that
S() =
{(
at ()
bt ()
)
, t ∈ T
}
for all  ∈ . 
5. On the lower semicontinuity of the feasible set mapping
This section gathers some stability results for the feasible set in context GP, through the study of the lower semicon-
tinuity of the feasible set mappingF, under different assumptions on the mapping of parametrized systems .
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To start with, observe that in context NP(T ) the feasible set mapping is always closed [14], which is no longer
valid in our context GP, as the following example shows. After that, the closedness ofF is established under certain
hypothesis.
Example 3. Consider =R and the mapping of parametrized systems  : ⇒R1+1 given by () = {02} if  = 0,
and (0) = {( 10 )}. It is obvious thatF() = R if  = 0, whereasF(0) = R+, from which it turns out thatF is not
closed at ∗ = 0.
Lemma 2. Let  be a mapping of parametrized systems. If  is lsc at ∗ ∈ c, thenF is closed at ∗.
Proof. Let us consider a sequence {r} ⊂ c converging to ∗. Assume that, for each r ∈ N, xr ∈ F(r ), and that
{xr} converges to a certain x ∈ Rn. Let us see that x ∈F(∗). If (∗) = ∅, the result is trivial. Suppose, hence, that
(
a
b
) ∈ (∗). Applying Lemma 1 we conclude the existence of r0 ∈ N and a sequence {( arbr )}r r0 converging to ( ab ),
such that ( a
r
br
) ∈ (r ), for all rr0. Therefore (ar)′xrbr , rr0. Then, letting r → +∞, we obtain a′xb. So,
x ∈F(∗), since ( a
b
) can be arbitrarily chosen in (∗). 
The next corollary is a straightforward consequence of the previous lemma andTheorem1, and emphasizes the crucial
role played by the lower semicontinuity of . Recall that this property is always satisﬁed in contexts NP(T ) and P(T ).
Corollary 1. Let  be lsc at ∗ ∈ c. The following statements are equivalent:
(i) F is lsc at ∗;
(ii) for each sequence {r} ⊂  converging to ∗, there exists r0 ∈ N such thatF(∗) = limr r0F(r );
(iii) for each sequence {r} ⊂  converging to ∗, one has limrK(r ) = cl(K(∗)).
Proof. We only have to prove that the inclusions in Theorem 1(ii) and (iii) are now equalities and that ‘lim inf’ and
‘lim sup’ can be replaced by ‘lim’. The inclusion F(∗) ⊃ lim supr r0F(r ) is now a trivial consequence of the
closedness of F at ∗. On the other hand, Lemma 1 allows us to state that (∗) ⊂ lim infr r0 (r ), for some
r0 ∈ N, which obviously impliesK(∗) ⊂ lim infrK(r ). Moreover, it is well-known that lim infr Xr is closed for
any sequence {Xr} of non-empty subsets of Rp. So, we conclude that cl(K(∗)) ⊂ lim infrK(r ). 
Remark 4. It can easily be checked that if (∗) is a ﬁnite set with p elements, and {r} converges to ∗, the lower
semicontinuity of  at ∗ entails the existence of r0 such that the cardinality of (r ) is not smaller than p, for all rr0.
The following proposition is devoted to clarify the relationship between the lower semicontinuity ofF at ∗ and the
SSC of the associated system ∗ in context GP (recall that they are equivalent properties in context NP(T )), taking
into account properties (a′) and (b′) introduced in Section 3.
Proposition 2. Let  : ⇒Rn+1 be a mapping of parametrized systems and let ∗ ∈ c.
(i) Assume (a′). If ∗ satisﬁes the SSC, thenF is lsc at ∗.
(ii) Assume (b′). IfF is lsc at ∗, then ∗ satisﬁes the SSC.
Proof. (i) Under the SSC,F(∗) coincides with the closure of the set of all the SS-elements of ∗ (Theorem 3.1 in [7]).
So, if U ⊂ Rn is an open set satisfyingF(∗)∩U = ∅, there exists a SS-element x of ∗ , such that x ∈ U. Let > 0
be such that a′xb +  for all ( a
b
) ∈ (∗). We will see that x is still a feasible point (in fact a SS-element) of  for 
close enough to ∗, which completes the proof. By the continuity assumption on , given ε := (/2)(√n‖x‖ + 1)−1,
there exists > 0 such that d(, ∗)<  implies () ⊂ (∗) + εB∞. Let ( a1b1 ) ∈ (), with d(, ∗)< . Then, there
exists ( a
b
) ∈ (∗) such that ‖( a1
b1 ) − ( ab )‖∞ε, and, so,
(a1)′x − b1 = a′x − b + (a1 − a)′x − (b1 − b)− ε(√n‖x‖ + 1) = 
2
.
Since ( a
1
b1 ) has been arbitrarily chosen in (), x is a feasible point of .
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(ii) Suppose thatF is lsc at ∗. In particular, there exists ε0 > 0 such that d(, ∗)< ε0 implies  ∈ c. Applying
(b′), let 0 > 0 and ε0 ∈  be such that d(ε0 , ∗)< ε0 (and then ε0 ∈ c) and (∗) + 0( 0n1 ) ⊂ (ε0). Let
x ∈F(ε0). Then x is a SS-element of ∗ . In fact, a′xb + 0 (since ( ab+0 ) ∈ (ε0)) for all (
a
b
) ∈ (∗). 
Remark 5. Actually, only the upper semicontinuity of  (in the sense of Hausdorff) has been used the statement (i) of
the previous proposition. With respect to (ii), roughly speaking, the SSC becomes a necessary condition for the lower
semicontinuity ofF when perturbations reducing slacks are allowed.
Remark 6. Observe that, with respect to , two semicontinuity properties are emphasized along this work, namely,
the (Berge) lower semicontinuity and the (Hausdorff) upper semicontinuity. We point out that these ones are known
to be the weaker lower/upper semicontinuity properties; i.e., Hausdorff-lsc implies Berge-lsc and Berge-usc implies
Hausdorff-usc (see, for instance, [20]). So, obviously, in Theorems 2 and 3 and Corollary 1 one can replace the (Berge)
lower semicontinuity assumption on  by the corresponding property in Hausdorff sense. In the same way, taking the
previous remark into account, in Proposition 1, one can replace (a′) by Berge-upper semicontinuity of  at ∗.
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