Transform learning is being extensively applied in several applications because of its ability to adapt to a class of the signals of interest. Often, a transform is learned using a large amount of training data, while only limited data may be available in many applications. Motivated with this, we propose wavelet transform learning in the lifting framework for a given signal. Significant contributions of this paper are: 1) the existing theory of lifting framework for the dyadic wavelet is extended to more generic rational wavelet design, where dyadic is a special case and 2) the proposed work allows to learn rational wavelet transform from a given signal and does not require large training data. Since it is a signal-matched design, the proposed methodology is called Signal-Matched Rational Wavelet Transform Learning in the Lifting Framework (M-RWTL). The proposed M-RWTL method inherits all the advantages of lifting, i.e., the learned rational wavelet transform is always invertible, method is modular, and the corresponding M-RWTL system can also incorporate non-linear filters, if required. This may enhance the use of RWT in applications, which is so far restricted. M-RWTL is observed to perform better compared with the standard wavelet transforms in the applications of compressed sensing-based signal reconstruction.
I. INTRODUCTION
Transform learning (TL) is currently an active research area and is being explored in several applications including image/video denoising, compressed sensing of magnetic resonance images (MRI), etc. [1] - [3] . Transform learning has the advantage that it adapts to a class of signals of interest and is often observed to perform better than existing sparsifying transforms such as total variation (TV), discrete cosine transform (DCT), and discrete wavelet transform (DWT) in the above said applications [1] - [3] .
In general, transform learning is posed as an optimization problem satisfying some constraints that are specific to applications. Transform domain sparsity of signals is a widely used constraint along with some additional constraints on the transform to be learned, say, the minimization of Frobenius norm or the log-determinant of transform [1] . The requirement of joint learning of both the transform basis and the transform domain signal under the constraints renders the optimization problem to be non-convex with no closed form solution. Thus, in general, TL problems are solved using greedy algorithms [1] . A large number of variables (learned transform as well as transform coefficients) along with the greedy-based solution makes TL computationally expensive.
Recently, deep learning (DL) and convolutional neural network (CNN) based approaches are gaining momentum and are being used in several applications [4] , [5] . In general, these methods (TL, DL, CNN) require a large amount of training data for learning. Hence, these methods may run with challenges in applications where only single snapshots of short-duration signals such as speech, music or electrocardiogram (ECG) signal are available because a large amount of training data required for learning transform is absent. Hence, one uses existing transforms that are signal independent. This motivates us to look for a strategy to learn transform in such applications.
Among existing transforms, although Fourier transform and DCT find use in many applications, DWT provides an efficient representation for a variety of multi-dimensional signals [6] . This efficient signal representation stems from the fact that DWT tends to capture signal information into a few significant coefficients. Owing to this advantage, wavelets have been applied successfully in many applications including compression, denoising, biomedical imaging, texture analysis, pattern recognition, etc. [7] - [11] .
In addition, wavelet analysis provides an option to choose among existing basis or to design new basis, thus motivates one to learn basis from a given signal of interest and/or in a particular application that may perform better than the fixed basis. Since the translates of the associated wavelet filters form the basis in l 2 -space (functional space for square summable discrete-time sequences), wavelet transform learning implies learning wavelet filter coefficients. This reduces the number of parameters required to be learned with wavelet learning compared to the traditional transform learning. Also, the requirement of learning fewer coefficients allows one to learn basis from a short single snapshot of signal or from the small training data. This motivates us to explore wavelet transform learning for small data in this work. We also show that closed form solution exists for learning the wavelet transform leading to fast implementation of the proposed method without the need to look for greedy solution.
This is to note that most applications of DWT use dyadic wavelet transform, where the wavelet transform is implemented via a 2-channel filterbank with downsampling by two. In the frequency domain, this process is equivalent to decomposition of signal spectrum into two uniform frequency bands. M -band wavelet transform introduces more flexibility in analysis and decomposes a signal into M uniform frequency bands. However, some applications, such as speech or audio signal processing, may require non-uniform frequency band decomposition [12] - [14] .
Rational wavelet transform (RWT) can prove helpful in applications requiring non-uniform partitioning of the signal spectrum. Decimation factors of the corresponding rational filterbank (RFB) may be different in each subband and are rational numbers [15] . RWT has been used in applications. For example, RWT is applied in context-independent phonetic classification in [13] . In [16] , it is used for synthesizing 10m multispectral image by merging 10m SPOT panchromatic image and a 30m Landsat Thematic Mapper multispectral image. Wavelet shrinkage based denoising is presented in [17] using signal independent rational filterbank designed by [18] . RWT is used in extracting features from images in [19] and in click frauds detection in [20] . Rational orthogonal wavelet transform is used to design optimum receiver based broadband Doppler compensation structure in [21] and for broadband passive sonar detection in [22] .
A number of RWT designs have been proposed in the literature including FIR (Finite Impulse Response) orthonormal rational filterbank design [12] , overcomplete FIR RWT designs [23] , [24] , IIR (Infinite Impulse Response) rational filterbank design [25] , biorthogonal FIR rational filterbank design [26] , [27] , frequency response masking technique based design of rational FIR filterbank [14] , and complex rational filterbank design [28] . However, so far RWT designed and used in applications are meant to meet certain fixed requirements in the frequency domain or time-domain instead of learning the transform from a given signal of interest. For example, all the above designs are signal independent and hence, the concept of transform learning from a given signal has not been used so far in learning rational wavelets.
Lifting has been shown to be a simple yet powerful tool for custom design/learning of wavelet [29] . Apart from custom wavelet design/wavelet learning, lifting provides several other advantages such as a) wavelets can be designed in the spatial domain, b) designed wavelet transform is always invertible, c) the design is modular, and d) the design is DSP (Digital Signal Processing) hardware friendly from the implementation viewpoint [29] . However, the framework developed so far is used only for the custom design/learning of dyadic (or M-band) wavelets [30] - [33] and has not been used to learn the rational wavelet transform to the best of our knowledge. Moreover, the existing architecture of lifting framework cannot be extended directly to rational filterbank structure because of different sample/signal rates in subband branches.
From the above discussion, we note that the lifting framework can help in learning custom-design rational wavelets from given signals in a simple modular fashion that will also be easy to implement on hardware. Also, this may lead to the enhanced use of rational wavelet transforms in applications, similar to dyadic wavelets, which is so far restricted.
Motivated by the success of transform learning in applications, the flexibility of rational wavelet transform with respect to non-uniform signal spectral splitting, and the advantages of lifting in learning custom design wavelets, we propose to learn rational wavelet transform from a given signal using the lifting framework. The proposed methodology is called, ''Learning Signal-Matched Rational Wavelet Transform in the Lifting Framework (M-RWTL)''. Following are the salient contributions/significance of this work:
1) The theory of lifting is extended from dyadic wavelets to rational wavelets, where dyadic wavelet is a special case. The concept of rate converters is introduced in predict and update stages to handle variable subband sample rates. 2) Theory is proposed to learn rational wavelet transform from a given signal, where rational wavelets with any decimation ratio can be designed. 3) FIR analysis and synthesis filters are learned that can be easily implemented in hardware. 4) Closed form solution is presented for learning rational wavelet and thus, no greedy solution is required making M-RWTL computationally efficient. 5) The proposed M-RWTL can be learned from a short snapshot of a single signal and hence, extends the use of transform learning from the requirement of large training data to small data snapshots. 6) The utility of M-RWTL is demonstrated in the application of compressed sensing-based reconstruction and is observed to perform better than the existing dyadic wavelet transforms.
This paper is organized as follows. In section II, we briefly describe the theory of lifting corresponding to the dyadic wavelet system and the theory of rational wavelet. In Section III, we present the proposed theory of learning M-RWTL and some learned examples. Section IV presents simulation results in the application of compressive sensing based signal reconstruction. Some conclusions are presented in section VI.
Notations: Scalars are represented as lower case letters and, vectors and matrices are represented as bold lower case and bold upper case letters, respectively.
II. BRIEF BACKGROUND
In this section, we provide brief reviews on the theory of dyadic wavelet in lifting structure, rational wavelet system, and polyphase decomposition theory required for the explanation of the proposed work. 
A. THEORY OF LIFTING IN DYADIC WAVELET
A general dyadic wavelet structure is shown in Fig. 1 , where G l (z) and G h (z) are analysis lowpass and highpass filters and F l (z) and F h (z) are synthesis lowpass and highpass filters, respectively. Lifting is a technique for either factoring existing wavelet filters into a finite sequence of smaller filtering steps or constructing new customized wavelet from existing wavelets. In general, lifting structure has three stages: Split, Predict, and Update ( Fig. 2 ). 
1) SPLIT
This stage splits an input signal x[n] into two disjoint sets of even x e [n] and odd indexed x o [n] samples (Fig. 2) . The original input signal x[n] is recovered fully by interlacing this even and odd indexed sample stream. Wavelet transform associated with the corresponding filterbank is also called as the Lazy wavelet transform [29] . A Lazy Wavelet transform can be obtained from the standard dyadic structure shown in Fig. 1 , by choosing analysis filters as
2) PREDICT
In this stage, one of the above two disjoint sets of samples is predicted from the other set of samples. For example, in Fig.-2(a) , odd samples are predicted from the neighboring even samples using the predictor filter P ≡ T (z). Predicted samples are subtracted from the actual samples to calculate the prediction error. This step is equivalent to applying a highpass filter on the input signal. This stage modifies the analysis highpass and synthesis lowpass filters, without altering the other two filters, according to the following relations:
3) UPDATE
In this stage, the other disjoint sample set is updated using the predicted signal obtained in the previous step via filtering through U ≡ S(z) as shown in Fig.-2 . In general, this step is equivalent to applying a lowpass filter to the signal and modifies/updates the analysis lowpass filter and synthesis highpass filter according to the following relations:
One of the major advantages of lifting structure is that each stage (predict or update) is invertible. Hence, perfect reconstruction (PR) is guaranteed after every step. Also, the lifting structure is modular and non-linear filters can be incorporated with ease.
B. RATIONAL WAVELET AND EQUIVALENT M-BAND STRUCTURE
M -band wavelet system has integral downsampling ratio, M as shown in Fig. 4 , whereas rational wavelet system has rational down-sampling ratios that allows decomposition of input signals into non-uniform frequency bands. In general, any i th analysis branch of a rational structure is as shown in Fig.-3 , where G i (z) denotes the analysis filter, q i denotes the upsampling factor, and p i denotes the downsampling factor. For example, if p i = 3 and q i = 2, the downsampling ratio in this branch is equal to 3/2. At the synthesis end, the order of downsampler and upsampler are reversed.
An M-channel rational filterbank is said to be critically sampled if the following relation is satisfied This is to note that, throughout this paper, we consider all p i 's to be equal, specially, p i = M for all i. In general, a given M -band wavelet system, as shown in Fig and M q 2 in the two branches. Note that q 1 and q 2 are relatively prime with each other and with M . Also, q 1 + q 2 = M for a critically sampled rational wavelet system. For example, the analysis filters G j (z) and synthesis filters F j (z) for j = 0, 1, 2, . . . , q 1 − 1 as shown in Fig.-4 can be combined using the following equations:
where G l (z) and F l (z) are the corresponding analysis and synthesis lowpass filters of the equivalent 2-band rational wavelet structure of Fig.-5 . Similarly, rest of the filters of both sides can be combined using the following equations:
where G h (z) and F h (z) are the corresponding higpass filters of analysis and synthesis ends of Fig.-5 .
C. POLYPHASE REPRESENTATION AND PERFECT RECONSTRUCTION
The polyphase representation of filters is very helpful in filterbank analysis and design [34] . Consider the M-band critically sampled filterbank shown in Fig.-4 . Analysis filter G i (z) can be written using type-1 polyphase representation as:
where
Synthesis filter F i (z) can be written using type-2 polyphase representation as: where 
and
The below relation of polyphase matrices
yields the condition of perfect reconstruction (PR) stated aŝ
where c is a constant and n 0 is a constant delay. 
III. PROPOSED M-RWTL LEARNING METHOD FOR SIGNAL-MATCHED RATIONAL WAVELET
In this section, we present the proposed M-RWTL method of learning signal-matched 2-channel rational wavelet system using the lifting framework. First, we propose the extension of 2-channel dyadic Lazy wavelet transform to M -band Lazy wavelet and find its equivalent 2-channel rational Lazy filterbank. Both these structures will be used in the proposed work.
A. M-BAND AND RATIONAL LAZY WAVELET SYSTEM
As explained earlier, a 2-band Lazy wavelet system divides an input signal into two disjoint signals. Similarly, on the analysis side, an M -band Lazy wavelet system divides an input signal x[n] into M disjoint sets of data samples, given
At the synthesis end, these M disjoint sample sets are combined or interlaced to reconstruct the signal at the output. An M-band Lazy wavelet can be designed with the following choice of analysis and synthesis filters in Fig.-4 :
In order to obtain the corresponding 2-band rational Lazy wavelet system with dilation factor M q 1 (Fig.-5) from the M -band Lazy wavelet, we use (6) and (7) to obtain lowpass analysis and synthesis filters as:
Similarly, we use (8) and (9) to obtain the corresponding highpass analysis and synthesis filters of rational Lazy wavelet as:
The above filters form the rational Lazy wavelet system equivalent of M -band Lazy wavelet transform. To learn signal-matched rational wavelet system, we start with the rational Lazy wavelet. This provides us initial filters G l (z), G h (z), F l (z), and G h (z). These filters are updated according to signal characteristics to obtain the signalmatched rational wavelet system. Analysis highpass and synthesis lowpass filters are updated in the predict stage, whereas analysis lowpass and synthesis highpass filters are updated in the update stage. These stages are described in the following subsections.
B. PREDICT STAGE
As discussed in section II-A, a 2-band Lazy wavelet system divides the input signal into two disjoint sample sets, wherein one set is required to be predicted using the other set of samples. In the conventional 2-band lifting framework with integer downsampling ratio of M = 2 in both the branches (refer to Fig. 1 and 2) , the output sample rate of x e [n] and x o [n] is equal. However, in a 2-band rational wavelet system, the output sample rate of two branches is unequal. Hence, the predict polynomial branch of a conventional 2-band dyadic design cannot be used.
For example, from Fig.-5 , we note that in a 2-band rational wavelet system, higher (lower) rate branch samples used in prediction should be downsampled (upsampled) by a factor of k p to equal the rate to the lower (higher) predicted branch samples, defined as:
where q 1 /M is the rate of 'predicting' branch samples and q 2 /M is the rate of 'to be predicted' branch samples. We propose to predict the lower branch samples with the help of upper branch samples.
We label these outputs as a and d, respectively ( Fig.-7) . Here, k = 0, 1, . . . ,
and, without loss of generality, is assumed to be a multiple of M . Thus, a given input signal is divided into L blocks of M size each at the subband output of 2-channel rational Lazy wavelet system. Here, first q 1 samples of every block move to the upper branch as a block of a and next q 2 samples (such that q 1 + q 2 = M ) move to the lower branch as a block of d. Or in other words, the rate of upper branch output is q 1 samples per block and the rate of lower branch output is q 2 samples per block. Fig.-7 shows these blocks of outputs a and d explicitly.
This motivates us to introduce the concept of rate converter that equals the output sample rate of the upper predicting branch to that of the lower predicted branch to enable predict branch design. In other words, the output of upper branch a[n] is upsampled by q 2 and downsampled by q 1 to match the rate of lower branch output d [n] . It should be noted that the above downsampler and upsampler cannot be connected consecutively. Since an upsampler introduces spectral images in the frequency domain, it is generally preceded by a filter, also known as interpolator or anti-imaging filter. On the other hand, a downsampler stretches the frequency spectrum of the signal, that's why it is followed by a filter known as anti-aliasing filter. Both these conditions imply that if a rate converter is required with downsampling factor of k p = q 1 q 2 , a polynomial R p (z) should be incorporated which acts as the anti-imaging filter for the upsampler and at the same time as the anti-aliasing filter for the downsampler. The structure of this polynomial is R p (z) = 1 + z −1 + . . . + z −(q 2 −1) . The placement of this polynomial is shown in Fig. 8 . We call the complete branch with rate converter k p and polynomial R p (z) as the predict rate converter.
Definition 1 (Predict Rate Converter): It is a combination of the polynomial R p (z) = 1+z −1 +. . .+z −(q 2 −1) preceded by a q 2 -fold upsampler and followed by a q 1 -fold downsampler as shown in Fig.-8 . The predict rate converter with this choice of R p (z) will lead to an appropriate repetition or drop of samples of a [n] such that the total number of samples in a 4 [n] and d[n] in any k th block contains an equal number of samples.
Next, we present three subsections: 1) on the structure of predict stage filter T (z), 2) how to learn T (z) from a given signal, and 3) how to update all the filters of the corresponding 2-channel rational filterbank using the learned T (z).
1) STRUCTURE OF PREDICT STAGE FILTER T (z)
Once the outputs of two analysis filterbank branches are equal, lower branch samples are predicted from the upper branch samples with the help of predict stage filter T (z). This filter is introduced after the polynomial R p (z) as shown in Fig.-9 . For good prediction, the current sample of input signal x contained in d[n] should be predicted from its past and future samples. The k th block of a[n] has preceding samples and (k + 1) th block of a[n] has future samples of the k th block of d[n] as is evident from Fig.-7 . Thus, the structure of the predict polynomial T (z) should be chosen appropriately. This is presented with a theorem for 2-tap T (z) as below. [1] ) ensures that every sample in the k th block of d[n] branch is predicted from the k th and/or the (k + 1) th block samples of a [n] .
Proof: As discussed in section III-B, on passing the input signal x[n] through the Lazy filterbank of analysis side, we obtain approximate and detail coefficients (a and d, respectively) in the form of blocks as shown in Fig.-7 .
The k th block of approximate and detail signals are given by:
For prediction, first the upper branch signal a[n] is passed through q 2 -fold upsampler and polynomial R p (z). This leads to signal a 2 [n], as shown in Fig.-9 , that contains every element of a[n] repeated q 2 number of times. Mathematically, the k th block of signal a 2 [n] is given by:
where . denotes the floor function. Predict filter T (z) is defined as a product of two polynomials z q 2 q 1 and t[0]z −q 2 + t [1] and is applied to this signal a 2 [n]. Intuitively, the first polynomial z q 2 q 1 will position the (k + On passing a 2 [n] through the predict filter T (z), the k th block of signal a 3 [n] is obtained as:
where m = 0, 1, . . . , q 1 q 2 − 1. This signal is passed through the q 1 -fold downsampler resulting in the k th block of signal a 4 [n] as:
where m = 0, 1, . . . , q 2 −1. The block size or the rate of a 4 [n] is same as that of d[n] and hence, it predicts d[n] providing the k th block prediction error given by:
From (21) 
that are the elements of the (k + 1) th block of a[n]. (iii) From (i) and (ii) above, it is clear that in between elements of the k th block of d[n] will be predicted from only the k th and (k + 1) th block elements of a[n]. In fact, q 2 q 1 elements of a block of d[n] (where . denotes the ceil function) are predicted using the past and future samples, i.e., from the k th and (k +1) th block elements of a[n], while rest of the elements are predicted from the elements of (k + 1) th block of a[n]. This proves Theorem-1.
We name the modified rate converter branch incorporating polynomial T (z), shown in Fig.-9 , as the 'Composite Predict Branch'. This is to note that the above choice of polynomial provides the best possible generic solution for prediction using nearest neighbors for different values of q 1 and q 2 . For example, if the first polynomial z q 2 q 1 of T (z) is omitted, one may note that samples in d[n] will be predicted from far away past samples or far away future samples depending on the second polynomial. Thus, although T (z) can be chosen in many ways, we choose to use the polynomial provided in Theorem-1.
The above theorem of 2-tap predict filter can be easily extended to obtain an N p -tap filter with even N p . For example, a 4-tap T (z) can be given by (26) that will choose four consecutive samples of a[n] and are from the immediate neighboring blocks of d[n]. In general, an even length N p -tap filter T (z) is given by
2) ESTIMATION OF PREDICT STAGE FILTER T (z) FROM A GIVEN SIGNAL
In order to estimate an N p -length predict stage filter T (z), we consider the prediction error d new [n] shown in Fig.-9 as below: (28) and minimize it using the Least Squares (LS) criterion yielding the solution of T (z) as below:
where N d is the length of the difference signal d new and t = [t[0]t [1] . . . t[N p −1] ] is the column vector of elements of the polynomial T (z). The above equation can be solved to learn the predict stage filter T (z). 
3) UPDATE OF RFB FILTERS USING LEARNED T (z)
For the dyadic wavelet design using lifting as discussed in Section II.A, predict polynomial is used to update analysis highpass and synthesis lowpass filters using (1) and (2) . However, we require to derive similar equations for a rational filterbank. Before we present this work, let us look at a Lemma that will be helpful in defining these equations. Lemma 1: A structure containing a filter H (z) followed by an M -fold downsampler and preceded by an M -fold upsampler ( Fig. 10(a) ) can be replaced by an equivalent filterH (z) ( Fig. 10(b) ), which is given by:
where W M = exp(−j 2π M ). Proof: Refer section 4.3.5 of [34] . Next, we present Theorem-2 that provides the structure of updated analysis highpass filter G new h (z) using T (z) for an RFB.
Theorem 2: The analysis highpass filter of a 2-channel rational filterbank can be updated using the predict polynomial T (z) used in the 'composite predict branch' via the following relation: (31) where P(z) = R p (z)T (z). Proof: Refer to Fig.-11 . Since M and q 2 are relatively prime, the corresponding downsampler and upsampler can be swapped to simplify the structure in Fig.-11(b) . Using noble identities [34] and further simplification, we obtain the structure in Fig.-11(c) . As two downsampler or upsampler can swap each other, we obtain the structure in Fig.-11(d) . The part in red dotted rectangle in the figure can be replaced by an equivalent filter,H p (z) using (30) of Lemma-1 and is given by:H
Considering the structure in Fig.-11(d) , signals a 4 [n], d[n], and d new [n] can be written in Z -domain as:
The above relation is equivalent to applying a new filter G new h (z) to the lower branch of the rational wavelet system ( Fig.-11(e) ) and is given by
This proves Theorem-2. Next, the synthesis lowpass filter F l (z) is updated to F new l (z) as follows. First, the analysis RFB containing G l (z) and G new h (z) is converted into an equivalent M -band analysis filterbank structure as shown in Fig.-4 using (6) and (8), where lowpass filter G l (z) is transformed to q 1 upper filters of M -band analysis filters and highpass filter G new h (z) of rational wavelet transforms to M − q 1 (= q 2 ) lower filters of the M -band analysis filterbank. Next, the polyphase matrix R new (z) is obtained by using (10), (12) , and (14) . On using R new (z) from (13) in (11) , we obtain all M updated synthesis filters of uniformly decimated filterbank. Out of these M synthesis filters, lower M − q 1 filters are unchanged, while the upper q 1 filters are updated because of the predict branch. On using these filters in (7) , we obtain F new l (z).
C. UPDATE STAGE
In this subsection, we present the structure of update branch to be used in lifting structure of an RFB, present the estimation of the update branch polynomial from the given signal, and the theorem for the update of corresponding filters of RFB.
1) STRUCTURE OF UPDATE BRANCH
In the predict stage, we used upper branch samples to predict the lower branch samples. In the update stage, we update the upper branch samples using the lower branch samples. Since the output sample rate of two branches is unequal, we require to downsample the lower branch samples by a factor of k u given by:
before adding this signal to a[n] as shown in Fig.-13 . As explained earlier, the upsampler is required to be followed by an anti-imaging filter and downsampler should be preceded by an anti-aliasing filter. We use filter R u (z) = 1 + z −1 + . . . + z −(q 1 −1) that accomplishes the same and its placement is shown in Fig.-12. Similar to the predict stage, we call the update branch of Fig.-13 as the composite update branch that includes update rate converter, update polynomial S(z), and a summer.
Definition 2 (Update Rate Converter): It is a combination of the polynomial R u (z) = 1+z −1 +. . .+z −(q 1 −1) preceded by a q 1 -fold upsampler and followed by a q 2 -fold downsampler as shown in Fig.-12. Similar to the structure of predict stage filter T (z), the structure of update stage filter S(z) should also be chosen carefully, so that the elements in the upper branch samples are updated only with the nearest neighbors. Below we present the theorem on the structure of a 2-tap update stage filter that ensures this.
Theorem 3: A 2-tap update stage filter S(z) = s[0] + s[1]z −q 1 ensures that every sample in the k th block of a[n]
branch is updated from the (k − 1) th and/or k th block samples of d [n] .
Proof: After passing the signal through the Lazy wavelet, blocks of output signal can be formed as described in section III-B. The k th block of approximation and detail coefficients is given by
where superscript denoted the k th block. For update, first the detail coefficients are passed through a q 1 -fold upsampler and the polynomial R u (z). This leads to signal d 2 [n] that contain every element of d[n] repeated q 1 times. Mathematically, k th block of signal d 2 [n] is given by:
Update filter S(z) = s[0] + s [1] z −q 1 is applied on this signal d 2 [n]. Unlike the predict stage, we do not require advancement of any block of d 2 [n] because a 2 [n] requires to be updated from the past and future samples of its block that are contained in the (k − 1) th and the k th blocks of d 2 [n] (Fig. 7) . Hence, S(z) requires only one polynomial (s[0] + s [1] z −q 1 ) that chooses two consecutive samples of d[n] because every sample of d[n] is repeated q 1 times as explained earlier.
On passing d 2 [n] through the update stage filter S(z), we obtain
where m = 0, 1, . . . , q 1 q 2 − 1. This signal is downsampled by a factor of q 2 resulting in the k th block of d 4 [n] given by
where m = 0, 1, . . . , q 1 − 1. (ii) The last term of a k [m], i.e., a[kq
1 and x kM − q 2 q 1 − 2 that are the elements in the k th block of detail signal. (iii) From (i) and (ii) above, it is clear that in between elements of the k th block of a[n] will be updated from only the (k − 1) th and k th block elements of d[n]. This proves Theorem-3.
Similar to the predict stage polynomial, the above choice of polynomial provides the best possible generic solution for update using nearest neighbors for different values of q 1 and q 2 . Thus, although S(z) can be chosen in many ways, we choose to use the polynomial provided in Theorem-3.
The above theorem of 2-tap update filter can be easily extended to obtain an even length N s -tap filter. For example, a 4-tap S(z) can be given by
that will choose four consecutive samples of d[n] and are from the immediate neighboring blocks of a[n]. In general, an even length N s -tap filter S(z) can be defined by the following relation:
where N s is the length of the update stage filter, S(z) and is assumed to be even.
2) LEARNING OF UPDATE STAGE FILTER S(z) FROM A GIVEN SIGNAL
In order to estimate an N s -length update stage filter S(z), we consider the updated signal a new [n] shown in Fig.-13 as below:
On passing these approximate coefficients through an M -fold upsampler (Fig.-13) , we obtain
This signal v[n] is passed through the synthesis lowpass filter F l (z) followed by a q 1 -fold downsampler as shown in Fig.-13 to obtain
where x rl is the reconstructed signal at the lowpass branch of synthesis side with the same length as that of the input signal x. L f l is the length of the synthesis lowpass filter.
Assuming input signals to be rich in low frequency, most of the energy of the input signal moves to lowpass branch. Hence, signal x rl [n] is assumed to be the close approximation of the input signal x [n] . Correspondingly, the following optimization problem is solved to learn the update stage filter S(z): (47) is solved using LS criterion to learn the update stage filter S(z).
3) UPDATE OF RFB FILTERS USING ESTIMATED S(z)
Similar to the predict stage discussed earlier, we propose equation for the update of analysis lowpass filter using the update stage polynomial S(z) for a rational filterbank in Theorem-4 below. Theorem 4: The analysis lowpass filter of a 2-channel rational filterbank can be updated using the update polynomial S(z) used in the 'composite update branch' via the following relation: ( Fig.-14(e) ) and is given by:
This proves the above theorem. Similar to the predict stage, the synthesis highpass filter F new h (z) is learned using the updated analysis lowpass filter G new l (z), polyphase matrices, and equations (6), (8), (9), (10)- (14) . Although we presented a specific case of this work with decimation ratio of 2 3 , 1 3 in [35] , the proposed method is very general and presents rational wavelet design theory for generalized rational factors.
Note that the resultant filters of the rational filterbank are learned from the given signal because these are updated based on the predict and update stage filters T (z) and S(z) learned from the signal using (29) and (47), respectively. Also, the proposed method has closed-form solution because (29) and (47) can be directly solved using the least squares criterion.
D. DESIGN EXAMPLES
We present some examples of M-RWTL and the corresponding rational filterbank learned with the proposed method. 3 5 . The first row in table provides values of q 1 , q 2 , and M . Second to fifth row presents Lazy wavelet of the corresponding rational filterbank structure from which the learning is initialized. Sixth and eighth row represents polynomial R p (z) and R u (z) respectively. Seventh and ninth row represents the structure of 2-tap predict and update polynomial T (z) and S(z) respectively.
With these parameters and structure, we learn the M-RWTL matched to given signals of interest. We consider four signals of different types: 1) ECG signal, 2) speech signal, and 3) two music signals (named as music-1 and music-2). These signals are shown in Fig.- in the two branches matched to music-1, music-2, ECG, and speech signals, respectively. Since we learn M-RWTL in the lifting framework that always satisfies PR condition, our learned wavelet system achieves PR with NMSE (normalized mean square error) of the order of 10 −19 . Table-2 presents coefficients of predict polynomial, update polynomial, and synthesis filters learned with the proposed method. Fig.-16 shows the frequency response of filters associated with the learned M-RWTL. 
IV. APPLICATION IN COMPRESSED SENSING BASED RECONSTRUCTION
In this Section, we explore the performance of the learned M-RWTL in the applications of Compressed Sensing (CS)based reconstruction of 1-D signals.
Compressed Sensing (CS) problem aims to recover a full signal from a small number of its linear measurement [36] , [37] . Mathematically, the problem is modeled as:
where x is the original signal of size N × 1, which is compressively measured as y of size M × 1 by the measurement matrix A of size M × N .
Full signal x is reconstructed from compressive measurements by solving an optimization problem with signal sparsity in some transform domain as prior. Wavelets are extensively used as the sparsifying transforms [37] . l 1 regularized linear least square is solved for signal reconstruction as:α = min α ||α|| 1 subject to y = AWα,
where x = Wα. Here, W represents the wavelet transform and α is wavelet transform of x. The above problem is known as basis pursuit (BP) [38] and we used SPGL1 solver to solve the above problem. Full signal is reconstructed as x = Wα. , respectively. The original signal x is not available in the compressed sensing application, while the proposed method requires the signal for learning matched rational wavelet. Thus, we propose to sample one-third of the data fully (at 100% sampling ratio) to learn matched wavelet. Next, we apply the learned matched wavelet for the reconstruction of the rest of the data sampled at lower compressive sensing ratio. One may also use another approach of [39] , [40] to learn matched wavelet in CS application. However, so far [39] and [40] are limited to the special case of dyadic matched wavelet and can be explored for extension in the CS application with rational wavelet transform learning as a future work.
The reconstruction performance is compared with standard orthogonal Daubechies wavelets db2 and db4, and standard bi-orthogonal wavelets, bior5/3 and bior9/7 (labeled as Bi 5/3 and Bi 9/7, respectively). The performance is also compared with overcomplete rational wavelets designed in [25] . For fair comparison, we consider the same sampling rate in the low frequency branch for these overcomplete rational wavelets as used in proposed M-RWTL in Table-3, i.e., we use overcomplete rational wavelets [25] with sampling rates: 2 3 , 1 , 1 3 , 1 and 3 4 , 1 , represented as S 2 3 , 1 , S 1 3 , 1 and S 3 4 , 1 .
From Table 3 , it is observed that Bi 9/7 performs best among the existing wavelets used. Also, the overcomplete rational wavelet 1 3 , 1 performs better than the exist-ing wavelets on ECG signal at all sampling ratios less than 60%, while these perform comparable or inferior in performance to the existing wavelets on music and speech signals.
On the other hand, the proposed M-RWTL perform better, with an improvement of upto 1.8 dB of PSNR, in comparison to existing wavelets for music signals. Particularly, M-RWTL with 2 3 , 1 3 performs better on music-1 signal for all the sampling ratios. M-RWTL with 2 3 , 1 3 performs better on music-2 signal from 90% to 70% sampling ratio beyond which 1 3 , 2 3 performs better. On ECG signal, existing wavelet Bi 9/7 performs better than all other wavelets at higher sampling ratios from 90% to 60%. At 50% sampling ratio, overcomplete rational wavelet 1 3 , 1 outperforms all existing and proposed rational wavelets. Below 50% sampling ratio, M-RWTL with 1 3 , 2 3 performs better than all existing as well as overcomplete rational wavelets with an improvement of upto 10 dB than existing wavelets and upto 4 dB than overcomplete rational wavelets. Similarly, in case of speech signal, Bi 9/7 performs better than all other wavelets from sampling ratio 90% to 70%. Below 70% sampling ratio, M-RWTL with 2 3 , 1 3 outperforms all existing as well as overcomplete rational with an improvement of upto 1.7 dB.
Further, this is to note that at higher sampling ratios, PSNR of the reconstructed ECG and speech signals is high at around 40 dB and 30 dB, respectively, with different wavelets. Hence, the reconstructed signal appears almost similar to the original signal. The quality of the reconstructed signal deteriorates with decreasing sampling ratios, where the proposed M-RWTL performs best with as much as 10 dB improvement. Overall, the performance of rational matched wavelets is superior at lower sampling ratios in compressive sensing application. In this paper, we have not explored the problem of choosing the optimal sampling rate of learned wavelet for a particular signal or in a particular application. This remains an open problem and can be explored in the future.
V. CONCLUSION
Theory of learning rational wavelet transform in the lifting framework, namely, the M-RWTL method, has been presented. The existing theory of lifting framework is extended from dyadic to rational wavelets, where critically sampled rational matched wavelet filterbank can be designed for any general rational sampling ratios. The concept of rate converters is introduced to handle variable data rate of subbands. The learned signal-matched rational filterbank inherits all the advantages of lifting framework. The learned analysis and synthesis filters are FIR and are easily implementable on hardware, thus making RWT easily usable in applications. Closed form solution is presented for learning rational wavelet and thus, no greedy solution is required making M-RWTL computationally efficient.
The proposed M-RWTL transform can be learned from a short snapshot of a single and hence, extends the use of transform learning from the requirement of large training data to small data snapshots. As a proof of concept, the learned M-RWTL is applied in CS-based reconstruction of signals and is observed to perform better compared to the existing wavelets. Although the learned M-RWTL performs better in the above application, it is not known apriori as to what sampling ratios in the two branches of the rational filterbank are optimal for a given signal in a particular application. We leave it as an open problem for the future work.
