Echo State Networks (ESNs) are a class of single-layer recurrent neural networks that have enjoyed recent attention. In this paper we prove that a suitable ESN, trained on a series of measurements of an invertible dynamical system induces a C 1 map from the dynamical system's phase space to the ESN's reservoir space. We then prove that the Echo State Map is generically an embedding with positive probability. Under additional mild assumptions, we further conjecture that the Echo State Map is almost surely an embedding. For sufficiently large, and specially structured, but still randomly generated ESNs, we prove that there exists a linear readout layer that allows the ESN to predict the next observation of a dynamical system arbitrarily well. Consequently, if the dynamical system under observation is structurally stable then the trained ESN will exhibit dynamics that are topologically conjugate to the future behaviour of the observed dynamical system. Our theoretical results connect the theory of ESNs to the delay-embedding literature for dynamical systems, and are supported by numerical evidence from simulations of the traditional Lorenz equations. The simulations confirm that, from a one dimensional observation function, an ESN can accurately infer a range of geometric and topological features of the dynamics such as the eigenvalues of equilibrium points, Lyapunov exponents and homology groups.
Introduction
An Echo State Network (ESN) is a single-layer recurrent neural network composed of a trainable readout layer connected to a reservoir of randomly initialized, and randomly coupled, untrainable 'neurons'. This architecture has been investigated and used by many authors since the seminal papers by Jaeger (2001) and Maass et al. (2002) . The authors include Tanaka et al. (2019) who present a review of ESNs among other recurrent neural network models under the umbrella of reservoir computing.
The wide range of problems to which the ESN framework has been applied include speech recognition (Skowronski & Harris 2007) , and financial time series prediction (Ilies et al. 2007 ). Authors including Gürel & Egert (2010) have also discussed how the ESN is a plausible model for the information processing performed by biological neurons. Most ambitiously, Plöger et al. (2004) discuss ESNs in the context of building by 2050, a team of fully autonomous humanoid robots to beat the human winning team of the FIFA Soccer World Cup.
The ESN has associated to it a reservoir state denoted r k ∈ R n at time k. The structure of the recurrent layer is described by an n × n matrix A that is the weighted adjacency matrix of the system of n 'neurons'. If neuron i is not connected to neuron j then A ij = 0, and if they are connected with some weight a ∈ R then A ij = a. Connections need not be symmetric, so in general A ij = A ji . Typically, A is sparse and has approximately 1% of its entries non-zero. Connection weights are usually i.i.d. random variables, and typically are chosen to be either uniformly distributed on a fixed interval, or Gaussian. The ESN also contains an (n × m) input matrix W in , where m is the dimension of the training data. Like the reservoir A, W in is also populated with i.i.d random variables. Finally, the ESN has an activation function ϕ : R n → R n , for which there are several standard choices, for example tanh (performed component-wise).
The operation of the ESN is divided into two phases: an initial training phase, followed by an autonomous phase. During the training phase, the ESN is trained on a given input time series denoted by vectors u 0 , u 1 , u 2 ... u K each in R m . We will assume in this paper that the input sequence is bounded, though we note the recent work of Lyudmila Grigoryeva (2019) establishes a framework that encompasses unbounded input sequences as well. We will also assume in this paper that m = 1, so that we consider a scalar input time series. Now the reservoir state at time k is defined by choosing an initial state e.g. r 1 = (0, 0, ..., 0)
⊤ and defining subsequent states recursively by
Having computed the the new reservoir states r 1 , r 2 ...r K , the output matrix W out is fitted to solve the optimisation problem
where a k is some known target sequence we want the ESN to mimic, often taken to be equal to the input sequence u k , and λ > 0 is a regularisation parameter. Minimisation problems of this kind are often referred to as ridge regression, or Tikhonov, or L 2 regularisation. Having trained the output matrix W out the reservoir states s k can then be liberated from their reliance on the driving input u k and evolve under the autonomous dynamical system defined by
where s 0 = r K . If the training has been successful, then the trained ESN should provide good predictions of the future time series v 1 ≈ u K+1 , v 2 ≈ u K+2 , etc, and future evolution of the reservoir state s 1 ≈ r K+1 , s 2 ≈ r K+2 etc. The viewpoint we take here clearly distinguishes between the training phase of the ESN where it is an externally-driven dynamical system, and the 'test' phase where we consider it as an autonomous dynamical system in R n .
In complete generality the process defining u k could be anything, including a realisation of a random process. However, importantly, throughout this paper, we will restrict our attention and assume that u 0 , u 1 , u 2 , . . . are one dimensional observations of an invertible discrete-time dynamical system with evolution operator φ ∈ Diff 1 (M ) observed via a function ω ∈ C 1 (M, R) on a compact manifold M . In particular u 0 = ω(x), u 1 = ω • φ(x), u 2 = ω • φ 2 (x), u 3 = ω • φ 3 (x), etc. Our model in mind is that φ is the evolution operator for a time ∆t of a set of Lipschitz ordinary differential equations on M . Illustrations of the driven and autonomous phases are shown in Figure 1 .
Our focus on training data drawn from a dynamical system was inspired by the work of Pathak et al. (2017) who trained ESNs on the Lorenz equations and the Kuramoto-Sivashinsky equation (in one space dimension). In particular, we conjecture that under the right technical conditions an ESN with random reservoir matrix and input matrix trained on a one dimensional observation of a dynamical system will embed the system into the reservoir space almost surely, and call this the ESN Embedding Conjecture (Conjecture 1). We believe this conjecture is true as a consequence of Takens (1981) theorem stating that a generic delay observation map is an embedding. This connection between Takens' delay embedding theorem and the ESN was remarked on by Jaeger (2001) and has been discussed in several later works including by Schrauwen et al. (2007) , Shi & Han (2007) , Jianhui Xi et al. (2005) , and Yeo (2019) . We go on to prove that our statement of the ESN Embedding Conjecture holds for probability α > 0. We finally prove that when the Figure 1: (a) During the training phase the ESN observes a dynamical system via the function ω ∈ C 1 (M, R); this sequence of observations is distributed into the nodes in the reservoir r by the linear map W in . (b) After training, in the autonomous phase, the driving is replaced by the output created by the best-fit linear map W out . These images were produced using the TikZ-network package developed by Hackl (2018) .
ESN does successfully embed a structurally stable dynamical system into its reservoir, there exists a trainable readout layer such that the autonomous phase of the ESN will adopt the topology of the driving dynamical system. We call this the ESN Approximation Theorem (Theorem 8). This theorem compliments a result by Grigoryeva & Ortega (2018) stating that the ESN is a universal approximator for discrete-time fading memory filters.
To demonstrate the theory we present numerical evidence that an ESN trained on a numerically integrated trajectory of the Lorenz system can replicate several of the Lorenz system's topological invariants. In particular, we found the Lyapunov exponents of the ESN autonomous phase and compared them to the known exponents of the Lorenz system. We also compared the eigenvalues of the Lorenz system's fixed points to the eigenvalues of the fixed points belonging to the ESN autonomous phase. Moreover we compared the homology of the driven and autonomous reservoir attractors to the Lorenz attractor using persistent homology. For the reader unfamiliar with persistent homology Ghrist (2008) offers an excellent primer.
The remainder of the paper is set out as follows. In sections 2.1 and 2.2 and we set up basic notation and introduce the Echo State Property. We define a family of maps that captures the effect on the reservoir state of training with increasing amounts of data. In section 2.3 we prove that the family converges to a C 1 map that we call the Echo State Map. We conjecture in section 2.4 that generically the Echo State Map is an embedding. In section 2.5 we prove an ESN Approximation Theorem that guarantees that the autonomous dynamics of the ESN is (in a suitable sense) conjugate via a diffeomorphism to the original dynamical system on which the ESN was trained. in section 3 we present numerical results supporting the theory.
Theory of ESNs
Our analysis makes use of several different norms. In particular, if x ∈ R m is a vector then x is the Euclidean norm, and for A a matrix then A 2 is the matrix 2 norm. If f is a real valued function, then f ∞ will denote the supremum norm and if f is continuously differentiable then we will use the C 1 norm f C 1 defined by
The Echo State Network
We begin our summary of the background to Echo State Networks (ESNs) with a definition. Definition 1. (Echo State Network) Let the activation function σ be a function σ ∈ C 1 (R, (−1, 1)) that has its derivative take values in the range (0, 1). Let n ∈ N, A be a real n × n matrix, and W in a real n × 1 matrix. Let b i ∈ R ∀i ∈ {1, ..., n}. Let I n := [−1, 1] n and define the function ϕ : R n → I n component-wise by
We then define an Echo State Network (ESN) of size n to be a a triple (ϕ, A, W in ).
σ is often the hyperbolic function tanh, though other choices of activation function abound in the machine learning literature. The conditions on these functions are sometimes less restrictive than those imposed above on σ; other common choices of activation function include the linear unit (also known as the identity map) and the rectified linear unit (often abbreviated relu) defined by
Glorot et al. (2011) discuss how Recurrent Neural Networks supported by a relu activation function are less prone to the vanishing gradient problem than sigmoidal activation functions. More exotic activation functions include radial basis functions, which take the shape of bell curves. Throughout this paper however, we will restrict ourselves to activation functions as defined above, i.e. functions σ ∈ C 1 (R, (−1, 1)) that have derivative in the range (0, 1).
The Echo State Property
The Echo State Property is a property of a given ESN and a specified input sequence, where the reservoir dynamics converges to the same reservoir behaviour as time tends to infinity, independent of the choice of initial reservoir state r 0 . To formalise this idea we will first present the definition of compatibility discussed by Yildiz et al. (2012) . The authors describe a pair of sequences of reservoir states as compatible if they arise from the same input sequence. Definition 2. (Compatible) Let (ϕ, A, W in ) be an ESN of size n. A sequence of reservoir states (r k ) k∈N is compatible with a bounded input sequence of training data (u k ) k∈N0 if
Using the idea of comptaibility We can now define the Echo State Property. 
Alternatively, a bounded input sequence (u k ) k∈N has ESP if any pair of reservoir state sequences (r k ) k∈N , (s k ) k∈N compatible with (u k ) k∈N satisfy
It will suit us later to demand a stronger version of the Echo State Property; so we introduce the Uniform Echo State Property.
Definition 4. (Uniform Echo State Property) Let (ϕ, A, W in ) be an ESN of size n. We say that (ϕ, A, W in ) has the Uniform ESP if there is a real sequence (δ k ) k∈N converging to 0 such that any pair of reservoir state sequences (r k ) k∈N , (s k ) k∈N , for which there exists a bounded input sequence (u k ) k∈N with which both are compatible, satisfy
Alternatively, (ϕ, A, W in ) has uniform ESP if ∀ ǫ > 0, ∃ j ∈ N such that any pair of reservoir sequences (r k ) k∈N , (s k ) k∈N , compatible with some bounded input sequence (u k ) k∈N , satisfies
Remark 1. If an ESN has the Uniform ESP then it has the ESP for every bounded input sequence (u k ) k∈N .
It will be convenient in what follows to consider only ESNs that have the ESP for all input sequences, and in fact this can be guaranteed by a condition on the matrix A which ensures that the ESN (ϕ, A, W in ) has Uniform ESP.
Proof. Choose j ∈ N such that ρ j 2 √ n < ǫ which is possible since ρ < 1 by assumption. Then, by the geometry of the hypercube I n ρ j r − s < ǫ ∀ r, s ∈ I n . Now let (r k ) k∈N , (s k ) k∈N be a pair of reservoir sequences compatible with some bounded input sequence (u k ) k∈N , then
so it follows by induction that
as required.
The C 1 Echo State Property and the Echo State Map
The definitions and theory presented so far hold for an arbitrary bounded input sequence u k that could come from a stochastic time series, a dynamical system or any other exotic source. For the rest of this paper, we will specialise to the case of an input sequence being a time series of one dimensional observations of a dynamical system φ ∈ Diff 1 (M ) living on a compact manifold M . We will begin by introducing a family of functions that describe the mapping between this time series of observations and the reservoir state; this will be of fundamental importance throughout the remainder of the paper.
Figure 2: An illustration of the map f r0 kk constructed by carrying out k steps of 'training' of the reservoir, starting from initial reservoir state r 0 and from k steps back in time in the input time series.
Definition 5. (Echo State Family) Let M be a compact m-manifold and n ∈ N. Let A be an n × n matrix; define ρ := A 2 where we suppose that ρ < 1, and W in an n × 1 matrix: let the triple (ϕ, A, W in ) be an ESN. Let the discrete dynamical system be φ ∈ Diff 1 (M ) and let the observation function ω ∈ C 1 (M, R). Let the family of functions F = {f r0 ki : M → I n : r 0 ∈ I n , k, i ∈ N 0 } be defined as follows:
We call the set of functions F the Echo State Family.
To provide some intuition as to where this family came from, we observe that f r0 ki is the function that takes a point x ∈ M and first applies the inverse evolution operator k times, yielding the past state
.. are then obtained, in sequence, forward from this point. An ESN with initial reservoir state r 0 is trained on this list of inputs, and its reservoir state is then exactly given by the value of f r0 ki (x). The function f r0 kk is therefore the map induced by k steps of the training phase of the ESN, i.e. it sends a point x ∈ M to reservoir space I n according to its one dimensional history. Figure 2 attempts to illustrate members of the family pictorially. Our plan for the remainder of this subsection and the next is as follows. First, we will prove that for any r 0 ∈ I n f r0 := lim k→∞ f r0 kk exists, and, next, that f r0 = f s0 =: f for any r 0 , s 0 ∈ I n . Then we will show that f is continuously differentiable, i.e. f ∈ C 1 (M, R n ); this last result will be referred to as the Echo State Mapping Theorem. We will further conjecture that f is a C 1 embedding almost surely, and therefore (almost surely) it is a topology-preserving map from the manifold M to the reservoir space I n . We will refer to this as the ESN Embedding Conjecture. We will go on to prove a partial result that f is an embedding with positive probability.
We will begin by proving two results about the Echo State Family; essentially these involve just manipulation of notation in the definitions above but they are useful to set out as lemmas for later reference. The notation and hypotheses introduced in Definition 5 will be assumed throughout this subsection. Lemma 2. With the notation and hypotheses of Definition 5, fix a point x ∈ M , and choose j, k ∈ N such that k > j;
Intuitively this is the statement that k steps of training starting from reservoir state r 0 is equivalent to j further steps of training starting from a 'partially-trained' reservoir which has reached the state ζ after k − j training steps, starting from the same initial point r 0 .
Proof. We will prove the statement
(for any x) by induction over i ∈ N 0 . We start with the base case and directly use the definitions above:
Next, make the inductive hypothesis and assume that (10) holds for i. Then
) (x) so the result holds for i + 1 and the proof by induction is complete. Setting i = j yields the result.
Lemma 3. With the notation and hypotheses of Definition 5, for any
Proof. As in the previous lemma we will prove the statement by induction. First we will verify the base case
Next, make the inductive hypothesis and assume that for some j
hence we make the inductive step by computing
which shows that the result holds for j + 1 and hence for all j.
Next, we will define the C 1 Echo State Property (C 1 ESP) which states that the derivative of a sequence of reservoir states driven by the dynamical system φ, with observation function ω, converges as the history tends to infinity. Then we will construct conditions on A and φ for which an ESN (ϕ, A, W in ) has the C 1 ESP with respect to (φ, ω).
Definition 6. (C 1 ESP) With the notation and hypotheses of Definition 5, we say that (ϕ, A, W in ) has the C 1 ESP with respect to (φ, ω) if (ϕ, A, W in ) has Uniform ESP and ∀ǫ > 0 ∃ j ∈ N such that ∀r ∈ I n and for any k > j in Dω ∞ and notice that by Lemma 3, the definition of the Echo State Family, and the chain rule, for k ≥ 1 we have
Substituting this result into itself repeatedly we obtain
Df r0 kk ∞ < (ρµ) k Df r0 00 ∞ + ν k i=1 (ρµ) i−1 .
Now we can further estimate Df r0
00 to obtain
The proof that the Echo State Map f exists is broken down into three separate steps that we set out in the next three lemmas. We will then recall the Arzelà-Ascoli Theorem and the definition of equicontinuity, which we will invoke in order to prove that the Echo State Map f is continuous. Finally we will combine these results to prove the Echo State Mapping Theorem which states that f not only exists and is continuous, but is continuously differentiable:
Lemma 5. With the notation and hypotheses of Definition 5, suppose that ρ < 1/ Dφ
, and ∀ r ∈ I n which exists by Lemma 4. Now fix an ǫ > 0 and choose an ℓ ∈ N which satisfies (ρσ) ℓ λ < ǫ/2. Then, by the Uniform ESP and continuity of Dϕ, there exists J such that for all j, k ≥ J Dϕ(Af
. Now let j = J + ℓ and observe that
For ease of notation we define
and notice that
.
Hence, substituting this inequality into itself ℓ ≥ 1 times we obtain
Hence the ESN (ϕ, A, W in ) has the C 1 ESP as required.
Lemma 6. With the notation and hypotheses of Definition 5,
Proof. Since the observation function ω : M → R is a continuous function on a compact manifold, the image Im(ω) is compact. Hence any sequence (u i ) i∈N0 in Im(ω) is bounded. Now since ρ < 1, by Lemma 1 the ESN has Uniform ESP. Now, fix ǫ > 0 then ∃j ∈ N such that any pair of reservoir sequences,
which are compatible through a bounded input sequence (u i ) i∈N0 , satisfy
Let k ∈ N, k ≥ j, and x ∈ M . By construction, the input sequence (ω • φ i−k (x)) i∈N0 is bounded and compatible with (f r0 ki (x)) i∈N0 and (f
ki (x) < ǫ ∀ i ≥ j and ∀ r 0 , s 0 ∈ I n . Now setting i = k we have the required result:
Lemma 7. With the notation and hypotheses of Definition 5, there exists a function f : M → I n such that for all r 0 ∈ I n , the sequence (f r0 kk ) k∈N converges to f pointwise. We call f the Echo State Map.
Proof. Fix j ∈ N and let p, q > j, and define
kk (x)) k∈N ∈ I n is a Cauchy sequence and thus converges to a value that we define to be f (x), by the completeness of I n . Therefore ∃ ℓ > j such that
Now by Lemma 6, taking ℓ larger if necessary,
So, now pick another point s 0 ∈ I n and use the triangle inequality to show that
<ǫ/2 by (14)
<ǫ/2 by (13) (15)
kk (x)) k∈N also converges to f (x) and hence f is independent of the initial state of the reservoir s 0 ∈ I n .
Taken together, these results show that the natural definition of the Echo State Map is actually well-defined. We will now recall the definition of equicontinuity and the Arzelà-Ascoli Theorem, then use these ideas to prove that the Echo State Map is continuous and has a continuous derivative, hence conclude that f ∈ C 1 (M, R n ).
We call the family F equicontinuous if it is equicontinuous at every point in X.
Theorem 1. (Arzelà-Ascoli) Let X be a compact metric space, and (ψ k ) k∈N : X → R a sequence of continuous functions. Then (ψ k ) k∈N is uniformly bounded and equicontinuous if it has a uniformly convergent subsequence.
Proof. Fréchet (1906) .
Corollary 1. Let X be a compact metric space, and (ψ k ) k∈N : X → R a sequence of continuous functions that converges to ψ : X → R. If the family (ψ k ) k∈N is equicontinuous then ψ is continuous.
Proof. The sequence (ψ k ) k∈N : X → R converges, and is therefore uniformly bounded. Since (ψ k ) k∈N is uniformly bounded and equicontinuous, it has a uniformly convergent subsequence. That subsequence converges uniformly to ψ by the Arzelà-Ascoli Theorem. So ψ is the uniform limit of continuous functions and is therefore continuous.
Lemma 8. With the notation and hypotheses of Definition 5, the Echo State Map f is continuous:
Proof. Fix ǫ > 0 and let x ∈ M . Then by Lemma 6 there exists a j ∈ N such that ∀ k > j
Now f r0 kk is the finite composition, sum, and product of continuous functions and is therefore continuous, hence
Now we will show that the family {f 0 kk | k > j} is equicontinuous at x. Let δ be defined as it appears in (19). Let y ∈ M satisfy d(x, y) < δ, set k > j and define
so, using the triangle inequality we obtain
Hence the family {f r0 kk | k > j} is equicontinuous at x. Since x is arbitrary, the family {f r0 kk | k > j} is therefore equicontinuous. Moreover, the sequence (f 
Proof. Fix ǫ > 0. Then by Lemma 5 (the C 1 ESP) there exists a j ∈ N such that for all k > j
Let x ∈ M and observe that Df r0 jj is the finite composition, sum, and product of continuous functions and is therefore continuous, hence
Now we will show that the family {Df r0 kk | k > j} is equicontinuous at x. Let δ be defined as it appears in (21). Let y ∈ M satisfy d(x, y) < δ and let k > j. Then by the triangle inequality
Hence the family {Df r0 kk | k > j} is equicontinuous at x, and so, since x is arbitrary, the family {Df 0 kk | k > j} is equicontinuous. The family is also uniformly bounded by Lemma 4. So, by the Arzelà-Ascoli Theorem the sequence (Df r0 kk ) k∈N has a subsequence (Df r0 kk ) k∈A⊂N that converges uniformly, to some continuous function g. Now because (f r0 kk ) k∈A⊂N converges to f , and Df r0 kk converges to g we must have that Df = g. It follows Df is continuous. Since f is also continuous by Lemma 8, f ∈ C 1 (M, R n ).
We finish this subsection with a property of the Echo State Map f that will be useful in the remainder of the paper: the ESM f does not change if the input time series for training is shifted by a finite number of terms along its sequence.
Lemma 9. With the notation and hypotheses of Definition 5, and ρ < min(1, 1/ Dφ
is the unique solution of the equation
Proof. First we will show that f solves (22). Let k, α ∈ N 0 . Then by Lemma 3
Then, since everything is continuous we may let k → ∞ to obtain the result, which is then independent of r 0 by Lemma 7 and subsequent properties of the ESM. Now we will show that the ESM f is the unique solution to (22). In particular, we will show that the mapΨ :
is a contraction mapping, and therefore has a unique fixed point by the contraction mapping theorem (Banach (1922) ). This unique fixed point is exactly the ESM f . So suppose
henceΨ is a contraction mapping and the proof is complete.
The ESN Embedding Theorem
The Echo State Mapping Theorem (Theorem 2) proved in detail in the previous section intuitively comes as a consequence of the Echo State Property, and provides reassurance that the process of evolving the reservoir in its driven, or 'training', mode generates an approximation to an underlying well-defined map from the original dynamical system φ to the reservoir. In this section we will discuss the conditions under which the Echo State Map f ∈ C 1 (M, R n ) is a C 1 embedding (i.e. an injective immersion whose domain and image are diffeomorphic). We will also conjecture that for a generic observation function ω ∈ C 2 (M, R) and random matrices A and W in , the Echo State Map f is a C 1 embedding almost surely. To set the scene for these results, we first recall Whitney's Weak Embedding Theorem and Takens' Theorem for delay observation maps. Theorem 3. (Whitney's Weak Embedding Theorem) Let M be a compact m-manifold and choose n ∈ N such that n > 2m. Then the set of C r embeddings is generic in C r (M, R n ) with respect to the Whitney C 1 topology (This is the topology on C 1 (M, R n ) induced by the C 1 -norm).
Proof. Whitney (1944) .
Corollary 2. Let M be a compact m-manifold and n ∈ N such that n > 2m. Let A be an n × n matrix for which ρ := A 2 satisfies ρ < min(1/ Dφ
be an n × 1 matrix, and let the triple (ϕ, A, W in ) be an ESN. As usual, let φ ∈ Diff 1 (M ), and ω ∈ C 1 (M, R). If n > 2m, then the ESM f ∈ C 1 (M, R n ) is a limit point in the Whitney C 1 topology of the set of C 1 embeddings.
Proof. f ∈ C 1 (M, R n ) by Theorem 2 so, by the Weak Whitney Embedding Theorem (Theorem 3), f is a limit point of the C 1 embeddings with respect to the Whitney C 1 topology.
From Corollary 2 it is clear that the Echo State Map f is always close to an embedding, but this says nothing about necessary or sufficient conditions for f to actually be an embedding. In fact f may never actually be an embedding. That said, since embeddings are generic in the space C 1 (M, R n ) we expect heuristically that a function in C 1 (M, R n ) that is assembled without explicitly desiring that it is not an embedding, is overwhelmingly likely actually to be an embedding. This suggests (heuristically) that a generic Echo State Map f is indeed an embedding. The first step we take toward proving this is to introduce Takens' Theorem. (1) φ has only finitely many periodic points with periods less than or equal to 2m.
(2) If x ∈ M is any periodic point with period k < 2m then the eigenvalues of the derivative Dφ
is a C 1 embedding.
Proof. Huke (2006).
Huke's proof that Φ (φ,ω) is a C 1 embedding for generic ω comprises two steps. First, he shows that
embedding for an open subset of C 2 observation functions, and second, he shows that Φ (φ,ω) is an embedding for a dense subset of all C 2 observation functions. The first step (to prove openness) is fairly simple while the second (the proof of density) is long and delicate. A brief summary of the density part of the proof is as follows. An arbitrary C 2 observation function ω is carefully perturbed on each open set in a cover of the manifold M such that ω becomes immersive on each set. The observation function ω is then perturbed again on each open set in the cover in order to make ω injective, with care taken to ensure ω remains immersive on each open set. This procedure is applied separately to open sets which contain periodic points and open sets that do not. We believe it is possible to build on this result and modify the proof of Huke's Theorem in order to prove an ESN Embedding Conjecture in the form that we now state.
Conjecture 1. (ESN Embedding Conjecture) Let M be a compact m-manifold and n ∈ N such that n > 2m. Let A be an n × n matrix with A 2 =: ρ < min(1/ Dφ −1 ∞ , 1), and W in a n × 1 matrix, and let the triple (ϕ, A, W in ) be an ESN. Let ω ∈ C 2 (M, R) and let φ ∈ Diff 2 (M ) (and possibly requiring additional properties), and let A, W in be generic matrices in the topology induced by the matrix 2-norm.
We now summarise our partial success towards proving this conjecture. In particular we can establish the properties analogous to the first part of Huke's proof of Takens' Theorem: we will show that the set of triples (A, W in , ω) of reservoir matrix, input matrix, and observation function for which f is a C 1 embedding, is open and non-empty. Consequently, for a generic observation function ω, and matrices A and W in drawn from a distribution with full support, f is a C 1 embedding with probability α > 0. To prove the full ESN Embedding Conjecture, all that remains is to show that the triples (A, W in , ω) for which f is an embedding are dense in the space of admissible triples, but this is no easy task, so we will be satisfied here with the proof of only openness and non-emptiness.
Lemma 10. Let M be a compact m-manifold and n ∈ N. Let A be an n × n matrix, and suppose that ρ := A 2 satisfies ρ < min(1/ Dφ Proof. First we define the map Ψ that associates the ESM f to the triple (A, 
To lighten the notation we will write f for f A,W in ,ω and f n for f An,W in n ,ωn . As a preliminary result we estimate as follows:
by definition of the C 1 norm
(27) where we have defined τ := max(1, Dφ −1 ∞ ). We will prove one more preliminary result: that f n C 1 is bounded. We can see that f n ∞ is bounded by boundedness of ϕ so all that remains is to bound Df n ∞ . Since
from which we can estimate that
∞ + ν where ν is a bound for the sequence W in n Dω n ∞ , which we know exists because W in n Dω n ∞ converges. Now upon rearrangement
hence we have bounded Df n ∞ and f n ∞ thus we have a bound for f n C 1 , which we will call µ. Now, for all ǫ > 0 there exists n ∈ N such that both
and
Armed with these estimates we can now compute that
by equations (30) and (31)
Hence, rearranging we see that f n − f C 1 (1 − τ ρ) < ǫ(1 − τ ρ) which implies f n − f C 1 < ǫ as required.
To prove non-emptiness we construct an explicit reservoir matrix A and input matrix W out for which the Echo State Map f is an embedding, using a trick borrowed from Shi & Han (2007) .
First, for a given observation function ω we define Λ ω to be the subset of matrices A and W in for which the associated map f is a C 1 embedding:
Lemma 11. Let M be a compact m-manifold and n ∈ N. Let A be an n × n matrix and define ρ := A 2 is such that ρ < min(1/ Dφ −1 ∞ , 1). Let W in be an n × 1 matrix and let the triple (ϕ, A, W in ) be an ESN. Suppose that φ ∈ Diff 2 (M ) has the following two properties:
(1) φ has only finitely many periodic points with periods less than or equal to 2m.
Then for a generic ω ∈ C 2 (M, R), Λ ω is non-empty.
Proof. Let 
where ϕ i (r i ) = σ(r i + b i ) is the ith component function of ϕ, as defined in (4), solves the equation
We can see moreover that f ≡ g • Φ (φ,ω) where
and Φ (φ,ω) is the delay observation map
By design, each ϕ i is a C 1 embedding hence g is a C 1 embedding. For generic ω ∈ C 2 (M, R) the delay observation map Φ (φ,ω) is also a C 1 embedding, thanks to Takens' Theorem. Noting that the composition of C 1 embeddings is a C 1 embedding completes the proof.
Theorem 5. (Weak ESN Embedding Theorem) Let M be a compact m-manifold and n ∈ N. Let A be a random variable with a distribution that has full support on the space of n × n matrices for which ρ := A 2 satisfies ρ < min(1/ Dφ −1 ∞ , 1), and let W in be a random variable with a distribution that has full support on the space of n × 1 matrices, and let the triple (ϕ, A, W in ) be an ESN. Suppose φ ∈ Diff 2 (M ) has the following two properties:
(2) If x ∈ M is any periodic point with period k < 2m then the eigenvalues of the derivative Dφ k at x are distinct.
Then for a generic observation function ω ∈ C 2 (M, R) the Echo State Map f is a C 1 embedding with probability α > 0.
Proof. The space of all observation functions ω ∈ C 1 (M, R) such that the delay observation map Φ (φ,ω) is an embedding is generic in C 2 (M, R), thanks to Takens' Theorem. For any one of these observation functions, the set Λ ω defined in (32) is non-empty by Lemma 11 and open by Lemma 10. Since A, and W in are random variables with full support, they take values in Λ with probability α > 0.
Remark 2. The Embedding Conjecture and Weak ESN Embedding Theorem state that under the right conditions f is an embedding. In practical examples we cannot compute f exactly because it is obtained in the limit of infinitely many past observations. In practice, if we have k observations the best we can do is to use all available observations and compute f r0 kk . Fortunately, the set of C 1 embeddings is open in the C 1 topology, and f r0 kk converges to f in this topology, so there exists a sufficiently large number ℓ of previous observations such that for all k > ℓ, f r0 kk is an embedding.
The ESN Approximation Theorem
In this section we will state and prove the ESN Approximation Theorem -that a ESN can approximate the dynamics of a suitable dynamical system. We will use several preliminary results introduced over the proceeding subsections.
The Universal Approximation Theorem
Our proof of an ESN Approximation Theorem takes advantage of the Universal Approximation Theorem. This theorem is highly celebrated in the literature on mathematical analysis of neural networks, and states that smooth functions and any number of their derivatives can be approximated by single layer neural network with sufficiently many neurons. In this section we recall this theorem and then present an extension suitable for ESNs, to take account of the fact that for an ESN the neural network weights v i and biases b i are randomly chosen but then fixed; only the output weights w i can be chosen to give a good approximation to an input function f .
Definition 10. (ℓ-finite) Let ℓ ∈ N 0 . Then we say an ℓ-times differentiable scalar function σ ∈ C ℓ (R) is ℓ-finite if
Remark 3. The activation function σ ∈ C 1 (R, (−1, 1)) with derivative in the range (0, 1) is 1-finite; meaning ℓ-finite with ℓ = 1. Theorem 6. (Universal Approximation Theorem) If the activation function σ is ℓ-finite, then for all 0 ≤ m ≤ ℓ functions g : I n → R of the form
Proof. Hornik et al. (1990).
The Universal Approximation Theorem essentially states that if we are interested in approximating a function f to some tolerance ǫ we can create a neural network of size N and modify the weights until the network approximates f to the tolerance ǫ. We want to slightly extend the theorem for our purposes. Recall that an ESN has random reservoir weights comprising the matrix A and random input weights comprising the matrix W in , and it is only the output connection weights W out that are trained. We therefore want to show that for any continuously differentiable function f and a sufficiently large neural network with random weights v i and biases b i , we can choose linear readout weights w i such that the resulting neural network approximates f arbitrarily well with probability arbitrarily close to 1. We will call this the Random Universal Approximation Theorem (RUAT).
The idea behind the proof of the RUAT is as follows. First we note that there is a neural networkĝ that approximates f by the Universal Approximation Theorem. Then, we create sample sequences of weights and biases v i , b i by repeated draws from appropriate random variables. There will eventually be some randomly generated samples v j , b j that are close to each of the weights and biases of the networkĝ. From this list of weights and biases in the sample sequences we select those that match closely, and so create a neural network g, choosing linear readout weights w i either to match the respective weight inĝ or choosing to set w i = 0 in order effectively to discard those samples v i , b i that not close to values inĝ. Now by construction g is a good approximation toĝ which is itself a good approximation to f . The details are presented in the following lemma and theorem. Lemma 12. Let (X j ) j∈N be a sequence of i.i.d. random variables and S 1 , . . . , S ℓ be a list of ℓ events, and suppose that for each i (and for any j since they are i.i.d.) there exists θ i such that P(X j ∈ S i ) = θ i > 0. Then for all α ∈ (0, 1) there exists N ∈ N such that
Proof. First, fix α ∈ (0, 1). Then define the set {n 0 , . . . , n ℓ } as follows. Set n 0 = 0 and for any i ∈ {1, ..., ℓ − 1} let
Finally, set n ℓ = N . Then we can calculate that
Theorem 7. (Random Universal Approximation Theorem) Let I n denote the unit hypercube of dimension n and let f ∈ C 1 (I n , R). Let σ ∈ C 1 (R) be 1-finite, and let (b j ) j∈N , (v j ) j∈N be sequences of i.i.d. random variables with full support. Then for any α ∈ (0, 1) and ǫ > 0 there exists some natural number n ∈ N such with, probability greater than α, there exist real numbers w 1 , . . . , w N ∈ R such that the random neural network g : I n → R defined by
Proof. First, by the Universal Approximation Theorem we know that for any ǫ > 0 there exists a neural network g : I n → R of size ℓ defined byĝ
Now, consider two sequences of i.i.d. random variables (b j ) j∈N and (v j ) j∈N with full support, and let X j := (b j , v j ). Fix ǫ > 0 and define a collection of ℓ events S 1 , ..., S ℓ by
where the weightsŵ k are given by the form of the networkĝ. Observe that each of the S i have strictly positive measure, so there exists θ i > 0 such that P(X j ∈ S i ) > θ i > 0 ∀j ∈ N. Hence it follows by Lemma 12 that for all α ∈ (0, 1) there exists N ∈ N such that
Now, conditioned on the statement
we define
for all j ∈ {1, . . . , N }, and define the random neural network g : I n → R by
Now observe
Combining this with (38) and using the triangle inequality we obtain
which completes the proof.
The ESN Approximation Theorem
In this subsection we will state and prove the ESN Approximation Theorem which states that there exists a linear readout layer W out giving rise to an autonomous ESN phase with a normally hyperbolic attracting m-submanifold on which the autonomous dynamics are topologically conjugate to φ. The idea behind the theorem is to first consider that the ESN looks enough like a single layer neural network that the Random Universal Approximation Theorem holds. Consequently we can choose linear readout weights stored in the matrix W out to approximate any C 1 function. We choose readout weights W out such that the autonomous ESN approximates a C 1 dynamical system possessing an m dimensional submanifold on which the dynamics approximate f • φ • f −1 . The autonomous dynamics are then topologically conjugate to φ by structural stability. We want the manifold to be normally hyperbolic and attracting to ensure that a trajectory of the autonomous dynamics that leaves the manifold by some small distance is sucked back onto the manifold and continues to exhibit dynamics that are conjugate to φ. We expect the autonomous ESN trajectory to leave the manifold, while remaining in a small neighbourhood, because the Random Universal Approximation Theorem guarantees an arbitrarily good approximation of any C 1 function, rather than a perfect replication.
Before we present the ESN Approximation Theorem itself we will prove that there exists a C 1 evolution operator η defined on R d that has a normally hyperbolic attracting submanifold on which the dynamics of η are conjugate to φ. The existence of this map η is guaranteed by standard topological machinery which we recall briefly here, and which is presented in detail by Warner (1971) . 
The subspace S of D together with coordinate maps x| S for j = 1, ..., m forms a submanifold of D, called a slice of the chart (V, ϕ).
be an immersion, and let x ∈ M . Then there exists a cubic centred chart (V, ϕ) about f (x) and a neighbourhood U of x such that f | U is injective and f (U ) is a slice of (V, ϕ). Proof. We will make a similar argument to Warner (1971) in the proof of his Proposition 1.36, on page 29. First let x ∈ M . Then by the Slice Lemma there exists a cubic centred chart (V x , ϕ x ) about f (x) and a neighbourhood U x of x such that f (U x ) is a slice (V x , ϕ x ). Let x 1 , . . . , x m be the slice coordinates in the chart (V x , ϕ x ) of points in f (U x ). Then we can define a map η x ∈ C 1 (V x , R d ) by taking the canonical projection onto the slice f (U x ) then applying the map f • φ • f −1 . We can make this argument for every x ∈ M hence define a collection of maps {η x } over a collection of open sets {V x } which cover f (M ). Now we let {α j | j ∈ N} form a partition of unity subordinate to the cover {V x }. We take a subsequence {α k } such that supp(α k ) ∩ f (M ) = ∅ and denote the collection of sets to which {α k } is subordinate by {V k }. We then define a map η on a neighbourhood Ω :
By construction, η| f (M) = f • φ • f −1 and η has a normally hyperbolic attracting submanifold f (M ).
With these preliminaries out of the way we are ready to prove our ESN Approximation Theorem. Our strategy involves imposing a special structure on the reservoir matrix A in order to obtain sufficiently many neurons for the Random Universal Approximation Theorem to hold while controlling the dimension of the codomain of the Echo State Map. The structure of A is made clear in the statement of the ESN Approximation Theorem and illustrated in Figure 3 , where we call the connections represented by the matrix A 'strongly recurrent' and those represented by X 'weakly recurrent'. The weakly recurrent neurons and the vector Y of inputs are introduced in the proof of the ESN Approximation Theorem in order to satisfy the conditions of the Random Universal Approximation Theorem. Theorem 8. (ESN Approximation Theorem) Let M be a compact m-manifold and n ∈ N such that n > 2m. Let A be an n × n matrix where ρ := A 2 satisfies ρ < min(1/ Dφ −1 ∞ , 1), and W in an n × 1 matrix, and let the triple
Definition 13. (ESN autonomous phase) The ESN autonomous phase with parameters
, R, and R-valued random variables, respectively, with full support. Let α ∈ (0, 1). Then, with probability α, there exists d ∈ N with d > n, a d × 1 matrix W out , a d × d matrixÃ, and a d × 1 matrixW in assembled from the n × n matrix A, the (d − n) × n matrix X with jth row x j , and the (d − n) × 1 matrix Y with jth row y j , like so:
and an activation functionφ
such that the autonomous ESN ψ ∈ C 1 (R d ) with parameters (Ã,W in , W out ,φ) has a normally hyperbolic attracting submanifold on which ψ is topologically conjugate to φ.
Proof. By assumption, the Echo State Map f defined for the ESN (ϕ, A, W in ) with respect to (φ, ω) is an embedding, so the Echo State Mapf defined for (φ,Ã,W in ) with respect to (φ, ω) is also an embedding. For the remainder of the proof we will restrict the codomain off to its image in order to yield a C 1 diffeomorphism. Before we proceed, we will establish some preliminary results. First we define y :
. . .
Furthermore we will define maps
Next we will show that F and Y are Lipschitz continuous. To see that F is Lipschitz continuous observe
We can make an almost identical argument to show that Y is Lipschitz continuous. We will denote the Lipschitz constants for F and Y by L and M respectively. We are now ready to proceed with the proof. By Lemma 14, there exists an open subset Ω ∈ R d containingf (M ) and η ∈ C 1 (Ω) withf (M ) a normally hyperbolic attracting submanifold such that
Normally hyperbolic invariant submanifolds persist under small perturbations so ∃ ǫ > 0 such that any u ∈ C 1 (Ω) which satisfies u − η C 1 < ǫ is topologically conjugate to η. For any given value α ∈ (0, 1), by the Random Universal Approximation Theorem, there exists a d ∈ N and a d × 1 matrix W out such that g ∈ C 1 (R n+1 , R) defined by where [W in ,Ã] i is a 1 × (n + 1) matrix with 1st entryW in i and (j + 1)th entryÃ ij . Now
by definition ofφ and y
by (46) = ǫ hence there is some open setΩ ⊂ Ω containingf (M ) such that ψ|Ω−η|Ω C 1 < ǫ so ψ|Ω is conjugate to η|Ω. Consequently, there exists an h ∈ Diff 1 (Ω) such that ψ|Ω= h • η|Ω•h −1 . Nowf (M ) is a normally hyperbolic attracting submanifold of η where
is a normally hyperbolic attracting submanifold of ψ on which
Remark 4. A consequence of the ESN Approximation Theorem is that the diagram shown in Figure 4 commutes.
Numerical Experiments with ESNs
In the previous section we showed that for a given structurally stable dynamical system and a sufficiently large ESN there exists a linear output matrix W out that gives rise to an autonomous ESN with dynamics that are topologically conjugate to that of the given dynamical system.
To test whether these results hold in practice we took a 1D observation of a numerically integrated trajectory of the Lorenz system, fed this into an ESN implemented on a commercial laptop, and sought to discover whether the autonomous phase of the ESN would adopt dynamics topologically conjugate to the Lorenz system. In particular we computed several topological invariants of the ESN autonomous phase including the Lyapunov exponents, fixed point eigenvalues, and homology, then compared these to the known invariants of the Lorenz system. This work was inspired by a paper by Pathak et al. (2017) who trained an ESN on a full 3D trajectory of the Lorenz system, rather than a 1D observation, and compared the Lyapunov exponents of the autonomous phase to the known exponents of the Lorenz system. We used MATLAB's ODE45 to integrate a trajectory of the Lorenz (1963) systeṁ
with parameters σ = 10, β = 8/3, ρ = 28 chosen so the system produces the celebrated Lorenz attractor shown in Figure 5 . We then observed the x component of the trajectory by choosing the observation function ω(x, y, z) = x to create a 1 dimensional time series. We fed this time series into an ESN with the following parameters: spectral radius ρ = 1, reservoir size n = 300, and activation function ϕ = tanh. The reservoir matrix A is an Erdős-Rényi matrix with mean 6 and connection weights (where they are non-zero) i.i.d Gaussian, re-scaled such that ρ = 1. The keen reader will notice that the structure of A does not conform to the strangely shapedÃ described in the statement of the ESN Approximation Theorem. The fact that our numerical experiments produce good results despite this suggests this strangely shapedÃ is unnecessary, but rather a decision we made to make the ESN Approximation Theorem easier to prove. The matrix W out is populated with i.i.d Gaussian weights ∼ N (0, 1) which are then scaled by a 'strength parameter' p = 0.1. We choose a regularisation parameter λ = 10 −6 to solve the regularised least squares problem
using the SVD decomposition method presented by Hansen et al. (2006) . These parameters were carefully hand tuned so that the autonomous phase appeared (by eye) to match the driven phase. The question of how to systematically choose good parameters is discussed by Yperman & Becker (2016) who use cross validation to test the goodness of fit and search through parameter space using Bayesian optimisation. Now, with W out obtained, we ran the autonomous ESN and plotted the future observations v i in Figure 6 . We can see from this Figure that the ESN seems to predict the qualitative features of the future trajectory very well.
Since the Lorenz system is defined on a 3-manifold, we can usefully plot trajectories of the entire system. To check by eye whether the reservoir dynamics of both the driven phase and autonomous phase are topologically conjugate to the Lorenz dynamics, we projected the driven and autonomous dynamics onto the first 3 principal components of the driven trajectory and present them in Figure 7 . The driven reservoir dynamics are plotted in blue and autonomous dynamics are plotted in red. Both were projected onto the first three principal components, but the axes are rotated such that the projection is really on the first 2 components. the black line indicates the iterates of Newton's method, used to locate a fixed point -the method eventually converges to a fixed point in the middle of the right wing of the figure. We can see by eye that the reservoir dynamics appear at least approximately topologically conjugate to the Lorenz system.
Locating Fixed Points and Determining their Eigenvalues
If f is an embedding, then f will embed the fixed points of the Lorenz system into the reservoir space. Moreover if the autonomous dynamics approximate the embedded Lorenz system on a neighbourhood of the embedded fixed points sufficently well, the autonomous dynamics will adopt fixed points very close to those of the embedded Lorenz system. To verify this, we successfully located the fixed points using Newton's method, as illustrated in Figure 7 .
Further, since the ESM f is a C 1 embedding of the original dynamics, we expect f to preserve the stability of fixed points, i.e. we expect the eigenvalues of the linearisation of the autonomous phase to be preserved at every fixed point. Now, comparing the eigenvalues of the Lorenz system and autonomous phase requires some subtlety, because the Lorenz system is a continuous time flow, while the autonomous phase is a discrete time map. So, we considered one of the known fixed points found in the Lorenz attractor's wings and note the Jacobian J of the continuous time Lorenz system evaluated at the fixed point x * is therefore
Now we can discretise the Lorenz systemẋ = s(x) with the following map
hence the discrete time linearisation about the fixed point x * is
which has 3 eigenvalues, which we have compared with the ESN autonomous eigenvalues in Figure 8 . If the ESM f is indeed a C 1 embedding, the dynamics of the autonomous phase are topologically conjugate to the discrete time Lorenz system on some 3-submanifold. This manifold is spanned by 3 eigenvectors, each with an associated eigenvalue, which will coincide with the eigenvalues of the Lorenz system. Figure 8 appears to show 3 overlapping eigenvalues, suggesting that the autonomous phase is diffeomorphic to the Lorenz system (at least in a neighbourhood of x * ) in this simulation. This is particularly remarkable because x * is distant from the training data -in the machine learning parlance the ESN learning algorithm has successfully inferred the existence, position and eigenvalues of a fixed point from the training data (which itself contains no fixed points), generalising patterns in the training data to an unseen region of the phase space.
Comparison of Lyapunov Spectra
Another topological invariant of the Lorenz system is the Lyapunov spectrum, which captures how quickly very close trajectories diverge from eachother, and is used as a measure of chaos. To define the spectrum, let J be the Jacobian of Figure 9 : The Lyapunov spectrum of the autonomous phase as the iterates increases is shown. The true Lyapunov exponents of the autonomous phase is given by the limit of these exponents as the iterations tend to infinity. These autonomous exponents are compared to the black dotted lines representing the 3 exponents of the Lorenz system. the evolution operator of a continuous time dynamical system. Let Y be the solution of the ODEẎ = JY with initial condition Y (0) = x 0 . Then the Lyapunov Spectrum of the invariant set containing x 0 is the spectrum of the matrix Λ defined
Each eigenvalue in the spectrum is called a Lyapunov exponent to signify that two initially close trajectories diverge or converge exponentially fast with exponentiation constant in the direction of each eigenvector of J given by a Lyapunov exponent. Details are discussed by Darbyshire & Broomhead (1996) . The Lyapunov spectrum for the Lorenz system was estimated by Sprott (2003) as 0.9056, 0, -14.5723 . In order to compare the Lorenz spectrum to the spectrum of the autonomous ESN, we computed the autonomous system's spectrum using the discrete time QR method discussed in Darbyshire & Broomhead (1996) and plotted each Lyapunov exponent against the known exponents of the Lorenz system in Figure 9 . We found the largest 2 in good agreement while there was significant error in the smallest, which is a common problem also encountered by Pathak et al. (2017) .
Persistent Homology
We compared the homology groups of the Lorenz attractor to the persistent homology groups of the autonomous and driven attractors. We followed the lead of Garland et al. (2016) who computed the persistent homology of the Lorenz system reconstructed from a 1D observed trajectory using the delay observation map described in Takens' Theorem. These authors used the open source software Javaplex created by Tausz et al. (2014) to find the a Witness Complex for the delay embedded Lorenz attractor and computed the homology of the complex. They discuss a few subtleties that arise, in particular that the Lorenz attractor is a fractal, whose structure cannot be reconstructed exactly from any finite number of sample points. The authors therefore satisfied themselves by approximating the Lorenz attractor with a branched manifold model presented by Williams (1979) which has the homology of the figure 8. We made the same approximation, and expected to find that the application of persistent homology to the Lorenz system, driven ESN dynamics, and autonomous ESN dynamics would reveal that all three have the figure 8 homology groups. In particular the persistence diagrams of these three systems would exhibit a pair of H 1 persistent homology groups floating well above the diagonal. To verify this, we produced persistence diagrams using the open source software Ripser produced by Tralie et al. (2018) and plotted the results in Figure 10 . We have plotted the H 1 persistence diagrams of the driven ESN dynamics, autonomous ESN dynamics, and Lorenz dynamics as blue circles, red downward triangles, and purple upward triangles. We can see that each of these 3 objects has a pair of points floating well above the diagonal, suggesting each has 2 holes. This is consistent with our expectation that all three adopt the topology of the figure 8.
The reader may wonder why we would use persistent homology to show that the Lorenz system, driven ESN dynamics, and autonomous ESN dynamics all have the homology of the figure 8 when this can be seen in Figures 5 and 7 . It is true that the homology of a 3D system is usually apparent from a plot, but persistent homology can reveal the holes, voids and higher dimensional hypervoids of high dimensional systems that cannot be easily visualised. For example Muldoon et al. (1993) computed the homology of a delay embedded time series from a fluid dynamics experiment.
Conclusions and Outlook
In the previous section we have showed that for a given structurally stable target system and a sufficiently large ESN there exists a linear output matrix W out that gives rise to an autonomous phase ESN with dynamics that are topologically conjugate to that of the target system. In practice we use regularized least squares regression to learn an output matrix from the one-dimensional time-series training trajectory. Currently we have no guarantee that this will result in an autonomous phase ESN with the above properties. Nor do we know how long of a training trajectory is required to achieve (a certain level of accuracy) / (an embedding). This is analogous to the case of a feed forwards neural network and the Universal Approximation Theorem, where the theoretical results proves the existence of suitable set of weights but does not guarantee that a particular learning algorithm will be able to find them or how much training data may be required.
The experiments presented here suggest that a sufficiently large ESN can exhibit an autonomous phase with dynamics topologically conjugate to those of a dynamical system from a 1D observation of a sufficiently long past trajectory. Moreover, the ESN Approximation Theorem and Embedding Conjecture seem to justify this from a theoretical standpoint. It therefore seems worthwhile to prove the ESN Embedding Conjecture by carefully modifying the proof of Takens' Theorem provided by Huke (2006) . A skeptical reader may wonder why we would bother using an ESN to embed the trajectory in the first place, when a delay embedding would do. The reason being that it seems the ESN's learning and predictive powers are much more resilient to noise than the simple delay embedding presented by Takens.
Heuristically it seems as an observed trajectory passes through the ESN, the noise cancels itself out by taking a nonlinear combination of positive and negative noise. We could therefore view the ESN as a nonlinear filter, generalising the linear filters discussed by Sauer et al. (1991) in the context of embedology -the art building delay observation maps with special features, which include being more resiliant to noise than Takens' original map. Understanding the noise cancelling benefits of the ESN could be a fruitful direction of future work.
Many of the assumptions we made throughout this paper are likely stronger than they need to be. For example Sauer et al. (1991) prove versions of Takens' Theorem for dynamics on a compact invariant set with real box counting dimension -generalising dynamics on a manifold with integer dimension. This is particularly worthwhile because chaotic attractors of interest often lie on invariant sets with non-integer dimension, with the Lorenz attractor serving as a perfect example. We also create a strangley shaped reservoirÃ in our proof of the ESN Approximation Theorem, which numerical experiments suggests is unnecessary.
The Embedding Conjecture admits a biological interpretation. Consider an organism with a (primitive) nervous system ('brain') comprised of neurons. Neurons are connected to each other with random connection weights (including zero) representing the strength of the connection (or no connection). The adjacency matrix forms the reservoir matrix A. The reservoir state r is a vector representing the firing rate of every neuron. Suppose that the organism has a sensory organ connected to the brain which at any point in time senses a scalar measure of the environment, for example an average environmental light intensity. The connection weight from the sensory organ to the ith neuron is then the ith entry of W in . Suppose that the light intensity depends on the state of the environment which evolves as a high dimensional dynamical system. Then the nervous system and sensory organ together operate as an ESN. Since the entries of A and W in are random variables, the ESN Embedding Conjecture states that the dynamics of the environment are indeed embedded into the nervous system without the nervous system needing to possess any special structure provided by learning or natural selection. The embedding of the natural world into the brain is obtained 'for free'. This leaves cognition, defined as 'the art of performing computation on our representation of the environment', as the faculty that requires optimisation by natural selection or learning.
