Abstract-In this paper, we present a combined direct and indirect adaptive control scheme for adjusting an adaptive fuzzy controller, and an adaptive fuzzy identification model parameters. First, using adaptive fuzzy building blocks, with a common set of parameters, we design and study an adaptive controller and an adaptive identification model that have been proposed for a general class of the uncertain structure nonlinear dynamic systems. We then propose a hybrid adaptive (HA) law for adjusting the parameters. The HA law utilizes two types of errors in the adaptive system, the tracking error and the modeling error. Performance analysis using a Lyapunov synthesis approach proves the superiority of the HA law over the direct adaptive (DA) method in terms of faster and improved tracking and parameter convergence. Furthermore, this is achieved at a negligible increasing in the implementation cost and the computational complexity. We prove a theorem that shows the properties of this hybrid adaptive fuzzy control system, i.e., bounds for the integral of the squared errors, and the conditions under which these errors converge asymptotically to zero are obtained. Finally, we apply the hybrid adaptive fuzzy controller to control a chaotic system, and the inverted pendulum system. The simulation results demonstrate and confirm the theoretical results.
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I. INTRODUCTION
A DAPTIVE control [1] is a model-free approach for controlling uncertain dynamic systems. The basic idea in adaptive control is to estimate the uncertainties in the plant (or equivalently, in the corresponding controller) on-line based on the measured signals. In principle, the system under control can be uncertain in terms of its dynamic structure (nonparametric uncertainty), or its parameters (parametric uncertainty). Generally, the basic objective of adaptive control is to maintain consistent performance of the control system in the presence of these uncertainties. However, conventional adaptive control theory can only deal with the systems with known dynamic structure, but unknown (constant or slowly-varying) parameters [20] , [17] . Furthermore, conventional adaptive controllers cannot make use of human operators' experience, which is usually expressed in linguistic terms.
Fuzzy control (FC) is another model-free approach, which is generally considered suitable for controlling imprecisely defined systems [22] , [23] , [28] , [21] , [8] , [10] , [6] . In fuzzy control, the controller is synthesized from a collection of fuzzy If-Then rules; i.e., fuzzy logic controllers [9] , [12] are rule- based controllers. Fuzzy logic controllers, by design, provide a systematic and efficient framework for incorporating linguistic fuzzy information from human experts. Fuzzy logic systems (FLSs) provide nonlinear mappings from an input data vector space into a scalar output space, that are general enough to perform any nonlinear control or identification actions [22] , [2] for the control and identification of nonlinear (or linear) systems.
In fact, FC theory should be viewed as a subset of nonlinear control theory in which the nonlinear controllers have a special, i.e., rule-based, structure [23] . Fuzzy controllers can either be constructed using fuzzy modeling rules, or FC rules. The fuzzy modeling rules are fuzzy If-Then rules which describe the behavior of the system under control. The FC rules are fuzzy If-Then rules, which specify appropriate control actions that should be applied to the plant, in order to have a specific desired output. In other words, the fuzzy modeling rules represent a model of the plant, and the FC rules describe a control law, in the rule-based structures. In some cases, however, there is no or insufficient fuzzy rules available from human experts for constructing a fuzzy logic controller. Furthermore, if plant dynamics has large (even slow) time-variations, the (nonadaptive) fuzzy controller will not have satisfactory performance. Therefore, in order to maintain consistent performance, fuzzy controllers should be equipped with appropriate on-line adaptive algorithms to form adaptive fuzzy controllers. Wang, in [22] , has presented a "direct fuzzy controller" based on FC rules, and an "indirect fuzzy controller" based on fuzzy modeling rules in [23] .
The fuzzy controller considered in this paper is constructed only from fuzzy modeling rules. Note that we use the modifiers "direct" and "indirect" in the same way that they are used in the adaptive control literature [14] , [17] , [10] , [20] ; that is, for specifying the way by which the parameters of an adaptive controller are adjusted (or, equivalently, the type of error which is used for adjustment), not for specifying the type of fuzzy rules that construct the fuzzy controller (see Section II). In this paper, we construct an adaptive controller using adjustable fuzzy modeling rules to identify and control a class of uncertain structure nonlinear dynamic systems (nonparametric uncertainty). For adjusting the parameters, in this paper, we propose a hybrid adaptive scheme, which combines adaptive fuzzy identification and adaptive fuzzy control. In the hybrid scheme, the adaptive algorithm utilizes a combination of two types of error in the adaptive control system for adjustment. We show that this method provides superior performance for the adaptive fuzzy control system (FCS). A similar idea has been used in [18] , [19] , and [20] for adaptive control of robot manipulators, where there is parametric uncertainty in the system's mass properties (the inertial parameters of the loads and the manipulator parameters are unknown).
This paper is organized as follows. In Section II, we review the concepts of the direct and the indirect adaptive control. In Section III, FLSs, which are used as approximators throughout this paper, are introduced. In Section IV, we construct a selftuning controller using adaptive fuzzy systems, and propose a hybrid adaptive law for adjusting its parameters. In Section V, performance of the hybrid adaptive system is analyzed using a Lyapunov synthesis approach. In this section, we also present the detailed design steps, and establish a theorem that shows the properties of the hybrid adaptive FC system. In Section VI, the hybrid adaptive fuzzy controller is used to control a chaotic system and the inverted pendulum system. Section VII concludes the paper.
II. DIRECT AND INDIRECT ADAPTIVE CONTROL
An adaptive controller differs from an ordinary controller in that the controller parameters are variable, and there is a mechanism for adjusting these parameters on-line based on signals in the system. Conventional adaptive controllers can be classified, according to the way by which the controller parameters are adjusted, into two categories [14] , [10] : direct and indirect. In direct adaptive control, the controller parameters are directly adjusted to reduce some norm of the output error between the plant output and the desired reference trajectory. In indirect adaptive control, the parameters of the plant are estimated and the controller is designed assuming that the estimated plant parameters represent the true values of the plant parameters. One of the main approaches for constructing adaptive controllers is the self-tuning method [1] , [17] . In this method, first a control design method (for known plants) is used to provide a controller structure and a relationship between plant parameters and controller parameters. The plant parameters are estimated using an online parameter identification algorithm. The controller parameters are then obtained (computed) from the estimates of the plant parameters as if these were the true plant parameters. This idea is often called the certainty equivalence principle.
The basic approach to self-tuning control belongs to the indirect category, because of the need to translate the estimated parameters into controller parameters. Note that the control law parameters and plant parameters are related to each other for a specific control method. Therefore, we can parameterize both the plant model and the controller using a common set of parameters. These common parameters can be adjusted either in an indirect scheme using the modeling error, or in a direct scheme using the output tracking error. Furthermore, the common parameters can be adjusted in a combined direct and indirect adaptive control scheme, using a combination of the two types of error in the adaptive control system. In this paper, we use this idea for adjusting the parameters of an adaptive fuzzy controller. We show that this method improves performance of the adaptive fuzzy controller, and at the same time, provides a fuzzy model of the plant.
III. FUZZY LOGIC SYSTEMS
In this section, we briefly discuss the FLSs [23] , [9] , [12] considered in this paper for approximating nonlinear functions from to .
A FLS performs a mapping from to , where . This mapping is performed based on another mapping between fuzzy sets [26] . A fuzzy set of a universe of discourse is characterized by a membership function , which associates with each element of , a number in the interval . The represents the grade of membership of in . The label of a fuzzy set is often some linguistic term like "small," "large," etc. There are four principal parts in an FLS: fuzzifier, fuzzy rule base, fuzzy inference engine, and defuzzifier. The fuzzy rule base consists of a collection of fuzzy If-Then rules [27] in the following form:
If is and and is Then is (1) where and are the input and output of the FLS, respectively, and are labels of fuzzy sets in and , respectively, and , where is the total number of fuzzy If-Then rules in the rule base. The fuzzy inference engine is decision making logic, which employs fuzzy rules from the fuzzy rule base to determine a mapping from the fuzzy sets in to the fuzzy sets in . The fuzzifier maps a crisp point into a fuzzy set defined on . It provides input fuzzy sets for the fuzzy inference engine. There are (at least) two possible choices for the fuzzifier: the singleton fuzzifier, and the nonsingleton fuzzifier [13] . The most widely used one is the singleton fuzzifier, mainly because of its simplicity and lower computational requirements. The defuzzifier maps fuzzy sets in to crisp points in . The most commonly used method is the center-average defuzzifier [9] .
Lemma 1: The FLSs with center-average defuzzifier, product inference, and singleton fuzzifier are of the following form: (2) where is the point at which achieves its maximum value, and we assume that (For the proof, see [23] ). If we fix the 's and view the 's as adjustable parameters, then (2) can be written as (3) where is the parameter vector, and is the vector of fuzzy basis functions [25] defined as (4) The FLSs of the form (2) are universal approximators, i.e., for any given real continuous function on a compact set , there exists a FLS in the form of (2) such that it can uniformly approximate over to arbitrary accuracy [25] , [23] . Therefore, the FLSs (2) are qualified as building blocks of nonlinear identification models and nonlinear controllers. Although there are other types of universal approximators such as the simple polynomials [16] , orthogonal search approach [7] , and the radial basis functions [4] , only the FLSs can make use of linguistic information in a systematic way.
IV. BASIC IDEA OF A HYBRID ADAPTIVE FUZZY CONTROLLER
Consider the th-order nonlinear system of the controllability canonical form [5] , [20] . . . (5) or, equivalently (6) where and are unknown real continuous functions (in general nonlinear), and are the input and output of the system, respectively, and is the state vector of the system which is assumed to be available for measurement. The controllability of (6) requires that for all in a certain controllability region . Since is continuous, without loss of generality, we assume that for all . In addition, we assume that the functions and are bounded. The control objective is to find a feedback control law such that to make the state track a given desired bounded reference trajectory .
A. Self-Tuning Fuzzy Controller
In a nonadaptive control design method, the controller is designed based on the plant model. If the plant model is not known, it is intuitively reasonable to replace it by an estimated model and use this model for designing the controller. This is the basic idea of a self-tuning adaptive controller, in which the controller is designed based on an estimated model of the plant assuming this model is the true model of the plant, and the estimated model parameters are updated by an on-line algorithm. Now consider the problem of controlling the system (6) . If the plant dynamics is known, i.e., the functions and are known, we can solve the control problem stated above by the so-called feedback linearization method [20] . In this method, the functions and are used to construct the following feedback control law: (7) where is the tracking error, , and is chosen such that all roots of the polynomial
are in the open left-half of the complex plane. Applying the control law (7) to the system (6) results in the following error dynamics: (8) This implies that starting from any initial conditions, we have , i.e., tracking of the reference trajectory is asymptotically achieved. However, since and are unknown, we cannot use them for constructing the control law (7). Therefore, in the following, we replace them by their estimates and to construct a self-tuning controller (9) where and are parameters of the approximating systems and , respectively. Applying the control law (9) to the system (6), after some manipulation, results in the error dynamic equation (10) where
Now, consider the following optimal parameter vectors:
where , and is a positive constant specified by the designer. By defining the minimum approximation error (13) the error equation (10) can be written as follows: (14) In this paper, we use FLSs of the form (3) for approximation. They are linear in their parameters and we have (15) where and are the parameter vectors of the FLSs and , respectively, and is the vector of fuzzy basis functions (4). The parameter vectors and consist of the centers (the center of a fuzzy set is the point at which the membership function achieves its maximum value) of fuzzy sets in the consequent part of fuzzy If-Then rules that construct the FLSs and , respectively. Choosing and to be FLSs, allows us to incorporate available human experts' knowledge in the initial values of the parameter vectors and [23] . Therefore, in this way, and will be close to and , respectively. If other types of approximators are used, e.g., [16] , [7] , and [4] , the parameter initial values must be chosen randomly. In any case, the parameter vectors should be further adjusted by an appropriate adaptive algorithm to be discussed later. Now, by substituting (15) in (14), we have (16) where , and .
B. Adaptive Law
In this section, we develop an adaptive algorithm for adjusting the parameters of the self-tuning fuzzy controller (9) . The goal of parameter adjustment is to make and , and consequently, make a good estimate of , and . We use the Lyapunov redesign approach [15] , [17] in which the adaptive law is chosen such that to make a Lyapunov function decrease along the trajectories of the adaptive system.
Lemma 2: Since is a stable matrix (i.e., is stable), there exists a unique positive-definite symmetric matrix that satisfies the Lyapunov equation [20] 
where is an arbitrary positive-definite symmetric matrix.
By virtue of the above lemma, we consider the following Lyapunov function candidate: (18) where is the solution of (17) with a symmetric , and and are positive constants. It is obvious that is a positive-definite function and for any . In fact, represents a time-varying Euclidean measure of the distance of the plant output from the reference signal plus the distance of the parameters of the self-tuning controller from their optimal values. Ideally, if
, it means that the tracking error is zero and the parameters have reached their optimal values, i.e., , and . The time derivative of along the trajectories of (16) equals (19) where we used (17) , and (since and are fixed 1 ).
Based on (19), Wang [23] has proposed the following adaptive law for adjusting the parameters: (20) where is the tracking error vector. Since the adaptive law (20) directly adjusts the controller parameters using the output tracking error, we call it the direct adaptive law (DA law) (see Section II). Note that the DA law adjusts the parameters as far as . Using the above DA law, we have (21) where the index " " in stands for the DA law, and the approximation is made assuming that is small 2 . It can be seen from (21) that the tracking error , causes the Lyapunov function (18) to decrease. However, when become small, decreasing of the Lyapunov function will slow down ( will be small), even if the parameters ( and ) are far from their optimal values ( and ). When , from (20) and (21), we see that further parameter adjustment and further decreasing in the Lyapunov function will stop, even if there are still some parameter errors. Note that doesn't necessarily imply that and . In fact, the DA law can only detect the parameter errors ( and ) via their influence on the tracking error. On the other hand, depends also on the external reference signal . The objective of the adaptation mechanism in the DA law is to find out the parameters which drive the tracking error to zero, not necessarily the optimal parameters (note that the optimal parameters are defined with respect to the plant dynamic equation [see (12) and (6)]). Thus, the problem of premature tracking error convergence is possible without convergence of the parameters to their optimal values. Therefore, the DA law doesn't necessarily lead to parameter convergence. This means that the adaptive controller (9) does not necessarily approach the feedback linearization controller (7) .
In fact, the controller (9) is a self-tuning controller. It is obtained by replacing the unknown functions and in the feedback linearization controller (7), with their estimates and using the estimated parameters and , respectively. We note that the parameters of the controller (9) can also be considered as parameters of a model for the unknown nonlinear plant (6) . In other words, we do not need to introduce a new additional set of parameters for identifying (6) . Therefore, we define the following series-parallel identification model [14] , [24] for identifying the nonlinear plant (5):
where is the input of the identification model, and are the state vectors of the identification model and the plant, respectively; and and are FLSs of the form (3), and are given by (15) . The FLSs and , and their parameters and , are all identical to those in the controller (9) . Adjustment of the model parameters in an identification scheme [3] , [11] can be considered as a process of tuning a set of parameters that fits the available input-output data from the system. This input-output pairs are collected by exciting the system with an input signal and measuring the corresponding outputs. In an online identification scheme, as an input signal excites the system and the identification model simultaneously, the modeling error (difference between the identification model output and the measured system output) is used by an adaptive algorithm for adjusting the model parameters. In our adaptive control system, the adaptive controller (9) generates the control signal and applies it to the plant (6). Here, we use this control signal as the input signal for exciting the identification model (22) . In this way, we preserve the on-line performance of the adaptive control system. Thus, we set in (22) and define the modeling error as follows: (23) Using (22) and (6), we can write (24) and using (15) and (13) , the modeling error can be written as (25) It is obvious that the modeling error can be used for adjusting the model parameters, thus adjusting the controller parameters. In fact, in a self-tuning adaptive controller, tuning of the controller is usually through this way, i.e., the indirect adaptive control. On the other hand, in a direct adaptive control system, the output tracking error is used for adjusting the controller parameters, as in (20) .
Note that the parameters, as well as the optimal parameter values, of the controller (9) and the model (22) are identical. In other words, there is one common optimal point for the parameters of (9) and (22) . Therefore, we can use either the tracking error or the modeling error for adjustment. Furthermore, these two sources of information (about the optimal parameters) can be used simultaneously. Since we have two sources of information for adjusting one set of adjustable parameters, we intuitively expect that incorporating the modeling error, besides the tracking error, in the adaptive law enhances the parameter adaptation performance, makes it faster and more reliable, as well as improving parameter convergence. In summary, we expect superior performance for the adaptive control system. Now, based on the above discussions, we propose the following hybrid adaptive law (HA law), which utilizes both the tracking error and the modeling error to adjust the parameters: (26) where is the modeling error in (23) and is a positive constant. The overall control scheme of this algorithm is shown in Fig. 1 . Computing the time derivative of the Lyapunov function (18) along the trajectories of (16) and the proposed HA law (26), we have (27) where the index " " in stands for the HA law. By defining the parameter deviation index (28) and since , we can rewrite (27) as (29) or (30) where the approximation is made assuming that is small. Therefore, from (30) and (29), either or can cause the Lyapunov function to decrease.
V. PERFORMANCE ANALYSIS AND DESIGN OF THE HYBRID ADAPTIVE FUZZY CONTROLLER
In this section, we first study some features of the HA law in adjusting the fuzzy controller parameters, and then present the detailed design steps of the hybrid adaptive fuzzy controller. We also establish theorems and discuss some important points.
A. Performance Analysis
The proposed hybrid adaptive FCS (see Fig. 1 ) can be considered as a combination of a direct adaptive FCS and an adaptive fuzzy identification system.
We construct the identification model (22) using the same fuzzy building blocks and in the controller (9) . Thus, in practical implementation of the hybrid adaptive system, the implementation cost increases only a little and the order of the required computations doesn't increase compared to the direct adaptive system.
From (21), we see that contains only some terms of the tracking error . Thus, using the DA law only the tracking error causes the Lyapunov function variations (decreasing). On the other hand, comparing (29) or (30) with (21) shows that , in addition to the terms of the tracking error in , involves some other terms containing the effect of the parameter errors ( and ) (or equivalently, the modeling error ). Thus, using the HA law, distance of the parameters ( and ) from their optimal values ( and ) can cause the Lyapunov function to decrease, even if . In fact, using the HA law, parameter adjustment continues until both and . This means that the HA law improves parameter convergence. Therefore, the hybrid adaptive control system provides simultaneous adaptive control and identification. It controls the nonlinear plant output to track a desired reference trajectory , and at the same time, identifies a model of the plant.
Note that setting in the HA law (26) , results in the DA law (20) . In this case, the modeling error, , has no effect on parameter adjustment, and the hybrid adaptive fuzzy system is simplified to the direct adaptive fuzzy controller. In fact, this is like a (fuzzy) model-reference adaptive control system [17] , [20] , where the parameters are adjusted so that the tracking error converges to zero. This shows that the hybrid system is a generalization for the direct adaptive fuzzy controller. Now, if we assume that is a very large positive constant , from (26), we have (31) Therefore, the parameters are adjusted essentially according to the modeling error. This is like an ordinary self-tuning (fuzzy) controller. On the other hand, if controlling the nonlinear plant is not intended, i.e., we don't care about the plant output, by setting for all , we have . Thus, the tracking error, , has no effect on parameter adjustment, and the parameters are adjusted according only to the modeling error (we assume that ). Therefore, in this case, the hybrid adaptive fuzzy system is equivalent to an adaptive fuzzy identifier with the input exciting signal . In summary, the above adaptive schemes (direct adaptive controller, indirect or self-tuning adaptive controller, and adaptive identifier) can be considered as special cases of, and can be derived as extreme cases from the hybrid adaptive system. Now we show that the HA law improves the parameter convergence rate, as well as the tracking error decreasing rate. Equation (29) This shows that the HA law makes the decreasing of the Lyapunov function, along the adaptive system trajectories, faster. It also shows that the amount of improvement (of the HA law) in the decreasing rate relates to the parameter deviation index , and is due to incorporating (i.e., ) the modeling error information in the adaptive law.
B. Design Details of the Hybrid Adaptive Fuzzy Controller
In this section, we present the detailed design steps of the hybrid adaptive fuzzy controller. First, we specify the linguistic information about the plant, which can be incorporated (if there are any) into the initial adaptive fuzzy controller. We assume that there are the following fuzzy modeling rules from human experts about the unknown functions and respectively, where 's and 's are fuzzy sets in and are fuzzy sets in which achieve membership value one at some point, , and . If there are no linguistic descriptions about (or ), we allow (or ).
Step 1) Offline Preprocessing:
• Specify the such that all roots of are in the open left-half of the complex plane.
• Specify a positive-definite symmetric matrix . Solve (17) to obtain .
• Specify positive constants (the adaptation gains), and a positive constant .
Step 2) Initial Controller Construction:
• . 's and 's are fuzzy sets in which achieve membership value at some point, and are specified as follows: if the If part of (37) or (38) agrees with the If part of (35) or (36), set or equal to the corresponding or , respectively. Otherwise, set and arbitrarily with the constraint that the center of must be inside the constraint set . Therefore, in this way we incorporate the linguistic descriptions in constructing the initial adaptive (fuzzy) controller.
• Construct the fuzzy basis functions (39) where (each corresponds to a combination of ), and collect them into a vector . Collect the points at which 's and 's achieve their maximum values, in the same ordering as , into the vectors and , respectively. Note that due to the way in which we defined the 's, the denominator of (39) is nonzero for all the points of . Therefore, the fuzzy basis functions are well defined.
Step 3) Online Adaptation:
• Apply the feedback control to the plant (6), where is given by (9) , and and are given by (15) .
• Use the following adaptive law to adjust the parameter vector : (40) where is the modeling error in (23).
• To ensure that remains always in , use the following adaptive law to adjust :
where is the th component of .
C. Properties of the Hybrid Adaptive Fuzzy Controller
Theorem 1 (Convergence of the HA FC System): Consider the nonlinear plant (6) with the control , where is given by (9) , and and are given by (15) . Let the parameter vectors and be adjusted by the HA law (40), (41), where is the modeling error and is a positive constant. If , and ( is the minimum eigenvalue of the matrix ), then the overall control scheme (shown in Fig. 1) Theorem 2: Consider the nonlinear plant (6) with the control in (9). Let and be given by (15) , and the parameter vectors and be adjusted by the DA law (i.e., (40), (41) with ). If , then the overall control scheme in Fig. 1 Selection of : From part i) of Theorem 1, we see that if the adaptation gain (in the HA law) is selected large, the constant , and consequently, the upper bound in (42) and (43) will be large. Obviously, this is not desirable. Therefore, should not be selected a very large positive constant.
Selection of : In Step 1), the designer specifies a positive constant , which determines [see (12) ]. The is also used in the adaptive law (41), and its role is to keep for , and consequently keeping for all (preventing the denominator of (9) from crossing zero). Note that we limit the parameter adaptation to be inside [see (41)], and if is selected large, may be unnecessarily restrictive. In this case, the approximation of by is permanently poor. This degrades the adaptive system performance, which depends on providing a good approximation of by . Therefore, should be chosen a small positive constant to assure a nonrestrictive .
Remark 3: The Theorem 2 (the DA law) guarantees an upper bound for , and states the conditions under which converges to zero. The Theorem 1 (the HA law), on the other hand, guarantees an upper bound for , and , and states the conditions under which , and converge to zero. Note that is a necessary condition for parameter convergence ( and ) . This expected result is the consequent of simultaneous processing of and by the HA law. Remark 4: From the Theorems 1 and 2, we see that the "minimum approximation error," , determines the upper bounds in (42), (43), and (44), as well as the conditions for convergence of , and to zero. Based on the universal approximation theorem of [25] and [23] , we can expect that the should be small, provided that we use a sufficiently large number of adjustable parameters (number of rules) to construct the approximators and . However, increasing the number of rules will increase the order of the required computations (computational complexity) in the adaptive control system. Furthermore, having a large number of maladjusted parameters, the adaptive law needs more information (which might be available in a long period of time) for adjusting them to an acceptable degree. Thus, the required adjustment time will increase, and as a result, the transient tracking error will be long. Therefore, the designer must consider a tradeoff between a small , and a small . Note that since the HA law utilizes two sources of information for adjustment, it can adjust more parameters (to an acceptable degree) than the DA law, in the same period of time. Thus, using the HA law, the designer can use more parameters (rules) in the adaptive system to obtain a small , without having a prolonged adjustment time.
Remark 5: The Lyapunov function (18) can be considered as a norm of the error vector of the adaptive control and identification system . That is,
, where is a positive-definite symmetric matrix. Although cannot be computed (since and are unknown), we specified adaptive laws for adjusting the parameters such that to make , and consequently . The DA law utilizes only a part of the error vector for adjustment. It ignores the identification parts, and considers only the control part of (i.e., the tracking error ). Thus, when this part vanishes, that is, when the adaptive system reaches an , the adjustment will stop. The HA law, in addition to , utilizes , which is a measure of the other parts of . Thus, all parts of are seen and are effective in adjustment. Therefore, we have an improved convergence of to (not only with an improved rate, but also we can expect that eventually reaches ).
Remark 6: In general, we have a good performance for the adaptive system if 1) is small, and 2) is large negative for . The relation between and the constants and [which determine the upper bounds in the right-hand side of (42), (43), and (44)] can also be seen from the parts i) of Theorems 1 and 2. We showed that the HA law improves [see (34)] by simultaneously making use of two sources of information for adjusting the parameters. Now, consider at (45) Since is specified by the reference trajectory and the plant initial conditions , for having a small , we must choose and close to and , respectively. Although and are unknown, thanks to using fuzzy approximators, estimated values of some of their elements may be derived from human experts' experience, and used as the initial parameter values (see Step 2) . In this way, we can have a small (small and ), and the time required for the parameters to converge to the optimal parameters will be short. When other types of approximators are used, however, we cannot use this property to obtain a small . Remark 7: The adaptive algorithm uses and for adjusting the parameters. In Section IV, we assumed that the state vector of the plant is available for measurement. However, this may not be possible in some practical applications. In these cases, the state vector may be estimated by successive derivation of the measured plant output . Since the measurement is subject to (high-frequency) measurement noise, this is normally a problem for higher-order systems, as every derivative is a high-pass filter, and even just after two derivations, a signal is useless.
VI. SIMULATIONS
In this section, we apply the proposed hybrid adaptive fuzzy controller to control two nonlinear systems: a chaotic system (Example 1), and the inverted pendulum system (Examples 2 and 3).
Example 1: In this example, we consider the Duffing forced oscillation system [22] (46) It can be shown that without control, i.e., , the system is chaotic. We now use the direct adaptive fuzzy controller, and the hybrid adaptive fuzzy controller to control the system state to track the reference trajectory . We choose and (so that is stable), and . Then, by solving (17), we obtain (47) We also choose , and for the hybrid adaptive fuzzy controller. For simulating the direct adaptive fuzzy controller, we only set . We define six fuzzy sets over each axis, with labels , and , and membership functions , and , for both . Therefore, we have , and . We assumed that there is no linguistic description available and chose the initial parameter values randomly. The initial , and were chosen randomly in the intervals , and , respectively. For the purpose of comparison, the same random values have been used for the direct adaptive controller (the DA law) and the hybrid adaptive controller (the HA law). To simulate the overall control system, we integrated the differential equations of the closed-loop system and the adaptive law using the fourth/fifth order Runge-Kutta method (ode45). We chose the initial system state . The simulation results are depicted in Figs. 2-5. Figs. 2 and 3 depict the state and the reference trajectory , when we applied the direct adaptive controller, and the hybrid adaptive controller, respectively. Figs. 2 and 3 illustrate that the hybrid adaptive controller provides a faster tracking convergence with lower initial overshoots. Fig. 4 depicts norm of the tracking error vector versus time in the logarithmic scale, i.e., , for the DA law and the HA law. The superiority of the control system tracking performance using the HA law, compared to the DA law, can also be seen from Fig. 4 . The modeling error , for the cases of the DA law and the HA law, is plotted versus time in Fig. 5 . Note that the DA law ignores the information in the modeling error depicted in Fig. 5(a) , for adjusting the parameters. The HA law, on the other hand, utilizes the modeling error, and as a result, the modeling error in Fig. 5(b) decreases fast, that shows a faster parameter convergence. 
Example 2:
In this example, we apply the direct adaptive fuzzy controller, and the hybrid adaptive fuzzy controller to regulate the inverted pendulum system [20] , [23] (48) to the vertical position [i.e., ] from a certain initial condition. We chose m/s , kg, kg, and m, in the following simulations. We choose , and . Therefore, is given by (47). We also choose , and for the hybrid (direct) adaptive fuzzy controller. We define three fuzzy sets over each axis, with labels , and , and membership functions , and , for both . Therefore, we have rules for each of the and . The initial , and were chosen randomly in the intervals , and , respectively, and were the same for the DA law and the HA law. In our regulating problem, the reference trajectory is . We simulated for two initial conditions: , and . In the simulations, we integrated the closed-loop system differential equations using the MATLAB command "ode45." The resulted is plotted versus time for s, in Fig. 6 . Fig. 6 shows that both the direct adaptive, and the hybrid adaptive controllers could regulate the system to the vertical position. However, the hybrid adaptive controller showed much better performance than the direct adaptive controller. , respectively. The trajectory of the system state from 0 to 30, together with the reference trajectory, is plotted in the phase plane, in Fig. 8 .
VII. CONCLUSION
In this paper, we have developed a hybrid adaptive control and identification scheme for a class of unknown nonlinear dynamic systems. We used the adaptive fuzzy systems as the adap- tive building blocks of the control and identification systems, which enables the designer to incorporate available linguistic descriptions into the design. In direct adaptive control, the controller parameters are directly adjusted and no effort is made for identifying the plant parameters. In indirect adaptive control, adjusting the controller parameters is based on the estimated plant parameters. The hybrid adaptive control is a combination of the direct and the indirect adaptive control. The hybrid adaptive FCS combines adaptive FC and adaptive fuzzy identification. We showed that the hybrid adaptive system can be simplified to the direct adaptive controller, the indirect adaptive controller, and an adaptive identifier. We showed that the DA law, because of ignoring the identification errors, fails to achieve parameter convergence, and proposed the HA law, which utilizes a combined error measure. The HA law improves parameter convergence, and makes the adaptation faster and more reliable. We also proved that it makes a Lyapunov function to decrease faster along the adaptive system trajectories. We explicitly showed that this improvement is due to incorporating the modeling error (the parameter errors) in the adaptive law. Furthermore, the advantages of the proposed method are achieved at a negligible increasing in the implementation cost and the computational complexity. We established and proved a theorem, which summarizes the properties of the hybrid adaptive FC system. It shows that both the tracking error and the modeling error have bounds in the hybrid adaptive system, and under some conditions, both converge asymptotically to zero. The simulation results confirm the superiority of the HA law (fast tracking error convergence, fast and improved parameter convergence). They also show that the hybrid adaptive fuzzy controller could perform successful control without incorporating any linguistic description into the design. In summary, we have shown that adaptive fuzzy identification can be combined with, and can reinforce, adaptive fuzzy control.
APPENDIX I PROOF OF THEOREM 1 i) First, note that the adaptive law (41) can be written as shown in (A.1) at the bottom of the page, where . Using (19) , (40), and (A.1), the time derivative of along the solutions of (16) and (40), (41) where , and represent the indexes of the elements of for which the first, or second line of the (A.1) is true, respectively. Now, we add and subtract the term to the right-hand side of (A.2). Since Now, we show that the last term of (A.5) is nonpositive. Since the summation is performed over the elements of for which the first line of (A.1) is true, we have for all . On the other hand, since from (12), , and from the first line of (A.1), , we have for all . Therefore, the last term of (A. . From (25) and (28), we have and . Therefore, . Since all the variables in the right-hand side of (16) are bounded, we conclude that . Now, all the variables in the right-hand side of (40) and (41) The proof of this theorem is the same as the proof of Theorem 1 with , except that here we define , and instead of the definitions in (A.6).
