Abstract: Geodetic and geophysical time series may contain sinusoidal oscillations of unknown angular frequency. Often it is required to decide if such sinusoidal oscillations are truly present in a given time series. Here we pose the decision problem as a statistical hypothesis test, an approach very popular in geodesy and other scientific disciplines. In the case of unknown angular frequencies such a test has not yet been proposed. We restrict ourselves to the detection of a single sinusoidal oscillation in a one-dimensional time series, sampled at non-uniform time intervals. We compare two solution methods: the likelihood ratio test for parameters in a Gauss-Markov model and the analysis of the Lomb-Scargle periodogram. Whenever needed, critical values of these tests are computed using the Monte Carlo method. We analyze an exemplary time series from an absolute gravimetric observation by various tests. Finally, we compare their statistical power. It is found that the results for the exemplary time series are comparable. The LR test is more flexible, but always requires the Monte Carlo method for the computation of critical values. The periodogram analysis is computationally faster, because critical values can be approximately deduced from the exponential distribution, at least if the sampling is nearly uniform.
Introduction
Time series analysis is an important tool for modern geodesists and geophysicists. It is used to analyze observations in almost all branches of geodesy: In structural health *Corresponding Author: R. Lehmann: Dresden, E-mail: r.lehmann@htw-dresden.de monitoring (SHM) we take repeated geodetic observations of engineering structures like bridges (e.g. Psimoulis et al. 2008) . In geodynamics we monitor e.g. Earth rotation or sea level variations (e.g. Erol 2011 ). In geodetic navigation we trace the trajectory of e.g. vehicles or ships (e.g. Lehmann and Koop 2009) .
All those geodetic and even more geophysical tasks produce time series. They are often sampled at nonuniform time intervals including data gaps, influenced by random observation errors (noise) including correlations, affected by outliers and sometimes even non-stationary. The observed phenomena often manifest themselves as a superposition of sinusoidal oscillations of various frequencies. It is the task of modern geodesists and geophysicists to detect such oscillations in the time series. This includes a decision if the oscillations identified in the time series are truly present in the observed phenomenon or if they are purely the effect of noise.
If the frequencies of the potential oscillations are known, then the procedure is well-known and elaborated. Important geodesists have paved the way to this procedure, first of all Vaniček (1969 Vaniček ( , 1971 , who created the least squares spectral analysis (LSSA). See also (Wells et al. 1985) . This approach allows us to treat time series analysis in the framework of least squares theory, which is wellelaborated and popular. LSSA can handle most practical problems, e.g. non-uniform sampling and noise. The detection of sinusoidal oscillations in this framework is basically a statistical hypothesis test, particularly a significance test of spectral peaks in the least squares spectrum (Pagiatakis 1999) .
In geodesy we most often test hypotheses in GaussMarkov or Gauss-Helmert models. A significance test of parameters in a Gauss-Markov model is often called vtest (Teunissen 2000 (Teunissen ,2001 . This statistical test is a special application of the likelihood ratio (LR) test (e.g. Tanizaki 2004 p. 54 ff) . The rationale of the LR test is provided by the famous Neyman-Pearson lemma (Neyman and Pearson 1933) , which demonstrates that under various assumptions such a test has the highest statistical test power among all competitors. It is often applied even if we cannot exactly or only approximately make these assumptions in practice (Teunissen 2000 , Kargoll 2012 ). Most importantly, this lemma applies only to simple hypotheses, while most of the hypotheses used in geodesy are composite.
Since the frequencies of the sinusoidal oscillations to be detected are fixed quantities in the LSSA, it is necessary to know them a priori. This holds true e.g. for geodynamic phenomena with diurnal, seasonal or annual oscillations (e.g. Erol 2011 ). But in other applications like SHM this is often not the case. Extending the LSSA by unknown frequency parameters makes the model nonlinear. Although more difficult, it is possible to do statistical tests also in non-linear models. The LR test can also be applied here. One could argue that by refining the grid of fixed frequency parameters to be solved for, we get closer and closer to the true frequencies. But such an approach invalidates an important approximation made in the hypothesis test, see eq. 30 below.
As computers become faster, geodesists see the opportunity to really solve for unknown frequencies. Mautz and Petrovic (2005) consider a single as well as multiple sinusoidal oscillations in time series by least squares adjustment with unknown frequency parameters. In the case of a single sinusoidal oscillation, the Interval Newton Method is applied to the computation of the oscillation parameters by global minimization. In the case of multiple sinusoidal oscillations, a stepwise detection procedure of single oscillations is applied with global minimization in each step, providing a reasonable initial guess for the final joined computation of the oscillation parameters. The significance problem is not addressed in this study. Kaschenz and Petrovic (2009) later extend the method to two-dimensional time series. The proposed decision problem is solved in a purely heuristic manner, not making use of any statistical test. The methodology is illustrated by the analysis of an Earth orientation parameter series of the International Earth Rotation and Reference System Service (IERS). Also in this study the decision problem, whether the oscillations identified in the time series are truly present in the observed phenomenon or whether they are purely the effect of noise, is not posed.
A well-established approach, although not so popular in geodesy, is periodogram analysis. Unlike Fourier analysis, periodogram analysis can be immediately applied even if the time series is non-uniformly sampled. Peaks in the periodogram indicate that the observed phenomenon contains sinusoidal oscillations with the corresponding angular frequencies (Priestley 1982) . Scargle (1982) (Lomb 1976) . If in this paper we speak of "periodogram" then we always refer to the "Lomb-Scargle periodogram". Scargle (1982) demonstrates that there is a strong relationship between the periodogram and LSSA. Both methods even yield identical results (Emery and Thomson 2001) . See subsection 3.3 below.
It remains to be shown how to test statistically that a periodogram peak is significant, i.e. it is almost certainly (with some decision error) produced by a sinusoidal oscillation of that particular angular frequency, and not only the product of random noise. Scargle (1982) demonstrates that under standard assumptions the periodogram values follow an exponential distribution. However, if we want to use many periodogram values as test statistics in a multiple statistical test or equivalently use their maximum in a single statistical test, then it is required that these periodogram values are statistically mutually independent. The task is to find a maximum set of angular frequencies at which the corresponding periodogram values enjoy this statistical property. Scargle (1982) calls them "natural frequencies", but is only able to determine such a set for the case of uniform sampling (see subsection 3.3 below). The term "natural frequencies" may be perceived as a misnomer, because there is nothing "natural" involved here.
It seems that the idea of natural frequencies can be traced back to Hannan (1960, pp. 76-83) . In a time series the author looks for sinusoidal components only at these discrete frequencies and finds a loss of the statistical power of recovering them, if the true frequency falls between them. In this publication this result will be confirmed (subsection 4.4).
Within the next decades little progress has been made towards a more rigorous implementation of hypothesis tests in periodogram analysis. Horne and Baliunas (1986) make experiments with time series of non-uniform sampling and derive an empirical formula for the number of natural frequencies. The authors call them "independent frequencies", which is again a misnomer, because not the frequencies themselves are statistically independent, but the corresponding periodogram values. Koen (1990) discusses the theory and assumptions made by Scargle (1982) for seeking periodicities in astronomical time series. It is shown that the concept of natural frequencies severely underestimates the potential statistical errors, and that the most often used statistical hypothesis is inappropriate for testing for the presence of specific periodicities. Hernandez (1999) undertakes a comprehensive study of statistical significance tests in periodogram analysis. A critical test for the maximum number of significant frequencies is designed and the unnecessary difficulties that the manipulation of the data brings into the statistical significance interpretation is demonstrated. The method is applied to measurements of wind with a medium frequency radar.
As computers become faster, new numerical tools come within reach, namely the Monte Carlo (MC) method, which is re-used in our present paper (see subsections 4.2 and 4.4 below). Frescura et al. (2007) propose a practical method for estimating the significance of periodogram peaks, applicable also to irregularly sampled time series, based on the MC method.
Another approach to time series analysis of nonequispaced observations is known as CLEAN transformation. It was developed by Roberts et al. (1987) and performs an iterative deconvolution of the spectral window in the frequency domain. CLEAN does not require a stochastic model of the observations. Therefore, the decision problem, whether the oscillations identified in the time series are truly present in the observed phenomenon or whether they are purely the effect of noise, cannot be posed.
CLEAN is used in many branches of geosciences, e.g. in seismology by Baisch and Bokelmann (1999) and in Paleoclimatology by Heslop and Dekkers (2002) . The latter contribution is interesting because it employs the MC method for the determination of errors. In geodesy no applications of CLEAN are known.
The outline of our present paper is as follows: We restrict ourselves to the detection of a single sinusoidal oscillation in a one-dimensional time series. The formulation as a hypothesis test is given in section 2. The scope of the paper is to compare the LR test for parameters in a Gauss-Markov model (subsections 3.1 and 3.2) with the periodogram analysis (subsection 3.3), which can be viewed as a special implementation of the LSSA. In subsection 3.4 we show how the MC method can be used to determine critical values of hypothesis tests. An exemplary time series from an absolute gravimetric measurement is introduced in subsection 4.1 and analyzed by the LR test (subsection 4.2) and by the periodogram (subsection 4.3). In subsection 4.4 we compare the statistical power of both tests.
Formulation of the problem
be a n-vector of observations of sample values of a univariate function y(t), affected by random observation errors (noise) and sampled at fixed time instances t 1 , . . . , tn. These instances are not necessarily equispaced. We intend to investigate if y (t) attains the form of a single sinusoidal oscillation
with unknown non-random coefficients a 0 , a 1 , a 2 and an unknown non-random angular frequency ω. This is also known as the sinusoidal model, sometimes parameterized by amplitude and phase angle instead of two coefficients a 1 , a 2 .
Before the spectral analysis the time series y is often "centered" in such a way that a mean of y as an estimate of a 0 is subtracted. Sometimes even higher order trend functions are pre-subtracted. This might often be a good approximation of the general solution. But we will not immediately use this approach.
The solution of this problem takes the form of a statistical hypothesis test. As a null hypothesis H 0 it is proposed that the observations, eq. 1, fluctuate purely due to the effect of random noise ε:
The noise vector ε is modelled by a Gaussian random vector
with known positive definite matrix Q and a known or unknown variance factor σ 2 , such that σ 2 Q is the covariance matrix of ε. In geodesy Q is often called "cofactor matrix". N denotes the Gaussian normal distribution. In the following we will treat both the case of known and unknown variance factor σ 2 . Both cases are practically important and will be called case 1 and case 2 in the following. In case 1, σ 2 is often assumed to be known from long standing experiences with observations of this kind. In case 2, this assumption is not made due to lack of such experiences. As an alternative hypothesis H A , it is proposed that the observations contain, besides the noise ε, a signal s in the form of a sinusoidal oscillation:
The angular frequency ω is assumed to be from an interval [ω min , ωmax] with properly specified bounds 0 < ω min < ωmax. A parameter vector θ is set up and this vector is sought in the parameter space Θ.
As usual, R n denotes the cartesian power of the set of real numbers R, R + denotes the set of positive real numbers and × is the cartesian product operator. A proper formulation of the proposed hypotheses according to the formalism of statistics (e.g. Teunissen 2000) reads
As usual, 0 n denotes the cartesian power of the set : This means that the parameter space Θ is subdivided into two disjoint subspaces Θ 0 and Θ A . If H 0 holds true then θ∈Θ 0 and if H A holds true then θ∈Θ A . Nonetheless, we formally keep ω in the parameter vector θ.
In statistics, the parameters in vector θ are called nuisance parameters. Note that in the case θ∈Θ 0 the angular frequency ω is cancelled in eq. 2. This means that the nuisance parameter ω is only present under the alternative hypothesis. Such a non-standard test is treated by Andrews and Ploberger (1994) and Hansen (1996) . It turns out that "the classical asymptotic optimality properties of Lagrange multiplier (LM), Wald, and likelihood ratio (LR) tests do not hold in these nonstandard problems" and "the LR test is not found to be an optimal test" (Andrews and Ploberger 1994) . Nonetheless, we use the LR test (see subsection 3.1) because there are no well-established alternatives.
We desire to test statistically the hypotheses H 0 versus H A , i.e. none versus one sinusoidal oscillation in y. For this purpose a test statistic T(y) needs to be introduced. This is a function of the observations y. Its actual value allows us to decide if H 0 or H A holds true, with some small probability of decision error. Extreme values of T indicate that H 0 must be rejected. Next we derive a probability distribution of T(y) and choose a probability of type I decision error α (significance level). Therefrom we derive a critical value c, beyond which we will find values of T only with probability α, provided that H 0 holds true. If the actual value of T exceeds c then we are inclined to reject H 0 , otherwise we fail to reject it. The various tests differ with respect to the proposed test statistics T(y).
Methodology

Likelihood ratio test
We consider the likelihood function L (θ | y) of the parameter vector θ. The test statistic T LR of the LR test is the ratio of the maximum of L (θ | y) within the subspace Θ 0 associated with H 0 and its total maximum: 
If no prior information is available for θ then the likelihood function L as a function of θ equals the probability density function (PDF) as a function of y. This case is the most common one and will be exclusively considered further. The PDF of y equals that of ε, which can directly be taken from eq. 4, shifted by the non-random vector s(a 0 , a 1 , a 2 , ω) of signals in eq. 5:
with
where ||x|| Q 2 := x T Q −1 x denotes the L2-norm with weight matrix Q −1 (x is simply a wildcard here). Ω is often called "least squares error function". If H 0 holds true then this simplifies to
1n denotes the n-vector of ones. The computation of eq. 8 requires the solution of two nonlinear optimization problems, in the denominator of eq. 8 for the full set of parameters θ in eq. 6a or eq. 6b and in the numerator of eq. 8 only for the parameter a 0 , in case 2 supplemented by the parameter σ 2 .
Case 1: If σ 2 is known then maximizing L in eq. 10 and eq. 12 equals minimizing Ω and Ω ′ , and in turn coincides with the common least squares solution of eq. 3 and eq. 5, respectively:
whereâ 0 ,â 1 ,â 2 ,ω denote the common least squares estimates of a 0 , a 1 , a 2 , ω andâ ′ 0 denotes the least squares estimates of a 0 under H 0 , i.e. with the restriction a 1 = a 2 = 0.
Alternatively we may use the fully equivalent test statistic
Case 2: A necessary condition for a stationary point of L is ∂L(θ | y)/∂σ 2 = 0, which yields the well-known maximum likelihood estimate of σ 2 aŝ
in the denominator and in the numerator of eq. 8, respectively. In both cases the argument of exp() in eq. 10 and eq. 12 at the maximum equal −n/2, such that the exp-terms cancel in eq. 8. Obviously, the det-terms cancel as well. The remaining terms σ −n yield the test statistic
If T 1 or T 2 is above some properly chosen critical value c 1 or c 2 , respectively, then we are inclined to reject H 0 :
For the same α-level this yields the same test decision as using T i LR (y), i = 1, 2 in eq. 13 or eq. 16.
Computation of the LR test statistics
So we are left with the computation of Ω ′ min (y) and Ω min (y) in eq. 14 or eq. 17, which are both ordinary least squares problems.
The computation of Ω ′ min (y) reduces to the special least squares problem y = a 0 · 1n with weight matrix Q −1 related to H 0 . Its solutionâ ′ 0 is known to be the weighted mean of observations.
The computation of Ω min (y) coincides with the solution of the weighted least squares problem y = s(a 0 , a 1 , a 2 , ω) with weight matrix Q −1 . Here we can take advantage of the fact that s is non-linear only as a function of ω, and linear otherwise. Therefore, for fixed ω, the least squares solution can be readily written down as
In this way, a 0 , a 1 , a 2 can be eliminated from Ω. As a result we obtain
The minimum of this univariate function is sought in the interval [ω min , ωmax] by
The minimum is obtained at an argument calledω. We can try to compute it by numerical functions like MAT-LAB's function fminbnd (MathWorks 2013), which is based on golden section search and parabolic interpolation. However, often Ωω has multiple local minima, which requires a global optimizer like the Interval Newton Method as proposed in (Mautz and Petrovic 2005) . Scargle (1982) modified the classical periodogram to what is now known as the Lomb-Scargle periodogram
Periodogram analysis
where τ (depending on ω) is defined as tan 2ωτ(ω) =
is a time shift, which makes the Fourier base vectors orthogonal even if the time instances t 1 , . . . , tn are not equispaced.
It is found by Scargle (1982) that for the least squares solution of the simplified problem 1. Q = I (i.e. statistical independence of noise, homoscedasticity) 2. a 0 = 0 (i.e. a weighted mean is pre-subtracted) the corresponding least squares minimum value Ωω(ω|y) in eq. 20 relates to P(ω|y) by
This is to say: Computing Ω min (y) in eq. 21 is equivalent here to maximizing P(ω|y) in eq. 22. On the other hand, Ω min ′ (y) in absentia of the constant term a 0 and Q = I equals ||y|| 2 , see eq. 12. The test statistic eq. 14 of case 1 assumes the special form
In periodogram analysis something similar to case 2 is not considered. If T P is above some critical value c P then we are inclined to reject H 0 :
For the same α-level this may yield a different test decision as compared to T 1 in eq. 14, due to Ω min ′ (y) not being constant.
The argument for dropping the constant term a 0 in eq. 2 is often that a mean value is pre-subtracted from the observations. However, this more or less invalidates Q = I (if valid at all) because such an operation necessarily correlates the reduced observation. Hopefully, this neglect is tolerable at least if n is large.
Moreover, if ω was known (consider that the interval [ω min , ωmax] reduces to a point) then the test statistic would simplify to
which under H 0 is well known to follow an exponential distribution (Scargle 1982 , Frescura 2007 :
Therefore, the critical value c P is easily derived from the inverse exponential cumulative distribution function.
In order to use this convenient property even in the case that ω is not known, it is proposed to set up a multiple tests (Scargle 1982 ) for a set of frequencies like
If one of the test statistics T P (y, ω j ) in eq. 26 or equivalently their maximum
exceeds some critical value cmax P then we are inclined to reject H 0 .
The latter relationship would hold as an equality if and only if all T P (︀ y, ω j )︀ are statistically independent. In the case of equispaced sampling this is the case for the frequencies
where T is the total time span and ⌊·⌋ denotes the largest previous integer. This has been reported by Scargle (1982) , who calls ω j the "natural frequencies". Otherwise the identification of such frequencies has not yet been fully successful (Scargle 1982 , Horne and Baliunas 1986 , Frescura 2007 . In the case of non-equispaced time instances the test statistics T P (︀ y, ω j )︀ in eq. 26 with eq. 31 are in general not fully independent which makes a rigorous multiple test very difficult. It is generally supposed that the dependencies introduced by the uneven sampling are in some sense negligible.
Note that in the multiple test H A reads: "The observations contain a signal in the form of a sinusoidal oscillation with a frequency ω 1 or . . . or ω N ." This is remarkably different to H A used in eq. 7b or eq. 7d, where the frequency could attain any value in the interval [ω min , ωmax]. It seems as if this is no practical drawback as long as the set in eq. 28 is chosen sufficiently dense. But since P (ω|y) is a smooth function, the test statistics
of neighboring frequencies ω j ω j+1 are then highly correlated, which fully invalidates eq. 30.
Determination of critical values
If in eq. 14 or eq. 17 we obtain T i (y) > c i , where c i is a proper critical value derived from a desired α-level, then we are inclined to reject H 0 .
In statistics it is known that if s defined in eq. 5 would be a linear function then
where χ 2 (k 1 ) denotes the χ 2 -distribution with k 1 degrees of freedom and F(k 1 , k 2 ) denotes the F-distribution with k 1 and k 2 degrees of freedom (cf. Koch 1999 , Teunissen 2000 . In the following we will verify if we can use these distributions for the computation of the critical values at least approximately. Here we restrict ourselves to case 2 (σ 2 unknown). The critical value c 2 of the test of the hypotheses H 0 in eq. 7c versus H A in eq. 7d would equal the quantile of F(2, n − 4), such that
where F F −1 (α|2, n − 4) denotes the inverse cumulative distribution function of F(2, n − 4). Since s defined in eq. 5 is a nonlinear function, this is not exactly true. But it may be valid at least approximately, if the curvature of s is small in the subset of Θ, where parameters are somehow "relevant" for the solution of the nonlinear least squares problem. This is the standard assumption in geodesy when applying hypotheses tests to nonlinear models. However, this can be problematic if the relevant interval [ω min , ωmax] for ω is so large that Ωω is not at least approximately parabolic. Therefore, it is safer not to rely routinely on the approximate validity of eq. 33.
In general, the distribution of T 2 may also depend on the time instances t 1 , . . . , tn and on the cofactor matrix Q. Although H 0 is not a simple but composite hypothesis, i.e. it contains nuisance parameters a 0 σ 2 , the distribution of T 2 does not depend on those parameters. The reason is that they cancel in T 2 . This is seen as follows:
1. A a 0 -shift of y does affect neither Ω min nor Ω ′ min in eq. 17. 2. A change of σ 2 scales Ω min and Ω ′ min equally, such that it cancels in the ratio of eq. 17. Therefore, the desired distribution of T 2 can be computed for arbitrary parameters a 0 , σ 2 . In the following we set a 0 := 0, σ 2 := 1 for the sake of simplicity. Note that the same applies to T 1 in eq. 14 and T P max in eq. 29. Both test statistics do not dependent on a 0 and σ 2 .
A numerical method to derive the distribution of some test statistic T and therefrom the corresponding critical value c, even if h is nonlinear, is the Monte Carlo (MC) method. This method has been successfully used e.g. by Lehmann (2012) for the computation of critical values of normalized and studentized residuals employed in geodetic outlier detection. In principle, it replaces -random variates by computer generated pseudo random numbers (PRN), -probability distributions by histograms and -statistical expectations by arithmetic means computed from a large number of MC experiments, i.e. computations with PRN instead of noisy observations. It works as follows: 
Practical applications
An absolute gravimetric time series
Absolute gravity values g i were determined in the geodetic laboratory of the University of Applied Sciences Dresden by means of the absolute gravity meter FG5 (Microg LaCoste Inc., U.S.A.) (Reinhold 2013) . Over a period of 26 hours we obtained a time series with 25 gravity values given in Fig. 1 By visual inspection of the blue curve in Fig. 1 The manufacturer of the instrument provides us with a noise estimate of σ = 2 · 10 −8 m/s 2 = 2µGal (Reinhold 2013) . A similar study, purely based on the LSSA, has been undertaken for the Canadian Superconducting Gravimeter Installation by Yin Hui and Pagiatakis (2004) , with gaps, offsets, unequal sampling decimation of the data and unequally weighted data points. The authors show that for such data the LSSA is more suitable than Fourier analysis.
We want to stress that this exemplary time series is introduced here for the sake of simplicity. It is short and without gross errors or data gaps. This makes the computations simple and comprehensible.
Likelihood ratio test of the exemplary time series
In Fig. 2 the least squares objective function Ωω (ω|y) in eq. 20 is plotted as a function of ω on the interval [ωmin, ωmax] . It is observed that there are possible multiple local minima of Ωω (ω|y). For minimization of this function we use a kind of brute force method here: The function is evaluated on a grid of equispaced frequencies with spacing 0.1d −1 . This is dense enough to come close to the global minimum eq. 21 at least with one grid point. The minimum grid point is then used as an initial guess of the BroydenFletcher-Goldfarb-Shanno Quasi-Newton method (an optimization algorithm) with a cubic line search procedure, as implemented in MATLAB's function fminbnd (MathWorks 2013). In Fig. 1 we have plotted the observation values versus the least squares solution. The frequency estimate being the argument of the minimum in eq. 21 iŝ ω = 2π · 7. 
In Fig. 3 the histogram of the test statistic, eq. 17, determined by the MC method with M = 10 5 MC experiments together with the PDF of the related F-distribution F(2, 21) from eq. 32b is plotted. It is found that there is a remarkable difference between them. The test statistic has much larger values than expected by the F-distribution. This means that eq. 32b cannot even approximately be applied. The reason is that the linear model is not valid, not even approximately. This could have been expected by the multimodal structure of the least squares problem. If the linear model would be approximately valid then Ωω (ω|y) as a function of ω would be close to a parabola. Figure 2 proves the invalidity of the linear model. As a consequence, a critical value for the desired test cannot be derived from any F-distribution eq. 32b. 
Periodogram analysis of the exemplary time series
In Fig. 4 the Lomb-Scargle periodogram P (ω|y) in eq. 22 is plotted as a function of ω on the interval [ω min , ωmax]. It seems to be the mirror image of the least squares objective function as suggested by eq. 23. But this is not exactly true because the constant term a 0 has not been dropped here. Therefore, eq. 23 does not hold exactly. The Lomb-Scargle periodogram indicates that a sinusoidal oscillation of frequencyω = 2π · 7.29d −1 may be contained in the observations. This must be confirmed by a statistical hypothesis test. Computing the periodogram eq. 22 at the natural frequencies eq. 31 (neglecting ω 0 = 0) with total time span T = 315.44d − 314.36d = 1.08d we find a total maximum value max j P (︀ ω j |y )︀ = 5.14 attained at ω 10 = 2π · 9.26 and inserting into eq. 29 yields
The critical value cmax P derived from eq. 30 by Comparing this with eq. 36 we find that H 0 is accepted, even with α = 0.10. Again we do not detect any significant sinusoidal oscillation in this time series.
However, the frequency ω 10 is so close to the approximate Nyquist frequency that the periodogram may suffer from the aliasing effect. (Of course, aliasing is an effect of an equispaced time series only. But the exemplary gravimetric time series is almost equispaced, which results in a small aliasing effect.) Only three of the 12 natural frequencies eq. 31 are within the considered interval [ω min , ωmax]. These are the frequencies ω 7 = 2π · 6.46, ω 8 = 2π·7.38, ω 9 = 2π·8.31. The three corresponding periodogram values are 1.62, 3.96, 0.37. If, as before, we only consider them as admissible frequencies detectable in the time series then this would lead to It remains to be checked if eq. 37 is a sufficient approximation. For this purpose we compute the exact values cmax P by the MC method. We apply the same procedure as in the previous subsection to the case N = 3 of only three admissible frequencies and obtain α 0.10 0.05 0.01 c P max 3.35 4.05 5.70
The differences to the approximate critical values from eq. 37 are unimportant. But remember that the natural frequencies remain nearly independent as long as the time instances are nearly equispaced, as is the case here. Therefore, we can expect much larger differences e.g. in case of large data gaps.
Test power of the likelihood ratio test versus periodogram analysis
The key question in practical applications is whether the LR test statistics, eqs. 14, 17, or the periodogram analysis, eq. 29, has larger test power. Note that here we do not refer to the power of the signal, but to the power Π = 1 − β of the statistical test, which equals the probability that a false H 0 is rejected by the test, i.e. an existing sinusoidal oscillation in a time series is detected as such. β is known as the probability of a type II decision error (false negative rate) of the test. A more powerful test is to be practically preferred because it is more often able to reject a false H 0 . From the Neyman-Pearson lemma mentioned in subsection 3.1 we cannot rigorously deduce that the LR test is more powerful because this lemma is not exactly applicable here. At the moment it is unknown if the results of Andrews and Ploberger (1994) and Hansen (1996) could lead to more significantly powerful tests.
All test statistics were shown to be independent of the parameters (︀ a 0 , σ 2 )︀ , but H A has additional nuisance parameters a 1 , a 2 , ω, which unfortunately do not cancel. Therefore, Π generally depends on those parameters. In statistics, this relationship is known as the statistical power function Π (a1, a 2 , ω).
We investigate the power of testing a sinusoidal oscillation in the exemplary gravimetric time series by both the LR tests (case 1 and 2) and by the periodogram analysis. For all tests we compute the function Π (a1, a 2 , ω) by the MC method and compare their values. This will answer the question which test can detect a sinusoidal oscillation truly present in the observed time series, and which test produces type II (false negative) errors. Higher values of Π indicate a more powerful test. Loosely speaking, we compute in a MC simulation how often a sinusoidal oscillation is correctly detected by the tests. This ratio approximates Π.
Unfortunately, we cannot compute Π for all arguments a 1 , a 2 , ω. We guess that Π mainly depends on 1. the ratio of amplitude of the disturbing signal and magnitude of the noise (signal-noise-ratio) and 2. in the case of periodogram analysis only: how the angular frequency ω relates to the natural frequencies ω j in eq. 31.
The phase of the signal is unimportant. Therefore, we restrict ourselves to a 2 = 0 (pure cosine oscillation). Here, the MC method works very similar to subsection 3.4: After generating M = 10 5 observations by
with Gaussian pseudo random noise ε i ∼ N(0, σ 2 ), σ = 2µGal, we apply the LR tests and the periodogram analysis. Note that in this investigation the gravity values g i from subsection 4.1 do not enter, but only the time instances t i .
The results here do therefore not dependent on those observations. The statistical power functions Π (︀ σ/2, 0, ω )︀ and Π (σ, 0, ω) are displayed in Fig. 5 and 6 . Remember that values close to 1 mean that a truly exisiting sinusoidal oscillation in a time series is detected as such almost without fail. Note that Π is a continuous function of ω, i.e. it can be evaluated at any angular frequency ω, not only at the natural frequencies ω j in eq. 31 in the case of periodogram analysis. 
, which is trivial because a stronger oscillation is more easily detected. 2. The power is larger if α is also large, which is again trivial because for larger α, H 0 is more often rejected, also if it is false. 3. The power of the periodogram analysis strongly depends on the angular frequency ω. It is high if ω coincides with a natural frequency ω j . This is also not surprising because here the periodogram has been evaluated in eq. 29. The power of the LR-tests is nearly independent of ω. 4. The power of the LR-test case 1 considerably exceeds case 2. This is the effect of σ 2 known. 
Final example with a data gap
Finally, we will test both methods at an irregularly sampled time series with a considerable data gap. To check if the correct test decision has been made, it is important here to use synthetic data. Assume a diurnal oscillation ω true = 2π · d −1 has been sampled almost hourly over a time span of 126 h (T = 5.25d). The time instances t are uniformly distributed over the first quarter of each hour and there is a simulated data gap at the first half of the third day. We assume that ε ∼ N(0, I) is correctly known. Furthermore, the true unknown coefficients in eq. 1 are a 0 = a 2 = 0 and a 1 is varied in the range of 0. . . 0.7. This is also the signal-to-noise-ratio. Figure 7 displays this time series for a 1 = 0.7. The frequency taken as unknown is looked for between ω min = π · d −1 and ωmax = 4π · d −1 . According to eq. 31, the eight natural frequencies are
This means, the true frequency ω true is between ω 5 and ω 6 . By the MC method in the same way as in subsection 4.2 we find the critical values for T 1 of the LR test. With N = 8 we obtain from eq. 37 the critical values for T For α = 0.10 the LR test is able to detect an oscillation with amplitude a 1 > 0.47, while the periodogram method needs a 1 > 0.61 to come to the decision that there is truly a sinusoidal oscillation in the time series. With higher significance levels, the limits are increased according to Fig. 8 . This example proves that there is in principle no drastic change of the situation when dealing with -longer time series, -more irregular time instances and -larger data gaps than considered in subsections 4.1-4.4. 
Conclusions
Our paper does not introduce a new method, but opposes the analysis of the Lomb-Scargle periodogram for detecting a single sinusoidal oscillation in a time series to the LR test, which is the standard statistical test performed in geodesy. The second method has never been applied to the problem of detecting sinusoidal oscillations with unknown frequencies.
It is demonstrated that both testing methods are closely related, but are in general not identical. The differences are as follows:
Advantages of the LR test:
1. The LR test is more flexible because it immediately allows for heteroscedastic observations, even for Test statistics T 1 of eq. 14 and T P max of eq. 29 for the example given in section 4.5 with corresponding critical values (dashdotted) and amplitude limits, where they are exceeded correlated observations with a non-diagonal cofactor matrix Q. 2. The LR test is more flexible because it is easily applied to the case of an unknown variance factor σ 2 (called case 2 here). The periodogram analysis could also be extended to this case, but this has not yet been done. 3. The LR test is more flexible because it allows for an unknown constant shift parameter (here a 0 ) and even higher order (e.g. linear) trend models. 4. Periodogram analysis has serious limitations, first of all the problems with the natural frequencies. If the time series is highly unequispaced then the natural frequencies of the periodogram get statistically more and more dependent. In contrast to this, by the LR test we do not encounter any problems here.
Advantages of periodogramm analysis:
1. Periodogramm analysis is conceptually clearer. It can be explained even to persons without statistical background. 2. Periodogramm analysis is computationally less expensive because it avoids any nonlinear optimization as well as the application of the MC method. 3. Periodogramm analysis is simple to implement into a computer program.
However, according to our experiences, modern computers have enough computational power to compute critical values by the MC method even for large time series. Therefore, for most users the LR test is recommended.
The exemplary gravimetric time series used here does not require too much flexibility: The time series is almost equispaced, the noise is statistically independent and homoscedastic. Therefore, the periodogram analysis is an option and performs moderately well.
Using a standard significance level we obtain the same test decision by any test. From the geophysical background of the example we have reasons to believe that it is the correct test decision. Note that the example only illustrates the operating mode and proves the workability of the testing methods. It cannot decide which method is generally superior.
A further comparison shows that the statistical test power of the periodogram analysis is about the same as for the LR test with known variance factor σ 2 (called case 1 here), but unlike in the LR test, it depends on the frequency (good near the natural frequencies and poor otherwise). The experiment with a longer time series having a considerable data gap and more irregular sampling time instances shows that the results are in principle also valid in this case. The LR test was able to detect an oscillation with a smaller amplitude, but this might not always be the case in other applications.
Finally, we mention that the results can be extended to the case of multiple sinusoidal oscillations. However, the minimization problem eq. 21 is then a multivariate optimization problem, which makes the MC method computationally even more costly. If the computer power is available, we see no insurmountable obstacle.
In the future it is worth trying to replace the LR-test by even more powerful tests following the line of Andrews and Ploberger (1994) and Hansen (1996) .
