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Предложен модифицированный метод декодирования турбо-кодов, осо-
бенностью которого является комбинация различных декодеров в турбо-
декодере, что позволяет уменьшить сложность и время декодирования. 
 
Постановка проблемы. Для декодирования турбо-кодов применяется 
итерационный турбо-декодер, состоящий из двух или более декодеров, 
производящих мягкие решения. Основными алгоритмами декодирования 
являются МАР (maximum a posteriori probability) алгоритм и SOVA (soft 
output Viterbi algorithm) алгоритм. МАР алгоритм позволяет обеспечить 
минимальную ошибку декодирования. Недостатком МАР алгоритма явля-
ется большая сложность, что даже при современной элементной базе при-
водит к значительным временным затратам. Субоптимальные алгоритмы 
декодирования – SOVA или min-log-MAP обеспечивают приемлемую слож-
ность, но приводят к увеличению вероятности ошибки декодирования по 
сравнению с МАР алгоритмом. Таким образом, необходима модификация 
метода декодирования турбо-кодов для получения приемлемой сложности 
декодирования и вероятности ошибки декодирования, близкой к вероятности 
ошибки декодирования турбо-декодера с использованием МАР алгоритма.  
Анализ литературы. МАР алгоритм для декодирования сверточных ко-
дов впервые был предложен в [1]. В [2] этот алгоритм модифицирован для 
систематических сверточных кодов. В [3, 4] уменьшена сложность декодиро-
вания МАР алгоритма без увеличения вероятности ошибки декодирования, а 
также предложен log-MAP алгоритм. Упрощенный алгоритм, который назы-
вается min-log-MAP алгоритмом, предложен в [4]. SOVA алгоритм, являю-
щийся модификацией алгоритма Витерби для получения мягких решений, 
был предложен в [5]. В [6 – 9] предлагаются модификации SOVA алгоритма 
для уменьшения вероятности ошибки и времени декодирования. 
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работ [5 – 8] показывает, что использование только субоптимальных 
составляющих декодеров (min-log-MAP, SOVA) позволяет уменьшить 
сложность и время декодирования, но приводит к заметному увеличе-
нию вероятности ошибки декодирования турбо-декодера.  
Учитывая предыдущие выводы, предлагается модифицированный 
метод декодирования турбо-кодов, особенностью которого является ис-
пользование различных составляющих декодеров – log-MAP и SOVA. При 
этом, за счет того, что один из декодеров является субоптимальным, до-
стигается уменьшение сложности и времени декодирования. 
Известно, что наименьшую сложность и наибольшую вероятность 
ошибки декодирования имеет SOVA декодер. Существует ряд работ [7, 9] 
по улучшению характеристик SOVA декодера. В [9] мягкие решения SOVA 
декодера предлагается умножать на коэффициент 22A   / , где   – 
среднее значение мягких решений, 2  – дисперсия мягких решений. Одна-
ко при этом значительно увеличивается сложность декодирования. В [7] 
предлагается отказаться от вычисления   и 
2
 , используя постоянное 
значение коэффициента А, что позволяет улучшить характеристики SOVA 
декодера при сохранении низкой сложности декодирования. Таким обра-
зом, целесообразно использование постоянного значения коэффициента А 
для уменьшения вероятности ошибки декодирования турбо-декодера с раз-
личными составляющими декодерами. Кроме того, дополнительное умень-
шение вероятности ошибки декодирования может дать изменение на каж-
дой итерации алгоритма декодирования составляющих кодов. 
На рис. 1 представлена схема модифицированного турбо-декодера, в ко-  
Рис. 1. Схема модифицированного турбо-декодера 
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тором используются различные составляющие декодеры, а также изменяется 
на каждой итерации алгоритм декодирования составляющих кодов. При этом 
мягкие решения SOVA декодера, которые являются априорной информацией 
для другого декодера, умножаются на постоянный коэффициент А. 
Оценка сложности декодирования. Для ),( kn  сверхточных кодов с 
памятью   оценка сложности декодирования проведена в [10]. В табл. 1 
приведено количество операций для различных декодеров. 
Таблица 1 
Количество операций 
Операции log-MAP min-log-MAP SOVA 
Сложение 6226 k    8224 k    9222 k    
Умножение 622k     222 k  22k  
Нахождение мини-
мального значения 224 
  224    222    
Обращение  
к таблице 224 
  – – 
Общее количество 
операций 88272
k  )(  64262 k  )(  72232 k  )(  
 
Общее количество операций турбо-декодера со скоростью 1/3 оце-
нивается следующим образом [11]: 
104SSiS 21ТД  )( ,                                  (1) 
где i  – количество итераций; 1S  и 2S  – общее количество операций со-
ставляющих декодеров. 
Используя (1) была проведена оценка общего количества операций 
модифицированного турбо-декодера. Для сравнения также проведена 
оценка общего количества операций турбо-декодера с log-MAP, min-log-
MAP и SOVA составляющими декодерами. При этом были получены сле-
дующие результаты: MAPlogSOVA S40S  , , MAPlogMAPlogmin S70S   , , 
MAPlogмод S70S  , . Таким образом MAPlogminмод SS  , т.е. общее коли-
чество операций модифицированного турбо-декодера и турбо-декодера с 
min-log-MAP составляющими декодерами приблизительно равно. 
Результаты моделирования. С целью подтверждения характери-
стик модифицированного турбо-декодера было проведено моделирова-
ние. Для примера был выбран турбо-код со скоростью 1/3, составляю-
щими сверточными кодами с памятью 2 , количеством информаци-
онных символов 400. При этом составляющие кодеры устанавливаются в 
нулевое состояние дополнительными хвостовыми последовательностя-
ми. Количество итераций 8, глубина декодирования SOVA декодера 18, 
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перемежитель псевдослучайный. Предполагалось, что используется ФМ 
в канале без памяти с аддитивным белым гауссовым шумом. 
На рис. 2 представлена зависимость вероятности ошибки на бит от 
значения коэффициента А для модифицированного турбо-декодера, полу-
ченная путем моделирования при  дБ1N/E 0b  . Из рис. 2 видно, что веро-
ятность ошибки минимальна при A = 0,6. 
На рис. 3 кривая 6 
представляет зависимость 
вероятности ошибки на 
бит от отношения Eb / N0 
для модифицированного 
турбо-декодера при A = 0,6. 
Для сравнения, на этом же 
рисунке представлены за-
висимости вероятности 
ошибки на бит от Eb / Nb 
для различных составля-
ющих декодеров: 1 – log-
MAP составляющие деко-
деры; 2 – min-log-MAP 
составляющие декодеры; 3 
– SOVA составляющие декодеры; 4 – log-MAP и SOVA составляющие деко-
деры; 5 – SOVA составляющие декодеры с умножением мягких решений на 
коэффициент A = 0,6.  
Рис. 3. Зависимость вероятности ошибки от 0b N/E  
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Из рис. 3 следует, что проигрыш турбо-декодеру с составляющими 
log-MAP декодерами незначителен. 
 
Выводы. Научным результатом работы является модифицированный 
метод декодирования турбо-кодов, особенностью которого является комби-
нация различных составляющих декодеров в турбо-декодере. С практической 
стороны это позволяет уменьшить сложность и время декодирования турбо-
декодера за счет незначительного увеличения вероятности ошибки декоди-
рования. Направление дальнейших исследований – поиск субоптимальных 
алгоритмов декодирования, которые могут обеспечить вероятность ошибки 
декодирования меньше, чем min-log-MAP алгоритм. 
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