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A linear combination L(s) of two Dirichlet L-functions has inﬁnitely
many complex zeros in Re s < 0. In this note we prove an inﬁnity
of complex zeros of L(k)(s) in the same region.
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1. Introduction
We deﬁne Dirichlet’s L-functions (mod 5) by L j(s) = ∑∞n=1 χ j(n)n−s where χ0 is the principal
character, χ3 is non-principal real character, and χ1(2) = i, and χ2(2) = −i. All these Dirichlet char-
acters are completely multiplicative and have the period 5. We denote a Dirichlet series L(s) by
L(s) = 1
2
sec θ
(
e−iθ L1(s) + eiθ L2(s)
)
,
where θ is the root of sin 2π5 + tan θ sin 4π5 =
√
5
2 between 0 and π/4. Then we have the functional
equation
(
5
π
) 1
2 s
Γ
(
1
2
+ 1
2
s
)
L(s) =
(
5
π
) 1
2− 12 s
Γ
(
1− 1
2
s
)
L(1− s) (1.1)
and the following theorem in [8, §10.25].
Theorem A. For a positive constant A, the number of zeros of L(s) in the region Re s > 1 and 0 < Im s < T is
greater than AT as T → ∞.
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analogue of the Riemann hypothesis (RH) for L(s) is false. By (1.1) Theorem A also holds for the
half-plane Re s < 0.
Speiser [7] proved that RH is equivalent to the derivative of the Riemann zeta function ζ ′(s) having
no zeros in 0< σ < 1/2, and Levinson and Montgomery [5] showed that under RH, ζ (k)(s) has at most
a ﬁnite number of complex zeros in σ < 1/2 for k  1. For a quantitative behavior for zeros of ζ(s),
Selberg [6] proved
∑
Tγ2T
β>1/2
(
β − 1
2
)
= O (T ).
On the other hand, Levinson and Montgomery [5] showed
2π
∑
Tγ (k)2T
(
β(k) − 1
2
)
= kT log log T
2π
+ T log
√
2
log2
+ O
(
T
log T
)
,
where β(k) + iγ (k) denote the complex zeros of ζ (k)(s). Note that the number of zeros in 0< Im s < T
for ζ (k)(s) (k  0) is approximately T2π log T (see [8, Theorem 9.4] and [1]). Thus, we easily observe
that zeros of the derivatives of ζ(s) tend to move to the right whenever we differentiate the deriva-
tives. Based on this propensity for the derivatives, Levinson [4] was able to prove at least 1/3 of zeros
of ζ(s) are on the critical line, and Conrey [2] improved it up to 2/5.
Theorem 1. Let k be a nonnegative integer. Then, the number of zeros of L(k)(s) in the region Re s < 0 and
0< Im s < T is greater than AT as T → ∞, where the positive constant A is not depending on k.
Note that the proof of Theorem 1 follows from the same method as in that of Theorem A. As
contrasted with the behavior of zeros of the derivatives of ζ(s), Theorem 1 provides an interesting
aspect of zeros of the derivatives of a Dirichlet series for we generally expect that complex zeros of
the derivatives of a Dirichlet series move to the right whenever we differentiate them.
2. Proof of Theorem 1
We deﬁne α by
α(p) = 1
2
(1+ i)χ1(p) + 1
2
(1− i)χ2(p)
for any prime p, and α(mn) = α(m)α(n) for any positive integers m, n. Let
M j(s) =
∞∑
n=1
α(n)χ j(n)
ns
and N(s) = 1
2
sec θ
(
e−iθM1(s) + eiθM2(s)
)
.
Since M1(s) =∏p(1− α(p)χ1(p)p−s)−1, we have
logM1(σ ) =
∑
p
α(p)χ1(p)
pσ
+ O (1)
= 1+ i
2
∑
p
χ1(p)2
pσ
+ 1− i
2
∑
p
χ1(p)χ2(p)
pσ
+ O (1)
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2
∑
p
χ3(p)
pσ
+ 1− i
2
∑
p
χ0(p)
pσ
+ O (1)
= −1− i
2
log(σ − 1) + O (1)
for σ > 1. Hence we get
N(σ ) = sec θ Re[e−iθM1(σ )]= sec θ√
σ − 1 cos
(
1
2
log(σ − 1) + O (1)
)
eO (1).
Thus N(σ ) has zeros at σ = 1 + e−(2n+1)π+O (1) for each integer n. Let s1 > 1 be a real zero of N(s).
Choose a small value 0 < η < s1 − 1 such that N(s) = 0 for |s − s1| = η. Let  = inf|s−s1|=η |N(s)| > 0,
and 0< δ < s1 − 1− η.
Lemma 1. Let D be the differential operator dds . Let 
′ > 0. Then, for some A > 0, there are at least AT values
of t in the open interval (0, T ) such that |L(s + it) − N(s)| < ′ for Re(s) 1 + δ and | Im(s)| s1 − 1 − δ.
Moreover, |Dl[L(s + it) − N(s)]| < l!(s1 − 1− δ − η)−l′ for |s − s1| η and positive integers l.
The ﬁrst part of this lemma follows from [8, §10.25], and the second part follows by Cauchy’s
integral formula.
Lemma 2. On any ﬁxed vertical strip a Re(s) b as t → ∞, we have
ψ(s) = Γ
′
Γ
(s) = log t + O (1) and ψ(m)(s) = O
(
1
tm
)
(m = 1,2,3, . . .).
Stirling’s formula for the Gamma function implies Lemma 2.
We set
g(s) = 2√
5
(
5
2π
)s
Γ (s) sin
π s
2
.
By (1.1), we have L(1− s) = g(s)L(s). Then, we obtain
g( j)
g
(s + it) = log j t + O (log j−1 t) ( j = 1,2,3, . . .). (2.1)
To prove (2.1), we use Lemma 2 and induction. From Lemma 2 and the formula
g′
g
(s + it) = log 5
2π
+ ψ(s + it) + π
2
cosπ(s + it)/2
sinπ(s + it)/2 ,
we have the case j = 1. Now, suppose (2.1) is true for j  n. Then, we have
g(n+1)
g
(s + it) = g
(n)
g
(s + it) g
′
g
(s + it) + D
[
g(n)
g
(s + it)
]
= logn+1 t + O (logn t)
by the induction assumption and Cauchy’s Integral formula. Thus we prove (2.1).
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∣∣Dk[g(s + it)(L(s + it) − N(s))]∣∣=
∣∣∣∣∣
k∑
j=0
(
k
j
)
D j
[
g(s + it)]Dk− j[L(s + it) − N(s)]
∣∣∣∣∣
 ′ logk t
∣∣g(s + it)∣∣(1+ O (log−1 t));
Dk[g(s + it)N(s)]
g(s + it)N(s) =
g(k)
g
(s + it) +
k∑
j=1
(
k
j
)
g(k− j)
g
(s + it)N
( j)
N
(s)
= logk t + O (logk−1 t)
on |s − s1| = η. By these and taking ′ < /2 in Lemma 1, we have
∣∣(−1)kL(k)(1− s − it) − logk tg(s + it)N(s)∣∣
= ∣∣Dk[g(s + it){L(s + it) − N(s)}]+ Dk[g(s + it)N(s)]− logk tg(s + it)N(s)∣∣
< logk t
∣∣g(s + it)N(s)∣∣
on |s− s1| = η for suﬃciently large t . Thus, by Rouché’s theorem and Lemma 1, there are at least AT
values of t in (0, T ) such that L(k)(1 − s − it) and g(s + it)N(s) have the same number of zeros in
|s − s1| < η. Since s1 is a zero of N(s) there, L(k)(s) has at least one zero in |s − (1 − s1 − it)| < η.
Hence, we complete the proof of Theorem 1.
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