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Abstract
The existence and multiplicity results are obtained for solutions of Neumann problem for semilin-
ear elliptic equations by the least action principle and the minimax methods respectively.
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1. Introduction and main results
Consider the Neumann boundary value problems
−∆u= f (x,u)+ h(x) for a.e. x ∈Ω, ∂u
∂n
= 0 on ∂Ω, (1)
where Ω ⊂ RN (N  1) is a bounded domain with a smooth boundary and outward nor-
mal n(x), ∂u/∂n= n(x) · ∇u,f : 	Ω×R→R is a Carathéodory function, and h ∈ L2(Ω).
For problem (1) there are some well known solvability conditions, such as, the sign condi-
tion (see [1,2] and references therein); the monotonicity condition (see [3,4] and references
therein); the periodicity condition (see [5]) and the Landesman–Lazer type condition (see
[6,7] and references therein). The main tools in [3–5] are the dual least action principle,
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and the main technique in the others is the topological degree methods. Recently a new
Landesman–Lazer type condition and the sublinear condition are given in [8] and [9] re-
spectively by using the minimax methods. All of those are under the condition that f (x, t)
grows linearly at most.
In this paper, we obtain an existence theorem by the least action principle for prob-
lem (1) in the critical growth case and a multiplicity result is obtained by using the minimax
methods in the critical point theory, and in particular, a three-critical-point theorem pro-
posed by Brezis and Nirenberg [10] in the subcritical growth case. The main results are the
following theorems.
Theorem 1. Suppose that there exist a constant C1 > 0 and a real function γ ∈ L1(Ω)
such that∣∣f (x, t)∣∣ C1|t|2∗−1 + γ (x) (2)
for all t ∈R and a.e. x ∈Ω , where 2∗ ≡ 2N/(N − 2) if N  3 and 2∗ may be replaced by
any number in (2,+∞) if N = 1 or 2, and that
F(x, t)
=
t∫
0
f (x, s) ds→−∞ (3)
as |t| →∞ uniformly for a.e. x ∈Ω . Assume that h ∈L2(Ω) satisfies that∫
Ω
h(x) dx = 0. (4)
Then problem (1) has at least one solutions in the Sobolev space H 1(Ω).
Remark 1. There are functions f (x, t) and h(x) satisfying our Theorem 1 and not satisfy-
ing those in [1–9]. In fact, let
f (x, t)=− 2t
1+ t2 + 2
∗|t|2∗−2t cos |t|2∗
and h ∈L2(Ω) satisfying (4). Then
F(x, t)=− ln(1+ t2)+ sin |t|2∗
satisfies (2) and (3). Hence f (x, t) and h(x) satisfy our Theorem 1. But f (x, t) does not
satisfy the theorems in [1–9] for it is growing critically.
Theorem 2. Suppose that
h= 0 (5)
and that there exist C2 > 0 and 2 < p < 2N/(N − 2) for N  3 (2 < p <+∞, for N =
1,2) such that∣∣f (x, t)∣∣ C2(|t|p−1 + 1) (6)
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a ∈ L∞(Ω) and δ > 0 such that a(x) µm+1 for a.e. x ∈Ω ,
meas
{
x ∈Ω | a(x) < µm+1
}
> 0,
and
µm 
f (x, t)
t
 a(x) (7)
for all 0< |t| δ and a.e. x ∈Ω , where µm is themth distinct eigenvalue of the eigenvalue
problem
−∆u= µu in Ω, ∂u
∂n
= 0 on ∂Ω,
µ1 = 0. Then problem (1) has at least two nonzero solutions in H 1(Ω).
Remark 2. There are functions f (x, t) satisfying our Theorem 2 and not satisfying those
in [1–9]. In fact, let
f (x, t)=
{
µmt, |t| δ,
C3(−2t/(1+ t2)+ p|t|p−2t cos |t|p ), |t| δ,
where C3 = µm(−2/(1+ δ2)+ p|δ|p−2 cos |δ|p )−1 and 2 < p < 2N/(N − 2) for N  3
(2 < p <+∞, for N = 1,2). Then f (x, t) satisfies our Theorem 2. But this f (x, t) does
not satisfy the theorems in [1–9] for it is not linearly growing.
Remark 3. The referee kindly pointed out that condition (6) of Theorem 2 can be dropped
in the case that f (x, t) is independent of x . In fact, we consider f (x, t)= f (t) and F(t)=∫ t
0 f (s) ds →−∞ as |t| → +∞. To prove Theorem 2 without (6), we need to truncate
f (t) suitably. From (3), we see that there are T+ > 0 and T− > 0 large such that f (T+) < 0
and f (−T−) > 0. Define f¯ (t)= f (t) if t ∈ (−T−, T+) and extend f¯ (t) into (−∞,−T−]∪
[T+,+∞) in such a way that f¯ (t) < 0 if t ∈ [T+,+∞), f¯ (t) > 0 if t ∈ (−∞,−T−], and
(3) and (6) hold. Now consider
−∆u= f¯ (u) in Ω, ∂u
∂n
= 0 on ∂Ω. (∗)
It is easy to check that every solution u of (∗) satisfies −T−  u  T+ and thus u also
satisfies (1). So we can apply Theorem 2 to (∗).
We do not know whether condition (6) of Theorem 2 can be dropped in the case that
f (x, t) is dependent on x because that the truncating argument pointed out by the referee
is not suitable for this case. For example, let N = 3, Ω = {x ∈ R3 | |x|< 2} and
f (x, t)= 2t|x|2 − t3|x|4 − t
2(1+ t2)
for x ∈Ω and t ∈R. Then we have
F(x, t)
=
t∫
f (x, s) ds = t2|x|2 − 1
4
t4|x|4 − 1
4
ln(1+ t2)0
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4
t2|x|2
(
1− 1
4
t2|x|2
)
− 1
4
ln(1+ t2)
 4×
(
1
2
)2
− 1
4
ln(1+ t2)→−∞
as |t| →∞. But there does not exist some T+ > 0 such that f (x,T+) < 0 for all x ∈Ω . In
fact, when T+ > 1, choose x0 ∈ R3 such that |x0| = 1/T+, then one has
f (x0, T+)= 2 1
T+
− 1
T+
− T+
2(1+ T 2+)
 1
2T+
> 0;
and when 0 < T+  1, choose x0 ∈R3 such that |x0| = 1, then we obtain
f (x0, T+)= T+
(
2− T 2+
)− T+
2(1+ T 2+)
 T+ − T+2 =
T+
2
> 0.
In the case that N = 1, some better results could be obtained.
Theorem 3. Suppose that there exist b ∈ C(R+,R+) and γ ∈L1(0,π;R+) such that∣∣f (x, t)∣∣ b(|t|)γ (x)
for all t ∈R and a.e. x ∈ (0,π) and that
F(x, t)→−∞ as |t| →∞
uniformly for a.e. x ∈ [0,π]. Assume that h ∈ L1(0,π) satisfying ∫ π0 h(x) dx = 0. Then
the problem
−u′′ = f (x,u)+ h(x) in (0,π), u′(0)= u′(π)= 0
has at least one solution in H 1(0,π).
Theorem 4. Under the conditions of Theorem 3 with h= 0, assume that there exist m 0
and δ > 0 such that
m2  f (x, t)
t
 (m+ 1)2
for all 0 < |t|  δ and a.e. x ∈ (0,π). Then the problem in Theorem 3 has at least three
distinct solutions in H 1(0,π).
Remark 4. We do not know if condition (7) in Theorem 2 can be replaced by the weak one
that
µm 
f (x, t)
t
µm+1
for all 0 < |t| δ and a.e. x ∈Ω as the same as Theorem 4.
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Let
ϕ(u)= 1
2
∫
Ω
|∇u|2 dx −
∫
Ω
F(x,u) dx −
∫
Ω
hudx
for u ∈H 1(Ω), where H 1(Ω) is a Hilbert space with the norm given by
‖u‖ =
(
|u¯|2 +
∫
Ω
|∇u|2 dx
)1/2
,
and
u¯= (measΩ)−1
∫
Ω
u(x) dx.
In a way similar to Theorem 1.4 in [11] we can prove that ϕ ∈ C1(H 1(Ω),R) under con-
dition (2). It is well known that u ∈H 1(Ω) is a solution of problem (1) if and only if u is
a critical point of ϕ. By Sobolev’s inequality there exists a positive constant C such that
‖u‖L1(Ω)  C‖u‖, ‖u‖L2(Ω)  C‖u‖, ‖u‖Lp (Ω)  C‖u‖ (8)
for all u ∈H 1(Ω), where p is the same as in Theorem 2.
Proof of Theorem 1. First there exist a real function β ∈L1(Ω) and G ∈C(R,R), which
is subadditive, that is,
G(s + t)G(s)+G(t) (9)
for all s, t ∈R, and coercive, that is,
G(t)→+∞ (10)
as |t| →∞, and satisfies that
G(t) |t| + 4 (11)
for all t ∈R, such that
F(x, t)−G(t)+ β(x) (12)
for all t ∈ R and a.e. x ∈Ω . In fact, since F(x, t)→−∞ as |t| →∞ uniformly for a.e.
x ∈ Ω , there exists a sequence of positive integers (nk) with nk+1 > 2nk for all positive
integer k such that
F(x, t)−k (13)
for all |t| nk and a.e. x ∈Ω . Let n0 = 0 and define
G(t)= k + 2+ |t| − nk−1
nk − nk−1 (14)
for nk−1  |t|< nk , where k ∈N .
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k + 2G(t) k + 3 (15)
for nk−1  |t|< nk . By (2) one has∣∣F(x, t)∣∣ C1
2∗
|t|2∗ + γ (x)|t|
for all t ∈R and a.e. x ∈Ω . It follows that
F(x, t) C1
2∗
n2
∗
1 + γ (x)n1 −G(t)+ β(x)
for all |t| n1 and a.e. x ∈Ω by (15), where
β(x)= C1
2∗
n2
∗
1 + n1γ (x)+ 4.
When k  2, we have
F(x, t)−(k − 1)=−(k + 3)+ 4−G(t)+ β(x)
for all nk−1  |t| nk and a.e. x ∈Ω by (13) and (15). Hence (12) holds.
It is obvious that G is continuous and coercive. Moreover, one has
G(t) |t| + 4
for all t ∈R. In fact, for every t ∈ R there exists k ∈N such that
nk−1  |t|< nk
which implies that
G(t) k + 3 nk−1 + 4 |t| + 4
for all t ∈R by (15) and the fact that nk  k for all integers k  0.
Now we only need to prove the subadditivity of G. Let
nk−1  |s|< nk, nj−1  |t|< nj ,
and m=max{k, j }. Then we have
|s + t| |s| + |t|< nk + nj  2nm < nm+1.
Hence we obtain, by (15),
G(s + t)m+ 4 k + 2+ j + 2G(s)+G(t),
which shows that G is subadditive.
Next, the functional ϕ is coercive. In fact, from (12), (9), (11) and (8) one obtains∫
Ω
F(x,u) dx −
∫
Ω
G(u) dx +
∫
Ω
β(x) dx
−
∫ (
G(u¯)−G(−u˜))dx + ∫ β(x) dx
Ω Ω
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Ω
G(u¯) dx + ‖u˜‖L1(Ω) + 4 measΩ +
∫
Ω
β(x) dx

(
4−G(u¯))measΩ +C‖u˜‖+ ∫
Ω
β(x) dx
for all u ∈H 1(Ω), where u˜(x)= u(x)− u¯ and u¯= (measΩ)−1 ∫Ω u(x) dx . Hence by (4),
Hölder inequality and (8) we have
ϕ(u)= 1
2
∫
Ω
|∇u|2 dx −
∫
Ω
F(x,u) dx −
∫
Ω
hu˜ dx
 1
2
∫
Ω
|∇u˜|2 dx + (G(u¯)− 4)measΩ
−C‖u˜‖−
∫
Ω
β(x) dx− ‖h‖L2(Ω)‖u˜‖L2(Ω)
 1
2
‖u˜‖2 −C(1+ ‖h‖L2(Ω))‖u˜‖+ (G(u¯)− 4)measΩ −
∫
Ω
β(x) dx
for all u ∈H 1(Ω), which implies that ϕ is coercive by (10) and the fact that
‖u‖2 = ‖u¯‖2 + ‖u˜‖2.
At last, the functional ϕ is weakly lower semicontinuous. Indeed, if un ⇀ u weakly in
H 1(Ω) as n→∞, without loss of generality we may assume that
un → u in L2(Ω), un(x)→ u(x) for a.e. x ∈Ω
as n→∞. From (12) and (15) we obtain
F(x, t) β(x)
for all t ∈ R and a.e. x ∈Ω . Since F(x,un(x))→ F(x,u(x)) as n→∞, for a.e. x ∈Ω
we have
lim sup
n→∞
∫
Ω
F(x,un) dx 
∫
Ω
F(x,u) dx
by Lebesgue–Fatou lemma (see, e.g., [12, pp. 17–18]), which implies that the functional
ϕ2(u) =
∫
Ω
F(x,u) dx is weakly lower semicontinuous. By Mazur’s theorem (see, e.g.,
Theorem V.1.2 in [12]), the continuous convex functional ϕ1(u)=
∫
Ω |∇u|2 dx is weakly
lower semicontinuous. It is obvious that the functional ϕ3(u)=
∫
Ω
hudx is weakly contin-
uous. Hence ϕ = ϕ1 + ϕ2 + ϕ3 is weakly lower semicontinuous. It follows from the least
action principle (see, e.g., Theorem 1.1 in [11]) that ϕ has a minimum. Hence problem (1)
has at least one solution in H 1(Ω), which completes our proof. ✷
Now we prove Theorem 2. For convenience to quote we state a three-critical-point the-
orem proposed by Brezis and Nirenberg (see Theorem 4 in [10]).
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X =X1 ⊕X2
with dimX2 <∞ and let ϕ be a C1 function on X with ϕ(0) = 0, satisfying the (PS)
condition. Assume that, for some δ0 > 0
ϕ(v) 0 for v ∈X1 with ‖v‖ δ0
and
ϕ(v) 0 for v ∈X2 with ‖v‖ δ0.
Assume also that ϕ is bounded from below and infX ϕ < 0. Then ϕ has at least two nonzero
critical points.
Proof of Theorem 2. Let X2 be a finite-dimensional subspace of X = H 1(Ω) given by
X2 =Ker(∆+µ1)⊕ · · · ⊕Ker(∆+µm) and let X1 =X⊥2 . Then there exists δ0 > 0 such
that
ϕ(u) 0 for all u ∈X2 with ‖u‖ δ0, (16)
ϕ(u) 0 for all u ∈X1 with ‖u‖ δ0. (17)
In fact, from (7) one obtains
µmt
2  tf (x, t) a(x)t2
for all |t|< δ and a.e. x ∈Ω , which implies that
µmt
2s  tf (x, st) a(x)t2s
for all 0 < s  1, |t|< δ and a.e. x ∈Ω . Noting that F(x, t)= ∫ 10 tf (x, st) ds, we obtain
1
2
µmt
2  F(x, t) 1
2
a(x)t2
for all |t|< δ and a.e. x ∈Ω . By the equivalence of the norms on the finite-dimensional
space X2 there exists C4 > 0 such that
‖u‖∞  C4‖u‖
for all u ∈X2. Hence one has
ϕ(u) 1
2
∫
Ω
|∇u|2 dx − 1
2
µm
∫
Ω
|u|2 dx  0
for all u ∈X2 with ‖u‖ δ/C4.
By (6) we have∣∣F(x, t)∣∣C2(p−1|t|p + |t|)
for all t ∈R and a.e. x ∈Ω . Thus one has∣∣F(x, t)∣∣C2(p−1 + δ1−p)|t|p = C5|t|p
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F(x, t) 1
2
a(x)|t|2 +C5|t|p (18)
for all t ∈R and a.e. x ∈Ω .
Now we prove that there exists a constant a0 < 1 such that∫
Ω
a(x)|u|2 dx  a0
∫
Ω
|∇u|2 dx (19)
for all u ∈X1. In fact, if not, there exists a sequence {un}∞n=1 ⊂X2 such that∫
Ω
a(x)|un|2 dx >
(
1− 1
n
)∫
Ω
|∇un|2 dx
for all n, which implies that un = 0 for all n. By the homogeneity of the above inequality
we may assume that ‖un‖ = 1 and∫
Ω
a(x)|un|2 dx > 1− 1
n
(20)
for all n. It follows from the weak compactness of the unit ball of X2 that there exists a sub-
sequence, say {un}, such that un weakly converges to u in X2. Now Sobolev’s embedding
theorem suggests that un converges to u in L2(Ω). From (20) we obtain∫
Ω
a(x)|u|2 dx  1.
Moreover, one has
1
∫
Ω
|∇u|2 dx  µm+1
∫
Ω
|u|2 dx 
∫
Ω
a(x)|u|2 dx  1.
Hence we have
1=
∫
Ω
|∇u|2 dx = µm+1
∫
Ω
|u|2 dx
and ∫
Ω
(
µm+1 − a(x)
)|u|2 dx = 0
which implies that u ∈E(µm+1)\{0} and u= 0 on a positive measure subset. It contradicts
the unique continuation property of the eigenfunction.
It follows from (18), (19) and (8) that
ϕ(u) 1
2
∫
Ω
|∇u|2 dx − 1
2
∫
Ω
a(x)|u|2 dx −C5‖u‖pLp (Ω)
 1 (1− a0)‖u‖2 −C5Cp‖u‖p  02
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min{δ/C4, [(1− a0)/(2C5Cp)]1/(p−2)}.
It is obvious that ϕ is a C1-function with ϕ(0) = 0. By the proof of Theorem 1, ϕ is
coercive and bounded from below. Thus ϕ satisfies the (PS) condition by the subcritical
growth of f (x, t) and the coercivity of ϕ. In the case that infX ϕ < 0, Theorem 2 follows
from Lemma 1.
In the case that infX ϕ  0, by (16) one has ϕ(u) = infX ϕ = 0 for all u ∈ X2 with
‖u‖ δ, which implies that all u ∈X2 with ‖u‖ δ are solutions of problem (1). There-
fore Theorem 2 is proved. ✷
Proof of Theorems 3 and 4. Note that the growth condition in Theorem 3 implies that
ϕ ∈ C1(H 1(0,π),R) in a way similar to Theorem 1.4 in [11]. Using the same proof of
Theorem 1 one can prove Theorem 3.
Now we prove Theorem 4. Let X2 be a finite-dimensional subspace of H 1(0,π) given
by X2 = {∑mj=0 aj cos jx | aj ∈ R, j = 0, . . . ,m} and let X1 =X⊥2 . By the proof of The-
orem 2, we only need to prove the corresponding (16) and (17). From the condition of
Theorem 4 we obtain
1
2
m2t2  F(x, t) 1
2
(m+ 1)2t2
for all |t| δ and a.e. x ∈ (0,π). Hence we have
ϕ(u) 1
2
π∫
0
∣∣u′(x)∣∣2 dx − 1
2
m2
π∫
0
∣∣u(x)∣∣2 dx  0
for all u ∈X2 with ‖u‖ C−1δ, and
ϕ(u) 1
2
π∫
0
∣∣u′(x)∣∣2 dx − 1
2
(m+ 1)2
π∫
0
∣∣u(x)∣∣2 dx  0
for all u ∈X1 with ‖u‖ C−1δ, where C > 0 is a constant such that
‖u‖∞  C‖u‖
for all u ∈H 1(0,π) (Sobolev’s inequality; see, e.g., Proposition 1.1 in [11]). ✷
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