Abstract. Motivated by the effective bounds found in [7] for ordinary differential equations, we prove an effective version of uniform bounding for partial differential fields with commuting derivations. More precisely, we provide an upper bound for the size of finite solution sets of partial differential polynomial equations in terms of data explicitly given in the equations and independent of parameters. Our methods also produce an upper bound for the degree of the Zariski closure of solution sets, whether they are finite or not.
Introduction
Suppose we are given a system of partial differential polynomial equations over Q, p 1 (x, y) = 0 p 2 (x, y) = 0 . . . p r (x, y) = 0 so that for some specific values of y = (y 0 , . . . , y s−1 ) in some differentially closed field (K, ∆ = {δ 1 , . . . , δ m }) of characteristic zero with commuting derivations, the number of solutions (in the variables x = (x 0 , . . . , x n−1 )) in K n is finite. Can one bound the number of solutions in terms of the basic invariants of the differential polynomials p i without any reference to the selected values of y? More generally, without assuming finiteness of the solution set, can one bound the degree of its Zariski closure? In this paper we will answer these questions affirmatively, and give bounds which depend only on the order, degree, and number of variables in the differential polynomials (and the number of derivations). Besides being a problem of foundational interest, this problem is intimately connected to the effective differential Nullstellensatz, and is also at the heart of applications of differential algebra to the so-called special points conjectures in number theory. We will give more details of these connections after discussing some of the history and difficulties of this problem. Remark 1.1. For the model theorist, the existence of this type of effective bounds implies, amongst other things, that the theory DCF 0,m has uniform bounding which seems to be a new result in the partial case (the effective bounds found in [7] imply uniform bounding for the ordinary case, for a noneffective proof see [10] ). Consequently, since differentially closed fields are stable and eliminate imaginaries, a result of Shelah [20] implies that DCF 0,m has NFCP (the non-finite cover property).
We now remark on the difficulties that arise (in the partial case) while trying to find effective bounds. In [7] , Hrushovski and Pillay gave a solution in the ordinary case; let us briefly describe their methods. Assume ∆ = {δ}, and let us consider the case of first-order differential equations. In this case, the problem can be restated as follows: Are there effective upper bounds for the size of finite sets of the form Z = {v ∈ V : (v, δ(v)) ∈ W } where V and W are algebraic varieties? Fact 1.2. (In the ordinary case) Let V and W be closed subvarieties of K n and K 2n , respectively. If Z = {v ∈ V : (v, δ(v)) ∈ W } is finite, then
The proof of this fact, as it appears in [7] , uses in an essential way the variety B 1 (V ) defined as the Zariski closure of {(v, δ(v)) ∈ K 2n : v ∈ V } equipped with its canonical projection B 1 (V ) → V . The idea is that W ∩ B 1 (V ) can not project dominantly onto V ; otherwise, Z would be infinite. One then replaces V with this projection, computes a bound for its degree, and repeats the process. This algorithm yields the desired bound. Note that this procedure translates the differential-algebraic problem into one purely of classical intersection theory, where Bezout's inequality can be used to compute degree bounds. (In Section 2 we do the degree computations of the relevant algebro-geometric objects in the partial case.)
It is worth mentioning that Hrushovski and Pillay were essentially only interested in the case when the Kolchin closed set Z is finite; in other words, when the Zariski closureZ of Z is zero dimensional. However, as they point out in Remark 3.2 of [7] , their algorithm also produces an upper bound for the degree ofZ, whether Z is finite or not. Moreover, in the case that the dimension of the components ofZ are bounded below by some positive integer, the algorithm yields a better bound for the degree of Z. We point this out in Remark 4.7 (and extend it to the partial case in Corollary 4.5).
The key ingredient in the above algorithm is the fact that if W ∩ B 1 (V ) projects dominantly, then Z is infinite (we state this formally in Fact 3.1 below). This property, of ordinary differentially closed fields, does not have a straightforward generalization to the partial case, see Example 3.3 below. Essentially, the complications arise from the integrability conditions imposed by the commutativity of the derivations (we explain this in more detail in Section 3). Moreover, a naive generalization of the above algorithm to the partial case (say ∆ = {δ 1 , δ 2 }) would say that if the set Z a = {x ∈ K : δ 1 x = x 2 and δ 2 x = x 3 + a} is finite, then |Z a | ≤ 3; however, differentiating the above equations yields x 4 − 2ax + δ 1 a = 0 and so for an appropriate choice of a we get exactly four solutions. Again, the issue here are the new algebraic relations that the commutativity of the derivations reveals after differentiating. Generally, there are algebraic relations that are not apparent until differentiating some additional number of times. One of the main ingredients in our bounds is to effectively determine how many times one has to differentiate to detect all such relations. We do this in Section 3 using results of Pierce from [14] , and then we use this in Proposition 4.1 to prove our partial differential analogue of Fact 3.1. We then combine the results of Sections 2 and 3 to prove our main theorem in Section 4.
The rest of the introduction is devoted to explain the connections of our results to effective computational problems in differential algebra and effective results in number theory.
1.1. The effective differential Nullstellensatz. Given a system of (partial) differential equations f 1 = 0, . . . , f r = 0 and a differential polynomial f , one can test if f = 0 is a formal consequence of the given system. Specifically, there is an effective procedure which finds an expression for f k , for some positive integer k, in terms of the elements f 1 , . . . , f r and their derivatives, or shows that such an expression does not exist. The algorithm has two main steps:
(1) Find an upper bound on the number of differentiations which might be required for such an expression. (2) Find an upper bound on the degrees of the coefficients used in the expression and an upper bound for the number k. This procedure is called the effective differential Nullstellensatz. The authors of [4] gave a solution to the problem, but said of their solution: "The differential elimination algorithms would be very useful for applications if there were faster versions of them".
The bounds we establish in the course of this paper, specifically in Section 3, can be used to improve the known bounds of the first step of the above algorithm. We will not elaborate on these ideas, but note that the reasoning along the lines of our srategy, and some of our results, are applied by Gustavson, Kondratieva and Ovchinnikov in [5] to give new bounds for the effective differential Nullstellensatz. For instance, in the case of two derivations, the bound found in [4] was A(10, max(n, h, d)) where A denotes the Ackermann function, n is the number of variables, and h and d bound the order and degree of the differential polynomials, respectively. Using Lemma 3.8 below, [5] gives a bound which grows in h as a tower of iterated exponentials of length n and depends polynomially on d. This is an important practical development, because there are no values of (n, h, d) such that A(10, max(n, h, d)) can be calculated by current computers, while the iterated exponential bound may be practically calculated for many values of the inputs.
1.2. Special points conjectures. These type of effective bounds have also been applied to problems not a priori related to differential algebra. In particular, to the special points conjecture in number theory. For example, in [7] , Hrushovski and Pillay apply the effective bounds of the ordinary case to give effective bounds for the number of transcendental points contained in the intersection X ∩ Γ where X is a subvariety of a semi-abelian variety A which contains no translates of semi-abelian subvarieties and Γ is a finite rational rank subgroup of A.
Let us describe another recent application. We view A n as the moduli space of products of elliptic curves via their j-invariants. Numerical bounds on the size of finite sets given by various intersections of varieties with isogeny classes of transcendental points come via the effective bounds found in the ordinary case (together with a sharper bound for the degree of positive dimensional components as the one we point out in Remark 4.7 below). For instance, the first author and T. Scanlon give in [3] an effective upper bound for the degree of the Zariski closure of the intersection of an arbitrary Kolchin closed set in A n with the isogeny class of a tuple of transcendentals (various developments around the André-Oort conjecture [16] can be used to prove special cases of the finiteness result implicit in the next theorem; however, these methods are noneffective as they use the Pila-Wilkie counting theorem [17] ):
n be a Kolchin closed subset whose Zariski closure has dimension d and a be an n-tuple of transcendental points. Let
In particular, when V does not contain a weakly special subvariety (see [16] for the definition) W is zero dimensional, and one obtains a bound on the number of points in the intersection.
While the above number theoretic results only use the effective bounds obtained in the ordinary case, we expect that the (partial differential) bounds obtained in this paper will be used in future applications of a similar nature.
On the dimension and degree of prolongation spaces
In our algorithm of Section 4 that yields the desired uniform bounds, one needs to keep track of dimensions and degrees of certain algebraic varieties. Most notably, we will use the algebraic variety B ℓ (V ) whose definition we recall after fixing some notation.
Let m be a positive integer and fix a differentially closed field (K, ∆ = {δ 1 , . . . , δ m }) of characteristic zero with commuting derivations.
where x = (x 0 , . . . , x n−1 ) are coordinates for K n . For ℓ = 1, we use ∇ instead of ∇ 1 . We are interested in counting the number of points of finite subsets of K n of the form Z = {v ∈ V : ∇ ℓ (v) ∈ W } where V and W are closed subvarieties of K n and K n·α ℓ , respectively. For our methods of proof, which follow those in [7] , it will be useful to consider the following algebraic variety:
Remark 2.2. One can also define B ℓ (V ) as follows. Let I ℓ (V /K) := {f ∈ K{x} : f (V ) = 0 and ord(f ) ≤ ℓ} where K{x} denotes the ring of differential polynomials over K in the variables x = (x 0 , . . . , x n−1 ). Given f ∈ K{x} with ord(f ) ≤ ℓ, we let f ξ be the polynomial over K obtained from f by replacing δ ξ x by x ξ , where (x ξ ) ξ∈Γ(ℓ) are coordinates of K n·α ℓ . Then the defining ideal of B ℓ (V ) is given by
We now show that the dimension of B ℓ (V ) can be expressed in terms of dimV and α ℓ .
Proof. This follows from Kolchin's irreducibility theorem [8, Chap. IV, §17]. Since V is irreducible in the Zariski topology, V is also irreducible in the Kolchin topology, and so B ℓ (V ) is irreducible being the Zariski closure of a Kolchin-irreducible variety (the graph of a differential-algebraic function with Kolchin-irreducible domain). The computation of dimB ℓ (V ) follows from the fact that the differential transcendence degree of the differential function field of V is equal to dimV .
Let us observe the following fact which allows us to restrict certain arguments about B ℓ (V ) to the case when V is irreducible.
By Lemma 2.3, the B ℓ (V i )'s are irreducible. It suffices to show that the previous decomposition of B ℓ (V ) is irredundant. If it were not irredundant, for some i we would
and, taking projections, this would imply that V i ⊆ ∪ j =i V j which is impossible.
We now aim to show that
But before doing so, let us remind the reader of the notion of degree (and its basic properties) for affine algebraic varieties. If V ⊆ K n is an irreducible subvariety of dimension d, then the degree of V is defined as
the intersection is finite}
When V is not irreducible, degV is defined as the sum of the degrees of its irreducible components. If follows that degK n = 1 for any n, the degree of a hypersurface of K n equals the degree of its defining ideal, and the degree of a finite set equals its cardinality.
We will make use of the following results of Heintz [6] :
The proof of inequality (1) requires more work than the computation of dimB ℓ (V ), mainly because determining its defining equations is a nontrivial problem. The proof we present here follows the strategy of Fact 3.6 of [7] ; that is, we go via the theory of prolongations spaces.
Let us recall the notion of prolongation for algebraic varieties (our presentation is informed by sections 3 and 4 of [12] ). For ℓ ∈ N, we let
where ǫ = (ǫ 1 , . . . , ǫ m ) is a tuple of variables. Note that K ℓ has the standard K-algebra structure s : K → K ℓ , but also the exponential K-algebra structure e :
where
To distinguish between these two structures we write K e ℓ to denote the exponential structure. Definition 2.6. Given an algebraic variety V over K, the ℓ-th prolongation τ ℓ V of V is the algebraic variety given by the Weil restriction of V × K K e ℓ from K ℓ to K. Note that the base change V × K K e ℓ of V is with respect to the exponential Kalgebra structure, while the Weil restriction is with respect to the standard K-algebra structure.
The prolongation τ ℓ V has the characteristic property that for any K-algebra R, if we set R ℓ := K ℓ ⊗ R, then the R-points of τ ℓ V can be identified with the R ℓ -points of V × K K e ℓ . Via this identification, for any morphism f : V → W we have a natural induced morphism τ ℓ f : τ ℓ V → τ ℓ W , and the exponential structure e :
. Also, using the residue map K ℓ → K and identifying τ 0 V with V , we obtain the projection map π ℓ : τ ℓ V → V of which ∇ ℓ is a section (on K-points).
Prolongations of affine algebraic varieties are again affine. In terms of equations, if V ⊆ K n is a closed subvariety with defining ideal I ⊆ K[x] and x = (x 0 , . . . , x n−1 ), then τ ℓ V is the subvariety of K n·α ℓ defined as follows: Letx = (x ξ ) ξ∈Γ(ℓ) be coordinates for K n·α ℓ , where we identify x = x 0 . For each f ∈ I, let f e ∈ K ℓ [x] be the polynomial obtained by applying e to the coefficients of f , and compute
Then τ ℓ V is the zero set of f ξ = 0 as ξ ranges in Γ(ℓ) and f ranges in I (in fact it suffices to range f in a set of generators of the ideal I). The computation in (2) yields that every f ξ is obtained by replacing δ ξ x by x ξ in the differential polynomial δ ξ f . Note that with respect to these coordinates, the nabla map
, and the projection map
Remark 2.7. The above construction of the prolongation is a particular case of the general theory of prolongation spaces developed by Moosa and Scanlon in [12] . In their general setting they fix a ring k and an arbitrary finite free k-algebra with basis (see Remark 3.2 of [12] ). In our case, k = Q and the finite Q-algebra is Q[ǫ]/(ǫ) n+1 . Thus, we can (and will) freely apply the results of [12] .
Let V ⊆ K n be an irreducible subvariety and ℓ ∈ N. Since ∇ ℓ (v) ∈ τ ℓ V for all v ∈ V , we have that B ℓ (V ) is an irreducible subvariety of τ ℓ V . In general, τ ℓ V might not be irreducible and its dimension might be larger than dimB ℓ (V ) (see [13] for more details and examples of this kind). Nonetheless, when V is smooth, we have that τ ℓ V = B ℓ (V ), see [12, §4.3] . This nice behavior of τ ℓ V on the non-singular locus of V will allow us to show that in general B ℓ (V ) is an irreducible component of τ ℓ V , and so we will obtain some information about the degree of B ℓ (V ) from that of τ ℓ (V ).
Remark 2.8. In the ordinary case (K, δ), the dimension of τ ℓ (V ) grows in a way which is controlled by an invariant called the log canonical threshold lct(V, K n ) (see [13] for the definition). When V is defined over the constants, τ ℓ (V ) is the same as what in [13] Mustaţȃ calls the ℓ th -jet space of V , and we have the following formula (which is a special case of [13, Corollary 0.2]):
In [19] , Rosen proved that, for arbitrary V , τ ℓ (V ) and the ℓ th -jet space of V are isomorphic as δ-varieties. Hence, the above formula holds for general V (i.e., not necessarily defined over the constants).
Let us give an upper bound for the degree of τ ℓ (V ) in the case when V is a hypersurface.
Proof. Let f be a polynomial of degree d = degH that generates the ideal of H over K. By (2) and comments after, the prolongation τ ℓ (H) is defined by f ξ (x) = 0 as ξ ranges in Γ(ℓ), where f ξ (x) is obtained by replacing δ ξ x by x ξ in the differential polynomial δ ξ f . Thus, as polynomials in the variablesx, each of the f ξ 's has degree at most d. So, by Bezout's inequality (see Fact 2.5), the degree of their intersection, which equals τ ℓ (H), has degree at most (degH) α ℓ .
We now show that
n is an irreducible subvariety, then τ ℓ (V ) has only one irreducible component projecting dominantly onto V and the dimension of this component is α ℓ · dimV .
Proof. By [12, Corollary 4.18] , if X is a smooth irreducible variety over K, then τ ℓ (X) is smooth and irreducible. By [12, Proposition 4.6], if f : X → V is anétale morphism, then τ ℓ f : τ ℓ X → τ ℓ V isétale. Take X to be the smooth locus of V . Since open immersions areétale, it follows that τ ℓ (X) → X is the restriction of τ ℓ (V ) → V to X, and thus there is exactly one component of τ ℓ V which projects dominantly onto V .
1 At this stage of the argument in Fact 3.6 of [7] , the authors argue that, when V is a hypersurface, B ℓ (V ) is a component of τ ℓ (V ) because they have the same dimension. However, they did not take into account the possibility that V may be singular and so that B ℓ (V ) and τ ℓ (V ) may have different dimensions. We have corrected the argument here using a reduction to the non-singular locus.
For the dimension, we need only calculate the dimension of the fiber of π ℓ : τ ℓ V → V over a generic point (or any smooth point) of V , because then, by the fiber-dimension theorem, the dimension of the component in question must be the dimension of the fiber plus the dimension of V . As above, take X to be the smooth locus of V . By [12, Proposition 4.6] , it suffices to do the calculation of the dimension of the fiber in τ ℓ X. This reduces the computation to the case when the variety is smooth. Now the dimension calculation follows from [12, Proposition 4.17 (b)].
The next lemma shows that this bound extends to arbitrary affine varieties.
Proof.
2 Without loss of generality, we may assume that V is defined over a (small) differentially closed field (k, ∆) over which (K, ∆) is universal. Letā = (a i,j ) i<n,j≤d be a tuple from K which is ∆-algebraically independent over k. Define the morphism φā :
The map τ ℓ φā :
Let H be the Zariski closure of the image of V under φā. By Lemma 2.3 and the genericity of our choice ofā, τ ℓ φā is a birational map between B ℓ (V ) and B ℓ (H) for ℓ ≥ 0. Moreover, since τ ℓ φā is an affine linear map which is an isomorphism between dense open subsets of B ℓ (V ) and B ℓ (H), it follows from Fact 2.5 (1) that degB ℓ (V ) = degB ℓ (H).
The above lemma yields the desired bound:
Let us remark that we have not yet established any degree bound for τ ℓ (V ) for a general affine variety V (we have only covered the hypersurface case in Lemma 2.9). The argument in Proposition 2.12 for the degree bound of B ℓ (V ) does not adapt to τ ℓ (V ) in general. The problem with the argument is that for a hypersurface H of K dimV +1 , the dimension of τ ℓ (H) can be at most α ℓ (dimV +
In this case, τ 3 (C) has dimension at least 9, because over the point (0, 0, 0) ∈ C the fiber of τ 3 (C) is a copy of K 9 (in fact, τ 3 (C) has one component of dimension 8 and one of dimension 9); but α 3 (dimC + 1) = 8. So, the line of reasoning from Lemma 2.12 can not be seamlessly extended to yield that (degV ) α ℓ is an upper bound for the degree of τ ℓ (V ). There is, however, an upper bound for the degree of τ ℓ (V ) that depends only on n, α ℓ and degV , it is just not as practically useful as the one for the degree of B ℓ (V ): Proposition 2.13. Let V ⊆ K n be a closed subvariety and ℓ ∈ N. There is a positive
Proof. Let D be a positive integer such that if f 1 , . . . , f s ∈ K[x 0 , . . . , x n−1 ] are of degree at most degV then √ f 1 , . . . , f s is generated by polynomials of degree at most D (it is well known that such a D exists and that it only depends on n and degV , see for instance [1] ). By Proposition 3 of [6] , there are polynomials f 1 , . . . , f s of degree at most degV such that the ideal of V over K is given by I(V /K) = √ f 1 , . . . , f s . By the choice of D, there are polynomials g 1 , . . . , g r of degree at most D such that I(V /K) = (g 1 , . . . , g r ). The prolongation τ ℓ (V ) is then given by the zero set of g ξ i = 0 as ξ ranges in Γ(ℓ) and i = 1, . . . , r (see (2) and the discussion after). Note that each g ξ i has degree at most D. Now, by Kronecker's theorem (see [18, Chap. VII, §17]), there are polynomials (h i )
. Finally, by Bezout's inequality, we have that
The burden of commutativity
In this section we discuss the proper setup to prove (in Proposition 4.1) the partial differential analogue of the following property of ordinary differentially closed fields.
As we mentioned in the introduction, this property is at the heart of the proof of effective uniform bounding for ordinary differential fields (cf. Fact 3.7 of [7] ).
n is an irreducible subvariety and W is a subvariety of K 2n such that W ∩ B 1 (V ) projects dominantly onto V , then for any nonempty Zariski open subset U of V there is v ∈ U such that (v, δv) ∈ W . Remark 3.2. This fact seems to have been the original motivation for the development of the so-called geometric axioms for ordinary differentially closed fields [15] .
The situation is very different in the setting of partial differential equations. For instance, differential-algebraic varieties of the form {v ∈ V : ∇(v) ∈ W }, where V and W are algebraic varieties, might be finite (even empty) even when W ∩ B 1 (V ) projects dominantly onto V . These situations can be witnessed in basic examples like the following: , and, since we want the derivations to commute, we also require the following integrability equations
Indeed, if there were such a tuple of c i,j 's, by the same token as above, we would obtain derivations
In the ordinary case, there are no integrability equations and one can show, rather easily, that there exists such a c 1,1 satisfying (4). Hence, in this case, by only assuming (3), this process yields the desired extension. However, in the partial case, the complete system (i.e., (4) together with the integrability equations) might be inconsistent and so no such differential field extension would exist. The issue is that the integrability equations are not in general implied by (3) . Therefore, the additional relations imposed by the commutativity of the derivations must be taken into account in order to prove a proper analogue of Fact 3.1. To do this we make use of results of Pierce from [14] on the axioms of partial differentially closed fields. We first recall some of the terminology of his paper.
Let (F, δ 1 , . . . , δ m ) be a differential field and fix n ∈ N. We will consider the partial order ≤ defined on N m × n by (ξ, i) ≤ (ζ, j) if and only if i = j and ξ is less than or equal to ζ in the product order of N m . Note that if x = (x 0 , . . . , x n−1 ) are differential indeterminates and if we identify (ξ, i) with δ ξ x i := δ ξm m · · · δ ξ 1 1 x i , then ≤ induces an order on the algebraic indeterminates given by δ ξ x i ≤ δ ζ x j iff δ ζ x j is a derivative of δ ξ x i (in particular this implies that i = j).
Recall that for ξ ∈ N m we let |ξ| := ξ 1 + · · · + ξ m . We will also consider the total order on N m × n defined by (ξ, i) (ζ, j) if (|ξ|, i, ξ m , . . . , ξ 1 ) is less than or equal (|ζ|, j, ζ m , . . . , ζ 1 )
in the lexicographic order. Then (N m × n, ) has order type (ω, ∈), and it induces the canonical orderly ranking on the algebraic indeterminates.
If 1 ≤ k ≤ m, we will let k denote (0, . . . , 1, . . . , 0) ∈ N m where the 1 is in the k th -coordinate. Recall that for ℓ ∈ N we let Γ(ℓ) := {ξ ∈ N m : |ξ| ≤ ℓ}. Let L be a field extension of F of the form (F, δ 1 , . . . , δ m ) is said to be compatible with L (as given in (5) We now recall some of the results from [14] . Note that the following gives sufficient conditions for the existence of the differential field extension discussed after Example 3.3. There is an integer s ≥ r, that depends only on m, n and r, such that if F (a ξ i : i < n, ξ ∈ Γ(s)) satisfies the differential condition, then (F, δ 1 , . . . , δ m ) has a differential field extension that is compatible with F (a ξ i : i < n, ξ ∈ Γ(r)). We aim to give an algorithm to express s in terms of m, n and r. To do this, let us recall the proof of Fact 3.5 where one uses the existence of certain bounds such as the following: Fact 3.6. Given an increasing sequence (a i : i ∈ N) of positive integers, there is t ∈ N (depending only on m, n and the a i 's) such that any chain S 0 ⊆ S 1 ⊆ · · · ⊆ S t of antichains of (N m × n, ≤) with S k ⊆ {(ξ, i) : |ξ| ≤ a k } is not strictly increasing.
The proof of Fact 3.5 (as it appears in [14] ) goes as follows. Applying Fact 3.6 with the sequence (2 i r : i ∈ N), we know that there is some value t (depending only on m, n and r) such that any chain S 0 ⊆ S 1 ⊆ · · · ⊆ S t of antichains of (N m × n, ≤) such that S k ⊆ {(ξ, i) : |ξ| ≤ 2 k r} is not strictly increasing. We claim that taking s = 2 t r in the proof of 3.5 does the job. Suppose F (a ξ i : i < n, ξ ∈ Γ(2 t r)) satisfies the differential condition. For each u ≤ t, let F u = F (a ξ i : i < n, ξ ∈ Γ(2 u r)) and S u be the set of minimal leaders of F u . Note that S u ⊆ {(ξ, i) : |ξ| ≤ 2 u r}. Then, by the choice of t, S u = S u+1 for some u < t, and so F u+1 satisfies the hypothesis of Fact 3.4. Hence, (F, δ 1 , . . . , δ m ) has a differential field extension compatible with F (a ξ i : i < n, ξ ∈ Γ(2 u+1 r − 1)), and therefore also compatible with F (a ξ i : i < n, ξ ∈ Γ(r)), as desired. We note that in order to give an effective method to find s it suffices to find such a method for t. In what follows we provide an algorithm to compute t. It is worth mentioning that parts of our algorithm are more or less implicit in the proof of Fact 3.6 given by Pierce. Moreover, the existence and recursive algorithms to compute similar bounds have been established (since the 1980's) using general versions of Dickson's lemma, see for example [2] , [11] or [21] . The reason we present here an explicit algorithm is to keep the paper as self-contained as possible and to justify the effectiveness of our bounds.
3.1. Algorithm to compute t of Fact 3.6. The construction of t = t(m, n, (a i : i ≥ 0)) is recursive. We will do the construction while proving that such construction works. The base cases are m = 1, 2. In the case m = 1, it is clear that one should take t = n + 1. When m = 2, we first prove Lemma 3.7. If S is an antichain of N 2 with respect to the product ordering and σ ∈ S, then |S| ≤ |σ| + 1.
Proof. It suffices to show that we can embed S in S σ = {(s 1 , s 2 ) ∈ N 2 : s 1 + s 2 = |σ|}. Indeed the latter has cardinality |σ| + 1. Consider the map f : S → S σ given by
It is clear that f (s) ∈ S σ and that f is injective.
Lemma 3.8. The following recursive definition gives the value of t for m = 2:
Moreover, this bound is sharp.
Proof. Suppose there is a strictly increasing chain S 0 ⊂ · · · ⊂ S r . It suffices to show that |S r | ≤ b n . We proceed by induction on n. The base case n = 1 follows from Lemma 3.7. Let n > 1. Let S i k = {σ ∈ N 2 : (σ, i) ∈ S k } for i < n. We may assume, by reordering if necessary, that for 1 < i < n if S . By induction, we have that for each i < n there is
. Since the sequence of a i 's is increasing, we have that
as desired. For the moreover clause, the sharpness of this bound is witnessed by the antichain S = ∪ n−1 i=0 S i where
Recursive construction of t = t(m, n, (a i : i ≥ 0)) for m > 2: First we consider the case t(m, 1, (a i : i ≥ 0)). We assume that we have recursively constructed t(m − 1, n, (d i : i ≥ 0)) for arbitrary n and sequence (d i ). Thus, for each sequence (d i : i ≥ 0), we have (recursively) defined g :
. We call such a g the bound function associated to (d i : i ≥ 0). Let f 1 be the bound function associated to the given sequence (a i : i ≥ 0); that is, f 1 (k) = t(m − 1, n, (a i : i ≥ k)). Now suppose that we have an increasing chain S 0 ⊂ S 1 · · · ⊂ S r . We need to find an upper bound for r. Let ξ ∈ S 1 and a := a 1 . For each 1 ≤ i ≤ m and j ∈ N, let S i,j k = {(ζ, l) ∈ S k : ζ i = j}. By the antichain assumption, it follows that
which is a union of at most m(a + 1)-many sets. Thus we may write
where each S i k is one of the S i,j k appearing in the right hand side of (7). Since S 0 ⊂ S 1 we may assume that S can not be strictly increasing and so we may assume that . We may assume j = 2. . We may assume j = i + 1. Once we get to i = p − 1, we obtain f p such that S Finally, we consider the case t(m, n, (a i : i ≥ 0)) for m > 2 and n > 1. As above, we assume that we have recursively defined bound functions for m and n ′ < n. From now on, when we use the term bound function we mean we respect to the fixed m. Let f be the bound function associated to n ′ = 1 and the given sequence (a i : i ≥ 0); that is,
can not be strictly increasing and so
, and g be the bound function associated to n ′ = n − 1 and the sequence (a b l : l ≥ 0), we see that r < b g(0) =: t(m, n, (a i : i ≥ 0)). This completes our algorithm.
To conclude this section let us consider again the situation of Fact 3.5. Let r be a positive integer and consider the sequence (2 i r : i ∈ N). Let t = t(m, n, r) be the bound associated to this sequence given by the above algorithm. By the argument following Fact 3.6 (and noting that in the ordinary case one can simply take s = r), the value of s in Fact 3.5 can be taken to be T 
Uniform Bounding
In this final section we prove our main result: an effective version of uniform bounding for partial differential fields. We first prove an analogue of Fact 3.1 for partial differential fields. To do this we will use the results of the previous section and so, for the rest of this section, we fix T = T m,n 1 (where the latter was defined in (8)). Note that T only depends on m and n. As in Section 2, we work inside our differentially closed field (K, δ 1 , . . . , δ m ). Proof. Let Y be an irreducible component of B T (V )∩B T −1 (W )∩B 1 (X) that projects dominantly onto X. Let (a ξ i : i < n, ξ ∈ Γ(T )) be a generic point of Y over K. Then a := (a ξ i : i < n, ξ ∈ Γ(T − 1)) is a generic point of X over K. Also, note that since X projects dominantly onto V , (a 0 i : i < n) is a generic point of V and so it is in U. We claim that L := K(a ξ i : i < n, ξ ∈ Γ(T )) satisfies the differential condition. Fix 1 ≤ k ≤ m. We need to show that there is a derivation
′ . By the standard argument for extending a single derivation (see Theorem 5.1 in Chap. 7 of [9] , for instance), it suffices to show that if f is a polynomial over K in variables (x ξ i : i < n, ξ ∈ Γ(T − 1)) and f (â) = 0, then
But this follows from the fact thatâ is a generic point of X and (a ξ i : i < n, ξ ∈ Γ(T )) ∈ B 1 (X). Thus, L satisfies the differential condition. By Fact 3.5 and the choice of T , there is a differential field extension (M, ∆) of (K, ∆) that is compatible with K(a ξ i : i < n, ξ ∈ Γ(1)). Since (a ξ i : i < n, ξ ∈ Γ(T )) ∈ B T −1 (W ), we have that (a ξ i : i < n, ξ ∈ Γ(1)) ∈ W . Thus, in the structure (M, ∆), we have that ∇(a 0 i : i < n) ∈ W . Using the fact that (K, ∆) is differentially closed, one can now find a point in K with the desired properties.
To prove uniform bounding (for partial differential polynomial equations), let us first consider the case of systems of first-order differential equations of the form (in Corollary 4.6 we prove the general case):
where p i and q i are polynomials over K in the variables x = (x 0 , . . . , x n−1 ) and (x ξ i ) i<n,ξ∈Γ(1) , respectively. Let Z be the set of solutions in K of this system and assume that it is finite. Our goal is to give an upper bound on the cardinality of Z in terms of the degrees of the p i 's and the q i 's.
Let V be the closed subvariety of K n defined by the p i 's and W be the closed subvariety of K n(m+1) defined by the q i 's, then the set of solutions is given by Z = {v ∈ V : ∇(v) ∈ W }. Essentially what we will do is provide an algorithm which will compute an upper bound for the size of Z. The termination of the algorithm follows by Noetherianity of the Zariski topology. The upper bound will follow from keeping track of degrees and dimensions of certain algebraic varieties. Here is an informal description of the algorithm: and go back to the beginning of Step 2 (as we will see in the proof of Theorem 4.3, this step will decrease the dimension of the irreducible components of X that project dominantly onto V ). To express our upper bound, it will be convenient to use the following notation. For each pair x, y ∈ N, let ρ(x, y) = 
. Thus, we may assume that V is irreducible. In the base case d = 0 we have that |Z| ≤ |V | = degV and the upper bound holds (under the convention that
is the canonial projection. Define recursively
for s ≥ 1. It is easy to check, by induction on s and using Bezout's inequality, that ∇ T −1 (Z) ⊆ X s and
Indeed, if this were not the case, we would have that X 0 = B T −1 (V ) and so Proposition 4.1 would imply that |Z| is infinite.
Proof of Claim. Towards a contradiction suppose there is no such an s. Then, for each s < d(α T −1 − 1), X s and X s+1 project dominantly onto V . We now claim that the irreducible components of X s+1 that project dominantly onto V have dimension smaller than dim(X s ). Suppose this is not the case. Then there is an irreducible component Y of X s+1 that projects dominantly onto V and dimY = dimX s . Since X s+1 ⊆ X s , we have that Y is also an irreducible component of X s . By Lemma 2.4, Let s be as in Claim 1. Then X s → V is not dominant. Let V ′ be the Zariskiclosure of this projection. Since V was assumed to be irreducible, dimV
T ρ(i+1,T ) . Since degV ′ ≤ degX s , we can use (9) to conclude that |Z| = (degV ) (1) The proof actually yields an upper bound for the degree of the Zariski closure of Z, even when Z is not finite. In fact, a slightly more detailed conclusion is given in Corollary 4.5 below. n and Z ′ = {v ∈ V \ S : ∇(v) ∈ W } is finite, then the above proof shows that the same upper bound holds for |Z ′ | (i.e., the bound is independent of S). One could carry out a similar analysis in the case when S is a subvariety of K (m+1)n and the Kolchin closed set is of the form {v ∈ V : ∇(v) ∈ W \ S}; however, the arguments given here will not yield an upper bound independent of S and so we would need a different strategy (for instance, this would require a small modification of Proposition 4.1 and an appropriate new algorithm). We do not explore such analysis here, as the case of S ⊆ K n is sufficient for our purposes (and for the possible applications that we pointed out in the introduction).
Repeating the arguments of the proof of Theorem 4.3 (and using Remark 4.4 (3)), but noting that the algorithm must terminate earlier when the components of the Zariski closure of Z have positive dimension, we obtain the following: We now extend our bound to systems of higher order differential polynomial equations. (the latter is defined in (8) . Using that degV ′ ≤ (degV ) α ℓ−1 and degW ′ ≤ degW , the result follows.
Remark 4.7.
(1) In the case when m = 1, and so T ′ = 1, we get α 0 = 1, α 1 = 2, α ℓ−1 = ℓ, and ρ(x, 1) = 1 for all x ∈ N. Thus, in this case, the bound reduces to
which is precisely the upper bound found in the ordinary case [7] . 
