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1. Introduzione 
Il graduale abbandono della tradizionale architettura gestionale del sistema elettrico, basata 
sulla utility verticalmente integrata, a favore di un modello sempre più concorrenziale, ha 
portato ad una suddivisione fra vari soggetti delle funzioni che compongono la filiera elettrica: 
generazione, dispacciamento, trasmissione, distribuzione e vendita; inoltre, obiettivi prefissati 
da politiche energetiche nazionali ed internazionali hanno portato ad un notevole incremento 
della capacità installata della produzione da fonte rinnovabile di tipo non programmabile, che 
oggi copre una parte sempre crescente del fabbisogno complessivo di energia elettrica. Queste 
variazioni di scenario hanno introdotto delle ulteriori difficoltà nel far lavorare i sistemi elettrici 
in condizioni di sicurezza. 
Riveste quindi un ruolo di fondamentale importanza, dal punto di vista economico e strategico, 
la stima dell’affidabilità dei sistemi elettrici di grandi dimensioni. Affinché i sistemi elettrici 
hanno la necessità di mantenere un costante equilibrio fra la potenza prodotta e quella assorbita, 
diventa essenziale che l'Indipendent System Operator (I.S.O.), responsabile di tale equilibrio, 
disponga di adeguati mezzi di regolazione, in particolare opportune bande di riserva di genera-
zione. Presupposto base dell’affidabilità di sistema è quindi una corretta programmazione 
giornaliera della produzione, che assicuri la disponibilità delle risorse in grado di far fronte, 
almeno in via previsionale, non soltanto alla copertura del diagramma di carico previsto 
(ipotizzato in evoluzione libera), ma soprattutto agli eventi di natura aleatoria che in tempo 
reale potranno perturbare lo stato di equilibrio del sistema, come guasti degli elementi di rete, 
fuori servizio di gruppi di produzione e variazioni improvvise di potenza assorbita da parte del 
carico. 
Gli eventi appena descritti hanno portato, quindi, a una diversa gestione dei sistemi elettrici, con 
un potenziale aumento delle sollecitazioni da parte di ogni componente, poiché anche se le 
regole di natura economica sono state cambiate, i vincoli di natura tecnica rimangono inalterati. 
Questo effetto implica importanti revisioni delle metodologie utilizzate per mantenere il 
funzionamento in sicurezza del sistema elettrico, almeno per quanto riguarda gli aspetti di 
carattere operativo; in particolare, i criteri di sicurezza utilizzati in passato, come quello N-1, 
hanno dimostrato la loro inadeguatezza nel discriminare gli eventi rari da quelli estremamente 
frequenti, non pesandone opportunamente le rispettive probabilità. 
Al fine di validare il punto di funzionamento fissato dal mercato ed eseguire analisi previsionali 
sia day-ahead che infragiornaliere di affidabilità delle grandi reti elettriche, ottimizzando altresì 
i quantitativi delle varie forme di riserva tenendo conto del costo del rischio, sono state 
impiegate negli ultimi anni tecniche probabilistiche per lo più basate su metodi Monte Carlo 
Sequenziale. Tali metodi, utilizzati con successo nei sistemi verticalmente integrati, si sono 
rivelati particolarmente adatti anche a verifiche di sicurezza sia previsionali che in linea, in 
ambiente liberalizzato. 
Questa tesi si prefigge lo scopo di sviluppare tecniche innovative volte a simulare le fasi di 
definizione del punto di lavoro previsionale di un sistema elettrico di grandi dimensioni ad 
opera del mercato dell’energia e dei servizi di dispacciamento ex-ante; di implementare, 
utilizzando le moderne architetture parallele dei calcolatori ed il metodo probabilistico di tipo 
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Monte Carlo Sequenziale, un algoritmo in grado di simulare il funzionamento dei sistemi 
elettrici di grandi dimensioni con tempi di simulazione drasticamente ridotti ed un elevato 
livello di dettaglio rispetto ai metodi tradizionali. Sono stati anche implementati e verificati 
algoritmi in grado di effettuare operazioni di Advanced Load Dispatching sui sistemi elettrici di 
grandi dimensioni; inoltre, in riferimento al settore emergente delle Smart Grids, è stato 
sviluppato e testato un algoritmo in grado di compiere un’ottimizzazione economica operativa, 
nel rispetto dei vincoli di sicurezza e strutturali, di un Virtual Power Plant; l’argomento si 
ripropone di discutere l’applicazione di logiche di programmazione e di real-time dispatching 
simili a quelle dell’I.S.O., anche a livello periferico del sistema elettrico, promuovendo nuove 
filosofie di gestione, in sicurezza ma sotto lo stimolo di driver economici, di aggregati di utenze 
attive e passive, che potrebbero fornire alla rete sia servizi di potenza che di energia. 
La tesi è suddivisa in capitoli, ognuno dei quali è riferito a un determinato argomento del lavoro 
svolto, più in particolare: 
Capitolo 2: in questa parte di lavoro è stato implementato un metodo grazie al quale è possibile 
creare punti di lavoro previsionali per il sistema elettrico in analisi. Tale strumento è capace di 
unire l’Unit Commitment ed il Dispacciamento di un parco di generazione in un unico algorit-
mo; inoltre, date specifiche condizioni iniziali, è capace di creare particolari scenari di lavoro, 
caratterizzati da condizioni operative, come per esempio determinate quantità di riserva di 
generazione e limitate condizioni funzionali di rete. Per ottenere tali caratteristiche è stato 
oltremodo discusso ed implementato un Optimal Power Flow costruito su tecniche di ottimizza-
zione che si basano su algoritmi di tipo Branch and Cut per risolvere problemi di tipo Mixed 
Integer Linear Programming. 
Capitolo 3: in questa seconda parte di lavoro è stato descritto ed implementato il metodo Monte 
Carlo Sequenziale in grado di simulare il funzionamento di un sistema elettrico. Tale strumento 
è capace di riprodurre, utilizzando stati di equilibrio sequenziali, il comportamento reale di un 
parco di generazione composto da unità termoelettriche, idriche, pompaggio, turbogas e da fonti 
rinnovabili, soggetto a vincoli di natura tecnica ed economica ed a eventi di natura stocastica, 
come guasti improvvisi. Tale parco di generazione deve essere in grado di coprire il fabbisogno 
di potenza richiesta dal carico elettrico, anch’esso soggetta ad eventi di natura stocastica, nel 
rispetto dei vincoli di rete come la potenza nominale e di sovraccarico delle linee di trasmissio-
ne e dei trasformatori di potenza. Questo applicativo sviluppato è in grado di determinare vari 
indici affidabilistici del sistema elettrico; inoltre consente di effettuare analisi di tipo economi-
co. Per determinare la bontà del lavoro svolto, il software applicativo è stato testato su di una 
rete test, ed i risultati ottenuti sono stati ampiamente riportati e descritti. 
Capitolo 4: in questo capitolo sono state introdotte, implementate e verificate tecniche di 
Advanced Load Dispatching atte a determinare (dal punto di vista economico) l’ottima quantità 
di riserva operativa di generazione da tenere in giri. Infatti, sono state definite due tecniche che, 
eseguite durante sessioni infragiornaliere, modificano il dispacciamento previsionale al fine di 
determinare quella giusta quantità di riserva da tenere in giri che minimizza i costi dovuti sia 
alla movimentazione di riserva di generazione, sia al disservizio dato dalla mancata fornitura di 
energia al carico. Per entrambe le tecniche sono stati effettuati dei casi studio atti a confermare 
la qualità del lavoro svolto. 
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Capitolo 5: poiché il metodo Monte Carlo Sequenziale è affetto dalla particolarità di dare in 
uscita dei risultati con andamento fluttuante, per ottenere un andamento medio, che converga 
verso il vero risultato, è necessario effettuare un numero elevato d’iterazioni. Tutto ciò si 
trasforma in un tempo minimo obbligatorio di simulazione, che in alcuni casi può essere 
incompatibile con le specifiche di progetto. Per ovviare a tale problema, è stata implementata la 
versione parallela dell’algoritmo Monte Carlo Sequenziale che, grazie ai moderni calcolatori 
multi core ed alla libreria OpenMP, è in grado di effettuare più simulazioni in parallelo, con 
ovvio risparmio di tempo. I risultati così ottenuti sono stati discussi e descritti su più casi studio; 
Capitolo 6: in questa parte di lavoro è stato implementato un caso studio che trattasse un 
esempio reale: la simulazione della rete elettrica di trasmissione italiana. Sono così stati descritti 
dettagliatamente i dati di ingresso ed i risultati delle simulazioni (in termini di indici di rischio, 
d’analisi di tipo economico e di comportamenti della riserva di generazione). Inoltre, è stato 
testato con successo l’algoritmo parallelo del Monte Carlo Sequenziale, i cui risultati, in termini 
prestazionali, sono stati ampiamente riportati e descritti. 
Capitolo 7: in questo capitolo è stato descritto, analizzato e implementato un algoritmo in grado 
di determinare l’ottimo operativo (dal punto di vista economico) di un Virtual Power Plant. 
Dato un aggregato costituito da carichi elettrici e termici, cogeneratori, caldaie ed accumuli 
elettrici e termici, della generazione da fonte rinnovabile, il tutto inserito in un contesto di libero 
mercato, tale algoritmo è in grado di determinare, in via previsionale, gli andamenti degli 
accumuli elettrici e del Unit Commitment dei generatori che soddisfano l’obiettivo di massimo 
profitto. Tale ottimizzazione è effettuata rispettando tutti i vincoli di natura tecnica e operativa, 
quali potenze massime e minime dei cogeneratori, vincoli di rete, massime e minime tensioni di 
nodo. Inoltre, quest’algoritmo è in grado di determinare gli andamenti previsionali di genera-
zione anche quando il sistema è esercito in isola oppure in configurazione ad inseguimento di 
profilo previsionale. I risultati così ottenuti sono stati applicati a più casi studio, i quali sono 
stati ampiamente riportati e descritti nei loro dettagli. 
Keyword: Unit Commitment, Dispacciamento, Monte Carlo Sequenziale, Stima Affidabilità, 
Sistema Elettrico, Regolazione Secondaria, Regolazione Terziaria, Advanced Load Dispat-
ching, Riserva Operativa, Calcolo Parallelo, OpenMP, Multi Core, Virtual Power Plant, Smart 
Grid, Mixed Integer Linear Programming, Optimal Power Flow, Branch and Cut. 
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2. L’Unit Commitment e il Dispacciamento 
Uno dei principali problemi che influenzano le analisi di affidabilità delle reti elettriche è che i 
risultati dipendono fortemente, non solo dalle nuove procedure (o variabili) sotto analisi, ma 
anche dal punto di lavoro in cui il sistema elettrico è stato portato a lavorare. In particolare, 
nella determinazione degli scenari previsionali, due passi fondamentali sono il determinare 
l’Unit Commitment, che significa selezionare i generatori necessari a coprire la richiesta di 
carico, e il dispacciamento che stabilisce quanta potenza devono generare i gruppi sopra 
selezionati. Dunque, prima di affrontare le analisi d’affidabilità, è importante processare i dati 
strutturali della rete sotto studio (come i generatori installati, i componenti di rete con i relativi 
valori nominali) e determinare un punto di lavoro previsionale, in perfetta coerenza con le 
stesse procedure adottate nel mercato dell’energia e dei servizi di sistema. Inoltre, la facile 
messa a punto di tali scenari, in termini di profilo di carico, requisiti di sicurezza, vincoli di 
riserva, è assolutamente necessaria per un’ analisi di sensitività dell’affidabilità del sistema. 
Non importa quale sia lo strumento utilizzato per valutare l’affidabilità (deterministico o 
probabilistico, N-1 o Monte Carlo,...) e che quale indice di rischio sia usato; l’importante è 
determinare quanto le analisi di affidabilità siano influenzate dall’introduzione delle nuove 
procedure sotto analisi o dallo scenario previsionale assunto in ingresso. Lo scopo di questo 
capito è quello di proporre e discutere un nuovo metodo per la determinazione dell’Unit 
Commitment e il dispacciamento del giorno prima per un parco idro-termoelettrico, come primo 
passo per lo studio di affidabilità sui sistemi elettrici. Lo strumento proposto accetta in ingresso 
i dati strutturali di ogni singolo elemento e le esigenze operative del caso studio da generare, e 
genera in uscita i setpoint per ogni generatore per l’intera durata dello scenario. Il cuore 
dell’algoritmo è un innovativo Mixed-Integer Linear Programming (MILP) [9.1] Optimal 
Power Flow (OPF); come ampiamente discusso in seguito, questo tipo di procedura è in grado 
di risolvere in una sola volta l’Unit Commitment e il dispacciamento di un complesso parco di 
generazione idro-termo elettrica. Inoltre, la funzione obiettivo dell’OPF è concepita per 
generare scenari di Unit Commitment e dispacciamento in perfetta coerenza con il contesto di 
mercato liberalizzato. Infine, uno strumento aleatorio-deterministico è utilizzato per generare i 
prezzi delle offerte sul mercato dell’energia e dei servizi, così da poter simulare il comporta-
mento degli operatori di mercato. 
2.1 L’algoritmo 
Il semplice diagramma di flusso nella Figura 2-1 mostra la struttura portante dello strumento in 
analisi. 
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Figura 2-1 Principali I/O e procedura di calcolo 
La prima procedura prepara i dati in ingresso, acquisendo i dati strutturali di simulazione (ad 
esempio la topologia di rete, l’elenco dettagliato dei parametri degli elementi di rete e della 
generazione). Nella seconda procedura sono acquisiti i dati operativi, come i margini di riserva 
da rispettare, i prezzi delle offerte di generazione ed eventualmente la presenza di gruppi must-
run. La terza sezione è il cuore dell’algoritmo, dove un Optimal Power flow genera un Unit 
Commitment e un dispacciamento per ogni generatore per ogni intervallo di analisi (definito al 
quarto d’ora); una reiterazione alla seconda procedura è possibile se i vincoli descritti in essa 
non consentono di trovare una soluzione flessibile del problema. Nella Figura 2-2 sono descritte 
con maggior dettaglio tutte le procedure interne all’algoritmo. Prima di tutto, è importante 
evidenziare che l’orizzonte temporale di simulazione può essere un singolo giorno (o una sua 
parte), più giorni consecutivi, o ventiquattro ore a cavallo fra due giorni, per esempio dalle 
16:00 di lunedì alle 16:00 di martedì. 
Il cuore probabilistico dell’algoritmo, basato su una procedura Monte Carlo Casuale [1] e 
necessario per determinare i prezzi delle offerte sui mercati dell’energia e dei servizi, richiede 
un seme per inizializzare il calcolo dei numeri pseudocasuali. Il seme può essere impostato 
manualmente (nel caso in cui si voglia simulare lo stesso scenario di mercato), o può essere 
selezionato automaticamente dall’algoritmo, elaborandolo dall’ora locale del PC nella quale è in 
esecuzione. 
I dati strutturali per ogni singolo generatore sono: 
i. la potenza massima in uscita [MW]: pmax-g; 
ii. la potenza minima in uscita [MW]: pmin-g; 
iii. il tipo di generatore (convenzionale, nucleare, turbogas, idroelettrico, pompaggio); 
iv. nodo di connessione alla rete; 
v. rampe a salire e scendere [MW/15’]; 
Inizio
Fine
Input dati
strutturali
Input dati operativi
Algoritmo
Uscita risultati
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vi. il tempo tON-g: rappresenta il numero minimo di ore consecutive (conteggiate 
dall’avviamento) in cui il gruppo deve rimanere in produzione; 
vii. il tempo tOFF-g: rappresenta il numero minimo di ore consecutive (conteggiate dallo 
spegnimento) in cui il gruppo deve rimanere spento; 
 
Figura 2-2 UC e dispacciamento: algoritmo generale 
La rete di trasmissione è descritta in termini di matrice delle ammettenze di connessione; per 
ogni linea e trasformatore è conosciuta la potenza massima ammissibile. Assumendo come 
ingresso un profilo orario del carico nodale, tramite un’interpolazione cubica, è possibile 
eseguirne una descrizione a passi di quindici minuti. La quantità totale di riserva secondaria da 
dispacciare può essere imposta manualmente, tramite regole ENTSOE [2], o tramite il criterio 
N-1 applicato al parco di generazione disponibile. 
d=ds
iter=0
Input dati strutturali
dei generatori
Profilazione al 15' del
carico
Determinazione della
riserva Secondaria
Definizione dei Must-Run
UC dei gruppi
idroelettrici
(peak shaving)
Pre-Dispacciatore
Dispacciatore
Post-Dispacciatore
Si
No
Si
iter=iter+1
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Si
Si
No
q=qs
q=q+1
Si
Fine
Analisi N-1 per ogni
elemento di rete
No
d=d+1
inizio
Generazione casuale del
valore delle offerte di
energia dei gruppi sul
mercato
d=de?
q=qe?
Conver-
ge?
N-1?
N-1
verificato?
Input dei dati
strutturali della rete e
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La Figura 2-3 mostra come la quantità totale di riserva secondaria è prima suddivisa per ogni 
zona di rete in base al proprio carico; il servizio di regolazione secondaria è scelto in maniera 
casuale per ogni gruppo, considerando i seguenti criteri: 
i. solo un sotto insieme di gruppi termoelettrici tradizionali è disponibile per il servizio; 
ii. gruppi idroelettrici e turbogas sono esclusi; 
iii. è possibile impostare una taglia minima per la selezione dei gruppi; 
iv. specifiche regole sono applicate per casi particolari: per esempio un solo generatore 
selezionabile per nodo, o l’esclusione dei gruppi che si trovano in antenna; 
 
Figura 2-3 Dispacciamento riserva secondaria 
Inoltre è possibile impostare anche i generatori “Must-Run” che, sotto particolari contratti o 
vincoli strutturali, bypassano i risultati del mercato dell’energia e seguono un andamento di 
potenza in uscita stabilito a priori. Il dispacciamento delle unità di generazione è quindi 
eseguito simulando i risultati di un mercato del giorno prima. Ogni tipo di generatore è 
caratterizzato da una curva prezzo-quantità; per evitare indeterminazioni dovuti a uguali curve 
di costi marginali, una procedura Monte Carlo somma a tali curve una quota variabile del ±15% 
della curva stessa. Considerando le classiche strategie di offerta delle compagnie alle quali 
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appartengono i gruppi idroelettrici, e ipotizzando che il costo dell’energia sia più alto durante le 
ore in cui il carico assume i valori massimi, il dispacciamento delle unità di produzione 
idroelettriche è effettuato tramite la procedura di peak-shaving. Il risultato dell’Unit Commit-
ment dei generatori idroelettrici viene “suggerito” al dispacciatore (descritto in seguito), 
forzando virtualmente il prezzo di vendita dell’energia di tali gruppi al di sotto del prezzo più 
basso dei gruppi termici. Tale metodologia di dispacciamento è molto più efficiente rispetto a 
quelle tradizionali poiché si considerano nello stesso OPF i risultati del mercato dell’energia 
(per il parco idro-termo elettrico), e i vincoli di rete e di sicurezza. 
Riguardo all’analisi del quarto d’ora, un pre-dispacciatore calcola i limiti inferiori e superiori di 
potenza che ogni singolo generatore può erogare, dovuti ai vincoli strutturali, alla potenza 
prodotta al quarto d’ora precedente e alle rampe di carico (sia a scendere che salire). Raramente 
questo tipo di approccio Top-Down causa la non convergenza dell’OPF, dovuto al non rispetto 
dei vincoli integrali; se così accadesse, l’algoritmo riparterebbe dall’inizio ma cambiando seme 
del metodo Monte Carlo. Il “mixed-integer linear power flow” [9.1], discusso in seguito, 
provvederà a determinare lo Unit Commitment ed il dispacciamento per ogni singolo generatore 
per tutta la durata dell’orizzonte temporale. 
2.2 Unit Commitment e Dispacciamento 
L’avvio e lo spegnimento dei gruppi di generazione, come la potenza prodotta in ogni instante 
da ogni singolo generatore, sono determinati tramite la minimizzazione di una funzione 
obiettivo, sotto la supposizione di vincoli tecnici (Mixed-Integer linear OPF). L’algoritmo 
presume la presenza di un mercato elettrico dell’energia seguito da un mercato dei servizi. Il 
primo è utilizzato per determinare, per ogni istante di simulazione, la domanda e l’offerta che 
massimizza la cosiddetta “Social Welfare”, che equivale alla differenza fra il pay-as-bid 
accettato per l’offerta ed il pay-as-bid accettato per la domanda. 
 
lk k gi i
k i
SW b l b g= −∑ ∑  2-1
dove: 
blk è il prezzo dell’offerta k-esima oraria d’acquisto; 
 lk è la quantità accettata per l’intervallo in analisi; 
 bgi è il prezzo dell’offerta i-esima oraria di vendita; 
 gi è la quantità accettata per l’intervallo in analisi; 
E’ noto che, quando il carico è indipendente dal prezzo (“Domanda anelastica”), la massimizza-
zione del Social Welfare equivale a minimizzare il Social Cost, in altre parole: 
 
gi i
i
SC b g= ∑  2-2
Il punto di lavoro determinato dal mercato dell’energia del giorno prima rispetta il bilancio di 
potenza fra carico e generazione, senza prendere in considerazione i vincoli dovuti alla rete di 
trasmissione, il margine di riserva e i requisiti di sicurezza; inoltre i risultati del mercato 
possono non rispettare le rampe dei generatori. Per queste ragioni ISO deve validare i risultati 
del mercato dell’energia, eseguendo un mercato ex-ante dei servizi, con lo scopo di rendere i 
risultati del mercato sicuri e fattibili tecnicamente. Tale mercato lavora con l’obiettivo di 
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minimizzare i costi di riserva. Alla luce di queste considerazioni, per ogni intervallo q, 
l’algoritmo minimizza la somma del Social Cost e del costo del mercato dei servizi: 
 ( ){ }max
1
min
Ng
q p gq gq r gq gq gq gq
g
b p b p p oζ
− − −
=
= + −∑  2-3
dove: 
bp-gq è il prezzo della potenza in €/MW del generatore g al tempo q sul mercato 
dell’energia; 
br-gq è il prezzo della riserva in €/MW del generatore g al tempo q sul mercato dei 
servizi di riserva; 
pgq è la potenza commissionata al generatore g al quarto d’ora q dal mercato 
dell’energia (variabile di controllo); 
pmax-gq è la massima potenza in uscita, tecnicamente possibile per il generatore g al 
tempo q 
ogq è la variabile booleana ausiliaria, che equivale ad 1 quando il generatore g al 
tempo q è in funzione. 
Dato che pgqogq = pgq la funzione da minimizzare ad ogni istante può essere semplificata come 
segue: 
 ( ){ }max
1
min
Ng
q gq p gq r gq gq gq r gq
g
p b b o p bζ
− − − −
=
= − +∑ 2-4
Considerando tutti gli intervalli di simulazione dal qs (inizio) al qe (fine), la funzione obiettivo 
totale è descritta come segue:
 ( ){ }max
1
min
qe Ng
gq p gq r gq gq gq r gq
q qs g
p b b o p bζ
− − − −
= =
 
= − + 
 
∑ ∑ 2-5
Dove le b sono le offerte note e le pgq e le ogq sono le variabili da ottimizzare nel rispetto dei 
vincoli sotto descritti. E’ importante ricordare che le pmax-gq dipendono dai massimi tecnici (pmax-
g) e dalla potenza prodotta all’instante precedente. 
2.2.1 Vincolo di bilanciamento 
Per ogni istante di simulazione q, la potenza prodotta dalla generazione deve eguagliare il 
carico totale di sistema, in altre parole: 
q∀  
Ng Nl
gq lq q
g=1 l=1
p = l =L∑ ∑  2-6
Dove Lq è il carico totale al tempo q di simulazione. Le perdite di potenza non sono considerate 
in questa trattazione. In forma matriciale: 
q∀  
gq q1 p L
T
    =    2-7
Dove: 
 [pgq] è il vettore delle potenze prodotte all’intervallo q. 
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2.2.2 Vincoli di rete 
Il flusso di potenza per ogni ramo di rete è determinato usando il metodo del “DC Load Flow”. 
Com’è ben noto il flusso di potenza attiva su di un singolo ramo può essere descritto come 
segue: 
,q a∀  ( )1
1
1 Nn
aq hn kn net nq
ihk
f c c p
x
−
−
=
= −∑  2-8
Dove: 
 a è il ramo dal nodo h al nodo k; 
 faq è il flusso di potenza attiva sul ramo a al quarto d’ora q; 
 xhk è la reattanza longitudinale del ramo a; 
 Nn è il numero dei nodi di rete; 
 chn è l’elemento hn della matrice (Nn-1 nodi) ridotta del DC load flow; 
 ckn è l’elemento kn della matrice (Nn-1 nodi) ridotta del DC load flow; 
 pnet-nq è la potenza netta di nodo n al quarto d’ora q (differenza fra produzione e 
carico). 
Il coefficiente: 
 
hn kn
an
hk
c c
s
x
−
=  2-9
Esprime la sensitivity del flusso della potenza sul ramo a (connessione dal nodo h al nodo k) al 
variare della potenza iniettata nel nodo n [3]. Il rispetto del massimo flusso di potenza per ogni 
ramo è espresso dalla seguente disequazione: 
,q a∀  
1
1
Nn
an net nq max aq
n
s p t
−
− −
=
≤∑  2-10
Dove tmax-aq è il limite massimo termico del ramo a al quarto d’ora q. In forma matriciale: 
q∀  
max q qt f− ≥  2-11
Dove: 
 q net qf Sp −=  2-12
Con: 
 fq vettore dei flussi attivi di potenza al tempo q; 
 S matrice di sensitività. 
In conclusione: 
 max q net qt Sp− −≥  2-13
Che può essere scisso nelle due disequazioni: 
 max q net q max qt Sp t− − −− ≤ ≤  2-14
E separando i nodi dove sono installati generatori, dai nodi dove è presente il carico (se ci sono 
nodi con entrambi, il nodo è rappresentato due volte) si ottiene: 
 
g l
max q gq lq max qt S p S p t− −− ≤ − ≤  2-15
Poiché le variabili di controllo sono i termini di pgq è possibile ulteriormente semplificare: 
 20 
 
l g l
max q lq gq max q lqt S p S p t S p− −− + ≤ ≤ +  2-16
Ed in conclusione: 
 
DOWN g UP
max q gq max qt S p t− −≤ ≤  2-17
Dove: 
 
,
DOWN l
max q max q lqt t S l− = − +  
 
,
UP l
max q max q lqt t S l− = +  
2.2.3 Vincoli di riserva di generazione 
Lo scopo di tale tipologia di vincolo è di assicurare la presenza di una certa quantità di riserva 
terziaria a salire e scendere disponibile per i bilanciamenti in tempo reale. Per ogni intervallo di 
simulazione è possibile definire una quantità desiderata di riserva, proporzionale al parametro λ 
e al valore totale del carico al quarto d’ora q: 
q∀  
UP UP
q q qr Lλ=  2-18
DOWN DOWN
q q qr Lλ=  2-19
Dove: 
 rq
UP
 è a riserva totale di generazione a salire; 
 rq
DOWN
 è a riserva totale di generazione a scendere; 
I due vincoli sono descritti come segue: 
q∀  
( )
1
Ng
UP
gq max gq gq q
g
o p p r
−
=
− ≥∑  2-20
( )
1
Ng
DOWN
gq gq min gq q
g
o p p r
−
=
− ≥∑  2-21
E’ importante ricordare che i valori di pmax-gq e pmin-gq dipendono entrambi dai limiti strutturali 
del generatore e dalla potenza pgq-1 prodotta nell’intervallo precedente. In forma matriciale: 
q∀  
T T UP
gq max gq gq gq qo p o p r− − ≥  2-22
T T DOWN
gq gq gq min gq qo p o p r−− ≥  2-23
Un’altra considerazione deve essere introdotta per quanto riguarda il vincolo di riserva di 
generazione a salire. Poiché la rapidità di risposta alla richiesta di potenza è in funzione della 
tipologia di generazione, è possibile dividere in due il vincolo di riserva a salire in base al tipo 
di generatore, più precisamente tra i gruppi idroelettrici e turbogas e i gruppi termoelettrici 
tradizionali. Ovvero, per i gruppi idrici e turbogas: 
 
UP UP
q hy gt q hy gt qr Lλ− − − −=  2-24
E 
 
UP UP
q therm q therm qr Lλ− −=  2-25
In conclusione i tre vincoli sui margini di riserva di generazione possono essere descritti in 
forma matriciale come segue: 
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q∀  
T T UP
gq hy gt max gq hy gt gq hy gt gq hy gt q hy gto p o p r− − − − − − − − − − −− ≥  2-26
T T UP
gq therm max gq therm gq therm gq therm q thermo p o p r− − − − − −− ≥  2-27
T T DOWN
gq gq gq min gq qo p o p r−− ≥  2-28
2.2.4 Vincoli di natura binaria 
Una delle maggiori innovazioni di quest’algoritmo è quella d’eliminare il ciclo che si crea fra 
l’Unit Commitment e il dispacciamento. Tale reiterazione è dovuta al fatto che vincoli di 
sicurezza e di margini di riserva non sono rispettati, poiché i due procedimenti sono eseguiti 
distintamente. Una delle principali ragioni per cui i due processi sono separati dipende dal fatto 
che i generatori di potenza hanno un minimo tecnico diverso da zero, quindi la potenza prodotta 
è vincolata fra un pmin ed un pmax. Per risolvere nello stesso OPF il problema dell’Unit Commit-
ment (con lo scopo di trovare il miglior set di ogq), e il dispacciamento (con lo scopo di 
determinare il miglior set di pgq, nel rispetto dei vincoli tecnici di generazione) è necessario 
introdurre dei vincoli particolari, che hanno al loro interno sia variabili di tipo reale, che 
variabili di tipo intero (booleano). In conclusione è possibile scrivere che: 
,q g∀  (1 )min gq gq gq max gq max gqp p o p p− − −≤ + − ≤  2-29
Quando ogq = 0 l’Eq. 2-29 si semplifica come: 
 
0
min gq gq max gq max gq gqp p p p p− − −≤ + ≤ ⇒ = 2-30
Mentre, quando ogq = 1 l’Eq. 2-29 si semplifica come: 
 min gq gq max gqp p p− −≤ ≤  2-31
Comunque sia l’Eq. 2-29 può essere riscritta come segue: 
 ( ) 0min gq max gq gq gq max gqp p p o p− − −− ≤ + ≤  2-32
Dove: 
pmin-gq è la potenza tecnica minima del generatore g al quarto d’ora q, tenuto conto 
delle rampe di potenza; 
pmax-gq è la potenza tecnica massima del generatore g al quarto d’ora q, tenuto conto 
delle rampe di potenza; 
In conclusione il sistema completo di vincoli, che deve essere risolto dal dispacciatore, è il 
seguente: 
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Dove: 
 [ ] [ ]1 1gq min gq max gqp P P− −∆ = −  2-33
In particolare: 
 
1 0
0
g
min q
min gq
min N q
p
P
p
−
−
−
 
 
=  
 
 
⋱  2-34
E per la potenza massima: 
 
1 0
0
g
max q
max gq
max N q
p
P
p
−
−
−
 
 
=  
 
 
⋱  2-35
2.3 Post-dispacciatore e analisi N-1 
La procedura di post-dispacciatore è usata per aggiornare i periodi di “must-on” e “must-off” 
che ogni singolo generatore di potenza deve rispettare per gli intervalli successivi, dopo che 
l’OPF ha definito nell’istante corrente quali generatori producono e quali no. La funzione 
seleziona quei gruppi che sono entrati in funzione o sono stati spenti nel quarto d’ora q di 
simulazione corrente e non prende in considerazione i gruppi Must-Run e i generatori adibiti 
alla regolazione in riserva secondaria. Esiste la possibilità di imporre che l’Unit Commitment e 
il dispacciamento soddisfi il criterio di sicurezza N-1. Il flusso di potenza f’aq sul ramo a al 
quarto d’ora q, dovuto alla rottura del ramo b si determina come segue: 
 
'
,aq aq a b bqf f fσ= +  2-36
Dove σa,b è il coefficiente di distribuzione di flusso di potenza sul ramo a (dal nodo h al nodo k) 
in caso di rottura del ramo b (dal nodo r al nodo s) [3]: 
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 ( ) ( )
( ), 2
b hr hs kr ks
a b
a b rr ss rs
a b
x c c c c
x x c c c
σ
≠
− − −  
=
− − +
 2-37
Dove il cij è il generico elemento della matrice ridotta del DC load flow, e le x sono le reattanze 
longitudinali di ramo. 
 
Figura 2-4 Post dispacciatore 
La verifica di sicurezza N-1 può essere scritta come segue: 
, ,q a b∀  
, ,max aq aq a b bqt p pσ≥ +  2-38
Se solo una verifica N-1 non è rispettata, l’algoritmo torna indietro movimentando la genera-
zione in giri necessaria a far si che tale violazione di vincolo sia annullata. 
2.4 Caso studio su rete test 
Il metodo proposto è applicato alla rete test RTS-96, di cui i dettagli strutturali sono descritti in 
9.3. Sono ipotizzati due dispacciamenti per lo stesso giorno in analisi, con quantità di riserva di 
generazione differenti, e con limiti di flussi di potenza sui rami diversi. I parametri di simula-
zione sono riportati in Tabella 2-1. 
Tabella 2-1 Parametri di simulazione 
Parametri Simulazione 1 Simulazione 2 
Profilo di carico 90% del giorno con picco di carico annuo 
Limiti di flussi di potenza sui rami Pmax (limite termico) 80% del Pmax 
Inizio
Fine
Per le prossime
ore g è ON
Per le prossime
ore g è OFF
g=g+1
g=0
si
si
si
si
yes
yes
No
No
No
No
No
si
g=Ng?
RII
o
MustRun
q=qs?
pgq≠0
pgq=0
pgq-1≠0
pgq≠0
pgq-1=0
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Parametri Simulazione 1 Simulazione 2 
Riserva secondaria 
(RII=ENTSOE) RII 110% of RII 
Riserva terziaria termica 
(salire) 10% of Pload(t) 15% of Pload(t) 
Riserva terziaria termica 
(scendere) 10% of Pload(t) 15% of Pload(t) 
TG-idro riserva terziaria 1% of Pload(t) 
Gruppi Must-Run Tutti i gruppi nucleari 
Analisi N-1 Abilitata 
Inizio-Fine (quarti d’ora) 0-95 
 
Per quanto riguarda il parco idroelettrico, entrambe le simulazioni condividono lo stesso 
dispacciamento, ottenuto con la tecnica del peak-shaving. 
 
Figura 2-5 Carico e peak-shaving 
La Figura 2-6 mostra l’andamento del valore di riserva secondaria impostata durante tutto l’arco 
della simulazione, calcolata tramite regole ENTSOE. Una delle più importanti uscite 
dell’algoritmo è la potenza prodotta durante l’arco di simulazione in funzione del tipo di 
generazione (idrica, termica, turbogas), come riportato nella Figura 2-7 per la prima simulazio-
ne. Dalla figura è possibile evidenziare come la potenza prodotta dai gruppi termici tradizionali 
dipende fortemente dal valore del carico, soprattutto quando i gruppi idroelettrici entrano ed 
escono dalla produzione, mentre la potenza prodotta da i gruppi nucleari rimane in sostanza 
costante durante tutto il periodo di simulazione. L’avvio e lo spegnimento dei generatori 
idroelettrici è eseguito in maniera più graduale rispetto alla Figura 2-5. Questo per evitare che i 
gruppi termici tradizionali subiscano un’elevata variazione di richiesta di potenza che ridurreb-
be i margini disponibili. 
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Figura 2-6 Andamenti della riserva secondaria 
La Figura 2-8 mostra il flusso di potenza sulla linea B11, dovuto al dispacciamento effettuato. 
Mentre nella simulazione numero uno la linea è sollecitata fino al raggiungimento del valor 
massimo di potenza ammissibile, nella simulazione numero due il dispacciamento assicura 
sempre il rispetto del vincolo massimo ridotto del 20%. 
 
 
Figura 2-7 Quantità di potenza prodotta per tipologia (sim.1) 
La possibilità di gestire, per esempio, il “Net Transfer Capability” di una sezione critica 
consente di creare dispacciamenti con affidabilità differenti. Analogamente, l’affidabilità 
associata allo scenario di dispacciamento può essere facilmente variata, modificando i margini 
di riserva di potenza dei gruppi termoelettrici, idrici e turbogas. 
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Figura 2-8 Flusso di potenza sul ramo B11 
Le Figura 2-9 e Figura 2-10 mostrano i profili di margine di riserva, in p.u. del carico totale di 
sistema. 
 
Figura 2-9 Margini di riserva a salire per gruppi termici 
Da esse è possibile notare che, nella parte centrale del giorno la riserva totale disponibile 
converge sul valore minimo impostato dal vincolo (1% per idroelettrico e turbogas); al contra-
rio, agli estremi il margine di riserva aumenta. Questo fenomeno è dovuto all’esistenza di alcuni 
fattori come: la riduzione del valore di carico totale del sistema, unita all’obbligo di mantenere 
in giri alcuni generatori termoelettrici (per soddisfare i vincoli di “must-on”), e l’avvio e 
spegnimento dei gruppi idroelettrici. Nelle prossime figure sono riportati due interessanti 
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esempi di profili di generazione. Il primo riguarda il generatore “Bloch-3”, che durante tutto il 
periodo di simulazione è chiamato in servizio due volte. 
 
Figura 2-10 Margini di riserva a salire per gruppi idrici e turbogas 
Dopo la prima chiamata in servizio il profilo di produzione segue il trend del carico totale di 
sistema, mentre la seconda chiamata dipende dallo spegnimento dei gruppi idroelettrici. In 
entrambe le figure sono riportati i margini tecnici di potenza ammissibili, i periodi di “Must-
On” e “Must-Off”. Al primo spegnimento del generatore “Bloch-3”, l’unità “Cecil-1” è 
chiamata in servizio. Questo generatore rimane attivo solo per il tempo minimo, compatibile 
con il vincolo di “Must-On”. 
 
Figura 2-11 Potenza prodotta da Bloch-3 
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La Figura 2-13 mostra come la simulazione numero due ha un costo maggiore, dovuto a un 
maggior valore di riserva richiesta, che implica un numero maggiore di generatori da mantenere 
in giri. Tale incremento di costo può essere giustificato solo a consultivo, in termini di un 
aumento di affidabilità di sistema. 
 
Figura 2-12 Potenza prodotta da Cecil-1 
 
Figura 2-13 Costo totale delle due simulazioni 
2.5 Considerazioni conclusive 
L’algoritmo proposto può essere utilizzato come strumento necessario alla creazione di 
molteplici scenari operativi di un dato parco idro-termoelettrico su di una rete elettrica, per 
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testare nuovi criteri di gestione della riserva di generazione per il giorno dopo, per validare 
nuove regole di mercato, per calibrare la Net Transfer Capability di sezioni critiche e per 
simulare nuove strategie operative della sala di controllo. Il presente strumento è stato testato 
sulla rete RTS-96, ed ha mostrato risultati molto interessanti in termini di velocità di esecuzio-
ne, convergenza dei risultati, robustezza e facilità nel poter modificare i parametri di 
simulazione, come il profilo di carico, i requisiti di sicurezza, i vincoli di riserva secondaria e 
terziaria. L’algoritmo descritto propone inoltre, introducendo variabili di tipo reale e intero, 
un’interessante soluzione per risolve con la stessa procedura il problema dell’Unit Commitment 
e del dispacciamento, che tenga in considerazione anche la presenza dei gruppi di generazione 
idroelettrici e dei risultati del mercato dell’energia e dei servizi ancillari. Si può concludere che 
tale strumento è indispensabile per le valutazioni di sicurezza di sistema. 
2.6 Nomenclatura 
Sets: 
{1,...,Nn} nodi 
{1,...,Ng} generatori 
{1,...,Nl} carichi 
{1,...,Nz} zone di mercato 
{qs,...,qe} intervalli di tempo 
{ds,...,de} giorni 
 
Pedici: 
d  giorno 
z  zona 
g  generatore 
l  carico 
a  ramo 
q  intervallo di tempo (quarto d’ora) 
n  nodo 
therm  gruppo termoelettrico 
hy-gt  gruppi idrici e turbogas 
 
Parametri: 
pmin-g  potenza minima strutturale del generatore g 
pmax-g  potenza massima strutturale del generatore g 
tON-g  tempo minimo di must-on del generatore g 
tOFF-g  tempo minimo di must-off del generatore g 
llq  carico al nodo l al tempo q 
xhk  valore della reattanza in p.u. del ramo che collega il nodo h al nodo k 
tmax-aq  potenza massima del ramo a al quarto q 
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san coefficiente di sensitivity fra la potenza iniettata nel nodo n ed il flusso di 
potenza sul ramo a 
σab coefficiente di sensitivity sul flusso di potenza sulla linea a dovuto al distacco 
della linea b 
bp-gq prezzo della potenza prodotta, sul mercato elettrico, dal generatore g al quarto 
q 
br-gq prezzo della riserva, sul mercato dei servizi, dal generatore g al quarto q 
u vettore unitario 
0 vettore nullo 
 
Variabili: 
pmin-gq minima potenza producibile dal generatore g al quarto q 
pmax-gq massima potenza producibile dal generatore g al quarto q 
∆pgq intervallo di potenza del generatore g al quarto q 
ζ funzione obiettivo 
ogq stato binario del generatore g al quarto q (0: inattivo; 1: attivo) 
pgq potenza prodotta dal generatore g al quarto q 
pnet-nq potenza netta iniettata nel nodo n al quarto q 
faq flusso di potenza sul ramo a al quarto q 
tmax-aq flusso massimo di potenza sul ramo a al quarto q 
rq
UP
 riserva totale di generazione a salire al quarto q 
rq
DOWN
 riserva totale di generazione a scendere al quarto q 
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3. Il metodo Monte Carlo Sequenziale 
3.1 Metodo Monte Carlo 
La determinazione dell’affidabilità dei sistemi elettrici di potenza tramite metodi probabilistici è 
stata ampliamente discussa in passato, e un’ampia gamma di indici appropriati sono stati 
definiti. L’approccio utilizzato e i risultati ottenuti dipendono dal problema in analisi e dalle 
ipotesi postulate, la validità dell’analisi è legata direttamente alla bontà del modello utilizzato e 
alla rappresentazione del sistema. L’apparente capacità di includere un elevato dettaglio di 
descrizione degli elementi e nei calcoli non deve mai trascurare le incertezze derivanti 
dall’imprecisione sui dati previsionali, come i valori di carico, i tassi di guasto, e i tempi di 
riparazione. L’affidabilità in termini assolutistici, anche se è un obiettivo ideale, è in sostanza 
impossibile da stimare a livello pratico. Il punto più importante su cui porre l’accento è che è 
assolutamente indispensabile avere una conoscenza profonda del sistema in analisi, poiché 
nessuna teoria probabilistica è in grado di aggirare tale importante caratteristica ingegneristica. 
La teoria della probabilità è semplicemente uno strumento che permette all’analista di trasfor-
mare la conoscenza del sistema in una previsione del suo probabile comportamento futuro; solo 
dopo questa profonda comprensione può essere implementato un modello coerente con la 
tecnica più appropriata. I passaggi fondamentali da analizzare sono: 
i. comprendere il modo in cui i componenti ed il sistema funzionano; 
ii. identificare il modo con la quale falliscono; 
iii. dedurre le conseguenze dei fallimenti; 
iv. derivare un modello che rappresenti queste caratteristiche; 
v. selezionare la giusta tecnica di analisi. 
Ci sono due principali tecniche di analisi: una analitica e una che utilizza metodi di simulazione. 
Le tecniche analitiche rappresentano il sistema tramite dei modelli matematici, mediante i quali 
vengono determinati gli indici di affidabilità del sistema. I metodi di simulazione Monte Carlo, 
invece, stimano gli indici simulando il processo di sistema vero e proprio, unito al comporta-
mento aleatorio degli elementi che lo compongono. Il metodo, dunque, tratta il problema come 
una serie di esperimenti. Esistono pregi e difetti di entrambi i metodi sopradescritti, e in 
generale se sono trascurate le condizioni operative più complesse e i tassi di guasto dei 
componenti sono piccoli (cioè il sistema ha una alta affidabilità), il metodo analitico è più 
efficiente. Viceversa, quando devono essere modellate condizioni operative complesse e il 
numero di eventi è relativamente grande, il metodo Monte Carlo è preferibile. I principali 
vantaggi di tale metodo sono: 
i. la possibilità di modellare in maniera esaustiva comportamenti del sistema che, per via 
analitica, dovrebbero essere semplificati; 
ii. il numero di simulazioni richieste per determinare un appropriato livello di accuratezza 
degli indici in uscita è indipendente dalle dimensioni del sistema, e quindi tale metodo 
si adatta bene alla presenza di sistemi ad elevate dimensioni; 
 32 
iii. per ogni componente di sistema esiste la possibilità di simulare, con le proprie distri-
buzioni di probabilità, gli stati di funzionamento e di non funzionamento. In generale 
non è possibile simulare tale caratteristica con i metodi analitici; 
iv. esiste la possibilità di calcolare indici non solo mono-parametrici, ma anche multi-
parametrici; 
v. possono essere simulati altri elementi di sistema, come le stime operative dei serbatoi 
idrici (che determinano la disponibilità d’acqua per le centrali idroelettriche), le condi-
zioni metereologiche nei vari punti del sistema (che possono influenzare i coefficienti 
di affidabilità degli elementi di sistema). 
Le parti principali che compongono una simulazione tramite metodo Monte Carlo possono 
essere riassunte sotto i seguenti punti: 
i. il generatore di numeri casuali: necessario a creare numeri pseudo-casuali con distru-
zioni uniformi, gaussiane o Weibull. L’importanza di tale elemento riveste un ruolo 
fondamentale, poiché grazie ad esso sono determinate le transizioni fra i vari stati di 
funzionamento dei singoli elementi che compongono il sistema. Ovvio dedurre che 
l’intera simulazione può essere affetta da errore se tal elemento non è ben calibrato (di-
stribuzioni non uniformi, periodi di sequenza troppo brevi rispetto al numero di 
campioni necessario); 
ii. la modellazione degli elementi: ogni componente deve essere rappresentato con il mo-
dello matematico più appropriato per le analisi da effettuare. Questo implica l’utilizzo 
di rappresentazioni che non siano troppo raffinate (e computazionalmente pesanti e 
inutili allo scopo), e troppo semplicistiche (che porterebbero a risultati inesatti); 
iii. il funzionamento degli elementi: deve essere rappresentato secondo stati di funziona-
mento ben precisi (funzionante, non funzionante, funzionante in parte, …), dove le 
transizioni da uno stato all’altro sono determinate da specifici coefficienti (tassi di gua-
sto e di riparazione), che devono rappresentare il più fedelmente possibile l’elemento 
al quale fanno riferimento (tali coefficienti sono determinati mediante analisi statisti-
che). Per esempio se un elemento è completamente descritto da due stati 
(“Disponibile” e “Non disponibile”), la Figura 3-1 mostra un esempio di tempo medio 
di rottura e di riparazione. Mean Time to Failure (MTTF), Mean Time To Repair 
(MTTR) e Mean Time Between Failures (MTBF) sono legati dalla seguente relazione: 
 MTBF MTTF MTTR= +  3-1
 
Figura 3-1 Sequenza di eventi di rottura e riparazione 
Il reciproco del MTTR è conosciuto come il “Tasso di riparazione” µ, mentre il reci-
proco del MTTF è il “Tasso di guasto” λ. Ovvero: 
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 1
MTTF
λ =  3-2
 1
MTTR
µ =  3-3
Per ogni intervallo di tempo della simulazione e per ogni componente è estratto un 
numero casuale r con distribuzione uniforme tra 0 ed 1. Lo stato del componente per 
l’instante successivo sarà: 
 ( )( ) 1 se allora 0S t r S t tλ= ⇒ ≤ + ∆ =  3-4
 ( )( ) 0 se allora 1S t r S t tµ= ⇒ ≤ + ∆ =  3-5
Dove: 
 S(t) è lo stato del componente al tempo t; S = 1 disponibile, S = 0 indisponibi-
le; 
 S(t+∆t) è lo stato del componente all’istante successivo; 
 r è il numero casuale estratto; 
 λ è il tasso di guasto; 
 µ è il tasso di riparazione. 
Questa procedura stabilisce la disponibilità di ogni componente per ogni intervallo di 
tempo; 
iv. analisi del sistema: il funzionamento del sistema deve poter essere implementato, alla 
luce dello scopo dell’analisi, nel miglior modo possibile; 
v. indici di output: sono i parametri di uscita, che descrivono il comportamento medio 
delle simulazioni effettuate; 
vi. criteri di stop: le simulazioni Monte Carlo sono processi che hanno una convergenza 
fluttuante. Con il procedere della simulazione gli indici convergono verso quelli reali, 
e la simulazione deve essere interrotta quando tali indici soddisfano determinate rego-
le; queste regole di arresto devono essere rappresentate con un giusto compromesso fra 
l’accuratezza dei dati in uscita, e il costo computazione della simulazione. Normal-
mente sono utilizzati due tipi di criteri: il primo fa terminare la simulazione quando la 
varianza sugli indici di uscita è inferiore di una certa tolleranza definita a priori; il se-
condo ferma la simulazione dopo un certo numero d’iterazioni e verifica, come la 
prima regola, se la tolleranza è accettabile. Se così non fosse la simulazione ripartireb-
be dal punto in cui è stata interrotta. 
Una volta studiati e chiariti i punti menzionati è possibile compiere una simulazione che dia in 
uscita dei risultati attendibili; quindi, è possibile affermare che la buona riuscita di una simula-
zione Monte Carlo dipende in maniera non trascurabile dall’abilità dell’operatore nel 
maneggiare propriamente i punti sopradescritti. 
3.2 Stima dell’affidabilità in tempo reale dei sistemi elettrici 
Uno dei principali compiti dell’operatore di sistema (ISO) è quello di eseguire le analisi di 
sicurezza e affidabilità del proprio sistema elettrico di competenza. Per eseguire tali verifiche 
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egli deve validare il dispacciamento previsionale stabilito dal mercato del giorno prima, in 
modo tale che possa soddisfare i criteri di sicurezza (come, per esempio, le congestioni di rete). 
Inoltre, per garantire l’affidabilità di sistema, l’ISO deve garantire alcuni servizi di sistema, 
come un’adeguata quantità di potenza disponibile per la riserva primaria e secondaria, e un 
adeguato livello di potenza ed energia disponibile per le operazioni di bilanciamento (riserva 
terziaria). Allo stato attuale il necessario margine di riserva operativa è impostato utilizzando il 
criterio di prima contingenza (N-1. Poiché la disponibilità di margini di riserva ha un elevato 
impatto economico, vi è un forte incentivo a dimensionare tali margini in modo appropriato. Per 
risolvere la questione sopracitata, un approccio probabilistico sarebbe corretto, poiché terrebbe 
in considerazione l’affidabilità del parco di generazione, della rete di trasmissione e l’aleatorietà 
del valore del carico di sistema. Tale approccio porta ad avere una visione più approfondita del 
funzionamento in tempo reale del parco di generazione e della rete di trasmissione, consente di 
poter simulare più contingenze simultanee, e le logiche di gestione adottate dall’ISO per il 
tempo reale [4]. Lo scopo di tale metodo sarà la valutazione dell’affidabilità di sistema, in 
funzione dei margini di riserva di generazione, con particolare attenzione alle regole di 
dispacciamento durante le condizioni di contingenza e di emergenza. 
3.3 Modello del sistema elettrico 
Per eseguire analisi di sensitività sull’affidabilità delle operazioni giornaliere compiute su un 
vasto sistema elettrico, è necessario sviluppare un complesso modello matematico, prendendo 
in considerazione un ampio numero di parametri e variabili come, per esempio, le regole di 
dispacciamento durante le situazioni di emergenza e contingenza, la quantità di carico distacca-
bile, i margini di riserva secondaria e terziaria, i massimi flussi ammessi sui rami di 
trasmissione, la gestione dei gruppi di pompaggio con i propri serbatoi, i risultati del mercato 
dei servizi per la gestione dei margini di riserva, eccetera. La modellazione degli attori che 
compongono e regolano il sistema elettrico può essere classificata come segue nei prossimi 
paragrafi. 
La simulazione della rete, come uno degli elementi fondamenti del sistema elettrico, necessita 
della formulazione delle seguenti ipotesi: 
i. tutti i fenomeni dinamici fra un passo e l’altro sono trascurati, e le operazioni di ge-
stione che si eseguono entro il quarto d’ora sono eseguite simultaneamente al passo 
precedente. 
ii. sono trascurati i flussi di potenza reattiva, poiché il sistema elettrico di trasmissione e 
sub-trasmissione è sempre esercito a cos(φ) > 0.95. Tale semplificazione è svolta ridu-
cendo il valore massimo di potenza transitabile sulle linee di trasmissione e sui 
trasformatori di potenza; 
iii. la differenza degli angoli di fase delle tensioni ai capi delle linee e dei trasformatori 
può essere considerata piccola, quindi può essere ritenuta valida la seguente semplifi-
cazione trigonometrica: 
 ( )sin ij ijθ θ≅  3-6 
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iv. le tensioni nodali sono prossime al loro valore nominale, e quindi pari al valore unita-
rio se espresse in p.u.: 
 1 p.u.i j nomV V V≅ ≅ ⇒  3-7
v. sono trascurate le perdite di rete: tale quantità di potenza persa, per effetto dissipativo 
sulle linee e sui trasformatori, è mediamente contenuta entro il 3% del carico totale di 
sistema. Una soluzione a questa semplificazione consiste nell’aumentare, proprio di ta-
le valore percentuale, il carico previsionale in sede di determinazione dello Unit 
Commitment e dispacciamento; 
vi. i nodi di sistema rappresentano le stazioni elettriche primarie, e sono considerati solo 
come punti di arrivo e partenza di linee. In tale analisi sono trascurati i disservizi inter-
ni, e i tassi di guasto degli interruttori e dei sezionatori sono inglobati in quelli delle 
relative linee e trasformatori. 
vii. poiché i moduli delle tensioni nodali, espressi in p.u., sono uguali in tutta la rete e si 
trascurano le perdite, i trasformatori elevatori dei gruppi di generazione possono essere 
inglobati nei gruppi stessi, in quanto ininfluenti per la determinazione dei flussi di po-
tenza attiva. 
In sistema elettrico, comprensivo della rete, può essere suddiviso nei seguenti elementi, ognuno 
dei quali con le proprie ipotesi di funzionamento. 
3.3.1 Aree 
Le aree di sistema servono a poter raggruppare un insieme di nodi che hanno in comune un 
determinato insieme di caratteristiche come, per esempio, la posizione geografica. La loro 
presenza non compromette la bontà della simulazione del sistema stesso, ma in fase di analisi di 
post-processing, le aree consentono di mettere in risalto eventuali andamenti omotetici fra i nodi 
che compongono la stessa area. La loro modellazione è compiuta definendo semplicemente i 
nomi delle aree stesse. 
3.3.2 Nodi 
I nodi, alla luce delle ipotesi sopra citate, rappresentano i punti di connessione per le linee di 
trasmissione e per i trasformatori di potenza da una parte, e dall’altra i carichi (che possono 
essere rappresentati come valore di potenza transitante verso sezioni di rete a tensioni inferiori), 
e i gruppi di generazione. La loro modellazione è compiuta definendo la seguente lista di 
caratteristiche: 
i. nome del nodo; 
ii. area di appartenenza; 
iii. latitudine e longitudine; 
iv. tensione nominale. 
Risulta ovvio che, ai fini stretti della simulazione, è necessario conoscere soltanto i nomi di 
ogni nodo. Le altre caratteriste risultano necessarie soltanto in fase di post-process dei risultati. 
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3.3.3 Rami 
Il termine ramo si riferisce indistintamente sia alle linee di trasmissione, che ai trasformatori di 
potenza di stazione, poiché ai fini della simulazione il funzionamento di entrambi può essere 
considerato equivalente. Per ognuno di essi il modello equivalente è rappresentato dal doppio 
bipolo a π, con la sola reattanza longitudinale, perché si ipotizza che il valore del rapporto fra la 
resistenza e la reattanza di sequenza diretta sia minore di uno (ipotesi valida solo per i compo-
nenti delle sezioni di rete ad alta ed altissima tensione). Analogamente, poiché sono considerati 
solo i flussi di potenza attiva, gli elementi trasversali sono trascurati. 
 
Figura 3-2 Modello equivalente di ramo 
La modellazione è effettuata definendo la seguente lista di caratteristiche: 
i. nome del ramo; 
ii. nome del nodo di partenza; 
iii. nome del nodo di arrivo; 
iv. modulo della reattanza longitudinale espressa in p.u.; 
v. lunghezza (uguale a valor nullo se un trasformatore, diversa da zero se una linea) 
espressa in [km]; 
vi. potenza nominale espressa in [MW]: rappresenta il valor massimo di flusso di potenza, 
sopportabile per un tempo indeterminato dal ramo. Può essere aggiunto a tale parame-
tro un secondo valore, riferito a condizioni climatiche particolari; 
vii. potenza massima al quarto d’ora, espressa in [MW]: tale valore rappresenta la massima 
potenza supportabile per quindici minuti dal ramo. Può essere aggiunto a tale parame-
tro un secondo valore, riferito a condizioni climatiche particolari. 
 
Figura 3-3 Flussi ammessi sui rami 
Dal punto di vista affidabilistico, i rami sono considerati elementi a due stati: quello di funzio-
namento, in cui la linea è disponibile al trasporto della potenza nominale (per un tempo 
indefinito) e di emergenza (per un quarto d’ora), e quello di non funzionamento, in cui la linea 
per manutenzione programmata o per rottura è indisponibile al trasporto della potenza. Le 
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manutenzioni sono dei fuori servizio programmati e quindi la loro durata è nota a livello 
previsionale. Nel caso di guasto il tempo di riparazione non è noto a priori, ma è trattato in 
termini probabilistici con una distribuzione di probabilità uniforme, con il proprio MTTR. La 
modellazione probabilistica dei rami è definita con: 
i. tempo medio di rottura (MTTF) espresso in [h]; 
ii. tempo medio di riparazione (MTTR) espresso in [h]; 
iii. eventuale indisponibilità programmata del ramo, per manutenzione o altro, durante 
l’intera (o parte) della durata della simulazione. 
3.3.4 Serbatoi Idrici 
I serbatoi idroelettrici stabiliscono il vincolo integrale alla disponibilità di generazione dei 
gruppi idroelettrici e di pompaggio. I vincoli strutturali sono espressi dal valor massimo (limite 
di sfioro), e valor minimo (limite di svuotamento). Il funzionamento del serbatoio è rappresen-
tato dal suo livello energetico di accumulo, ed è espresso in MWh. La modellazione è effettuata 
definendo la seguente lista di caratteristiche: 
i. livello energetico a inizio simulazione, espresso in [MWh]; 
ii. livello energetico massimo, espresso in [MWh]; 
iii. livello energetico minimo, espresso in [MWh]. 
3.4 Modello della generazione 
Le diverse tipologie di unità di generazione sono classificate nella seguente lista: 
i. unità termoelettriche tradizionali: si considerano tali unità gli impianti a ciclo combi-
nato (o repowering), gli impianti convenzionali a vapore (carbone, olio combustibile, 
ecc…), gli impianti nucleari. Si trascurano i vincoli legati alla disponibilità di combu-
stibile; 
ii. unità turgobas a ciclo aperto; 
iii. unità idroelettriche pure; 
iv. unità idroelettriche di pompaggio; 
v. unità da fonte rinnovabile: generatori eolici. 
Si ipotizza inoltre che per le centrali idroelettriche (di pompaggio e non) e turbogas a ciclo 
aperto non è prevista alcuna fase di avviamento, perché tali unità riescono a erogare potenza, 
dal momento della loro chiamata in servizio, in un tempo inferiore al passo d’integrazione della 
simulazione. Per ciascuna unità si modella la sola componente attiva della potenza, quindi sono 
considerati soltanto i seguenti vincoli tecnici: 
i. potenza massima producibile dal generatore, espressa in [MW]. E’ la massima potenza 
che un generatore può produrre per un tempo indeterminato; 
ii. potenza minima producibile dal generatore, espressa in [MW]. Tale valore è riferito 
però solo alle unità di generazione termoelettriche tradizionali, poiché si ipotizza la 
presenza del valore di minimo tecnico. Viceversa, per le rimanenti tipologie di genera-
zione, è data la possibilità di modulare la potenza in uscita dal valor nullo fino al 
valore della potenza massima; 
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iii. potenza in pompaggio, espressa in [MW]. E’ la potenza che assorbe un gruppo idroe-
lettrico di pompaggio durante tale fase; 
 
Figura 3-4 Potenza in funzione della tipologia di generazione 
 
iv. rampa di potenza a salire, espressa in [MW/15’]. Rappresenta la pendenza massima 
positiva della presa di carico per le unità termoelettriche tradizionali. Tale valore è 
ignorato per gli impianti idroelettrici e turbogas a ciclo aperto, perché si ipotizza che 
tali tipologie di generazione riescano a fornire qualsiasi valore di potenza compresa fra 
lo zero e i valori nominali nello stesso intervallo di simulazione; 
v. rampa di potenza a scendere, espressa in [MW/15’]. Valgono le stesse ipotesi formula-
te per il parametro precedente; 
vi. tempo di avviamento a caldo e a freddo, espresso in [h]. Riferito soltanto ai generatori 
termoelettrici tradizionali, rappresenta il lasso di tempo che intercorre fra la sua chia-
mata ad entrare in servizio e l’inizio dell’erogazione della potenza. Il tempo di 
avviamento a caldo è preso in considerazione, rispetto a quello a freddo, se il tempo in-
tercorso fra la chiamata a tornare in servizio e lo spegnimento è inferiore al tempo di 
raffreddamento dell’impianto; 
vii. tempo di raffreddamento, espresso in [h]. Riferito soltanto per i generatori termoelet-
trici tradizionali, rappresenta l’intervallo nel quale è utilizzato il tempo di avviamento 
a caldo se il gruppo è chiamato a tornare in servizio. Al contrario, passato tale interval-
lo di tempo, una eventuale chiamata a tornare in servizio necessiterebbe del tempo di 
avviamento a freddo. Un esempio del funzionamento è riportato in Figura 3-6, dove 
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sono riportati due esempi di chiamata in servizio, uno riferito al tempo di avviamento a 
caldo, e l’altro a freddo; 
viii. passaggio da pompaggio a produzione e viceversa: s’ipotizza, solo per le unità idroe-
lettriche di pompaggio, che il passaggio dallo stato di funzionamento all’altro debba 
avvenire con un ritardo di un intervallo di simulazione (Figura 3-5 C). Questa ipotesi 
può essere ritenuta valida perché si ritiene che nella transizione di configurazione la 
centrale debba modificare il proprio assetto interno; 
ix. rendimento di ciclo (se idroelettrico di pompaggio); 
x. serbatoio di appartenenza (se idroelettrico puro o di pompaggio); 
xi. nome del nodo d’installazione del generatore. 
Le possibili condizioni di funzionamento delle unità di generazione elettriche possono essere 
raggruppate come segue: 
i. stato di funzionamento: la potenza prodotta è diversa dal valor nullo; 
ii. stato di avvio: il gruppo è in fase di avviamento (solo per centrali termoelettriche tradi-
zionali), ma non eroga potenza; 
iii. stato di pompaggio: la potenza del generatore assume valori negativi (solo per centrali 
idroelettriche di pompaggio); 
iv. stato di disponibilità: il valore della potenza prodotta è uguale a zero, ma il gruppo è 
disponibile a entrare in servizio su chiamata del dispacciatore; 
v. stato di indisponibilità programmata o per guasto: il generatore non è in grado di pro-
durre potenza. 
 
Figura 3-5 Stati di funzionamento in base alla tipologia di generazione 
Un esempio di funzionamento dei generatori elettrici, con i propri vincoli strutturali, è riportato 
in Figura 3-5. Nella sezione (A) è possibile visualizzare una variazione di potenza erogata fra 
un passo di simulazione e il successivo per le unità termoelettriche tradizionali; nella sezione 
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(B) è riportata, per le unità idroelettriche e turbogas a ciclo aperto, una modifica nel valore di 
potenza prodotta. Come si evidenzia tale variazione può coprire tutto il range di potenza, 
viceversa per il primo caso la variazione deve rispettare i vincoli di rampa (ed eventualmente il 
vincolo di minimo tecnico). Nell’ultima sezione di figura è mostrato come un gruppo di 
pompaggio passa da uno stato di funzionamento all’altro, rispettando il vincolo di un tempo 
minimo per la transizione. Ovviamente vale anche la condizione opposta, cioè quando dallo 
stato di produzione il gruppo passa allo stato di pompaggio. 
 
Figura 3-6 Tipo di avviamento in funzione del tempo 
Per definire un modello probabilistico di generazione da fonte rinnovabile eolica è necessario 
conoscere il legame che sussiste tra la velocità del vento e la potenza prodotta. Tale legame è 
chiamato “curva di potenza”, ed è caratterizzata da tre parametri: 
i. vcut-in è la velocità del vento per la quale il generatore eolico comincia a produrre ener-
gia elettrica; 
ii. vrated è la velocità del vento per la quale il generatore eolico fornisce la potenza nomi-
nale sui morsetti di uscita; 
iii. vcut-off è la velocità del vento per la quale intervengono gli automatismi di sicurezza del 
generatore eolico, posizionando le pale del rotore a bandiera e scollegandolo dalla rete 
elettrica. 
All’aumentare del vento, la potenza iniettata in rete dal generatore eolico cresce dalla vcut-in fino 
alla vrated con un andamento pressoché cubico, come riportato nell’ Eq. 3-8. 
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Dove pnom è la potenza nominale del gruppo. Dopo il raggiungimento del valore vrated la potenza 
in uscita si mantiene constante fino al raggiungimento della vcut-off, raggiunta la quale il genera-
tore di isola poiché sono intervenute le protezioni. 
 ( )rated cut off nomse v v v p v p−≤ ≤ ⇒ =  3-9
L’andamento di potenza così modellato è raffigurato in Figura 3-7: 
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Figura 3-7 Potenza in funzione della velocità del vento 
Per la determinazione probabilistica della velocità del vento per ogni generatore eolico è 
necessario conoscere i parametri riguardanti le caratteristiche anemologiche dell’area in cui tale 
aerogeneratore è installato. Generalmente la variazione di velocità del vento di una certa area è 
descritta usando la distribuzione di Weibull, come dall’Eq. 3-10: 
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In cui v è la velocità del vento, k è il fattore di forma, e s è il fattore di scala; inoltre, è fissato un 
vincolo di massimo scostamento percentuale fra le velocità del vento estratte per lo stesso 
generatore in due intervalli d’integrazione consecutivi. 
Dal punto di vista affidabilistico, i generatori sono considerati come elementi a due stati: quello 
di funzionamento, in cui il generatore è disponibile o in erogazione/assorbimento di potenza, o 
quello di non funzionamento, in cui il generatore per manutenzione programmata o per rottura è 
indisponibile alla produzione di energia elettrica. Le manutenzioni sono dei fuori servizio 
programmati, e quindi la loro durata è nota a livello previsionale. Si ipotizza che nell’arco della 
simulazione le unità di produzione possano evolvere solo verso stati di rottura (tale supposizio-
ne si basa sul fatto che il tempo medio di riparazione di una centrale è notevolmente superiore 
all’orizzonte temporale di simulazione). Il guasto è trattato in termini probabilistici con una 
distribuzione uniforme, con il proprio MTTF. 
3.5 Modello di carico 
Si considera la sola componente attiva del carico, e all’interno del passo di integrazione della 
simulazione il valore è considerato costante. Il modello utilizzato è di tipo probabilistico, e tiene 
conto, per ogni quarto d’ora, anche del valore effettivamente assunto nell’intervallo precedente. 
Il valore medio probabile del carico è definito previsionalmente per tutto l’orizzonte temporale 
della simulazione, ed è necessario conoscere con dettaglio nodale ogni singolo valore. Tale set 
di dati rappresenta una delle principali variabili d’ingresso al simulatore. Il valore del carico l al 
generico quarto d’ora di simulazione q è dato dalla seguente equazione: 
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Dove: 
pco-lq: è il valore di potenza del carico l al quarto d’ora q al netto dell’errore di previ-
sione; 
pcp-lq: è il valore di potenza previsionale del carico l al quarto q; 
εli: è l’errore di previsione di potenza del carico l al quarto d’ora i. 
Alcune importanti considerazioni devono essere fatte per quanto riguarda l’errore ε. Se tutti i 
carichi del sistema fossero completamente dipendenti, sarebbe necessario determinare un solo ε 
per ogni passo di simulazione. Viceversa se tutti carichi del sistema fossero indipendenti, 
sarebbe necessario determinare per ogni carico di ogni passo di simulazione un valore ε. Dal 
punto di vista pratico il carico nodale non è né totalmente indipendente né totalmente dipenden-
te, ma una via di mezzo. La prima ipotesi da fare consiste nel suppore che la distribuzione di 
frequenza dell’errore è approssimabile a una gaussiana, avente valor medio nullo e 
un’opportuna varianza nota. I valori di varianza possono cambiare nell’arco della simulazione, 
in altre parole possono quindi essere individuate delle fasce temporali entro cui ipotizzare la 
varianza come costante; in particolare s’indentificano tre istanti in cui è maggiore l’errore che si 
commette sulla previsione del carico: instante in cui avviene il cambio di dispacciamento 
(solitamente la mezzanotte), l’alba e tramonto, in quanto momenti in cui influisce notevolmente 
la percezione soggettiva delle condizioni di illuminazione. La seconda ipotesi è quella di 
definire l’esistenza di una specifica correlazione fra i diversi carichi (per esempio due carichi 
civili avranno un andamento meno omotetico rispetto a due carichi dovuti ad un processo 
industriale noto). Determinate le correlazioni fra i singoli carichi è possibile definire la matrice 
C di correlazione, dove l’elemento ij rappresenta la covarianza fra il carico i-esimo ed il carico 
j-esimo. In generale s’ipotizza che su tutti i nodi si abbia lo stesso valore d’incertezza (rappre-
sentato dalla varianza); così ipotizzando è possibile descrive la matrice di covarianza C come: 
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Dove: 
 σ: varianza sulla previsione del carico; 
 ρij: correlazione fra il carico i-esimo e il carico j-esimo (dove i∀ ρii = 1). 
Poiché la matrice di covarianza C è una matrice simmetrica definita positiva può essere 
triangolarizzata con una matrice triangolare inferiore A. Ovvero: 
 
TC AA=  3-13
Infine è possibile ricavare un set εNl errori, correlati fra loro con la seguente l’equazione in 
forma matriciale [5]: 
 q qAgε =  3-14
Dove: 
 εq: vettore degli errori dei carichi correlati; 
 A: matrice triangolare inferiore di C; 
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 gq: vettore di Nl numeri casuali, con densità di probabilità gaussiana a valor medio uno 
e varianza unitaria. 
In conclusione il calcolo dell’errore del carico nodale tiene conto sia della correlazione fra i 
nodi (se presente), sia dell’andamento in funzione del tempo durante tutto l’arco di simulazione 
del carico nodale stesso. 
3.6 Gestione giornaliera del sistema elettrico 
I sistemi elettrici sono contraddistinti dall’obbligo di assicurare costantemente il bilancio fra la 
potenza attiva complessivamente prodotta dal parco di generazione e quella prelevata dalla 
globalità dei carichi, al netto delle perdite negli elementi di rete. Questa caratteristica è dovuta 
al fatto che allo stato attuale non esiste un sistema diretto di accumulo, se non in quantità 
veramente limitata e con un costo tutt’altro che vantaggioso. E’ importante sottolineare il fatto 
che, se il bilanciamento fra produzione ed assorbimento è compromesso e non è rapidamente 
ristabilito, la frequenza di rete potrebbe raggiungere valori inaccettabili sia in termini di qualità 
del servizio, sia in termini di sicurezza. Anche per i sistemi elettrici, composti di complesse reti 
di trasmissione e distribuzione, è fondamentale evitare che si creino delle congestioni, ovvero il 
superamento del limite di potenza su uno o più rami di connessione, perché spesso le problema-
tiche di congestione e bilanciamento sono connesse fra di loro (fenomeno del distacco in 
cascata delle linee che compongono una sezione critica, dovuto all’iniziale fuori servizio 
improvviso di una di esse). 
Nel sistema elettrico il controllo in tempo reale, che è incaricato di mantenere il bilancio fra 
produzione e carico, utilizza come segnale e informazione comune la frequenza di rete. Nei 
sistemi elettrici verticalmente integrati, la modalità di gestione adottata per mantenere costante 
il bilancio di rete è stata quella “dell’inseguimento del carico”. Ogni carico è libero di evolvere 
nel tempo, mentre la generazione ha il compito di adeguare con continuità la propria potenza 
erogata. Il rispetto dell’equilibrio di bilancio di potenza, è affidato in tempo reale ad un sistema 
automatico di regolazione che, sulla base del segnale di frequenza, modifica il valore di potenza 
prodotta dalla generazione adeguandola a quella assorbita dal carico. Tale primo controllo 
prende il nome di “Regolazione primaria” di frequenza, ed è eseguito in maniera automatica e 
locale dai singoli regolatori di velocità dei gruppi di generazione. 
 
Figura 3-8 Frequenza a seguito di uno squilibrio ed intervento della regolazione primaria 
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La Figura 3-8 mostra, a seguito di uno sbilanciamento iniziale fra carico e produzione, come la 
frequenza di rete inizi a scendere, e di conseguenza i controllori primari incrementino la 
produzione di potenza dei generatori al fine di annullare nel giro di 15-25 secondi la derivata di 
frequenza, ovvero di ristabilire l’equilibrio del bilancio di potenza. Tutti i gruppi adibiti a 
questo tipo di regolazione intervengono, contribuendo alla copertura del deficit (o esubero) 
iniziale di potenza, incrementando (o riducendo) la propria produzione secondo una propria 
caratteristica di regolazione caratterizzata dai seguenti tre parametri: banda di regolazione, 
statismo e zona di insensibilità. La banda di regolazione è definita come margine di potenza 
entro il quale il regolatore primario è libero di agire a seguito di modifica della frequenza. Lo 
statismo è definito dal rapporto: 
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Dove fn e pn sono rispettivamente la frequenza nominale di rete e la potenza nominale del 
gruppo di generazione, ∆p è la variazione finale di potenza introdotta dal gruppo dovuta da una 
differenza ∆f finale di frequenza. L’inverso di tale rapporto rappresenta la pendenza della 
caratteristica statica del regolatore sul piano p/f, come rappresentati in Figura 3-9. 
 
Figura 3-9 Caratteristica p/f di un regolatore primario 
La zona d’insensibilità di un regolatore primario è quel margine di frequenza intorno al punto di 
lavoro, dove il regolatore non interviene. Tale non intervento è dovuto a imperfezioni costrutti-
ve del regolatore, e alla banda d’insensibilità impostata manualmente sul regolatore stesso. In 
un sistema di mercato il servizio di regolazione primaria è obbligatorio e non retribuito, o 
remunerato in base alla banda di regolazione resa disponibile. L’azione della regolazione 
primaria di frequenza conduce il sistema in un nuovo punto di lavoro, dove è soddisfatto 
l’equilibrio fra carico e generazione, ma la frequenza non corrisponde a quella nominale. Ciò è 
dovuto al fatto che il regolatore primario di frequenza è di natura proporzionale, quindi 
introduce un errore a regime non nullo. In conseguenza di tutto ciò i flussi sui rami del sistema 
elettrico si ridistribuiscono. 
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È quindi indispensabile la presenza di un altro tipo di regolazione che modifichi la potenza 
prodotta da alcune prefissate unità di generazione al fine di riportare la frequenza al suo valore 
nominale, e ripristinare i flussi di potenza fra le varie aree ai valori prefissati. Operativamente 
tale regolazione, chiamata “Regolazione Secondaria”, non fa altro che modificare il set-point 
dei regolatori primari dei generatori. Tale modifica corrisponde a traslare verso l’alto (o basso) 
la caratteristica p/f riportata nella Figura 3-9. Questo tipo di regolazione, contrariamente alla 
precedente, è coordinata a livello di area e agisce su di un determinato numero di generatori già 
funzionanti ed in parallelo con la rete. Tale regolazione inizia le proprie azioni nell’arco di 
qualche decina di secondi (per evitare di andare a lavorare nei tempi di azione della regolazione 
primaria), e si completa nel giro di 10-15 minuti. 
 
Figura 3-10 Banda e riserva di regolazione II 
Nella Figura 3-10 (A) è riportato il margine di riserva secondaria di un singolo gruppo, 
all’interno del quale il regolatore può automaticamente modificare il punto di lavoro. Nella 
parte (B) è riportata la riserva complessiva di rete, corrispondente alla somma delle riserve dei 
singoli gruppi adibiti alla regolazione secondaria. Tale regolazione è in genere un servizio 
facoltativo e retribuito, soggetto ad un dedicato mercato. I costi derivanti dall’energia di 
regolazione secondaria sono attribuiti a coloro che non hanno rispettato gli andamenti previsio-
nali dichiarati, cioè i responsabili dello squilibrio fra la potenza prodotta ed assorbita. Per 
esempio, un intervento della riserva secondaria a salire, dovuto ad un primo squilibrio fra 
generazione e carico, ridurrebbe il margine disponibile totale di sistema(Figura 3-10 b). Per una 
successiva chiamata, dovuta ad un ulteriore sbilanciamento fra generazione e carico, il margine 
di potenza disponibile potrebbe essere non più sufficiente. 
Esiste, quindi, un altro livello di regolazione della frequenza, centralizzato e molto più lento 
(10-15 minuti), che consente un ridispacciamento in linea dei gruppi. Tale regolazione è 
chiamata “Regolazione terziaria” e definita come qualsiasi variazione automatica o manuale dei 
punti di funzionamento dei gruppi di produzione, al fine di garantire la disponibilità della 
riserva di regolazione secondaria necessaria per esercire il sistema in sicurezza nelle presenti 
condizioni di carico. Queste variazioni possono essere eseguite con l’ausilio delle seguenti 
azioni: 
i. chiamata in servizio o fuori servizio di gruppi di produzione; 
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ii. aumento o riduzione della potenza generata dai gruppi in servizio; 
iii. distacco di carico; 
iv. modifica della potenza scambiata fra le aree; 
In base alle prescrizioni dell’ente normativo, la riserva terziaria deve ricostituire tutta la 
necessaria riserva di regolazione secondaria entro quindici minuti dallo squilibrio. 
 
Figura 3-11 Successione temporale delle regolazioni I, II e III 
In un contesto di gestione liberalizzata di un sistema elettrico il punto di lavoro durante l’intero 
giorno seguente è definito da un mercato, e convalidato dall’operatore di sistema. Il punto di 
lavoro previsionale è definito dalla borsa e dalle contrattazione bilaterali, e si differenzia da 
quello effettivo per via degli interventi delle regolazioni (gestite secondo criteri di merito 
economico), a seguito di sbilanci di potenza o congestioni di rete. Ovviamente, rispetto a un 
contesto verticalmente integrato, non cambia né la fisicità del sistema elettrico, né la quantità di 
risorse disponibili per la copertura del carico e l’erogazione dei servizi ausiliari di sistema. 
3.6.1 Modellazione della gestione di breve periodo 
Poiché il modello introdotto funziona con passi d’integrazione al quarto d’ora, ed è stato 
ipotizzato che la gestione si considera per successivi stati di equilibrio, è possibile introdurre le 
seguenti ipotesi riguardanti le diverse classi di regolazione: 
i. la regolazione primaria è ritenuta sempre sufficiente a coprire gli squilibri, e non com-
porta la creazione di congestioni di rete. Tale semplificazione è dovuta anche al fatto 
che il tempo d’intervento è nettamente inferiore al passo di simulazione adottato; 
ii. la regolazione secondaria interviene al quarto d’ora in analisi, e l’erogazione della po-
tenza di regolazione, a seguito di uno squilibrio di potenza, è ripartita in modo 
proporzionale alla semi banda di ogni gruppo in regolazione (previsionalmente stabili-
to). Inoltre, supposto che le bande morte dei generatori non siano inferiori a 20mHz, 
eventuali squilibri di potenza inferiori ad un certo valore ∆p non sono presi in conside-
razione. Tale valore di potenza deriva dal prodotto fra la banda morta e l’energia 
regolante di rete espressa in MW/Hz; 
iii. la regolazione terziaria interviene a ogni intervallo di simulazione. Lo scopo è quello 
di bilanciare la variazione di potenza di carico estratta nel quarto corrente e applicata a 
tutti i successivi intervalli che compongono la simulazione con il valore previsionale di 
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potenza prodotta. L’accesso alle risorse è stabilito mediante apposite liste di merito de-
finite dal mercato dei servizi di dispacciamento, dove per ogni generatore è definita la 
quantità di energia/prezzo. Tali liste impilano in ordine crescente di prezzo tutte le of-
ferte per prezzi a salire dei singoli generatori, e in ordine decrescente (come valore 
assoluto) tutte le offerte per prezzi a scendere. 
Inoltre si ipotizza che la produzione da fonti rinnovabili sia dispacciata con priorità rispetto alla 
produzione da fonti tradizionali. Inoltre sono note a livello previsionale: 
i. il valore del carico di sistema. Tale valore è definito per ogni quarto d’ora di simula-
zione con un livello di dettaglio nodale; 
ii. il dispacciamento di ogni singolo generatore (e quindi il relativo fuori servizio per ma-
nutenzione). Inoltre, per i generatori adibiti alla regolazione secondaria, è nota per ogni 
ora la loro semi banda; 
iii. gli eventuali fuori servizi per manutenzione dei rami di rete; 
iv. tutti i risultati del mercato dei servizi di dispacciamento sono noti, per ogni generatore 
con un dettaglio di definizione orario. 
Per quanto riguarda il funzionamento della rete elettrica si ipotizza che: 
i. la potenza su ogni ramo non debba mai superare il proprio limite di transito massimo, 
mentre è possibile superare il valore di potenza nominale, ma per un solo intervallo di 
simulazione (come già in precedenza descritto); 
ii. la variazione del carico, rispetto al previsionale, avviene istantaneamente all’inizio del 
quarto d’ora in analisi; 
iii. il fuori servizio dei gruppi di generazione avvengono istantaneamente all’inizio del 
quarto d’ora in analisi. 
Infine, non è presa in considerazione la possibilità di rottura degli elementi che, in caso di 
disservizio, dividerebbero il sistema elettrico in due o più parti isolate fra loro. 
3.6.2 Modellazione della regolazione secondaria 
Per ogni passo di simulazione è calcolata la differenza fra il carico effettivo (a valle 
dell’estrazione) e il valore di potenza prodotta dal parco di generazione (a valle dell’estrazione 
dei guasti, ma prima del dispacciamento secondario). La differenza di potenza è data da: 
 
1 1
NgNl
q co iq go jq
i j
p p p
− −
= =
∆ = −∑ ∑  3-16
Se il valore assoluto da tale differenza è contenuto all’interno del limite definito dalla banda 
morta di regolazione non sono intraprese azioni di ridispacciamento; viceversa, se invece tale 
vincolo non è rispettato il regolatore secondario può agisce sulla produzione e sul carico 
mediante una o più delle seguenti azioni: 
i. ordina l’aumento o la riduzione di potenza da parte dei generatori adibiti 
all’erogazione del servizio di riserva secondaria; 
ii. ordina l’aumento (o la riduzione) di potenza da parte dei generatori idroelettrici e tur-
bogas in servizio; 
iii. comanda l’entrata in servizio dei gruppi di generazione idroelettrici; 
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iv. comanda l’avvio o il distacco del pompaggio; 
v. effettua tele distacco di gruppi di generazione termoelettrici tradizionali; 
vi. comanda il tele distacco di carico. E’ necessario porre l’accento il fatto che non è pos-
sibile parzializzare il carico distaccabile in maniera continua, mentre è possibile 
disconnettere i singoli rami di carico che partono dalle stazioni primarie. Ipotizzando 
che il carico sia distribuito uniformemente sulle diverse linee di carico, e che sia possi-
bile eseguire un distacco selettivo di tali rami, il comando di tele distacco di carico è 
eseguito tramite disconnessioni a gradini del 10 % rispetto al carico nodale stesso (il 
che equivale ad una disconnessione di una singola linea di carico alla volta). 
Le sei azioni riportate in precedenza devono rispettare i vincoli di rete, dettati dai massimi 
valori dei flussi di potenza sui rami di tutto il sistema, e i margini di riserva di regolazione 
disponibili da ogni singolo gruppo. 
La simulazione può eseguire tre tipologie di regolazione secondaria, in cascata fra loro, e 
attivate in base al fallimento della precedente, dovuto alla severità dello sbilanciamento fra 
carico e generazione e/o alle congestioni presenti sulla rete. Tali tipologie possono essere 
classificate in: 
i Pura regolazione secondaria: a valle del calcolo dello squilibrio di potenza è calcolato 
il valore del margine di riserva totale disponibile (in incremento o in riduzione). Tale valore è 
calcolato con l’Eq. 3-17: 
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− −
=
= ∑  3-17
I singoli margini rjII-q sono sempre definiti maggiori di zero, anche se sono riferiti al margine di 
riserva a scendere. Se non è verificata la disequazione: 
 
II q qr p− ≥ ∆  3-18
Si passa alla risoluzione di tipo ii. Viceversa, se tale disequazione risulta soddisfatta, la riserva 
secondaria può essere ritenuta sufficiente al fine della copertura dello sbilanciamento di 
potenza. Per ogni gruppo in regolazione secondaria l’incremento o decremento di potenza sarà 
dato da: 
g∀  qgII q gII q
II q
p
p r
r
− −
−
∆
=  3-19
Dove il segno di pgII-q è dato direttamente da ∆pq. Effettuato il calcolo delle potenze prodotte dai 
singoli gruppi in regolazione secondaria è effettuata una verifica della fattibilità di tale dispac-
ciamento: tale operazione consiste nel verificare se a valle delle variazioni di potenza compiute 
(ma non ancora applicate) i flussi su i rami del sistema rispettano il proprio limite. Se la verifica 
risulta soddisfatta il dispacciamento dovuto alla regolazione secondaria è considerato concluso 
(e vengono applicate le variazioni al parco di generazione), altrimenti si passa all’ultimo tipo di 
ridispacciamento, quello effettuato tramite risoluzione della congestione di rete. 
ii Regolazione secondaria con terziaria veloce: per terziaria veloce s’intende tutta quella 
classe di generazione che riesce a fornire una qualsiasi variazione di potenza su comando, o 
entrata in servizio entro quindici minuti dalla chiamata. Quindi, oltre al margine rII-q, in 
precedenza calcolato, si va a sommare anche il margine totale di riserva terziaria pronta a 
49 
intervenire, definito da rIII-q. Tale valore è dato dalla somma di tutti i margini di riserva 
disponibili dai generatori in grado di fornirla: 
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= ∑  3-20
Se la seguente disequazione è soddisfatta: 
 
II q III q qr r p− −+ ≥ ∆  3-21
Allora la riserva disponibile può essere ritenuta sufficiente per coprire lo squilibrio di potenza. 
Per prima azione sono utilizzati tutti i margini di riserva secondaria tramite l’Eq. 3-19; mentre 
la quantità di margine di riserva terziaria veloce da utilizzare sarà data da: 
 
III q q II qr p r− −= ∆ −  3-22
L’approvvigionamento della potenza dalla terziaria veloce è coordinato dall’utilizzo delle liste 
di merito, che dettano l’ordine economico con il quale è possibile accedere alle risorse di 
potenza. Per esempio, se è presente un deficit di potenza prodotta, il primo margine utilizzato 
sarà quello con minor costo specifico. Dopodiché saranno utilizzati a scalare tutti i margini 
della lista fino all’annullamento dello squilibrio di potenza. A valle di queste operazioni è 
nuovamente effettuata la verifica dei vincoli di rete. Se soddisfatta, saranno applicate le 
modifiche effettuate dalla regolazione secondaria, altrimenti deve essere eseguito il dispaccia-
mento per la risoluzione delle congestioni. 
iii Regolazione Secondaria con risoluzione di contingenze: nel caso in cui i due suddetti 
tipi di dispacciamento falliscano, è obbligatorio dover trovare una soluzione utilizzando un 
adeguato risolutore. Tale ridispacciatore di regolazione secondaria utilizzerà, avendo un 
obiettivo di minimo economico: 
i. il valore di riserva secondaria impiegata, espressa da un coefficiente α, proporzionale a 
tutta la riserva disponibile; 
ii. i generatori in regolazione terziaria veloce, espressi ognuno dai vari gradini di potenza 
e il relativo prezzo offerto sul mercato dei servizi di dispacciamento; 
iii. la quantità di carico distaccabile sui nodi (come descritto in precedenza); 
iv. l’avvio o il distacco di gruppi in pompaggio (se disponibili a tali azioni); 
v. il tele-distacco di impianti di produzione termoelettrici tradizionali (non in regolazione 
secondaria). 
Nel rispetto dei vincoli legati a : 
i. bilancio di potenza; 
ii. flussi su rami del sistema; 
iii. rispetto dei singoli margini di potenza disponibili; 
iv. svuotamento dei serbatoi idrici. 
Più in particolare se lo squilibrio di potenza è maggiore di zero, ovvero il carico è maggiore 
della generazione è possibile: 
i. selezionare margini a salire per la riserva secondaria; 
ii. selezionare margini a salire per la riserva terziaria veloce; 
iii. eseguire distacchi di carico; 
iv. comandare il distacco o avvio di pompaggio; 
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v. eseguire il tele distacco di gruppi di generazione. 
Viceversa se lo squilibrio di potenza è minore o uguale a zero, ovvero è presente un surplus di 
generazione è possibile eseguire: 
i. selezionare margini a scendere per la riserva secondaria; 
ii. selezionare margini a scendere per la riserva terziaria veloce; 
iii. eseguire distacchi di carico; 
iv. comandare il distacco o l’avvio di pompaggio; 
v. eseguire il tele distacco di gruppi di generazione. 
Dal punto di vista matematico la convergenza di tale problema di ottimo vincolato è assicurata 
dalla sua convessità, e la modellazione matematica è descritta come segue. Deve essere definita 
la variabile coeff con il seguente rapporto: 
 q
q
p
coeff
p
∆
=
∆
 3-23
Tale variabile sarà uguale a 1 quando è presente un deficit di potenza, e a -1 quando è presente 
un esubero di potenza. Con riferimento al Load Flow in DC, è possibile definire la matrice delle 
sensitivity come il rapporto fra la variazione di flusso su un ramo di rete, e la variazione di 
potenza iniettata su un nodo. La matrice delle sensitivity è derivata dalla matrice ridotta di Load 
Flow in DC e dalle reattanze dei rami di rete, come già descritta nell’Eq. 2-8. Poiché la potenza 
erogata, dovuta all’effetto della regolazione secondaria, è ripartita, fra i gruppi, in maniera 
proporzionale alla propria semi banda di regolazione, il coefficiente che lega la variazione di 
flusso di potenza sui rami di sistema alle variazioni di potenza nodali dovute alla regolazione 
secondaria è data dalla seguente espressione: 
r∀  ,
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II r rw jII q
j
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−
=
= ∑  3-24
Dove: 
NgII è il numero di generatori adibiti alla regolazione secondaria; 
srj è il coefficiente della matrice di sensitivity riferita al ramo r-esimo ed al nodo w-esimo. 
Il nodo w-esimo è il nodo nella quale è installato il generatore (in regolazione secondaria) j-
esimo; 
Imponendo, a prescindere dal segno di coeff, che la variabile di controllo αq abbia il seguente 
campo di esistenza: 
 0 1q qα α≤ ≤ ∈ℝ  3-25
E’ possibile definire, in forma matriciale, l’influenza della regolazione secondaria sui flussi di 
rete: 
 [ ]II q q IIf sα− ∆ =   3-26
Dove ∆fII è il vettore rappresentativo della variazione dei flussi sulla rete. Inoltre si ipotizza che 
tale servizio abbia costo nullo; quindi deve essere impostato a zero il relativo costo nella 
funzione obiettivo. Analogamente, l’influenza della potenza derivante dai gruppi in terziaria 
veloce sui rami di sistema può essere ugualmente modellata con la matrice delle sensitivity, le 
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cui colonne non si riferiscono più ai nodi di rete, ma ai nodi nei quali sono installati i generatori 
alla quale fanno riferimento i margini di riserva di potenza. Ovvero: 
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In questo caso il prezzo unitario di ogni intervallo è dato dalla relativa lista di merito, e il limite 
di ogni margine di potenza è dato ancora dalla lista di merito e dai vincoli tecnici del gruppo. E’ 
ovvio che se coeff è uguale a -1 bisogna fare riferimento alla lista di merito a scendere, ed i 
coefficienti di costo saranno negativi, mentre i margini di potenza sono visti sempre come 
valore assoluto. Quindi, ogni variabile di controllo, riferita al singolo margine g-esimo della 
riserva terziaria pronta, avrà il seguente vincolo sul limite di potenza: 
g∀  0
III IIIg q g q
p r p
− −
≤ ≤ ∈ℝ  3-28
Quindi la variazione di flusso su ogni ramo del sistema, dovuto alla movimentazione della 
riserva terziaria veloce è data da: 
 
III q III q III qf S p− − −   ∆ =     3-29
Dove ∆fIII-q è il vettore rappresentativo della variazione dei flussi sulla rete. Il distacco di carico 
è definito per ipotesi da valori discreti, e per ogni carico è possibile definire: 
l∀  0 10cl lq cl lqβ β− −≤ ≤ ∈ℤ  3-30
Tale variabile rappresenta la quantità distaccata da ogni carico, rappresentata da un intervallo 
composto da dieci livelli di severità. Il primo corrisponde a βcl-lq uguale a zero, il quale indica 
nessun distacco di carico, mentre l’ultimo corrisponde a βcl-lq uguale a dieci, il quale indica 
distacco totale di carico. In generale, calcolare il distacco di carico per il generico carico c-
esimo è dato dalla seguente proporzione: 
l∀  
10
co lq
cl lq cl lq
p
p β −
− −
=  3-31 
Il costo unitario può essere ritenuto costante per tutta la simulazione per tutti i carichi. Nulla 
vieta la possibilità di variare il costo in funzione del quarto d’ora e/o del carico. 
l∀  
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co lq
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−
−
=  3-32 
La matrice delle sensitivity per il distacco di carico è ovviamente simile (tranne che per un 
fattore di scala) a quella nodale, ed è ipotizzato controllabile il distacco di carico su ogni nodo. 
Ovviamente se nel nodo non è presente nessun carico, automaticamente non sarà possibile 
eseguire nessun distacco. Quindi, è possibile scrivere tale matrice come: 
l∀  [ ]
10
co lq
cl lq l
p
s s
−
−
  =   3-33 
dove: 
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[scl-lq] è il vettore colonna della matrice di sensitivity riferito al carico l-esimo al 
quarto q; 
 [sl]  è il vettore colonna della matrice di sensitivity riferito al carico l-esimo; 
10
co lqp −
 
è il fattore di scala. 
Se si vuole ridurre o aumentare la discretizzazione con la quale è modellato il distacco di carico 
basta modificare il limite imposto nei vincoli e nelle proporzioni, per ipotesi impostato uguale a 
dieci. Dal punto di vista di bilancio di potenza, il distacco di carico non è nient’altro che un 
aumento di potenza iniettata nel nodo, poiché equivale a una riduzione di potenza assorbita dal 
carico. Infine la matrice di sensitivity di distacco del carico è rappresentata come segue: 
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La variazione di flusso su ogni ramo del sistema, dovuto al distacco di carico è data da: 
 
cl q cl q cl qf S β− − −   ∆ =     3-35
Il distacco o avvio di pompaggio è modellabile come un’azione di natura discreta (poiché la 
potenza assorbita in configurazione di pompaggio non è modulabile). Per rappresentare ciò è 
necessaria una variabile di natura booleana, che rappresenti lo stato zero se non ci sono 
variazioni di configurazioni, o lo stato uno se sono necessarie variazioni di configurazioni 
(avvio o distacco di pompaggio). La variabile che rappresenta l’avvio del gruppo in pompaggio 
deve rispettare il seguente vincolo: 
ss∀  0 1ss gq ss gqz z− −≤ ≤ ∈ℤ  3-36 
Dove: 
 zss-gq è la variabile booleana che rappresenta l’avvio in pompaggio del g-esimo gruppo; 
L’influenza dell’avvio di pompaggio sulla rete di trasmissione può essere espressa come: 
ss∀  [ ]ss pq ss gq gp wf z p s− − ∆ = −   3-37 
Dove: 
[∆fss-pq] rappresenta il vettore colonna delle variazioni di flusso sulla rete, dovute 
all’avvio del gruppo di pompaggio; 
pgp è la potenza nominale assorbita in pompaggio dal gruppo (come valore assoluto) g-
esimo; 
[sw] è il vettore colonna al quale è riferito il nodo del gruppo di pompaggio g-esimo 
nella matrice di sensitivity di rete; 
Il segno meno è dovuto al fatto che il gruppo non produce potenza, bensì la assorbe dalla rete 
come un carico. Il costo dell’avvio del pompaggio è equivalente a un guadagno per il gestore 
perché il proprietario dell’impianto è tenuto a pagare l’energia. Comunque sia, è possibile 
ipotizzare che tale azione debba essere intrapresa solo in casi di gravi contingenze, e quindi può 
essere ipotizzato un costo (minore di zero) che deve essere inferiore dell’offerta più bassa (in 
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valore assoluto) della lista di merito della riserva a scendere. In forma matriciale, la matrice che 
lega le azioni compiute dai pompaggio ai flussi sui rami di rete è: 
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Dove ogni colonna della matrice Spp-q è uguale alla colonna della matrice di sensitivity riferita al 
nodo dove è installato il gruppo di pompaggio, moltiplicata per il valore nominale della potenza 
di pompaggio del gruppo, e con il segno meno perché è equivalente a un assorbimento di 
potenza. La variazione di flusso su ogni ramo del sistema, dovuta all’avvio dei gruppi di 
pompaggio, è data da: 
 
ss q ss q ss pf S z− − −   ∆ =     3-39
Analogamente, può essere rappresentata la variabile che esprime il distacco dei gruppi di 
pompaggio. Anch’essa deve rispettare il seguente vincolo: 
sp∀  0 1sp gq sp gqz z− −≤ ≤ ∈ℤ  3-40 
Dove: 
 zsp-gq è la variabile booleana che rappresenta lo stop del g-esimo gruppo; 
L’influenza della fermata dei gruppi di pompaggio, sulla rete di trasmissione può essere 
espressa come: 
sp∀  [ ]sp pq sp gq gp wf z p s− − ∆ =   3-41 
Dove: 
[∆fsp-pq] rappresenta il vettore colonna delle variazioni di flusso sulla rete, dovute allo 
stop del gruppo di pompaggio; 
pgp è la potenza nominale assorbita in pompaggio dal gruppo (come valore assoluto) g-
esimo; 
[sw] è il vettore colonna al quale è riferito il nodo del gruppo di pompaggio g-esimo 
nella matrice di sensitivity di rete; 
Il costo dovuto all’arresto del gruppo di pompaggio in realtà è visto dal gestore di rete come un 
onere, poiché equivalente a un incremento di potenza prodotta. Comunque, anche in questo 
caso, l’azione di distacco di pompaggio deve essere utilizzata solo in condizioni di gravi 
contingenze; per ottenere ciò è plausibile ipotizzare un costo che sia maggiore del gradino più 
alto della lista di merito a salire, e inferiore del distacco di carico. E’ importante che tale costo 
debba essere inferiore, come valore numerico, al costo unitario del distacco di carico altrimenti 
si arriverebbe a rendere più vantaggioso il “load shedding” nei confronti dell’azione del 
distacco di pompaggio. In forma matriciale, la matrice che lega le azioni compiute dai pompag-
gio ai flussi sui rami di rete è: 
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La variazione di flusso su ogni ramo del sistema, dovuta allo stop dei gruppi di pompaggio, è 
data da: 
 
sp q sp q sp pf S z− − −   ∆ =     3-43
L’ultima azione disponibile, per il dispacciamento secondario, consiste nella possibilità di tele 
distaccare le unità termoelettriche tradizionali: tale azione determina lo spegnimento da remoto 
dei suddetti stabilimenti. Ovviamente il gruppo potrà successivamente erogare potenza se 
previsionalmente era stata programmata una seconda presa di servizio. Ancora una volta tale 
azione può essere espressa con una variabile di natura booleana, che deve rispettare il seguente 
vincolo: 
t∀  0 1thq thqγ γ≤ ≤ ∈ℤ  3-44 
Dove: 
γthq è la variabile che rappresenta il tele distacco del gruppo termoelettrico t-esimo al 
quarto d’ora q; 
L’influenza dello spegnimento dei gruppi termoelettrici tradizionali sulla rete di trasmissione 
può essere espressa come: 
t∀  [ ]thq thq go thq wf p sγ − ∆ = −   3-45 
Dove: 
[∆fthq] rappresenta il vettore colonna delle variazioni di flusso sulla rete, dovute 
all’arresto del gruppo termoelettrico th-esimo; 
pgo-tq è la potenza effettiva del gruppo th al quarto d’ora q; 
[sw] è il vettore colonna al quale è riferito il nodo del gruppo di termoelettrico nella 
matrice di sensitivity di rete; 
Il costo dell’azione di tele distacco è calcolato in base alla lista di merito economico a scendere; 
anche in questo caso è possibile scrivere in forma matriciale il legame fra la variazione dei 
vincoli di rete ed il tele distacco dei gruppi termoelettrici tradizionali: 
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E in conclusione la variazione totale dei flussi di rete sarà uguale a: 
 
h q h q h qf S γ− − −   ∆ =     3-47
55 
I vincoli integrali, necessari ad evitare lo svuotamento o lo sfioramento dei serbato idrici 
possono essere rappresentati come segue: 
,i q∀  [ ]Tiq i go q iqsvaso p sfioroτ − ≤ ≤   3-48 
Dove: 
[τi] è il vettore colonna che lega i gruppi di generazione idroelettrici e di pompaggio al 
rispettivo serbatoio idrico. Tale vettore sarà composto di tutti elementi nulli, tranne per 
quelli che fanno riferimento ai gruppi connessi al serbatoio i-esimo. Per i gruppi di ge-
nerazione idroelettrica pura, il coefficiente sarà pari a -0,25 poiché gli impianti 
possono solo prelevare energia (segno meno), e il passo d’integrazione è uguale al 
quarto d’ora (ovvero 0,25 di un ora). Viceversa, se compare un gruppo di pompaggio il 
valore sarà uguale a 0,25ηp, ovvero sempre riferito al quarto d’ora, tenuto conto anche 
del rendimento di pompaggio. 
svasoiq è la quantità di energia massima prelevabile, espressa in MWh, che il serbatoio 
i-esimo mette a disposizione prima di arrivare al limite di svaso al quarto d’ora q; 
sfioroiq è la quantità di energia massima accumulabile, espressa in MWh, che il serba-
toio i-esimo mette a disposizione prima di arrivare al limite di sfioro al quarto d’ora q. 
I vincoli aggiuntivi da inserire nel problema saranno in egual numero ai serbatoi idrici presenti 
nel sistema, inoltre, se un gruppo idroelettrico puro è del tipo acqua fluente, esso non comparirà 
in nessun vettore [τ]. Ovviamente, la quantità di acqua presente in ogni serbatoio verrà aggior-
nata per ogni quarto d’ora q di simulazione, a prescindere da qualsiasi tipo di regolazione 
secondaria è attivata. La quantità di energia, espressa in MWh, presente per il serbatoio i-esimo, 
prima del quarto d’ora q è uguale a: 
,i q∀  [ ]
1
1
1
0,25
q
T
iq i start i go j
j
a a pτ
−
− − −
=
 = +  ∑  3-49 
E il vincolo di svaso sarà uguale a: 
,i q∀  iq iq isvaso a svaso= −  3-50 
Dove svasoi è il limite minimo strutturale del bacino, e: 
,i q∀  iq i iqsfioro sfioro a= −  3-51 
Dove sfioroi è il milite massimo strutturale del bacino. 
Come ultimo vincolo è fondamentale ricordare la necessità di coprire lo squilibrio nel bilancio 
di potenza, in altre parole l’obbligo di coprire il ∆pq iniziale. Sommando, in forma matriciale, 
tutti gli elementi che compongono la regolazione secondaria è possibile scrivere l’equazione di 
bilancio di potenza: 
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A valle della determinazione del carico effettivo di sistema, delle rotture dei componenti di rete 
e del fuori servizio dei generatori, i flussi di potenza sui singoli rami della rete sono calcolati 
con la seguente equazione (in forma matriciale): 
 q q net qf S p∗ ∗ −   =     3-53 
Dove: 
[p*net-q] è il vettore colonna delle potenze iniettate nei nodi, al netto fra produzione (non 
movimentata dalla regolazione secondaria), ed in carico effettivo del quarto d’ora q; 
Sq è la matrice delle sensitivity, già aggiornata di eventuali fuori servizi degli elementi 
di rete; 
Poiché i vincoli di rete impongono il soddisfacimento della seguente disequazione: 
 q max max q maxf t t f t        ≤ ⇒ − ≤ ≤          3-54 
Dove il vincolo è esteso al valore assoluto per tutti gli elementi che compongono il vettore 
colonna dei flussi. Inserendo la seguente uguaglianza: 
 
*
q q II q III q cl q ss q sp q h qf f f f f f f f− − − − − −               = + ∆ + ∆ + ∆ + ∆ + ∆ + ∆                 3-55 
Sostituendo e semplificando gli elementi non controllabili nei vincoli, è possibile ottenere la 
disequazione completa per il rispetto dei vincoli di rete: 
 
* *
max q II q III q cl q ss q sp q h q q maxt f f f f f f f f t− − − − − −                  − + ≤ ∆ + ∆ + ∆ + ∆ + ∆ + ∆ ≤ +                  
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La funzione obiettivo, utilizzata per la modellazione della regolazione secondaria con la 
presenza delle congestioni di rete, può essere rappresentata come segue: 
 
{
}
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Dove il valore scalare zero per potenza derivante dalla regolazione secondaria sta a indicare che 
tale tipo di regolazione è a costo nullo. Una volta determinata la soluzione non rimane altro che 
aggiornare il parco della generazione e conteggiare l’energia non fornita nei confronti del 
carico. 
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3.6.3 Modellazione della regolazione terziaria 
La regolazione terziaria è eseguita per ogni quarto d’ora q della simulazione, e il suo compito è 
di ristabilire l’equilibrio di potenza fra carico e generazione per tutti gli intervalli a partire dal 
q+1 fino alla fine dell’orizzonte temporale. Ad ogni quarto d’ora lo squilibrio è dato dell’errore 
sul carico, che poi è proiettato in avanti nel tempo, e da eventuali rotture di generazione che si 
ripercuotono fino a fine simulazione. Le azioni che possono essere compiute da tale regolazione 
si possono riassumere in: 
i. movimentare la generazione in giri, aumentando o riducendo il valore di potenza pro-
dotta, accedendo a tali risorse mediante le liste di merito economiche; 
ii. effettuare un distacco di carico fittizio (non conteggiato ai fini della simulazione, ma 
necessario solo allo scopo di trovare una soluzione ammissibile al problema); 
iii. avviare i gruppi termoelettrici tradizionali fermi. 
La simulazione esegue due tipi di regolazione terziaria in cascata fra loro, e attivati in base al 
fallimento del precedente, dovuto alla severità dello sbilanciamento fra carico e produzione e/o 
delle congestioni presenti sulla rete di trasmissione. Possono essere classificati come segue: 
i Regolazione terziaria a pura lista di merito: in questo tipo di regolazione, la genera-
zione è movimentata al fine di ristabilire soltanto il bilancio di potenza. I margini di riserva dai 
quali attingere potenza sono determinati dalle liste di merito economiche e, come per la 
regolazione secondaria con la terziaria veloce il criterio di scelta si basa puramente sui prezzi 
specifici. Infatti, per annullare un deficit di potenza si parte dal margine di riserva con un costo 
unitario più basso, selezionando via via quelli a costo maggiore finché non è portato a termine il 
bilancio di potenza. Analogamente, per annullare un surplus di potenza, si partirà dal margine di 
riserva con il costo unitario più alto (in termini di valore assoluto), selezionando via via quelli a 
costo minore finché non viene annullato lo squilibrio di potenza. Effettuato il dispacciamento 
“virtuale” di riserva, è eseguita la verifica sui vincoli di rete: se tale controllo è positivo, allora 
il dispacciamento da “virtuale” diventa operativo e si passa al passo di simulazione successivo, 
altrimenti si passa al secondo tipo di regolazione terziaria. 
ii Regolazione terziaria con presenza di contingenze di rete: lo scopo di questo tipo di 
regolazione consiste nel ripristinare lo squilibrio di potenza fra carico e generazione secondo 
un’ottica di minimo costo economico, nel rispetto dei vincoli di rete. Lo squilibrio di potenza 
per un generico quarto d’ora a è dato da: 
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∆ = −∑ ∑  3-58
Dove la potenza prelevata dal carico i-esimo per tale quarto d’ora è uguale a: 
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p p pε
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=
= +∑  3-59
Il termine sotto sommatoria corrisponde alla cumulata degli errori estratti per il carico i-esimo 
fino al quarto d’ora q. La potenza erogata dal parco di generazione sarà uguale al valore 
previsionale più tutte le movimentazioni dovute alle regolazioni terziarie effettuate dall’inizio 
simulazione fino al q-1. I margini di riserva di potenza a salire sono caratterizzati da: 
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NgIII-as: rappresenta il numero di margini disponibili per la riserva a salire al generico 
quarto d’ora a-esimo; 
rgIII-as: rappresenta il margine di riserva a salire del g-esimo gradino per il generico 
quarto d’ora a-esimo; 
cgIII-as: rappresenta il costo unitario del g-esimo gradino; 
pgIII-as: è la potenza utilizzata proveniente dal g-esimo gradino; 
I margini di riserva di potenza a scendere sono caratterizzati da: 
NgIII-ad: rappresenta il numero di margini disponibili per la riserva a scendere al generi-
co quarto d’ora a-esimo; 
rgIII-ad: rappresenta il margine di riserva a scendere del g-esimo gradino per il generico 
quarto d’ora a-esimo; 
cgIII-ad: rappresenta il costo unitario del g-esimo gradino; 
pgIII-ad: è la potenza utilizzata proveniente dal g-esimo gradino; 
Le due matrici di sensitivity di rete, necessarie a determinare le variazioni dei flussi di potenza 
sui rami in funzione variazioni di potenza erogata, possono essere determinate in maniera 
analoga a quanto descritto per la regolazione secondaria con contingenza di rete. Esse avranno 
una forma del tipo: 
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Dove ogni colonna si riferisce al nodo nel quale è installato l’impianto al quale fa riferimento il 
gradino g-esimo di riserva. La variazione di flusso dovuto al distacco di carico è calcolata nella 
stessa identica maniera con la quale è calcolata nella regolazione secondaria con presenza di 
contingenze, e il legame può essere rappresentato mediante la matrice di sensitivity di rete Scl-a. 
L’azione dell’avvio di gruppi termoelettrici tradizionali può essere equiparata analiticamente 
all’avvio dei gruppi in pompaggio. Ovviamente in questo caso la potenza sarà erogata e non 
assorbita. La variabile che rappresenta il compimento dell’azione può essere rappresentata da 
una variabile booleana che soddisfi il seguente vincolo: 
t∀  0 1tka tkaψ ψ≤ ≤ ∈ℤ  3-61
Dove lo stato della t-esima variabile uguale a uno corrisponde all’avvio del t-esimo gruppo. La 
variazione di flusso dovuto all’avvio del t-esimo gruppo è data dalla seguente equazione: 
t∀  [ ] [ ]tka tka tk min wf p sψ −∆ =  3-62
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Dove la ptk-min è la potenza di minimo tecnico del gruppo t-esimo, e il vettore colonna [sw] è la 
colonna w-esima riferita al nodo nella quale è installato l’impianto. Moltiplicando ogni colonna 
per potenza di minimo tecnico, e affiancando tutte le colonne in un’unica matrice è possibile 
scrivere: 
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La variazione di flusso dovuto a tutte le accensioni dei gruppi termoelettrici tradizionali è data, 
in forma matriciale dalla seguente equazione: 
 [ ] [ ]k a k a k af S ψ− − −∆ =  3-64
I coefficienti di costo sono stabiliti singolarmente per ogni impianto dalla lista di merito a salire 
se il gruppo previsionalmente sarebbe dovuto essere disponibile ma non giri, dalla lista di 
merito a scendere se il gruppo previsionalmente sarebbe dovuto essere in erogazione ma una 
azione precedente l’aveva tele distaccato. 
Le variazione dei flussi di potenza sui rami della rete dovute alla regolazione terziaria di 
potenza è rappresentabile dalla seguente equazione: 
 [ ] [ ] [ ] [ ] [ ]III a III as III as III ad III ad cl a cl a k a k af S p S p S Sβ ψ− − − − − − − − −∆ = + + + 3-65
Analogamente a quanto descritto per la regolazione secondaria con presenza di contingenze, le 
variazioni dei flussi devono rispettare il vincolo sul massimo valore assoluto, al netto dei flussi 
dovuti alla presenza della generazione non dispacciabile e di carico previsionale. 
Per il rispetto del bilancio di carico è necessario inserire il seguente vincolo di equilibrio: 
 [ ] [ ] [ ] [ ] [ ] [ ] [ ][ ]11 1
10
T T T
a III as III ad co a cl a k min k ap p p p pβ ψ− − − − − −∆ = − + + 3-66
Anche in questo caso è stata presa in considerazione la possibilità di definire un massimo di 
dieci scalini di severità per la quantità di distacco di carico. 
La funzione obiettivo sarà quindi: 
 
[ ][ ] [ ][ ] [ ][ ] [ ][ ]{ }minreg III III as III as III ad III ad cl a cl a k a k ac p c p c cζ β ψ− − − − − − − − −= + + + 3-67
Una volta determinata la soluzione non rimane altro che aggiornare il parco della generazione, 
ma in questo caso l’energia non fornita al carico non sarà conteggiata, bensì stabilita solo per 
via previsionale. E’ interessante far notare come eventuali strategie di gestione innovative 
potrebbero essere interessanti da analizzare; ad esempio la presenza previsionale di energia non 
fornita per i quarti d’ora successivi dovrebbe far cambiare i dispacciamenti terziari precedenti 
(con una sorta di retroazione). Ciò è imputabile essenzialmente al fatto che l’ottimo della 
movimentazione è determinato per ogni intervallo di simulazione e non invece sulla totalità 
degli intervalli. Tale affermazione equivale a dire che l’ottimo è trovato come somma dei 
minimi, e non come minimo della somma. Rappresentare tale classe di problemi comporta la 
modellazione di vincoli strutturali e operativi che oltre che nello spazio si evolvono nel tempo; 
tale implementazione è in concreto impossibile dato le elevate dimensioni del problema e 
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l’elevato grado di aleatorietà delle variabili. Questo risulta comunque un buono spunto per 
successivi studi di affidabilità. 
3.7 Determinazione dei margini di riserva operativi 
Una delle operazioni più importanti di tutta la simulazione consiste nello stimare i margini di 
riserva di generazione realmente disponibili. Le liste di merito effettive, a scendere o salire che 
siano, si differenziano da quelle previsionali poiché in quest’ultime non sono stati presi in 
considerazioni tutti i vincoli di natura tecnica legati agli impianti di generazione (potenza 
minima, massima, rampe, e così via). Prima di proseguire è necessario fare alcune considera-
zioni introduttive. A livello operativo tutta la filiera di mercati, dell’energia e dei servizi, può 
essere modellata esaustivamente riportando due principali classi d’informazioni: la potenza che 
previsionalmente ogni ora il singolo gruppo g deve erogare, e le quantità dei margini di riserva 
che previsionalmente e per ogni ora il gruppo g mette a disposizione. Queste due informazioni 
(selezionata un’ora di riferimento) possono essere tradotte come segue: il g-esimo gruppo deve 
produrre la potenza previsionalmente fissata; ogni eventuale variazione dell’erogazione di 
potenza (comandata dal gestore, a salire o scendere che sia) deve essere fatturata secondo i costi 
unitari dei singoli margini di riserva utilizzati. 
 
Figura 3-12 Margini di riserva di potenza 
Ogni margine di riserva di potenza è definito dalle seguenti due informazioni: 
i. ampiezza, in termini di potenza, espressa in MW; 
ii. costo unitario, espresso in €/MW. 
Dal punto di vista del Gestore di sistema i flussi di cassa sono maggiori di zero (uscite) se è 
richiesto un aumento di potenza: quindi il costo unitario dei gradini in aumento di potenza è 
strettamente maggiore di zero. Viceversa, i flussi di cassa sono minori di zero se è richiesta una 
riduzione di potenza: quindi il costo unitario dei gradini in riduzione di potenza è strettamente 
minore di zero. In altre parole è possibile affermare che il Gestore paga il proprietario 
dell’impianto cui ha chiesto di aumentare la potenza prodotta, viceversa il proprietario 
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dell’impianto paga il Gestore se esso gli ha ordinato di ridurre la potenza prodotta. Per far sì che 
la rappresentazione sia coerente bisogna inserire le seguenti due ipotesi di lavoro: 
i. Per ogni ora e per ogni gruppo la somma delle ampiezze dei margini di riserva di po-
tenza a salire deve essere uguale alla differenza fra la potenza massima e la potenza 
previsionale. Matematicamente equivale a dire che: 
,g q∀  
5
1
is gq gp q g max
i
r p p
− − −
=
+ =∑  3-68
ii. Per ogni ora e per ogni gruppo la somma delle ampiezze dei margini di riserva di po-
tenza a scendere deve essere uguale al valore di potenza prodotta previsionalmente. 
Matematicamente equivale a dire che: 
,g q∀  
5
1
id gq gp q
i
r p
− −
=
=∑  3-69
E’ importante ricordare che il numero di gradini a salire o scendere è del tutto arbitrario, basta 
che la somma delle loro ampiezze soddisfi i vincoli suddetti. Per il vincolo del margine di 
riserva a scendere è semplicemente riportato il valore di potenza previsionale poiché la 
differenza è riferita con potenza minima erogata uguale a zero. Poiché i margini (con le relative 
offerte) sono definiti per ogni ora mentre il dispacciamento e lo Unit Commitment previsionale 
in ingresso è definito per ogni quarto d’ora, l’unica soluzione ammissibile che rispetti i vincoli 
sopracitati, consiste nel mantenere costante la potenza prodotta da ogni generatore per ogni ora. 
Dato che il carico varia ogni quarto d’ora della simulazione, la modellazione non avrebbe 
soluzione. Per aggirare tale problema è possibile modificare i vincoli nella seguente maniera: 
,g q∀  
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+ ≥∑  3-70
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In questo modo, la potenza più essere dispacciata al quarto d’ora e il modello non perde di 
coerenza. I gradini che escono al di fuori dalle bande tecnicamente accessibili dal gruppo non 
saranno semplicemente presi in considerazione dalla simulazione. 
Altra fondamentale ipotesi di lavoro consiste nel supporre che i costi unitari per ogni gradino di 
margine di riserva debbano essere, in valore assoluto, ordinati in maniera crescente. Questa 
importantissima ipotesi fa si che il problema di ottimo risulti di forma convessa, tale da poter 
esser risolto come un problema di programmazione lineare. Se così non fosse per determinare la 
soluzione del problema sarebbero necessari alcuni artifizi matematici che appesantirebbero in 
maniera considerevole il problema originale. Basti pensare al fatto che, se per esempio il 
gradino a salire numero due avesse un costo unitario più basso rispetto al gradino numero uno, 
una eventuale soluzione del problema che attingesse potenza dal quel gruppo accederebbe 
prima alla riserva del secondo margine (perché di costo unitario più basso), e poi a quella del 
primo margine. E’ logico dedurre che tale soluzione non ha significato fisico, poiché prima di 
accedere al margine superiore è necessario aver utilizzato tutta la riserva disponibile dal 
precedente. Tale considerazione è possibile tradurla matematicamente come segue: 
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, ,i q g∀  ( 1)i s gq is gqc c− − −<  3-72
Quanto detto equivale a dire che per ogni margine, per ogni quarto d’ora di ogni gruppo il 
gradino i-esimo deve essere strettamente maggiore del gradino i-esimo-1. Poiché i costi per i 
margini di riserva a scendere sono strettamente minori di zero è possibile affermare che: 
, ,i q g∀  ( 1)i d gq id gqc c− − −>  3-73
Ciò è equivalente a dire, che per ogni margine, per ogni quarto d’ora di ogni gruppo, il gradino 
i-esimo di costo deve essere strettamente minore del gradino i-esimo-1. Ultima considerazione 
fondamentale consiste nell’affermare che il primo gradino della riserva a scendere deve essere 
strettamente minore (in valore assoluto) del primo gradino a salire. Come anticipato in prece-
denza anche questo vincolo fa sì che il problema abbia una natura convessa, e quindi benefici di 
tutte le considerazioni citate precedentemente. 
 
Figura 3-13 Scalini di offerta di riserva di potenza 
In Figura 3-13 è riportata, su grafico cartesiano, la caratteristica di offerta, con il singolo costo 
unitario per ogni margine di riserva disponibile. Una considerazione va fatta nel caso in cui il 
gruppo abbia anche il vincolo di minimo tecnico; in questo caso i margini di riserva di potenza 
che stanno sotto il valore della potenza di minimo tecnico non sono accessibili; questo compor-
ta, a livello pratico, che il gruppo è in grado di offrire margini di riserva modulabili fino al 
raggiungimento del minimo tecnico, dopodiché i restanti gradini sono rappresentati da un valore 
di margine di potenza pari al valore del minimo tecnico del gruppo, e con un costo unitario 
mediato sui singoli costi unitari dei margini. Nella Figura 3-14 sezione (A) è possibile visualiz-
zare un esempio di come sono calcolati i margini di potenza a scendere in caso di presenza del 
vincolo di minimo tecnico. Ipotizzando che il minimo tecnico sia esattamente a metà del quarto 
gradino, la lista di margini disponibili dal gruppo sarebbe rappresentata i primi tre, completa-
mente accessibili, e dal quarto, esplicato come metà del proprio valore dichiarato. L’ultimo 
margine invece non sarebbe rappresentato dal quinto gradino, ma dal quinto più il rimanente del 
quarto, mentre il costo unitario sarebbe calcolato in base alla media pesata sulle potenze rese 
accessibili dai margini. Ovvero in questo caso il costo per l’ultimo gradino sarebbe uguale a: 
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E’ necessario oltremodo affermare che la potenza derivante dall’ultimo margine di riserva non 
può essere modulata con continuità, ma è discretizzata. Questo fa si che il margine venga 
utilizzato completamente oppure no. 
 
Figura 3-14 Esempio di calcolo di margini singolo gruppo 
Altra importante osservazione deve essere fatta sempre per quanto riguarda l’utilizzo dei 
margini di riserva di potenza. Ipotizziamo, come da Figura 3-14 sezione (B), che un gruppo di 
generazione sia stato chiamato dalla regolazione terziaria a ridurre la propria potenza prodotta 
fino ad arrivare al valore poper di potenza erogata. In un istante successivo della simulazione per 
un nuovo intervento della regolazione terziaria sempre lo stesso gruppo è chiamato ad aumenta-
re la propria potenza prodotta. In questo caso non si dovranno conteggiare i margini di potenza 
dal primo a salire, bensì dal secondo a scendere e così via. Ipotizzando che il gruppo riesca ad 
arrivare a potenza massima nel quarto d’ora in esame i margini disponibili dal gruppo sarebbero 
quindi sette: due derivanti da margini a scendere (ma in questo caso con costo unitario stretta-
mente maggiore di zero), e cinque derivanti dai margini di riserva a salire. Tutte queste 
caratteristiche devono comunque obbligatoriamente soddisfare i seguenti vincoli di natura 
tecnica: 
i. vincolo di potenza massima nominale del gruppo; 
ii. vincolo di potenza minima nominale del gruppo; 
iii. gradiente di presa di carico a salire e scendere; 
iv. la presenza delle semi bande di regolazione secondaria, che di fatto riducono sempli-
cemente i vincoli di potenza massima e minima nominale. 
E’ chiaro che tutte le differenze di potenza prodotte (al netto di quelle dovute all’intervento 
della regolazione secondaria sui gruppi adibiti a tale regolazione) sono fatturate in base al 
proprio costo specifico. Un esempio è riportato nella Figura 3-15; in tale grafico è possibile 
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osservare che durante tutta una simulazione al gruppo è chiesto di erogare di più di quanto fosse 
stato stabilito previsionalmente, tranne che per l’ultimo intervallo, dove addirittura il gruppo 
viene tele distaccato dalla regolazione secondaria, e quindi il suo valore di potenza terziaria 
erogata passa da positivo a negativo. Quindi, è possibile affermare che per ogni gruppo deve 
valere la seguente eguaglianza: 
,q g∀  go-gq gp-gq II-gq III-gqp = p +p +p  3-75
Il che significa che la potenza operativa di ogni gruppo equivale alla potenza previsionale più la 
somma algebrica della potenza imputabile alla regolazione secondaria e alla regolazione 
terziaria. E’ quindi possibile determinare il costo totale della movimentazione di potenza dovuta 
all’intervento della regolazione secondaria (sulla terziaria veloce) e alla regolazione terziaria 
pura. 
 
qe Ng
ji III-ji
i=qs j=1
c= c p∑∑  3-76
Dove i singoli cji sono i costi medi unitari pesati sulle ampiezze dei margini di riserva di 
potenza per ogni j-esimo gruppo e i-esimo quarto d’ora si simulazione. 
 
Figura 3-15 Esempio di potenza terziaria erogata 
Come ultimo passo è necessario descrivere come le singole offerte siano impilate in apposite 
liste, chiamate liste di merito economico. Ipotizzando che il sistema, alla generica ora h-esima, 
sia composto di Ng gruppi in parte fermi ma disponibili ed in parte in erogazione di potenza; la 
quantità di margini di riserva di potenza disponibili a salire (o scendere) equivale a 5 volte Ng, 
poiché sono stati definiti 5 gradini a salire e scendere per ogni singolo gruppo. Nelle liste di 
merito economiche tutte le offerte dei singoli gruppi sono unite e sono sistemate in ordine 
crescente di costo unitario per la lista a salire e in ordine decrescente (come valore assoluto) di 
costo unitario per la lista a scendere. Ovviamente le liste di merito determinate in corso di 
simulazione differiscono da quelle stimate previsionalmente per via dei vincoli di natura 
tecnica. Interessante evidenziare che le liste di merito possono aumentare di dimensione; questo 
accade quando alcuni dei gradini al loro interno derivano dalla lista di merito di verso opposto 
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(cioè quando uno o più gruppi erogano una potenza imputabile alla regolazione terziaria di 
segno opposto a quella della lista di merito). 
 
Figura 3-16 Liste di merito 
Nella Figura 3-16 è possibile visualizzare un esempio di liste di merito, complete anche del 
costo unitario imputabile al distacco di carico e la gestione del pompaggio (avvio e stop). Anche 
in questo caso, come per le offerte dei singoli gruppi, è importante inserire il vincolo che 
obbliga il costo unitario del primo margine di riserva a salire a essere maggiore (in valore 
assoluto) al costo unitario del primo margine di riserva a scendere. Questo è necessario per non 
incorrere in due situazioni particolari: la prima, come già dimostrato in precedenza, consiste 
nella non fisicità della soluzione; la seconda invece consiste nell’evitare di selezionare gruppi a 
salire che hanno un costo unitario inferiore di alcuni gruppi a scendere. 
3.8 Modellazione delle variazioni di assetto di rete 
Tutto ciò che è stato descritto fin ora modella in forma esaustiva il carico ed il parco di 
generazione. Per quanto riguarda la rete, nulla è stato detto tranne il fatto che essa è composta 
da linee di trasmissione e trasformatori di potenza (già descritti nei loro dettagli). Nel modello 
ciò che riveste fondamentale importanza per la rete è la conoscenza dei flussi sui singoli 
elementi che la compongono. Come già descritto in precedenza, esiste un legame di natura 
lineare che mette in relazione le potenze assorbite o erogate sui nodi con i flussi di potenza sui 
rami; tale legame è rappresentabile mediante la matrice di sensitivity di rete. Questa matrice è 
calcolata mediante l’utilizzo della matrice ridotta del Load Flow in DC. Quando un elemento di 
rete si guasta accidentalmente, o è messo in fuori servizio per manutenzione, l’assetto topologi-
co operativo di rete cambia; di conseguenza varia anche la matrice ridotta di Load Flow in DC 
poiché deriva direttamente dalla matrice delle ammettenze della rete. In generale, per determi-
nare la matrice di Load Flow in DC è sufficiente prendere la matrice delle ammettenze, 
considerare solo le reattanze longitudinali degli elementi di rete, eliminare la riga e la colonna 
nella quale è rappresentato il nodo di riferimento, ed eseguirne l’inversa. Quindi, in conclusio-
ne, a ogni variazione di assetto di rete corrisponde un aggiornamento della matrice delle 
ammettenze, e una nuova inversione di matrice. Com’è risaputo l’inversione di una matrice ha 
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un grave costo computazione (a livello di simulazione), poiché il tempo necessario a compiere 
tale calcolo ha un legame cubico con le dimensioni della matrice. Questo potrebbe deteriorare, 
in alcuni casi, l’utilità della simulazione stessa, poiché il tempo impiegato a eseguire un 
campione sufficiente alto di simulazioni per stimare un andamento medio sarebbe estremamente 
alto. Nel caso in cui ci sia una variazione nell’assetto di rete, esiste la possibilità di ridurre di un 
ordine di grandezza il tempo impiegato per determinare la nuova matrice di Load Flow in DC. 
Ipotizzando che A sia la matrice delle ammettenze di rete, calcolata tenendo conto delle sole 
reattanze longitudinali, e senza eliminare la riga e colonna riferita al nodo di slack (in questo 
caso sulla diagonale è inserito il valore che meglio rappresenta il -∞), è possibile definire una 
variazione di assetto di rete come: 
 
A A u v→ + ⊗  3-77
dove il prodotto fra u e v: 
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U e v sono composti da valor nulli tranne per gli elementi che si riferiscono al nodo di arrivo e 
di partenza del ramo che causa il cambiamento dell’assetto di rete. Nel caso in cui il ramo 
diventa disponibile, è possibile definire u e v come: 
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dove ua e va assumono valore unitario, e up e vp assumono valore -1. In questo caso il prodotto 
diventa: 
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che moltiplicato per bap rappresenta l’equivalente di un aggiunta di un elemento di rete. 
Viceversa, nel caso in cui il ramo diventa indisponibile ua e vp assumono valore unitario, mentre 
ub e va assumono valore -1. In questo caso il prodotto diventa: 
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che moltiplicato per bap rappresenta l’equivalente di un rimozione di un elemento di rete. 
Quindi, in conclusione, è possibile definire che (omettendo la dimostrazione): 
 ( ) ( ) ( )
1 1
1 1
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+
… 3-82
Dove: 
 
1vA uλ −=  3-83
Eseguendo tutte le operazioni algebriche è possibile arrivare alla seguente equazione: 
,i j∀  ( )( )( )
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3-84
Che lega direttamente i singoli valori ij degli elementi della nuova matrice ridotta di Load Flow 
dovuta alla variazione di assetto di rete con quella pre-variazione. Nell’equazione gli elementi c 
sono i componenti della matrice A invertita, x è la reattanza di ramo, e i pedici a e p sono riferiti 
ai nodi di arrivo e partenza. L’equazione 3-84 fa riferimento al fuori servizio del generico ramo; 
viceversa, se si vuole rappresentare la commutazione allo stato di esercizio, è sufficiente 
cambiare di segno alla x al denominatore. In conclusione, utilizzando tale metodo è possibile 
ottenere una velocità di un ordine di grandezza superiore rispetto al calcolo tradizionale, il quale 
comporterebbe il calcolo dell’inversa della matrice a ogni variazione di assetto di rete. 
3.9 L’algoritmo principale 
L’algoritmo sul quale è implementato lo strumento di analisi mediante tecnica Monte Carlo 
sequenziale può essere essenzialmente suddiviso in tre parti. 
La prima parte consta delle operazioni necessarie a importare in ingresso tutte le variabili e i 
dati strutturali che descrivono il modello; la seconda parte è il cuore del simulatore; la terza ed 
ultima parte è composta da tutte quelle operazioni necessarie ad effettuare il post-processing 
della simulazione. 
In questo contesto la parte che necessità di una trattazione estesa è la parte numero due. 
Ipotizzando di aver compiuto tutte le operazioni d’input, il diagramma di flusso di principio 
della parte numero due del simulatore è il seguente: 
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Figura 3-17 Diagramma di Flusso di Principio Monte Carlo 
dove è possibile notare la presenza di tre cicli concatenati uno all’interno dell’altro. Il primo 
ciclo (espresso in iterazioni con la variabile g), necessario a generare un set sufficiente di 
scenari per far convergere la simulazione; il secondo ciclo (espresso da quarti d’ora con la 
variabile q), necessario a esplorare l’intera giornata (o parte di essa); e l’ultimo ciclo (espresso 
in quarti d’ora dalla variabile a), necessario a bilanciare tutti gli squilibri dovuti alla creazione 
di eventi aleatori (errore sul carico, rottura elementi di rete). Partendo dall’inizio è interessante 
analizzare la composizione interna di ogni singolo blocchetto raffigurato nel diagramma di 
flusso di principio. 
3.9.1 Setup del giorno 
I dati che descrivono la simulazione possono essere raggruppati in diverse classi. Di seguito è 
riportata la classificazione dei diversi gruppi di dati necessari per la simulazione. 
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i. dati funzionali necessari a descrivere la simulazione (per esempio il numero massimo 
di interazioni, quarto d’ora di inizio e fine, tolleranza sulla convergenza degli indici di 
output, seme per inizializzare il generatore di numeri pseudo casuali, e così via); 
ii. dati strutturali che descrivono le caratteristiche degli elementi (per esempio potenza 
minima, massima dei gruppi di generazione, reattanza delle linee, e così via); 
iii. dati variabili che possono essere classificati in: 
a. dati previsionali: danno le informazioni sul punto di lavoro previsionale del 
sistema elettrico, come per esempio la potenza generata dal parco idro-termo 
elettrico, le liste di merito economiche, il valore nodale del carico, e così via; 
b. dati operativi: che derivano da ogni iterazione di simulazione, e al loro interno 
è contenuta l’informazione derivante dallo svolgimento di un singolo scena-
rio, come per esempio il carico comprensivo degli errori, la potenza prodotta 
comprensiva delle movimentazioni dovute alla regolazione secondaria e ter-
ziaria, e così via; 
c. dati medi: che descrivono gli andamenti medi derivanti dai dati operativi dei 
singoli scenari e sono aggiornati ogni volta che stata compiuta un’iterazione. 
Lo scopo principale del setup del giorno è di inizializzare i dati operativi della simulazione, 
ponendoli uguali ai dati previsionali; ciò significa inizializzare le variabili inerenti alla genera-
zione, al carico, e allo stato degli elementi di rete (linee e trasformatori). 
3.9.2 Estrazione dell’errore sul carico 
Quest’operazione crea l’errore sul carico di sistema, e può essere sintetizzata con il diagramma 
di flusso seguente: 
 
Figura 3-18 Determinazione dell'errore sul carico 
Il diagramma di flusso può essere descritto come segue: sono generati Nl valori pseudo-casuali, 
con valor medio nullo, varianza unitaria e distribuzione gaussiana; questo vettore colonna 
moltiplica la matrice delle correlazioni fra i vari carichi (calcolata secondo i dati strutturali e la 
specifica varianza assunta nel quarto d’ora): questo consente di ottenere un vettore di numeri 
pseudo-casuali correlati fra loro. Dopodiché ogni singolo elementi del vettore moltiplica il 
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proprio valore previsionale di carico al quarto d’analisi, così da ottenere il valore dell’errore 
netto di carico al quarto q. Tal errore è sommato alla propria serie storica (data da tutti gli errori 
calcolati nei quarti d’ora precedenti della simulazione), e va a sommarsi al valore di carico 
previsionale del quarto corrente. 
Questa procedura, data una specifica varianza oraria e una correlazione fra i singoli carichi, 
consente di simulare l’andamento casuale del carico di sistema. 
3.9.3 Estrazione dello stato degli elementi di sistema 
Quest’operazione determina lo stato di fuori servizio improvviso dei rami del sistema e dei 
gruppi di generazione; per i rami di sistema determina anche quanto dura il fuori servizio 
forzato. Tal operazione può essere sintetizzata con il diagramma di flusso seguente: 
 
Figura 3-19 Estrazione stato operativo elementi 
Il diagramma di flusso sopra riportato può essere diviso in due sezioni: la prima parte riguarda 
la determinazione dello stato dei generatori, mentre la seconda parte determina lo stato dei rami 
di rete. Nella prima parte per ogni gruppo in fase di produzione (o pompaggio) è estratto un 
numero casuale con distribuzione uniforme; se tale numero è inferiore al proprio tasso di guasto 
(diviso quattro per rendere omogeneo le unità di misura) allora il generatore è mandato in fuori 
servizio per guasto. Nella seconda parte, come per la prima, per ogni ramo di sistema in servizio 
è estratto un numero casuale con distribuzione uniforme; se tale numero è inferiore al proprio 
tasso di guasto allora il ramo è forzato al fuori servizio dovuto a guasto. Un successivo ciclo 
quantifica, tramite l’MTTR, la persistenza del guasto sul suddetto ramo, mentre per i generatori 
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di potenza un eventuale guasto è prolungato fino al termine della simulazione. La funzione che 
aggiorna la matrice di sensitivity sarà descritta in seguito. 
3.9.4 Dispacciamento secondario 
Il dispacciamento secondario può essere riassunto dal seguente diagramma di flusso: 
 
Figura 3-20 Regolazione Secondaria 
Il diagramma di flusso sopra riportato raffigura l’algoritmo che modella i tre tipi di regolazione 
secondaria, in altre parole quello a regolazione secondaria pura (in alto a sinistra), quello con 
regolazione terziaria veloce (in alto a destra), e quello per la risoluzione delle congestioni di rete 
(raffigurato nella parte bassa). Nella prima parte della figura è determinato lo sbilanciamento di 
potenza fra carico e generazione; se tale valore è di sotto della banda morta, il regolatore non 
interviene, altrimenti inizia tutta la filiera di regolazione. Il dispacciamento comincia verifican-
do se con il solo margine di riserva derivante dai gruppi in secondaria è possibile coprire lo 
sbilanciamento di potenza; se così non fosse somma a tale margine di riserva anche quello 
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derivante dai gruppi disponibili a erogare potenza in terziaria veloce. Se tale valore di margine 
di riserva non riesce nuovamente a coprire lo squilibrio, oppure se la movimentazione della 
potenza dovuta a tale regolazione crea delle contingenze di rete, allora è avviata la regolazione 
secondaria per la gestione delle contingenze. Tale regolazione verifica la disponibilità dei vari 
elementi che andrà poi a controllare, fra cui: la quantità di carico che può distaccare, i gruppi in 
avvio e stop di pompaggio, e i gruppo termoelettrici tradizionali da poter tele-distaccare. Una 
volta risolto il problema di ottimo la soluzione è applicata sul parco di generazione e sul carico 
nodale, ed eventuali disservizi sono conteggiati. La funzione che determina i margini disponibili 
sarà descritta in seguito. 
3.9.5 Dispacciamento terziario 
Il dispacciamento terziario può essere riassunto dal seguente diagramma di flusso: 
 
Figura 3-21 Regolazione Terziaria 
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Il diagramma di flusso proposto per la regolazione terziaria è sostanzialmente diviso in due 
sezioni: la prima riguarda il dispacciamento a pura lista di merito economico, mentre la seconda 
sezione riguarda il dispacciamento terziario per la risoluzione delle congestioni, con la possibi-
lità di distacco preventivo di carico, e avvio di generazione di tipo termoelettrico tradizionale. 
Nella prima parte, come per la regolazione secondaria, è stimato lo sbilanciamento di potenza 
fra carico e generazione; in seguito se la selezione da lista di merito dei gruppi che devono 
coprire tale squilibrio non comporta superamento dei limiti di flussi sui rami, allora il dispac-
ciamento può essere ritenuto completato. Viceversa, se tale movimentazione di potenza 
comporta la creazione di qualche contingenza di rete, allora è necessario passare al dispaccia-
mento per la risoluzione delle congestioni, che tenendo conto dei vincoli di rete e di bilancio di 
potenza, movimenta la generazione secondo un ottica di ottimo economico (ovvero minimiz-
zando il costo delle movimentazioni di riserva di generazione). 
3.9.6 Produzione virtuale e verifica flussi 
Le regolazioni secondarie e terziarie hanno bisogno di essere validate prima che i loro effetti 
siano applicati sul dispacciamento del parco di generazione. Ciò comporta sostanzialmente nel 
verificare se i flussi che si producono sui rami della rete a valle delle modifiche effettuate sono 
sempre all’interno dei loro limiti. Ovviamente questa verifica non è effettuata quando entrano in 
azione le regolazioni per la risoluzione delle congestioni di rete. 
 
Figura 3-22 Verifica dei flussi 
Nella Figura 3-22 (sezione di sinistra) è raffigurato come viene generato un dispacciamento 
virtuale; lo squilibrio di potenza viene ridotto, come valore, sottraendoci tutti i margini di 
riserva disponibili, finché non si arriva all’annullamento dello stesso; quindi, alla potenza 
prodotta da ogni gruppo (valore pre-regolazione del quarto in analisi) è possibile sommarci 
algebricamente il valore della variazione di potenza dovuta all’annullamento dello squilibrio fra 
carico e generazione. Così facendo si ricava un dispacciamento virtuale. Nella sezione di destra 
è possibile visualizzare com’è verificato il dispacciamento: altro non è che una verifica di flusso 
massimo per ogni ramo della rete. Importante ricordare che il flusso massimo è impostato come 
valore ammissibile per un quarto d’ora se all’intervallo precedente il flusso era minore della 
potenza nominale, viceversa, il flusso massimo è impostato al valore nominale se nell’intervallo 
di simulazione precedente il flusso di potenza era compreso, sempre come modulo, fra il valore 
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nominale e il valore massimo al quarto d’ora. Tutti i valori massimi al quarto d’ora, e nominali 
sono utilizzati al netto del cos(φ) di 0,95. 
3.9.7 Aggiornamento sensitivity e calcolo flussi 
Una nota importante la riveste il metodo con cui sono calcolati i flussi di potenza su ogni ramo, 
poiché per far ciò è necessario avere sempre aggiornata la matrice di sensitivity di rete. Infatti, 
sia per la regolazione secondaria, che terziaria, è necessario avere una matrice di sensitivity che 
tenga conto sia dei rami in fuori servizio accidentali, sia dei rami in fuori servizio programmato. 
Per realizzare ciò è necessario utilizzare due differenti matrici di sensitivity: una utilizzata per le 
verifiche della regolazione secondaria, e una per le verifiche della regolazione terziaria. A inizio 
simulazione la matrice di sensitivity utilizzata per la regolazione secondaria è inizializzata con 
la matrice di sensitivity calcolata a rete integra (chiamata sensitivity previsionale). A ogni 
quarto d’ora q sono verificate eventuali variazioni di assetto topologico di rete rispetto al q-1: se 
fossero presenti delle modifiche, la matrice sarebbe nuovamente inizializzata con quella per la 
rete integra, dopodiché una apposita funziona la modificherebbe tenendo conto dei rami fuori 
servizio; così facendo è possibile simulare le rotture e le riparazioni dei rami di rete. La matrice 
di sensitivity per la regolazione terziaria di rete è invece inizializzata a ogni q con la matrice di 
sensitivity della regolazione secondaria. Se durante il dispacciamento terziario che parte dal 
q+1 e arriva al qe l’assetto topologico variasse rispetto a quello del quarto d’ora q, la matrice di 
sensitivity per la regolazione terziaria sarebbe nuovamente inizializzata con quella calcolata a 
rete integra ed una apposita funzione la modificherebbe tenendo conto della variazioni topolo-
giche presenti nel quarto in analisi. E’ importante sottolineare che le modifiche alle matrici di 
sensitivity richiedono il calcolo della matrice ridotte del Load Flow in DC, come già ampiamen-
te descritto in 3.8. 
3.9.8 Calcolo dei margini 
Come già affrontato in precedenza, uno dei punti cardine del simulatore consiste nel determina-
re, per ogni richiesta, la quantità di potenza disponibile dai margini di riserva. Quest’operazione 
permette di determinare, a seguito della richiesta da parte dei servizi di regolazione, i margini di 
potenza disponibili per: 
i. la regolazione secondaria; 
ii. la regolazione terziaria veloce; 
iii. la regolazione terziaria; 
iv. l’avvio del pompaggio; 
v. lo stop del pompaggio; 
vi. tele-distacco dei gruppi termo elettrici tradizionali; 
vii. avvio dei gruppi termo elettrici tradizionali; 
È possibile descrivere come segue la determinazione dei margini disponibili per la regolazione 
secondaria. Sono presi in considerazione solo i gruppi in giri e quelli hanno dato disponibilità 
alla regolazione secondaria, dichiarando delle semi bande diverse da zero. Per ognuno di questi 
gruppi è calcolato il margine di potenza effettivo che soddisfi i seguenti vincoli tecnici: 
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i. rispetto delle rampe di carico a salire e scendere calcolate sulle potenze prodotte al 
quarto d’ora precedente e successivo a quello di analisi; 
ii. rispetto del minimo tecnico; 
iii. rispetto del massimo tecnico. 
Determinato ciò, per ogni gruppo disponibile, la funzione fornisce la lista dei gruppi accessibili 
con i singoli margini calcolati. Per la determinazione dei margini di riserva disponibili in 
terziaria e terziaria veloce è necessario determinare le liste di merito economico aggiornate sui 
dati operativi, e non su quelli previsionali. Per effettuare ciò, la procedura consta essenzialmen-
te di tre parti: la prima riguarda la schermatura dei gruppi che non possono rispondere alla 
richiesta di margine di potenza (per esempio, per la terziaria veloce sono presi in considerazione 
solo gli idroelettrici in giri e disponibili al quarto d’analisi q, ed i turbogas in giri, mentre non 
sono considerati i turbogas disponibili, ma fermi, e tutta la generazione da termoelettrico 
tradizionale); la seconda parte consiste nel determinare per ogni generatore, che ha passato i 
criteri del punto uno, quanto margine di riserva metta a disposizione: cioè nel determinare tutti i 
gradini con il relativo costo unitario. L’ultima operazione consiste nel riordinare tutti i gradini 
realmente disponibili. Tale azione è compiuta in due distinti passi: il primo consiste nel mettere 
tutti i gradini operativamente disponibili nello stesso ordine con cui erano ordinati previsional-
mente, tenendo conto dei gradini derivanti dalla lista di merito di verso opposto. Dopodiché 
l’ultima operazione consiste nell’eliminare tutti i margini di riserva uguali a zero, così da 
ottenere la lista desiderata. 
 
Figura 3-23 Determinazione semi bande secondaria 
La Figura 3-23 mostra un esempio di com’è determinata la semi banda operativa per la 
regolazione secondaria: le linee inclinate rappresentano le rampe di carico a salire e scendere da 
rispettare, calcolate rispetto al valore di potenza erogato al q-1 e q+1; è ovvio che il valore di 
potenza al q+1 è inteso come previsionale. Dalla figura si deduce anche che il limite a salire è 
imposto dalla potenza massima, e non invece dal massimo valore ottenibile con la rampa di 
carico; viceversa non è così per il limite a scendere. Nella figura sono inoltre riportati i due 
valori di semi banda dichiarati previsionalmente: da ciò si deduce che nel caso di richiesta di 
potenza a salire, imputabile dalla regolazione secondaria, il gruppo è in grado di fornire il 
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margine di potenza previsionalmente dichiarato; mentre, nel caso di richiesta di potenza a 
scendere, il gruppo non può erogare tutta la semi banda dichiarata poiché arriverebbe ad 
oltrepassare il vincolo di rampa a scendere, provocando una condizione non accettabile 
fisicamente. In conclusione le semi bande operative devono essere inferiori del vincolo più 
stringente (in termini di larghezza di banda di potenza, sia a salire che a scendere). La Figura 
3-24 mostra il diagramma di flusso della funzione necessaria a determinare i gradini di riserva 
terziaria. Alla luce di ciò che è stato descritto precedentemente, è importante ricordare che tale 
funzione è chiamata almeno qe2 volte nell’arco di una sola simulazione. Questa considerazione 
comporta il fatto che l’algoritmo di principio sul quale è implementata deve essere il più veloce 
possibile. La chiave che rende più rapida possibile la funzione è utilizzare le stesse posizioni e 
indirizzi usati nella lista di merito previsionale, lasciando vuoti i gradini non fisicamente 
accessibili. Utilizzando ciò si evita, a ogni chiamata della funzione, di andare a cercare dove il 
gruppo è inserito nella lista di merito, e di ordinare in base al costo ogni singolo gradino di 
riserva: due operazioni molto pesanti dal punto di vista computazionale. Nell’eventualità 
fossero presenti gradini con costo unitario derivante dalla lista di merito di verso opposto (per 
esempio, un gruppo chiamato ad erogare riserva a salire che si trovi al di sotto del valore 
previsionale di potenza), viene creata una lista secondaria; i valori di tale lista vengono inseriti 
dal basso nella lista principale, senza dover ordinare nessun valore, poiché una delle principali 
ipotesi di partenza afferma che tutti i prezzi (come valore assoluto) della lista di merito a 
scendere sono inferiori della lista di merito a salire. 
 
Figura 3-24 Determinazione dei gradini di riserva terziaria 
Altra considerazione deve essere spesa in proposito del soddisfacimento del vincolo di rampa di 
carico del q+1. Poiché per la determinazione dei margini di riserva terziaria il limite tecnico dei 
gruppi di generazione non tiene conto della rampa di carico del q+1, è possibile che, a seguito 
di una movimentazione di potenza dovuta alla regolazione terziaria, tale vincolo non sia 
rispettato. Per evitare ciò, ogni volta che un gruppo è movimentato dalla regolazione terziaria 
un’apposita funzione esplora i quarti d’ora successivi e verifica che i vincoli sulle rampe di 
carico siano rispettati; se così non fosse corregge il valore di potenza prodotto, eliminando così 
la violazione del vincolo. Tale procedura è rappresentata nella Figura 3-25. 
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Figura 3-25 Ripristino rampe al q+1 
Supponiamo che al quarto d’ora q+1 la regolazione terziaria, a causa di un grosso squilibrio 
(presente solo in quel quarto d’ora), dispacci sul generatore una certa variazione, fino a fargli 
produrre la potenza raffigurata dal rombo. Se dal q+2 in poi il regolatore terziario non interve-
nisse più, è chiaro che i vincoli delle rampe, raffigurati dalle linee inclinate, non sarebbero più 
rispettati. E’ quindi indispensabile che il gruppo segua il profilo di potenza descritto dai 
triangoli, così da poter rispettare tutti i vincoli tecnici, e poter quindi riallinearsi al q+n con la 
potenza previsionale. 
 
Figura 3-26 Determinazione margini dai pompaggi 
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Ultima e importante considerazione che essere fatta per quanto riguarda la determinazione della 
disponibilità alla movimentazione di potenza da parte dei gruppi di pompaggio. Dalla Figura 
3-26 è possibile visualizzare come sono selezionati i gruppi disponibili all’avvio o allo stop del 
pompaggio. Conoscendo sia il verso della riserva alla quale si vuole attingere, sia lo stato del 
gruppo di pompaggio, è possibile determinare il tipo di configurazione che il gruppo deve avere 
(pompaggio o generazione). Tale disponibilità deve però rispettare il vincolo temporale, il quale 
afferma che fra un passaggio e l’altro di configurazione il gruppo deve rimanere, per un 
intervallo di simulazione, nello stato di disponibilità, cioè non deve né erogare né assorbire 
potenza. Inoltre, una volta dispacciato il gruppo nel quarto d’ora q in analisi è indispensabile 
determinare se al quarto d’ora successivo il gruppo rispetta il vincolo di transizione di configu-
razione; se così non fosse un’apposita azione sistemerebbe l’assetto del gruppo, proprio come 
riportato in Figura 3-26. 
3.10 Componenti di base per la simulazione 
Una volta analizzato il cuore del simulatore è importante descrivere anche ciò che lo circonda, 
poiché nel complesso riveste un ruolo di fondamentale importanza. In questa sezione è possibile 
descrivere i singoli elementi in ausilio l’algoritmo principale, e come le variabili, raggruppate in 
precedenza, possono essere descritte singolarmente. 
3.10.1 Le variabili 
Le variabili di simulazione sono quei contenitori di memoria (accessibile in lettura e scrittura), 
all’interno dei quali sono presenti le informazioni desiderate. In quest’analisi generalmente le 
variabili sono ordinate secondo una logica di matrici n-dimensionali, dove a ogni dimensione 
corrisponde un dato (evoluzione nel tempo, dettaglio per ogni singolo elemento). Partendo dai 
dati previsionali è possibile catalogare i dati riguardanti la generazione come segue: 
Tabella 3-1 Dati previsionali e strutturali sulla generazione 
gener_prev[1…Ng][qs…qe][0] Classe di appartenenza del generatore 
1 Idroelettrico puro
2 Pompaggio
3 Turbogas
4 Termoelettrico tradizionale
5 Fonte rinnovabile
gener_prev[1…Ng][qs…qe][1] Stato di funzionamento del generatore 
0 Indisponibilità forzata
1 Indisponibilità programmata
2 Produzione
3 Pompaggio
4 Fermo ma disponibile
5 In avviamento
gener_prev[1…Ng][qs…qe][2] Potenza previsionale prodotta/assorbita [MW]
gener_prev[1…Ng][qs…qe][3] Valore della semi banda secondaria disponibile [MW]
gener_prev[1…Ng][qs…qe][4] Potenza massima [MW]
gener_prev[1…Ng][qs…qe][5] Potenza minima [MW]
gener_prev[1…Ng][qs…qe][6] Potenza assorbita in pompaggio [MW]
gener_prev[1…Ng][qs…qe][7] Rampa di carico a salire [MW/0.25h]
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gener_prev[1…Ng][qs…qe][8] Rampa di carico a scendere [MW/0.25h]
gener_prev[1…Ng][qs…qe][9] Bacino di afferenza (1…Nb)
gener_prev[1…Ng][qs…qe][10] Nodo di connessione alla rete (1…Nn)
gener_prev[1…Ng][qs…qe][11] Tasso di guasto [1/0.25h]
gener_prev[1…Ng][qs…qe][12] Tempo di raffreddamento [h]
gener_prev[1…Ng][qs…qe][13] Tempo di avviamento a caldo[h]
gener_prev[1…Ng][qs…qe][14] Tempo di avviamento a freddo[h]
gener_prev[1…Ng][qs…qe][15] Rendimento di ciclo di pompaggio
 
Le variabili che riguardano invece gli esiti di tutta la filiera dei marcati dell’energia e dei servizi 
sono descritte nella tabella successiva: 
Tabella 3-2 Margini di riserva a salire e scendere 
gradini_salire[1…Ng][0…23][0…4][0] Costo unitario dei cinque gradini a salire orari [€/MW]
gradini_salire[1…Ng][0…23][0…4][1] Ampiezza dei singoli gradini a salire orari [MW]
gradini_scendere[1…Ng][0…23][0…4][0] Costo unitario dei cinque gradini a scendere orari [€/MW]
gradini_scendere[1…Ng][0…23][0…4][1] Ampiezza dei singoli gradini a scendere orari [MW]
 
Tabella 3-3 Liste di merito economiche a salire e scendere 
lista_salire[1…5Ng][0…23][0] Riferimento indice del generatore (1…Ng)
lista_salire[1…5Ng][0…23][1] Costo unitario del gradino(ordine crescente) orario [€/MW]
lista_salire[1…5Ng][0…23][2] Ampiezza del gradino [MW]
lista_scendere[1…5Ng][0…23][0] Riferimento indice del generatore (1…Ng)
lista_scendere[1…5Ng][0…23][1] Costo unitario del gradino(o. decrescente) orario [€/MW]
lista_scendere[1…5Ng][0…23][2] Ampiezza del gradino [MW]
 
Tabella 3-4 Indirizzi nelle liste di merito 
indirizzi_lista[1…Ng][0…23][0][0…4] Indirizza nella lista di merito a salire i gradini dei 
singoli generatori (1…5Ng)
indirizzi_lista[1…Ng][0…23][1][0…4] Indirizza nella lista di merito a scendere i gradini dei 
singoli generatori (1…5Ng)
 
La Tabella 3-4 è necessaria per non dover andare a cercare all’interno delle variabili lista_salire 
e lista_scendere i gradini di riserva appartenenti a un determinato gruppo di generazione. 
Infatti, puntando un generico gruppo, e il quarto d’ora di analisi (è importante che le liste 
abbiano definizione oraria, mentre la simulazione lavori a passi di quindici minuti), è possibile 
conoscere la posizione che i gradini da uno a cinque hanno all’interno delle liste di merito 
economiche. Questa soluzione, evitando di dover cercare ogni volta, consente di risparmiare 
tempo calcolo computazionale. Con le quattro tabelle riportate è possibile descrivere esaustiva-
mente le caratteristiche del parco di generazione idro-termo elettrico. 
I dati riguardanti il carico: 
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Tabella 3-5 Carico previsionale 
carico_prev[1…Nn][qs…qe] Valore di potenza del carico nodale al quarto d’ora [MW]
 
Mentre i dati previsionali riguardanti la rete elettrica: 
Tabella 3-6 Dati previsionali e strutturali della rete di sistema 
rami_prev[1…Nr][qs…qe][0] Stato di funzionamento del ramo 
0 Indisponibilità forzata
1 Indisponibilità programmata
2 Servizio nominale
3 Sovraccarico al quarto d’ora
4 Distacco per sovraccarico
rami_prev[1…Nr][qs…qe][1] Flusso di potenza attiva previsionale [MW]
rami_prev[1…Nr][qs…qe][2] Limite nominale [MW]
rami_prev[1…Nr][qs…qe][3] Limite al quarto d’ora [MW]
rami_prev[1…Nr][qs…qe][4] Tasso di guasto [1/0.25h]
rami_prev[1…Nr][qs…qe][5] Tasso di riparazione[1/0.25h]
rami_prev[1…Nr][qs…qe][6] Nodo from (1…Nn)
rami_prev[1…Nr][qs…qe][7] Nodo to (1…Nn)
 
I dati riguardanti i risultati di ogni singola operazione (denominati operativi) possono essere 
catalogati, per quanto riguarda la generazione, come: 
Tabella 3-7 Comportamento del parco di generazione per una simulazione 
gener_oper[1…Ng][qs…qe][0] Stato di funzionamento del generatore 
0 Indisponibilità forzata
1 Indisponibilità programmata
2 Produzione
3 Pompaggio
4 Fermo ma disponibile
5 In avviamento
gener_oper[1…Ng][qs…qe][1] Potenza in uscita (previsionale + R. secondaria + R. terziaria) [MW]
gener_oper[1…Ng][qs…qe][2] Quota parte dovuta alla regolazione secondaria [MW]
gener_oper[1…Ng][qs…qe][3] Quota parte dovuta alla regolazione terziaria [MW]
 
I risultati sul carico: 
Tabella 3-8 Comportamento del carico di sistema per una simulazione 
carico_oper[1…Nn][qs…qe][0] Carico operativo al quarto d’ora per ogni nodo [MW]
carico_oper[1…Nn][qs…qe][1] Carico nodale distaccato [MW]
carico_oper[1…Nn][qs…qe][2] Carico previsionale corretto (cumulata errori d’estrazione) [MW]
carico_oper[1…Nn][qs…qe][3] Carico nodale distaccato previsionalmente dal regolatore 
terziario [MW]
 
I risultati riguardanti la rete di sistema: 
Tabella 3-9 Comportamento della rete di sistema per una simulazione 
rami_oper[1…Nr][qs…qe][0] Stato di funzionamento del ramo 
0 Indisponibilità forzata
1 Indisponibilità programmata
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2 Servizio nominale
3 Sovraccarico al quarto d’ora
4 Distacco per sovraccarico
rami_oper[1…Nr][qs…qe][1] Flusso di potenza attiva [MW]
 
Esistono inoltre, con la stessa suddivisione, altre variabili che tengono conto dell’andamento 
medio della generazione (potenza prodotta lorda, secondaria e terziaria), del carico (netto e 
distaccato), e flussi sui rami. In egual modo sono memorizzate anche le simulazioni in cui è 
presente la maggior quantità di carico distaccato; in tali simulazioni sono salvati i comporta-
menti di generazione, carico, e rete elettrica. Esiste poi un insieme molto ampio di variabili, 
necessarie a far funzionare la simulazione e a render possibile le analisi di post-processing. 
3.10.2 Indici di simulazione 
Gli indici determinati dalla simulazione sono sostanzialmente tre, e possono essere catalogati 
come segue: 
i. EENS “Expected Energy Not Supplied” [MWh/MWh]: rappresenta la quantità di ener-
gia non fornita al carico durante tutto l’intervallo di simulazione. Tale valore è 
modificato eseguendo il rapporto fra tale valore e l’energia totale assorbita dal carico, 
moltiplicando tutto per un coefficiente di scala: 
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Poiché l’indice precedente quantifica la quantità di energia non fornita al carico, ma 
non specifica la durata e le occorrenze dei disservizi, è necessario specificare altri due 
indici di simulazione; 
ii. LOLE “Loss of load expectation” [h]: rappresenta la sommatoria delle ore, nell’arco 
della simulazione, in cui è presente il disservizio (inteso come distacco di carico); 
iii. LOLF “Loss of load frequency” [occorrenze]: rappresenta la sommatoria delle occor-
renze, nell’arco della simulazione, in cui si presentano i disservizi nei confronti del 
carico. 
Di tali indici sono memorizzati gli andamenti medi e singoli per ogni iterazione. 
3.10.3 Criterio di stop 
Come già affrontato in precedenza, altro importante parametro da calibrare è il cosiddetto 
criterio di stop. Tale criterio afferma che se una data variabile di riferimento è inferiore ad un 
certo errore stabilito a priori, allora è possibile affermare che la simulazione, nel suo complesso, 
è arrivata a convergenza. Tale variabile di riferimento è definita come: 
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Dove, in sostanza, è calcolata la deviazione standard dell’indice eens, riferita alla media mobile 
Neens  calcolata al N-esimo ciclo di simulazione. Se è soddisfatta la seguente disequazione: 
 N stopθ θ≤  3-87
Allora la simulazione si ferma, e può essere ritenuta conclusa. 
3.10.4 Generazione numeri pseudo-casuali 
Una delle funzioni di basso livello, ma che riveste un’elevata importanza, è quella che determi-
na la serie di numeri pseudo casuali. Per evitare problemi dovuti a periodi di sequenza troppo 
brevi, e distribuzioni non uniformi, è stato implementato l’algoritmo proposto da [6]; la scelta è 
ricaduta su di esso poiché ritenuto un ottimo compromesso fra bontà dei risultati e tempo 
d’esecuzione. Tale algoritmo è in grado di fornire numeri pseudo-casuali, con una distribuzione 
uniforme, contenuti nell’intervallo fra 0 e 1 (compresi). 
Per ricavare, da una distribuzione uniforme, un numero pseudo-casuale con una distribuzione di 
probabilità gaussiana (di media e varianza nota) è possibile utilizzare la seguente equazione: 
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Dove X è il valor medio, σ la deviazione standard, e runiform-i è l’i-esimo numero estratto con 
distribuzione uniforme fra 0 ed 1. 
Per determinare la potenza prodotta da un generatore eolico è necessario conoscere sia i 
parametri della Weibull che caratterizzano il sito di installazione del generatore, sia le velocità 
caratteristiche di esso. Noti i parametri di caratterizzazione del sito è possibile scrivere la 
cumulata della densità di probabilità come: 
 
1
k
v
p e λ
 
− 
 
= −  
3-89
Dove, risolvendo l’equazione per p è possibile ottenere: 
 ( )log 1k ev pλ= − −  3-90
Quindi, estraendo un numero p compreso fra 0 ed 1 (dove il valore 1 è escluso dall’insieme) è 
possibile determinare la velocità del vento; dopodiché confrontando tale valore con le velocità 
caratteristiche del generatore eolico è possibile determinare la potenza prodotta da esso. E’ 
ovvio ricordare che tale tipo di generazione non è dispacciabile, e quindi esula da ogni logica di 
controllo di regolazione secondaria e terziaria descritta; inoltre, data la ridotta quantità di 
potenza installata, tale valore è affogato nel carico nodale mediante opportuni coefficienti di 
sensitivity. 
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3.11 Implementazione 
L’algoritmo proposto nei precedenti capitoli è stato implementato in codice C, mediante 
l’ausilio dello strumento di sviluppo Microsoft® Visual Studio™ 10. Tale applicativo riceve in 
ingresso essenzialmente tre classi d’informazioni: 
i. dati strutturali: sono caricate tutte le informazioni che modellano la rete ed il parco di 
generazione; 
ii. dati variabili: sono caricate tutte le informazioni che riguardano l’operatività dei com-
ponenti di sistema. In tale classe d’informazioni rientrano: carico previsionale, Unit 
Commitment e dispacciamento del parco di generazione, stato di disponibilità previ-
sionale dei rami del sistema, risultati del mercato; 
iii. dati della simulazione: errore sul criterio di stop, iterazioni massime, ecc.... 
Una volta completate tutte le operazioni di calcolo la simulazione fornisce in uscita (tramite 
files *.csv) il comportamento medio dei seguenti elementi: 
i. parco di generazione: potenza erogata netta, secondaria e terziaria; 
ii. rete: andamento dei flussi medi su ogni ramo del sistema; 
iii. carico: quantità di energia non fornita media a livello nodale; 
iv. economico: costo totale medio della movimentazione di energia terziaria e del distacco 
di carico. 
E’ importante rendere evidente che la stesura di tale applicativo richiede migliaia di righe di 
codice. La filosofia utilizzata per implementare tale software ha seguito le seguenti linee guida: 
i. Massimizzare all’estremo la velocità di calcolo. E’ stata posta molta attenzione nello 
sviluppo di tutte le funzioni che fanno parte del software, cercando di mantenere la 
massima modularità per ognuna di esse; 
ii. Poiché le funzioni fanno un uso massiccio di prodotti fra matrici e fra matrici e vettori, 
ogni operazione è stata implementata memorizzando tutte le informazioni secondo lo 
schema di matrici compresse. Questo è dovuto al fatto che le matrici su cui lavorare 
hanno una forma sparsa, e le possibili reti in analisi sono di elevate dimensioni, quindi 
l’utilizzo di matrici rappresentate in forma compressa diventa obbligatorio; 
iii. Poiché alcune variabili da ottimizzare appartengono all’insieme degli interi, 
l’algoritmo da utilizzare per risolvere i problemi deve poter accettare in ingresso sia 
variabili reali sia variabili intere (on/off termo elettrici, avvio e stop dei gruppi in 
pompaggio). Questo obbliga a usare un metodo risolutivo chiamato “Branch and cut”, 
che consente di risolvere una specifica classe di problemi denominata MILP (“Mixed 
interger linear programming”) [9.1]. 
L’intero codice è stato scritto seguendo le regole standardizzate del C, così da poter renderlo 
eseguibile in ambiente Windows, UNIX, e MAC. Inoltre la compilazione del codice è stata 
eseguita a 64bit, così da poter evitare problemi nel caso in cui l’utilizzo della memoria RAM 
eccedesse i 3GB circa. 
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3.12 Caso studio sulla rete test 
Per eseguire sia una prima verifica sulla bontà del modello e sia il debug del codice implemen-
tato in C, è stata compiuta una simulazione utilizzando la rete test RTS-96 (adoperata come 
standard per le analisi di affidabilità di sistema), dove i dettagli strutturali sono riportati in 9.3. 
Per eseguire una simulazione è necessario avere come dato d’ingresso, oltre che i parametri 
strutturali, anche le variabili operative: questa classe d’informazioni è stata ottenuta utilizzando 
lo strumento per generare lo Unit Commitment e il Dispacciamento. Per far funzionare tale 
applicativo sono stati impostati i seguenti parametri di ingresso: 
i. avendo a disposizione la profilazione di carico per tutti i giorni dell’anno, è stata uti-
lizzata quella oraria del giorno riferita al giorno numero 100. Inoltre, tale profilo orario 
giornaliero, tramite interpolazione cubica, è stato ridefinito al quarto d’ora; 
ii. orizzonte temporale di una giornata (96 quarti d’ora); 
iii. regola ENTSOE per la determinazione della semi banda secondaria. Inoltre è stato uti-
lizzato un incremento del 15% per rendere d’ampiezza maggiore il margine sopra 
determinato; 
iv. verifica N-1 su tutti i rami di sistema; 
v. i rami di rete possono essere caricati fino al 60% del loro limite termico; 
vi. il margine di riserva disponibile a salire dai gruppi di tipo turbogas deve essere supe-
riore al 3% del carico; 
vii. il margine di riserva disponibile a salire dai gruppi di tipo termoelettrico tradizionale 
deve essere superiore al 15% del carico; 
viii. il margine riserva disponibile a scendere dai gruppi di tipo termoelettrico tradizionale 
deve essere superiore al 15% del carico; 
Il carico in ingresso ha in seguente andamento in funzione del tempo: 
 
 
Figura 3-27 Diagramma di carico della simulazione 
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I diagrammi temporali successivi mostrano gli andamenti della quantità di riserva totale: ovvero 
quella ottenuta sommando il contributo da parte dei gruppi turbogas e gruppi termoelettrici 
tradizionali. È ovvio che, tale valore di margine di riserva di potenza (salire e scendere) sia solo 
virtualmente disponibile poiché, a ogni quarto d’ora, non è fisicamente ammissibile poterlo 
utilizzare nella sua completezza. Le ragioni di ciò sono dovute al fatto che: nel quarto d’ora è 
possibile accedere solo alla riserva resa disponibile dai gruppi idroelettrici (in giri o fermi e 
disponibili), e dai turbogas in giri; la riserva resa disponibile dai gruppi termoelettrici tradizio-
nali può essere utilizzata solo nel quarto d’ora successivo a quello in analisi (e comunque 
sempre nel rispetto dei vincoli di rampa di carico). Quindi, il diagramma successivo mostra la 
quantità di riserva di potenza in funzione del carico elettrico di sistema. 
 
Figura 3-28 Margini a Salire e Scendere virtuali 
Mentre, il successivo diagramma riguarda la quantità di riserva di potenza disponibile dalla 
semi banda di riserva secondaria: 
 
 
Figura 3-29 Margine di riserva II 
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Infine, sempre come dati previsionali, sono riportati due andamenti di flussi di potenza sulle 
linee di interconnessione fra le aree C e A, e C e B. Il primo diagramma fa riferimento alla linea 
CB-1, che connette il nodo Clark con il nodo Bloch, mentre il secondo diagramma fa riferimen-
to alla linea CA-1, che collega il nodo Curtiss con il nodo Attlee. 
 
Figura 3-30 Flusso previsionale sulla linea CB-1 
 
Figura 3-31 Flusso previsionale sulla linea CA-1 
Com’è possibile visualizzare dai due diagrammi, per entrambe le linee di trasmissione si arriva 
a sbattere nei vincoli di massimo flusso (imposto al 60% di quello teoricamente ammissibile). 
Tale limite è ottenuto moltiplicando per un cos(φ) pari a 0.95 il valore di limite tecnico 
nominale pari a 500 MVA. La simulazione, solo per questo caso, è stata eseguita per un numero 
prefissato d’iterazioni (pari a due milioni). Tale metodo, invece, non è utilizzato a livello 
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operativo, poiché si considera conclusa una simulazione quando è soddisfatto il criterio di stop. 
Inoltre va ricordato che, a valle di ogni iterazione, esiste un’apposita funzione di verifica sulla 
coerenza dei risultati ottenuti. Se tale verifica non è accettata l’iterazione non è conteggiata e 
viene scartata (poiché vuol dire che la singola iterazione non ha valenza di carattere fisico). 
Ai fini della verifica della bontà dell’iterazione sono eseguiti i seguenti accertamenti sui rami 
del sistema: 
i. non deve essere mai superato il valore di potenza al quarto d’ora per le linee di tra-
smissione e per i trasformatori di potenza; 
ii. non deve durare per più di un quarto d’ora un eventuale flusso di potenza maggiore del 
valore nominale, ma inferiore del valore massimo; 
iii. deve essere verificato lo stato logico di funzionamento del ramo rispetto lo stato opera-
tivo. 
Per quanto riguarda il parco di generazione sono eseguite le seguenti verifiche: 
i. lo stato logico deve essere congruente con la potenza prodotta (o assorbita); 
ii. la potenza prodotta deve essere contenuta fra il minimo e massimo tecnico; 
iii. il valore di potenza erogato in regolazione secondaria sia contenuto all’interno delle 
specifiche semi bande; 
iv. le variazioni di potenza, fra intervalli contigui di simulazioni, siano contenute 
all’interno delle rampe di carico (sia a salire che scendere); 
v. i gruppi termoelettrici tradizionali, al momento della generica entrata in servizio, de-
vono erogare una potenza uguale al loro minimo tecnico. 
Infine, sono anche verificati i bilanci di potenza sia a livello nodale, sia a livello di sistema. 
Queste verifiche certificano che l’iterazione sotto analisi ha una valenza fisica, quindi è giusto 
che abbia un peso nel calcolo del valor medio (e che sia conteggiata in caso di energia non 
fornita). 
Le figure successive mostrano i risultati della simulazione. 
 
Figura 3-32 Andamento della media mobile dell'indice EENS 
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Per prima cosa, è importante far notare che la simulazione converge verso una quantità di 
energia non fornita (valore assunto da EENS) pari 6.59 parti per milione, e l’indice LOLE 
converge al valore di 0.265 (cioè una durata media del disservizio causato dal distacco di carico 
pari a 16 minuti); inoltre, l’ultimo indice (LOLF) converge al valore di 1.05 occorrenze al 
giorno. Queste informazioni possono essere tradotte nella seguente frase: “Il sistema ha una 
perdita media di carico giornaliero pari a 0.79 MWh circa; tale disservizio si presenta una 
volta al giorno ed ha una durata di un quarto d’ora”. Nelle Figura 3-32 e Figura 3-33 sono 
riportati gli andamenti, in funzione del numero delle iterazioni, delle medie mobili del valore 
dell’energia non fornita, e del numero di occorrenze con il tempo di durata. Come si può 
evidenziare la convergenza sull’indice EENS si ottiene già nelle prime diecimila iterazioni; 
analogamente, anche per gli indici LOLE e LOLF sono sufficienti diecimila iterazioni, in cui sia 
presente energia non fornita, per convergere al valore finale. 
 
Figura 3-33 Andamenti della media mobile degli indici LOLE e LOLF 
 
Figura 3-34 Andamento EENS, e la propria distribuzione in frequenza 
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Dalla Figura 3-34 si può estrapolare che, quando avviene un distacco di carico, il valore medio 
dell’energia non fornita si aggira intorno alle 175 ppm (equivalente circa a 20 MWh). Dalla 
sezione di destra della Figura 3-34 si evidenzia che i distacchi di carico inferiori ai 100 ppm 
sono pochissimi: questo è anche dovuto alla discretizzazione della procedura con cui è distacca-
to il carico. Infatti, è giusto ricordare che, nella modellizzazione del distacco di carico, riportata 
nei paragrafi precedenti, è stata supposta una discretizzazione composta di dieci livelli di 
criticità. Nella Figura 3-35 è riportato l’andamento, in funzione del numero d’iterazioni, del 
valore che assume la variabile con la quale è compiuto il confronto per terminare la simulazio-
ne. Impostando una soglia pari al 10% (valore più che accettabile), è possibile notare che, già 
dopo circa 150000 iterazioni, la simulazione può essere ritenuta conclusa. 
 
Figura 3-35 Andamento del criterio di stop 
 
Figura 3-36 Andamento Potenza Secondaria media 
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La Figura 3-36 mostra l’andamento medio della potenza prodotta dovuta all’intervento della 
regolazione secondaria. In prima battuta s’ipotizzerebbe che l’andamento temporale abbia una 
media nulla, poiché l’errore utilizzato per simulare le variazioni di carico è determinato da una 
gaussiana a media nulla; ciò non è così poiché a tale disturbo va aggiunto la possibile rottura dei 
gruppi di generazione. Infatti, un’eventuale rottura di un generatore procurerebbe un aumento di 
potenza prodotta fra i restanti gruppi in giri: questo spiega il perché tutti i valori siano maggiori 
di zero. Inoltre, l’andamento che segue il profilo di carico è perfettamente congruente col fatto 
che una perdita di gruppi di generazioni, in momenti diversi dell’orizzonte temporale di 
simulazione, comporta interventi della regolazione secondaria differenti. Infine è giusto 
ricordare che tale fenomeno ha un ordine di grandezza trascurabile: infatti, se normalizziamo 
tale andamento con la semi banda a disposizione otteniamo dei valori interiori allo 0.3%, quindi 
l’ipotesi di prima battuta può essere ritenuta più che valida. 
 
Figura 3-37 Andamento Potenza Terziaria media impiegata 
La Figura 3-37 mostra gli andamenti medi della riserva terziaria impiegata Com’è giusto che sia 
l’andamento del valor netto è crescente e maggiore di zero, poiché sono presenti le rotture dei 
gruppi di generazione che provocano un aumento di potenza nei restanti gruppi in giri; inoltre, 
la presenza di alcuni spike è imputabile all’Unit Commitment e al Dispacciamento che provoca, 
fin dal previsionale, particolari movimentazioni di potenza all’interno del parco di generazione. 
Infine, è giusto ipotizzare la contemporaneità, per ogni intervallo, di una quantità di potenza 
positiva e negativa imputabili alla regolazione terziaria. Questo non è dovuto al fatto che nella 
simulazione siano presenti delle congestioni (già da previsionale), che comportano un continuo 
shift di potenza, ma al fatto che i primi gruppi chiamati in riserva a salire sono diversi da quelli 
chiamati per prima in riserva a scendere. 
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Figura 3-38 Andamento temporale distacco medio di carico 
Nella Figura 3-38 è riportata la quantità media di distacco di carico durante tutto il periodo di 
simulazione. Com’è subito possibile evidenziare, il carico distaccato si concentra maggiormente 
in due periodi dell’orizzonte temporale: verso le 5:00 del mattino e nel tardo pomeriggio/sera. Il 
distacco di carico, nel primo periodo, è causato dalla copertura insufficiente (in termini di 
riserva) della rampa di carico mattutina. La simulazione ci suggerirebbe quindi, di dover 
apportare delle modifiche al dispacciamento proprio in tale periodo, al fine di limitare tale 
quantità di carico distaccata. Il secondo sciame di distacchi di carico, presenti nell’ultima parte 
dell’orizzonte temporale analizzato, è sostanzialmente dovuto alla rottura dei gruppi di genera-
zione, e quindi a una perdita di riserva di generazione. Questa motivazione è suggerita dal fatto 
che, nella stragrande maggioranza dei casi, il dispacciamento secondario per le risoluzioni delle 
contingenze interviene poiché manca riserva di potenza. 
 
Figura 3-39 Flusso medio e previsionale ramo CA-1 
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Infine è interessante porre l’accento sul fatto che, proprio il concomitanza temporale con il 
distacco di carico, è presente uno spike sul valor medio della potenza dovuta alla regolazione 
secondaria (intorno circa al quarto d’ora trenta). 
 
Figura 3-40 Flusso medio e previsionale ramo CB-1 
La Figura 3-39 e Figura 3-40 mostrano gli andamenti medi dei flussi sovrapposti a quelli 
previsionali, sempre riferiti ai due rami CA-1 e CB-1. Anche in questo caso i maggiori scosta-
menti si hanno intorno al quarto d’ora trenta, e durante l’ultima porzione dell’orizzonte 
temporale. Tali modifiche di flusso sono dovute sostanzialmente alle movimentazioni di 
generazione imputabili alla regolazione secondaria e terziaria di potenza. 
 
 
Figura 3-41 Potenza prodotta da Cecil1 
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La Figura 3-41 mostra l’andamento della potenza prodotta dal generatore termoelettrico 
tradizionale Cecil-1. L’area ottenuta eseguendo la differenza fra la potenza media prodotta e la 
previsionale equivale all’energia che il gruppo ha fornito in chiamata della regolazione terziaria. 
Come evidenzia tale figura, il gruppo è spesso chiamato in regolazione terziaria a salire, poiché 
la superfice dell’area non è trascurabile rispetto a tutta l’area previsionale. 
 
 
Figura 3-42 Flussi integrali di cassa  
Tale comportamento è dovuto sostanzialmente a due fattori: il primo è di natura economica, 
poiché il costo della riserva di potenza a salire del gruppo è fra i più bassi di tutto il sistema; il 
secondo fattore è di natura tecnica, poiché le variazioni di flussi di potenza sui rami, dovute alla 
variazioni di potenza prodotta da Cecil-1, non creano congestioni di rete. La Figura 3-42 mostra 
gli andamenti integrali, in funzione del tempo, dei flussi di cassa dovuti alla regolazione 
terziaria e al distacco di carico. Per prima cosa è possibile evidenziare il costo totale che 
ammonta a circa 100 k€; tale valore economico può essere scisso in tre parti distinte: le prime 
due sono indicative del costo dovuto alla movimentazione di potenza in regolazione terziaria 
(con l’ovvio riscontro che la movimentazione a salire è più onerosa del valore assoluto 
dell’introito della movimentazione a scendere); mentre l’ultima è indicativa del costo del 
distacco di carico (imposto al valore di 8 k€/MWh). È ovvio che, l’aumento di pendenza della 
curva del costo totale sia dovuto alla quantità, diversa da zero, del carico distaccato medio 
intorno al quarto d’ora trenta; viceversa il costo imputabile solo alla regolazione terziaria segue 
un andamento parabolico, con concavità verso l’alto: questo ci conferma, ancora una volta, la 
bontà del modello utilizzato per risolvere il problema di ottimo. 
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Figura 3-43 Diagramma e distacco di carico 
È molto interessante la descrizione degli avvenimenti accaduti in una particolare iterazione 
della simulazione, dove la quantità totale di carico distaccato EENS ammonta circa a 988 ppm. 
La Figura 3-43 mostra l’andamento previsionale e operativo di carico, uniti alla quantità di 
carico distaccato in funzione del quarto d’ora del giorno. La prima contingenza, che sposta 
lontano il punto di lavoro previsionale da quello operativo, è la rottura in contemporanea, al 
quarto d’ora tredici, di due gruppi di produzione termoelettrici tradizionali (Bayle1 e Behring1) 
per un totale di circa 780 MW, ovvero circa il 25% del carico totale di sistema presente in 
quell’intervallo (Figura 3-44). A questo evento, che crea un grande squilibrio di potenza fra 
carico e generazione, ma che non comporta violazioni dei vincoli di rete, è chiamata a interveni-
re la regolazione secondaria che accede a tutti i margini disponibili di riserva dai generatori in 
regolazione secondaria, più i margini di riserva di potenza in terziaria veloce. 
 
Figura 3-44 Andamento potenza prodotta da Bayle1 e Behring1 
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Come si evidenzia dalla Figura 3-45, non tutti i margini disponibili dai generatori in riserva 
secondaria sono stati utilizzati. Questo comportamento è dovuto essenzialmente al fatto che 
l’utilizzo di tutta la riserva secondaria avrebbe creato delle violazioni dei vincoli di rete, poiché 
tale controllo agisce indistintamente e in forma proporzionale su tutti i gruppi adibiti a tale 
regolazione. Nella Figura 3-46 è riportato l’andamento dei margini di potenza derivanti dalla 
regolazione terziaria. Come subito si nota, al quarto d’ora tredici, vi è un incremento che, unito 
alla potenza dalla regolazione secondaria, riesce a ripristinare l’equilibrio di potenza. 
 
Figura 3-45 Andamento erogazione potenza secondaria 
Nella Figura 3-47 è riportato l’andamento dei margini di potenza imputabili alla regolazione 
terziaria, in funzione del tipo di generatore. Com’è possibile evidenziare, ancora al quarto d’ora 
tredici, sono attivati gran parte dei gruppi di produzione da fonte idrica, mentre, nei quarti d’ora 
successivi, l’erogazione della riserva di potenza da tale classe di gruppi è sostituita per la quasi 
totalità dai più economici gruppi termoelettrici tradizionali. La seconda contingenza del giorno 
avviene fra il quarto d’ora ventinove e trenta: in questo caso è presente una violazione dei 
vincoli di rete (sulla linea di trasmissione B11). 
 
Figura 3-46 Andamento potenza terziaria 
Po
te
n
z
a 
[M
W
]
-200
-150
-100
-50
0
50
100
150
200
Tempo [h/4]
0 10 20 30 40 50 60 70 80 90
 Semi Banda
 Utilizzata
Po
te
n
za
 
[M
W
]
-100
0
100
200
300
400
500
600
700
800
Tempo [h/4]
0.0 10.0 20.0 30.0 40.0 50.0 60.0 70.0 80.0 90.0
 III Salire
 III Scendere
 96 
Il tutto incomincia quando, al quarto d’ora ventinove, la linea di trasmissione si sovraccarica 
poiché l’ultimo dei tre gruppi di generazione, situati sul nodo in antenna della linea, entra il 
servizio di produzione come da programma. Poiché i primi due gruppi stavano erogando una 
potenza maggiore, causata dalla prima contingenza della giornata, la potenza sulla linea sarebbe 
addirittura aumentata al quarto d’ora successivo (il trentesimo) se la regolazione terziaria non 
fosse intervenuta, non causando né il distacco della linea, né la perdita dei gruppi, per un totale 
di circa 300MW. L’intervento della regolazione terziaria è consistito nell’abbassamento del 
valore della potenza prodotta dai gruppi in antenna, al fine di ristabilire, per il quarto d’ora 
successivo, il corretto stato di funzionamento della linea B11. 
 
Figura 3-47 Riserva Terziaria classificata per tipo di generazione 
In seguito al quarto d’ora trenta l’abbassamento rispetto al previsionale del valore totale del 
carico di sistema ha innescato l’avvio della regolazione secondaria a scendere. 
 
Figura 3-48 Andamento del flusso di potenza sulla linea B11 
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Purtroppo, tale differenza di potenza è stata determinata dall’innalzamento del prelievo della 
potenza, nell’area A e B del sistema, e dalla riduzione, maggiore della somma delle precedenti, 
nella rimanente area C. Tale andamento imprevisto del carico ha vanificato tutte le movimenta-
zioni effettuate in precedenza dalla regolazione terziaria, ed ha causato così l’intervento della 
secondaria, con conseguente distacco di carico, di bassa entità, ma diffuso nelle aree A e B. 
Come si può evidenziare dalla Figura 3-48 la potenza sulla linea di trasmissione B11, a seguito 
della perdita di generazione al quarto d’ora tredici, si è allontanata dal profilo previsionale; 
dopodiché a seguito delle brusche variazioni di carico, dalle entrare il servizio di gruppi di 
generazione, e dalla movimentazione di potenza da parte della regolazione terziaria, il flusso di 
potenza, al quarto d’ora ventinove, arriva a superare il valore nominale. In seguito, risolta la 
contingenza, il flusso di potenza riprende a seguire il trend previsionale. 
 
Figura 3-49 Andamento del flusso di potenza sulla linea CB-1 
L’ultima contingenza del giorno inizia all’incirca dal quarto d’ora settantacinque, e finisce al 
quarto d’ora novantuno. In questo intervallo di tempo la linea di trasmissione che si congestiona 
è la CB-1, e come è possibile visualizzare dalla Figura 3-49, essa oscilla fra lo stato di funzio-
namento a regime e lo stato di sovraccarico al quarto d’ora; questo stato di funzionamento 
anomalo è in parte dovuto sia ad una evoluzione non aspettata del carico (a ribasso nel totale, 
ma non locale), e sia alla perdita di generazione ad inizio giornata, che ha movimentato una 
grande quantità della potenza restante. A seguito di questi eventi il regolatore secondario cerca 
di fare il possibile al fine di mantenere il piedi il sistema, e di minimizzare la quantità di carico 
distaccato. Come prima cosa, ancora una volta, il regolatore non può movimentare la potenza 
derivante dai generatori in secondaria, poiché un eventuale loro intervento causerebbe un 
peggioramento della situazione, e quindi, nell’estremo tentativo di ridurre il flusso sulla linea di 
trasmissione, avvia dei gruppi in pompaggio situati a inizio linea, in altre parole Cole5 e Cole6 
(gli andamenti sono riportati in Figura 3-50). 
Po
te
n
za
 
[M
W
]
-100
0
100
200
300
400
500
600
Tempo [h/4]
0.0 10.0 20.0 30.0 40.0 50.0 60.0 70.0 80.0 90.0
 Operativo
 Previsionale
 Limiti
 98 
 
Figura 3-50 Andamenti della produzione di Cole5 e Cole6 
Questo tentativo non fa altro che controbilanciare la potenza che è iniettata nel nodo dal quale 
parte la linea sotto stress, al fine di ridurre il flusso su di essa. Purtroppo quest’azione, unita alla 
previsionale movimentazione di potenza causata dalla regolazione terziaria, non basta a far si 
che la linea rientri all’interno dei propri limiti, e quindi l’unica soluzione rimasta coinvolge il 
distacco di carico. Infatti, durante questi intervalli di tempo il distacco di carico si alterna con lo 
stato di servizio della linea, e con l’avvio dei gruppi di pompaggio. 
Infine, è importante sottolineare che, mentre le prime due contingenze sono definibili come 
eventi rari e non sistematici, la seconda può essere ritenuta una situazione ricorrente. Tale 
affermazione è suggerita osservando sia la figura riguardante il distacco di carico medio, sia 
l’immagine riguardante il valor medio della potenza movimentata dal regolatore secondario. Da 
entrambe le figure si estrapola che, durante i quarti d’ora trenta, trentuno, e trentadue, si ha la 
maggior quantità di carico distaccato sul sistema elettrico. Compiendo un’analisi ben più 
accurata è possibile definire le cause di tale comportamento; esso si manifesta quando sono 
simultaneamente presenti diversi fattori fra cui: 
i. un carico operativo totale di sistema inferiore o uguale del previsionale; 
ii. l’avvio dei tre gruppi termoelettrici tradizionali sul nodo in antenna della linea B11; 
iii. la congestione della linea di trasmissione B11; 
Questi tre aspetti suggerirebbero di adottare misure diverse in fase di dispacciamento, al fine di 
evitare la contingenza sistematica di tale porzione di rete. Inoltre, nella Figura 3-51 sono 
riportati gli andamenti integrali dei flussi di cassa. Com’è possibile evidenziare a fine giornata il 
costo della movimentazione terziaria equivale circa al costo del distacco di carico. 
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Figura 3-51 Flussi economici del giorno in analisi 
Infine, nella Figura 3-52, è riportata la locazione geografica sulla rete degli eventi accaduti 
durante la giornata in analisi. Il rombo mostra i gruppi che sono andati in fuori servizio 
improvviso durante il quarto d’ora tredici; la freccetta verso l’alto (con altezza proporzionale 
alla quantità) mostra dove è stato distaccato il carico durante il quarto d’ora trenta. Il triangolo 
(anch’esso con altezza proporzionale alla quantità) mostra dove è stato distaccato il carico 
durante i quarti d’ora da settantacinque a novantuno; il quadrato mostra il nodo su cui sono 
installati i gruppi idroelettrici che durante i quarti d’ora sotto contingenza sono stati avviati in 
pompaggio; ed infine, con il pallino, sono riportate le due linee congestionate (la B11 in basso, 
e la CB-1 in alto). 
 
Figura 3-52 Rete con locazione geografica degli eventi 
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3.13 Considerazioni conclusive e sviluppi futuri 
In questo capitolo è stato introdotto un metodo, denominato Monte Carlo Sequenziale, grazie al 
quale è possibile stimare l’affidabilità (definita in termini quantità di energia non fornita al 
carico) dell’operatività giornaliera, o infra giornaliera, di un sistema elettrico. E’ stato descritto 
il modello di rete e gli elementi sulla quale si basa tale metodo, e le logiche di gestione, definite 
come regolazione secondaria e terziaria di potenza. Per definire la bontà del modello ipotizzato 
è stato implementato un software applicativo, in grado di eseguire delle simulazioni che diano 
in uscita degli indici globali di affidabilità, come l’EENS, LOLE e LOLF. Grazie a tale simula-
tore è stato possibile compiere un’analisi di affidabilità su di una rete di prova, chiamata RTS-
96; i risultati della simulazione sono stati in seguito ampiamente descritti, sia come valor medi, 
sia come valori di dettaglio di una singola iterazione. 
È necessario però affermare alcuni concetti e linee guida, necessarie a compiere considerazioni 
per gli sviluppi futuri. Nel successivo indice sono riportati alcuni fra i più importanti: 
i. il metodo Monte Carlo Sequenziale è per sua natura intrinsecamente lento, poiché per 
ottenere dei risultati attendibili in uscita, ha bisogno di fare decine o centinaia di mi-
gliaia d’iterazioni. Ulteriormente, a vincolare le specifiche d’implementazione, è la 
necessità di risultati accurati; questo comporta l’utilizzo di modelli sempre più com-
plessi, che richiedono (per descriverne il funzionamento) modelli matematici e logiche 
di gestione pesanti dal punto di vista computazionale. Quindi, da un lato è richiesta 
un’elevata velocità di esecuzione necessaria ad ottenere output convergenti verso i va-
lori reali, dall’altra una modellazione più completa possibile degli elementi e delle 
logiche che compongono e governano il sistema. E’ quindi obbligatorio dover soddi-
sfare entrambe queste caratteristiche apparentemente incompatibili; da questo vincolo 
nascono tutta una serie di considerazioni (già precedentemente descritte nel capito) ne-
cessarie a sviluppare il miglior modello possibile necessario a soddisfare tali esigenze. 
Rimangono però aperte due fondamentali questioni, che richiedono delle modellazioni 
e delle analisi più di dettaglio: 
ii. ipotizzando di mantenere il medesimo scopo dell’analisi, fino a che punto si deve 
spingere la modellazione degli elementi e delle logiche di gestione del sistema? Esiste 
un punto dopo il quale, introdurre caratteristiche ulteriori sugli elementi e sulle logiche 
di gestione del sistema, non comporti miglioramenti dal punto di vista della bontà dei 
risultati? 
iii. Supponendo il modello adeguato alle esigenze dell’analisi corrente, esiste la possibilità 
di poter aumentare la velocità con la quale le variabili di output convergono verso il 
valore finale? 
Tutte le domande sopra citate devono dare spunto ad analisi e studi successivi; in particolare, in 
questa trattazione, l’ultima questione è stata ampiamente discussa, analizzata, e sviluppata in 
seguito. Rimangono tuttavia aperti scenari e questioni che meritano approfondimenti specifici, 
fra cui la modellazione della potenza reattiva, la modellazione più accurata delle logiche di 
gestione dei gruppi di produzione, e così via. 
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3.14 Nomenclatura 
Sets: 
{1,…, Na} numero aree del sistema 
{1,…, Nn} numero nodi del sistema 
{1,…, Ng} numero dei generatori di sistema 
{1,…, Nl} numero dei carichi di sistema 
{1,…, Nr} numero dei rami di sistema 
{1,…, Nb} numero dei bacini idroelettrici di sistema 
{1,…, NgII} numero dei generatori in regolazione secondaria 
{1,…, NgIII-q} numero di gradini in regolazione terziaria disponibili al quarto d’ora q 
{1,…, Nss
-q} numero di gruppi disponibili al pompaggio al quarto d’ora q 
{1,…, Nsp
-q} numero di gruppi disponibili a fermare il pompaggio al quarto d’ora q 
{1,…, Nth
-q} numero di gruppi termoelettrici disponibili a eseguire il tele distacco al quarto 
q 
 
Pedici: 
n  nodo 
l  carico 
g  generatore 
II  regolazione secondaria 
III  regolazione terziaria 
cl  carico perso 
ss  gruppo di pompaggio disponibile all’avvio di pompaggio 
sp  gruppo di pompaggio disponibile allo stop di pompaggio 
th  gruppo termoelettrico abilitato al tele distaccamento 
 
Parametri: 
ccl-unit  costo unitario del distacco di carico, espresso in €/MWh 
 
Variabili: 
pcp-lq  valore previsionale del carico l al quarto d’ora q 
pco-lq  valore al netto dell’errore del carico l al quarto d’ora q 
εlq  errore previsione del carico l al quarto d’ora q 
pgo-gq  valore di potenza operativa prodotta dal generatore g al quarto d’ora q 
rgII-q  valore del margine di riserva secondario del generatore g al quarto d’ora q 
pgII-q valore di potenza erogata da riserva secondaria del generatore g al quarto 
d’ora q 
rgIII-q  valore del margine di riserva del gradino g al quarto d’ora q 
pgIII-q  valore di potenza erogata dal gradino g al quarto d’ora q 
βcl-lq  coefficienti di distacco di carico l al quarto d’ora q 
pcl-lq  quantità di potenza distaccata dal carico l al quarto d’ora q 
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zss-gq stato binario dell’azione di avvio di pompaggio per il gruppo g al quarto d’ora 
q 
zsp-gq stato binario dell’azione di stop di pompaggio per il gruppo g al quarto d’ora 
q 
γth-q  stato binario dell’azione di tele distacco per il gruppo th al quarto d’ora q 
103 
4. Tecniche di Advanced Load Dispatching 
L’operatore di sistema (SO), in un contesto liberalizzato, è tenuto a effettuare verifiche di 
affidabilità del sistema elettrico non solo per quanto riguarda il dispacciamento previsionale del 
giorno prima, ma anche in tempo reale, al fine di affrontare contingenze di rete come il 
sovraccarico di linee di trasmissione o gli squilibri di potenza fra generazione e carico dovuti ad 
un aumento improvviso del valore di potenza assorbito o dal fuori servizio di gruppi di 
generazione. Per eseguire verifiche di sicurezza previsionali e in tempo reale, attualmente, sono 
utilizzate tecniche di tipo N-1, dove sono analizzate tutte le condizioni di funzionamento a cui il 
sistema va incontro nel caso in cui ogni singolo elemento di sistema vada fuori servizio. È 
ovvio che guasti multipli o in cascata non sono presi in considerazione. Sempre in un contesto 
di mercato libero dell’energia, è importante definire un giusto margine di riserva di generazio-
ne, poiché una sua non corretta assegnazione ha un elevato costo che ricade sia sull’operatore di 
sistema sia sugli utenti finali. 
Quindi, come nel capito precedente è stato ampiamente discusso il metodo Monte Carlo 
Sequenziale applicato alla stima di affidabilità del dispacciamento del giorno prima, in questo 
capitolo il medesimo metodo è applicato, sempre per la stima dell’affidabilità, alle analisi in 
tempo reale, chiamate analisi di Advance Load Dispatching. 
In questo capitolo sono descritti due tipi di Advanced Load Dispatching, ovvero: 
i.  “procedura a salire”: esegue un confronto di natura economica fra due tecniche di 
decisione, atte ad aumentare l’affidabilità del sistema elettrico applicando un aumento 
del margine di riserva di potenza di generazione; 
ii. “procedura a scendere”: determina, a partire da un dispacciamento ad altissima affida-
bilità (e costo), la giusta quantità di riserva di potenza da utilizzare in concomitanza 
della quale si ottiene il minimo costo di esercizio; tale quantità si ottiene applicando 
una riduzione via via sempre maggiore della quantità di margine di riserva di potenza 
di generazione. 
Entrambe le procedure saranno descritte ampiamente nei sotto paragrafi successivi. È necessa-
rio dapprima introdurre alcuni concetti essenziali sul dispacciamento ad alta e bassa affidabilità. 
Nel capitolo 2 è stato descritto un applicativo in grado di determinare uno Unit Commitment e 
Dispacciamento di un parco di generazione nel rispetto di una serie di vincoli di natura tecnica e 
non. Questo strumento, oltre che ricevere in ingresso le variabili caratterizzanti gli elementi di 
rete, necessita di alcuni parametri che ne determinano il funzionamento desiderato; alcuni dei 
parametri più importanti, su cui l’operatore può intervenire sono: la quantità di riserva disponi-
bile a salire e scendere dai gruppi termoelettrici tradizionali e turbogas, la quantità di semi 
banda secondaria da allocare, il massimo valore di flusso transitabile sui rami del sistema 
elettrico (espresso come valore percentuale del valore massimo). 
La gestione simultanea di queste quattro variabili permette di creare scenari ad alta affidabilità 
(rami poco carichi, molta riserva a salire e scendere ed ampia semi banda secondaria), o a bassa 
affidabilità (rami carichi fino al valor massimo, poca o nulla riserva a salire o scendere e 
ristretta semi banda secondaria disponibile). Risulta chiaro che le due tipologie di scenario si 
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trovano agli opposti di un insieme nel quale sicuramente è compreso il migliore scenario dal 
punto di vista economico. 
4.1 Le procedure a salire 
La procedura a salire, come già brevemente descritta, effettua un confronto di natura economica 
fra due criteri che attuano l’accensione dei gruppi termoelettrici tradizionali, al fine di stabilire 
chi dei due sia il migliore. Comunque entrambi i criteri, eseguendo l’avvio dei gruppi, determi-
nano l’aumento della riserva rotante di generazione disponibile, e quindi di conseguenza 
l’affidabilità del sistema elettrico. Il tutto è simulato partendo da un dispacciamento a bassa 
affidabilità, cui successivamente è applicata una variazione sul carico rispetto al previsionale: 
questo consente di poter simulare eventi accaduti dalla mezzanotte (ora in cui il dispacciamento 
è stato preso in consegna), all’ora in cui inizia la simulazione infra giornaliera (composta da 
sette ore). Le linee guida della simulazione possono essere descritte nella Figura 4-1: 
 
Figura 4-1 Diagramma di flusso della procedura a salire 
Contratti Bilaterali
+
Mercato del giorno prima
Mercato di
bilanciamento ex-ante
Stato del sistema ora [h]
Giorno precedente
Giorno Corrente
Simulazione Monte Carlo
base [h... h+n]
Simulatore Monte Carlo
iterativa [h... h+n]
Risultati ed indici di rischio
Rischio
accettabile?
Advanced Load
Dispatching
Applicazione delle azioni
correttive (se necessarie)
Simulazione
Eventi, contingenze
 e regolazioni dell' SO
Si
No
Rischio
accettabile?
No
Si
iter=0 iter=iter+1
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Gli eventi che accadono dalla mezzanotte del giorno prima, fino all’inizio della simulazione, 
possono essere dei più vari, ad esempio il fuori servizio di gruppi di generazione e rami della 
rete. 
Per verificare la bontà dell’algoritmo presentato è stata adottata ancora una volta la rete test 
RTS-96 come caso studio da analizzare. In questo caso, l’operazione utilizzata per portare il 
sistema lontano dal punto di lavoro previsionale è consistita nell’aumentare il valore di carico 
presente nell’Area A del 20% rispetto al suo valore previsionale; viceversa, per non dover 
movimentare la generazione, il valore incrementale di potenza è stato ridotto nell’Area C. 
Questa movimentazione è stata tale da non congestionare le linee di trasmissione e i trasforma-
tori di potenza; in più è stata ipotizzata la rottura della linea AB-1. 
In seguito, sempre percorrendo il diagramma di flusso riportato in precedenza, è stata avviata 
una simulazione Monte Carlo Sequenziale di base, dove il dispacciamento previsionale è 
utilizzato per coprire il carico soggetto alle modifiche accadute dalla mezzanotte fino all’ora di 
avvio della simulazione. Se gli indici di rischio derivanti dalla simulazione sono inferiori alle 
soglie in precedenza selezionate non è effettuata nessuna iterazione o variazione di dispaccia-
mento, e tutta la procedura termina. Viceversa, se gli indici di rischio che si ottengono non sono 
ritenuti soddisfacenti, è necessario modificare il dispacciamento previsionale secondo precise 
logiche finché non sono ottenuti, in uscita dall’i-esima iterazione, indici di rischio che soddisfa-
no determinati criteri. 
La parte di algoritmo dedicata all’Advanced Load Dispatching verrà descritta nei paragrafi 
successivi, mentre le rimanenti parti sono già state descritte nei capitoli precedenti. 
4.1.1 La variazione della riserva rotante di generazione 
Con riferimento alla Figura 4-1 all’interno del blocchetto che connette in retroazione la 
simulazione Monte Carlo Sequenziale sono contenute le logiche con le quali vengono scelti i 
gruppi da mandare in servizio. Ogni ciclo d’iterazione si distingue dal precedente per il fatto 
che, per ognuno, è avviata una quantità di riserva rotante sempre maggiore. Risulta ovvio che 
l’avvio di un gruppo termoelettrico tradizionale di generazione, mandato in produzione al suo 
minimo tecnico, fornisce il seguente margine a salire: 
 
up
g g max g minr p p− −= −  4-1
Poiché deve sussistere l’equilibrio di potenza fra generazione e carico, l’inserimento di un 
nuovo gruppo di produzione deve obbligatoriamente far cambiare il punto di funzionamento 
della restante generazione proprio del valore di potenza prodotta dal nuovo generatore inserito. 
Quindi, la variazione di potenza applicata alla restante generazione è equivalente a un aumento 
della riserva di pg-min, in altre parole: 
 
1
1
Ng
g min i i
i
p r p
−
−
=
= + ∆∑  4-2
E andando a sostituire alla 4-1 si ottiene: 
 
1
1
Ng
up
g max g min i i g max
i
r p p r p p
−
− − −
=
∆ = − + + ∆ =∑ 4-3
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Quindi, in conclusione, con l’inserimento di un gruppo di generazione si ha un incremento della 
riserva a salire pari alla potenza nominale di tale gruppo. Contrariamente, la riserva a scendere 
non è alterata dall’inserimento di un nuovo gruppo di produzione; infatti, l’aumento di riserva a 
scendere dato dal solo nuovo gruppo equivale a: 
 
dw
g g minr p −=  4-4
La restante generazione deve ridurre del valore di potenza prodotta pari a pg-min, ovvero: 
 
1
1
Ng
g min i i
i
p r p
−
−
=
− = − ∆∑  4-5
E in conclusione, sostituendo si ottiene: 
 
1
1
0
Ng
dw
g min i i
i
r p r p
−
−
=
∆ = − + ∆ =∑  4-6
4.1.2 I due criteri a confronto 
Supponendo che il rischio a valle della simulazione Monte Carlo Sequenziale di base non risulti 
accettabile, l’algoritmo entra nel ciclo dove, per ogni iterazione, viene incrementato il valore 
della quantità di riserva rotante a salire, in altre parole sono accesi un numero via via crescente 
di generatori termoelettrici tradizionali. Tutto il processo iterativo è applicato due volte, con le 
stesse condizioni iniziali di partenza, con la differenza che alla prima tornata è applicato il 
Criterio A, mentre alla seconda il Criterio B. I due metodi possono essere descritti come segue: 
i. Criterio A: per ogni iterazione è dato un valore incrementale di riserva rotante a salire 
da applicare. La soddisfazione di tale vincolo è ottenuta mediante l’applicazione del 
metodo economico, in altre parole a pura lista di merito; infatti sono accesi e messi a 
minimo tecnico i gruppi meno onerosi inseriti nel mercato dei servizi di dispacciamen-
to. E’ importante evidenziare che tale criterio ignora qualsiasi informazione derivante 
dalla simulazione di partenza (base); 
ii. Criterio B: a valle della simulazione base sono manualmente analizzate le contingenze 
più frequenti e pesanti (dal punto di vista della quantità d’energia non fornita al cari-
co). Alla luce di tutto ciò è stilata una lista di gruppi tale da poter soddisfare sia la 
quantità minima di potenza richiesta da mandare in giri, sia i criteri (dettati 
dall’esperienza) secondo i quali si ipotizza che l’avvio dei suddetti gruppi riduca la 
quantità di energia non fornita al carico. E’ interessante evidenziare alcuni aspetti: il 
primo consiste nel fatto che, non necessariamente i gruppi che si avviano con il Crite-
rio B siano i più economici, anzi più è ampio il parco di generazione e minore è la 
probabilità di selezionare tali gruppi più economici. Il secondo aspetto consiste nel 
supporre che l’avvio di tali gruppi riduca in quantità maggiore l’energia non fornita, a 
parità di riserva di potenza introdotta con il Criterio A; il che significa ipotizzare che il 
Criterio B abbia una “efficienza” maggiore rispetto al Criterio A. 
L’ultima affermazione è equivalente a dire che l’aumento dell’onere dovuto all’accensione dei 
gruppi non da lista di merito è controbilanciato da una maggiore riduzione del costo dovuto 
all’energia non fornita al carico; ciò implica che il Criterio B sia migliore del Criterio A. Come 
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contropartita il Criterio A non ha bisogno di analisi e considerazioni “umane” fatte da un 
operatore esperto. Per entrambi i criteri, la restante generazione da movimentare (in riduzione di 
potenza per mantenere il bilancio di potenza) è comandata dal risolutore di riserva terziaria. 
Tale algoritmo movimenta la restante generazione, per tutti gli intervalli della simulazione, 
secondo il criterio di minimo costo economico, con il rispetto dei vincoli di rete e di potenza. 
Sarà quindi di seguito descritto il confronto per determinare quali dei due criteri sia il più 
efficiente. 
4.1.3 Simulazione di base 
La simulazione di partenza (o base) consiste nel determinare, utilizzando il dispacciamento 
previsionale del parco di generazione e le modifiche apportate al carico e alla rete, la quantità di 
energia non fornita al carico. La simulazione ha inizio alle 14:00 e termine alle 21:00, in altre 
parole è compiuta su orizzonte temporale di sette ore, ed è ipotizzata eseguita alle ore 10:00 
dello stesso giorno, così da aver un lasso di tempo sufficiente ad effettuare tutte le movimenta-
zioni di generazione eventualmente necessarie. I parametri caratterizzanti lo Unit Commitment 
e il Dispacciamento sono i seguenti: 
i. semi banda riservata alla regolazione secondaria pari a circa 200 MW (come valor 
medio), determinata mediante l’applicazione delle regole ENTSOE sugli aggregati dei 
carichi zonali; 
ii. margine di riserva terziaria a salire derivante dai generatori termoelettrici tradizionali 
pari al 5% del carico totale di sistema; 
iii. margine di riserva terziaria a scendere derivante dai generatori termoelettrici tradizio-
nali pari al 10% del carico totale di sistema; 
iv. margine di riserva terziaria a scendere derivante dai generatori turbogas pari all’1% del 
carico totale di sistema; 
v. possibilità di caricare fino al 100% della potenza massima i rami che compongono la 
rete elettrica; 
vi. applicazione del criterio N-1 su tutti i rami della rete per ogni quarto d’ora della simu-
lazione. 
Come risultato più significato dello Unit Commitment e del Dispacciamento sono riportati, 
nella Figura 4-2, i margini di generazione previsionali disponibili a sessanta minuti primi 
(ovvero le potenze disponibili dopo sessanta minuti dalla richiesta) sia a salire sia a scendere 
per tutti gli intervalli della simulazione. 
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Figura 4-2 Margine di riserva a salire e scendere 
La caratteristica che risalta subito all’occhio è la modesta quantità di riserva disponibile a salire, 
poco meno di 350 MW contro un carico di 6500 MW, in altre parole circa il 5%, come da 
parametro d’ingresso dello Unit Commitment e del Dispacciamento. 
La simulazione base, compiuta utilizzando i criteri di stop descritti nel capitolo precedente, è 
arrivata a convergenza con circa 10k iterazioni, e ha delineato una quantità non fornita di 
energia al carico (EENS) pari a circa 102 ppm, addensata maggiormente nella zona sud 
dell’Area A. Le prossime figure descrivono gli eventi accaduti durante il giorno in cui si è avuta 
la quantità maggiore di energia non fornita (circa 410 ppm); prima di proseguire è interessante 
far notare che il rapporto fra il valor massimo e medio è di circa quattro volte. Questo suggeri-
sce ed è confermato dalla simulazione che evidenzia che gli eventi di distacco di carico sono 
quasi sistematici. Quindi, il dispacciamento previsionale non è sufficiente a supportare la rete 
con le modifiche applicate. 
 
Figura 4-3 Distacco di carico giorno con maggiore EENS 
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La Figura 4-3 mostra la quantità di distacco di carico durante la porzione di giorno simulato. 
Come già descritto in precedenza, il carico distaccato si concentra maggiormente nella zona Sud 
dell’Area A. In questo caso, la quantità di carico sopra descritta è stata ridotta dai nodi Alder e 
Alger, ovvero il 107 e 108 (come visualizzabile nella Figura 4-8). 
 
Figura 4-4 Andamento erogazione potenza secondaria 
La riserva secondaria, attivata automaticamente dal regolatore di sistema, comparata con la 
quantità disponibile è esposta nella Figura 4-4; l’andamento di tale potenza erogata dipende 
essenzialmente dal fuori servizio non programmato per rottura dei gruppi di produzione e dalle 
differenze fra valore di carico previsionale e operativo. Come la riserva secondaria è attivata nel 
quarto d’ora corrente, la riserva terziaria è attivata nei quarti d’ora successivi, al fine di 
ripristinare i margini di riserva secondaria. 
In caso di contingenze di rete (in questo caso la linea AB-1) la riserva terziaria compie uno shift 
di potenza al fine di eliminare le contingenze di rete. 
 
Figura 4-5 Andamento riserva terziaria erogata 
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Dalle figure è possibile evidenziare che l’integrazione delle singole differenze fra carico 
previsionale e operativo ha un andamento positivo; di conseguenza la quantità di riserva 
terziaria utilizzata ha un andamento crescente positivo, dettato anche dal fuori servizio improv-
viso di un gruppo di generazione intorno al quarto d’ora settanta. 
 
Figura 4-6 Andamento del carico di sistema 
Per cercare di ridurre il più possibile la congestione creatasi sulla linea di trasmissione A12-1 il 
regolatore secondario e poi terziario cercano di incrementare il flusso sulla linea parallela A12-
2, forzando il bilanciamento di potenza, che consiste nell’attuare una riduzione della produzione 
nell’Area A, e un incremento nell’Area B e nell’Area C. Per compiere tale shift di potenza sono 
utilizzati sia i generatori idroelettrici e turbogas in giri nell’Area A (in riduzione), sia i generato-
ri termoelettrici tradizionali nell’Area B e nell’Area C (in incremento). Ovviamente, quando tale 
shift di potenza non è più sufficiente a ridurre il flusso sulla linea di trasmissione congestionata, 
il regolatore di riserva secondaria in risoluzione delle congestioni è obbligato a compiere un 
distacco di carico. 
 
Figura 4-7 Flusso sulla linea congestionata A12-1 e distacco di carico 
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La Figura 4-7 mostra il flusso di potenza congestionato sulla linea di trasmissione A12-1, e il 
distacco di carico necessario a ripristinare la contingenza in atto. E’ importante evidenziare che 
i due flussi, previsionale ed operativo, non combaciano già a inizio simulazione. Questo è 
dovuto al fatto che, sia alla linea di trasmissione AB-1, che connette le due aree limitrofe, è fuori 
servizio, sia l’incremento di carico nell’Area A del 20%. Ovviamente il flusso trasportato dalla 
linea fuori servizio si redistribuisce sulle restanti linee di trasmissione e trasformatori di potenza 
sani. 
 
Figura 4-8 Dettaglio della rete della zona sud dell’Area A 
Nella Figura 4-8 è ripotato uno zoom della rete sotto analisi. Come si può evidenziare il fuori 
servizio della linea di trasmissione AB-1 fa diventare nodo in antenna la stazione Alger (numero 
107). Risulta ovvio che le restanti due linee sane A12-1 e A12-2 devono prendere carico della 
potenza che prima transitava nella linea andata in fuori servizio; da tale schema non è deducibi-
le in prima battuta la possibilità di ridurre il flusso sulla linea A12-1 incrementando la potenza 
prodotta dalle aree limitrofe. Viceversa, tale possibilità è dedotta e utilizzata dall’ottimizzatore 
al fine di ridurre al minimo la quantità di carico distaccato sui nodi. 
4.1.4 Applicazioni dei due criteri 
Una volta completata la simulazione di base, e interpretate tutte le modalità con le quali il 
sistema reagisce alle contingenze, vengono eseguiti due cicli di iterazioni, il primo utilizzando il 
Criterio A, ed il secondo utilizzando il Criterio B. 
Nella Figura 4-9 sono riportati gli andamenti dei costi dovuti sia alla movimentazione della 
riserva terziaria, sia al distacco di carico. E’ interessante evidenziare che il costo totale rimane 
pressoché costante fino all’introduzione di una riserva pari a circa 100 MW. Questo andamento 
è causato dall’incremento di costo dovuto alla movimentazione di riserva terziaria è praticamen-
te uguale alla riduzione dell’onere dovuto ad una ridotta quantità di energia non fornita al 
carico. 
A12-1
AB-1
A12-2
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Figura 4-9 Costo totale del ridispacciamento col Criterio A 
Viceversa l’applicazione del Criterio B fa immediatamente crollare l’onere dovuto dell’energia 
non fornita, mentre i costi derivanti dalla movimentazione di riserva terziaria seguono un 
andamento leggermente superiore a quelli dovuti al Criterio A. 
 
Figura 4-10 Costo totale del ridispacciamento col Criterio B 
In questo caso studio è facilmente deducibile che l’accensione dei gruppi di generazione 
termoelettrici tradizionali sui nodi Alder e Alger riduca la quantità di energia non fornita al 
carico. Viceversa, il Criterio A, non avvia la sua lista di accensioni da tali gruppi; quindi, finché 
non avvierà tali gruppi il valore dell’EENS rimarrà pressoché costante (come descritto anche 
dalla Figura 4-9). 
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Figura 4-11 Andamento EENS 
Nella Figura 4-12 sono riportati i due costi totali a confronto. È ovvio che entrambi gli anda-
menti di costo abbiano sia il punto di origine che di fine a comune. Questo è dovuto al fatto che 
il punto di origine equivale a nessuna movimentazione compiuta (cioè la simulazione base), 
mentre il punto di fine equivale alla movimentazione di tutti i gruppi tecnicamente disponibili. 
 
Figura 4-12 Costi totali a confronto (dettaglio) 
È chiaro che il Criterio B sia da previlegiare rispetto al Criterio A (deducibile dalla Figura 
4-12). I due metodi si equivalgono quando le scelte dettate dall’esperienza ricalcano la sequenza 
con cui sono riportati i gruppi di generazione nelle liste di merito di mercato, anche se tal 
evento sia alquanto raro, se non del tutto improbabile. Infine è possibile osservare che il costo 
minimo si ottiene quando è attivata una riserva totale a salire pari al 7% del carico. 
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4.2 La procedura a scendere 
Come già brevemente descritto in precedenza, la procedura a scendere determina la giusta 
quantità (in termini economici) di riserva di generazione da tenere in giri. Per ricavare tale 
valore l’algoritmo descritto ha bisogno, oltre che ai dati strutturali di rete, anche di due insiemi 
di informazioni operative, riportati nel seguente elenco: 
i. i risultati del Mercato del giorno prima (MGP), uniti ai contratti bilaterali. Queste informa-
zioni riportano la quantità di potenza prodotta da ogni gruppo per ogni quarto d’ora. Com’è 
noto tali risultati rispettano il bilanciamento di potenza fra carico e generazione, ma potreb-
bero non soddisfare i vincoli di sicurezza, fra cui i margini di riserva di potenza, e 
l’eventuale creazione di congestioni di rete. Per ottenere dei dati che rispecchino queste 
caratteristiche, è possibile utilizzare l’applicativo per le creazioni di scenari di Unit Com-
mitment e Dispacciamento descritto nel capitolo 2. I parametri d’ingresso necessari saranno 
descritti in seguito; 
ii. nuovamente gli stessi risultati del Mercato del giorno prima (MGP), uniti ai contratti 
bilaterali, ma con l’aggiunta delle movimentazioni a valle del mercato dei servizi di dispac-
ciamento (MSD) ex-ante. Queste informazioni riportano la quantità di potenza prodotta da 
ogni gruppo per ogni quarto d’ora. In tal caso però non è solo soddisfatto il bilancio di po-
tenza fra carico e generazione, ma si ipotizza anche che il Gestore di Rete, movimentando la 
generazione con tale sessione di mercato, sia riuscito a soddisfare anche tutti i vincoli di 
sicurezza, fra cui i margini di riserva di potenza e le congestioni di rete. Per ottenere uno 
scenario che soddisfi tali vincoli, è possibile utilizzare, anche per questo caso, l’applicativo 
di Unit Commitment e Dispacciamento descritto nel capitolo 2. Anche in questo caso i pa-
rametri d’ingresso necessari saranno descritti in seguito. 
4.2.1 I due Scenari 
Saranno creati quindi due scenari, uno denominato “Bassa Affidabilità” che emulerà i risultati 
del MGP, ed uno denominato “Alta affidabilità” che emulerà le modifiche compiute da MSD 
ex-ante. Nella Tabella 4-1 sono riportati i parametri d’ingresso all’applicativo: 
Tabella 4-1 Parametri per la creazione degli scenari 
 Bassa Affidabilità Alta Affidabilità 
Riserva Salire da Termici (% Pcar) 0 20 
Riserva Scendere da Termici (% Pcar) 0 20 
Riserva Salire da Turbogas (% Pcar) 0 4 
Limite flussi sui rami (% Pmax) 100 60 
Soddisfacimento criterio N-1 FALSO VERO 
Allocazione Semi Banda II 100% ENTSO-E 100% ENTSO-E 
 
Com’è possibile notare dalla tabella sopradescritta lo scenario “Bassa Affidabilità” non 
inserisce vincoli sulla riserva di generazione, anche se all’atto pratico saranno presenti, poiché 
l’applicativo, soddisfacendo i vincoli tecnici primari di generazione, introduce inevitabilmente 
della riserva di potenza (è ovvio che tale valore sarà il minimo tecnico vincolato poiché 
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l’applicativo lavora con l’obiettivo di minimizzare i costi di sistema). Viceversa, nello scenario 
di “Alta affidabilità” s’ipotizza che il Gestore di Rete abbia ritenuto opportuno, ai fini affidabi-
listici, di inserire una riserva di generazione, coperta dai gruppi termoelettrici tradizionali, pari 
al 20% del valore di potenza del carico di sistema; analogamente un ulteriore 3.5% di riserva 
proveniente dai gruppi turbogas. 
 
Figura 4-13 Margini di generazione per i due scenari 
Inoltre è supposta una forte riduzione dei flussi massimi di rete, pari al 40%; questo consente, 
previsionalmente, di evitare congestioni di rete nei casi in cui una o più sezioni di rete si 
sovraccarichino; inoltre, sempre nel secondo scenario, è ipotizzato il soddisfacimento del 
criterio N-1 per tutti gli elementi che compongono la rete elettrica. 
 
Figura 4-14 Confronto flusso di potenza su linea B12-1 
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Nella Figura 4-13 sono riportati gli andamenti temporali dei margini di riserva allocati nei due 
scenari; come già descritto in precedenza, anche per lo scenario “bassa affidabilità” è presente 
un margine di riserva a salire. È interessante notare come, sempre per lo stesso scenario, sia 
presente un’elevata quantità di riserva a scendere: questa caratteristica è deducibile dal fatto che 
tale tipo di margine di riserva è indipendente dal numero di generatori in servizio e dal loro 
punto di funzionamento. Nella Figura 4-14 è riportato l’andamento del flusso previsionale per la 
linea di trasmissione B12-1. Da tale diagramma è subito evidente che il vincolo più stringete 
assicura una linea di trasmissione più scarica, il che riduce le eventuali congestioni di rete in 
caso di scatto improvviso di uno dei rami. Infine, è possibile notare, verso il quarto d’ora 
settantotto, come il flusso, per lo scenario meno affidabile, superi il limite imposto per lo 
scenario con una maggiore riserva. 
4.2.2 Costi operativi, del ridispacciamento e MSD-Ex ante 
Il costo totale che deve essere sostenuto dal Gestore di Rete è dato dalla seguente equazione: 
 
tot MSD exante oper ridis eensc c c c c−= + + +  4-7
dove: 
i. cMSD-exante è l’onere delle movimentazioni di potenza effettuate nel mercato dei servizi 
di dispacciamento ex-ante, sostenuto dal Gestore di Rete, al fine di rispettare i vincoli 
di sicurezza da lui stabiliti; 
ii. coper,cridis sono i costi/ricavi dovuti alla movimentazione di riserva terziaria sommati ai 
costi/ricavi dovuti al cambiamento del punto di lavoro effettuato dall’Advanced Load 
Dispatching; 
iii. ceens sono i costi derivanti dall’energia non fornita al carico. 
I primi due elementi hanno una caratteristica in comune: il punto “neutro”. Tale punto di lavoro 
è stabilito dal mercato del giorno prima (MGP) e determina, per ogni generatore, la potenza che 
esso deve erogare per ogni intervallo di simulazione. Per rendere più chiaro il tutto è riportato di 
seguito un esempio, prima però, è necessario ricordare la seguente ipotesi di lavoro: 
, ,g q d∀  gqd gqdc c
↑ ↓≥  4-8
Vale a dire che per ogni gruppo, intervallo di simulazione, e gradino, il costo unitario della 
potenza a salire deve essere maggiore del costo unitario a scendere. 
 
Figura 4-15 Esempio di calcolo di costo 
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Detto ciò si ipotizza per semplicità, come da Figura 4-15, che il sistema elettrico sia composto 
solo da due generatori, senza minimo tecnico, e il valore di potenza da coprire sia pari a Pmax. Il 
mercato del giorno prima stabilisce i punti di lavoro (chiamati “neutri”): ovvero P1 deve erogare 
Pmax, mentre P2 deve rimanere spento. In seguito il Gestore di Rete stabilisce che, per motivi di 
sicurezza, non sia possibile tenere un solo generatore: quindi è acceso il secondo generatore P2 
e portato a produrre Pmax/2, mentre P1 riduce della metà la sua potenza prodotta. Il costo di tale 
operazione sarà dato da: 
 ( )max 2 1 02MSD exante Pc c c↑ ↓− = − ≫  4-9
Quindi, il generatore P2 è movimentato a salire, e l’onere di tale azione è calcolato utilizzando il 
costo unitario a salire (cioè il segno della variazione di potenza è concorde al verso del costo 
unitario); ugualmente l’introito dovuto alla movimentazione di P1 a scendere è calcolato 
utilizzando il costo unitario a scendere. In generale, quindi, la movimentazione della generazio-
ne effettuata nella sessione di MSD-Ex ante determinerà un onere per il Gestore di Rete. 
Compiuta tale movimentazione, segue una simulazione Monte Carlo Sequenziale che determi-
nerà i costi dovuti alla movimentazione di riserva terziaria e alla disalimentazione del carico. In 
seguito a tale simulazione è avviato l’algoritmo di Advanced Load Dispatching al fine di ridurre 
la quantità di riserva a salire: la movimentazione da compiere consisterà nello spegnimento di 
P2 poiché tale algoritmo segue un’ottima di massimo profitto. Il costo di tale azione sarà: 
 ( )max 1 2 02ridis Pc c c↓ ↑= − ≪  4-10
In questo caso il generatore P2 è movimentato a scendere, e l’introito di tale azione è calcolato 
utilizzando il costo unitario a salire (cioè il segno della variazione di potenza è discorde al verso 
del costo unitario); ugualmente il costo dovuto alla movimentazione di P1 a salire è calcolato 
utilizzando il costo unitario a scendere. In generale, quindi, la movimentazione della generica 
iterazione dell’Advanced Load Dispatching determinerà un introito per il Gestore di Rete. 
Compiuta tale movimentazione, segue una simulazione Monte Carlo Sequenziale che determi-
nerà i costi dovuti alla movimentazione di riserva terziaria e alla disalimentazione del carico. 
Sarà quindi possibile definire un andamento di costo totale in funzione della quantità di riserva 
applicata al sistema. Generalizzando, le movimentazioni compiute dal Gestore di Rete durante 
la sessione di MSD-Ex ante devono rispettare la seguente uguaglianza: 
 
0
0
qe Ng
ji
i qs j
p
= =
∆ =∑∑  4-11
L’equazione 4-11 serve a mantenere costante il bilancio di potenza, cioè tutte le movimentazio-
ni devono essere invarianti dal punto di vista della potenza prodotta. 
 
0
0
qe Ng
MSD exante ji ji
i qs j
c c p
−
= =
= ∆∑∑ ≫  4-12
L’equazione 4-12 determina il costo delle movimentazioni di potenza dovute alle azioni 
intraprese durante la sessione MSD-Ex ante. Tale onere è strettamente maggiore di zero poiché: 
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p c c p
p c c p
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∆ > ⇒ = ∆ >
∆ < ⇒ = ∆ <
 4-13
Ovvero le variazioni di potenza sono conteggiate in forma omogenea con il verso del costo 
unitario: cioè movimentazione a salire, costo unitario a salire; movimentazione a scendere, 
introito unitario a scendere. Nelle movimentazioni, dovute dell’Advanced Load Dispatching, il 
bilancio di potenza deve sempre rispettare la seguente equazione: 
 
0
0
qe Ng
ji
i qs j
p
= =
∆ =∑∑  4-14
Viceversa, le contabilizzazioni dovute alla movimentazione di potenza saranno conteggiate con 
i costi unitari non più secondo solo il verso di ∆p, ma anche secondo la posizione del punto 
“neutro” rispetto ai punti di inizio e fine della variazione di potenza. Ciò comporta che alcune 
contabilizzazioni siano calcolate con coefficienti di costo unitari discordi al verso della 
variazione di potenza. Quindi, è possibile scrivere: 
 
0
0
qe Ng
ridis ji ji
i qs j
c c p
= =
= ∆∑∑ ≪  4-15
Cioè quando: 
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Ovviamente se il ∆p si trova a cavallo del punto di potenza neutra, la contabilizzazione 
conteggia la parte inferiore con il costo unitario a scendere, e la parte superiore con il costo 
unitario a salire. 
Le ultime due componenti di costo dell’Eq.4-7, coper e ceens saranno determinate dalla simulazio-
ne Monte Carlo Sequenziale; la prima terrà conto delle movimentazioni di riserva terziaria, 
fatturate secondo il punto neutro stabilito dal mercato del giorno prima; la seconda terrà conto 
del costo dell’energia non fornita nei confronti del carico, supposto a valore specifico constante 
nel tempo (orizzonte temporale), e nello spazio (nei vari punti della rete). 
4.2.3 Gli algoritmi proposti 
Nella Figura 4-16 è riportato lo schema sul quale si basa l’algoritmo di funzionamento delle 
logiche di Advanced Load Dispatching per la riduzione della riserva di generazione. Come in 
precedenza descritto i risultati dei due mercati sono simulati dai due dispacciamenti di Alta e 
Bassa affidabilità; in seguito è calcolato il costo del dispacciamento di alta affidabilità, 
fatturando le movimentazioni di potenza sia a salire che a scendere: tale costo equivarrà al 
setpoint nella funzione di costo. A questo punto, terminate le operazioni d’inizializzazione, è 
avviata la simulazione Monte Carlo Sequenziale: la prima, denominata di “base”, calcola la 
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quantità di energia non fornita e i costi determinati dal punto di lavoro a valle del mercato dei 
servizi di dispacciamento ex ante. 
Le successive simulazioni Monte Carlo Sequenziale sono situate a valle del blocchetto al cui 
interno è implementata la logica dell’Advanced Load Dispatching; quindi, grazie a esse è 
possibile stimare i nuovi costi di movimentazione di riserva di potenza e di distacco di carico, 
dovuti alla modifica del punto di lavoro del parco di generazione idro termoelettrico. Il ciclo di 
simulazione terminerà quando la quantità di energia non fornita al carico supererà un certo 
valore soglia, o in altre parole, quando il costo dovuto a tale fenomeno assume un andamento 
divergente, e quindi non è più sostenibile dal Gestore di Rete. 
Nella Figura 4-17 è riportato il digramma di flusso interno al blocchetto dell’Advanced Load 
Dispatching. È importante sottolineare un dettaglio fondamentale, già richiamato in precedenza: 
la funzione principale di tale passaggio è quella di ridurre la quantità di riserva di potenza, 
massimizzando il profitto da tale operazione. 
 
Figura 4-16 Algoritmo per le iterazioni a scendere 
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Poiché ridurre una quantità di riserva si traduce in uno spegnimento dei gruppi di generazione, è 
lecito pensare che difficilmente la somma delle potenze nominali dei generatori da spegnere 
varrà esattamente il valore da soddisfare. Per aggirare tale problema è possibile quindi riformu-
lare il tutto, definendo non più un vincolo di uguaglianza sulla riserva da ridurre, ma un 
intervallo. Matematicamente è possibile scrivere che: 
 
1 1
Ng Ng
iq iq iq iq q
i i
max o c min o p pζ
= =
    
= + − ∆   
    
∑ ∑ 4-17
dove: 
oiq è la variabile binaria che, se assume valore logico alto, indica che il gruppo di gene-
razione i-esimo al quarto d’ora q-esimo deve essere spento. Esse sono le variabili di 
controllo del problema; 
ciq è il costo/introito dovuto allo spegnimento dei gruppi di generazione determinato 
dal prodotto fra il costo medio unitario (calcolato utilizzando la teoria descritta in pre-
cedenza), e il valore di potenza prodotto dal generatore i-esimo, al quarto d’ora q-
esimo; 
piq è il valore della potenza prodotta dal generatore i-esimo, al quarto d’ora q-esimo; 
È importante ricordare che sono presi in analisi solo i gruppi di generazione termoelettrici 
tradizionali. 
 
Figura 4-17 Advanced Load Dispatching a scendere 
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Nell’equazione 4-17 sono riportate due funzione obiettivo da soddisfare per lo stesso problema 
di ottimo: la prima definisce la logica di massimo introito dovuta allo spegnimento dei gruppi di 
generazione, mentre la seconda ricerca lo scostamento minimo fra potenza nominale spenta e il 
valore pre-impostato dal ciclo d’iterazione interno. I possibili metodi risolutivi, per questa 
classe di problemi di ottimo, sono numerosi, ma in questa trattazione è stato scelto quello che 
premia la massimizzazione del profitto derivante dalle operazioni di spegnimento; è stato quindi 
declassato a vincolo di diseguaglianza il secondo termine della funzione obiettivo. 
Per ottenere una soluzione è stato creato un nuovo ciclo interno dove, per ogni iterazione, sono 
allargati simmetricamente i limiti della disequazione derivante dal secondo termine della 
funzione obiettivo. Alla prima occorrenza di una soluzione il ciclo è interrotto, e i risultati sono 
applicati sul parco di generazione. Quindi, la nuova modellazione matematica del problema può 
essere descritta come segue: 
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Ogni gruppo viene spento per tutti i quarti d’ora successivi al q-esimo in analisi, finché non 
viene trovato un spegnimento previsionalmente preventivato. La quantità di potenza spenta è 
sottratta, per ogni quarto d’ora, al valore di riserva preimpostato dall’iterazione. 
A valle di tutte le operazioni di spegnimento è installato un blocchetto (non presente in figura) 
che, tramite un dispacciamento terziario a minimo costo di movimentazione, ristabilisce il 
bilancio di potenza fra generazione spenta, generazione restante accesa e carico di sistema 
(rispettando tutti i vincoli di rete). Quindi è possibile concludere che il costo totale 
dell’Advanced Load Dispatching è composto dalla somma di due elementi: 
i. il primo, rappresentate l’introito dovuto allo spegnimento dei gruppi; 
ii. il secondo, che rappresenta il costo dovuto alla movimentazione a salire necessaria a 
colmare lo squilibrio di potenza causato dallo spegnimento dei gruppi. 
È logico supporre che nella somma dei due prevarrà l’introito dovuto alla riduzione di riserva di 
generazione in giri. 
4.2.4 Iterazioni 
Per validare la teoria sopra descritta, dopo la simulazione Monte Carlo Sequenziale di “base”, è 
stato eseguito il ciclo d’iterazioni necessario a ridurre a ogni passaggio il valore di riserva di 
generazione applicata alla rete in analisi. Com’è possibile evidenziare dalla Figura 4-18 (in 
ordinata il costo, e in ascissa la quantità di riserva di generazione ridotta), nella Simulazione di 
“base” il costo dovuto alla movimentazione di riserva terziaria assume un valore negativo. 
Anche se in prima battuta può sembrare un valore errato, poiché generalmente la somma 
algebrica della potenza terziaria media a salire e scendere è maggiore di zero, un’analisi più 
approfondita conferma la validità di tale dato. 
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Figura 4-18 Risultati delle iterazioni 
Infatti, anche se in questo caso la quantità di potenza media utilizzata in terziaria è maggiore di 
zero, il costo di tale componente è dato sia dall’onere unitario a scendere, sia dal costo unitario 
a salire; cioè le movimentazioni di terziaria a salire sono in parte contabilizzate con i costi 
unitari a scendere, e le movimentazioni di terziaria a scendere sono in parte contabilizzate con i 
costi unitari a salire. Ovviamente, nella simulazione di “base”, sono presenti solo i costi dovuti 
alle movimentazioni della potenza in riserva terziaria, e i costi riguardanti il distacco di carico, 
anche se in prima battuta trascurabili (come è possibile dedurre dalla Figura 4-18). Continuando 
per ogni ciclo d’iterazioni a spegnere gruppi di generazione è possibile disegnare gli andamenti 
di costo riportati nella figura precedente. Com’è possibile evidenziare dalla figura, dopo un 
distacco di circa 1.2 GW di riserva di potenza, il parco di generazione non ha più a disposizione 
una quantità di riserva necessaria a coprire le variazioni a salire del carico e le perdite per 
rottura dei gruppi. Ciò implica che l’andamento della quantità di energia non fornita al carico 
assume una forma esponenziale; è quindi plausibile ipotizzare che in corrispondenza di tale 
valore di riduzione della riserva sia presente un asintoto verticale. 
Come ultimo aspetto fondamentale, è possibile osservare che la funzione di costo totale ha un 
minimo in corrispondenza in un intervallo ampio di variazioni di margini di riserva di potenza. 
Ciò è dovuto essenzialmente a diversi fattori, fra cui i più importanti sono: 
i. la quantità di energia non fornita non è solo in funzione della quantità di riserva di 
generazione ridotta, ma anche della posizione in cui sono installati nella rete i genera-
tori che vengono spenti dall’algoritmo di Advanced Load Dispatching; 
ii. a iterazioni contigue possono corrispondere spegnimenti di gruppi diversi; 
iii. la quantità di energia non fornita è anche in funzione di quanto i rami di rete sono cari-
cati rispetto al proprio valore di potenza massima; 
iv. la quantità di riserva terziaria veloce disponibile e la sua allocazione nella rete; 
v. la quantità di riserva secondaria disponibile. 
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Rimane comunque importante sottolineare che, si ottiene il costo minimo quando è applicata 
una riserva di generazione compresa fra l’8 e 10% del carico totale, quindi in piena coerenza 
con il risultato ottenuto dall’algoritmo delle iterazioni a salire. 
4.3 Considerazioni conclusive 
Con i due criteri sopra riportati sono stati esposti dei metodi con i quali è possibile stimare il 
giusto margine di riserva di generazione da allocare; quindi, tali metodi si prestano ad essere 
inseriti in un contesto di analisi affidabilistiche infragiornaliere. 
A validare ulteriormente gli algoritmi ipotizzati sono i risultati concordi ottenuti: ovvero in 
entrambi i casi è stato determinato che la miglior quantità, in termini economici, di margine di 
riserva di generazione da allocare nel sistema elettrico in analisi si aggira intorno a 7-9% del 
valore del carico elettrico totale. E’ importante ricordare però che quello che è stato descritto è 
solo un metodo di base, che quindi necessità di altri studi e approfondimenti al fine di determi-
nare strategie e algoritmi di più fine implementazione. 
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5. Parallelizzazione del metodo Monte Carlo Sequenziale 
Nei capitoli precedenti sono state ampiamente introdotte e descritte le basi teoriche sulle quali si 
fonda il metodo Monte Carlo di tipo Sequenziale. In merito a ciò, per tale algoritmo, sono stati 
descritti i pregi ed i difetti, tuttavia è bene chiarire ulteriormente alcuni aspetti su cui il metodo 
è carente: infatti si è solo affermato che i metodi Monte Carlo Sequenziale hanno degli indici di 
output con un andamento di convergenza fluttuante. In tale affermazione è insito il fatto che, 
una generica simulazione, può richiedere del tempo prima di restituire degli output con una 
determinata convergenza che soddisfi dei particolari criteri di stop. È però opportuno ricordare 
che il tempo massimo di esecuzione è in funzione dell’obbiettivo per cui è stata eseguita una 
simulazione; questo si traduce nel fatto che non sempre il tempo di esecuzione della simulazio-
ne rappresenta un vincolo stringete. Introdotto ciò, è naturale domandarsi se esiste la possibilità 
di ridurre il tempo di esecuzione di un’analisi di affidabilità mediante il metodo Monte Carlo 
Sequenziale. La risposta è ovviamente sì, ma essa necessità di una descrizione ben dettagliata; 
infatti, le modalità con le quali è possibile ridurre il tempo di esecuzione sono diverse, e sono 
riportate nei seguenti punti: 
i. riduzione del peso computazionale: questa metodologia può essere interpretata in due 
modi differenti: 
a. semplificazione dei modelli utilizzati: l’utilizzo di tale tecnica comporta un 
grande vantaggio il termini di costo computazionale, ma quasi sempre è inuti-
lizzabile, poiché una semplificazione dei modelli comporta quasi sempre una 
riduzione del dettaglio di output; 
b. algoritmi più efficienti: l’utilizzo di algoritmi più efficienti è senz’altro 
un’ottima via da intraprendere al fine di ridurre il tempo di esecuzione della 
simulazione. È importante ricordare che algoritmi troppo raffinati e di diffici-
le implementazione possono esulare dallo scopo di questa trattazione; 
ii. “bilanciamento” del peso computazionale: questa metodologia si traduce nell’utilizzo 
di software e architetture hardware di tipo parallelo al fine di rendere simultanee due e 
più simulazioni. La parallelizzazione ha quindi come effetto diretto la riduzione del 
tempo di simulazione. 
La strada più completa da seguire è quella che tiene conto di tutte e tre le scelte, poiché ognuna 
non esclude l’altra. In definitiva è possibile affermare che: ipotizzando di aver eseguito un 
ottimo lavoro a basso livello di programmazione, di aver utilizzato i modelli più semplici al fine 
di una buona descrizione del problema, e di aver utilizzato i migliori algoritmi in termini di 
efficienza computazionale, la via da intraprendere è quella attinente alla parallelizzazione 
dell’algoritmo. Come verifica finale è necessario assicurarsi che l’algoritmo che modella 
l’analisi sia parallelizzabile, altrimenti la via da intraprendere sopra proposta diventa impratica-
bile. 
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5.1 Il calcolo parallelo 
Il calcolo parallelo è un’evoluzione di quello seriale, e in generale, è l’uso simultaneo di più 
computer (o CPU) al fine di risolvere un unico problema computazionale. Per girare su due o 
più computer, un problema è diviso in parti discrete che possono essere risolte concorrentemen-
te, e ogni parte è a sua volta divisa in una serie d’istruzioni; quindi, le singole istruzioni di ogni 
parte sono eseguite contemporaneamente da CPU differenti. Il calcolo parallelo è utilizzato per i 
seguenti motivi: 
i. risolvere problemi più grandi, dove ogni singolo sotto problema è risolto separatamen-
te su ogni computer (o CPU); 
ii. risparmiare del tempo; 
iii. utilizzare un insieme di risorse locali, utilizzando più computer connessi in una rete; 
iv. superare i vincoli di memoria: se la modellazione di un problema richiede uno spazio 
di memoria che una singola macchina non è in grado di gestire; 
v. contenere i costi: a parità di prestazioni n processori più economici in configurazione 
parallela al posto di un unico processore con un costo maggiore della somma dei pre-
cedenti. 
Il calcolo parallelo è anche in grado di superare i vincoli strutturali del calcolo seriale, poiché 
esso è limitato superiormente da problemi di natura fisica (come la velocità di propagazione del 
segnale), e da problemi di natura tecnica (l’eccessivo aumento della frequenza di clock causa un 
riduzione del rendimento energetico della macchina, con un conseguente incremento di 
temperatura dei componenti interni ad essa). Come contro, invece, l’esecuzione di un calcolo 
parallelo comporta un’aggiunta di onere dovuto alla complessa gestione dei computer (con 
architettura parallela), ed una pesante modifica al codice di programmazione sviluppato in 
seriale (se presente). Il calcolo parallelo può essere classificato secondo diversi criteri; la prima 
classificazione riguarda come le informazioni e le elaborazioni sono gestite, e tale raggruppa-
mento prende il nome di “Tassonomia di Flynn”: 
Tabella 5-1 Classificazione di Flynn 
 Singola Istruzione Istruzione Multipla 
Singolo Dato SISD MISD 
Dato Multiplo SIMD MIMD 
dove: 
i. SISD Single Instruction Single Data: un singolo processore con un singolo flusso di 
dati (calcolo seriale); 
ii. SIMD Single Instruction Multiple Data: la stessa istruzione è applicata tramite più pro-
cessori su flussi di dati differenti (calcolo parallelo); 
iii. MISD Multiple Instruction Single Data: allo stesso flusso di dati vengono applicate 
istruzioni multiple (calcolo parallelo). Questa condizione è utilizzata quando i dati ela-
borati sono definiti vitali, quindi l’eguaglianza dei risultati finali, data dalla ridondanza 
delle istruzioni effettuate, è resa indispensabile per ragioni di sicurezza; 
iv. MIMD Multiple Instruction Multiple Data: a flussi di dati differenti sono applicate 
istruzioni autonome differenti (calcolo parallelo puro). 
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La seconda classificazione è applicata alle architetture di tipo MIMD, e definisce come la 
macchina parallela gestisce la memoria. In tale classificazione è possibile definire: 
i. Shared Memory: ogni singolo processore della macchina può accedere a tutta la me-
moria come uno spazio globale d’indirizzi; tutti i processori operano 
indipendentemente, condividendo le stesse risorse di memoria e un cambiamento di 
una locazione di memoria dovuto ad un processo è visibile a tutti gli altri. In base al ti-
po di accesso alla memoria esistono gli UMA (Uniform memory access), in cui i 
processori sono tutti uguali e tutti hanno lo stesso tempo di accesso alla memoria, e gli 
n-UNA (non-Uniform memory access), in cui i processori sono diversi e potrebbero 
avere tempi diversi di accesso alla memoria. I principali vantaggi della Shared Memo-
ry consistono in una programmazione più agevole rispetto agli accessi di memoria, non 
richiede una programmazione esplicita della comunicazione dei dati tra i processi, ed è 
facile sviluppare un programma parallelo partendo in modo incrementale dalla versio-
ne seriale del codice. Viceversa, gli svantaggi consistono in una limitata scalabilità 
(una volta definita la macchina rimane quella), è compito del programmatore sincro-
nizzare gli accessi alla memoria, e si ha un aumento dei costi all’aumentare dei 
processori; 
 
Figura 5-1 Shared Memory 
ii. Distributed Memory: ogni processo dispone di un aria di memoria locale, ed i proces-
sori possono scambiare dati solo attraverso i network di comunicazione. Non è 
previsto un concetto di spazio d’indirizzi globale tra i processi (il programmatore deve 
definire in modo esplicito come e quando i dati devono essere scambiati, e sincronizza-
re le singole unità di calcolo). E’ di vitale importanza l’infrastruttura di comunicazione 
utilizzata. I principali vantaggi di un’architettura Distributed Memory consistono nel 
rapito accesso alla memoria da parte dei singoli processori, la quantità di memoria sca-
la con il numero di processori e costi unitari più contenuti. Viceversa, gli svantaggi 
consistono nei vincoli della programmazione, poiché il programmatore è responsabile 
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di tutti i dettagli legati alla comunicazione di dati tra i processi, e nella presenza di una 
infrastruttura di rete appositamente dedicata. 
 
Figura 5-2 Distributed Memory 
Nella Figura 5-1 è riportato un esempio di Shared Memory; come è possibile vedere, tutte le 
CPU hanno accesso alla memoria sia in lettura che in scrittura. Viceversa, nella Figura 5-2, è 
riportato un esempio di architettura Distributed Memory, in questo caso l’accesso alla memoria 
non locale è consentito solo in lettura tramite la rete di connessione. La configurazione 
hardware Shared Memory è usata nella gestione parallela multi-threaded: tale configurazione 
prevede che un singolo processo venga suddiviso in più processi di esecuzione (thread), ognuno 
dei quali viene schedulato sulle CPU esistenti. Quindi, tali processi di esecuzione sono eseguiti 
contemporaneamente sui diversi processori della macchina, o sui diversi CORE della stessa 
CPU. Ogni singolo thread ha le seguenti caratteristiche: 
i. Condivide tutte le risorse associate al processo che l’ha generato (compreso lo spazio 
di memoria); 
ii. Ha una sua area di memoria privata; 
iii. Comunica con gli altri thread attraverso lo spazio di memoria globale. 
E’ fondamentale la presenza di operazioni di sincronizzazione per evitare che, nel medesimo 
istante, più thread cerchino di aggiornare una locazione di memoria globale. 
I primi passi da fare, a livello di modellazione del problema, per compiere una parallelizzazione 
di un esecutivo sono: 
i. Capire il problema che si vuole parallelizzare; 
ii. Capire il codice seriale (se esistente); 
iii. Capire se il problema può essere parallelizzato. 
L’ultimo punto è di fondamentale importanza per implementare un applicativo parallelo; di 
seguito sono riportati due esempi nei quali nel primo la parallelizzazione è fattibile, viceversa 
nel secondo la parallelizzazione non è praticabile. Il primo esempio riguarda il calcolo 
dell’energia potenziale di migliaia di conformazioni indipendenti di una molecola: ogni 
conformazione della molecola è determinabile indipendentemente dalle altre, quindi possono 
essere calcolate in parallelo. Il secondo esempio riguarda la determinazione dei valori che 
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assume la serie di Fibonacci; in tale serie i calcoli sono dipendenti, poiché il valore n è dato 
dalla somma di n-1 e n-2. In questo caso i calcoli non possono essere eseguiti in parallelo. 
Una volta determinata la fattibilità della parallelizzazione del problema bisogna: 
i. identificare le parti maggiormente pesanti, e su quelle focalizzare l’attenzione; 
ii. identificare i possibili “colli di bottiglia”: provare a eliminarli o ridurli; 
iii. identificare gli inibitori di parallelismo (ad esempio le dipendenze dei dati). In tal caso 
è necessario studiare algoritmi differenti. 
Una volta compiute tutte le operazioni sopradescritte, è fondamentale eseguire una misura della 
bontà del lavoro svolto sul codice parallelo. Tale misura è definita da un indice (chiamato 
speed-up), che descrive l’aumento di velocità (inversamente proporzionale al tempo di esecu-
zione) dovuto all’utilizzo di n processori. Tale indice è calcolato con la seguente equazione: 
 
( ) ( )( )
1t
s n
t n
=  5-1
dove: 
t(1) è il tempo impiegato, dall’esecuzione del programma in forma seriale, a completa-
re le operazioni di calcolo; 
t(n) è il tempo impiegato, dall’esecuzione del programma in forma parallela su n pro-
cessori, a completare le operazioni di calcolo. 
E’ chiaro che valori di s(n) avranno un limite massimo pari ad n, raggiungibile solo in forma 
teorica. E’ interessante esprimere l’effettivo sfruttamento della macchina parallela; in questo 
caso possiamo definire: 
 
( ) ( )( )
1t
e n
t n n
=  5-2
dove: 
 n numero di processori installati sulla macchina 
E’ ovvio che valori di e(n) uguali ad uno equivalgono al caso ideale, mentre i valori che si 
discostano troppo dal valore unitario (circa < 0.5) devono essere presi in seria considerazione, 
poiché mettono in risalto uno scarso sfruttamento della macchina. Infine, esiste una regola 
guida (chiamata legge di Amdhal), la quale afferma che sussiste un valor massimo di speed-up. 
Si definisce il tempo seriale come: 
 
t f p= +  5-3
dove f è il tempo dovuto alla parte seriale (non parallelizzabile) di un processo, e p è il tempo 
dovuto alla parte parallela. Se definiamo il tempo con n processori si ottiene: 
 
pt f
n
= +  5-4
E quindi lo speed-up per n processori: 
 
( ) f ps n pf
n
+
=
+
 5-5
Che con n molto grande diventa: 
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5.1.1 Tecnica di parallelizzazione 
In prima battuta è necessario analizzare una delle principali caratteristiche che descrivono il 
calcolo parallelo. Esistono due principali tecniche di partizionamento, con le quali il carico di 
lavoro computazionale è suddiviso fra tutte le risorse di macchina disponibili. La prima è 
chiamata “Partizionamento dei dati”, dove tutte le risorse eseguono le stesse operazioni, ma su 
un sottoinsieme di dati differenti. In pratica i dati associati al problema sono decomposti, e ogni 
thread esegue le stesse operazioni su una porzione di dati differenti; a tale tipo di partizione è 
possibile associare la classificazione di tipo SIMD. La presenza di tale tipo di partizionamento è 
riscontrata nei calcoli matriciali, quando sono presenti prodotti fra matrici o matrici e vettori. 
L’unico vantaggio di questa tipologia di divisione consiste nella scalabilità del problema con la 
quantità di dati, ma tale pregio è riscontrato solo per casi sufficientemente grandi. Differente-
mente, la seconda classificazione è chiamata “Partizionamento strutturale”, in altre parole una 
distribuzione delle funzioni fra più soggetti. In questo caso ogni thread prende in carico un 
particolare insieme di elaborazioni, e la modellazione che si associa a tale divisione è la MIMD. 
Il maggior pregio di questa tipologia di divisione consiste nella scalabilità del problema con il 
numero di elaborazioni indipendenti, ma tale caratteristica è vantaggiosa solo se le elaborazioni 
sono sufficientemente complesse. Entrambe le tecniche di partizionamento sono realizzate 
definendo parallele intere sezioni di processo, oppure tramite costrutti. Il costrutto principe per 
rendere parallelo il processo è l’istruzione “For Loop”, poiché essa si presta, proprio per 
definizione, a una suddivisione computazionale del lavoro; mentre per costrutti del tipo “Do 
While”, o “goto/continue” la parallelizzazione non è possibile poiché è ovvia l’intrinseca 
dipendenza dei dati fra cicli contigui. E’ ovvio ricordare che comunque sia, non tutti i cicli “For 
Loop” possono essere parallelizzati. 
Ipotizziamo, per esempio, che si desideri parallelizzare un ciclo “For Loop” comprendente 1000 
iterazioni, e la macchina a nostra disposizione sia equipaggiata con 10 CPU; la divisione 
classica consiste nello schedulare per ogni unità di calcolo una porzione di lavoro computazio-
nale: risulta ovvio che la prima unità esegue il ciclo da 1 a 100, la seconda da 101 a 200, e così 
via per le restanti risorse. 
 
Figura 5-3 Divisione del thread 
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Nella Figura 5-3 è riportato un esempio di come il flusso dei processi (definito da A, B e C), 
eseguito da un unico thread, chiamato Master Thread, sia suddiviso in un insieme di Slave 
Thread. Il punto in cui i processi si dividono è chiamato Fork, mentre il punto in cui si ricon-
giungono, per formare nuovamente un unico thread, è chiamato Joint. E’ ovvio che il nuovo 
tempo t* di esecuzione sarà compreso fra: 
 
{ } *, ,A B C A B Cmax t t t t t t t≤ ≤ + +  5-7
Questo tipo di ripartizione del lavoro però è affetto da un problema che ne riduce potenzialmen-
te le prestazioni; tale problema si presenta quando uno o più dei processi termina il proprio 
carico di lavoro, mentre gli altri stanno ancora eseguendo il processo di calcolo. In questo caso i 
processi che hanno terminato prima degli altri rimangono fermi, senza fare nessuna operazione: 
ne consegue una notevole riduzione dello sfruttamento della macchina. Per risolvere questo tipo 
di problema, chiamato “Load balancing”, esistono sostanzialmente due tecniche. La prima, 
definita “Guide Partition” e raffigurata nella sezione A della Figura 5-4, consiste nel dividere il 
carico di lavoro in più frammenti non contigui di ciclo del costrutto, e sempre più piccoli. La 
seconda soluzione, definita “Dynamic Partition” e raffigurata nella sezione B, consiste nel 
dividere in una grana sottile il ciclo totale del costrutto; al termine di ogni sotto ciclo, una nuova 
suddivisione del lavoro è riassegnata, così da evitare tempi morti di attesa. E’ importante 
ricordare che anche nei due metodi citati sussiste il problema del “load balancing”, ma della sua 
presenza sarebbero affette solo piccole porzioni di ciclo. Come rovescio della medaglia rispetto 
al metodo classico, chiamato “Static Partition” e raffigurato nella sezione C, questi due metodi 
alternativi introducono del lavoro computazionale aggiuntivo, dovuto alla comunicazione fra i 
vari thread, al fine di schedulare coerentemente il carico di lavoro. 
 
 
Figura 5-4 Load balancing 
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Un’ultima importante considerazione deve essere fatta per ciò che riguarda la sincronizzazione 
fra i vari thread eseguiti in parallelo. Spesso, nell’esecuzione dei processi paralleli, vi è la 
necessità di dover inserire delle barriere (punti di stop fra i vari thread) necessarie a mantenere 
la coerenza con il processo seriale nativo, o scambiare dati fra i vari thread. Di seguito sono 
riportati due esempi di barriere, ognuna delle quali serve a evitare un comportamento indeside-
rato dell’intero processo parallelo: 
i. barriera di primo tipo: in questo tipo di sincronizzazioni un thread si ferma quando 
arriva alla barriera. Quando l’ultimo thread arriva, tutti i task sono sincronizzati e 
l’elaborazione può ripartire; tale tipo di barriera serve principalmente a mantenere coe-
rente tutto il processo in elaborazione; 
ii. barriera di secondo tipo: in questo tipo di sincronizzazione è eseguito un singolo thread 
alla volta. Quando un thread arriva alla barriera, è verificato se in quella particolare 
parte di processo (protetta dalla barriera) non sia presente nessun altro thread; in caso 
affermativo il singolo thread esegue tale porzione di processo, e successivamente ripar-
te con la sua elaborazione. Tale tipo di barriera è necessaria quando i singoli processi 
autonomi aggiornano porzioni di memoria globale, e quindi per evitare problemi co-
siddetti di “race condition”, è necessario eseguire un singolo thread alla volta. Esistono 
anche altri tipi di barriere, necessarie nei casi in cui sia obbligatorio rispettare un ordi-
ne di passaggio in un particolare processo fra i vari thread. 
5.1.2 Implementazione del Monte Carlo Sequenziale Parallelo 
Il cuore con il quale è implementato il simulatore è definito da un costrutto di tipo “For Loop”, 
ne deriva quindi che il processo, nel suo totale, si presta a essere parallelizzato, salvo alcune 
precisazioni. Questo processo può essere suddiviso in tre parti principali (esclusi i processi di 
pre e post processing), composti da: 
i. inizializzazione: la singola iterazione preleva i dati previsionali della simulazione ed 
aggiorna, da essi, i propri dati operativi; 
ii. nucleo: parte principale del simulatore, nel quale i soli dati utilizzati sono quelli opera-
tivi; 
iii. aggiornamento: effettuata la singola iterazione i dati operativi aggiornano i valori medi 
della simulazione e vengono salvati, se ritenuti interessanti, al fine di successive analisi 
di post processing; 
Da tale suddivisione emerge subito una marcata indipendenza dei singoli processi. Da ciò 
consegue la possibilità di poterli parallelizzare, tranne il fatto di dover utilizzare una barriera di 
tipo due nel punto iii, in altre parole quando sono aggiornati i dati medi di simulazione. Questa 
suddivisione è riportata in forma esplicita nella Figura 5-5. 
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Figura 5-5 Divisione strutturale del ciclo Monte Carlo Sequenziale 
Un’altra importante suddivisione è descritta nella Figura 5-6. In questa rappresentazione 
possono essere distinti i due spazi funzionali caratterizzanti la modellazione dell’algoritmo della 
simulazione, in altre parole: 
i. Spazio della memoria: in tale porzione di memoria sono contenute tutte le variabili 
riguardanti i dati previsionali, operativi e di output. Lo spazio può essere suddiviso in 
quattro parti distinte: 
a. Dati strutturali: sono rappresentati da tutte quelle variabili che descrivono il 
sistema elettrico. Tale insieme di dati è scritto nella fase di pre-processing dal 
Master Thread. Dopo tale definizione, queste variabili rimangono in sola let-
tura per tutti gli Slave thread; un esempio di dati strutturali sono il numero e 
le caratteristiche dei singoli generatori; 
b. Variabili previsionali: come per i dati strutturali, questo insieme di dati è 
creato dal Master Thread in fase di pre-processing, dopodiché, tale porzione 
di memoria diventa di sola lettura per tutti gli Slave thread. Un esempio di va-
riabile previsionale è lo Unit Commitment ed il Dispacciamento di un gruppo 
di generazione; 
c. Output: per tale porzione di memoria, contrariamente da quelle precedenti, le 
informazioni sono registrate dai singoli Slave thread durante tutto il processo 
di simulazione. Infatti, essa è l’unica porzione di memoria globale abilitata sia 
in lettura che in scrittura. Un esempio di variabile di output è il valor medio 
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nodale dell’energia non fornita. In generale ogni andamento medio è aggior-
nato con la seguente equazione: 
 
( )1
1
k
k m
m
i k ii
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=
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dove im è il valor medio della variabile i (all’iterazione k-esima); 
d. Dati operativi: ogni singolo Slave thread ha riservata una porzione di memo-
ria a lui dedicata, dove solo esso può eseguire operazioni di scrittura e lettura, 
mentre per gli altri Slave thread tale porzione di memoria risulta inaccessibi-
le. Un esempio di dato operativo è il valore del carico al netto delle estrazioni 
stocastiche; 
ii. Spazio dei processi: nello spazio dei processi risiedono tutte le funzioni necessarie ad 
effettuare la simulazione. Ogni singolo processo può attingere a tutte le funzioni (e le 
loro derivate) in modo coerente all’algoritmo di simulazione. E’ importante ricordare 
che ogni funzione, che è a comune con tutti gli Slave thread, deve essere concepita sot-
to lo stretto rispetto del concetto di thread Safe: ciò afferma che una funzione chiamata 
simultaneamente da due Slave thread dovrà creare di sé due istanze simultanee e indi-
pendenti, al fine di evitare incoerenze logiche che distruggerebbero tutto il processo 
parallelo. Per esempio, se due processi chiamano nello stesso istante temporale le fun-
zioni di generazione delle liste di merito, le due istanze di funzione che verranno 
generate, con i relativi output, dovranno essere indipendenti fra loro, ed accessibili so-
lo ai singoli Slave thread che le hanno generate. Tale aspetto risulta di facile 
comprensione, ma un suo sviluppo pratico richiede un arduo sforzo intellettivo e prati-
co. Come ultima nota è importante che un solo processo alla volta aggiorni le variabili 
di output (com’è possibile vedere nella parte in basso a destra della figura sottostante) 
per evitare problemi di “race condition”. 
 
Figura 5-6 Suddivisione della memoria 
Per estendere l’implementazione del codice seriale al codice parallelo è stato utilizzato il 
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Dati Strutturali
(Globali)
Variabili previsionali
(Globali)
Output andamenti medi e
dettagliati
(Globali)
Dati Operativi 1
(Privati)
Dati Operativi N
(Privati)
Dati Operativi i-esimi
(Privati)
Spazio della memoria Spazio dei processi
Update
Processo 1
Avvio   Kernel Verifica
Processo N
Avvio   Kernel Verifica
 134 
Processing), il quale amplia la capacità dei linguaggi di programmazione seriali. Tale OpenMP 
nasce per soddisfare i bisogni del calcolo scientifico, che si caratterizzano per il gran numero di 
calcoli ripetuti. Allo stato attuale lo standard OpenMP è supportato dai più grandi produttori di 
hardware come IBM, AMD, HP, Intel e SUN, e software come Unix, Linux, Windows e Mac 
OS: questa elevata compatibilità consente di sviluppare un software con un’elevata interopera-
bilità fra i vari sistemi. Il modello concettuale di OpenMP prevede un’esecuzione alternata 
seriale e parallela, detta “fork/joint” (come anche descritto in precedenza); è ovvio che OpenMP 
fornisce solo gli strumenti per coordinare i threads, ma è compito del programmatore eseguire 
la corretta parallelizzazione. Tale estensione si presenta come: 
i. direttive al compilatore: pensate come commenti nei vari linguaggi supportati, per pre-
servare il codice seriale e i compilatori non compatibili con l’OpenMP; 
ii. libreria di istruzioni: rende il codice dipendente da OpenMP (è necessario includere 
l’elenco dei prototipi); le chiamate a tali librerie permettono di determinare ed alterare 
il numero dei thread; 
iii. variabili di ambiente: è possibile definire le variabili comuni a tutti i thread o private 
ad ogni singolo thread (definizione funzionale delle singole porzioni di memoria). 
In conclusione, grazie a tale libreria, è possibile gestire tutta la memoria di sistema secondo le 
esigenze dettate dall’algoritmo originale della simulazione, ovvero secondo il metodo Monte-
carlo Sequenziale. 
5.2 Caso studio 
Eseguite le pensati modifiche al codice sorgente seriale al fine di ottenere la versione parallela 
del simulatore Monte Carlo Sequenziale, è stata eseguita una campagna di simulazioni atte a 
stabilire gli effettivi miglioramenti dovuti all’incremento di velocità d’esecuzione. Le prove 
sono state condotte su di una macchina parallela con le seguenti caratteristiche: 
 
Tabella 5-2 Macchina parallela utilizzata 
Elemento Quantità Descrizione Note 
Scheda Madre 1 Intel S5520SC Sata Dual Xeon Serie 5000 DDR3 Dual Socket 
CPU 2 Intel Xeon X5650 2,66GHz Six Core 6 CORE 
RAM 4 Kingston KVR1333D3D4R9S/4G 16GB totali 
 
Tale macchina mette quindi a disposizione una risorsa composta di 12 CORE; mentre il 
compilatore utilizzato è quello del frame work di sviluppo di Microsoft Visual Studio 10 SP1. 
La campagna sperimentale consiste nell’utilizzare, come rete in analisi, sempre la RTS-96, e di 
applicare in essa dei dati previsionali provenienti dallo Unit Commitment e Dispacciamento di 
venti giorni differenti. I risultati così ottenuti sono mediati e riportati nei grafici successivi. 
Ogni singolo scenario è iterato 200000 volte e di esso sono memorizzati dei particolari anda-
menti, fra cui: 
i. valor medio mobile dell’EENS ad ogni simulazione; 
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ii. valore assunto dalla variabile necessaria ad effettuare il confronto con il criterio di 
stop; 
iii. tempo differito d’iterazione (tempo calcolato dall’inizio di simulazione); 
Quindi, ogni singolo scenario della campagna di simulazione è ripetuto dodici volte, partendo 
dall’utilizzo di un solo CORE (codice seriale), fino ad arrivare ad utilizzare tutti e 12 i CORE 
(massimo sfruttamento della macchina parallela). La Tabella 5-3 riporta i risultati ottenuti dalla 
campagna di simulazioni, mediati su venti scenari differenti. 
Tabella 5-3 Risultati in funzione dell’utilizzo dei CORE 
CORE speed-up tempo (s) e (%) 
1 1.00 30165.2 100.0 
2 1.97 15301.5 98.5 
3 2.87 10517.3 95.7 
4 3.70 8163.8 92.5 
5 4.58 6591.8 91.6 
6 5.86 5148.4 97.7 
7 6.63 4551.7 94.7 
8 7.46 4042.9 93.3 
9 8.25 3656.5 91.7 
10 9.92 3039.7 99.2 
11 10.92 2763.1 99.3 
12 11.53 2617.1 96.1 
 
Com’è possibile evidenziare sia dalla tabella sia dalla Figura 5-7, alla simulazione con un 
singolo CORE è ovviamente assegnato lo speed-up uguale al valore unitario, con uno sfrutta-
mento del 100% delle risorse di macchina in configurazione seriale (la simulazione, con 200000 
iterazioni, è completata circa in otto ore e mezzo). Seguendo un andamento pressoché lineare, 
all’aumento dei CORE utilizzati ne consegue una riduzione del tempo di simulazione e quindi 
un incremento dello speed-up. Utilizzando tutte le risorse di macchina, ovvero 12 CORE, si 
ottiene uno speed-up di ben 11.53 volte, equivalente all’utilizzo del 96% delle risorse di 
macchina. 
 
Figura 5-7 Speed-up in funzione dei CORE utilizzati 
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Tale risultato è più che confortevole, poiché una perdita del 4% dovuta alle sincronizzazioni dei 
thread alla barriera, può essere largamente ritenuta trascurabile; inoltre in tale bilancio di risorse 
devono essere conteggiati anche i tempi aggiuntivi dovuti alla gestione e schedulazione della 
memoria condivisa fra i vari Slave thread. Nella Figura 5-8 è riportato l’andamento del tempo 
impiegato a compiere 200000 iterazioni in funzione del numero di CORE utilizzati. In linea con 
i risultati sopra descritti è possibile notare un andamento inversamente proporzionale al numero 
di CORE impiegati. 
 
Figura 5-8 Tempo in funzione del numero di CORE 
L’immagine più rappresentativa di tutto il lavoro svolto per parallelizzare il programma di 
simulazione è la Figura 5-9. In essa è riportato il rendimento di macchina in funzione del 
numero di CORE utilizzati. 
 
Figura 5-9 Rendimento di macchina 
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Importanti considerazioni devono essere spese per quanto riguarda la Figura 5-10. In tale 
immagine sono riportati gli andamenti rappresentativi del numero d’iterazioni compiute in 
funzione del tempo, parametrizzati con il numero di CORE utilizzati. Nel riquadro di dettaglio 
della medesima figura è riportato l’andamento conclusivo delle iterazioni svolte utilizzando sei 
CORE; ciò che risulta più interessante da evidenziare è la flessione di esso dovuta ad un 
problema di “load balancing”. Poiché la parallelizzazione è stata implementata utilizzando una 
schedulazione statica (con maggior efficienza rispetto a quella dinamica o guidata) dei diversi 
thread, in alcuni casi si presenta tale fenomeno, che comporta un aumento del tempo di 
esecuzione. Tale “effetto di bordo” però non è preoccupante, poiché si presenta sempre nelle 
iterazioni conclusive della simulazione. Quindi, poiché il numero d’iterazioni massime è 
sovradimensionato di un ordine di grandezza superiore rispetto a quelle presunte necessarie 
affinché la simulazione converga, tale problema non si presenta praticamente mai; inoltre, la 
natura stocastica del metodo Monte Carlo Sequenziale, assicura che i singoli Slave thread 
incontrino mediamente le stesse evoluzioni degli scenari, il che vuol dire che il tempo impiega-
to da ognuno di essi, a compiere le proprie iterazioni schedulate, è pressoché uguale agli altri. 
 
Figura 5-10 Iterazioni in funzione del tempo 
Nella Figura 5-11 sono riportati gli andamenti dei parametri che descrivono gli stati di conver-
genza delle simulazioni, parametrizzati con il numero di CORE utilizzati. Com’è possibile 
notare dai due riquadri in dettaglio, impostando un valore di soglia al 3%, la convergenza della 
simulazione a dodici CORE è ottenuta in circa 550 secondi (circa 9 minuti), mentre la conver-
genza della simulazione con un singolo CORE è ottenuta in circa 6400 secondi (circa 107 
minuti). 
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Figura 5-11 Andamento del parametro di convergenza 
Da ciò è possibile dedurre, a conferma della bontà dei risultati ottenuti, che il rapporto fra i due 
tempi di simulazione rimane comunque di circa 11.5 volte, e quindi del tutto simile allo speed-
up a numero di iterazioni costanti. Nella Figura 5-12 è riportato l’andamento del parametro di 
convergenza in funzione nel numero d’iterazioni, parametrizzato con la quantità di CORE 
utilizzati; come è ovvio tali andamenti sono totalmente indipendenti dal numero di CORE 
impiegati. 
 
Figura 5-12 Convergenza in funzione del numero di iterazioni 
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5.3 Considerazioni conclusive 
Partendo dall’implementazione in un ambiente di lavoro seriale, è stata sviluppata la versione 
parallela del simulatore Monte Carlo Sequenziale. Dai risultati ottenuti emerge un legame 
pressoché lineare tra l’aumento di velocità e il numero di risorse di calcolo parallele utilizzate. 
Poiché tali risultati sono legati alla macchina impiegata per le simulazioni, sarebbe interessante 
e oggetto di studi futuri, analizzare il trend che assumerebbe lo speed-up aumentando di un 
ordine di grandezza il numero di CORE a disposizione (almeno > 100). Rimane comunque 
importante da rilevare che, con l’utilizzo di una Workstation di calcolo di comune impiego 
negli ambienti server (di cui i dettagli sulle risorse sono riportati in precedenza), e la riscrittura 
totale del codice sorgente dell’applicativo di simulazione in un ottica di ambiente di memoria 
condivisa, è possibile ottenere un miglioramento prestazionale che supera di dieci volte il tempo 
necessario per l’esecuzione di una simulazione: basta ricordare che il tempo impiegato dalla 
simulazione in versione seriale è di circa 6400 secondi, contro i 550 secondi della simulazione 
che utilizza tutti i CORE a disposizione. 
Forti dei risultati menzionati, è possibile concludere che gli sforzi applicati nel creare nuovi 
algoritmi, atti a soddisfare le tecniche di implementazioni di applicativi paralleli, hanno portato 
a ottimi risultati dal punto di vista teorico e pratico. Rimane comunque aperta la strada a studi e 
sperimentazioni di algoritmi implementativi differenti da quelli utilizzati, al fine di determinare 
quale sia l’implementazione che dia risultati migliori dal punto di vista delle performance. 
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6. Caso Studio Italia 
Al fine di testare sia la bontà dell’applicativo implementato, che l’efficienza delle tecniche di 
riduzione del tempo di simulazione tramite algoritmi paralleli, è stato realizzato un caso studio 
reale, che simula il funzionamento operativo della rete di trasmissione italiana. Una volta 
specificati i dati di ingresso come la struttura della rete, il parco di generazione, i valori di 
carico nodale e d’import, il programma è stato in grado di determinare l’affidabilità di sistema, 
unitamente a tutte le analisi di tipo economico e di riserva di generazione utilizzata, tenendo in 
considerazione tutti gli elementi di rete: questa particolarità riveste un ruolo fondamentale data 
l’elevata estensione di tale sistema elettrico. 
I risultati così ottenuti sono stati ampiamente discussi nei paragrafi successivi. 
6.1 Dati in ingresso 
6.1.1 Rete di trasmissione 
Nella rete di trasmissione sono rappresentati tutti i nodi e tutte le linee e trasformatori dei livelli 
di tensione 220 e 400 kV. Più in particolare: 
i. 268 nodi fra cui 140 a 400 kV e 128 a 220kV; 
ii. 370 linee di trasmissione fra cui 190 a 400 kV e 180 a 220 kV; 
iii. 77 trasformatori di potenza. 
Per ogni ramo è definita la propria potenza nominale e quella di sovraccarico al quarto d’ora, ed 
i rispettivi MTTF e MTTR. Un solo collegamento in corrente continua è stato preso in conside-
razione, ovvero quello di recente realizzazione che collega la penisola Italia con la Sardegna: 
tale collegamento è caratterizzato da un flusso di massimo di potenza transitabile pari a 1000 
MW. 
 
Figura 6-1 Linee 220 kV 
 
Figura 6-2 Linee 400 kV 
Sono state prese in considerazione 17 linee di interconnessione con l’estero, ognuna delle quali 
collega un nodo della rete italiana con un nodo della rete estera confinante; inoltre, per ogni 
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nodo di rete, sono state identificate le proprie coordinate geografiche al fine di poter dettagliare 
con maggior cura le analisi di post processing. 
6.1.2 Carico ed Import 
Il carico previsionale è definito su base nodale per ogni quarto d’ora di simulazione, e viene 
assunto come il valore di flusso di potenza transitante sui trasformatori allacciati con i livelli di 
tensione inferiori a quelli utilizzati per la rete di trasmissione. I valori di varianza utilizzati 
nell’arco della simulazione giornaliera, per caratterizzare la distribuzione di frequenza 
dell’errore, sono due: 
i. Varianza diurna 2% (6-20); 
ii. Varianza notturna 1.5% (0-5 e 21-23). 
Oltre a ciò, è stato considerato nullo il valore di correlazione dell’errore di carico fra i vari nodi 
della rete di trasmissione. 
L’energia giornaliera richiesta dal carico è stata ipotizzata pari a circa 680 GWh, con un picco 
massimo di circa 36,5 GW; è importante sottolineare che tali valori rappresentano il netto fra 
carico totale di sistema e la generazione prodotta a livelli inferiori di tensione. L’energia 
giornaliera importata dall’estero è stata ipotizzata pari a circa 86,5 GWh ed è stata supposta 
suddivisa per nazione nelle seguenti proporzioni: 
i. 25% del totale dalla Francia; 
ii. 55% dalla Svizzera; 
iii. 16% dalla Slovenia; 
iv. 2% dall’Austria. 
6.1.3 Parco di generazione 
Sono stati presi in esame solo i gruppi di generazione connessi ai nodi della rete di trasmissione 
con livelli di tensione pari a 220 e 400 kV. La capacità totale installata è di circa 74 GW, ed è 
suddivisa, per tipo, nel seguente elenco: 
i. Circa 40 GW per i gruppi termici in ciclo combinato e repowering a gas naturale; 
ii. 12 GW circa per i gruppi termici ad olio combustibile; 
iii. 8 GW per i gruppi termici a carbone; 
iv. 1300 MW per i gruppi turbogas puri; 
v. 1400 MW per i gruppi idroelettrici ad acqua fluente; 
vi. 11 GW circa per i gruppi idroelettrici a serbatoio. 
Come ulteriore ipotesi è stata considerata illimitata sia la disponibilità di acqua nei serbatoi 
idrici sia la disponibilità di combustibile per i gruppi termici e turbogas; inoltre, per ogni tipo di 
gruppo di generazione e taglia di potenza, è stato utilizzato un appropriato coefficiente di 
MTTF. Poiché gli impianti di produzione da fonte eolica sono allacciati ai livelli di tensione 
inferiori ai 220 kV, l’apporto della loro generazione risulta compreso nel carico risultate dei 
nodi della rete di trasmissione.  
Infine, ogni gruppo di generazione è stato modellato con le seguenti caratteristiche: 
i. potenza attiva massima e minima di generazione (ed eventualmente di pompaggio); 
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ii. rampa di carico a salire e scendere, con i rispettivi tempi di avviamento per i gruppi 
termici tradizionali; 
iii. tempo minimo nel quale il gruppo deve mantenere lo stato di produzione o di fuori 
servizio programmato; 
iv. rendimento di pompaggio; 
v. disponibilità tecnica a fornire il margine di riserva secondaria. 
6.2 Unit Commitment e Dispacciamento 
Una volta determinato un appropriato set di dati di ingresso è possibile effettuare lo Unit 
Commitment e Dispacciamento del parco di generazione. Inoltre, i prezzi di offerta nel mercato 
dell’energia sono stati fissati in base al tipo di generatore associato, e sommati ad un errore 
aleatorio: questo si rende necessario per evitare che gruppi dello stesso tipo abbiamo uguali 
prezzi di offerta. Per determinare il punto di lavoro previsionale sono stati ipotizzati i seguenti 
parametri di configurazione: 
Tabella 6-1 Parametri di configurazione per lo U.C. & D. 
Parametri Caso studio Italia 
Limiti di flussi di potenza sui rami 80% del Pmax 
Riserva secondaria 
(RII=ENTSOE) 110% of RII 
Margine di riserva terziaria termica 
(salire) 15% of Pload(t) 
Margine di riserva terziaria termica 
(scendere) 15% of Pload(t) 
TG Margine di riserva terziaria 1% of Pload(t) 
Gruppi Must-Run Nessuno 
Analisi N-1 Abilitata 
Inizio-Fine (quarti d’ora) 0-95 
 
Nella Figura 6-3 sono riportati gli andamenti, al quarto d’ora, del valore di potenza assorbita dal 
carico e dalla quantità di potenza importata dall’estero. 
 
Figura 6-3 Carico ed Import previsionali 
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Nella Figura 6-4 è riportato l’andamento della potenza previsionale prodotta dal parco di 
produzione italiano, insieme ai margini di riserva di generazione a salire e scendere. Inoltre, è 
importate ricordare che il dispacciamento del parco di produzione idroelettrico è stato ottenuto 
tramite la tecnica del peak-shaving. 
 
Figura 6-4 Andamento della potenza generata e dei margini risultanti 
In accordo a quanto definito dalle regole ENTSOE nella Figura 6-5 è riportato l’andamento, in 
funzione del tempo, della semi banda secondaria allocata. Importante ricordare che tale valore 
di margine di riserva è calcolato prendendo come ingresso il valore di potenza complessiva 
assorbita dal carico di sistema, per poi successivamente essere allocato in forma proporzionale 
al valore del carico delle singole zone. 
 
Figura 6-5 Andamento semi banda della riserva secondaria risultante 
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6.3 Simulazioni Montecarlo Sequenziale 
I paragrafi successivi mostrano sia i risultati medi della simulazione che una particolare 
iterazione, in cui è presente una quantità diversa da zero di energia non fornita nei confronto del 
carico. 
6.3.1 Risultati Medi 
Per prima cosa è importante far notare che la simulazione converge verso una quantità di 
energia non fornita (valore assunto dall’indice EENS) pari a circa 0.63 parti per milione, mentre 
l’indice LOLE converge al valore di 0.28 (cioè una durata media del disservizio causato dal 
distacco di carico pari a 18 minuti); inoltre l’ultimo indice, ovvero quello LOLF, converge al 
valore di 1.10 occorrenze al giorno. 
 
Figura 6-6 Andamento della media mobile dell'EENS in funzione del numero di iterazioni 
Nella Figura 6-6 e Figura 6-7 sono riportati gli andamenti, in funzione del numero delle 
iterazioni, delle medie mobili del valore dell’energia non fornita, e del numero di occorrenze dei 
distacchi di carico con la relativa durata. 
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Figura 6-7 Andamenti della media mobile degli indici LOLE e LOLF 
Come si può evidenziare la convergenza sull’indice EENS si ottiene già nelle prime duemila 
iterazioni; analogamente, anche per gli indici LOLE e LOLF sono sufficienti solo cento 
iterazioni, in cui è presente energia non fornita, per convergere al valore reale finale. 
 
Figura 6-8 Andamento EENS, e la propria distribuzione in frequenza 
Dalla Figura 6-8 si può estrapolare che, quando avviene un distacco di carico, il valore medio 
dell’energia non fornita si aggira intorno alle 18 ppm (equivalente circa a 12 MWh). Dalla 
sezione di destra della Figura 6-8 si evidenzia che i distacchi di carico non sono mai superiori 
alle 100 ppm. 
La Figura 6-9 mostra gli andamenti medi della riserva terziaria impiegata. Come previsto 
l’andamento del valor netto è crescente e maggiore di zero, poiché sono presenti i fuori servizio 
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improvvisi dei gruppi di generazione che provocano un aumento di potenza erogata nei restanti 
gruppi in giri. Inoltre, la presenza di spike è imputabile allo Unit Commitment e Dispacciamen-
to che provoca particolari movimentazioni di potenza all’interno del parco di generazione 
poiché ogni ora le liste di merito economico sono diverse. 
Infine, è corretto ipotizzare la contemporaneità di una quantità di riserva impiegata sia positiva 
che negativa per ogni intervallo di simulazione. Questo non è dovuto al fatto che nella simula-
zione siano presenti delle congestioni (già da previsionale) che comportano un continuo shift di 
potenza, ma al fatto che i primi gruppi chiamati in regolazione di riserva terziaria a scendere 
sono diversi da quelli chiamati in riserva a salire. 
 
Figura 6-9 Andamento medio della riserva terziaria impiegata 
 
Figura 6-10 Quantità media di distacco di carico nel tempo 
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Nella Figura 6-10 è riportata la quantità media di distacco di carico durante tutto l’intervallo 
temporale di simulazione. Com’è possibile evidenziare che il carico distaccato si concentra 
maggiormente in uno sciame presente negli ultimi intervalli di simulazione: tale fenomeno può 
essere causato sia dalla presenza contemporanea di mancanza di riserva di generazione locale 
dovuta alla perdita di gruppi di generazione che al sovraccarico dei rami del sistema elettrico. 
Di interessante analisi risultano anche i due grafici successivi, i quali danno una descrizione 
spaziale e quantitativa del distacco di carico medio. Nel grafico di Figura 6-11 è riportato, in 
valore percentuale, la quantità di carico distaccato medio per ogni nodo di rete, nel quale è 
presente una quantità maggiore dell’1% rispetto al totale. 
 
Figura 6-11 Ripartizione percentuale del distacco di carico medio nodale 
Nella Figura 6-11 è riportata, sempre in valore percentuale, la quantità di carico distaccato e la 
sua locazione nello spazio. Come è possibile evidenziare da tale diagramma, la presenza di 
carico distaccato medio non nullo avviene maggiormente nei luoghi in cui è presente la maggior 
richiesta di potenza da parte del carico: ovvero i grandi centri urbani ed industriali come 
Milano, Roma, Napoli e Bologna. Inoltre, vi è presenza di distacco di carico medio non nullo 
anche agli estremi del sistema elettrico come, per esempio, nei nodi collocati nelle isole 
(Sardegna e Sicilia). Queste due considerazioni ipotizzabili a priori sono confermate dai risultati 
della simulazione e ciò evidenzia nuovamente la bontà del modello e del simulatore implemen-
tato. 
Astroni
1%
Brindisi
1%
Colunga
29%
Corriolo
1%
Fratta
4%
Maddaloni
10%Magenta
6%
Marcaria
2%
Premadio
1%
Pallenzeno
11%
Popoli
2%
Roma_Ovest
2%
Roma_Sud
1%
Milano_Sud
16%
Sorgente
2%
Sulcis
1%
Verampio
9%
 148 
 
Figura 6-12 Dislocazione geografica della quantità media di distacco di carico 
Nella Figura 6-14 e Figura 6-15 sono riportati i flussi di potenza media e previsionale sulle linee 
di trasmissione Bargi – Calenzano e Latina – Valmontone. I maggiori scostamenti fra il valore 
previsionale e medio si hanno durante l’ultima porzione dell’orizzonte temporale di simulazio-
ne. Tali scostamenti fra i flussi dipendono sostanzialmente dalla movimentazione di 
generazione imputabile alla regolazione di riserva terziaria. 
 
Figura 6-13 Rami di rete congestionati (valore percentuale) 
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Nella Figura 6-13 sono riportati i valori statistici delle congestioni riguardanti le linee di 
trasmissione ed i trasformatori di potenza della rete elettrica. Tali valori, in percentuale, si 
riferiscono al numero di congestioni imputabili al ramo a cui fanno riferimento ed è interessante 
notare come tali elementi di rete siano, in alcuni casi, prossimi ai nodi in cui è presente il 
maggior numero di eventi di distacco di carico (come nel caso di Milano). 
 
Figura 6-14 Flusso di potenza medio e previsionale della linea Bargi - Calenzano 
 
Figura 6-15 Flusso di potenza medio e previsionale della linea Latina - Valmontone 
La Figura 6-16 mostra gli andamenti integrali, in funzione del tempo, dei flussi di cassa dovuti 
alla regolazione terziaria e al distacco di carico. Per prima cosa è interessante evidenziare il 
costo totale che ammonta a circa 300 k€; tale valore economico può essere scisso in tre parti 
distinte: le prime due sono indicative del costo dovuto alla movimentazione di potenza in 
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regolazione terziaria (con l’ovvio riscontro che la movimentazione a salire è più onerosa del 
valore assoluto dell’introito della movimentazione a scendere); mentre l’ultima è indicativa del 
costo del distacco di carico (imposto costante nel tempo e nello spazio ad un valore di 8 
k€/MWh). E’ importante evidenziare che la componente di costo dovuta al distacco di carico è 
trascurabile rispetto alla componente di costo dovuta alla movimentazione di riserva terziaria; 
inoltre, il costo imputabile solo alla regolazione terziaria segue un andamento parabolico, con 
concavità verso l’alto: questo conferma, ancora una volta, la bontà del modello utilizzato per 
risolvere il problema di ottimo. 
 
Figura 6-16 Flusso integrale di cassa 
6.3.2 Singola iterazione 
Risulta molto interessante la descrizione degli eventi accaduti in una particolare iterazione della 
simulazione, dove la quantità totale di carico distaccato (EENS) ammonta a circa 340 ppm. 
La Figura 6-17 mostra gli andamenti previsionali ed operativi (determinati durante la singola 
iterazione) del carico uniti alla quantità di energia non fornita nel tempo. In questo caso il 
distacco di carico è stato causato da due eventi quasi simultanei: la rottura di una linea di 
trasmissione (la Candia – Rosara), e la perdita di un gruppo di generazione per una potenza pari 
a circa 600 MW. La contemporaneità di tali eventi ha quindi portato in congestione la linea di 
trasmissione (Colunga – Casellina) e causato un deficit di potenza zonale. Come è possibile 
evidenziare dalla Figura 6-18, con la sola regolazione secondaria non è stato possibile sanare il 
deficit di potenza: questo indica che se fosse stato utilizzato tutto il margine di riserva seconda-
ria a disposizione, altri rami della rete sarebbero stati congestionati. Per risolvere tale 
contingenza di rete, quindi, è stato obbligatorio effettuare sia un distacco di carico che uno shift 
di potenza terziaria (come riportato nella Figura 6-19). 
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Figura 6-17 Diagramma di carico e distacco di carico 
 
 
Figura 6-18 Andamento riserva secondaria utilizzata 
Dalla Figura 6-19 è possibile desumere che lo shift di potenza è stato effettuato chiamando ad 
una riduzione di potenza, in regolazione terziaria, determinati gruppi termici disponibili (di tipo 
ciclo combinato e repowering); è possibile dedurre tale affermazione poiché dalla Figura 6-20 è 
visibile che il contributo netto della potenza in regolazione terziaria è nulla; viceversa, dal 
grafico soprastante, è possibile evincere un ampio contributo sia negativo che positivo di riserva 
terziaria impiegata. 
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Figura 6-19 Andamento riserva terziaria utilizzata 
 
Dalla Figura 6-21 è possibile osservare come la rottura della linea di trasmissione Candia – 
Rosara influenzi il ramo Colunga – Casellina. 
 
Figura 6-20 Riserva terziaria impiegata per tipo di generazione 
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Figura 6-21 Flussi di potenza sulle linee Colunga - Casellina e Candia – Rosara 
Risulta d’importante rilievo la Figura 6-22: da essa è possibile osservare la dislocazione 
geografica del distacco di carico effettuato per risolvere la congestione al quarto d’ora di 
simulazione 79; infatti, è possibile dedurre che per risolvere tale contingenza l’ottimizzatore ha 
effettuato dei distacchi di carico sia nelle vicinanze, che in punti lontani elettricamente della 
linea congestionata. Tale effetto è il risultato di un ottimo strettamente vincolato da limiti di 
rete, che da una prima osservazione non è di facile deduzione. 
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Figura 6-22 Dislocazione geografica del distacco di carico % 
 
6.4 Prestazioni delle simulazioni parallele 
Per testare le potenzialità dell’algoritmo parallelo del Monte Carlo Sequenziale descritto in 
precedenza (Capitolo 5), è stata eseguita una campagna di simulazioni su diversi casi studio 
della rete di trasmissione italiana. 
 
Figura 6-23 Speed-up in funzione dei CORE utilizzati 
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E’ importante ricordare che, la macchina di tipo parallelo sulla quale sono stati effettuati i test è 
la medesima descritta nel paragrafo 5.2. Com’è possibile osservare dalla Figura 6-23 lo speed-
up medio ottenuto si aggira intorno a 10 (con l’utilizzo di 12 CORE): tale risultato è più che 
confortevole, poiché una perdita del rendimento del 15%, unita ad un modello di rete così vasto 
in ingresso al simulatore, è un ottimo risultato in termini prestazionali (Figura 6-24). Ciò vuol 
dire che una simulazione completa della rete elettrica nazionale avviene in poco meno di 3 
minuti, contro quasi i trenta del metodo tradizionale seriale. 
 
Figura 6-24 Rendimento della macchina parallela in funzione dei CORE utilizzati 
Nella Figura 6-24 è riportato il rendimento di macchina in funzione del numero di CORE 
utilizzato. 
 
Figura 6-25 Iterazioni in funzione del tempo 
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Dalla Figura 6-25 (che mostra il numero d’iterazioni compiute in funzione del tempo e numero 
di CORE utilizzati) si deduce che non sono presenti problemi di “load balancing”; è oltremodo 
interessante far notare come, nelle simulazioni a basso numero di CORE, eventuali iterazioni di 
simulazione computazionalmente più gravose si trasformano in un rilassamento della retta in 
più punti, con un conseguente aumento del tempo totale di simulazione. Nella Figura 6-26 e 
Figura 6-27 sono riportati, per un caso studio particolare, la convergenza in funzione del 
numero di iterazioni e per tempo di simulazione. 
 
Figura 6-26 Convergenza in funzione del numero di iterazioni 
Come ovvio che sia, la convergenza in funzione del numero di iterazioni non è dipendente dal 
numero di CORE utilizzati; viceversa, il tempo piegato nella simulazione per arrivare a 
convergenza è in proporzione inversa allo speed-up riferito al medesimo numero di core 
utilizzati. 
 
Figura 6-27 Convergenza in funzione del tempo 
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6.5 Considerazioni conclusive 
Da tale caso studio si può fermamente concludere che l’algoritmo implementato del simulatore 
Monte Carlo Sequenziale e la sua versione parallela possono tranquillamente essere applicati ad 
un caso studio reale (caratterizzato da una elevato numero di elementi che lo compongono). Per 
far ciò è stata presa in esame la rete di trasmissione italiana a livelli di tensione di 220 e 400 kV. 
I risultati della simulazione, in termini di indici di rischio, ricalcano quelli presunti, inoltre è 
fondamentale sottolineare che il tempo necessario ad effettuare una simulazione completa (con 
orizzonte temporale giornaliero), nel caso in cui sia utilizzato l’algoritmo parallelo, è inferiore 
ai 3 minuti. 
In conclusione, tali risultati rivestono un ruolo di fondamentale importanza, poiché candidano 
tali algoritmi ad un utilizzo reale dell’applicativo sviluppato e delle sue tecniche di accelerazio-
ne. 
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7. Ottimizzazione operativa di un Virtual Power Plant 
Nel panorama tecnico esistono diverse definizioni del concetto di Virtual Power Plant (VPP). 
In questo lavoro, s’intende il Virtual Power Plant come un aggregato d’impianti di diversa 
natura (idroelettrici, turbogas, a ciclo combinato, di cogenerazione, diesel, accumulatori elettrici 
e termici, ecc.), gestiti da un ente supervisore che definisce i punti di lavoro dei singoli impianti 
secondo una logica di massimizzazione del profitto economico. Tale supervisione dovrà 
garantire la copertura di un determinato valore di carico elettrico e termico, una determinata 
immissione di potenza elettrica in rete, il tutto nel rispetto dei vincoli d’impianto e di rete [7]. 
Le unità appartenenti alla VPP potranno essere disperse sul territorio e allacciate in vari punti 
della rete di distribuzione elettrica in media tensione. In questo modo la VPP potrà essere 
assimilata in sede contrattuale di cessione di energia a un unico soggetto generante virtuale, 
sebbene le unità che la compongono siano fisicamente allacciate in vari punti del sistema 
complessivo. 
Così facendo la rete di distribuzione elettrica perde il proprio tradizionale ruolo di semplice 
alimentazione delle utenze (distributori di potenza), iniziando invece a garantire una certa 
connettività ai vari soggetti, dando la possibilità a ognuno di ricevere o immettere energia 
elettrica sul mercato energetico nazionale [8]. L’aggregazione di più unità di Generazione 
Distribuita, diventando assimilabile contrattualmente ad una unica centrale con maggiore 
capacità produttiva, porterebbe anche al superamento del limite di minima taglia per l’accesso 
al mercato elettrico liberalizzato, impegnandosi così alla fornitura di uno specifico andamento 
temporale di potenza. Tali diagrammi di fornitura di potenza elettrica sarebbero definiti 
attraverso contratti bilaterali con opportuni trader energetici o attraverso normali transazioni di 
mercato basate sull’equilibrio domanda ed offerta. 
7.1 Modellazione del VPP 
La seguente trattazione ha come scopo quello d’implementare una strategia che sia finalizzata a 
massimizzare il profitto derivante dalla gestione operativa del VPP. Tale algoritmo accetta in 
ingresso gli andamenti previsionali in funzione del tempo della potenza assorbita dai carichi 
elettrici e termici, generati dalle sorgenti rinnovabili che compongono il VPP, e determinerà, 
rispettando i vincoli operativi e strutturali, la movimentazione della restante generazione e degli 
accumuli energetici presenti. Per ottenere ciò è stato ipotizzato di suddividere il VPP in un 
insieme di stabilimenti connessi in cascata secondo uno schema radiale riportato in Figura 7-1, 
dove a un’estremità è installata la cabina primaria di connessione alla rete elettrica esterna. 
Inoltre, come ulteriori ipotesi, la rete è supposta non dissipativa, ed in un primo tempo è presa 
in esame solo la componente attiva della potenza: sono così trascurati i vincoli sulle tensioni 
(ipotizzati soddisfatti), e le componenti reattive di flusso sulle linee (ipotizzate trascurabili). 
Tale ottimizzatore può lavorare in diverse modalità di configurazione: nella prima, chiamata 
configurazione libera, il VPP è in grado di scambiare energia con la rete esterna, nel rispetto dei 
vincolo fisici dei componenti di rete; nella seconda, chiamata configurazione in isola, il flusso 
sulla cabina primaria è strettamente vincolato al valore nullo; e nella terza, chiamata configura-
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zione bilanciata, il VPP riceve un bonus proporzionale alla quantità di energia prodotta da fonte 
rinnovabile se la quantità di potenza scambiata con la rete esterna segue un certo valore 
previsionale al netto di una prefissata franchigia. 
 
Figura 7-1 Rete del VPP 
Ogni stabilimento che compone il VPP è suddiviso in due parti: una termica e un’elettrica. La 
sezione termica è costituita da un carico che è alimentato da un cogeneratore e da una caldaia a 
integrazione necessaria nei casi in cui il singolo cogeneratore non sia sufficiente a coprire le 
richieste di potenza. Inoltre, è inserita nel modello la possibilità di eseguire un accumulo di 
energia termica che soddisfa, quando e se necessario, le richieste d’energia e di potenza da parte 
del carico. Infine è prevista la possibilità di poter liberare la quantità di potenza termica in 
surplus non necessaria né al carico né all’accumulo termico. 
 
 
Figura 7-2 Stabilimento 
La sezione elettrica è suddivisa in due parti: un’interna al punto di scambio PCCi (Internal 
Point of Common Coupling), e un’esterna con il proprio punto di scambio PCCe (External Point 
of Common Coupling). Tale suddivisione è dovuta al fatto che, l’installazione a valle del punto 
di scambio esterno di un generatore da fonte rinnovabile eolica procurerebbe maggior profitto 
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rispetto a un’installazione a valle del punto di scambio interno. Questa soluzione è motivata 
dallo scenario tariffario odierno, perché nel caso in cui l’installazione avvenisse a valle del 
punto PCCi sarebbe fatturata solo l’energia al netto degli autoconsumi dovuti al carico elettrico; 
quindi, la parte esterna è composta da un solo generatore da fonte rinnovabile. La parte elettrica 
interna dello stabilimento è composta di un’utenza che è connessa sia alla rete sia alla sezione 
elettrica del cogeneratore, da un generatore da fonte rinnovabile e da un accumulo elettrico 
necessario a coprire le richieste energetiche nei casi in cui non sia conveniente acquistare 
energia dalla rete esterna e/o produrla. Lo schema di un singolo stabilimento è riportato in 
Figura 7-2, e ogni singolo elemento, di cui fa parte il VPP, può essere rappresentato come 
descritto in seguito. 
7.1.1 Cogeneratore 
La potenza elettrica, e allo stesso tempo quella termica, prodotta dal cogeneratore rappresenta 
una delle principali variabili manipolabili dall’ottimizzatore. Per cercare di mantenere il più 
leggero possibile il modello, ma contemporaneamente di non perdere di generalità, è ipotizzato 
che il cogeneratore abbia un rendimento elettrico costante al variare della potenza erogata, e 
costante il legame fra la potenza elettrica e termica prodotta Eq. 7-1. La potenza erogata può 
assumere valor nullo o essere compresa in un certo intervallo rappresentato da un valor minimo, 
diverso da zero, e un valor massimo Eq. 7-2. Questo consente di rappresentare il cogeneratore 
con il suo minimo tecnico: 
,p t∀  , , ,tchp pt chp p echp pt
p pλ=
 7-1
, , , ,
0echp pt echp min p echp pt echp max pp p p p− −= ∨ ≤ ≤  7-2
7.1.2 Rinnovabile Interno ed Esterno 
Gli andamenti in funzione del tempo della massima potenza producibile da fonte rinnovabile 
interna ed esterna rappresentano due delle numerose variabili d’ingresso al modello. Infatti, è 
possibile definire tramite le Eq. 7-3 e 7-4 i vincoli che descrivono tali andamenti: 
,p t∀  , ,
0 ires pt ires max ptp p −≤ ≤  7-3
, ,
0 eres pt eres max ptp p −≤ ≤  7-4
7.1.3 Accumulo elettrico e termico 
Una delle principali innovazioni introdotte in questa modellazione è la capacità di determinare 
gli andamenti in funzione del tempo delle energie accumulate negli stoccaggi elettrici e termici. 
Ogni accumulo è descritto da due tipi di vincoli diversi: uno di tipo integrale e uno di tipo 
istantaneo. Il vincolo integrale è rappresentato dai limiti energetici massimi, minimi e iniziali 
espressi con l’Eq. 7-5 e 7-6. Il vincolo di tipo istantaneo è rappresentato dai massimi valori di 
potenza in carica e scarica, ed espressi con Eq. 7-7 e 7-8. Infine è considerato unitario il 
rendimento energetico di ciclo. 
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ts pi
i Ts
e e e e
pδ δ
− − − −
=
− −
≤ ≤∑  7-6
,p t∀  , , ,es char p es pt es disc p
p p p
− −
− ≤ ≤
 7-7
, , ,ts char p ts pt ts disc pp p p− −− ≤ ≤  7-8
Per avere a fine simulazione la stessa quantità di energia contenuta negli accumuli elettrici e 
termici, è necessario modificare il vincolo di tipo integrale riferito all’ultimo intervallo di 
tempo. In altre parole: 
 
,p t Te∀ =  
,
0
Te
es pi
i Ts
p
=
=∑  7-9
,
0
Te
ts pi
i Ts
p
=
=∑  7-10
7.1.4 Caldaia a integrazione 
La caldaia a integrazione serve a colmare le richieste di potenza da parte del carico, ed even-
tualmente, anche dell’accumulo termico. La potenza così prodotta dovrà quindi essere compresa 
nei limiti descritto dalla disequazione 7-11. 
,p t∀  
, , ,
0 boil pt tl pt ts char pp p p −≤ ≤ +  7-11
7.1.5 Distacco di carico 
Nel caso in cui, per insufficienza di generazione o per violazioni di vincoli di rete, non sia 
possibile soddisfare completamente o in parte la richiesta di potenza dovuta al carico elettrico 
esiste la possibilità di ridurla in modo tale da poter rientrare nei vincoli violati o riequilibrare il 
bilancio di potenza. Inoltre, è possibile impostare un valor massimo di potenza distaccabile. Dal 
punto di vista di equivalente elettrico, il carico distaccato è una quantità positiva che va a 
sommarsi al carico previsionale (visto dalla rete come valore negativo). Il vincolo di massimo 
carico distaccabile è riportato nell’Eq 7-12. 
,p t∀  
, ,
0
eens pt el ptp γ≤ ≤  7-12
7.1.6 Linee e rete 
Con l’ipotesi di trascurare le perdite di rete, le tensioni e le potenze reattive, i limiti fisici, 
dovuti alla presenza della rete, possono essere rappresentati dal valor massimo di flusso di 
potenza che può scorrere su ogni linea, come rappresentato nell’Eq 7-13: 
,p t∀  
, ,lin pt lin max pp p −≤  7-13
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Inoltre, nel caso in cui l’ottimizzatore lavori nella configurazione in isola è necessario modifica-
re il limite dell’ultima linea. In questo caso la potenza massima ammissibile per tale linea è 
posta uguale a valor nullo. 
,p t∀  
,
0lin Nptp =  7-14
7.1.7 Bilancio di potenza 
Con riferimento alla Figura 7-2 è possibile ricavare il bilancio di potenza elettrica applicato al 
nodo interno Eq. 7-15 ed esterno Eq 7-16 di stabilimento (con verso positivo se entrante nel 
nodo), mantenendo valida l’ipotesi di configurazione di rete radiale: 
,p t∀  
, , , , , ,int pt echp pt ires pt es pt eens pt el ptp p p p p p= + + + −  7-15
( )1
, , , , ,
1
p
lin pt int pt eres pt int it eres it
i
p p p p p
−
=
= + + +∑  7-16
Inoltre, mantenendo le stesse ipotesi valide per la parte elettrica, è possibile scrivere il bilancio 
della parte termica: 
,p t∀  
, , , , ,tl pt tchp pt boil pt ts pt sur ptp p p p p= + + −  7-17
7.2 Modello economico 
La funzione obiettivo, rappresentata dall’Eq. 7-18 deve tener conto di tutte le variabili ottimiz-
zabili in uscita al modello ed il loro andamento in funzione del tempo per tutti gli stabilimenti 
che compongono il VPP. Le variabili possono essere suddivise per categorie, ovvero: 
1. ce: onere o introito derivante dall’acquisto o vendita dell’energia elettrica in rete; 
2. ci: incentivo dovuto alla produzione di energia da fonte rinnovabile; 
3. cc: onere da sostenere per l’acquisto di combustibile da bruciare in caldaia o nel 
cogeneratore; 
4. cl: onere da sostenere nel caso in cui vi sia mancata copertura del carico elettrico; 
5. cb: introiti derivanti da incentivi di varia natura. 
 ( )max e i c l b
time plant
c c c c cξ  = ± + − − + 
 
∑ ∑  7-18
E’ importante evidenziare che l’ottimizzazione è esteta a tutto l’orizzonte temporale di simula-
zione per tutti gli stabilimenti che compongono il VPP. 
7.2.1 Acquisto e cessione di energia elettrica 
Tale flusso economico è valutato in base alla quantità di energia scambiata sul punto di 
fatturazione PCCi (Internal Point of Common Coupling). Il costo unitario della quantità 
energetica scambiata dipende dai risultati del mercato energetico e dalle tariffe vigenti, e in 
generale, sarà funzione del verso dell’energia scambiata. 
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,p t∀  , , , ,
, , , ,
0
0
i
i
int pt pcc pt es h int pt
int pt pcc pt ep h int pt
p c c p
p c c p
δ
δ
≥ ⇒ =

< ⇒ =
 7-19
Analogamente, la stessa ipotesi è fatta per l’energia scambiata sul PCCe; in questo caso però è 
ipotizzata la sola vendita di energia verso la rete tramite tariffa omnicomprensiva. In altre 
parole il flusso economico è proporzionale all’energia elettrica prodotta, non ulteriormente 
cumulabile alla vendita stessa. Tale introito è riportato nell’Eq. 7-20. 
,p t∀  
, , ,epcc pt eres h eres pt
c c pδ=  7-20
7.2.2 Incentivi da fonte rinnovabile interna 
Altra fondamentale parte degli introiti deriva dagli incentivi dovuti alla produzione da fonte 
energetica rinnovabile. In questo caso, contrariamente al precedente, tale fonte d’incentivo è 
cumulabile con la tariffa di vendita, e sarà erogato a prescindere dal suo utilizzo, cioè se per 
l’autoconsumo o l’immissione in rete. Tale introito è riportato nell’Eq. 7-21: 
,p t∀  
, , ,ires pt ires h ires ptc c pδ=  7-21
7.2.3 Costo del combustibile 
Il costo del volume di gas usato, distinto in base all’utilizzo (cogeneratore o caldaia), è tradotto 
in un costo in base alle tariffe di acquisto del combustibile. Si considera l’eventuale defiscaliz-
zazione adesso vigente in Italia come fonte di altro incentivo. In altre parole i costi unitari 
derivanti dall’utilizzo della caldaia e cogeneratore saranno del tipo: 
,p t∀  
( ), ,
,
boil pt boil gh h
boil p
c f cδ
η
= −  7-22
( )
, , ,
,chp pt chp gh h gg hc f c cδ= −  7-23
La funzione che lega il costo equivalente unitario per la caldaia ed il cogeneratore sarà descritto 
in seguito. Il costo totale dovuto all’acquisto del combustibile è descritto nell’Eq.7-24: 
,p t∀  
, , , , ,ttc pt boil pt boil pt chp pt echp ptc c p c p= +  7-24
7.2.4 Costo del distacco di carico 
L’onere di un eventuale distacco di carico è penalizzato da un elevatissimo costo unitario del 
disservizio, proprio perché si vuole evitare tal evenienza estrema. Il costo totale dovuto a tale 
disservizio è riportato nell’Eq. 7-25. 
,p t∀  
, , ,eens pt eens h eens ptc c pδ= −  7-25
7.2.5 Bonus inseguimento andamento previsionale 
Deve comparire, nella funzione obiettivo, un ulteriore elemento di introito proporzionale ad un 
certo coefficiente β ed a tutta la potenza prodotta da rinnovabile interno nel caso in cui 
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l’ottimizzatore lavori in modalità bilanciata, e se la potenza di scambio con la rete esterna è 
compresa fra i due limiti definiti previsionalmente. 
,p t∀  ( ) ( )
, , , , , ,
1
1 1
Np
forecast t line Npt forecast t b t ires h ires it
i
p p p c c pε ε δβ
=
− ≤ ≤ + ⇒ = ∑ 7-26
7.2.6 Funzione obiettivo 
Portando a somma tutti i membri in precedenza descritti è possibile scrivere la funzione 
obiettivo del VPP Eq. 7-27. Di fondamentale importanza è ricordare che con tale scrittura 
otteniamo il massimo esteso a tutti gli intervalli di simulazione di tutti gli stabilimenti. 
,p t∀  { }, , , , , ,
1
max
i e
NpTe
ttc hu pcc hu pcc hu res hu eens hu b u
u Ts h
c c c c c cζ
= =
 
= + + + + + 
 
∑ ∑  7-27
7.3 Implementazione 
La necessità di descrivere una grandezza tramite una variabile che possa assumere valor nullo in 
aggiunta al suo intervallo di esistenza, e la necessità di modificare il valore del coefficiente di 
costo nella funzione obiettivo in base al valore assunto dalla variabile associata, implica 
obbligatoriamente a utilizzare un tipo di ottimizzatore che sia pur sempre lineare (poiché il 
modello è ipotizzato tale), ma che consenta anche l’utilizzo di variabili di natura intera e 
booleana, grazie alle quali è possibile costruire un problema ausiliario che consenta di soddisfa-
re le suddette necessità. Riassumendo, il problema in esame è di tipo lineare a tratti, e 
l’ottimizzatore più consono per la risoluzione di tale classe di problemi è chiamato MILP 
(Mixed Integer Linear Programming) [9.1]. Inoltre, deve esser posta massima attenzione alla 
formulazione del problema poiché le sue eccessive dimensioni potrebbero causare la non 
risolutività a livello computazionale: ciò è dovuto al fatto che ogni singolo stabilimento è 
descritto nel tempo, con andamento dei valori energetici degli accumuli, e nello spazio, con i 
flussi di potenza scambiati con gli altri stabilimenti e la rete esterna. 
7.3.1 Rimodellazione della parte elettrica del modello 
Poiché il costo o ricavo unitario, dovuto all’acquisto o cessione dell’energia elettrica sul punto 
di scambio interno allo stabilimento, è di norma differente (nel valore e nel segno), è necessario 
scomporre la variabile che rappresenta la potenza scambiata in due membri. Il primo, che può 
assumere solo valori positivi, rappresenta la quota parte di potenza ceduta alla rete; mentre il 
secondo, che può assumere solo valori negativi, rappresenta la quota parte di potenza assorbita 
dalla rete. Tale scomposizione di variabile è espressa nell’Eq. 7-28 e Eq. 7-29. 
,p t∀  
, , ,int pt int pt int ptp p p
+ −
= +  7-28
Dove: 
,p t∀  , 0
, 0
int pt
int pt
p
p
+ +
− −
 ∈

∈
ℝ
ℝ
 7-29
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Inoltre, quando una delle due variabili assume valori diversi da zero l’altra deve essere nulla, e 
viceversa. Deve essere quindi introdotta una variabile ausiliaria di tipo booleano, che esprima, 
in funzione del suo livello logico, la possibilità da parte di una variabile o dell’altra di assumere 
valori diversi da zero; è importante ricordare che, per ogni stabilimento e intervallo, è definita 
una variabile ausiliaria booleana distinta. 
,p t∀  , , ,
, , ,
0 0 0
1 0 0
int pt int pt int pt
int pt int pt int pt
b p p
b p p
+ −
+ −
 = ⇒ ≥ ∧ =

= ⇒ = ∧ ≤
7-30
Poiché la potenza interna allo stabilimento è composta di più parti, anche esse saranno scisse, e 
definite dalla somma di due membri. Per la potenza elettrica derivante dal cogeneratore è 
possibile scrivere: 
,p t∀  
, , ,echp pt echp pt echp ptp p p
+ −
= +  7-31
Dove: 
,p t∀  
, ,
, ,
0
0
echp pt echp max p
echp pt echp max p
p p
p p
+
−
−
−
≤ ≤
≤ ≤
 7-32
Per mantenere valida l’ipotesi di potenza nulla di un membro o l’altro in funzione del valore che 
assume la variabile booleana bint,pt è necessario introdurre due disequazioni descritte nelle Eq. 
7-33 e 7-34. 
,p t∀  , , , ,
0
echp pt int pt echp max p echp max pp b p p
+
− −
≤ + ≤  7-33
, , , ,
0
echp max p echp pt int pt echp max pp p b p
−
− −
− ≤ − ≤  7-34
Quando bint,pt è uguale a 0 le due disequazioni possono essere semplificate come segue: 
,p t∀  , , ,
0 0
echp pt echp max p echp ptp p p
+ +
−
≤ ≤ ⇒ ≠  7-35
, , ,
0 0
echp max p echp pt echp ptp p p
− −
−
− ≤ ≤ ⇒ =  7-36
Viceversa, quando bint,pt è uguale a 1 le due disequazioni possono essere nuovamente semplifi-
cate come segue: 
,p t∀  , , , ,
0 0
echp pt echp max p echp max p echp ptp p p p
+ +
− −
≤ + ≤ ⇒ =  7-37
, , , , ,
0 0
echp max p echp pt int pt echp max p echp ptp p b p p
− −
− −
− ≤ − ≤ ⇒ ≠  7-38
In questo caso però, per descrivere la possibilità di assumere valori nulli o compresi fra un 
minimo (diverso da zero) e un massimo, è necessario introdurre una seconda variabile booleana 
associata alla disequazione descritta nell’Eq.7-39. 
,p t∀  
, , , , , ,
0
echp min p echp max p echp pt echp pt chp pt echp max pp p p p b p
+ −
− − −
− ≤ + − ≤  7-39
Quando bchp,pt è uguale ad 1 l’Eq. 7-39 si può semplificare come: 
,p t∀  
, , , ,echp min p echp pt echp pt echp max pp p p p
+ −
− −
≤ + ≤  7-40
Mentre quando bchp,pt è uguale ad 0 l’Eq. 7-39 si può semplificare come: 
,p t∀  ,
, , , ,
,
0
0
0
echp pt
echp min p echp max p echp pt echp pt
echp pt
p
p p p p
p
+
+ −
− −
−
 =
− ≤ + ≤ ⇒ 
=
 7-41
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Le stesse ipotesi, utilizzate per scindere la potenza elettrica prodotta dal cogeneratore, possono 
essere utilizzate per dividere la potenza prodotta da fonte rinnovabile interna allo stabilimento 
Eq. 7-42 a 7-45 e il valore di distacco di carico Eq. 7-46 a 7-49. 
,p t∀  
, , ,ires pt ires pt ires ptp p p
+ −
= +  7-42
Dove: 
,p t∀  
, ,
, ,
0
0
echp pt echp max p
echp pt echp max p
p p
p p
+
−
−
−
≤ ≤
≤ ≤
 7-43
Quindi: 
,p t∀  , , , ,
0 ires pt int pt ires max pt ires max ptp b p p
+
− −
≤ + ≤  7-44
, , , ,
0ires max pt ires pt int pt ires max ptp p b p
−
− −
− ≤ − ≤  7-45
Mentre per il distacco di carico: 
,p t∀  
, , ,eens pt eens pt eens ptp p p
+ −
= +  7-46
Dove: 
,p t∀  
, ,
, ,
0
0
eens pt el pt
eens pt el pt
p
p
γ
γ
+
−
≤ ≤
≤ ≤
 7-47
Quindi: 
,p t∀  , , , ,
0
eens pt int pt el pt el ptp b γ γ+≤ + ≤  7-48
, , , ,
0
el pt eens pt int pt el ptp bγ γ−− ≤ − ≤  7-49
Anche i flussi di potenza, che determinano gli andamenti energetici degli stoccaggi elettrici, 
devono essere nuovamente descritti in funzione delle ipotesi sopra citate. In particolare : 
,p t∀  
, , ,es pt es pt es ptp p p
+ −
= +  7-50
Per assicurare l’annullamento di un membro, quando l’altro è diverso da zero, sono introdotti 
altri quattro nuovi vincoli: 
,p t∀  
, , , , ,es char p es pt int pt es disc p es disc pp p b p p
+
− − −
− ≤ + ≤  7-51
, , , , ,es char p es pt int pt es char p es disc pp p b p p
+
− − −
− ≤ − ≤  7-52
, , , , ,
0
es char p es disc p es pt int pt es disc pp p p b p
−
− − −
− − ≤ − ≤  7-53
, , , , ,
0
es pt int pt es char p es char p es disc pp b p p p
−
− − −
≤ + ≤ + +  7-54
Questi vincoli consentono di ottenere, quando la variabile bint,pt è uguale a 0, le seguenti 
diseguaglianze: 
,p t∀  , , ,es char p es pt es disc p
p p p+
− −
− ≤ ≤  
7-55
,
0
es ptp
−
=  
Viceversa, quando la variabile bint,pt assume valore uguale ad 1 si ottiene: 
,p t∀  ,
0
es ptp
+
=  
7-56
, , ,es char p es pt es disc pp p p
−
− −
− ≤ ≤  
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Contrariamente i vincoli di tipo integrale non devono essere modificati, tranne la potenza che 
non è più definita dalla sola pes,pt, ma dall’Eq.7-50. In conclusione è possibile scrivere il nuovo 
bilancio di potenza elettrica, mantenendo comunque valida l’ipotesi di schema di connessione 
radiale: 
,p t∀  
, , , , , , , ,el pt int pt int pt el pt echp pt ires pt es pt eens ptp p b p p p p p
+ + + + +
= − + + + + +  7-57
, , , , , , ,
0 int pt int pt el pt echp pt ires pt es pt eens ptp b p p p p p
− − − − −
= − − + + + +  7-58
( )1
, , , , , , ,
1
p
lin pt int pt int pt eres pt int it int it eres it
i
p p p p p p p
−
+ − + −
=
= + + + + +∑  7-59
Importanti considerazioni devono essere fatte per implementare la modalità bilanciata 
nell’ottimizzatore. Per implementare tale caratteristica deve comparire, nella funzione obiettivo, 
una quantità proporzionale alla potenza prodotta da rinnovabile solo quando la potenza di 
scambio con l’esterno è compresa all’interno di un certo margine prestabilito. Il problema 
ausiliario per sviluppare tale caratteristica è composto di tre variabili booleane e di sei variabili 
reali, ognuna delle quali può assumere solo valori positivi o negativi Eq. (60); inoltre, a 
completare l’analisi, sono introdotti tre insiemi di equazioni. 
t∀  
, , ,
, , {0,1}inf supb t b t b tb b b ∈  
7-60
, , , , 0, , ,b t b t inf t sup tp p α α
+ − + + +∈ℝ  
, , 0,inf t sup tα α
− − −∈ℝ  
Il primo set di equazioni 7-61 a 7-63 ha il compito di far associare alla variabile bb,tinf il valore 1 
quando la potenza transitante, sulla linea di scambio con la rete esterna, è inferiore al valore 
previsionale al netto della franchigia, come riportato nella Figura 7-3. 
t∀  
( )
, , , ,
1 forecast t lin Npt inf t inf tp pε α α
+ −
− = + +  7-61
, , , ,
0 2 2infinf t b t lin max Np lin max Npb p pα
+
− −
≤ − + ≤  7-62
, , , ,
0 2 2infinf t b t lin max Np lin max Npb p pα
−
− −
≤ − + ≤  7-63
Graficamente: 
 
Figura 7-3 Limite Inferiore 
Viceversa il secondo set di equazioni 7-64 a 7-66 ha il compito di associare alla variabile bb,tsup 
il valore 1 quando la potenza transitante, sulla linea di scambio con la rete esterna, è superiore 
al valore previsionale al netto della franchigia, come riportato nella Figura 7-4. 
t∀  
( )
, , , ,
1 forecast t lin Npt sup t sup tp pε α α
+ −+ = + +  7-64
, , , ,
0 2 2sup
sup t b t lin max Np lin max Npb p pα
+
− −
≤ + ≤  7-65
, , , ,
0 2 2sup
sup t b t lin max Np lin max Npb p pα
−
− −
≤ + ≤  7-66
( )
,
1fo reca s t tp ε−
( )
, ,
1fo reca s t t l in e N p tp pε− ≤( ), ,1fo reca s t t l in e N p tp pε− ≥
,
1in fb tb
⇓
=
,
0in fb tb
⇓
=
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Graficamente: 
 
Figura 7-4 Limite superiore 
Dove la plin,Npt è data da: 
t∀  ( )1
, , , , , , ,
1
Np
lin Npt int Npt int Npt eres Npt int it int it eres it
i
p p p p p p p
−
+ − + −
=
= + + + + +∑  7-67
Il rispetto del vincolo descritto nell’Eq. (68) consente di associare il valore 1 alla variabile bb,t 
solo quando la potenza transitante, sulla linea di connessione alla rete esterna, è contenuta 
all’interno del margine impostato precedentemente. 
t∀  
, , ,
1inf supb t b t b tb b b+ + =  7-68
Introducendo gli ultimi due vincoli Eq. 7-69 e 7-70 è possibile ricavare una variabile che sia 
uguale alla somma di tutte di tutte le potenze prodotte dalle fonti rinnovabili interne solo 
quando la potenza di scambio è contenuta all’interno di un valore stabilito previsionalmente. 
t∀  
, , , ,
1 1
0
Np Np
ires max it b t b t ires max it
i i
p p b p+
− −
= =
− ≤ − ≤∑ ∑ 7-69
, , , ,
1 1
0
Np Np
b t b t ires max it ires max it
i i
p b p p−
− −
= =
≤ + ≤∑ ∑  7-70
Dove: 
t∀  ( )
, , , ,
1
Np
ires it ires it b t b t
i
p p p p+ − + −
=
+ = +∑  7-71
Un guadagno, non nullo solo alla variabile p+b,t, è quindi associato all’interno della funzione 
obiettivo. 
t∀  ( ) ( ) ( )
, , , , , ,
1
1 1
Np
forecast t line Npt forecast t b t ires it ires it
i
p p p p p pε ε + + −
=
− ≤ ≤ + ⇒ = +∑  7-72
Graficamente: 
 
Figura 7-5 Limiti inferiore e superiore 
 
( )
,
1fo reca s t tp ε+
( )
, ,
1l in e N p t fo reca s t tp p ε≤ + ( ), , 1l in e N p t fo reca s t tp p ε≥ +
,
0su pb tb
⇓
=
,
1su pb tb
⇓
=
( )
,
1fo r e c a s t tp ε− ( ), 1fo r e c a s t tp ε+
( )
,
, , ,
1
1b t
N p
b t ires it ire s it
i
b
p p p+ + −
=
=
⇓
= +∑
,
,
0
0
b t
b t
b
p +
=
⇓
=
,
,
0
0
b t
b t
b
p +
=
⇓
=
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7.4 Formulazione matriciale 
Nell’Eq. 7-73 sono riportate, in forma matriciale, l’insieme di tutte le disequazioni che rappre-
sentano lo stato di un generico p-esimo stabilimento per il generico intervallo di tempo t-esimo: 
,p t∀  pt pt pt ptd M x u≤ ≤  7-73
Dove l’elemento xpt è il vettore che raggruppa tutte le variabili che caratterizzano lo stato dello 
stabilimento, upt e dpt sono i vettori che rappresentano i limiti inferiori e superiori dei vincoli e 
Mpt è la matrice dei coefficienti lineari. È importare ricordare che il rispetto dei vincoli è esteso 
a tutti i prodotti della generica riga i-esima della matrice Mpt con il vettore xpt. Nell’Eq. 7-74 è 
riportata la matrice Mpt in ogni singolo elemento; il vettore delle variabili xpt ed il vettore dei 
coefficienti di costo cpt e dei limiti upt e dpt sono riportati nell’ EQ 7-76 anch’essi per ogni loro 
singolo elemento. 
,p t∀  
,
,
,
,
,
,
,
,
,
, ,
1 1 1 1 1
1 1 1 1 1
1 1
1
1
1
1
1
1
1
1
1
1
1 1
1 1 1
1
1 1 1
el pt
el pt
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E’ importate ricordare che, per connettere i vari stabilimenti nello spazio è definita una matrice, 
chiama L, composta da tutti elementi nulli, eccetto che per l’ultima riga, identica alla matrice 
M. 
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Ugualmente, per il legame temporale (necessario alla definizione dei vincoli di natura integrale 
degli accumuli) è definita una matrice, chiamata I, composta di tutti elementi nulli, eccetto che 
per le righe riferite ai vincoli integrali degli accumuli elettrici e termici. Infine, nell’Eq. 7-75 
mostra la matrice completa del VPP riferita a tre stabilimenti per tre intervalli di simulazione. 
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Se il simulatore lavora in modalità in bilanciata, le matrici M riferite all’ultimo stabilimento 
devono essere modificate, con l’aggiunta di una parte ausiliaria. 
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Dove le matrici J e NptM
∆
 sono riportate nell’Eq. 7-81, inoltre i limiti sui vincoli hanno le 
seguenti aggiunte, riportate nell’Eq. 7-78: 
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Stesse considerazioni possono essere fatte per il vettore delle variabili e dei coefficienti di peso 
della funzione obiettivo: 
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Che espressi in ogni loro singolo componente: 
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Quindi, devono anche essere aggiornate anche le matrici L riferite all’ultimo stabilimento, 
ovvero quelle necessarie ad effettuare la connessione nello spazio fra gli stabilimenti. 
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7.5 Cogeneratore con rendimento variabile 
Rappresentare il cogeneratore con un rendimento elettrico variabile in funzione della potenza 
elettrica in uscita, modellandolo in forma esatta, esula dagli scopi di questa trattazione. Tale 
modellazione non è presa in esame perché trasformerebbe la trattazione finora descritta in un 
problema non lineare. Esiste, però, un giusto compromesso fra rappresentare il cogeneratore 
con rendimento variabile o costante: e cioè è possibile ipotizzare un rendimento costante a tratti. 
Questa soluzione consente di modellare la non linearità del cogeneratore e di rimanere nelle 
ipotesi iniziali del problema; la bontà di questa scelta sta nel ridurre al minimo errore fra la 
curva di rendimento reale e la sua semplificazione. È ovvio sottolineare che, descrivere la curva 
con infiniti tratti costanti equivale a non compiere nessuna semplificazione, mentre avere un 
solo tratto equivale a rappresentare il cogeneratore con un rendimento costante. 
 
Figura 7-6 Andamento rendimento cogeneratore 
Nella Figura 7-6 è rappresentato un caratteristico andamento del rendimento con la propria 
semplificazione costante a tratti. In questo caso la caratteristica è stata spezzata in tre tratti, 
ognuno con il proprio ∆p (ampiezza) e η. Utilizzando la stessa descrizione usata nel 7.3.1 è 
possibile introdurre le nuove disequazioni e variabili riferite a ogni tratto costante introdotto: 
 0 k kp p≤ ≤ ∆  
7-83 11 0k kb b−− ≤ − + ≤  
 
1 0k kk k k kp p b p b p
−
−∆ ≤ − ∆ − ∆ ≤  
Il primo vincolo serve a limitare la potenza dal singolo tratto al suo valor massimo; l’unione 
logica della seconda e terza disequazione impone di dover utilizzare tutta la potenza derivante 
dal tratto precedente prima di accedere a quella derivante dal gradino successivo (dove le bk 
sono variabili di natura booleana). L’utilizzo di tale problema ausiliario è dovuto al fatto che la 
trattazione descritta non è di natura convessa e quindi non è possibile ottenere automaticamente 
prima l’utilizzo del gradino con costo maggiore (perché il rendimento è più basso) e poi quello 
successivo; viceversa se il rendimento diminuisse al crescere della potenza in uscita, il proble-
ma avrebbe una rappresentazione convessa e quindi non sarebbe necessario il problema 
ausiliario. Infine introducendo l’ultima equazione: 
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η
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Otteniamo la potenza totale in uscita, composta dal suo minimo tecnico pmin (moltiplicata per il 
suo stato di Unit Commitment bon/off) sommato a tutte le potenze derivanti dai Nk intervalli con 
il quale è stato suddiviso il range di uscita della potenza elettrica del cogeneratore. Tale 
modellazione aggiuntiva non è stata implementata, ma nulla vieta che possa essere introdotta 
con studi futuri, dove magari l’utilizzo di rendimenti costanti per i cogeneratori comporterebbe-
ro errori non desiderabili in uscita. 
7.6 Caso studio “Uno” 
Con il seguente caso studio si applica il modello sopra descritto a un caso reale, composto di 
cinque stabilimenti per un orizzonte temporale di un giorno, con passo di un’ora. In ogni 
stabilimento è contenuta un’unità di cogenerazione, un carico elettrico e termico e una caldaia a 
integrazione: le caratteristiche strutturali sono riportate nelle Tabella 7-1 Tabella 7-2 Tabella 
7-3 Tabella 7-4; inoltre, è ipotizzata la presenza di generazione fotovoltaica per IRES e da fonte 
eolica per ERES: gli andamenti previsionali sono riportati in Tabella 7-9 e Tabella 7-10. 
Infine, in Tabella 7-7 e Tabella 7-8 sono riportati gli andamenti previsionali dei carichi elettrici 
e termici. 
Tabella 7-1 Cogeneratore: dati strutturali 
 Stabilimento 1 Stabilimento 2 Stabilimento 3 Stabilimento 4 Stabilimento 5 
pechp-max kW 50 80 100 90 150 
pechp-min kW 5 10 20 55 20 
ηchp % 30 33 25 33 45 
λ 1.5 0.7 1.1 0.9 1 
Tabella 7-2 Accumulo elettrico: dati strutturali 
 Stabilimento 1 Stabilimento 2 Stabilimento 3 Stabilimento 4 Stabilimento 5 
ees-max kWh 30 60 10 40 30 
ees-start kWh 18 60 0 40 7 
ees-min kWh 10 20 0 0 4 
pes-char kW 7 5 1 5 1 
pes-disc kW 7 5 1 5 1 
Tabella 7-3 Accumulo termico: dati strutturali 
 Stabilimento 1 Stabilimento 2 Stabilimento 3 Stabilimento 4 Stabilimento 5 
ets-max kWh 50 70 20 40 30 
ets-start kWh 20 50 10 40 3 
ets-min kWh 10 10 5 0 10 
pts-char kW 5 10 5 5 7 
pts-disc kW 5 10 5 5 7 
Tabella 7-4 Caldaia ad integrazione 
 Stabilimento 1 Stabilimento 2 Stabilimento 3 Stabilimento 4 Stabilimento 5 
ηboil % 85 95 90 85 93 
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I limiti termici delle linee sono riportati nella Tabella 7-5; per ipotizzare una limitazione 
strutturale di rete è stata ridotta la potenza transitabile sulla linea tre. 
Tabella 7-5 Potenze massime di rete 
 Stabilimento 1 Stabilimento 2 Stabilimento 3 Stabilimento 4 Stabilimento 5 
plin-max kW 500 500 75 500 500 
 
In Tabella 7-6 sono riportati prezzi di acquisto e vendita dell’energia elettrica durante tutte le 
ore del giorno. L’accisa per l’acquisto del combustibile (ipotizzato essere gas naturale) è 
assunta pari a 36,8 €/Smq per gas uso calore, e 34,9 €/Smq per gas uso generazione. In 
aggiunta, come ulteriore incentivo per l’acquisto di GAS uso generazione, è considerata la 
defiscalizzazione forfettaria adesso vigente in Italia. Utilizzando l’Eq. 7-22 per il cogeneratore e 
7-23 per la caldaia a integrazione e introducendo le due funzione si ottiene il costo €/kW: 
,p t∀  
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Gli incentivi per l’IRES sono assunti pari a 400 €/MWh, quelli per l’ERES a 300 €/MWh, e il 
costo per il distacco di carico pari a 8000 €/MWh. 
Tabella 7-6 Costo elettricità 
h Prezzo Acquisto 
€/MWh 
Prezzo Vendita 
€/MWh 
1 106 63 
2 106 53 
3 106 51 
4 106 50 
5 106 51 
6 106 52 
7 106 63 
8 125 67 
9 135 73 
10 135 80 
11 135 80 
12 135 80 
 
h Prezzo Acquisto 
€/MWh 
Prezzo Vendita 
€/MWh 
13 135 70 
14 135 69 
15 135 73 
16 135 79 
17 135 80 
18 135 71 
19 135 66 
20 125 67 
21 125 72 
22 125 77 
23 125 67 
24 106 63 
 
 
Gli andamenti dei carichi in funzione del tempo (espressi in kW) sono: 
 
Tabella 7-7 Carico Elettrico 
s\h 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 
Stab.1 84 83 84 84 80 90 118 130 141 147 148 128 99 96 109 135 145 150 144 133 92 60 63 62 
Stab.2 38 37 38 36 37 33 58 78 95 97 92 95 91 96 90 99 100 100 82 66 45 34 30 29 
Stab.3 70 73 75 73 73 73 75 74 68 71 72 74 73 71 70 70 79 80 77 72 73 70 66 67 
Stab.4 18 18 18 18 18 17 19 21 31 40 37 38 36 35 39 37 36 32 30 27 21 19 19 19 
Stab.5 68 63 52 52 52 52 59 57 66 86 92 92 88 88 82 100 85 81 73 64 62 60 69 73 
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Tabella 7-8 Carico Termico 
s\h 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 
Stab.1 99 99 99 99 99 100 92 84 89 88 88 83 92 97 97 97 97 95 95 95 96 95 94 93 
Stab.2 0 0 0 0 0 0 2 98 112 105 117 100 86 117 105 115 117 112 111 102 2 0 0 0 
Stab.3 33 33 33 33 33 33 34 35 50 61 68 70 70 65 65 68 67 58 50 40 44 33 32 32 
Stab.4 60 60 59 60 60 60 59 60 60 59 59 59 59 60 60 60 60 59 59 59 59 60 60 60 
Stab.5 0 0 0 0 0 0 2 79 86 71 90 75 1 0 2 22 82 83 83 68 2 0 0 0 
 
Gli andamenti delle fonti rinnovabili in funzione del tempo (espressi in kW) sono: 
Tabella 7-9 Andamento rinnovabile interno 
s\h 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 
Stab.1 0 0 0 0 0 0 2 5 10 2 7 11 14 11 7 2 24 17 10 5 2 0 0 0 
Stab.2 0 0 0 0 0 0 2 5 9 2 6 11 12 12 6 2 24 17 10 5 3 0 0 0 
Stab.3 0 0 0 0 0 0 3 5 10 2 8 12 15 11 8 2 24 16 11 5 3 0 0 0 
Stab.4 0 0 0 0 0 0 3 5 11 3 7 11 14 11 7 3 24 19 10 5 3 0 0 0 
Stab.5 0 0 0 0 0 0 2 5 11 3 7 13 15 13 7 2 24 17 10 5 3 0 0 0 
Tabella 7-10 Andamento rinnovabile esterno 
s\h 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 
Stab.1 0 0 1 0 6 6 0 2 2 6 4 13 6 9 13 9 2 24 24 4 4 6 2 1 
Stab.2 0 0 0 0 0 3 0 6 3 0 0 0 10 16 0 3 3 24 3 16 16 0 0 0 
Stab.3 11 7 0 0 2 7 2 4 7 7 2 2 0 24 0 0 0 0 0 0 1 0 0 0 
Stab.4 0 0 0 0 0 1 0 1 0 4 1 4 4 4 4 24 17 11 4 4 4 0 0 0 
Stab.5 6 2 4 1 0 0 0 0 1 0 1 0 1 0 0 0 3 0 6 6 13 24 17 13 
 
Dalla Tabella 7-9 si evidenzia che le potenze generate hanno un andamento molto simile tra di 
loro. 
 
Figura 7-7 Caso studio uno: cogeneratori 
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Questo è dovuto alla vicinanza geografica fra gli stabilimenti e al fatto che i vari generatori 
fotovoltaici hanno egual potenza nominale. Gli andamenti di potenza elettrica prodotta dai 
cogeneratori sono riportati in Figura 7-7. È interessante far notare come si differenziano le 
logiche di gestione fra i cogeneratori dello stabilimento uno e quattro. Nel primo, il cogenerato-
re è costantemente tenuto a potenza nominale, mentre nel secondo, in alcune ore del giorno il 
cogeneratore è addirittura tenuto spento. Questi diversi comportamenti sono dovuti alla gestione 
finalizzata al massimo profitto globale di VPP. 
 
Figura 7-8 Caso studio due: accumuli elettrici 
Nella Figura 7-8 sono riportati gli andamenti energetici degli stoccaggi elettrici in funzione del 
tempo. E’ importante sottolineare come ogni singolo stoccaggio, a fine simulazione, ritorni al 
valore iniziale di carica, e ogni accumulo segua cicli di carica e scarica completamente differen-
ti gli uni dagli altri. Ciò dipende dalla quantità di potenza richiesta dal carico durante tutta la 
simulazione, la potenza prodotta dal cogeneratore (con i suoi vincoli strutturali) e dal costo del 
gas e dell’elettricità in funzione del tempo (ipotizzando soddisfatti tutti i vincoli di rete). 
 
Figura 7-9 Caso studio uno: accumuli termici 
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In Figura 7-10 sono riportati gli andamenti delle potenze prodotto dalle caldaie ad integrazione 
in funzione del tempo. Questi andamenti sono dovuti alla richiesta di potenza termica da parte 
del carico (quando il cogeneratore e gli accumuli termici non sono in grado di far fronte alla 
domanda, o quando, in termici economici, non è conveniente accendere il cogeneratore). 
 
Figura 7-10 Caso studio uno: caldaia ad integrazione 
Una volta determinata la potenza termica assorbita e prodotta e scambiata con gli accumuli, la 
potenza in surplus è automaticamente imposta, ed è descritta nella Figura 7-11: 
 
Figura 7-11 Caso studio uno: potenza in surplus 
La Figura 7-12 mostra gli andamenti dei flussi sulle linee in funzione del tempo. È interessante 
sottolineare come sia rispettato il vincolo di massimo flusso di 75kW sulla linea tre. Da notare 
come il flusso sulla linea cinque (ovvero quella che collega il VPP con la rete esterna) in alcune 
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ore del giorno diventi positivo: cioè il VPP è visto come una sorgente di potenza e non come un 
carico passivo. 
 
Figura 7-12 Caso studio uno: flussi di potenza su linee 
La Figura 7-13 mostra i costi e i profitti (e il loro valore netto) in funzione del tempo. Integran-
do questi valori economici si arriva a stimare un costo di circa 552€ per giorno. 
 
Figura 7-13 Flusso di cassa 
Per stimare quanto il vincolo sulla linea tre influisca in termini economici, sul VPP, è stata 
effettuata una seconda simulazione eliminando tale limitazione. Da tale simulazione è emerso 
un risparmio del 1% circa sul costo totale. 
Infine una terza simulazione è stata eseguita; in questo caso l’ottimizzatore lavora in modalità 
bilanciata: per ottenere ciò è stato ipotizzato in ingresso una franchigia del 15%, un bonus del 
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10% e dei valori di potenza previsionale di scambio in funzione del tempo come riportati in 
Tabella 7-11. 
Far lavorare l’ottimizzatore in modalità bilanciata è importante nelle operazioni di ridispaccia-
mento in tempo reale del sistema poiché, dai risultati che si ottengono, si deduce se, a seguito di 
qualunque tipo di variazione rispetto al previsionale (rottura di un elemento, diverso assorbi-
mento di carico), è conveniente inseguire comunque il trend di scambio di potenza con la cabina 
primaria definito previsionalmente. 
Tabella 7-11 Valori previsionali di potenza di scambio 
h pprevisionale kW 
1 -100 
2 -100 
3 -100 
4 -100 
5 -100 
6 -100 
7 50 
8 150 
9 150 
10 150 
11 150 
12 150 
 
h pprevisionale kW 
13 150 
14 150 
15 150 
16 150 
17 150 
18 150 
19 75 
20 -100 
21 -100 
22 -100 
23 -100 
24 -100 
 
 
La potenza scambiata la con la rete è riporta nella Figura 7-14. Com’è possibile notare, per 
alcuni intervalli di simulazione, la potenza in uscita sulla rete esterna in configurazione 
bilanciata è maggiore di quella in uscita in configurazione libera: questa differenza è dovuta al 
fatto che, la maggior produzione di potenza fa rientrare dentro il margine previsionale la 
potenza in uscita sulla rete elettrica. 
 
Figura 7-14 Andamenti reali e previsionali 
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Infatti, l’aumento di produzione provoca un incremento dei costi pari al 2% del totale, ma che è 
ampiamente controbilanciato da un bonus pari al 4% dovuto al rispetto del margine previsiona-
le. Per eseguire un confronto sul piano economico operativo degli accumuli energetici (elettrici 
e termici), è effettuata una seconda simulazione eliminando gli accumuli presenti negli 
stabilimenti (semplicemente ponendo uguale a valor nullo il valor massimo, minimo ed iniziale 
dell’energia contenuta in essi). Dai risultati della simulazione si evidenzia un onere maggiore di 
circa il 3% del totale. Gli andamenti di flussi di cassa integrali fra le due simulazioni sono 
riportati in Figura 7-15. 
 
Figura 7-15 Andamenti integrali dei due flussi di cassa 
7.7 Aggiunta della componente reattiva 
Volendo simulare gli andamenti previsionali dei flussi di potenza reattiva, le cadute di tensione 
sulle linee e le potenze reattive generate e assorbite, è necessario introdurre delle ulteriori 
ipotesi sulla descrizione del VPP. Tali ipotesi sulla modellazione devono far si che non si perda 
di generalità rispetto al modello reale, e che la simulazione sia ancora computazionalmente 
possibile. 
7.7.1 Modellazione della componente reattiva 
Nelle linee di distruzione di MT e di BT, ed anche nelle linee AT, fino a 150 kV, purché di 
piccola lunghezza, è lecito trascurare l’ammettenza trasversale per le cadute di tensione. Con 
questa semplificazione, ciascuna fase di una linea trifase è rappresentabile con un circuito 
equivalente, come mostrato nella Figura 7-16, dove la R e la X sono rispettivamente la resisten-
za e la reattanza serie complessive longitudinali. 
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Figura 7-16 Caduta di tensione 
Dalla figura, confondendo il punto B’ con il punto B’’, proiezione di B sull’asse Ox, si ricava la 
seguente espressione approssimata della caduta di tensione, definita come differenza dei valori 
efficaci delle tensione alla partenza ed all’arrivo: 
 
' cos sinp aE E OB OA RI XIϕ ϕ− ≅ − = +  7-87
Per una linea trifase di tensione nominale V, la caduta di tensione percentuale assume la 
seguente espressione: 
 
( ) ( )
%
100 3 3 100 3 cos sin
3
p a a
a
E E E RI XI
V
V E V
ϕ ϕ− +
∆ = = 7-88
Infine, indicando con P e Q le potenze attiva e reattiva all’estremità di arrivo e confondendo la 
tensione Ea con la V/ 3 , si ottiene [9]: 
 
( )
% 2100
RP XQ
V
V
+
∆ =  7-89
Quindi, in conclusione, imposto un valor massimo sulla caduta di tensione è possibile scrivere il 
vincolo da rispettare, definito in funzione della potenza attiva e reattiva assorbita o erogata: 
 
2
%
100
V V
RP XQ ∆+ ≤  7-90
Altresì, sotto l’ipotesi di un cos(φ) pari a 0.9 è possibile disaccoppiare il flusso massimo di 
potenza attiva e reattiva per ogni linea; così facendo, dato il valore di massima potenza 
apparente transitabile sulla linea, è possibile definire il massimo valore di flusso attivo e 
reattivo. In conclusione, per esempio, per una linea lunga 10 km esercitata a 15 kV con un 
limite di caduta di tensione pari al 4 %, con valori di resistenza e reattanza, riferiti alla sequenza 
diretta, di 0.2 Ω/km e di 0.3 Ω/km e potenza massima di 4300 kVA, è possibile scrivere è 
seguenti vincoli (dove P e Q sono espressi in kW e kvar ciascuno): 
 max
max
2 3 9000 . . .
3870
1870
P Q c d t
P P
Q Q
+ ≤ ←
≤ ←
≤ ←
 7-91
Come ulteriore ipotesi di modellazione è assunto che tutti i generatori presenti nel VPP hanno 
una capability rettangolare, definita da una Qmax e Qmin per la parte reattiva ed un Pmax e Pmin per 
la parte attiva. Grazie a tale ipotesi è possibile disaccoppiare le due componenti e poterle così 
rendere indipendenti. 
Mantenendo sempre valida la configurazione di rete di Figura 7-1 è possibile rappresentare le 
resistenze e reattanze di ogni linea (con l’ipotesi di rete a potenza di cto-cto infinita a monte del 
trasformatore di cabina primaria): 
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Figura 7-17 Resistenza e reattanza per ogni linea 
In Figura 7-17 le rlin,p e xlin,p sono riferite a ogni singola linea dello stabilimento p-esimo, tranne 
che per l’ultima linea, dove alle rlin,Np e xlin,Np è anche sommato il contributo dell’impedenza di 
corto del trasformatore. Per ogni stabilimento l’impedenza equivalente di rete vista dalla porta 
di connessione è pari a: 
p∀  
Np Np
p i p i
i p i p
r r x x
= =
= =∑ ∑  7-92
La caduta di tensione ∆Vpt alla porta dello stabilimento, rappresentata con il verso positivo nella 
Figura 7-17, è dovuta alla potenza prelevata dallo stabilimento p-esimo per l’impedenza 
equivalente vista a monte, sommata ad altri due diversi contributi: la potenza prelevata dagli 
stabilimenti a monte per le proprie impedenze equivalenti, e la potenza prelevata dagli stabili-
menti a valle per l’impedenza equivalente dello stabilimento p-esimo. Quindi, è possibile 
scrivere che: 
,p t∀  ( ) ( ) ( )1
1 1
p Np
pt p it p it p pt p pt i it i it
i i p
V r p x q r p x q r p x q
−
= = +
∆ = − + − + − +∑ ∑  7-93
Con segno meno dovuto al verso di riferimento della caduta di tensione positiva. 
7.7.2 Reattivo da Cogeneratore 
La parte reattiva erogata dal cogeneratore è modellata da un valore di potenza reattiva erogata o 
assorbita che deve essere contenuta dentro i propri limiti, e assumere valore nullo in funzione 
dello Unit Commitment del cogeneratore. Per rendere possibile ciò devono essere definiti due 
vincoli che legano la variabile all’Unit Commitment. È possibile tale legame mostrarlo 
mediante le seguenti disequazioni: 
,p t∀  
, , ,chp min p chp pt chp max pq q q− −− ≤ ≤  7-94
, , , , ,
0chp min p chp max p chp pt chp pt chp max pq q q b q− − −− − ≤ − ≤  7-95
, , , , ,
0 chp pt chp pt chp min p chp min p chp max pq b q q q− − −≤ + ≤ +  7-96
  
Plant 1 Plant 2 Plant Np Electrical
Substation
rlin,1 xlin,1 rlin,2 xlin,2
rlin,Np xlin,Np∆V1t ∆V2t ∆VNpt
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7.7.3 Reattivo da rinnovabile interno ed esterno 
La variabile che rappresenta la potenza reattiva erogata dai generatori da fonte rinnovabile 
interni ed esterni deve essere contenuta fra i valori di massimo erogabile e massimo assorbibile. 
Tali limiti sono posti diversi da zero solo quando la potenza attiva previsionale, riferita allo 
stesso intervallo di simulazione, è diversa da zero. Ovvero per il rinnovabile interno: 
,p t∀  
, , , ,
, ,
0
0 0
ires max pt ires min pt ires pt ires max pt
ires max pt ires pt
p q q q
p q
− − −
−
≠ ⇒ − ≤ ≤
= ⇒ =
7-97
ed esterno: 
,p t∀  
, , , ,
, ,
0
0 0
eres max pt eres min pt eres pt eres max pt
eres max pt eres pt
p q q q
p q
− − −
−
≠ ⇒ − ≤ ≤
= ⇒ =
 7-98
7.7.4 Reattivo da accumulo elettrico 
La variabile che rappresenta la potenza reattiva erogata dall’accumulo elettrico deve essere 
contenuta fra i valori di massimo erogabile e massimo assorbibile. Tali limiti sono posti diversi 
da zero solo quando l’energia massima accumulabile nello stoccaggio elettrico è diversa da 
zero, in altre parole quando l’accumulo elettrico è realmente installato nello stabilimento. 
,p t∀  
, , , ,
, ,
0
0 0
es max pt es min pt es pt es max pt
es max pt es pt
e q q q
e q
− − −
−
≠ ⇒ − ≤ ≤
= ⇒ =
7-99
7.7.5 Reattivo dal carico elettrico 
La variabile che rappresenta la potenza reattiva assorbita dal carico elettrico è supposta 
proporzionale al valore di potenza attiva assorbita da esso, come riportato di seguito: 
,p t∀  
, ,el pt p el ptq pϕ=  7-100
In egual modo anche il valore di potenza reattiva distaccata, se è presente un distacco di carico, 
è proporzionale alla quantità di potenza attiva disalimentata: 
,p t∀  
, ,eens pt p eens ptq pϕ=  7-101
per il carico è possibile scrivere (con verso negativo per la potenza assorbita): 
,p t∀  ( )
, , ,eens pt p eens pt el ptq p pϕ= −  7-102
7.7.6 Bilancio di potenza reattiva 
Introdotte le variabili in precedenza descritte, è possibile eseguire il bilancio di potenza reattiva 
del generico stabilimento p-esimo per il generico intervallo di tempo di simulazione t-esimo. Da 
ricordare che, anche in questo caso, si assume come verso positivo la potenza se entrante nel 
nodo. E’ quindi possibile scrivere: 
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,p t∀  
, , , , , , ,
0tot pt es pt chp pt ires pt eres pt el pt eens ptq q q q q p pϕ ϕ− + + + + − + = 7-103
ovvero, evidenziando la potenza reattiva totale in uscita dallo stabilimento: 
,p t∀  
, , , , , , ,tot pt es pt chp pt ires pt eres pt el pt eens ptq q q q q p pϕ ϕ= + + + − + 7-104
  
7.8 Formulazione matriciale della parte reattiva 
La modellazione delle potenze reattive e delle tensioni, consiste nell’aggiungere un ulteriore set 
di variabili per ogni matrice Mpt insieme ai propri vincoli riga e colonna, quindi la nuova 
matrice diventa: 
,p t∀  ptvpt
p qv
M F
M D M
 
=  
  
 7-105
Dove la sotto matrice F è composta da tutti valor nulli, mentre la matrice Mqv è espressa come: 
,p t∀  
1 1 1 1 1
1
1
1
qv
p
M
x
− 
 
 
 =
 
 
 
− 
 7-106
Dove la prima riga è riferita al bilancio di potenza reattiva dello stabilimento, la seconda e terza 
riga all’Unit Commitment del cogeneratore, la quarta al vincolo di massimo flusso di reattivo e 
l’ultima alla caduta di tensione. La matrice Dp è uguale a: 
,p t∀  
,
,
chp max p
chp min pp
p p p
q
qD
r r r
−
−
 
 
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 =
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 
 
− − − 
7-107
Anche in questo caso, il vettore dei limiti superiori e inferiori, insieme al vettore che raggruppa 
le variabili ed i coefficienti di costo, subiranno delle aggiunte, ovvero: 
,p t∀  ptvpt
pt
d
d d
∗
 
=  
  
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vpt
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u
u
u
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∗
 
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  
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Dove la componente cvpt da aggiungere a cpt ha tutti valor nulli, mentre gli altri vettori sono 
composti da: 
,p t∀  
,
, ,
,
0
el pt
chp min p chp max p
v
pt
line p
p
q q
d
q
V
ϕ
− −
 
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,
0
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Anche le matrici di connessione spaziale L devono essere aggiornate, in altre parole, la matrice 
di descrizione totale di un VPP, espressa sempre per tre stabilimenti per tre intervalli di 
simulazione, può essere scritta come: 
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dove le Lv sono identiche alle matrici L tranne per l’aggiunta di elementi nulli per le righe 
inerenti alle nuove variabili, all’infuori delle righe riferite al: 
1. vincolo di massimo flusso di potenza reattiva sulle linee: in questo caso la riga è iden-
tica a quella della matrice Mpt; 
2. vincolo di caduta di tensione: in questo caso le r e le x sono riferite a quelle equivalenti 
viste dalla porta dello stabilimento alla quale è riferita la riga. 
La matrice Lq ha tutti valor nulli tranne che per la riga riferita al vincolo della caduta di 
tensione. In questo caso le r e le x inserite sono riferite a quelle dello stabilimento descritto dalla 
colonna i-esima. Tutto ciò serve per implementare l’Eq. 7-93. 
7.9 Caso studio “due” 
Con la seguente analisi si vuol aggiungere al precedente caso studio i vincoli sulla tensione, e 
sulla potenza reattiva. Per applicare tali caratteristiche, in aggiunta ai parametri riportati nel 
“Caso studio Uno”, è necessario introdurne di nuovi, in particolare per le linee: 
Tabella 7-12 Parametri reattivo linee 
linea Lunghezza (km) Resistenza (Ω/km) 
Reattanza 
(Ω/km) Flusso (kVA) 
Linea1 7 2 3 500 
Linea2 3 2 3 500 
Linea3 4 2 3 500 
Linea4 2 2 3 500 
Linea5 1 2 3 500 
 
Per i cogeneratori e gli accumuli elettrici: 
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Tabella 7-13 Parametri reattivo cogeneratori 
CogeneratoreErogato(kvar) 
Assorbito
(kvar) 
Cogen.1 0 0 
Cogen.2 30 -30 
Cogen.3 30 -30 
Cogen.4 0 0 
Cogen.5 30 -30 
 
Tabella 7-14 Parametri reattivo accumuli elettrici 
AccumuloErogato(kvar) 
Assorbito
(kvar) 
Accu.1 20 -20 
Accu.2 3 -3 
Accu.3 3 -3 
Accu.4 3 -3 
Accu.5 3 -3 
 
 
Per il rinnovabile interno ed esterno: 
Tabella 7-15 Parametri reattivo rinnovabile interno 
Interno Erogato(kvar) 
Assorbito 
(kvar) 
Interno.1 12 -12 
Interno.2 12 -12 
Interno.3 12 -12 
Interno.4 12 -12 
Interno.5 12 -12 
 
Tabella 7-16 Parametri reattivo rinnovabile esterno 
Esterno Erogato(kvar) 
Assorbito 
(kvar) 
Esterno.1 12 -12 
Esterno.2 12 -12 
Esterno.3 12 -12 
Esterno.4 12 -12 
Esterno.5 12 -12 
 
E’ ipotizzato un rapporto tra la potenza reattiva e attiva assorbita dal carico elettrico di ogni 
stabilimento pari al 30%, ovvero un cos(φ) costante di circa 0.96. Il limite sulla caduta di 
tensione è impostato pari al 1.0% (circa ±150V) della tensione nominale ipotizzata uguale a 
15kV, e per sfruttare le potenzialità dell’ottimizzatore sono stati impostati 96 intervalli di 
simulazioni (pari ad un orizzonte temporale di analisi di un giorno con passi di un quarto d’ora 
ciascuno). Dalla Figura 7-18 è possibile evidenziare l’andamento delle potenze reattive erogate 
ed assorbite rispettivamente per lo stabilimento uno e cinque (ovvero quello più lontano e più 
vicino elettricamente alla cabina primaria). Tali potenze reattive servono a soddisfare la 
domanda da parte del carico, e a rispettare i vincoli di tensione noi vari nodi. 
 
Figura 7-18 Caso studio due: Reattivo erogato da stabilimenti uno e cinque 
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In Figura 7-19 sono riportati gli andamenti nel tempo delle tensioni sulle porte di alimentazioni 
degli stabilimenti numero uno e cinque. Com’è chiaro dedurre, lo stabilimento numero uno, 
ovvero quello più lontano dalla cabina primaria di connessione, subisce una caduta di tensione 
maggiore rispetto allo stabilimento numero cinque, che è quello con la distanza più breve di 
connessione con la cabina primaria (e quindi con una impedenza equivalente, vista dalla sua 
porta di connessione, minore). Infatti, la tensione sullo stabilimento numero uno eguaglia quasi 
per tutta la durata della simulazione il limite inferiore di tensione ammissibile, mentre la 
tensione sullo stabilimento numero cinque è normalmente confinata nel centro banda di 
tensione ammissibile e subisce delle variazioni trascurabili. 
 
Figura 7-19 Caso studio due: Caduta di tensione 
7.10 Sviluppo dell’applicativo software di simulazione 
Per realizzare il sopradescritto ottimizzatore è stato implementato un software scritto in codice 
C in ambiente di sviluppo Microsoft® Visual Studio ™ 10 SP1. Tale software accetta in 
ingresso un file formato testo dove vi sono riportati i parametri strutturali e i dati operativi 
caratterizzanti il VPP (in Tabella 7-17 è riportato un esempio di file d’ingresso). I dati importati 
sono prima verificati nella loro coerenza (per esempio una potenza massima di un cogeneratore 
minore della sua potenza minima), dopodiché una funzione dedicata crea la matrice M (memo-
rizzata ed elaborata in formato compresso), i vettori dei limiti sui vincoli e i coefficienti di 
costo. Prima di passare il tutto all’ottimizzatore, una funzione apposita elimina vincoli eccedenti 
o ridondanti (per esempio variabili che possono assumere solo valor nullo) e verifica l’esistenza 
di una soluzione flessibile: in caso contrario la soluzione del problema non è ammissibile e il 
programma termina la sua esecuzione. Portate a termine tutte queste operazioni iniziali, la 
funzione con la quale è implementato l’ottimizzatore prende in carico tutti i dati, e tramite il 
metodo “Branch and cut” inizia a cercare la soluzione ottimale del problema. In seguito, una 
volta trovata la soluzione ottima globale, una funzione dedicata verifica la coerenza dei dati di 
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output e li riporta all’interno di files in formato *.csv (testo). E’ importante ricordare che, se 
l’ottimizzatore converge verso la soluzione di ottimo globale, ma non riesce a rientrare dentro 
l’errore massimo impostato a priori, la simulazione termina se è stato impiegato più di un 
determinato tempo (definito precedentemente). 
Tabella 7-17 Esempio file di ingresso 
###Virtual Power Plant Simulator v2 
###Sviluppato da Marco Giuntoli 
 
##Variabili di simulazione 
N. di stabilimenti: 5 
Passo Integrazione: 0.25 
Intervalli di sim.: 95 
Tensione base (kV): 15 
Margine Tens.  (%): 1.0 
##Tipo di scambio con la cabina primaria (se Bilanciato, segue il profilo di scambio in kW) 
Libero:     1 
Bilanciato: 0 
Isola:      0 
00:00 -> 01:00         -100.0 
01:00 -> 02:00         -100.0 
02:00 -> 03:00         -100.0 
03:00 -> 04:00         -100.0 
04:00 -> 05:00         -100.0 
05:00 -> 06:00         -100.0 
06:00 -> 07:00           50.0 
07:00 -> 08:00          150.0 
08:00 -> 09:00          150.0 
09:00 -> 10:00          150.0 
10:00 -> 11:00          150.0 
11:00 -> 12:00          150.0 
12:00 -> 13:00          150.0 
13:00 -> 14:00          150.0 
14:00 -> 15:00          150.0 
15:00 -> 16:00          150.0 
16:00 -> 17:00          150.0 
17:00 -> 18:00          150.0 
18:00 -> 19:00           75.0 
19:00 -> 20:00         -100.0 
20:00 -> 21:00         -100.0 
21:00 -> 22:00         -100.0 
22:00 -> 23:00         -100.0 
23:00 -> 24:00         -100.0 
##Franchigia bilanciamento (%, +-) 
15.00 
##Bonus corretto bilanciamento (% su incentivo rinnovabile interno) 
10.00 
##Controllabilita' utenza 
Caratteristica     Stabilim.1     Stabilim.2     Stabilim.3     Stabilim.4     Stabilim.5 
Controllo                   1              1              1              1              1 
##Cogeneratore Elettrico 
Caratteristica     Stabilim.1     Stabilim.2     Stabilim.3     Stabilim.4     Stabilim.5 
Pot. Max  (kW)           50.0           80.0          100.0           90.0          150.0 
Pot. Min  (kW)            5.0           10.0           20.0           55.0           20.0 
Qrea Max(kvar)            0.0           30.0           30.0            0.0           30.0 
Qrea Min(kvar)            0.0          -30.0          -30.0            0.0          -30.0 
Rend. elet.(%)           30.0           33.0           25.0           33.0           45.0 
P_term/P_elet            1.50           0.70           1.10           0.90           1.00 
##Caldaia ad Integrazione 
Caratteristica     Stabilim.1     Stabilim.2     Stabilim.3     Stabilim.4     Stabilim.5 
Rendimento (%)           85.0           95.0           90.0           85.0           93.0 
##Accumulo elettrico 
Caratteristica     Stabilim.1     Stabilim.2     Stabilim.3     Stabilim.4     Stabilim.5 
Ene. Max (kWh)           30.0           60.0           10.0           20.0           30.0 
Ene. min (kWh)           10.0           20.0            0.0            0.0            4.0 
Ene. ini (kWh)           18.0           60.0            0.0           20.0            7.0 
P_el Max(kW -)            7.0            5.0            1.0           10.0            1.0 
P_el Max(kW +)            7.0            5.0            1.0           10.0            1.0 
Q  Max(kvar +)           20.0            3.0            3.0            3.0            3.0 
Q  Min(kvar -)          -20.0           -3.0           -3.0           -3.0           -3.0 
##Accumulo termico 
Caratteristica     Stabilim.1     Stabilim.2     Stabilim.3     Stabilim.4     Stabilim.5 
Ene. Max (kWh)           50.0           70.0           20.0           40.0           30.0 
Ene. min (kWh)           10.0           10.0            5.0            0.0            3.0 
Ene. ini (kWh)           20.0           50.0           10.0           40.0           10.0 
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P_te Max(kW -)            5.0           10.0            5.0            5.0            7.0 
P_te Max(kW +)            5.0           10.0            5.0            5.0            7.0 
##Transito massimo sulla linea a monte dello stabilimento 
Caratteristica     Stabilim.1     Stabilim.2     Stabilim.3     Stabilim.4     Stabilim.5 
Lunghezza (km)            1.0            3.0            4.0            2.0            1.0 
S Max    (kVA)          500.0          500.0           75.0          500.0          500.0 
Resi. (ohm/km)            2.0            2.0            2.0            2.0            2.0 
Reat. (ohm/km)            3.0            3.0            3.0            3.0            3.0 
##Carico Elettrico (% Pot. base) 
                   Stabilim.1     Stabilim.2     Stabilim.3     Stabilim.4     Stabilim.5 
Pot. base (kW)          150.0          100.0           80.0           40.0          100.0 
Distaccabile %          100.0          100.0          100.0          100.0          100.0 
rapporto Q/P %           30.0           30.0           30.0           30.0           30.0 
00:00 -> 01:00          55.67          37.80          87.75          43.75          68.40 
01:00 -> 02:00          55.00          37.00          91.63          44.25          63.20 
02:00 -> 03:00          55.87          37.50          93.13          43.75          52.40 
03:00 -> 04:00          56.13          36.20          91.63          43.75          52.00 
04:00 -> 05:00          53.33          36.50          90.88          43.75          52.00 
05:00 -> 06:00          60.20          32.90          91.63          43.25          52.40 
06:00 -> 07:00          78.60          57.60          93.87          46.75          59.20 
07:00 -> 08:00          86.53          78.40          92.38          51.25          56.80 
08:00 -> 09:00          94.20          94.60          84.75          77.25          66.00 
09:00 -> 10:00          98.27          97.40          88.50         100.00          85.60 
10:00 -> 11:00          98.73          92.00          90.12          93.50          91.60 
11:00 -> 12:00          85.40          95.10          92.38          95.00          92.00 
12:00 -> 13:00          65.93          91.00          91.63          90.75          88.00 
13:00 -> 14:00          64.27          95.60          88.50          88.25          88.00 
14:00 -> 15:00          72.53          90.20          87.75          98.50          81.60 
15:00 -> 16:00          90.20          99.20          87.75          91.75         100.00 
16:00 -> 17:00          96.53          99.70          99.25          89.25          85.20 
17:00 -> 18:00         100.00         100.00         100.00          79.25          80.80 
18:00 -> 19:00          96.13          82.30          96.13          75.75          73.20 
19:00 -> 20:00          88.47          65.80          90.12          66.50          63.60 
20:00 -> 21:00          61.27          45.00          91.63          51.25          62.00 
21:00 -> 22:00          40.27          34.40          87.00          47.25          60.40 
22:00 -> 23:00          42.20          30.30          82.50          46.25          68.80 
23:00 -> 24:00          41.33          28.80          83.25          46.25          73.20 
##Carico Termico (% Pot. base) 
                   Stabilim.1     Stabilim.2     Stabilim.3     Stabilim.4     Stabilim.5 
Pot. base (kW)          100.0          120.0           70.0           60.0           90.0 
00:00 -> 01:00          98.60           0.08          46.71          99.50           0.11 
01:00 -> 02:00          98.60           0.08          46.71          99.67           0.11 
02:00 -> 03:00          99.30           0.17          46.71          98.83           0.22 
03:00 -> 04:00          98.60           0.33          47.29          99.67           0.33 
04:00 -> 05:00          98.60           0.25          47.29          99.33           0.22 
05:00 -> 06:00         100.00           0.25          46.71          99.33           0.22 
06:00 -> 07:00          91.80           2.00          48.29          99.00           2.00 
07:00 -> 08:00          83.70          81.67          50.71          99.33          87.67 
08:00 -> 09:00          89.10          93.08          72.14          99.33          95.11 
09:00 -> 10:00          87.80          87.75          87.00          98.83          78.78 
10:00 -> 11:00          87.80          97.75          97.57          98.83          99.78 
11:00 -> 12:00          83.00          83.00         100.00          99.00          83.00 
12:00 -> 13:00          91.80          71.83          99.57          98.83           1.22 
13:00 -> 14:00          97.30          97.25          92.57          99.83           0.11 
14:00 -> 15:00          97.30          87.25          93.00          99.17           2.33 
15:00 -> 16:00          97.30          95.75          96.57          99.50          24.33 
16:00 -> 17:00          97.30          97.25          96.00          99.17          91.33 
17:00 -> 18:00          95.20          93.25          83.57          98.83          92.33 
18:00 -> 19:00          95.20          92.25          72.14          98.83          92.22 
19:00 -> 20:00          95.20          85.25          57.71          99.00          75.22 
20:00 -> 21:00          95.90           2.00          63.14          98.83           2.00 
21:00 -> 22:00          95.20           0.08          46.71          99.50           0.11 
22:00 -> 23:00          93.90           0.08          46.29          99.67           0.11 
23:00 -> 24:00          93.20           0.17          46.29          99.17           0.22 
##Irraggiamento (% Pn) 
                   Stabilim.1     Stabilim.2     Stabilim.3     Stabilim.4     Stabilim.5 
Pn        (kW)           24.0           24.0           24.0           24.0           24.0 
Qn Max  (kvar)           12.0           12.0           12.0           12.0           12.0 
Qn Min  (kvar)          -12.0          -12.0          -12.0          -12.0          -12.0 
00:00 -> 01:00           0.00           0.00           0.00           0.00           0.00 
01:00 -> 02:00           0.00           0.00           0.00           0.00           0.00 
02:00 -> 03:00           0.00           0.00           0.00           0.00           0.00 
03:00 -> 04:00           0.00           0.00           0.00           0.00           0.00 
04:00 -> 05:00           0.00           0.00           0.00           0.00           0.00 
05:00 -> 06:00           0.00           0.00           0.00           0.00           0.00 
06:00 -> 07:00          10.00           9.58          11.67          11.25          10.00 
07:00 -> 08:00          20.00          21.25          22.08          20.42          20.42 
08:00 -> 09:00          40.00          36.67          41.67          45.00          46.25 
09:00 -> 10:00           9.58           8.75           9.58          10.42          10.83 
10:00 -> 11:00          28.33          26.67          32.92          30.83          28.75 
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11:00 -> 12:00          47.08          45.83          49.58          47.50          53.33 
12:00 -> 13:00          56.25          52.08          61.25          57.50          63.33 
13:00 -> 14:00          47.08          49.58          47.50          46.67          52.50 
14:00 -> 15:00          28.33          25.83          31.25          30.42          28.33 
15:00 -> 16:00           9.58           8.75           9.58          10.42           9.17 
16:00 -> 17:00         100.00         100.00         100.00         100.00         100.00 
17:00 -> 18:00          70.00          70.42          68.33          80.00          71.67 
18:00 -> 19:00          40.00          42.50          44.58          41.25          41.25 
19:00 -> 20:00          20.00          19.17          20.83          22.50          22.50 
20:00 -> 21:00          10.00          10.42          10.42          10.83          11.25 
21:00 -> 22:00           0.00           0.00           0.00           0.00           0.00 
22:00 -> 23:00           0.00           0.00           0.00           0.00           0.00 
23:00 -> 24:00           0.00           0.00           0.00           0.00           0.00 
##Potenza vento (% Pn) 
                   Stabilim.1     Stabilim.2     Stabilim.3     Stabilim.4     Stabilim.5 
Pn        (kW)           24.0           24.0           24.0           24.0           24.0 
Qn Max  (kvar)           12.0           12.0           12.0           12.0           12.0 
Qn Min  (kvar)          -12.0          -12.0          -12.0          -12.0          -12.0 
00:00 -> 01:00           0.00           0.00          47.08           0.00          24.58 
01:00 -> 02:00           0.00           0.00          29.58           0.00           9.17 
02:00 -> 03:00           4.58           0.00           0.00           0.00          15.42 
03:00 -> 04:00           0.00           0.00           0.00           0.00           2.92 
04:00 -> 05:00          24.58           0.00           8.75           0.00           0.00 
05:00 -> 06:00          24.58          12.50          29.58           5.42           0.00 
06:00 -> 07:00           0.00           0.00           8.75           0.00           0.00 
07:00 -> 08:00           9.17          24.58          17.08           5.42           0.00 
08:00 -> 09:00           9.17          12.50          29.58           0.00           2.92 
09:00 -> 10:00          24.58           0.00          29.58          17.08           0.00 
10:00 -> 11:00          15.42           0.00           8.75           5.42           4.58 
11:00 -> 12:00          52.50           0.00           8.75          17.08           0.00 
12:00 -> 13:00          24.58          42.08           0.00          17.08           4.58 
13:00 -> 14:00          36.67          67.08         100.00          17.08           0.00 
14:00 -> 15:00          52.50           0.00           0.00          17.08           0.00 
15:00 -> 16:00          36.67          12.50           0.00         100.00           0.00 
16:00 -> 17:00           9.17          12.50           0.00          70.42          11.67 
17:00 -> 18:00         100.00         100.00           0.00          47.08           0.00 
18:00 -> 19:00         100.00          12.50           0.00          17.08          24.58 
19:00 -> 20:00          15.42          67.08           0.00          17.08          24.58 
20:00 -> 21:00          15.42          67.08           5.00          17.08          52.50 
21:00 -> 22:00          24.58           0.00           0.00           0.00         100.00 
22:00 -> 23:00           9.17           0.00           0.00           0.00          72.08 
23:00 -> 24:00           4.58           0.00           0.00           0.00          52.50 
##Valori di potenza per utenza non controllabile (% Pn) 
                   Stabilim.1     Stabilim.2     Stabilim.3     Stabilim.4     Stabilim.5 
Pn        (kW)            0.0            0.0            0.0            0.0            0.0 
rapporto Q/P %            0.0            0.0            0.0            0.0            0.0 
00:00 -> 01:00           0.00           0.00           0.00           0.00           0.00 
01:00 -> 02:00           0.00           0.00           0.00           0.00           0.00 
02:00 -> 03:00           0.00           0.00           0.00           0.00           0.00 
03:00 -> 04:00           0.00           0.00           0.00           0.00           0.00 
04:00 -> 05:00           0.00           0.00           0.00           0.00           0.00 
05:00 -> 06:00           0.00           0.00           0.00           0.00           0.00 
06:00 -> 07:00           0.00           0.00           0.00           0.00           0.00 
07:00 -> 08:00           0.00           0.00           0.00           0.00           0.00 
08:00 -> 09:00           0.00           0.00           0.00           0.00           0.00 
09:00 -> 10:00           0.00           0.00           0.00           0.00           0.00 
10:00 -> 11:00           0.00           0.00           0.00           0.00           0.00 
11:00 -> 12:00           0.00           0.00           0.00           0.00           0.00 
12:00 -> 13:00           0.00           0.00           0.00           0.00           0.00 
13:00 -> 14:00           0.00           0.00           0.00           0.00           0.00 
14:00 -> 15:00           0.00           0.00           0.00           0.00           0.00 
15:00 -> 16:00           0.00           0.00           0.00           0.00           0.00 
16:00 -> 17:00           0.00           0.00           0.00           0.00           0.00 
17:00 -> 18:00           0.00           0.00           0.00           0.00           0.00 
18:00 -> 19:00           0.00           0.00           0.00           0.00           0.00 
19:00 -> 20:00           0.00           0.00           0.00           0.00           0.00 
20:00 -> 21:00           0.00           0.00           0.00           0.00           0.00 
21:00 -> 22:00           0.00           0.00           0.00           0.00           0.00 
22:00 -> 23:00           0.00           0.00           0.00           0.00           0.00 
23:00 -> 24:00           0.00           0.00           0.00           0.00           0.00 
##Prezzi (€/MWh e c€/Smc) 
                      E acq.        E vend. Bonus Rin.Int. Bonus Rin.Est.     Gas cogen. Gas uso calore  E non 
Fornita 
00:00 -> 01:00         106.00          63.00         400.00         300.00          34.90          36.80        
8000.00 
01:00 -> 02:00         106.00          53.00         400.00         300.00          34.90          36.80        
8000.00 
02:00 -> 03:00         106.00          51.00         400.00         300.00          34.90          36.80        
8000.00 
03:00 -> 04:00         106.00          50.00         400.00         300.00          34.90          36.80        
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8000.00 
04:00 -> 05:00         106.00          51.00         400.00         300.00          34.90          36.80        
8000.00 
05:00 -> 06:00         106.00          52.00         400.00         300.00          34.90          36.80        
8000.00 
06:00 -> 07:00         106.00          63.00         400.00         300.00          34.90          36.80        
8000.00 
07:00 -> 08:00         125.00          67.00         400.00         300.00          34.90          36.80        
8000.00 
08:00 -> 09:00         135.00          73.00         400.00         300.00          34.90          36.80        
8000.00 
09:00 -> 10:00         135.00          80.00         400.00         300.00          34.90          36.80        
8000.00 
10:00 -> 11:00         135.00          80.00         400.00         300.00          34.90          36.80        
8000.00 
11:00 -> 12:00         135.00          80.00         400.00         300.00          34.90          36.80        
8000.00 
12:00 -> 13:00         135.00          70.00         400.00         300.00          34.90          36.80        
8000.00 
13:00 -> 14:00         135.00          69.00         400.00         300.00          34.90          36.80        
8000.00 
14:00 -> 15:00         135.00          73.00         400.00         300.00          34.90          36.80        
8000.00 
15:00 -> 16:00         135.00          79.00         400.00         300.00          34.90          36.80        
8000.00 
16:00 -> 17:00         135.00          80.00         400.00         300.00          34.90          36.80        
8000.00 
17:00 -> 18:00         135.00          71.00         400.00         300.00          34.90          36.80        
8000.00 
18:00 -> 19:00         135.00          66.00         400.00         300.00          34.90          36.80        
8000.00 
19:00 -> 20:00         125.00          67.00         400.00         300.00          34.90          36.80        
8000.00 
20:00 -> 21:00         125.00          72.00         400.00         300.00          34.90          36.80        
8000.00 
21:00 -> 22:00         125.00          77.00         400.00         300.00          34.90          36.80        
8000.00 
22:00 -> 23:00         125.00          67.00         400.00         300.00          34.90          36.80        
8000.00 
23:00 -> 24:00         106.00          63.00         400.00         300.00          34.90          36.80        
8000.00 
 
In Figura 7-20 è riportato il diagramma di flusso di principio del software sviluppato. Inoltre, 
nel file d’ingresso è inserita anche una voce chiamata “Valori di potenza per utenza non 
controllabile”: tale voce è utilizzabile quando uno o più stabilimenti all’interno della rete non 
fanno parte del VPP, e quindi non sono soggetti ad onere o profitto e non devono comparire 
nella funzione obiettivo. Tali profili sono visti come prelievi o immissioni di potenza non 
modificabili nella porta di scambio del relativo stabilimento cui fanno riferimento. 
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Figura 7-20 Diagramma di flusso del software VPP 
E’ importante porre l’accento sul fatto che, l’implementazione del software è eseguita seguendo 
la strategia di minor tempo possibile di esecuzione e minima memoria occupabile. Tale strategia 
è dettata dal fatto che il problema in analisi è descritto nel suo complesso da molte variabili; per 
dare un esempio, un VPP, in configurazione libera, composto di 5 stabilimenti per 96 quarti 
d’ora (un orizzonte temporale di un giorno) consta di 10080 variabili (960 intere e 9120 reali), 
20160 vincoli colonna e 21120 vincoli riga (il tempo impiegato ad eseguire tale simulazione è 
compreso all’interno del minuto). Ugualmente, l’utilizzo di matrici sparse compresse è di 
obbligo poiché, sempre per stesso esempio, la matrice M occuperebbe circa 870 MB di 
memoria, e operazioni matriciali su di essa diventerebbero poco funzionali dal punto di vista 
computazionale. 
7.11 Applicazioni e sviluppi futuri 
Algoritmi applicativi di questo tipo trovano il loro naturale collocamento in sistemi più ampi di 
gestione e programmazione della produzione. Infatti, informazioni che in quest’analisi si 
presentano come variabili d’input all’algoritmo, in un’analisi con una visione più ampia di 
sistema sarebbero definite come informazioni intermedie al processo totale: per esempio le 
informazioni inerenti alla potenza massima producibile da fonte rinnovabile (solare ed eolico) 
Scelta del file di ingresso
in formato *.vpp
da imporatare
Verifica della coerenza dei
dati letti da file selezioanto
Costruzione delle matrici
Mij, L, I e relativi limiti dei
vincoli
i = 0
i = Np?
j = Te?
j = Tsj = j+1
Si
No
No
i = i+1
Eliminazione delle variabili
e dei vincoli ridondanti
Si
Inizio
∃ soluz.?
Si
No
Ottimizzatore MILP
Verifica coerenza della
soluzione trovata
Scrittura su files della
soluzione trovata
Fine
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devono essere stimate in funzione delle previsioni metereologiche per il giorno seguente, e gli 
andamenti previsionali del carico devono essere stimati in base a delle serie storiche. Nella 
Figura 7-21 è riportato uno schema di principio, che descrive come dovrebbe essere architettato 
un sistema di gestione previsionale completo di un VPP. Nulla vieta che sessioni di ottimizza-
zioni avvengano anche nel giorno corrente, e non solo il giorno precedente. 
 
Figura 7-21 Sistema totale gestione di un VPP 
In conclusione è possibile affermare che tale algoritmo di ottimizzazione rappresenta un ottimo 
punto d’inizio per lo studio della gestione operativa di un VPP. Infatti, esso offre elevata 
velocità di esecuzione dovuta alla leggerezza del modello sviluppato (che è di natura lineare a 
tratti), e coerenza con i modelli reali dei singoli elementi che compongono un VPP. 
Nulla vieta, per esempio, che in implementazioni future siamo modellati cogeneratori a 
rendimento variabile, cicli non unitari degli accumuli energetici e reti magliate invece che 
radiali di connessioni fra i vari stabilimenti. 
7.12 Nomenclatura 
Sets: 
{1,…,Np} stabilimenti 
{Ts,…,Te} intervalli di tempo 
 
DataBase
Ottimizzatore
VPP
Previsioni metereologiche
(stima producibilità solare
ed eolico)
Parametri strutturali Risultati mercato elettrico egas (incentivi)
Serie storie del carico per
stimare gli andamenti
previsionalidel giorno
seguente
Giorno Prima
Giorno Corrente
Gestione dei comandi di
controllo verso i generatori,
accumuli e distacchi di
carico
~
Analisi a consultivo per
determinare discostamenti
operativi da previsionali
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Pedici: 
t  intervallo di tempo 
h  ora 
p  stabilimento 
int  interno 
ext  esterno 
lin  linea 
el  carico elettrico 
tl  carico termico 
es  accumulo elettrico 
ts  accumulo termico 
chp  cogeneratore 
echp  uscita elettrica del cogeneratore 
tchp  uscita termica del cogeneratore 
ires  generazione fonte rinnovabile interna 
eres  generazione fonte rinnovabile esterna 
boil  caldaia 
sur  surplus 
eens  energia non fornita al carico 
 
Parametri: 
δ  passo integrazione (in pu dell’ora) 
pel,pt  carico elettrico dello stabilimento p al tempo t 
φp  rapporto potenza reattiva attiva carico elettrico dello stabilimento p 
ptl,pt  carico termico dello stabilimento p al tempo t 
γel,pt  massimo carico elettrico distaccabile dello stabilimento p al tempo t 
pechp-max,p massima potenza attiva elettrica del cogeneratore p 
pechp-min,p minima potenza attiva elettrica del cogeneratore p 
qchp-max,p massima potenza reattiva erogabile dal cogeneratore p 
qchp-min,p massima potenza reattiva assorbibile dal cogeneratore p 
ηchp,p  rendimento elettrico del cogeneratore p 
λchp,p  rapporto termico elettrico del cogeneratore p 
pires-max,pt massima potenza dal rinnovabile interno dello stabilimento i al tempo t 
qires-max,p massima potenza reattiva erogabile dal rinnovabile interno dello stabilimento p 
qires-min,p  massima potenza reattiva assorbibile dal rinnovabile interno dello stabilimen-
to p 
peres-max,pt massima potenza dal rinnovabile esterno dello stabilimento i al tempo t 
qires-max,p massima potenza reattiva erogabile dal rinnovabile esterno dello stabilimento p 
qires-min,p massima potenza reattiva assorbibile dal rinnovabile esterno dello stabilimento p 
ees-max,p  massima energia dell’accumulo elettrico dello stabilimento p 
ees-min,p  minima energia dell’accumulo elettrico dello stabilimento p 
ees-start,p  energia dell’accumulo elettrico dello stabilimento p al tempo Ts 
pes-char,p  massima potenza in carica per l’accumulo elettrico dello stabilimento p 
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pes-disc,p  massima potenza in scarica per l’accumulo elettrico dello stabilimento p 
qes-max,p  massima potenza reattiva erogabile dall’accumulo elettrico dello stabilimento 
p 
qes-min,p massima potenza reattiva assorbibile dall’accumulo elettrico dello 
stabilimento p 
ets-max,p  massima energia dell’accumulo termico dello stabilimento p 
ets-min,p  minima energia dell’accumulo termico dello stabilimento p 
ets-start,p  energia dell’accumulo termico dello stabilimento p al tempo Ts 
pts-char,p  massima potenza in carica per l’accumulo termico dello stabilimento p 
pts-disc,p  massima potenza in scarica per l’accumulo termico dello stabilimento p 
ηboi,p  rendimento termico della calda ad integrazione dello stabilimento p 
plin-max,p  limite termico della linea di connessione dello stabilimento p 
rlin,p resistenza longitudinale (seq. diretta) della linea di connessione dello 
stabilimento p 
xlin,p reattanza longitudinale (seq. diretta) della linea di connessione dello 
stabilimento p 
pforecast,t  potenza previsionale di scambio al tempo t 
β  margine di profitto per l’inseguimento del margine di potenza previsionale 
ε  ampiezza del margine previsionale 
ces,h  profitto sull’energia elettrica venduta all’ora h 
cep,h   costo dell’energia elettrica comprata all’ora h 
cgh,h  costo del gas all’ora h per uso calore 
cgg,h  costo del gas all’ora h per uso generazione 
ceens,h  costo monetario dell’energia non fornita al carico all’ora h 
cires,h  incentivo sulla produzione da fonte rinnovabile interna all’ora h 
ceres,h  incentivo sulla produzione da fonte rinnovabile esterna all’ora h 
 
Variabili da ottimizzare (* sono quelle indipendenti): 
pechp,pt * potenza elettrica attiva in uscita dal cogeneratore dello stabilimento p al 
tempo t 
qchp,pt  potenza elettrica reattiva in uscita dal cogeneratore dello stabilimento p al 
tempo t 
ptchp,pt  potenza termica in uscita dal cogeneratore dello stabilimento p al tempo t 
pboil,pt potenza termica in uscita dalla caldaia ad integrazione dello stabilimento p al 
tempo t 
pes,pt * potenza elettrica attiva dell’accumulo elettrico dello stabilimento p al tempo 
t 
qes,pt potenza elettrica reattiva dall’accumulo elettrico dello stabilimento p al tempo 
t 
pts,pt potenza termica in uscita dall’accumulo elettrico dello stabilimento p al 
tempo t 
pires,pt * potenza attiva in uscita da fonte rinnovabile interna dello stabilimento p al 
tempo t 
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qires,pt potenza elettrica reattiva del rinnovabile interno dello stabilimento p al tempo 
t 
peres,pt * potenza attiva in uscita da fonte rinnovabile esterna dello stabilimento p al 
tempo t 
qeres,pt  potenza elettrica reattiva del rinnovabile esterno dello stabilimento p al tempo 
t 
peens,pt  * potenza distaccata al carico elettrico dello stabilimento p al tempo t 
psur,pt  potenza termica in surplus dello stabilimento p al tempo t 
plin,pt  flusso di potenza attiva sulla linea di connessione dello stabilimento p al  
tempo t 
bint,pt direzione del flusso interno di potenza dello stabilimento p al tempo t (0: 
verso la rete, 1: viceversa) 
bchp,pt * stato dello Unit Commitment del cogeneratore dello stabilimento p al tempo 
t (0: inattivo, 1: attivo) 
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8. Conclusioni 
Nella trattazione è stato innanzitutto descritto un metodo innovativo per la definizione dello 
Unit Commitment e Dispacciamento, grazie al quale è possibile definire un punto di lavoro 
previsionale di un parco di generazione; sono state inoltre descritte le potenzialità di tale 
strumento, che consente di applicare al parco di generazione ed alla rete che compone il sistema 
elettrico determinate caratteristiche operative di funzionamento, come, per esempio, particolari 
quantità di riserva di generazione in giri, e vincoli stringenti di rete su linee di trasmissione o 
sezioni critiche. L’utilizzo di un Optimal Power Flow, che implementa al suo interno metodi 
ibridi di ottimizzazione lineare misto intero (vedasi il metodo Branch and Cut), consente di 
sviluppare lo Unit Commitment e il Dispacciamento in un unico algoritmo, con una elevata 
velocità di esecuzione, indipendente dalle dimensioni del sistema elettrico. Grazie a queste 
caratteristiche tale strumento risulta anche di fondamentale importanza per analisi di sicurezza, 
perché, per esempio, consente di tradurre in punti di lavoro previsionali particolari assetti di 
sistema, come modifiche ai diagrammi di carico, al parco di generazione e agli elementi che 
compongono la rete. 
Una volta determinato il punto previsionale di funzionamento, grazie al lavoro svolto nella 
prima parte di tesi, è stato descritto, implementato e testato il metodo Monte Carlo Sequenziale, 
mediante il quale è possibile simulare il funzionamento operativo del sistema elettrico in analisi. 
Tale metodo è in grado di simulare sia l’evoluzione libera del carico elettrico e la rottura dei 
componenti di sistema grazie ad un affidabile e veloce generatore di numero pseudocasuali, sia 
il comportamento in risposta alle contingenze di rete del parco di generazione grazie ad un 
Optimal Power Flow sviluppato in un ottica di massima velocità d’esecuzione, in grado di 
simulare il funzionamento del regolatore secondario di potenza e delle operazioni svolte nella 
sala controllo. Il simulatore così sviluppato è in grado di eseguire analisi, oltre che di carattere 
affidabilistico, anche di tipo economico; infatti, lavorando in un contesto di libero mercato, è in 
grado di determinare i costi dovuti all’energia di bilanciamento e alla mancata copertura del 
carico. Le prove effettuate sono state descritte dettagliatamente sia dal punto di vista degli 
andamenti medi, sia come evoluzioni di particolari scenari di funzionamento del sistema 
elettrico in analisi. 
Successivamente, una volta sviluppato lo strumento di analisi, sono state implementate delle 
tecniche di Advanced Load Dispatching, grazie alle quali è possibile determinare, durante 
sessioni d’analisi infragiornaliere, la giusta quantità, anche in termini economici, di riserva di 
generazione di tipo idro-termoelettrico da dispacciare. Gli algoritmi sono stati applicati a diversi 
casi studio e hanno portato sempre ai medesimi risultati: ciò è indice della bontà dei modelli 
sintetizzati ed implementati. 
Dato che il metodo Monte Carlo Sequenziale è caratterizzato da una convergenza fluttuante 
degli output, il tempo necessario per ottenere dei risultati attendibili in uscita potrebbe essere in 
netto contrasto con le specifiche di progetto, o addirittura far perdere, al modello, la competiti-
vità rispetto ai metodi alternativi (analisi deterministiche di tipo N-1). Per risolvere questo 
fondamentale problema è stata studiata, implementata e testata la versione parallela 
dell’algoritmo del Monte Carlo Sequenziale, in grado di essere eseguita su macchine di tipo 
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Shared Memory (hardware multi core, e/o multi CPU). Seguire tale filone di ricerca ha dimo-
strato che è possibile ottenere dei risultati davvero promettenti, senza ridurre la complessità del 
modello. Infatti, dalle prove effettuate, è emerso che, su una macchina di fascia media, la durata 
del processo di simulazione è stata ridotta di un ordine di grandezza rispetto alla durata totale 
del processo seriale. 
Gli algoritmi così precedentemente descritti sono stati applicati ad un caso studio reale: la 
simulazione della rete di trasmissione elettrica nazione. I risultati così ottenuti, in termici di 
output di simulazione e di tempo impiegato nell’esecuzione stessa, hanno evidenziato la bontà 
dei modelli e degli algoritmi implementati. Risulta un risultato eccezionale la riduzione di 
tempo necessario ad effettuare una simulazione: infatti, si arriva ad avere un tempo necessario 
di solo 3 minuti nella versione parallela, contro circa 28 minuti nella versione seriale. Questo 
risultato concede l’opportunità reale di utilizzare tali tecniche di simulazione, per i sistemi 
elettrici di grandi dimensioni, sia nelle operazioni di verifica del giorno prima, sia nelle 
operazioni di Advanced Load Dispatching. 
Dato il sempre più promettente settore delle Smart Grids, in conclusione al lavoro svolto per la 
tesi, è stato studiato, implementato e testato un innovativo algoritmo in grado di determinare sia 
i punti di lavoro previsionali dei generatori elettrici (da fonte rinnovabile e da cogenerazione 
termica), sia gli andamenti energetici negli stoccaggi elettrici e termici, al fine di massimizzare 
il profitto economico. Tale strumento è in grado di recepire la piattaforma tariffaria vigente, 
come incentivi, tariffe omnicomprensive e conti energia, e di rispettare tutti i vincoli operativi e 
di sicurezza del sistema, come, per esempio, potenze massime e minime dei cogeneratori e 
vincoli di rete (potenza attiva, reattiva e massime cadute di tensione). Il simulatore così ottenuto 
è stato testato con successo su diversi casi studio, che sono stati ampiamente descritti e 
analizzati. 
Rimangono tuttavia delle questioni da porsi sugli sviluppi futuri del lavoro svolto, più in 
particolare: 
i. dato che problemi di ottimo (lineare e non) sono inseriti in ogni punto del lavoro di 
tesi, è possibile implementare algoritmi che modellano tecniche di risoluzione che of-
frono prestazioni migliori dal punto di vista di velocità d’esecuzione, e che siano 
indipendenti dalle dimensioni del problema in analisi? 
ii. visti gli ottimi risultati ottenuti dalle prove effettuate per testare la velocità della ver-
sione parallela dell’algoritmo di Monte Carlo Sequenziale, sarebbe interessante 
determinare l’andamento dello speed-up in funzione di ulteriori risorse hardware uti-
lizzate. Esiste un punto dopo il quale l’utilizzo di ulteriori risorse di calcolo non 
comporta un sostanziale aumento dello speed-up? 
iii. rimangono comunque aperti a sviluppi e migliorie future, tutti gli algoritmi implemen-
tati necessari a simulare il funzionamento del mercato dell’energia, dello Unit 
Commitment e del dispacciamento, del regolatore secondario e terziario e 
dell’Advanced Load Dispatching. 
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9. Appendice 
9.1 Algoritmi di ottimizzazione 
In tutto l’elaborato sono descritti algoritmi e tecniche in grado di risolvere problemi di varia 
natura, fra cui: 
i. l’Unit Commitment e il Dispacciamento (Capitolo 2); 
ii. dispacciamento secondario in presenza di contingenze di rete (Capitolo 3); 
iii. dispacciamento terziario in presenza di contingenze di rete (Capitolo 3); 
iv. spegnimento di un numero prefissato di generatori termoelettrici (Capitolo 4); 
v. determinazione della potenza prodotta da cogenerazione e degli andamenti energetici 
degli accumuli (Capitolo 7). 
L’elemento a fattor comune, di tutti i problemi sopra citati, è la modellazione matematica; 
infatti, per ognuno di essi, è possibile definire una funzione obiettivo (da minimizzare o 
massimizzare), dei coefficienti di peso (per ogni variabile), ed un insieme di vincoli primari e 
ausiliari necessari a modellare correttamente il problema. Ciò che rimane interessante da 
sottolineare è il fatto che non tutte le variabili in ingresso al problema hanno la stessa natura: 
infatti alcune di esse devono essere di tipo reale (per esempio la potenza prodotta da un 
generatore), ed alcune di tipo booleano o intero (lo stato di servizio di un generatore, o il 
distacco di carico elettrico). Risolvere problemi di ottimo vincolato di grandi dimensioni, in cui 
sono presenti due tipi di variabili differenti (reale e intero), comporta l’utilizzo di particolari 
tecniche risolutive. 
9.1.1 Introduzione 
La programmazione lineare (LP) si prefissa lo scopo di massimizzare o minimizzare una certa 
equazione data, rispettando un certo set di vincoli assegnati. Un semplice esempio di problema 
di programmazione lineare può essere descritto come segue: 
 1 2 3
1 2 3
1 2 3
1 2 3
1
max 3 5
2 4 7
7 5 2
3 9 13
0, 1,...,3
z x x x
x x x
x x x
x x x
x i
= − +
+ − ≤
− − ≤
− + + ≤
≥ =
 
 
Questi tipi di problemi possono essere risolti usando l’algoritmo denominato “Revised Simplex 
Method - RSM” [10] [11] o l’algoritmo “Dual Simplex Method - DSM” [10] [11]. Entrambi gli 
algoritmi, per l’esempio sopra riportato, portano alla seguente soluzione: 
 [ ] [ ]1 2 3 0.5 0.0 1.5x x x x= =   
Spesso, alcune variabili del problema, devono essere ristrette al solo insieme degli interi, e un 
semplice arrotondamento dei valori che assumono le variabili nella soluzione potrebbe com-
promettere, oltre che la bontà della soluzione, anche l’esistenza stessa. Una via per risolvere 
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questo tipo di problemi consiste nell’elencare tutte le possibili soluzioni (utilizzando variabili di 
natura intera) presenti nella zona flessibile del problema, e per ognuna di essa calcolarne 
l’ottimo. Tuttavia, un aumento del numero delle variabili del problema, comporta un aumento 
esponenziale di tutte le soluzione da esplorare: risulta ovvio che tale metodo non sia efficiente. 
Sebbene i problemi di tipo MILP (Mixed Integer Linear Programming) non possano essere 
risolti direttamente applicando le tecniche RSM e DSM, tali algoritmi fanno parte del processo 
risolutivo discusso in seguito. 
9.1.2 Tecniche risolutive 
Allo stato attuale, il metodo più efficiente (dal punto di vista computazione) con il quale è 
possibile risolvere problemi di tipo MILP è l’algoritmo “Branch and Cut”. L’algoritmo di 
“Branch and Cut” combina i vantaggi derivanti dagli algoritmi risolutivi di “Branch and 
Bound” [12] e “Gomory Cutting Planes”. 
9.1.3 Branch and Bound 
Il metodo “Branch and Bound”, usando l’algoritmo RSM, inizializza il problema di ottimo 
ottenendo una soluzione nella quale le variabili di natura intera sono declassate a variabili di 
tipo reale. Quindi, da tale inizializzazione è ottenuta la seguente soluzione del problema: 
 
z cx=  
 
Tale soluzione è quindi il limite superiore del problema MILP poiché è stata ottenuta utilizzan-
do un insieme più ampio, che rappresenta tutte le variabili di natura reale. In seguito viene 
selezionata la variabile maggiormente frazionata, ovvero quella più lontana dal valore intero 
superiore e inferiore. Matematicamente è possibile scrivere come: 
 ( ) ( )( )1ˆ min : 1,...,2jx j i x i x i i n = − − =      
 
Per esempio se la soluzione in precedenza trovata fosse di questo tipo: 
 [ ] [ ]1 2 3 4 1.25 3.45 2.75 5x x x x x= =   
Avremmo un ramo sulla variabile x2 poiché .45 è più vicino a ½ rispetto a .25 .75 e 0. Dalla 
diramazione di una variabile, il problema originale è suddiviso in due sotto problemi, o nodi. In 
questo esempio, nel primo nodo viene aggiunto il seguente vincolo sulla variabile x2 ≤ 3, mentre 
nel secondo nodo viene aggiunto un altro vincolo x2 ≥ 4. Se S è la soluzione flessibile del 
problema (in cui le variabili intere sono state trasformate in reali) è possibile scrivere: 
 { }: 0S x Ax b x= ≤ ≥   
Mentre per i due sotto problemi, derivanti dalla ramificazione della variabile x2 è possibile 
scrivere: 
 { }1 ˆ: j jS S x x x = ≤  ∩   
E: 
 { }2 ˆ: j jS S x x x = ≥  ∩   
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Quindi, a ogni ramificazione creata, deve essere eseguito un RSM al fine di determinarne il 
valore di ottimo associato. Una volta risolto il problema originale (inizializzazione), è possibile 
impostare i limiti della funzione obiettivo uguali a: 
 
z cx
z
=
= −∞
 
 
Dove le x sono state determinate durante l’inizializzazione. Ogni ramo creato sarà a sua volta 
nuovamente ramificato o tagliato. Un taglio di un ramo può avvenire per i seguenti motivi: 
i. perché è stato raggiunto il valore di ottimo; 
ii. perché la soluzione è su un limite superiore (o inferiore); 
iii. perché il problema non ammette soluzione. 
In generale, il metodo compie il seguente procedimento per arrivare alla soluzione di ottimo: 
i. Inflessibilità: Fissato un nodo, e aggiornati i vincoli associati, esso viene risolto tramite 
l’algoritmo DSM. Se la soluzione non esiste perché non è limitata sia superiormente 
che inferiormente, il nodo viene eliminato poiché tale soluzione è inflessibile. Questa 
occorrenza avviene quando i nuovi vincoli associati alla variabili di natura intera sono 
in disaccordo con i vincoli preesistenti; 
ii. Ottimalità/Limiti: viene seguita la verifica di ottimalità. Se z = cx e z z≤ , allora il 
limite inferiore viene aggiornato con il nuovo valore di z. Questo nodo viene tagliato 
secondo il criterio di ottimalità poiché rappresenta la soluzione migliore del problema 
MILP (fino ad ora ottenuta). Se invece la soluzione è z z≥ , allora tale nodo viene ta-
gliato poiché rappresenta un limite inferiore; 
iii. Ramificazione: se la variabile x non è in forma intera, essa viene ridotta al suo valore 
intero più vicino; 
iv. Ripetizione: viene creato un nuovo nodo sulla variabile ramificata, e ripetuta 
l’operazione i, finché per tutti i nodi non viene determinato il valore di z. 
Consideriamo il seguente esempio: 
 
1 2
1 2
1 2
1 2
max 4
7 2 14
0 3
2 2 3
1,2i
z x x
x x
x x
x x
x i+
= −
− ≤
+ ≤
− ≤
∈ =ℤ
 
La prima operazione da compiere è quella necessaria a determinare il valore S della soluzione 
flessibile d’inizializzazione { }S x Ax b x 0:= ≤ ≥ . Risolvendo tale problema di ottimo lineare 
con il metodo RSM si ottiene 597z = , con il vettore x pari a 
20 37x
 =
 
. Impostato come 
limite inferiore z = −∞  solo la variabile x1 è frazionaria, e quindi essa costituisce un nodo da 
cui partono due ramificazioni; così da ottenere: 
 { } { }1 1 120: : 27S S x x S x x = ≤ = ≤ ∩ ∩  
 202 
e 
 { } { }2 1 120: : 37S S x x S x x = ≥ = ≥ ∩ ∩  
In forma grafica: 
 
Figura 9-1 Branch and Bound (Ricerca valore di ottimo) - A 
Partendo dalla soluzione S1 viene aggiunto il vincolo su x1. Applicando il DSM si ottiene 
12 2x
 =
 
. Poiché tale soluzione non è intera, è necessario creare un nuovo nodo, ma in 
questo caso sulla variabile x2. Graficamente si ottiene: 
 
Figura 9-2 Branch and Bound (Ricerca valore di ottimo) – B 
Sono stati così creati tre nodi, e per ognuno di essi è necessario effettuare il test per determinare 
su quale di essi si ottiene l’ottimo del problema. Partendo dal nodo S2 è necessario aggiungere 
il vincolo 1x 3≥ . Così facendo il problema ha una contraddizione fra i vincoli poiché: 
 
1 2 1 2
77 2 14 3
2
x x x x− ≤ ⇒ = ⇒ ≥  
 
Che risulta in totale disaccordo con il vincolo originale numero due. Risulta quindi che tale 
ramo debba essere eliminato per ovvia inflessibilità della soluzione. Rimangono quindi due 
nodi da esplorare: S11 e S12. Scegliendo il secondo nodo, ed utilizzando l’algoritmo DSM, si 
ottiene una x pari a [ ]2 1  ed una 7z = . Poiché 7 ≥ −∞  tale nodo viene tagliato poiché è stato 
ottenuto un nuovo valore di ottimo. Passando ad analizzare S11 si ottiene una x pari a 3 02
 
 
 
S
S1 S2
sup(z)=59/7
inf(z)=-∝
x1≥3x1≤2
S
S1 S2
sup(z)=59/7
inf(z)=-∝
x1≥3x1≤2
S11 S12
z =15/2
x2=0 x2≥1
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e una 6z = ; poiché z z≥  tale nodo viene eliminato. In conclusione, poiché non esistono più 
nodi da esplorare la soluzione di ottimo si ottiene nel nodo S12. 
 
Figura 9-3 Branch and Bound (Ricerca valore di ottimo) – C 
9.1.4 Gomory Cutting Planes 
Aggiungere piani di taglio al problema originale è un’altra ottima via per risolvere i problemi di 
tipo lineare misto intero. Tale metodo è molto veloce, ma purtroppo è affetto da un’instabilità 
computazionale che lo rende poco pratico da utilizzare. L’idea che sta alla base di tale metodo 
consta nel tagliar via delle porzioni di regioni ammissibili in funzione dei risultati del RSM; 
infatti, una volta determinati tali risultati, è possibile dedurre dai vincoli di diseguaglianza quali 
sono le regioni ammissibili che devono essere tagliate per essere poi sostituite da nuove regioni. 
Questo processo deve essere ripetuto finché tutte le variabili d’interesse non sono diventate di 
tipo intero; ovviamente a ogni iterazione il problema è ottimizzato tramite il metodo DSM. Un 
tipo particolare di piano di taglio è denominato Gomory Planes. Tale piano di taglio è definito 
nella seguente maniera: 
 ( )B iv x=   
Se xB è una variabile di base non interna, allora sono prese in considerazione le informazioni 
derivanti dalla disequazione associata, ricavata tramite la risoluzione tramite il metodo RSM: 
 ( ) ( ) ( ) ( )...B i N j N k N lx bx cx ex v+ + + + =   
Dove tutte le variabili xN non appartengono alla base originale del problema. Dato che v non è 
intera allora: 
 ( ) ( )B i B ix v x v≤ ⇒ ≤      
Quindi, è possibile scrivere: 
 ( ) ( ) ( ) ( )...B i N j N k N lx bx cx ex v v+ + + + = −     
Tale disequazione è aggiunta al problema originale, e utilizzando il metodo DMS è nuovamente 
determinato il valore di ottimo. Tale procedimento è ripetuto per tutte le x definite di tipo intero. 
Utilizzando sempre lo stesso esempio usato in precedenza, l’algoritmo inizia eseguendo il 
S
S1 S2
sup(z)=59/7
inf(z)=-∝
x1≥3x1≤2
S11 S12
z =15/2
x2=0 x2≥1
Tagliato per incompatibilità
Tagliato per limite Tagliato per ottimalità
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metodo RSM al fine di determinare l’ottimo del problema (immaginando tutte le variabili come 
se fossero di tipo reale); dalla soluzione di tale algoritmo si ottengono i seguenti risultati: 
 [ ]1 2 3 4 5 20 233 0 07 7x x x x x x  = =    
Quindi il problema originale, unito alle variabili ausiliarie (slack) assume le seguenti condizio-
ni: 
 
1 3 4
2 4
3 4 5
1 2 20
3 7 7
3
2 10 27
7 7 3
x x x
x x
x x x
=
=
− =
 
Dato che la prima riga ha come risultato un numero non intero, è possibile aggiungere il 
seguente taglio: 
 
3 4
1 2 6
3 7 7
x x+ ≥  
 
Dove: 
 6 20 2
7 7
v v= − = −    
 
È quindi necessario definire una nuova variabile di slack s: 
 
3 4
6 1 2
7 3 7
s x x= − + +  
 
Inserendo questo nuovo piano di taglio, è nuovamente eseguito l’algoritmo RSM, che fornisce i 
seguenti risultati: 
 [ ]1 2 3 4 5 512 1 02 2x x x x x x  = =    
Dato che x2 non è intera deve essere analizzata la seconda riga derivante dalla risoluzione del 
problema di ottimo: 
 1
2 5
3 5
4 5
2
1 1
5 2
5 1
51 62 2
x s
x x s
x x s
x x s
=
− =
− − =
− =
 
Dall’analisi del sistema, utilizzando lo stesso procedimento utilizzato all’iterazione precedente, 
è possibile ricavare dalla riga numero due il seguente nuovo piano di taglio: 
 
5
1 1
2 2
x ≥  
 
Ovvero: 
 
5
1 1
2 2
t x= − +  
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Inserito il nuovo vincolo, e risolvendo nuovamente il problema così modificato, si ottiene il 
seguente risultato: 
 [ ] [ ]1 2 3 4 5 6 7 2 1 2 2 1 0 0x x x x x x x x= =  
In cui tutte le variabili di base sono in forma intera, e quindi è stato ottenuto l’ottimo del 
problema. È importante far notare che, ovviamente questo metodo ha portato al medesimo 
risultato ottenuto tramite il metodo “Branch and Bound”. Uno dei principali vantaggi di questo 
metodo è la capacità di arrivare alla soluzione in maniera rapida, senza dover utilizzare un 
enorme quantità di memoria dovuta alla memorizzazione delle diverse ramificazioni che 
vengono create durante l’esecuzione del metodo “Branch and Bound”. Viceversa, il principale 
svantaggio di questo metodo si manifesta quando le dimensioni del problema originale aumen-
tano: in questo caso l’algoritmo potrebbe finire nel generare piani di taglio identici che 
comportano un numero esponenziale di interazioni da compiere. 
9.1.5 Rivised Simplex Method - RSM 
Per risolvere a ogni iterazione il problema di ottimo, dei due algoritmi esposti in precedenza, è 
utilizzato il metodo del simplesso rivisto. Tale metodo di risoluzione dei problemi di ottimo 
lineare si compone dei seguenti passi: 
i. Inizializzazione: in questa fase il problema originario viene aumentato di dimensioni, 
introducendo per ogni vincolo di diseguaglianza delle variabili di slack. Per esempio: 
 1 2 3ax bx cx d+ + ≤   
 Allora deve essere introdotta una nuova variabile x4 definita come: 
 1 2 3 4ax bx cx x d+ + + =   
 Che sarà uguale a : 
 4 1 2 3x d ax bx cx= − − −   
Quindi, un sistema descritto da una matrice dei coefficienti lineari Amxn avrà m nuove 
variabili di slack e m nuove colonne. Inserite le nuove variabili, il problema Ax ≤ b as-
sume la seguente forma: 
 
 
[ ] [ ]
1
1
| n
mxn
n
x m
x
x
A I b
x
x
+
+
 
 
 
 
= 
 
 
 
  
⋮
⋮
 
 
Anche il vettore dei coefficienti di peso c deve essere aggiornato nelle sue dimensioni; 
in questo caso devono essere inseriti tanti zeri, quante sono le variabili di slack intro-
dotte. Così facendo si rende la funzione obiettivo z indipendente dalle nuove variabili. 
 [ ]1 0 0 0T nc c c= ⋯   
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Il metodo del simplesso rivisto ha bisogno di un punto di partenza. Una semplice via 
per ottenere una soluzione di partenza è quella d’impostare uguali agli elementi del 
vettore b, tutte le variabili di slack. Così facendo si ottiene: 
 [ ]1 10 0T m nx b b= ⋯ ⋯   
Questa soluzione soddisfa sempre il sistema Ax = b. Effettuato tale aumento di variabi-
li è necessario dividere la matrice A in due parti distinte [AB|AN], dove AB è 
rappresentata dalle colonne di A corrispondenti alle variabili chiamate di base. Le va-
riabili di base corrispondono a quella parte del vettore x in cui gli elementi sono diversi 
da zero; ovviamente AN rappresenta le colonne di A corrispondenti alle variabili non 
inserite nella base. Nell’iterazione di partenza le variabili di base sono rappresentate 
dalle variabili di slack xn+1 … xn+m, mentre tutti gli elementi rimanenti del vettore x so-
no posti uguali al valor nullo. Ovvero, è possibile scrivere che: 
 [ ] [ ]1 1B n n m N nA A A A A A+ += =⋯ ⋯  
 Quindi, il sistema originale può essere risolto nella seguente maniera: 
 B B N NAx A x A x b= + =   
ii. Risoluzione: nel passo numero due viene risolto il seguente problema lineare: 
 
1
N N Ns c A b
−
= −   
Se tutti gli elementi di sN sono minori o uguali a zero allora la soluzione del problema è 
stata ottenuta, e il processo termina. Viceversa, se almeno uno degli elementi di sN as-
sume valore strettamente maggiore di zero il processo continua, andando a cercare, nel 
vettore sN, l’elemento che assume il massimo valore. Una volta determinato, la variabi-
le ad esso associata verrà sostituita con quella determinata nel punto successivo. Tale 
cambiamento di variabile costituisce quindi il punto uscita per le variabili non di base 
del problema. 
iii. Sostituzione variabile di base: nel passo numero tre viene risolto il seguente problema 
lineare: 
 ( )B N kA d A=   
Dove AN(k) è la riga k-esima della matrice AN. Tale riga è quella cui far riferimento la 
variabile del cambiamento di base (determinata nel punto precedente). Una volta de-
terminato il vettore d viene selezionato un elemento di esso che soddisfa il seguente 
vincolo: 
 ( )
( ) ( )min , 0
Bx l d l
d l
θ
  
= > 
  
 
 
La variabile xB(l) sarà quella che verrà inserita nel problema, che quindi andrà a sosti-
tuire la variabile determinata nel punto numero due; 
iv. Aggiornamento: sono così aggiornate le liste delle variabili di base e non; il vettore xB 
è aggiornato nella seguente maniera: 
 B Bx x dθ= −   
 Mentre per l’elemento l-esimo: 
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 ( )Bx l θ=   
v. Ripetizione: il procedimento riparte dal punto numero due finché tanto la verifica su sN 
minore di zero, per ogni elemento, non viene soddisfatta. 
Con tale algoritmo è possibile risolvere problemi di ottimo vincolato, e quindi risolvere tutti 
quei sotto processi necessari a determinare l’ottimo dei problemi lineari misti interi. 
9.1.6 Dual Simplex Method - DSM 
Il problema di programmazione lineare espresso in forma standard ha la seguente forma: 
 max
0
T
i
z c x
Ax b
i x
=
≤
∀ ≥
 
 
Questa forma è anche chiamata “Primal LP”. Trovare il duale di tale forma serve, nella 
maggior parte dei casi, a determinare un limite superiore alla funzione obiettivo. Per ottenere il 
problema duale, il problema va invertito nella sua forma, ovvero i coefficienti della funzione 
obiettivo diventano i singoli elementi del vettore dei termini noti b e viceversa, la matrice dei 
coefficienti lineari A deve essere trasposta, inoltre nel problema duale il problema deve essere 
minimizzato ed i vincoli di minore uguale devono essere trasformati in vincoli di maggiore 
uguale. Sostituendo le variabili, è possibile tradurre il problema nel seguente modo: 
 max
0
T
i
z c x
Ax b
i x
=
≤
∀ ≥
⇒
min
0
T
T
i
z b y
A y c
i y
=
≥
∀ ≥
 
 
Come anche per l’esempio seguente: 
 
1 2 3
1 2 3
1 2 3
1 2 3
max 3 5
2 4 7
7 5 2
3 9 13
x x x
x x x
x x x
x x x
− +
+ − ≤
− − ≤
− + + ≤
⇒
1 2 3
1 2 3
1 2 3
1 2 3
min 7 2 13
7 3
2 5 3 1
4 9 5
y y y
y y y
y y y
y y y
+ +
+ − ≥
− + ≥ −
− − + ≥
 
 
Un esempio di problema bi-dimensionale può essere tradotto graficamente nella Figura 9-4. In 
conclusione, sia il problema di origine, che la sua trasformazione, arrivano ovviamente alla 
stessa conclusione, ma in alcuni casi è utile utilizzare la seconda alternativa, poiché implica un 
costo computazionale inferiore; in ogni caso entrambe le alternative sono risolte utilizzando il 
metodo RSM. 
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Figura 9-4 Soluzione Duale del problema di ottimo vincolato lineare 
9.1.7 Branch and Cut 
Il metodo “Branch and Cut” è l’unione dei due metodi in precedenza descritti: l’algoritmo di 
base è sempre riferito al metodo “Branch and Bound”, ma alla creazione di ogni nodo (che 
comporta la ramificazioni del problema) è eseguita una istanza del metodo “Cutting Planes” 
(utilizzando i così detti piani di Gomorry). Così facendo è possibile ottenere una riduzione del 
numero dei rami da esplorare: ciò comporta una notevole riduzione del tempo impiegato a 
determinare il valore di ottimo della funzione obiettivo del problema. L’implementazione, a 
livello di codice, di tale algoritmo, comporta la stesura di alcune migliaia di righe di codice, e 
un medio sforzo computazionale da parte della macchina esecutrice, ma tutto ciò a vantaggio 
della possibilità di risolvere problemi di ottimo lineare misto intero di grandi dimensioni, in 
tempi utili per le analisi di tipo Monte Carlo Sequenziale, le quali richiedono migliaia iterazioni 
prima di convergere verso i valori finali. 
  
x1
x2
Soluzione ottima
max{x1,x2}
Dual
Primal
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9.2 Allocazione ottimizzata dei margini di riserva secondaria 
Con quest’appendice si vuole mostrare un’implementazione aggiuntiva dell’algoritmo descritto 
ampiamente nel capitolo 2 e indispensabile al fine di determinare lo Unit Commitment e il 
Dispacciamento di un parco di generazione idrotermoelettrico. 
Tale implementazione aggiunge nell’algoritmo le seguenti caratteristiche: 
i. la possibilità di ridurre il carico nodale al fine di risolvere le violazioni dei vincoli di 
rete; 
ii. la possibilità di definire automaticamente (tramite l’ottimizzatore) i margini di riserva 
secondaria da applicare al parco di generazione. 
Contrariamente a quanto già implementato, quest’ultima caratteristica risulta molto interessante 
poiché grazie ad essa è possibile unire in una unica ottimizzazione, oltre che lo Unit Commit-
ment ed il Dispacciamento, anche l’assegnazione dei margini di riserva secondaria con un 
livello di dettaglio pari al singolo generatore. Si evitano quindi fastidiosi loop che possono 
venire a crearsi nell’algoritmo originario, nel caso in cui l’assegnazione a monte dei margini di 
riserva secondaria comporti una violazione sistematica dei vincoli di rete e/o dei vincoli tecnici 
di generazione. 
Il distacco di carico previsionale dà la possibilità all’algoritmo di trovare una soluzione 
flessibile al problema di ottimo, nei casi in cui la sola movimentazione del parco di generazione 
vincolato non consenta di trovarla. Questa situazione può accadere soprattutto quando il sistema 
elettrico è di grandi dimensioni ed è composto da una complessa rete magliata. In ogni caso 
l’entità di distacco di carico è quasi sempre trascurabile rispetto al valore di potenza nodale. 
9.2.1 Definizione del modello 
Il margine di riserva secondaria allocato sul singolo generatore g-esimo al generico intervallo di 
tempo q-esimo è espresso da: 
 , II gqg q r
+
−
∀ ∈ℝ   
Risulta necessario introdurre per ogni generatore il seguente set di disequazioni: 
 0
max gq II gq gq max gqp r o p
∗ ∗
− − −
− ≤ − ≤  
0 gq II gq max gqp r p
∗
− −
≤ + ≤  
0 gq II gq gq min gqp r o p
∗
− −
≤ − − ≤ +∞  
 
dove: 
 pgq è la potenza prodotta dal gruppo g-esimo al quarto d’ora q-esimo; 
rII-gq è il valore di margine di semi banda di riserva secondaria allocata sul gruppo g-
esimo al quarto d’ora q-esimo; 
 ogq è lo stato di unit commitment del gruppo (0 inattivo, 1 attivo); 
p*max-gq è la potenza massima ottenibile dal gruppo g-esimo al quarto d’ora q-esimo al 
netto di tutti i vincoli di natura tecnica (rampe di carico e limiti nominali); 
p*min-gq è la potenza minima ottenibile dal gruppo g-esimo al quarto d’ora q-esimo al 
netto di tutti i vincoli di natura tecnica (rampe di carico e limiti nominali). 
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La prima disequazione è necessaria a far si che il generatore non eroghi servizio di margine di 
riserva secondaria quando risulta inattivo; la seconda e la terza servono a far rispettare al 
gruppo i vincoli di potenza tecnica massima e minima. E’ importante ricordare che tali limiti di 
potenza non sono quelli nominali, bensì quelli determinabili dallo stato del gruppo nell’istante 
di simulazione precedente a quello in analisi. 
Come ultimo vincolo risulta necessario definire il limite massimo e minimo di margine di 
riserva da allocare per ogni zona del sistema elettrico: 
( ) ( )
1
1 1
Ngz
II zq II gq II zq
i
r r rδ δ
− − −
=
− ≤ ≤ +∑
 
Dove il valore rII-zh è la quantità di margine di riserva da allocare nella zona z-esima 
all’intervallo q-esimo, mentre il coefficiente δ serve a definire uno specifico intervallo: 
normalmente tale coefficiente può essere impostato uguale al valore di 0,02. Infine, il valore 
Ngz definisce il numero di gruppi di generazione installati nella zona z-esima. 
In conclusione, definendo un costo unitario e un limite superiore a ogni singolo margine di 
riserva secondaria di generazione, è possibile implementare uno scenario ad hoc, dove è perfino 
possibile simulare un mercato dei servizi di regolazione secondaria. 
Riscrivendo nuovamente il problema di ottimo in forma matriciale è possibile ottenere: 
[ ]
[ ]
[ ]
[ ] [ ]
[ ] [ ]
[ ] [ ]
[ ]
1 1
0
0
g g c II g
g c
T T
q T T
up th max th
th
T T
up
tg tg max tg
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th
th min th
max min
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t
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p p
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−
−
−
∗ ∗
−
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−
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R
 
dove le prime sei righe della matrice dei legami lineari e limiti sono le stesse di quelle utilizzate 
nell’algoritmo originario; viceversa, la restante parte è necessaria a descrivere l’ottimizzazione 
del margine di riserva secondaria (rappresentazione matriciale delle tre disequazioni introdotte 
precedentemente). La matrice Rzg ha un numero di righe pari al numero di zone del sistema 
elettrico e un numero di colonne pari al numero di generatori; inoltre, essa è composta da 
elementi nulli tranne per quegli elementi (che assumono valore unitario) che identificano la 
zona di installazione del gruppo associato. 
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Infine, nella terza colonna è riportata la possibilità di distacco di carico: l’utilizzo del distacco di 
carico è ovviamente subordinato al rispetto dei vincoli di rete (matrice sensitivity SC), al 
bilancio di potenza e al massimo valore nodale distaccabile. 
In conclusione, la funzione obiettivo aggiornata diventa: 
( ) ( )
1 1
NgTe Nn
gq gq II gq II gq lq lq
q Ts g l
min c p c r c pζ
− −
= = =
 
= + + 
 
∑ ∑ ∑
 
dove, per i parametri non descritti precedentemente: 
cII-gq è il costo unitario del margine di riserva secondario allocato sul gruppo g-esimo al 
quarto d’ora q-esimo; 
ccq è il costo unitario del distacco di carico sul nodo l-esimo al quarto d’ora q-esimo; 
plq è la quantità di carico distaccato sul nodo l-esimo al quarto d’ora q-esimo. 
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9.3 RTS-96 
Per applicare gli algoritmi di Unit Commitment e dispacciamento, ed eseguire le analisi di 
affidabilità tramite metodo Monte Carlo è stata utilizzata la rete RTS-96, poiché, grazie alle sue 
dimensioni e ai dati descrittivi in possesso, è stata ritenuta la più idonea. Inoltre, essa è stata 
utilizzata per la verifica ed il debug degli software applicativi sviluppati. 
 
 
Figura 9-5 RTS-96 
Di seguito sono riportati i dati necessari esclusivamente ai fini della trattazione. Partendo in 
ordine gerarchico, la rete è composta dalle seguenti aree: 
Tabella 9-1 Aree della RTS-96 
Id Nome 
0 AreaA 
1 AreaB 
2 AreaC 
 
I nodi che compongono la RTS-96 sono classificati per nome, area di appartenenza e carico 
nominale installato; in tutto i nodi sono 73, ed il numero 10 è stato considerato di slack. 
 
Tabella 9-2 Nodi della RTS-96 
Id Nome Area Potenza nominale [MW] 
0 Abel 0 108 
1 Adams 0 97 
2 Adler 0 180 
3 Agricola 0 74 
4 Aiken 0 71 
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Id Nome Area Potenza nominale [MW] 
5 Alber 0 136 
6 Alder 0 125 
7 Alger 0 171 
8 Ali 0 175 
9 Allen 0 195 
10 Anna 0 0 
11 Archer 0 0 
12 Arne 0 265 
13 Arnold 0 194 
14 Arthur 0 317 
15 Asser 0 100 
16 Aston 0 0 
17 Astor 0 333 
18 Attar 0 181 
19 Attila 0 128 
20 Attlee 0 0 
21 Aubrey 0 0 
22 Austen 0 0 
23 Avery 0 0 
24 Bach 1 108 
25 Bacon 1 97 
26 Baffin 1 180 
27 Bailey 1 74 
28 Bain 1 71 
29 Bajer 1 136 
30 Baker 1 125 
31 Balch 1 171 
32 Balzac 1 175 
33 Banks 1 195 
34 Bardeen 1 0 
35 Barkla 1 0 
36 Barlow 1 265 
37 Barry 1 194 
38 Barton 1 317 
39 Basov 1 100 
40 Bates 1 0 
41 Bayle 1 333 
42 Bede 1 181 
43 Beethove 1 128 
44 Behring 1 0 
45 Bell 1 0 
46 Bloch 1 0 
47 Bordet 1 0 
48 Cabell 2 108 
49 Cabot 2 97 
50 Caesar 2 180 
51 Caine 2 74 
52 Calvin 2 71 
53 Camus 2 136 
54 Carew 2 125 
55 Carrel 2 171 
56 Carter 2 175 
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Id Nome Area Potenza nominale [MW] 
57 Caruso 2 195 
58 Cary 2 0 
59 Caxton 2 0 
60 Cecil 2 265 
61 Chain 2 194 
62 Chase 2 317 
63 Chifa 2 100 
64 Chuhsi 2 0 
65 Clark 2 333 
66 Clay 2 181 
67 Clive 2 128 
68 Cobb 2 0 
69 Cole 2 0 
70 Comte 2 0 
71 Curie 2 0 
72 Curtiss 2 0 
 
I rami sono riferiti indistintamente sia alle linee di trasmissione, sia ai trasformatori di potenza. 
Nel totale gli elementi sono 120, e sono descritti nella tabella seguente: 
Tabella 9-3 Rami della RTS-96 
Id Nome Nodo from Nodo to X (pu) Snom (MVA) Smax(MVA) MTTF (h) MTTR (h) 
0 A1 Abel Adams 0.014 175 200 36141 16 
1 A2 Abel Adler 0.211 175 220 17010 10 
2 A3 Abel Aiken 0.085 175 220 26283 10 
3 A4 Adams Agricola 0.127 175 220 22241 10 
4 A5 Adams Alber 0.192 175 220 18073 10 
5 A6 Adler Ali 0.119 175 220 22826 10 
6 A8 Agricola Ali 0.104 175 220 24093 10 
7 A9 Aiken Allen 0.088 175 220 25510 10 
8 A10 Alber Allen 0.061 175 200 26308 35 
9 A11 Alder Alger 0.061 175 220 28910 10 
10 AB1 Alder Baffin 0.161 175 220 19715 10 
11 A12-1 Alger Ali 0.165 175 220 19715 10 
12 A13-2 Alger Allen 0.165 175 220 19715 10 
13 A18 Anna Arne 0.048 500 625 21686 11 
14 A19 Anna Arnold 0.042 500 625 22242 11 
15 A20 Archer Arne 0.048 500 625 21686 11 
16 A21 Archer Austen 0.097 500 625 16684 11 
17 A22 Arne Austen 0.087 500 625 17705 11 
18 AB2 Arne Barton 0.075 500 625 18458 11 
19 A23 Arnold Asser 0.059 500 625 22827 11 
20 A24 Arthur Asser 0.017 500 625 26284 11 
21 A25-1 Arthur Attlee 0.049 500 625 21157 11 
22 A25-2 Arthur Attlee 0.049 500 625 21157 11 
23 A26 Arthur Avery 0.052 500 625 21157 11 
24 A27 Asser Aston 0.026 500 625 24782 11 
25 A28 Asser Attar 0.023 500 625 25511 11 
26 A29 Aston Astor 0.014 500 625 27105 11 
27 A30 Aston Aubrey 0.105 500 625 16067 11 
28 A31-1 Astor Attlee 0.026 500 625 24782 11 
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Id Nome Nodo from Nodo to X (pu) Snom (MVA) Smax(MVA) MTTF (h) MTTR (h) 
29 A31-2 Astor Attlee 0.026 500 625 24782 11 
30 A32-1 Attar Attila 0.04 500 625 22827 11 
31 A32-2 Attar Attila 0.04 500 625 22827 11 
32 A33-1 Attila Austen 0.022 500 625 25511 11 
33 A33-2 Attila Austen 0.022 500 625 25511 11 
34 A34 Attlee Aubrey 0.068 500 625 19278 11 
35 AB3 Austen Bates 0.074 500 625 18859 11 
36 B1 Bach Bacon 0.014 175 200 36141 16 
37 B2 Bach Baffin 0.211 175 220 17010 10 
38 B3 Bach Bain 0.085 175 220 26283 10 
39 B4 Bacon Bailey 0.127 175 220 22241 10 
40 B5 Bacon Bajer 0.192 175 220 18073 10 
41 B6 Baffin Balzac 0.119 175 220 22826 10 
42 B8 Bailey Balzac 0.104 175 220 24093 10 
43 B9 Bain Banks 0.088 175 220 25510 10 
44 B10 Bajer Banks 0.061 175 200 26308 35 
45 B11 Baker Balch 0.061 175 220 28910 10 
46 B12-1 Balch Balzac 0.165 175 220 19715 10 
47 B13-2 Balch Banks 0.165 175 220 19715 10 
48 B18 Bardeen Barlow 0.048 500 625 21686 11 
49 B19 Bardeen Barry 0.042 500 625 22242 11 
50 B20 Barkla Barlow 0.048 500 625 21686 11 
51 B21 Barkla Bloch 0.097 500 625 16684 11 
52 B22 Barlow Bloch 0.087 500 625 17705 11 
53 B23 Barry Basov 0.059 500 625 22827 11 
54 B24 Barton Basov 0.017 500 625 26284 11 
55 B25-1 Barton Behring 0.049 500 625 21157 11 
56 B25-2 Barton Behring 0.049 500 625 21157 11 
57 B26 Barton Bordet 0.052 500 625 21157 11 
58 B27 Basov Bates 0.026 500 625 24782 11 
59 B28 Basov Bede 0.023 500 625 25511 11 
60 B29 Bates Bayle 0.014 500 625 27105 11 
61 B30 Bates Bell 0.105 500 625 16067 11 
62 B31-1 Bayle Behring 0.026 500 625 24782 11 
63 B31-2 Bayle Behring 0.026 500 625 24782 11 
64 B32-1 Bede Beethove 0.04 500 625 22827 11 
65 B32-2 Bede Beethove 0.04 500 625 22827 11 
66 B33-1 Beethove Bloch 0.022 500 625 25511 11 
67 B33-2 Beethove Bloch 0.022 500 625 25511 11 
68 B34 Behring Bell 0.068 500 625 19278 11 
69 C1 Cabell Cabot 0.014 175 200 36141 16 
70 C2 Cabell Caesar 0.211 175 220 17010 10 
71 C3 Cabell Calvin 0.085 175 220 26283 10 
72 C4 Cabot Caine 0.127 175 220 22241 10 
73 C5 Cabot Camus 0.192 175 220 18073 10 
74 C6 Caesar Carter 0.119 175 220 22826 10 
75 C8 Caine Carter 0.104 175 220 24093 10 
76 C9 Calvin Caruso 0.088 175 220 25510 10 
77 C10 Camus Caruso 0.061 175 200 26308 35 
78 C11 Carew Carrel 0.061 175 220 28910 10 
79 C12-1 Carrel Carter 0.165 175 220 19715 10 
80 C13-2 Carrel Caruso 0.165 175 220 19715 10 
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Id Nome Nodo from Nodo to X (pu) Snom (MVA) Smax(MVA) MTTF (h) MTTR (h) 
81 C18 Cary Cecil 0.048 500 625 21686 11 
82 C19 Cary Chain 0.042 500 625 22242 11 
83 C20 Caxton Cecil 0.048 500 625 21686 11 
84 C21 Caxton Comte 0.097 500 625 16684 11 
85 C22 Cecil Comte 0.087 500 625 17705 11 
86 C23 Chain Chifa 0.059 500 625 22827 11 
87 C24 Chase Chifa 0.017 500 625 26284 11 
88 C25-1 Chase Cobb 0.049 500 625 21157 11 
89 C25-2 Chase Cobb 0.049 500 625 21157 11 
90 C26 Chase Curie 0.052 500 625 21157 11 
91 C27 Chifa Chuhsi 0.026 500 625 24782 11 
92 C28 Chifa Clay 0.023 500 625 25511 11 
93 C29 Chuhsi Clark 0.014 500 625 27105 11 
94 C30 Chuhsi Cole 0.105 500 625 16067 11 
95 C31-1 Clark Cobb 0.026 500 625 24782 11 
96 C31-2 Clark Cobb 0.026 500 625 24782 11 
97 C32-1 Clay Clive 0.04 500 625 22827 11 
98 C32-2 Clay Clive 0.04 500 625 22827 11 
99 C33-1 Clive Comte 0.022 500 625 25511 11 
100 C33-2 Clive Comte 0.022 500 625 25511 11 
101 C34 Cobb Cole 0.068 500 625 19278 11 
102 CA-1 Curtiss Attlee 0.097 500 625 16684 11 
103 CB-1 Clark Bloch 0.104 500 625 16369 11 
104 A7 Adler Avery 0.084 400 600 434268 768 
105 A14 Ali Anna 0.084 400 600 434268 768 
106 A15 Ali Archer 0.084 400 600 434268 768 
107 A16 Allen Anna 0.084 400 600 434268 768 
108 A17 Allen Archer 0.084 400 600 434268 768 
109 B7 Baffin Bordet 0.084 400 600 434268 768 
110 B14 Balzac Bardeen 0.084 400 600 434268 768 
111 B15 Balzac Barkla 0.084 400 600 434268 768 
112 B16 Banks Bardeen 0.084 400 600 434268 768 
113 B17 Banks Barkla 0.084 400 600 434268 768 
114 C7 Caesar Curie 0.084 400 600 434268 768 
115 C14 Carter Cary 0.084 400 600 434268 768 
116 C15 Carter Caxton 0.084 400 600 434268 768 
117 C16 Caruso Cary 0.084 400 600 434268 768 
118 C17 Caruso Caxton 0.084 400 600 434268 768 
119 C35 Comte Curtiss 0.009 722 893 434268 768 
 
Il parco di generazione è composto da 96 unità classificate in: Idroelettrici, Turbogas, Pompag-
gio e Termici tradizionali. E’ trascurata l’MTTR (poiché il valor medio è superiore all’orizzonte 
temporale di simulazione), e la rampa a salire è posta uguale a quella scendere. Inoltre il tempo 
di raffreddamento è ipotizzato uguale a quello di avvio a caldo. 
Tabella 9-4 Generatori della RTS-96 
Id Nome Nodo Tipo Pmax (MW) 
Pmin 
(MW) 
MTTF 
(h) 
Rampa 
MW/15’ 
Start C 
(h) 
Start H 
(h) 
Min On 
(h) 
Min Off 
(h) 
0 Abel1 Abel Tur.Gas 20 0 450    1 1 
1 Abel2 Abel Tur.Gas 20 0 450    1 1 
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Id Nome Nodo Tipo Pmax (MW) 
Pmin 
(MW) 
MTTF 
(h) 
Rampa 
MW/15’ 
Start C 
(h) 
Start H 
(h) 
Min On 
(h) 
Min Off 
(h) 
2 Abel3 Abel Termico 76 15.2 1960 3 12 3 8 4 
3 Abel4 Abel Termico 76 15.2 1960 3 12 3 8 4 
4 Adams1 Adams Tur.Gas 20 0 450    1 1 
5 Adams2 Adams Tur.Gas 20 0 450    1 1 
6 Adams3 Adams Termico 76 15.2 1960 3 12 3 8 4 
7 Adams4 Adams Termico 76 15.2 1960 3 12 3 8 4 
8 Alder1 Alder Termico 100 25 1200 105 7 2 8 8 
9 Alder2 Alder Termico 100 25 1200 105 7 2 8 8 
10 Alder3 Alder Termico 100 25 1200 105 7 2 8 8 
11 Arne1 Arne Termico 197 69 950 45 7 4 12 1 
12 Arne2 Arne Termico 197 69 950 45 7 4 12 1 
13 Arne3 Arne Termico 197 69 950 45 7 4 12 1 
14 Arthur1 Arthur Termico 12 2.4 2940 15 4 2 4 2 
15 Arthur2 Arthur Termico 12 2.4 2940 15 4 2 4 2 
16 Arthur3 Arthur Termico 12 2.4 2940 15 4 2 4 2 
17 Arthur4 Arthur Termico 12 2.4 2940 15 4 2 4 2 
18 Arthur5 Arthur Termico 12 2.4 2940 15 4 2 4 2 
19 Arthur6 Arthur Termico 155 54.3 960 45 11 3 8 8 
20 Asser1 Asser Termico 155 54.3 960 45 11 3 8 8 
21 Astor1 Astor Termico 400 100 1100 30 96 96 96 96 
22 Attlee1 Attlee Termico 400 100 1100 30 96 96 96 96 
23 Aubrey1 Aubrey Idrico 50 0 1980      
24 Aubrey2 Aubrey Idrico 50 0 1980      
25 Aubrey3 Aubrey Idrico 50 0 1980      
26 Aubrey4 Aubrey Idrico 50 0 1980      
27 Aubrey5 Aubrey Pompag. 50 -40 1980      
28 Aubrey6 Aubrey Pompag. 50 -40 1980      
29 Austen1 Austen Termico 155 54.3 960 45 11 3 8 8 
30 Austen2 Austen Termico 155 54.3 960 45 11 3 8 8 
31 Austen3 Austen Termico 350 140 1150 6 12 8 24 48 
32 Bach1 Bach Tur.Gas 20 0 450    1 1 
33 Bach2 Bach Tur.Gas 20 0 450    1 1 
34 Bach3 Bach Termico 76 15.2 1960 3 12 3 8 4 
35 Bach4 Bach Termico 76 15.2 1960 3 12 3 8 4 
36 Bacon1 Bacon Tur.Gas 20 0 450    1 1 
37 Bacon2 Bacon Tur.Gas 20 0 450    1 1 
38 Bacon3 Bacon Termico 76 15.2 1960 3 12 3 8 4 
39 Bacon4 Bacon Termico 76 15.2 1960 3 12 3 8 4 
40 Baker1 Baker Termico 100 25 1200 105 7 2 8 8 
41 Baker2 Baker Termico 100 25 1200 105 7 2 8 8 
42 Baker3 Baker Termico 100 25 1200 105 7 2 8 8 
43 Barlow1 Barlow Termico 197 69 950 45 7 4 12 1 
44 Barlow2 Barlow Termico 197 69 950 45 7 4 12 1 
45 Barlow3 Barlow Termico 197 69 950 45 7 4 12 1 
46 Barton1 Barton Termico 12 2.4 2940 15 4 2 4 2 
47 Barton2 Barton Termico 12 2.4 2940 15 4 2 4 2 
48 Barton3 Barton Termico 12 2.4 2940 15 4 2 4 2 
49 Barton4 Barton Termico 12 2.4 2940 15 4 2 4 2 
50 Barton5 Barton Termico 12 2.4 2940 15 4 2 4 2 
51 Barton6 Barton Termico 155 54.3 960 45 11 3 8 8 
52 Basov1 Basov Termico 155 54.3 960 45 11 3 8 8 
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Id Nome Nodo Tipo Pmax (MW) 
Pmin 
(MW) 
MTTF 
(h) 
Rampa 
MW/15’ 
Start C 
(h) 
Start H 
(h) 
Min On 
(h) 
Min Off 
(h) 
53 Bayle1 Bayle Termico 400 100 1100 30 96 96 96 96 
54 Behring1 Behring Termico 400 100 1100 30 96 96 96 96 
55 Bell1 Bell Idrico 50 0 1980      
56 Bell2 Bell Idrico 50 0 1980      
57 Bell3 Bell Idrico 50 0 1980      
58 Bell4 Bell Idrico 50 0 1980      
59 Bell5 Bell Pompag. 50 -40 1980      
60 Bell6 Bell Pompag. 50 -40 1980      
61 Bloch1 Bloch Termico 155 54.3 960 45 11 3 8 8 
62 Bloch2 Bloch Termico 155 54.3 960 45 11 3 8 8 
63 Bloch3 Bloch Termico 350 140 1150 6 12 8 24 48 
64 Cabell1 Cabell Tur.Gas 20 0 450    1 1 
65 Cabell2 Cabell Tur.Gas 20 0 450    1 1 
66 Cabell3 Cabell Termico 76 15.2 1960 3 12 3 8 4 
67 Cabell4 Cabell Termico 76 15.2 1960 3 12 3 8 4 
68 Cabot1 Cabot Tur.Gas 20 0 450    1 1 
69 Cabot2 Cabot Tur.Gas 20 0 450    1 1 
70 Cabot3 Cabot Termico 76 15.2 1960 3 12 3 8 4 
71 Cabot4 Cabot Termico 76 15.2 1960 3 12 3 8 4 
72 Carew1 Carew Termico 100 25 1200 105 7 2 8 8 
73 Carew2 Carew Termico 100 25 1200 105 7 2 8 8 
74 Carew3 Carew Termico 100 25 1200 105 7 2 8 8 
75 Cecil1 Cecil Termico 197 69 950 45 7 4 12 1 
76 Cecil2 Cecil Termico 197 69 950 45 7 4 12 1 
77 Cecil3 Cecil Termico 197 69 950 45 7 4 12 1 
78 Chase1 Chase Termico 12 2.4 2940 15 4 2 4 2 
79 Chase2 Chase Termico 12 2.4 2940 15 4 2 4 2 
80 Chase3 Chase Termico 12 2.4 2940 15 4 2 4 2 
81 Chase4 Chase Termico 12 2.4 2940 15 4 2 4 2 
82 Chase5 Chase Termico 12 2.4 2940 15 4 2 4 2 
83 Chase6 Chase Termico 155 54.3 960 45 11 3 8 8 
84 Chifa1 Chifa Termico 155 54.3 960 45 11 3 8 8 
85 Clark1 Clark Termico 400 100 1100 30 96 96 96 96 
86 Cobb1 Cobb Termico 400 100 1100 30 96 96 96 96 
87 Cole1 Cole Idrico 50 0 1980      
88 Cole2 Cole Idrico 50 0 1980      
89 Cole3 Cole Idrico 50 0 1980      
90 Cole4 Cole Idrico 50 0 1980      
91 Cole5 Cole Pompag. 50 -40 1980      
92 Cole6 Cole Pompag. 50 -40 1980      
93 Comte1 Comte Termico 155 54.3 960 45 11 3 8 8 
94 Comte2 Comte Termico 155 54.3 960 45 11 3 8 8 
95 Comte3 Comte Termico 350 140 1150 6 12 8 24 48 
 
Ogni taglia di generatore è caratterizzata da un costo unitario standardizzato, valido per ogni ora 
della simulazione. Sono specificate tre tipologie di costo, ognuna delle quali è riferita ad una 
particolare tipologia di servizio, fra cui: servizio di energia (valore del costo dell’energia, 
necessario a generare lo Unit Commitment ed il dispacciamento), servizio di potenza a salire e 
scendere (valore del costo del margine di riserva di potenza). Il valore standardizzato di servizio 
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di energia viene associato ad ogni generatore sommandoci insieme un rumore stocastico, così 
da rendere univoca l’offerta del singolo generatore. Alla stessa maniera, i costi dei servizi di 
riserva di potenza, a salire e scendere, sono distribuiti in egual misura fra i singoli gradini dei 
gruppi di generazione, così da ottenere, per ogni gruppo, cinque gradini a salire e cinque a 
scendere diversi nel costo unitario. 
Tabella 9-5 Costi unitari per taglia di generazione RTS-96 
Taglia (MW) Offerta Energia (€/MWh) 
Offerta Potenza 
salire (€/MW) 
Offerta Potenza 
scendere (€/MW) 
12 54 75 20 
20 56 90 25 
50 100 100 30 
76 56 80 25 
100 51 75 20 
155 53 80 25 
197 55 75 20 
350 50 80 25 
400 35 200 10 
 
Per determinare l’andamento previsionale del carico sono di seguito riportate le tabelle che 
specificano, in funzione della stazione e della settimana dell’anno, la quantità di carico presente, 
proporzionata al valore nominale. Sono definiti tre coefficienti, che specificano rispettivamente 
l’ora del giorno, il giorno della settimana e la settimana dell’anno; una volta ottenuta la serie di 
questi coefficienti è sufficiente moltiplicare il valore nominale del carico nodale per ottenere il 
valore previsionale. E’ quindi possibile definire il legame fra carico previsionale e nominale 
tramite la seguente equazione, per il generico n-esimo nodo alla ora h-esima: 
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9-1
La divisione con 106 sta a indicare che i tre coefficienti sono riportati in valore percentuale. Il 
primo coefficiente è dato dalla seguente tabella: 
Tabella 9-6 C1 per la determinazione previsionale del carico 
Settimana C1 Settimana C1 Settimana C1 Settimana C1 
1 86.2 14 75 27 75.5 40 72.4 
2 90 15 72.1 28 81.6 41 74.3 
3 87.8 16 80 29 80.1 42 74.4 
4 83.4 17 75.4 30 88 43 80 
5 88 18 83.7 31 72.2 44 88.1 
6 84.1 19 87 32 77.6 45 88.5 
7 83.2 20 88 33 80 46 90.9 
8 80.6 21 85.6 34 72.9 47 94 
9 74 22 81.1 35 72.6 48 89 
10 73.7 23 90 36 70.5 49 94.2 
11 71.5 24 88.7 37 78 50 97 
12 72.7 25 89.6 38 69.5 51 100 
13 70.4 26 86.1 39 72.4 52 95.2 
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Il secondo coefficiente è dato dalla seguente tabella: 
Tabella 9-7 C2 per la determinazione previsionale del carico 
Giorno C2 
Lunedì 93 
Martedì 100 
Mercoledì 98 
Giovedì 96 
Venerdì 94 
Sabato 77 
Domenica 75 
 
E infine il terzo coefficiente è dato dalla seguente tabella: 
Tabella 9-8 C3 per la determinazione previsionale del carico 
Ora Inverno Estate Primavera Autunno 1 - 8 44 - 52 18 - 30 9 - 17 31 - 43 
0 67 78 64 63 75 
1 63 72 60 62 73 
2 60 68 58 60 69 
3 59 66 56 58 66 
4 59 64 56 59 65 
5 60 65 58 65 65 
6 74 66 64 72 68 
7 86 70 76 85 74 
8 95 80 87 95 83 
9 96 88 95 99 89 
10 96 90 99 100 92 
11 95 91 100 99 94 
12 95 90 99 93 91 
13 95 88 100 92 90 
14 93 87 100 90 90 
15 94 87 97 88 86 
16 99 91 96 90 85 
17 100 100 96 92 88 
18 100 99 93 96 92 
19 96 97 92 98 100 
20 91 94 92 96 97 
21 83 92 93 90 95 
22 73 87 87 80 90 
23 63 81 72 70 85 
 
Quindi, scelto il giorno, è possibile ottenere la profilazione oraria del carico di sistema. 
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