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Greek symbols
α = The inner angle subtended by the surface and left edge
of the corona jet
= Constant
= Angle of attack
α∗ = The outer angle subtended by the surface and left edge
of the corona jet
β = The outer angle subtended by the surface and right edge
of the corona jet
= Scaling factor or Vickers angle
β∗ = The inner angle subtended by the surface and right edge
of the corona jet
χ = Generic function
δ = Scaling factor or spatial increment
δ1 = Displacement thickness
δ2 = Momentum thickness
δ3 = Energy thickness
δ99 = Boundary layer thickness
ε = Percentage error
ϕ = Incident angle of droplet
ϕL = The angle at the left position of a rivulet moving along the surface
ϕR = The angle at the right position of a rivulet moving along the surface
γ = Surface tension
η∗ = Complex viscosity
λ = The wave length of the water film
λ˘ = Material independent coefficient
ν = Poisson’s ratio
= Degree of freedom
θ = The angle at the movement path of the droplet with the normal plane
θ˜ = Static contact angle
θL = The angle at the left position of a moving bead along the surface
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iii
θR = The angle at the right position of a moving bead along the surface
θF = Hysteresis value of the frame
ρ = Density
σ = Standard deviation
σ2 = Variance
τ = Time constant (duration)
= Pressure release time
τ ∗ = Water-hammer pressure termination time
τice = Ice adhesion strength
τw = Wall shear stress
ω = Angular frequency
ξ = Width of a rivulet
ζ = Height of a rivulet
Φ = Generic function
Λ = Empirical constant
Ω = Generic height function
Ξ = Generic width function
Ψ = Constant
Latin characters
cL = Velocity of the longitudinal wave
cR = Velocity of the Rayleigh-wave
cT = Transverse wave velocity
c = Speed of sound
cf = Skin friction coefficient
d = Diameter
dm = Mean diameter
fd = Droplet frequency
g = 9.80665 m · s−2, gravitational constant
gf = Load for hardness testing
h = Height of bead, rivulet or structure
hice = Thickness of ice
hS = Thickness of the specimen
i = Integer
j = Integer
k = Integer
` = Total length in the field of view
m = Mass
= Mass of the erodent
m˙ = Mass flow
iv
n = Number, number of impacts
n˘ = Node
nb = Number of beads in a frame
nc = Number of coronas in a frame
nr = Number of rivulets in a frame
nt,b = Total number of beads in all considered frames
nt,c = Total number of coronas in all considered frames
nt,r = Total number of rivulets in all considered frames
pi = Point i
nf = Total number of frames
ns = Total number of splashing structures
p = Pressure
r˜ = Radius of fracture commencing flaw
rd = Radius of droplet
rmin = Inner damage annulus
rmax = Outer damage annulus
s = Standard deviation
t = Time
= Specimen thickness
v = Aerial speed of the erodent
v
D̂
= Equivalent speed for a 2 mm droplet
vMIJA = Multiple Impact Jet Apparatus speed
w = Width of bead, rivulet or structure
x = Coordinate
y = Coordinate
zc = Confidence level
A = Area
= Amplitude of the water film
A = Two-dimensional area of the corona structure
A˜ = Sample area
B(x) = Representative bead structure
Cˇ = Shock wave velocity
C(x, y) = Centroid position
Ca = Capillary number
D = Droplet diameter
D̂ = Droplet diameter, D ≡ 2 mm
F = Force
FD = Dynamic driving force
E = Young’s modulus
E˙ = Erosion rate
vE˜C = Entropy within the photograph of a two-dimensional slice of the corona
E˜F = Entropy within the frame of the image sequence
H = Height
= Height of corona
HV = Vickers Hardness value
I˘ = Current capacity
KIc = Fracture toughness
L = Length
N = Number
= Total number of droplets for a given frame
Ni = Number of impacts
N
D̂
= Number of total droplets
Oh = Ohnsorge number
P = Load
PB = Bernoulli stagnation pressure
Pc = Pressure at the center of impact
Ps = Threshold pressure
Pw = Water-hammer pressure
Ra = Surface roughness
Re = Reynolds number
Rj = Averaged number of droplets within a sequence of images
in a given zone
S = Spreading coefficient
= Material strength
Sn = Specimen number n
T = Temperature
V = Volume
VL = Volumetric erosion loss
U∞ = Free stream velocity
W = Width
We = Weber number
W (x) = Idealized water film
W1 = Base width of corona
W2 = Top width of corona
Z = Acoustic impedance
ZL = Impedance of the liquid
ZS = Impedance of the solid
vi
Abbreviations
CL = Confidence level
CNT = Carbon nanotubes
CSMT = Corona splashing measurement tool
DTV = Damage threshold velocity
EASA = European aviation safety agency
FAA = Federal aviation administration
FSSP = Forward scattering spectrometer probe
HMEM = High mechanical energy mixer
HSM = High shear mixer
JAA = Joint airworthiness authorities
LAYSA = Multifunctional layers for safer aircraft
LWC = Liquid water concentration
LWCM = Liquid water concentration module
MIJA = Multiple impact jet apparatus
MWCNT = Multi-walled carbon nanotubes
NASA = National aeronautics and space administration
NWP = Numerical weather prediction
OAT = Outside air temperature
OAP = Optical array probe
SEM = Scanning electron microscope
SLD = Super-cooled large droplets
SWCNT = Single-walled carbon nanotubes
TAT = Total air temperature
TEM = Transmission electron microscopy
UAV = Unmanned air vehicle
VOF = Volume of fluid
Subscripts
0 = Initial state
max = Maximum
min = Minimum
Superscripts
e = Eroded state
p = Pristine state
vii
Symbols
◦ = Degrees
® = Registered trademark
∝ = Proportional to
∈ = In the range of
∞ = Infinity
≡ = Identically equal to
∆(. . .) = Difference of
O = Order of
(. . .) = Mean value˜(. . .) = Constant
(. . .)∗ = Non-dimensionalized quantity
(. . .)? = Non-dimensionalized quantity with `
Abstract
The usage of polymeric matrix composites in aerospace appli-
cations has been significantly prevalent based on their desired ma-
terial characteristics, which include higher strength, lower weight
and heat resistance. With current advancements in nanotech-
nology, carbon nanotube reinforced polymeric matrix composites
may enhance the operational usage of these advanced materials
even further. In this study, a set of novel aerospace material can-
didates are characterized based on their mechanical properties,
resilience to liquid erosion, wettability and ice adhesion. The ex-
perimental evaluations presented, allow for a preliminary ranking
of the polymeric matrix composites and assessment of the influ-
ence of reinforcing carbon nanotubes. The role of erosion in par-
ticular is highlighted from both a historical viewpoint and based
on empirical results for static and dynamic wettability and ice ad-
hesion. Discussion of different ranking systems and fractography
arising as a consequence of liquid impact are further addressed in
this study. It is found that the candidate samples exhibit differ-
ent physical parameters but nominally similar erosion resilience
despite the presence of the reinforcing carbon nanotubes. The
wettability of the experimental materials and their ice adhesion
characteristics are further shown to be influenced by the presence
of carbon nanotubes and largely dependent upon degradation of
the material surfaces.
Table of Contents
Table of Contents i
List of Figures 1
List of Tables 5
1 Introduction 7
1.1 Research objectives . . . . . . . . . . . . . . . . . . . . . 8
1.2 Dissertation structure . . . . . . . . . . . . . . . . . . . 10
2 Literature review 12
2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . 12
2.2 Aircraft icing . . . . . . . . . . . . . . . . . . . . . . . . . 12
2.2.1 Atmospheric aerosols . . . . . . . . . . . . . . . . 16
2.2.2 Ice adhesion . . . . . . . . . . . . . . . . . . . . . . 17
2.2.3 Ice prevention systems . . . . . . . . . . . . . . . 18
2.3 Wettability . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
2.4 Erosion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
2.4.1 Classification of damage mechanisms . . . . . . 24
2.4.2 Erosion in Aviation . . . . . . . . . . . . . . . . . . 28
2.4.3 Liquid-Solid Impact . . . . . . . . . . . . . . . . . . 31
2.5 Polymer Matrix Composite Resins . . . . . . . . . . . . 34
2.5.1 Polymer nanocomposites . . . . . . . . . . . . . . 35
2.6 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
3 Physical Properties 41
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . 41
3.2 Experimental specimens . . . . . . . . . . . . . . . . . . . 42
3.3 Material Subdivision . . . . . . . . . . . . . . . . . . . . . 51
3.4 Density Measurements . . . . . . . . . . . . . . . . . . . . 52
3.5 Microhardness Testing . . . . . . . . . . . . . . . . . . . 55
i
ii
3.6 Speed of Sound Measurements . . . . . . . . . . . . . . 71
3.7 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
4 Liquid Erosion 75
4.1 Experimental Setup . . . . . . . . . . . . . . . . . . . . . 75
4.2 Damage Threshold Velocity . . . . . . . . . . . . . . . . 78
4.3 Wet Blasting . . . . . . . . . . . . . . . . . . . . . . . . . 104
4.4 Stress Reduction on the Substrate by usage of A
Coating Layer . . . . . . . . . . . . . . . . . . . . . . . . . 107
4.5 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . 118
5 Wettability 120
5.1 Static Wettability . . . . . . . . . . . . . . . . . . . . . . 120
5.2 Dynamic Wettability . . . . . . . . . . . . . . . . . . . . 124
5.2.1 Experimental facilities . . . . . . . . . . . . . . . 124
5.2.2 Illumination and imaging . . . . . . . . . . . . . . 126
5.3 The DSWSAM Methodology . . . . . . . . . . . . . . . . 127
5.3.1 Wetting condition . . . . . . . . . . . . . . . . . . 134
5.3.2 Wetting character of the surface . . . . . . . 140
5.3.3 Resulting fluid structures upon impact . . . . 144
5.3.4 The size of the boundary layer . . . . . . . . . . 177
5.3.5 DSWSAM Methodology Discussion . . . . . . . 181
5.4 Impact Pressure and VOF Approach . . . . . . . . . . . 182
5.4.1 Results and Discussion . . . . . . . . . . . . . . . 187
5.5 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . 195
6 Ice adhesion 196
6.1 The Cranfield Icing Tunnel . . . . . . . . . . . . . . . . 197
6.1.1 Ice adhesion unit . . . . . . . . . . . . . . . . . . . 199
6.1.2 Test procedure . . . . . . . . . . . . . . . . . . . . 201
6.2 Results and Discussion . . . . . . . . . . . . . . . . . . . 204
6.2.1 Sources of error . . . . . . . . . . . . . . . . . . . 209
6.3 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . 210
7 Conclusions 211
8 Future work 217
References 219
A Density measurements 231
iii
B Impact site coordinates 240
C Specimen Subdivision 251
C.1 Large specimens . . . . . . . . . . . . . . . . . . . . . . . . 251
C.2 Small specimens . . . . . . . . . . . . . . . . . . . . . . . . 253
D Ranking 254
D.1 Density . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 254
D.2 Speed of sound . . . . . . . . . . . . . . . . . . . . . . . . . 255
D.3 Acoustic impedance . . . . . . . . . . . . . . . . . . . . . . 255
D.4 Vickers Hardness . . . . . . . . . . . . . . . . . . . . . . . 256
D.5 Damage Threshold Velocity . . . . . . . . . . . . . . . . 256
D.6 Dynamic wettability . . . . . . . . . . . . . . . . . . . . . 257
E Vickers Hardness Indenter Error 258
F Bead representation 259
G Stress Reduction on the Substrate by Usage of A Coat-
ing Layer 261
G.1 LY564 Substrate . . . . . . . . . . . . . . . . . . . . . . . . 261
G.2 LY564 + 0.5% MWCNT Substrate . . . . . . . . . . . . 262
G.3 32−MINAS1−06 Substrate . . . . . . . . . . . . . . . . . . 262
G.4 32−A05−CANBIO1−06 Substrate . . . . . . . . . . . . . 263
G.5 32−MINAS1−07 Substrate . . . . . . . . . . . . . . . . . . 263
G.6 32−A05−CANBIO1−07 Substrate . . . . . . . . . . . . . 264
G.7 Araldite DBF Substrate . . . . . . . . . . . . . . . . . . 264
G.8 SW404 + XB5173 Substrate . . . . . . . . . . . . . . . . 265
G.9 LAYSA−ICE01 Substrate . . . . . . . . . . . . . . . . . . 265
G.10SICOMP−NA−ICE1 . . . . . . . . . . . . . . . . . . . . . . 266
H Matlab Schemes 267
H.1 Vickers Hardness Topography . . . . . . . . . . . . . . 267
H.2 Coating Stress Computations . . . . . . . . . . . . . . . 268
I Publications 269
I.1 Progress in Aerospace Sciences . . . . . . . . . . . . . . 270
J COSHH Form 271
J.1 Example of a COSHH Form . . . . . . . . . . . . . . . . 271
List of Figures
2.1 Aircraft icing envelope limits for certification . . . . . . . . . . . . 13
2.2 Aircraft icing occurrence . . . . . . . . . . . . . . . . . . . . . . . 14
2.3 Icing phenomenon . . . . . . . . . . . . . . . . . . . . . . . . . . 15
2.4 Examples of aircraft icing protection systems . . . . . . . . . . . . 19
2.5 Contact angle on a solid surface . . . . . . . . . . . . . . . . . . . 20
2.6 The advancing and receding contact angles . . . . . . . . . . . . . 22
2.7 Erosive wear based on impact velocity and incident angle . . . . . 24
2.8 A schematic diagram of the morphology of a radial and conical crack 27
2.9 Timeline of instances related to in-flight erosion encounters . . . . 29
2.10 An overview of the factors that may reduce erosion in aviation. . 31
2.11 Shock wave propagation upon impact of a spherical drop on a solid 32
2.12 Commerical aircraft maiden flight versus total structural weight
percentage attributed to composites . . . . . . . . . . . . . . . . . 35
2.13 A TEM photograph of a multi-walled carbon nanotube . . . . . . 38
3.1 Relation between specimen preparation and testing . . . . . . . . 42
3.2 The provided multi-layered materials S9 and S10. . . . . . . . . . 44
3.3 SEM photograph of the LY564 + 0.5 % MWCNT (S2) specimen,
containing 0.5 wt. % carbon nanotubes at (a) 5 000 × magnifica-
tion and (b) 15 000 × magnification. . . . . . . . . . . . . . . . . 47
3.4 The aggregate size of the carbon nanotubes: (a) after 30 minutes
(HSM ∼ 80 µm), (b) after 10 minutes (HMEM ∼ 30 µm), with
’A’ and ’B’ having sizes ∼ 30 µm and ∼ 8 µm respectively, and (c)
after 30 minutes of HSM, followed by 30 minutes of HMEM ∼ 10
µm. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
3.5 Complex viscosity |η∗|, of the nanotube masterbatch at 25 ◦C. The
following symbols are used for: 30 minutes HSM (), 10 minutes
HMEM (◦) and 30 minutes of HSM, followed by 30 minutes of
HMEM (/). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
3.6 Densities of the supplied specimens. . . . . . . . . . . . . . . . . . 55
3.7 A schematic view of the regions for the microhardness tests . . . . 56
1
3.8 The experimental setup for the microhardness tests . . . . . . . . 58
3.9 Vickers indentation and the Find edges filter . . . . . . . . . . . . 59
3.10 Vickers indentation on the different specimens . . . . . . . . . . . 63
3.11 Vickers hardness topography on the S1 specimen . . . . . . . . . 65
3.12 Vickers hardness topography on the S2 specimen . . . . . . . . . 65
3.13 Vickers hardness topography on the S3 specimen . . . . . . . . . 65
3.14 Vickers hardness topography on the S4 specimen . . . . . . . . . 66
3.15 Vickers hardness topography on the S5 specimen . . . . . . . . . 66
3.16 Vickers hardness topography on the S6 specimen . . . . . . . . . 66
3.17 Vickers hardness topography on the S7 specimen . . . . . . . . . 67
3.18 Vickers hardness topography on the S8 specimen . . . . . . . . . 67
3.19 Speed of sound in the supplied specimens. . . . . . . . . . . . . . 72
4.1 A schematic sample with a defined grid of impact sites . . . . . . 76
4.2 A schematic view of the Multiple Impact Jet Apparatus (MIJA). 77
4.3 A general Damage Threshold Velocity curve. . . . . . . . . . . . . 79
4.4 Possible wave reflections and reinforcements of stress waves in thin
plates. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82
4.5 Micrographs of the S1 sample surfaces prior and post liquid impact. 87
4.6 Micrographs of the S2 sample surfaces prior and post liquid impact. 88
4.7 Micrographs of the S5 sample surfaces prior and post liquid impact. 89
4.8 Micrographs of the S6 sample surfaces prior and post liquid impact. 90
4.9 Micrographs of the S8 sample surfaces prior and post liquid impact. 91
4.10 Damage Threshold Velocity curves for specimens S1 and S2. . . . 93
4.11 Damage Threshold Velocity curves for specimens S5 and S6. . . . 94
4.12 Damage Threshold Velocity curves for specimen S8 and all others. 95
4.13 Pressure and duration following a liquid impact. . . . . . . . . . . 96
4.14 A schematic micrograph of cracks close to a liquid impact site. . . 98
4.15 IR-window materials and S1 (LY564). . . . . . . . . . . . . . . . . 102
4.16 A schematic overview of the wet blasting technique. . . . . . . . . 105
4.17 A schematic of the substrate and coating arrangement. . . . . . . 110
4.18 A schematic of the substrate, adhesive compliant layer and the
cladding . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 112
4.19 Droplet diameter influence on the stress factor σ∗. . . . . . . . . . 114
4.20 Coating thickness influence on the number of reflections k. . . . . 115
5.1 The setup for contact angle measurements . . . . . . . . . . . . . 121
5.2 The experimental setup for the dynamic wettability experiments . 125
5.3 Data flow for the DSWSAM methodology . . . . . . . . . . . . . 129
5.4 Idealized distinction between hydrophobic and hydrophilic wetting
structure. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 131
2
5.5 Methodology for dynamic wettability test analysis. . . . . . . . . 133
5.6 Droplet counting by the liquid water content module (LWCM) . . 135
5.7 Number of averaged droplets within each bin Rj. . . . . . . . . . 138
5.8 The local liquid water concentration LWC. . . . . . . . . . . . . 139
5.9 Fluid structure categories defined by the DSWSAM methodology. 140
5.10 A schematic of a discretized water film with corresponding nodes n˘i.143
5.11 The developed corona splashing measurement tool (CSMT). . . . 147
5.12 Geometrical parameters used in the corona splashing measurement
tool. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 147
5.13 The repositioning of vertices in the corona splashing measurement
(CSMT) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 150
5.14 Discretization of a continuous water film on an experimental pho-
tograph. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 152
5.15 Pre- and post-erosion photographs of splashing structures on spec-
imens S1 − S4. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 153
5.16 Pre- and post-erosion photographs of splashing structures on spec-
imens S5 − S8. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 154
5.17 Representative surface structures S1 − S4 at U∞ ≈ 35 m · s−1. . . 157
5.18 Representative surface structures S5 − S8 at U∞ ≈ 35 m · s−1. . . 158
5.19 Representative surface structures S1 − S4 at U∞ ≈ 50 m · s−1. . . 160
5.20 Representative surface structures S5 − S8 at U∞ ≈ 50 m · s−1. . . 161
5.21 Representative surface structures S1 − S4 at U∞ ≈ 60 m · s−1. . . 163
5.22 Representative surface structures S5 − S8 at U∞ ≈ 60 m · s−1. . . 164
5.23 Parameters W1, W2, H and ECEF for specimens S1 − S8 at U∞ ≈ 35
m · s−1. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 166
5.24 Angles α, β, α∗ and β∗ for specimens S1 − S8 at U∞ ≈ 35 m · s−1. 167
5.25 Behavior of the corona structure for specimens S1−S8 at U∞ ≈ 35
m · s−1. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 169
5.26 Parameters W1, W2, H and ECEF for specimens S1 − S8 at U∞ ≈ 50
m · s−1. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 171
5.27 Angles α, β, α∗ and β∗ for specimens S1 − S8 at U∞ ≈ 50 m · s−1. 172
5.28 Behavior of the corona structure for specimens S1−S8 at U∞ ≈ 50
m · s−1. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 174
5.29 Parameters W1, W2, H and ECEF for specimens S1 − S8 at U∞ ≈ 60
m · s−1. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 175
5.30 Angles α, β, α∗ and β∗ for specimens S1 − S8 at U∞ ≈ 60 m · s−1. 176
5.31 Behavior of the corona structure for specimens S1−S8 at U∞ ≈ 60
m · s−1. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 177
3
5.32 Non-dimensional pressure p∗ versus distance x∗, for a fixed water
layer depth H∗ = 0.0, for impact angles α = {20◦, 45◦, 70◦, 90◦}.
The plot shows the time evolution of one droplet impact at different
time steps, with t∗ = D
V
. For each incident angle, the impact
location x∗p,max and peak pressure p∗max, are shown in Table 5.8. . . 189
5.33 Non-dimensional pressure p∗ versus distance x∗, for a fixed water
layer depth H∗ = 0.3, for impact angles α = {20◦, 45◦, 70◦, 90◦}.
The plot shows the time evolution of one droplet impact at different
time steps, with t∗ = D
V
. For each incident angle, the impact
location x∗p,max and peak pressure p∗max, are shown in Table 5.8. . . 190
5.34 Non-dimensional pressure p∗ versus distance x∗, for a fixed water
layer depth H∗ = 0.5, for impact angles α = {20◦, 45◦, 70◦, 90◦}.
The plot shows the time evolution of one droplet impact at different
time steps, with t∗ = D
V
. For each incident angle, the impact
location x∗p,max and peak pressure p∗max, are shown in Table 5.8. . . 191
6.1 The Cranfield University Icing Tunnel. . . . . . . . . . . . . . . . 198
6.2 The utilized water spray nozzle configuration . . . . . . . . . . . . 199
6.3 The employed ice shear strength unit. . . . . . . . . . . . . . . . . 200
6.4 Ice adhesion shear test procedure . . . . . . . . . . . . . . . . . . 203
6.5 Ice shear strength τice, for the tested specimens. . . . . . . . . . . 205
C.1 The subdivision of large specimens . . . . . . . . . . . . . . . . . 251
C.2 The subdivision of small specimens . . . . . . . . . . . . . . . . . 253
4
List of Tables
2.1 Atmospheric particles and their sizes . . . . . . . . . . . . . . . . 17
2.2 Wetting based on contact angle, ϕ . . . . . . . . . . . . . . . . . 21
2.3 Examples of in-flight rain erosion tests. . . . . . . . . . . . . . . . 30
2.4 Physical properties of carbon nanotubes . . . . . . . . . . . . . . 37
3.1 Geometrical properties for the specimens . . . . . . . . . . . . . . 44
3.2 Averaged properties of each specimen subarea. . . . . . . . . . . . 52
3.3 The density, variance and standard deviation for the given specimens. 54
3.4 The Vickers hardness values and standard deviations at different
confidence levels. . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
3.5 Acoustic impedance Z, for the given specimens . . . . . . . . . . 73
4.1 Angles θ, α, β, with acoustic and geometrical ratios for different
values of Poisson’s ratio. . . . . . . . . . . . . . . . . . . . . . . . 85
4.2 Angles θ, α, β, and amplitudes A, B, A1, A∗1 and B1 for different
Poisson’s ratios, with A∗1 given for the y1 zone. . . . . . . . . . . . 85
4.3 The empirical constants Λ and β for f(n) = Λ · n−β . . . . . . . . 86
4.4 Crack length properties. . . . . . . . . . . . . . . . . . . . . . . . 99
4.5 Surface roughness on pristine and eroded specimens. . . . . . . . 106
4.6 Suitable substrate for different coatings . . . . . . . . . . . . . . . 112
4.7 Reflected energy for substrate and coating combinations of the can-
didate materials . . . . . . . . . . . . . . . . . . . . . . . . . . . . 117
5.1 Surface roughness and contact angles on the specimens in the pre-
and post-erosion states. . . . . . . . . . . . . . . . . . . . . . . . 122
5.2 Representative surface structures for S1 − S8, at U∞ ≈ 35 m · s−1. 156
5.3 Representative surface structures for S1 − S8, at U∞ ≈ 50 m · s−1. 159
5.4 Representative surface structures for S1 − S8, at U∞ ≈ 60 m · s−1. 162
5.5 The boundary-layer thickness and other flow parameters. . . . . . 180
5.6 Non-dimensional parameters for different prescribed free stream
velocities, U∞. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 180
5.7 Different impact pressure expressions. . . . . . . . . . . . . . . . . 183
5
5.8 The influence of incident angle and water depth layer on the peak
pressure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 192
6.1 The ice adhesion strength τice. . . . . . . . . . . . . . . . . . . . . 208
A.1 Density measurements on S1 (LY564) . . . . . . . . . . . . . . . . 232
A.2 Density measurements on S2 (LY564 +0.5% MWCNT) . . . . . . 233
A.3 Density measurements on S7 (Araldite DBF) . . . . . . . . . . . . 234
A.4 Density measurements on S3 (32−MINAS1−06) . . . . . . . . . . 235
A.5 Density measurements on S5 (32−MINAS1−07) . . . . . . . . . . 236
A.6 Density measurements on S4 (32−A05−CANBIO1−06) . . . . . . 237
A.7 Density measurements on S6 (32−A05−CANBIO1−07) . . . . . . 238
A.8 Density measurements on S8 (SW404 + XB5173) . . . . . . . . . 239
B.1 Impact site properties for S1 (LY564) . . . . . . . . . . . . . . . . 242
B.2 Impact site properties for S2 (LY564 + 0.5% MWCNT) . . . . . . 244
B.3 Impact site properties for S5 ( 32−MINAS1−07) . . . . . . . . . . 246
B.4 Impact site properties for S6 ( 32−A05−CANBIO1−07) . . . . . . 248
B.5 Impact site properties for S8 (SW404 + XB5173). . . . . . . . . . 250
C.1 Subdivision of large experimental specimens . . . . . . . . . . . . 252
C.2 Subdivision of small experimental specimens. . . . . . . . . . . . . 253
D.1 The ranking of density ρ, for the given specimens . . . . . . . . . 254
D.2 The ranking of speed of sound c, in the given specimens . . . . . 255
D.3 The ranking of acoustic impedance Z, for the given specimens . . 255
D.4 The ranking of Vickers hardness HV , for the given specimens . . 256
D.5 The ranking of Damage Threshold Velocity (DTV), for the given
specimens . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 256
D.6 The ranking of dynamic wetting for the given specimens . . . . . 257
E.1 Vickers hardness error . . . . . . . . . . . . . . . . . . . . . . . . 258
G.1 Coating protection for the S1 substrate . . . . . . . . . . . . . . . 261
G.2 Coating protection for the S2 substrate . . . . . . . . . . . . . . . 262
G.3 Coating protection for the S3 substrate . . . . . . . . . . . . . . . 262
G.4 Coating protection for the S4 substrate . . . . . . . . . . . . . . . 263
G.5 Coating protection for the S5 substrate . . . . . . . . . . . . . . . 263
G.6 Coating protection for the S6 substrate . . . . . . . . . . . . . . . 264
G.7 Coating protection for the S7 substrate . . . . . . . . . . . . . . . 264
G.8 Coating protection for the S8 substrate . . . . . . . . . . . . . . . 265
G.9 Coating protection for the S9 substrate . . . . . . . . . . . . . . . 265
G.10 Coating protection for the S10 substrate . . . . . . . . . . . . . . 266
6
Chapter 1
Introduction
The usage of polymeric matrix composites within aerospace sciences has evolved
widely due to the desirable properties of these materials. When an aircraft
traverses the atmosphere, it may be subjected to numerous hazards stemming
from atmospheric conditions, such as wind gust, lightning, precipitation, and
other weather related phenomenon. Due to freezing temperatures at cruise
altitudes for commercial aircraft and climb to this altitude, the aircraft icing
phenomenon may arise as a consequence of flight through clouds and impact
of droplets with the airframe. In particular forward facing surfaces of the
aircraft are potential targets of such encounters. The consequences of the im-
pacts are in large influenced by the local temperatures, the impact speed and
the properties of the airframe materials. Hence, the impacts may result in
droplet splashing, ice adhesion and in some instances erosion. This study is
devoted to the possible implementation of candidate materials in aeronautical
applications and their behavior when subjected to wetting conditions, erosion
and ice adhesion. In particular, the role of carbon nanotubes on the aforemen-
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tioned phenomenon is examined and each effect considered separately. The
analysis can further enable conclusions of a synergistic view in which the role
of erosion on wettability and ice adhesion is highlighted.
1.1 Research objectives
The objectives of this research is to establish a framework for the usefulness
of a set of polymeric matrix composites reinforced with carbon nanotubes for
usage in flight conditions on a commercial airliner. This framework hence en-
capsulates establishment of the mechanical properties of these specimens and
aspects of wettability, erosion and adhesion of ice onto the aforementioned ma-
terials. The objective of this investigation is to examine the influence of carbon
nanotubes on a set of candidate aerospace materials and whether resins rein-
forced with these advanced materials have an implementation potential within
the aerospace industry.
This Ph.D. study is a part of the project, multifunctional layers for safer air-
craft composite structures (LAYSA), initiated by the European Commission
under the 7th Framework Programme, Theme 7: Transport (including Aero-
nautics). Established on the basis of demand for increased security and safety
systems related to aircraft composite materials, the main objective of the
LAYSA project consists of ”development of a new multifunctional layer with
ice/fire protection and health monitoring capacity to be integrated into com-
posite structures” (European Commission, 2008). LAYSA is a research effort
with 12 participating European members including five companies: Aernnova,
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Advanced Composite Group, Aries Complex, Huntsman and INASCO. More-
over, three research centers: Centre de la Recherche Paul Pascal-Transform,
Swerea SICOMP AB and Tecnalia as well as four universities: Cranfield Uni-
versity, University of Patras, Ecole Nationale Supérieure de Chimie de Lille,
and Université de Pau et des Pays de l’Adour, participate in the LAYSA
project. The project has an initial budget of e 3 million.
The objective of this project is to employ the desirable attributes of nanoma-
terials in conjunction with the epoxy resin matrices in order to study wettabil-
ity, ice adhesion and erosion threshold characteristics for the different supplied
materials and observe their influence thereof. The composite structures were
supplied by the European Commission and Tecnalia (former INSAMET), a
collaborating LAYSA partner, based in Spain. The long term objectives of
the European project further involve the study of electrical or thermal heat-
ing, conductivity and proper dispersion of the nanomaterials. Moreover, the
alignment and pre-treatment of the nanomaterials are to be established.
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1.2 Dissertation structure
In Chapter 1 the research objectives of this dissertation are outlined. The
literature review presented in Chapter 2 establishes the framework of previ-
ous studies carried out related to this research where in particular the connec-
tion between aircraft icing, erosion and wettability is described. Chapter 3,
describes the basic mechanical properties of the supplied specimens as found
empirically in this study. The uniformity, hardness and acoustic impedance
of the supplied material are thereupon utilized in Chapter 4, to explain the
obtained results for the encountered damage threshold velocities and coating
stress levels obtained by means of two different multi-layered models. The wet
blasting procedure described in this chapter, further highlights the intricate
safety aspects related to handling these materials as described in Chapter
2 and further serves as a useful basis for determining the effect of surface
roughness on static and dynamic wettability described in Chapter 5 and ice
adhesion testing described in Chapter 6. Due to the scarcity of wettability
procedures that would couple the static and dynamic wettability, Chapter
5 introduces the Dynamic and Static Wettability Scheme for Advanced Ma-
terials (DSWSAM) which is utilized to provide numerical results for the dif-
ferences in wetting character between the supplied specimens. This scheme
in conjunction with the ice adhesion properties of the specimens in Chapter
6, convey further specimen properties in addition to the ones presented in
Chapter 3 and Chapter 4. Chapter 5, also makes use of a numerical
approach to the droplet impact scenario at different incident angles and water
layer depths by means of a volume of fluid (VOF) approach and a discussion
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related to the numerical results. Chapter 7, describes the conclusions based
on the findings of the empirical, numerical and methodologies described in
Chapter 3 and Chapters 4 − 6. As a suggestion for an aeronautical ap-
plication, Chapter 7 features a proposed platform under which a selection
of the considered materials can be utilized on Unmanned Air Vehicles (UAVs)
and the specific UAV that would serve as an adequate test bed for such an
approach. Suggestions of future work are further described in Chapter 8.
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Chapter 2
Literature review
2.1 Introduction
In this chapter, the literature review related to assessment of the candidate
materials is presented. Initially, aircraft icing and its relation to the proposed
testing methodology of the novel materials is outlined. The wettability, ma-
terial properties and erosion resilience of the candidate materials are further
discussed in light of relevant literature and methods suitable for empirical and
analytical evaluation of the materials.
2.2 Aircraft icing
Aircraft icing occurs fundamentally as a range of conditions are fulfilled simul-
taneously. The main factors to icing are liquid water content, the temperature
and the droplet size (Politovich, 2003). For certification purposes of aircraft
the mentioned properties are utilized by the FAA in accordance with Figure
12
2.1 and recently proposed to become expanded by an Appendix O (Federal
Aviation Administration, 2010), covering only supercooled large drop (SLD)
icing conditions.
in stratiform clouds. More recent studies have con-
firmed that the indicated range provides reasonable
limits for certification, although, as will be presented
in a later section, it does not address the problem of
large supercooled drops.
Certified aircraft are commonly equipped with
devices that either serve to prevent ice from adhering
to the airframe or remove it once it has adhered. Such
anti-icing or de-icing equipment may be deployed
manually or through an automatic system triggered by
an icing detection probe. Equipment includes pneu-
matic ‘boots’, heat, and liquid. All three can be applied
to the leading edges of the wings and tail, and
occasionally to propellers.
Tailplane icing is a subset of icing and refers to icing
that accretes on the vertical and horizontal stabilizers.
It is not necessarily caused by unique atmospheric
conditions but is usually considered separately be-
cause it results in vastly different response of the
airplane from that produced by icing on the wings.
Icing tends to affect general aviation less than
commuter or air carrier operations; there are several
reasons for this. The smaller aircraft included in the
general aviation category tend to fly at lower altitudes
where icing ismore prevalent. Those aircraftmay have
less de-icing capability and reserve power in case of
encountering icing conditions, and their pilots may
have less experience of operating under icing condi-
tions. Air carriers tend to quickly penetrate icing-
bearing clouds on ascent and descent from airports
and cruise at altitudes far above those at which icing
occurs. Commuter aircraft are caught in themiddle, in
terms of both their ability to handle ice and the
altitudes at which they fly. With the burgeoning
business in this area, they find themselves susceptible
to icing and need accurate forecasts.
Severity and Intensity of Icing
Icing is currently classified into four severity catego-
ries: trace, light, moderate, and severe. Severity is a
combination of the state of the icing environment, the
aircraft’s response, and the pilot’s assessment of the
response.Table 1 shows descriptions for icing severity
that are being adopted for official use by the FAA.
Even with these severity descriptions, there is as yet
no official quantification of environmental parame-
ters. The most important parameters are the liquid
water content, outside air temperature, and droplet
size. The more liquid water there is, the more is
available to accrete on the airframe, and thus higher
liquid water contents are associated with more severe
conditions. Temperature controls what happens to
that liquid once it impacts the airframe – either it
freezes in place or it runs back along the surface to
possibly unprotected areas. Droplet size controls the
collection efficiency of those droplets onto the air-
frame. Overall, droplet size is not as important as
liquid water content or temperature in determining
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Figure1 Icing envelopes defined by liquid water content, droplet
size, and temperature. The shaded areas denote the limits of these
environmental parameters in which aircraft must be able to fly
safely to be certified for flight into icing conditions. (From FAA
Federal Aviation Regulations Part 25, Appendix C.)
Table 1 Icing severity descriptions
Category Description
Trace Ice becomes perceptible. Rate of accumulation is slightly greater than rate of sublimation. It is not hazardous even
though de-icing/anti-icing equipment is not utilized, unless encountered for an extended period of time (over 1
hour).
Light The rate of accretion may create a problem if flight is prolonged in the environment (over 1 hour). Occasional use
of de-icing/anti-icing equipment removes/prevents accretion. It does not present a problem if the de-icing/anti-
icing equipment is used.
Moderate The rate of accretion is such that short encounters become potentially hazardous and use of de-icing/anti-icing
equipment, or diversion, is necessary.
Severe The rate of accretion is such that de-icing/anti-icing equipment fails to reduce or control the hazard. Immediate
diversion is necessary.
AIRCRAFT ICING 69
Figure 2.1. Aircraft icing envelopes showing liquid water content, droplet
diameter and outside temperature. The icing envelope limits are shown as
the shaded area. An aircraft must operate in these conditions safely, in order
to get certified for aircraft icing conditions. Source: (FAA Federal Aviation
Regulations 14 CFR Part 25, Appendix C; Politovich, 2003)
Aircraft icing develops upon existence of water droplets below freezing tem-
peratures in th atmosphere that impinge on the surfaces of an aircraft duri g
flight (Amendola and Mingione, 2001). The nature of the icing that occurs is
dependent upon the density of liquid water per unit cubic meter, or the liquid
water content, droplet size and temperature. For temperatures of −40 ◦C or
lower, water droplets freeze instantly and ice crystals are formed. However,
clouds may consist of a mixture of ice crystals and water droplets, or each sep-
arately. Icing usually has an inclination to occur for temperatures T ∈ [0,−20]
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◦C (Amendola and Mingione, 2001), with the full icing risk temperature range
extending to −40 ◦C (Steuernagle et al., 2008). This observation can be uti-
lized in order to prescribe an indicative temperature range for the ice adhesion
testing on the supplied materials in this study.
A large number of droplets with different sizes and other particulates may
be present in the atmosphere, as shown in Figure 2.2.
Figure 2.2. Schematic rendering of how aircraft icing may unfold, upon con-
tact of super-cooled liquid droplets with the airframe. The droplet sizes have
been exaggerated in the figure for visualization purposes. Source: (Gohardani,
2009) adapted from Donald McCann, National Weather Service Aviation Fore-
cast Center.
The encounter of these droplets and particulates with the airframe can present
several possible scenarios. A simplistic view of these outcomes implies that
the droplets can either freeze immediately upon impact on the fuselage, splash
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upon the airframe followed by freezing or erode the impact location. This sim-
ple example illustrates the conceptual intention of this research where wetta-
bility, erosion and ice adhesion can all occur upon the impact of one droplet.
The schematic correlation between these occurrences are depicted in Figure
2.3.
ICE ACCRETION EROSION
WETTABILITY AND
SPLASHING
ICING CONDITIONS
Figure 2.3. Relationship between the different phenomenon that may occur
due to icing conditions. Source: (Gohardani, 2009)
The adverse effects of aircraft icing on fixed-wing aircraft are reduction of lift,
stall angle of attack and an increase in profile drag (Gent et al., 2000). Ice
accretion on wing and tail surfaces during take-off can result in control and
stability problems. Additionally, accretion on propulsion system components
can result in reduced propulsion efficiency and increased drag (Gent et al.,
2000). Due to the mentioned adverse characteristics of aircraft icing, the best
method to avoid aircraft icing is by prediction of weather conditions, com-
monly carried out by numerical weather prediction (NWP) models. Although
these models often are computationally expensive and previously had larger
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spatial and temporal limitations (Hoffmann, 1994), present methods in par-
ticular for aircraft icing applications such as the current icing potential (CIP)
algorithm (Bernstein et al., 2005) and forecast icing potential (FIP) are able
to outline icing potentials with a detailed diagnosis readily available (Govern-
ment Accountability Office, 2010b) on the website of National Oceanic and
Atmospheric Administration (NOAA).
2.2.1 Atmospheric aerosols
When an aircraft flies through the atmosphere, its external surfaces are subject
to impact by a wide range of different particles. These particles are present
in the atmosphere with different compositions, sizes and impact velocities.
While it is difficult to delineate between all present atmospheric particles,
some particles have a reoccurring tendency to appear. In particular, water
and ice particles, contrails, dust, soot, volcanic ash and different pollutants
make up most of the particles present in the atmosphere (Cger, 1999).
In order to estimate the range of impact particles that needs to be consid-
ered for the experimental erosion test on the novel material candidates of
this study, the different particles and their physical sizes are assessed in this
section. The typical atmospheric particle sizes are shown in Table 2.1.
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Particle Name Particle Size, dm Source
Atmospheric dust 0.001− 40 µm (Johnston, 1997)
Ice (Contrails) 0.3− 1 µm (Bond et al., 2002)
Rain droplet 0− 6 mm (Marshall and Palmer, 1948)
Soot 50− 100 µm (Petzold et al., 2003)
Volcanic Ash < 2 mm (Johnston, 1997)
Table 2.1. A set of particles and their mean diameter, dm ∈ [dmin, dmax] as
given by the sources respectively.
2.2.2 Ice adhesion
In aircraft icing, the understanding of accretion and adhesion of ice on the
body of the aircraft is crucial as it adversely alters the flight characteristics.
It is therefore important to consider the long term effect of ice accretion on
the surfaces of an aircraft which in essence depends on the outside air tem-
perature (OAT), the temperature of the surface, liquid water concentration
and geometrical size of the body (Gent et al., 2000). For the candidate mate-
rials it can therefore be appropriate to conduct ice accretion experiments at
two different temperatures within the icing hazard range, that are feasible to
attain and replicable with the experimental facility. As the accretion process
is actualized by impact icing on the specimens, these can be indicative of a
forward facing aircraft surface, for instance a leading edge. With reference
to the inclination temperatures of aircraft icing, mentioned earlier in this sec-
tion, the temperatures for the ice adhesion tests are chosen as T = −5 ◦C and
T = −10 ◦C. Temperatures below these require a substantial cooling of the
icing tunnel in which the tests are performed and will require a longer time
to achieve. Such temperatures would further structurally rupture parts of the
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ice adhesion test rig, which are limiting factors for the repeatability of the
experiments. Gent et al. (2000), point out that accretion is influenced by the
surface finish, another aspect that is examined in this study by ice adhesion
testing on deliberately degraded candidate materials by means of wet blasting.
One of the early studies of the adhesion strength of ice to both metals and
polymeric materials were conducted by (Raraty and Tabor, 1958). Since then
many studies have been undertaken to examine the effect of ice adhesion on
low energy surfaces (Croutch and Hartley, 1992), metals (Petrenko and Peng,
2003; Petrenko and Qi, 1999), plastics (Landy and Freiberger, 1967), lubri-
cated surfaces (Baker et al., 1962) and super-hydrophobic surfaces (Kulinich
and Farzaneh, 2009; Kulinich et al., 2011). In particular the work of Kulinich
et al. (2011) conveys that superhydrophobic surfaces are not always able to
repel ice, constraining their role as potential ice-repellents.
2.2.3 Ice prevention systems
In particular two different means are utilized in order to protect the aircraft
from ice formation on its surfaces. In an anti-icing approach the accretion
of ice is obstructed. A de-icing approach however, removes the ice in the
aftermath of accretion on the surface. Three main concepts are devised in
order to limit ice accretion on a surface (FAA, 2006):
• Thermal ice protection systems
• Chemical ice protection systems
• Mechanical ice protection systems
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Thermal ice protection systems utilize heat to either remove accreted ice from
a surface or to prevent ice from accretion on the surface. A chemical system
utilizes lowering of the freezing point of water, in order to inhibit the wa-
ter from freezing upon contact with the surface or by reduction of the bond
strength of the accreted ice to the surface. The mechanical systems however,
shed the ice from the surface. The required continuous engagement of ther-
mal and chemical ice protection system often implies that these systems are
more expensive to operate than for instance mechanical systems. The neg-
ative environmental aspects of utilizing special fluids and sacrificial coatings
have further resulted in the search for icephobic coatings (Meuler et al., 2010).
Figure 2.4, shows a number of ice protection systems on an aircraft.
 
  
 
 
Figure 3: Aircraft Ice Protection Systems 
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Notes: Pneumatic leading edge deicers are inflatable rubber “boots” on the leading edges of airfoil 
surfaces (including wings, horizontal stabilizers, and vertical stabilizers) that can be rapidly inflated 
and deflated with air pressure to break up ice accumulation. Similar technology is used for the 
pneumatic engine inlet lip deicer (the engine inlet lip is the edge of the opening through which air 
enters the engine), and the bypass duct deicer (in turbofan engines, the bypass duct channels the 
outer airflow past the core engine, minimizing large inertia objects such as snow, ice, and water drops 
from entering the engine). The TAT (Total Air Temperature) sensor helps the pilot determine critical 
flight parameters such as true airspeed computation and static air temperature. Electronically heated 
propeller blade deicers, windshield, and pitot/static tubes operate in-flight to rid the aircraft of ice 
buildup and to prevent ice accumulation. 
 
Page 22 GAO-10-678  Aircraft Icing 
Figure 2.4. Examples of aircraft icing protection systems. Source: (Govern-
ment Accountability Office, 2010a).
19
For aircraft icing, FAA and NASA’s ARS database have during the period
of 1998−2007, reported 828 incidents related to large commercial airliners
and 989 related to noncommercial or general aviation aircraft (Government
Accountability Office, 2010b). In light of this discussion, it can be established
that despite the existing prediction tools and aircraft icing protection systems,
icing is indeed a safety concern in aviation (Government Accountability Office,
2010a), which further serves as a motivation for further aircraft icing research.
2.3 Wettability
The intended usage of the candidate materials on an aircraft for instance in
a leading edge application, entails that the airframe can be subjected to a
barrage of droplets present in clouds and by precipitation. Hence, the wetta-
bility of the candidate materials is of interest in order to delineate between
their wettability characters and expose their differences in wetting related to
surface finish, uniformness and carbon nanotube presence. Figure 2.5, depicts
a sessile drop on the surface of a specimen.
SPECIMEN
SESSILE DROP
°SV
°SL
°LV
'
Figure 2.5. Contact angle, ϕ, of a sessile drop on a specimen surface. Source:
Gohardani (2009) adapted from Kumar and Prabhu (2007).
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The subscripts utilized in the figure are S for solid, V for vapor and L for
liquid. For an ideal, non reacting surface the dynamic driving force, FD as a
function of time, is given by (Kumar and Prabhu, 2007)
FD = γSV − γSL − γLV cos(ϕ) (2.1)
where γ is the tension at the interface between the two different phases. If
there is no wetting driving force then, FD ≡ 0, which corresponds to Young’s
formula (Young, 1805):
cos(ϕ) = γSV − γSL
γLV
(2.2)
which is not defined for cos(ϕ) = 0. Therefore, Adamson and Gast (1997)
defined the spreading coefficient, S, as a means for analyzing the spread when
this condition is fulfilled with S defined as
S = γLV {cos(ϕ)− 1} = γSV − γSL − γLV (2.3)
Kumar and Prabhu (2007) have identified seven different types of contact
angles in their work. Table 2.2 refers to intrinsic contact angles, which in
effect are static.
Contact angle, ϕ cos(ϕ) Type of wetting
0 +1 Complete
pi/4 +1/
√
2 Partial
pi/2 0 ϕSV = ϕSL
3pi/4 −1/√2 Partial non-wetting
pi −1 Non-wetting
Table 2.2. Different types of wetting based on the value of the contact angle,
ϕ. Source: (Gohardani, 2009) adapted from (Kumar and Prabhu, 2007)
Conceptually, a dynamic contact angle is a time dependent contact angle that
21
occurs upon a moving contact line. In particular, the advancing contact angle,
defined upon advancement toward the vapor phase and a receding contact
angle, obtained as the contact angle is receding away from the vapor phase
are of interest. The difference between the advancing and receding contact
angles where the advancing angle is greater than the receding one is called the
hysteresis (de Gennes et al., 2004).
HYPODERMIC
NEEDLE
LIQUID
FLOW
'A 'R
LIQUID
SOLID(a) (b)
Figure 2.6. Schematic view of (a) the advancing contact angle, ϕA and (b)
the receding contact angle, ϕR.
Factors that affect surface wetting are surface roughness, heterogeneity of the
surface, temperature, the experimental conditions and the properties of the
liquid (Kumar and Prabhu, 2007). In the terminology of surface wetting,
hydrophobicity refers to the non-wetting characteristics of a surface. Hy-
drophilicity conversely, is the nature of a surface that easily becomes wet.
These two properties can be observed by contact angle measurements (Bregg,
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2006) as described in the previous section. The hydrophilic or hydrophobic
nature of a surface can be described based on the value of the static contact
angle, θ˜. For a hydrophilic surface, θ˜ < 90◦. A hydrophobic surface however
has θ˜ > 90◦ (Bhushan and Jung, 2007). More recently a profound interest has
been devoted to super hydrophobic surfaces with θ˜ ∈ [150◦, 180◦].
2.4 Erosion
Erosion is often referred to as a process at which a surface experiences damage
upon contact with droplets or particulates. In nature, erosion is encountered
in instances where the flow of a fluid is observed. Erosion may hence occur by
for instance wind, water, ice and gravity (Gifford, 2005). In this description,
it is important to distinguish between impingement and erosion. For rain ero-
sion in particular Adler (1999), points out that impingement does not always
result in erosion. However, it is observed that impingement is of necessity for
erosion to occur. Impingement is merely the impact of the droplet or partic-
ulate on the target. Erosive wear is a collective name for a number of erosive
mechanisms as shown in Figure 2.7.
The mechanisms differ based on the relative impact velocity, orientation, size
and properties of the impacting droplets or particles (Stachowiak and Batche-
lor, 2006). For this experimental study, relatively high velocities approaching
the same orders of magnitude as the velocity of commercial airliners are of
interest. Hence, the erosive wear that will be encountered correspond to (c),
(d) and (e) in Figure 2.7.
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Figure 2.7. Erosive wear based on impact velocity and incident angle.
Source: Adapted from (Stachowiak and Batchelor, 2006)
2.4.1 Classification of damage mechanisms
A number of different deformation mechanisms have in particular been iden-
tified for different solids subjected to liquid impact. The specification by
Bowden and Brunton (1961) identifies the following deformations:
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(i) circumferential fracture on the surface
(ii) subsurface fractures
(iii) plastic deformation in a large scale
(iv) deformation due to shear in the vicinity of the
impact zone periphery
(v) fracture arising from the reflection and interference
of stress waves
A brief description of these damage mechanisms is outlined in this section
based on the complete discussion regarding these deformations by Bowden
and Brunton (1958, 1961).
(i) Circumferential fracture on the surface
This type of deformation occurs upon impact, as a result of the distribution of
pressure over the impact area. Following the lateral jetting, the stress distri-
bution on the surface of the solid is such that radial tensions arise across the
periphery of the impact site and its proximity. The circumferential fractures
occur when these tensions exceed the breaking strength of the solid. However,
no fracture within the area under pressure takes place, due to the compressive
nature of the stresses within this region.
(ii) Subsurface fracture
This failure mechanism stems from a plastic flow, located at the vertical axis
through the impact site where the maximum shear stress occurs. The time
dependent pressure distribution dictates the location of the point of plastic
flow below the surface. Fracture arises along the flow lines as a consequence
of the short intense pulse over this region, upon which the solid is unable to
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relieve the stress and deform rapidly.
(iii) Plastic deformation in a large scale
Similar to subsurface fracture this deformation initiates and spreads until the
entire region yields. This type of deformation has mainly been observed in
metals.
(iv) Deformation due to shear in the vicinity of the impact zone periphery
A normal impact of the liquid in essence produces suitable sites for shear fail-
ure. Pre-existing flaws on the surface, will additionally shear under tangential
flow of the liquid, regardless of the normal forces.
(v) Fracture arising from the reflection and interference of stress waves
This type of fracture emanates from the interaction of the reflected compres-
sion pulse with the free boundaries of the specimen and the damage extending
well beyond the impact zone. (Bowden and Field, 1964) examined this effect
in particular for thin plates where the interaction of the Rayleigh-wave gave
rise to a number of reinforcement scenarios described in further detail in Sec-
tion 4.2.
According to Evans (1979), two distinct damage extremes related to impact
fracture damage can be delineated. The first one concerns, impact by highly
deformable projectiles on relatively hard targets. This type of impact primar-
ily results in short circumferential cracks and surface chipping in particular
for liquid projectiles. The formed cracks are located outside an undamaged
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zone with the crack density, depth and length initially increasing to a maxi-
mum with the distance away from the impact site and approaching zero at the
outer annulus of the damaged zone. The second damage extreme arises upon
impact with relatively hard projectiles. The three distinct cracks identified in
this context are radial cracks, lateral cracks and conical cracks. Observations
by Knight et al. (1977) and Evans (1979), indicate that radial and conical
cracks are initially formed and confined to existing fractures within the ma-
terial, followed by the lateral cracks in the unloading phase, often leading
to material removal. A spectrum of other possibilities, between the afore-
mentioned damage extremes can also be responsible for fracture damage. A
schematic of a radial crack and a conical crack is shown in Figure 2.8.
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IMPACT DIRECTIONIMPACT DIRECTION
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Figure 2.8. A schematic diagram of the morphology of (a) A radial crack
and (b) A conical crack. Adapted from Evans (1979).
Hertzian cone cracks
Hertz (1881, 1882) initially studied the formation of cone cracks in brittle
materials by the use of spherical indenters. In accordance with the contact
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equations of Hertz, the maximum tensile stress occurs at the edge of the con-
tact circle. This stress on the specimen surface is responsible for the formation
of Hertzian cone cracks following an impact. The cracks initiate normal to
the specimen surface and extend downwards into the material prior to full
widening into a fully developed cone (Fischer-Cripps, 2007). Upon sufficient
intersections of the formed cone and ring cracks, chunks of material breaks
out, resulting in a mass loss. As a consequence, radial cracking occurs and
the material degrades (Schmitt Jr., 1980).
Erosion rate in brittle materials
The volumetric erosion loss per impact VL, in a brittle and homogeneous
material can based on the elastic plastic theory be written as (Evans, 1981)
VL =
λ˘(v2m) 76
KIcH
1
6
(
E
H
) 4
5
(2.4)
In Equation (2.4), λ˘ is a material independent coefficient, v is the aerial speed
of the erodent, m is the mass of the erodent, KIc is the fracture toughness, and
E and H are the Young’s modulus and hardness of the target, respectively.
The erosion rate is proportional to the volumetric erosion loss, E˙ ∝ VL.
2.4.2 Erosion in Aviation
Erosion of materials has for a long time been recognized by researchers within
the aerospace industry as it can influence the useful life of the structure and in
extreme cases the air-worthiness of the aircraft. A recent review by Gohardani
(2011) identifies that in-flight testing has been used for a number of different
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aircraft in order to characterize the performance of various materials as shown
in Figure 2.9 and Table 2.3.
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Figure 2.9. A timeline of instances related to in-flight erosion encounters or
experiments on various aircraft. Source: (Gohardani, 2011).
According to Gohardani (2011) erosion is observed by a weight or optical
transmission loss, decrease in mean volume or increase in cracks and their re-
spective sizes, with regards to the structure of the air vehicle. The review also
identifies that military aircraft are more frequently exposed to erosion due to
higher cruise speeds, take-off and severe landing conditions from unconven-
tional runways (Gohardani, 2011). In light of the mentioned observations, the
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Year Test aircraft Test samples Observations
1944 B-29 N/A • Severe damage to leading edges and
radome at moderate rainfall rates
1960 Meteor VT 150 Perspex • Similar erosion results as whirling arms
• Risky conditions for the pilots
• ≈ 0.60 Mach
• Altitude ≈ 1, 000 ft
1968 F-100F Nickel • No indication of erosion observed
Polyurethanes on the nickel and polyurethane coatings
Neoprene • Significant erosion observed on neoprene and
Nitrile rubber nitrile coatings
Graphite
Carbon Phenolic
1970-1973 Tater-Terrier- Silica Phenolic • Hydrometeor impact on ablative materials
Recruit† Glass Phenolic utilized as heatshields and nosetips of vehicles
Tungsten during reentry
Rubber Phenolic • 7.94 Mach − 9.41 Mach
• Altitude ∈ [10 000, 14 000] ft
1973 Wessex Helicopter N/A • Roughened rotor blades to simulate erosion
• Premature rise in power, dependent on roughness
1975 Phantom YF-4M† Perspex • Flight tests carried out for the Concorde aircraft
Araldite 1020/1180 • α ∈ [5◦30’, 45◦]
Araldite 1180 • IR ∈ [5, 52] mm · h−1
Sierracin • 0.76 Mach − 1.23 Mach
Fluorosil
Viton
Titanium
Aluminum
1988 F-104, WP-3D AFRSI • Tests in low-altitude cumulus/high-cirrus clouds
RCC • Tile damage threshold defined as surface pitting
Advanced TPS tile • USAF KC-135 dropped from tests due to
LI900 tiles inadequate replication of the rain conditions
LI2200 tiles • Flight tests in natural rain resulted in damage
and erosion of the TPS tiles
• 1.5 Mach
• α = {0◦, 15◦, 30◦, 60◦, 90◦}
1995 F-15B SHTPS • Conducted at NASA Dryden for the X-33 RLV
Preoxidized Inconel 617 • A fixture for 8 rows of TPS samples was used
THS • α = {0◦, 10◦, 20◦}
• 0.76 Mach
Table 2.3. Examples of in-flight rain erosion tests. The following abbrevi-
ations have been utilized in the table: Advanced Flexible Reusable Surface
Insulation (AFRSI), Super alloy Honeycomb TPS (SHTPS), Titanium Hon-
eycomb Sandwich (THS), and Reinforced Carbon Carbon (RCC). N/A refers
to instances where no specific materials are mentioned. † = Only selected
materials are shown due to the large number of materials considered during
the flight tests. Source: Adapted from Gohardani (2011).
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modeling of erosion is identified as complex, in particular for advanced materi-
als such as the considered materials in this study due to the different modeling
regimes that might emerge from nano- to a macro-scale modeling. Erosion of
the candidate materials in this study is essential in order to demonstrate their
fitness of use on a commercial airliner. Figure 2.10, outlines a number of
factors that may reduce erosion in aviation.
REDUCTION IN IMPACT VELOCITY
REDUCTION IN IMPACT ANGLE
REDUCTION IN DROPLET SIZE
OR PARTICLE DIAMETER
RADIUS OF LEADING EDGE
LARGER THAN INCOMING 
DROPLETS
PARTICLE CONCENTRATION
REDUCTION
FLUSH MOUNTING AND
GRADUAL BENDS
METHODOLOGY FOR 
FULL SIZE GEOMETRY
Figure 2.10. An overview of the factors that may reduce erosion in aviation.
Source: Gohardani (2011).
2.4.3 Liquid-Solid Impact
As the usage of the candidate materials on an aircraft entails that they would
become subjected to precipitation and in order to comprehend the unfolding
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of erosion, the physical effects caused by impingement of liquid droplets on
a specimen surface are considered. For the instance where a water droplet
impinges the surface at a normal angle, two wave fronts are created with the
longitudinal wave preceding the transverse wave, as shown in Figure 2.11.
RAYLEIGH WAVE
COMPRESSIONAL 
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Figure 2.11. Schematic view of a shock wave propagation occurring upon
impact of a spherical drop on a solid surface. (a) depicts the three waves that
emanate following the impact and (b) shows the radial jetting upon movement
of the contact periphery ahead of the shock wave in the drop initiating a release
wave. Source: Adapted from Woods (1968); Coad and Field (1997).
According to Achenbach (1987), the speed of the longitudinal wave velocity is
given by
cL =
{
E
ρ(1 + ν)
(
ν
1− 2ν + 1
)} 12
(2.5)
The transverse wave velocity is further given by
cT =
(
E
ρ(2 + 2ν)
) 1
2
(2.6)
The impact gives rise to another wave, called the Rayleigh wave which is
confined to the surface of the specimen and is responsible for ∼= 2/3 of the
collision energy (Harris, 1999). The velocity of the Rayleigh-wave progression
in a solid is given by
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cR =
(0.862 + 1.14ν
1 + ν
)(
E
2(1 + ν)ρ
) 1
2
(2.7)
where ν, denotes the Poisson’s ratio, ρ, is the density of the specimen and E
is the Young’s modulus. Hence, by knowing these three material properties,
theoretical values of the Rayleigh wave velocity cR, longitudinal wave velocity
cL, and transverse wave velocity cT , can be determined.
Following a liquid-solid impact, a compressible stage and an incompressible
stage can be identified. The pressure that arises during the compressible stage
is often referred to as the water hammer pressure and has a magnitude of
Pw = v
(
Π2i=1ρiCi
Σ2i=1ρiCi
)
(2.8)
This pressure is often approximated by
Pc ≈ ρ1c1v (2.9)
at the center or the impact site, where v denotes the impact velocity, ρ is the
density, C is the shock velocity, indices 1 and 2 refer to the liquid and solid
respectively, and c1 is the shock speed in water. It is also notable that for a
droplet curvature diameter of D̂ upon a contact diameter of dc = D̂v/c1, higher
pressures than the water hammer pressure occur, but these are neglected due
to their relative short duration (Lesser, 1981). The pressure release occurs
after a time period
τ = D̂v4c21
(2.10)
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Following the compressible stage the pressure approaches the Bernoulli pres-
sure
PB =
ρ1v
2
2 (2.11)
after a time elapse of (Field, 1999)
τ ∗ = 3D̂v4c21
(2.12)
For brittle materials, the strength S and fracture toughness KIc, are related
to the radius of the fracture commencing flaw r˜, as (Chantikul et al., 1981;
Hertzberg, 1989; Mecholsky, 1991)
r˜ =
(
KIc
1.24 · S
)2
(2.13)
This entails that the decrease in strength of a brittle material S ∝ r˜− 12 .
2.5 Polymer Matrix Composite Resins
The usage of polymer composites has expanded considerably since their in-
troduction half a century ago. Polymer composites are now utilized in a wide
range of applications in the aeronautical industry, for space exploration, in
medical equipment and robotic arms, in submarines, in the oil industry and
manufacturing of sporting goods and electronic devices (Shalin, 1995). Partic-
ularly in commercial aircraft, there has been a significant increase in the total
structural weight percentage attributed to composites, as shown in Figure
2.12, a trend which is anticipated to growth in the future. For this purpose,
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polymeric composites reinforced with carbon nanotubes, serve as appropriate
candidate materials for the purpose of future implementation on a commercial
airliner, and hence are the subject of the present study.
 
  
 
 
 
Figure 1: Commercial Airplane Models over Time by Percentage of Composites 
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The increase in composite materials has been facilitated by private and 
federally funded advanced materials research. Although airplane 
manufacturers conduct the bulk of the aerospace research on composite 
materials as part of their product development activities, over the years, 
federal research has contributed to the state of knowledge about 
composite properties, and federal research centers have studied basic 
and advanced properties of composite materials as well as their 
applications. For example, the Department of Defense’s Air Force 
Research Laboratory has made significant contributions in materials 
research in developing composite aircraft such as the B-2 bomber and 
the F-22 fighter. The National Aeronautics and Space Administration 
(NASA) has conducted both fundamental research and applied composite 
research since the 1970s and 1980s, when it explored the basic 
properties of advanced composite materials and in-flight service and 
environmental exposure of composite components. More recently, NASA 
began funding research on the aging and durability of aircraft advanced 
Page 5 GAO-11-849  Aviation Safety 
Figure 2.12. Commerical aircraft maiden flight versus total structural weight
percentage attributed to composites. Source: Government Accountability Of-
fice (2011).
2.5.1 Polymer nanocomposites
With advancements in material science, polymer nanoco posites are becom-
ing very attractive candid tes in particular within the aerospace industry.
These materials are essentially composites of polymers, reinforced with nanopar-
ticles similar to the candidate materials in the present study. The reason for
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considering polymer nanocomposites stems from their potential to achieve su-
perior mechanical, thermal, physical, electrical and chemical properties. The-
oretically, enhancing the performance of the pure resin is obtainable upon
implementation of nanoparticles into the composite (Jordan et al., 2005).
Nonetheless, due to numerous factors, some of the theoretical improvements
have still not been achieved. In a review paper regarding polymer nanocom-
posites reinforced with carbon nanotubes, Moniruzzaman and Winey (2006)
outline the numerous factors that may contribute to lack of performance de-
spite the presence of the nanoparticles. These factors include the type of
carbon nanotubes, their purity, defect density and dimensions, their loading,
dispersion state, alignment in the polymer matrix, and the interfacial adhesion
between the polymer matrix and carbon nanotubes. In particular, Moniruz-
zaman and Winey (2006) emphasize on the difficulties associated with carbon
nanotube dispersion and refer to its method of quantification as a challenge.
Carbon Nanotubes
Since the introduction of carbon nanotubes (Ijima and Ichihashi, 1993), these
allotropes of carbon, have been attractive because of their electrical and me-
chanical properties in a wide range of applications (Sclater and Chironis,
2007). The tensile Young’s modulus and tensile strength of single-walled car-
bon nanotubes (SWCNT) and multi-walled carbon nanotubes (MWCNT) in
comparison to Kevlar, is approximately 17 times higher and 41 times higher,
respectively (Endo et al., 2008).
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Some physical properties of carbon nanotubes and comparison to other refer-
ence materials, are outlined in Table 2.4.
Property SWCNT Comparison Material
Size dSWCNT ≈ 1.6− 1.8 nm dMWCNT ≈ 15− 20 nm
Density ρSWCNT ≈ 1.33− 1.40 g/cm3 ρAl ≈ 2.7 g/cm3
Tensile strength σUTS ≈ 45 GPa σ?UTS ≈ 2 GPa
Current capacity I˘ ≈ 1 · 109 A/cm2 I˘Cu ≈ 1 · 106 A/cm2
Temperature stability T˘ ≈ 1000 ◦C T˘metal < 600− 1000 ◦C
Young’s modulus ESWCNT ≈ 1 TPa EMWCNT ≈ 1.28 TPa
Table 2.4. Physical properties of carbon nanotubes and comparison to other
reference materials. In the table, the symbol (?) denotes high-strength steel
alloys. Source: (Collins and Avouris, 2000)
Despite the superior properties of carbon nanotubes in comparison to carbon
fibers, one of the recognized problems is encountered related to the interface
between the polymer matrix and the individual nanotubes under loading con-
ditions (Endo et al., 2008; Schadler et al., 1998; Ajayan et al., 2000). This
complexity is a result of two factors: Firstly, their aggregate nature entails
that they behave differently than individual nanotubes. Moreover, an imper-
fect manufacturing or mixing can further weaken the interface between the
polymer matrix and the carbon nanotubes, resulting in a poor load transfer
(Ajayan et al., 2000). In the literature (Buschow et al., 2001) there is often
a distinction between single walled carbon nanotubes (SWCNT) and multi-
walled carbon nanotubes (MWCNT). In effect, Reich et al. (2004) merely de-
scribe SWCNT as hollow cylinders made of a single layer of graphite. Similarly,
MWCNT are described as a number of concentric cylinders. Both SWCNT
and MWCNT have similar length dimensions ∼ O(µm), but the diameters
of MWCNT exceed that of SWCNT, dMWCNT > dSWCNT (Reich et al., 2004).
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Figure 2.13 shows a multi-walled carbon nanotube.
10 nm
Figure 2.13. A Transmission Electron Microscope (TEM) photograph of a
multi-walled carbon nanotube. The concentric walls surround a channel which
is shown in the center of the photograph. Adapted and reprinted with the kind
permission of NanoLab Inc. (2011)
Toxicity
One of the important factors when handling carbon nanotubes is the toxicity of
these materials. It is therefore imperative that the impact of these materials
on human health is determined. This task however, is proven to be rather
intricate, due to the wide range of usage applications associated with carbon
nanotubes, as outlined by Fiorito (2008). A number of studies have been
undertaken by researchers in order to examine the effect on CNT on cells
(Porter et al., 2007; Donaldson et al., 2006). The research about the toxicity
is still ongoing but it indicates that carbon nanotubes may affect the human
health adversely (Ralph and Hodson, 2009; Lam et al., 2006).
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Safety
As the specimen loaded with carbon nanotubes will be utilized in a laboratory
setting at Cranfield University, United Kingdom, some precautions regarding
the safety has been undertaken. An extract of a sample Control of Substances
Hazardous to Health Regulations (COSHH) form, for one of the specimens in
this study is shown in Appendix J.
2.6 Conclusions
The literature survey related to the present study extends into several dif-
ferent disciplines which include but are not limited to material science, fluid
mechanics and solid mechanics. The challenge of this project is to interlink
aspects of these disciplines in order to fulfill the sought project objectives.
Equally, it is established that the obtained results are applicable in all the
aforementioned disciplines. It can be inferred by the literature survey that
a paucity of reported investigations are carried out in the context of aircraft
icing, where in particular the influence of carbon nanotubes is examined in
the open literature. This limitation might be related to the complex manu-
facturing of resins with a well dispersed body of embedded carbon nanotubes
and safety consideration.
It is also evident from the literature review that despite the promising prop-
erties of carbon nanotubes, studies indicate that simply mixing carbon nan-
otubes in a polymer matrix resin, does not automatically imply that a higher
load transfer can be obtained. This indication has to be taken into consider-
39
ation and examined upon erosion of the candidate material which indeed are
polymer matrix composites with carbon nanotube reinforcement. The erosion
tests serve as a good indicator to confirm whether a better mixing of the car-
bon nanotubes is of necessity. Further it is recognized that a simplified model
is beneficial in order to describe the surface behavior upon wetting and for
differentiation between surfaces. As such a model is not encountered in the
literature survey, it is recommended that such a model is developed. Another
concrete conclusion based on the literature review is that the thickness of the
specimens may have a large influence on the liquid erosion results.
In this chapter, the temperatures for the ice adhesion tests based on the liter-
ature review have been determined. It can also be stated that the conducted
literature survey does not specifically determine the properties of the candi-
date materials within this study, due to their novel manufacturing and lack
of existing material data for these materials. Therefore, it is identified that
specific attributes related to these materials are to be established in this study.
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Chapter 3
Physical Properties
3.1 Introduction
The physical properties of the substrate materials are in large determined by
the manufacturing and preparation of the materials based on the usage of
reinforcement, curing temperature and duration, as well as by the glass tran-
sition temperature, the dispersion of carbon nanotubes and the nature of the
materials. In this study, once a set of specimens were manufactured, they were
exposed to various tests determining their physical properties such as density,
hardness and stiffness for instance represented by the acoustic impedance.
Furthermore, an assessment was carried out based on non-uniformities of the
aforementioned properties. Upon utilizing this approach, the specimens could
be optimized based on a set of desired properties, and re-manufactured with
knowledge of previous inherent physical properties. Hence, a loop between
specimen preparation, physical property assessment and non-uniformity as-
sessment was formed which was optimized for desired specimen properties, as
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shown in Figure 3.1. The application of this approach within the framework of
the supplied specimens was limited due to the large number of tests performed
on each specimen, but may be applicable for future research efforts with the
utilized specimens.
SPECIMEN
PREPARATION
PHYSICAL PROPERTY
ASSESSMENT
NON-UNIFORMITY
ASSESSMENT
Figure 3.1. The relation between specimen preparation, physical property
assessment and non-uniformity assessment which can result in optimization of
the desired specimen properties.
3.2 Experimental specimens
A total number of 10 different materials referred to hereafter with a specimen
number Sn were utilized in this study in two different prescribed conditions;
as supplied and in an eroded condition, with n = {1, 2, . . . , 10}. The ma-
jority of these materials were established epoxy resins commonly used within
the aerospace industry with the addition of carbon nanotubes as a reinforcing
agent. The set of candidate materials, feature 4 materials with pure resins,
3 resins with carbon nanotube reinforcement, 1 resin with aluminum nitride
nanoparticle reinforcement and 2 multi-layered materials, as shown in Table
3.1. More explicitly, specimens S1 (LY564) and S2 (LY564 + 0.5% MWCNT)
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were both combinations of Araldite® LY564/Aradur® 2954 with the exception
that specimen S2 also featured multi-walled carbon nanotubes (MWCNT)
with 0.5% wt. Graphistrength® C100. Specimen S3 (32−MINAS1−06), S4
(32−A05−CANBIO1−06), S5 (32−MINAS1−07), S6 (32−A05−CANBIO1−07)
were Araldite® MY0510/Aradur 976-1 combinations, with S4 and S6 having
0.5% wt. MWCNT as a reinforcement. Specimen S7 (Araldite DBF) was an
Araldite® DBF/Aradur® HY956EN base resin with 10% wt. aluminium ni-
tride nanoparticles. Specimen S8 (SW404 + XB5173) was a gelcoat consisting
of a SW404/XB5173 combination. In contrast, to specimens S1, . . . , S8 which
were resins without any additional layers, specimens S9 (LAYSA−ICE−01) and
S10 (SICOMP−NA−ICE1) were multi-layered specimens consisting of several
different materials. In order to facilitate the reference to the specimen names,
the nomenclature of Sn, with n = {1, 2, . . . , 10} was utilized. Adopting this
nomenclature specimens S2, S4, S6 and S10 were reinforced with carbon nan-
otubes. The layered structures of the S9 and S10 specimens are shown in
Figure 3.2.
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No. Specimen Name L [mm] W [mm] t [mm] A [mm2] CNT
S1 LY564 90 70 1 6300 n/a
S2 LY564 + 90 56 3 5040 0.5
0.5% MWCNT
S3 32−MINAS1−06 100 22 5 2200 n/a
S4 32−A05−CANBIO1−06 100 22 6 2200 0.5
S5 32−MINAS1−07 124 56 3− 5 6944 n/a
S6 32−A05−CANBIO1−07 120 56 5 6720 0.5
S7 Araldite DBF 70 51 9 3570 n/a
S8 SW404 + XB5173 80 47 4 3760 n/a
S9 LAYSA−ICE 105 50 4− 5 5250 B†
S10 SICOMP−NA−ICE 100 33 4− 5 3300 5.5
Averaged properties L ∼= 98 W ∼= 46 t ∼= 4.6 A ∼= 4528
Table 3.1. Geometrical properties for the specimens. The averaged proper-
ties are given by the last row in the table. A given range for the thickness,
exhibits a non-uniform thickness of the specimen. The weight percentage of
carbon nanotubes are given in the CNT column and the symbol B† refers to
Buckypaper.
Figure 3.2. A schematic view of the provided multi-layered materials S9
(left) and S10 (right). The schematic is not drawn to scale, and all layers have
the same thickness for illustration purposes only.
44
The supplied materials were obtained from Tecnalia, Spain in cured form.
Initially, a number of trial materials were manufactured in order to improve
the manufacturing process, prior to consideration of the supplied candidate
materials. The reasoning for the trial manufacturing is recognized in the
literature (Endo et al., 2008), highlighting the processing of epoxy polymers
filled with carbon nanotubes even at low weight percentage (< 5 % wt.) of
carbon nanotubes as complicated, due to the high increase of viscosity. In
the pristine state, no morphological treatment to the specimen surface were
applied. This condition represents instances where no material degradation
has been observed upon implementation of the material on an aircraft during
flight. The second state was an eroded state of the material, attained upon its
wet blasting by alumina. The choice of this abrasive stemmed from the need
to obtain a fine degradation of the material without a catastrophic failure.
Although, an eroded state of the material results from an accelerated testing
technique, it does allow for establishment of surface morphology modifications
on the resulting wetting characteristics of the materials. The average values
of the surface roughness pre-erosion Rpa, surface roughness post-erosion Rea
and percentage change in surface roughness ∆Ra are shown in Table 4.5. The
following section describes the specimen preparation for the given specimens in
this study. Specimens 32−MINAS1−06 (S3) and 32−A05−CANBIO1−06 (S4)
were prepared similarly to 32−MINAS1−07 (S5) and 32−A05−CANBIO1−07
(S6), respectively, with the exception that the former pair were the early
prototypes of the materials.
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LY564 (S1)
The LY564 supplied by Huntsman had the epoxy component, Araldite® LY564
and hardener Aradur® 2954 both in liquid form, without any nanofillers. The
epoxy was mixed with the hardener by mechanical stirring at 20 rpm for a
period of 15 minutes. A 1 hour 80 ◦C and 8 hours 140 ◦C curing cycle was
employed for preparation of this specimen.
LY564 + 0.5 % MWCNT (S2)
The LY564 + 0.5 % MWCNT sample was the nanocomposite of the LY564,
consisting of the epoxy component Araldite® LY564 and hardener Aradur®
2954 in liquid form. The nanofiller in this material was 0.5% of weight of
MWCNT, Graphistrength® C100, from Arkema. The length of the MWCNT
was 0.1−10 µm, with the outer mean diameter 10−15 nm and mean agglom-
erate size ∼ 200− 500 µm. Initially, a masterbatch consisting of a 3.45 wt.%
MWCNT was prepared by means of a Heidolph RGL stirrer and a Cowles disk
operated at 5 000 rpm for 15 minutes. Upon dilution of the masterbatch with
the neat epoxy, an EXAKT 80E three-roll mill was employed for processing
of the mixture by calendering. The used feed roll, center roll and apron roll
were set to 17 rpm, 50 rpm and 150 rpm, respectively. Upon feeding the mix-
ture into the three-roll mill and shearing for 2 minutes prior to collection, the
entire collected volume was passed-through the mill at progressively smaller
gap settings between the rolls. The collected epoxy and carbon nanotube dis-
persion was thereafter mixed with Aradur® 2954 by mechanical stirring at 20
rpm. The employed curing cycle for this specimen was similar to that of the
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pure resin.
The obtained level of carbon nanotube dispersion by means of a scanning
electron microscope (SEM) for the LY564 + 0.5 % MWCNT (S2) specimen, is
shown in Figure 3.3, with (a) showing generally uniform rich domains of the
carbon nanotubes within the specimen at 5 000 × magnification and (b) ac-
quired at 15 000 × magnification, aggregated carbon nanotubes in micron-size
bundles.
100 µm
100 µm
10 µm
(a)
(b)
(c)
(a) (b)
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B
Figure 3.3. SEM photograph of the LY564 + 0.5 % MWCNT (S2) specimen,
containing 0.5 wt. % carbon nanotubes at (a) 5 000 × magnification and (b)
15 000 × magnification.
32−MINAS1−07 (S5)
This bi-component epoxy resin system, consisted of an Araldite® MY0510
epoxy in liquid form and an Aradur® 976−1 hardener in powder form, without
a nanofiller. The mixing of the components were carried out in accordance
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with 100 parts A and 62 parts B based on weight mix-ratio, followed by
mechanical stirring under vacuum during 30 minutes at 20 rpm. Upon casting
in a metallic mould, a curing process in an oven was executed in two 30 minute
cycles at 80 ◦C and 100 ◦C, followed by two 90 minute cycles at 120 ◦C and
150 ◦C, and a final 120 minute cycle at 177 ◦C.
32−A05−CANBIO1−07 (S6)
Similar to the pure resin, this specimen consisted of an epoxy component
Araldite® MY0510, in liquid form and a hardener Aradur® 976− 1, in powder
form, with 0.5 wt.% MWCNT Graphistrength® C100, supplied by Arkema.
The dispersion process for the master batch consisted of an intial mixture of
the epoxy and 2% wt. carbon nanotubes. Homogenization of the mixture was
achieved by using a high shear mixer (HSM) at 6000 rpm and a duration of
30 minutes and a subsequent dispersion improvement using a high mechanical
energy mixer (HMEM). In the sampling step, the duration of HMEM employ-
ment was optimized with respect to mechanical energy and mixing time. The
masterbatch was then diluted by processing in a three roll mill. The Araldite®
MY0510 and MWCNT dispersion was collected from the mill and the hardner
was added under mechanical stirring at 600 − 2000 rpm. Upon degassing and
casting in a metallic mould, a similar curing cycle employed for the pure resin
was executed.
For the 32−A05−CANBIO1−07 (S6) specimen, the filler dispersion within the
epoxy resin was evaluated by utilizing a grindometer and a Bresser LCD dig-
ital microscope with 40 × − 1600 × capability. The rheological behavior was
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furthermore evaluated by an Anton Paar MCR301 viscoelasticimeter equipped
with a Peltier system and oven, as heating devices. By visual inspection, the
aggregate size of the carbon nanotubes in the resin using HSM were ∼ 80
µm, as shown in Figure 3.4 (a). The aggregate size level became ∼ 30 µm
following 10 minutes HMEM and ∼ 5− 10 µm, following two 30 minute mix-
ing using HSM and HMEM, as shown in Figures 3.4 (b) and (c), respectively.
The indicated aggregate sizes were consistent with those obtained with the
grindometer. The acquired dispersion level is also shown in Figure 3.5 by
rheology, upon increasing complex viscosity η∗, for the neat resin MY0510 at
25 ◦C.
100 µm
100 µm
10 µm
(a)
(b)
(c)
(a) (b)
A
B
Figure 3.4. The aggregate size of the carbon nanotubes: (a) after 30 minutes
(HSM ∼ 80 µm), (b) after 10 minutes (HMEM ∼ 30 µm), with ’A’ and ’B’
having sizes ∼ 30 µm and ∼ 8 µm respectively, and (c) after 30 minutes of
HSM, followed by 30 minutes of HMEM ∼ 10 µm.
49
10−1 100 101 102
100
101
102
103
104
105
ω [rad · s−1]
|η∗
|[P
a
·s]
Figure 3.5. Complex viscosity |η∗|, of the nanotube masterbatch at 25 ◦C.
The following symbols are used for: 30 minutes HSM (), 10 minutes HMEM
(◦) and 30 minutes of HSM, followed by 30 minutes of HMEM (/).
Araldite DBF (S7)
This nanocomposite consisted of an Araldite® DBF and Aradur® HY956 EN
base resin with 10% on weight aluminium nitride nanoparticles, supplied by
PlasmaChem. The curing cycle used for this specimen was a 4 hour cycle at
25 ◦C followed by a 6 hour cycle at 60 ◦C.
SW404 + XB5173 (S8)
This epoxy resin system, consisted of a SW404 gelcoat and a hardener in liquid
form, without a nanofiller. The mixing of the components were carried out
in accordance with 100 parts A and 9 parts B mix-ratio by weight. The cure
schedule consisted of a 8 hour cycle at 60 ◦C, followed by four 2 hour cycles
carried out at 80 ◦C, 100 ◦C, 120 ◦C, and 140 ◦C.
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LAYSA−ICE (S9)
As one of the two multi-layered materials in this study, specimen S9 featured
6 different layers, with the outer layer on top, to the inner layer on bottom
described by SW404 gelcoat, MY0510, 3 layers of MY0510 + 5.5% MMT
on top of a MTM44 − 1 FR substrate. This specimen featured Buckypaper
infiltrated with an epoxy resin based solution.
LAYSA−ICE (S10)
The second multi-layered specimen, S10 consisted of the following layers stacked
on top of the MTM44− 1 substrate: 3 layers of glass fiber fabric and MY0510
+5.5% MMT, glass fiber fabric and MY0510 +5.5% CNT and SW404. This
specimen featured an epoxy film with 5.5% of CNT.
3.3 Material Subdivision
Ten different materials were supplied in cured form by the European Consor-
tium with the dimensions of the bulk materials shown in Table 3.1. The surface
area range, A ∈ [2200, 6944] mm2, where the minimum area, Amin = 2200 mm2
served as a guideline for the subdivision of the surface specimens. The need
for numerous experiments on the same material coupon, directed the study
towards subdivision of the specimen surface into 4−5 subareas, depending on
the original size of the specimen.
The cutting of the specimens were carried out on a Felder saw equipped with
a 52/60 diamond grit blade. The specimens were dry cut with a spindle speed
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of 2500 rpm. During the cutting process the specimens were not subjected to
any solvents or specific contaminants. Two different subdivision schemes were
considered in order to allow for a consistent approach for future specimens.
In effect, large specimens where L ∼= W were subdivided into 5 subareas,
while smaller specimens where L W were divided into 4 subareas. The two
different subdivision schemes are presented in further detail in Appendix C.
3.4 Density Measurements
In order to determine the density of each material, the density of the subdi-
vided material coupons was determined by volume measurements and weight
measurements by a PioneerTM electronic balance, with an accuracy of ±0.02.
For each specimen the length L, width W , and height H, were measured
five times for statistical purposes. Upon completion of all measurements the
following data points were determined: (L1, L2, . . . , L5), (W1,W2, . . . ,W5),
(H1, H2, . . . , H5) and (m1,m2, . . . ,m5). Based on these, the overall mean value
for each dimension was estimated as shown in Table 3.2.
Length, L Width, W Height, H Mass, m Density, ρ
L1 W1 H1 m1 ρ1
L2 W2 H2 m2 ρ2
... ... ... ... ...
LN WN HN mN ρN
L¯ W¯ H¯ m¯ ρ¯
Table 3.2. Averaged properties of each specimen subarea.
52
The averaged quantity Φ¯ is then given by
Φ¯ = 1
N
N∑
i=1
Φi (3.1)
where Φ is given by
Φ = (L,W,H,m, ρ) (3.2)
and length L, width W , height H, mass m and density ρ are the quantities
for each subarea. A complete set of the measurements are shown in Appendix
A. For each specimen the average density was calculated based on the ratio
of the mean mass and the mean volume of the sub-divisional areas, as
ρ¯ =
∑N˜
i=1mAi∑N˜
i=1 VAi
(3.3)
where N˜ ∈ [1, 5]. Based on this mean density value ρ¯, the variance of the
density is calculated by
σ2ρ =
1
N
N∑
i=1
(ρi − ρ)2 (3.4)
where N ∈ [1, 25]. The standard deviation for the density, sρ is finally given
by
sρ =
√
σ2ρ (3.5)
Since the sample size n < 30, the confidence limits for the population’s means
can be determined using a t−distribution (Spiegel et al., 2009)
ρ¯± tc
(
sρ√
n− 1
)
(3.6)
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where n denotes the sample size, and c for a degree of freedom ν = n − 1
is given from Student’s t−distribution. For 95%, 97.5% and 99% confidence
limits and a sample size of n = 25 with the degrees of freedom ν = 24 the cor-
responding t− values are given by t95% = 2.06, t97.5% = 2.49 and t99% = 2.80.
In order to further assess the variations within the parameters Φ = (L,W,H,m, ρ),
a visual inspection of each specimen area was carried out where distinct fea-
tures such as bubbles, uneven surface properties and other properties that can
be identified merely by the naked eye were noted. The range of measurements
obtained can hence be accounted for as different initial properties are con-
tained within the specimens and further explain these properties in greater
detail. The density of the different specimens, their variance and standard
deviation from the overall mean density value are shown in Table 3.3. The S2
specimen has the lowest density and S8 the highest density within the ana-
lyzed specimens.
Specimen No. ρ¯ [g/cm3] σ2 σ
S1 1.1102 0.0017 0.0407
S2 1.0902 0.0020 0.0445
S3 1.2588 0.0007 0.0256
S4 1.2617 0.0003 0.0159
S5 1.2465 0.0176 0.1327
S6 1.3003 0.0010 0.0309
S7 1.2446 0.0013 0.0367
S8 1.7911 0.0019 0.0129
S9 1.4493 0.0047 0.0689
S10 1.5345 0.0019 0.0434
Table 3.3. The density ρ, variance σ2 and standard deviation σ, for the given
specimens.
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The distribution of the densities are further shown in Figure 3.6.
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Figure 3.6. The densities of the supplied specimens Sn, with n =
{1, 2, . . . , 10}. The error bars denote the standard deviation of each density
measurement.
3.5 Microhardness Testing
The microhardness indentation apparatus utilized for the experiments was a
Shimadzu Micro Hardness Tester Type M, equipped with a Vickers indenter
and automatic loading system (Shimadzu Corporation, 1977). The microhard-
ness tests for each sample were initiated by visual inspection of the surface
finish. All samples with exception of the S1 (LY564) sample were subjected
to hardness testing in their virgin states. The surface structure of S1 made
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distinction of Vickers indentation on its surface, extremely intricate to mea-
sure. For this purpose this sample was polished to a glossy surface finish
using silicon carbide paper FEPA 800. The specimen thickness for specimen
S1, changed from 1 mm, to 0.7 mm as a result of the polishing.
The indentation process was carried out by adjusting the illumination and
focusing of the low and high power objectives of the microhardness indenter,
in order to clearly visualize the indentation location. Upon placement of the
load P = 1 kg, the location of the specific indentation was indexed. The index-
ing of each indentation site was crucial since the diagonals would be measured
utilizing a different microscope. The test duration of τ = 15 seconds was then
chosen for all the specimens. Once a suitable indentation location was identi-
fied, the load was applied and the locus of resulting depression documented.
For each specimen, the surface was subdivided into 8 equally sized zones as
shown in Figure 3.7.
Figure 3.7. A schematic view of the 8 equally sized regions for the micro-
hardness tests, with each region featuring 5 indentation sites. The size of the
indents in the figure has been exaggerated for illustration purposes. Source:
(Gohardani, 2010)
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For each zone, 5 indentations were imaged where the distance between the
indents was at least 4d, where d, is the mean diagonal of the indents. In-
dentations were also avoided in the vicinity of the specimen edges. As the
surface morphology of the different specimens could only be magnified up to
400× with the higher magnification ocular, the diagonals of the indentations
were difficult to measure for certain specimens. Therefore a methodology was
established where the actual measurement of the diagonal was no longer car-
ried out on the microhardness indenter but on a micrograph produced of the
indentation. The microscope that was utilized for this purpose was an Olym-
pus BH series microscope, which had to be adapted to house a Nikon D5000
Digital SLR Camera. This was accomplished by utilizing a NFK 2.5× lens
and a distance piece. The microscope was further equipped with a MSPlan10
(IC10) objective. The field of view of the camera was streamed in real-time to
the monitor prior to the acquisition of the micrograph. With a known index
of each indentation the micrographs were acquired by triggering of the camera
utilizing a remote control, in order to avoid blurriness. The length of the di-
agonals arising from the indentation were measured digitally on a computer.
The experimental setup for the microhardness tests is shown in Figure 3.8.
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SHIMADZU MICRO HARDNESS
TESTER TYPE M LIVE VIEW OF THE 
MICROGRAPH
MATERIAL SPECIMEN
NIKON D5000
DIGITAL SLR CAMERA
OLYMPUS BH SERIES
MICROSCOPE
DESIGNED
ADAPTER 
LOAD
Figure 3.8. The experimental setup for the microhardness tests. Upon
indentation with the microhardness tester the indentation is photographed
utilizing the digital SLR camera.
In order to establish a physical scale, a diamond ruled stage micrometer with
a specified spacing between the lines was also photographed. This allowed for
measuring the length of the diagonals and assignment of a correct physical
scale to their magnitude. The actual measurement of the diagonals on the
photograph was carried out by utilizing ImageJ†. A Find edge filter which es-
sentially applies a Sobel edge detector (Ferreira and Rasband, 2011) was used
in order to find the edges of the indentation. Figure 3.9, shows an indent prior
to and after application of the Find edge filter. Each indentation site featured
two diagonals intersecting at the point of depression by the Vickers indenter.
†ImageJ is a public domain JAVA image processing program.
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The Vickers hardness value is given by (Shimadzu Corporation, 1977; Sharpe,
2008)
HV = 1.854
(
P
d¯2
)
(3.7)
with P [kg] as the load and d¯ [mm] is mean diameter prescribed by
d¯ = d1 + d22 (3.8)
where d1 and d2, denote the length of the first and second diagonal of the
same indentation respectively.
(a)
d1
(b)
d2
Figure 3.9. (a) A representative Vickers indentation on the S2 specimen.
(b) The same indentation with applied Find edges filter in ImageJ. The filter
defines the edges of the indentation for accurate measurement of the diagonals,
d1 and d2, resulting in a mean diameter, d¯ = (d1 + d2)/2.
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It is apparent from Figure 3.9 that no corner cracks are observed upon Vickers
indentation at a load of P = 1 kg. Corner cracks usually emanate in brit-
tle materials and are a measure of fracture toughness of the material (Ogilvy
et al., 1977; Palmqvist, 1963). It is therefore not applicable to utilize the
microhardness testing for estimation of the fracture toughness for the given
specimens. The Vickers hardness test does however enable ranking of the
specimens based on their hardness values and exhibit local hardness value dif-
ferences between the specimens.
The mean local hardness value for each region, HV,R, as shown in Figure
3.7 is given by
HV,R =
5∑
i=1
HVi
5 (3.9)
where i denotes the indentation index, and R = 1, 2, . . . , 8. The mean overall
hardness value for the entire specimen is hence given by
HV =
8∑
R=1
HVR
8 (3.10)
The confidence levels for a sample size n ≥ 30, and normal population can be
written as (Spiegel et al., 2009)
HV ± zc
(
σ√
n
)
(3.11)
where zc it the confidence level, n is the sample size and σ is the standard
deviation. For confidence levels 95%, 98% and 99% the corresponding values
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are given by z95% = 1.96, z98% = 2.33 and z99% = 2.58. The averaged Vickers
hardness values for the given specimens are shown in Table 3.4. The S9 and
S10 has been excluded from Table 3.4, due to their multi-layered nature.
Sn HV σ CL = 0.95 CL = 0.98 CL = 0.99 d¯ [µm] t [mm]
S1 48.01 23.97 7.43 8.83 9.78 196.53 0.7†
S2 39.67 4.30 1.33 1.59 1.76 216.20 3
S3 62.18 11.10 3.44 4.09 4.52 172.70 5
S4 64.89 19.21 5.95 7.08 7.84 169.05 6
S5 57.28 5.18 1.61 1.91 2.11 179.92 3− 5
S6 54.27 2.93 0.91 1.08 1.20 184.86 5
S7 40.10 8.37 2.59 3.08 3.11 215.06 9
S8 73.13 6.16 1.91 2.27 2.51 15.24 4
Table 3.4. The Vickers hardness values (HV ), standard deviation σ, confi-
dence levels (CL), mean diagonal d¯ and the thickness value t for specimens
Sn. The columns with CL represent the confidence intervals zcσ ·n− 12 , where
zc is the predefined critical value based on the desired confidence level. The
symbol (†), refers to the post polished thickness value.
In Table 3.4, CL defines the confidence level in percent, for each corresponding
accuracy of the Vickers hardness value. The confidence limits of a particular
measurement is hence given by HV ± (zcσ ·n− 12 ), where the terms in brackets
are displayed in Table 3.4.
It can be observed that S8 (SW404 + XB5173) has the highest Vickers hard-
ness value and S2 (LY564 + 0.5% MWCNT) has the lowest hardness value.
The most consistent specimen based on the lowest standard error in measure-
ment, for a confidence level of 99% is the S6 with only a deviation of 2.21%,
while the highest standard error in the measurements is obtained for the S1
specimen with 20.3%. It can be observed that the S1 specimen has small-
est thickness among all given specimens and the only specimen subjected to
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surface grinding before the microhardness tests. Figure 3.10, shows different
Vickers indentations on the supplied specimens.
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(a) (b) (c)
(d) (e) (f)
(g) (h)
Figure 3.10. Vickers indentation on the different specimens. Vickers inden-
tation on the different specimens (a) S1, (b) S2, (c) S4, (d) S3, (e) S6, (f) S5,
(g) S7, and (h) S8.
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The hardness topography shown for each specimen provides an indication
about the distribution of the hardness on the specimen surface. In general
the hardness values within a small spatial region are consistent. Nonetheless,
different hardness values may be apparent due to numerous factors. These
factors may for instance include the presence of bubbles and material flaws
such as micro cracks or ensue from inconsistencies of mixing between the resin
and hardener, or as a consequence of the dispersion process of the carbon
nanotube reinforcement into the resin. The motivation for analyzing each
specimen surface in different regions has thus been to assess how consistent the
materials can be manufactured, from a hardness standpoint. Vickers hardness
value distributions over the specimen surfaces for the different specimens are
shown in Figures 3.11 − 3.18. It is notable to point out the interpolated
values serve as indicators of a possible hardness value distribution on the
specimen surfaces. Individual hardness values along the contour lines and the
color coding therefore, do not necessarily restrict the hardness values to the
specified values. The reasoning behind presentation of the interpolated data is
solely to provide an inference about the distribution of hardness values based
on the discrete hardness values within each region.
64
 
42
44
46
48
50
52
54
 

 







	
	














Figure 3.11. The regional Vickers hardness (HV) topography on the S1
specimen and interpolated values based on the regional values.
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Figure 3.12. The regional Vickers hardness (HV) topography on the S2
specimen and interpolated values based on the regional values.
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Figure 3.13. The regional Vickers hardness (HV) topography on S3 and its
interpolated hardness values.
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Figure 3.14. The regional Vickers hardness (HV) topography on S4 and its
interpolated hardness values.
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Figure 3.15. The regional Vickers hardness (HV) topography on the S5
specimen and interpolated values based on the regional values.
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Figure 3.16. The regional Vickers hardness (HV) topography on S6 and its
interpolated hardness values.
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Figure 3.17. The regional Vickers hardness (HV) topography on the S7
specimen and interpolated values based on the regional values.
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Figure 3.18. The regional Vickers hardness (HV) topography on S8 and its
interpolated hardness values.
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Sources of errors
The errors associated with the micro indentation test can be divided into the
following categories (Mott, 1956):
1. Human factor errors
2. Environmental induced errors
3. Instrumentation errors
4. Measurement errors
Human factor errors: For a proper calibrated hardness tester, the actual mea-
surement can strongly be influenced by the judgment of the researcher. In or-
der to avoid human errors all testing procedure and measurements have been
carried out by utilizing a methodological scheme and followed thoroughly for
each single experiment. The duration of the experimental runs have been
kept constant and no experimental runs extending beyond three hours have
been actualized. The main reason for this approach has been the elimination
of possible human errors in measuring the indentation diameters from the
micro-hardness micrographs, and minimization of the effects of astigmatism.
Furthermore, the location of the microhardness tester during the course of
the experiments has been kept constant. Prior to the experiments, the micro-
hardness apparatus was calibrated by using a specimen piece with a known
hardness value.
Environmental induced errors: Although minimization of human errors dur-
ing the experimental runs is crucial, it is as important to account for possi-
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ble environmental factors that might affect the results from the indentation
tests. These factors mainly stem from vibrations of small amplitudes which
are not observed during the experimental runs, or sudden changes in ambi-
ent conditions. As the experiments are conduced in the Icing Tunnel Facility
at Cranfield University, United Kingdom, they have been avoided during the
course of a running Icing Tunnel and the changes in airflow and temperature
that a running tunnel imposes. In order to reduce the presence of possible
vibrations, the micro-hardness tester was placed upon a damping absorbent
optical table.
Instrumentation errors: The microhardness apparatus on its own is respon-
sible for a number of errors that might alter the obtained hardness values
considerably. Perhaps one of the most difficult sources of error to detect for
a Vickers hardness value, is a deviation from the β = 136◦, which is the stan-
dard angle for the Vickers pyramid indenter (Sharpe, 2008). This deviation
might be a result of wear due to extended usage of the indenter and will di-
rectly influence the hardness value as the Vickers hardness value is based on
the mean diagonal of the indentation. The effect of an incorrect apex angle
β 6= 136◦, can be investigated by considering a range of deviated apex angles
of ∆β ∈ [0,−10◦] resulting in a range of apex angles, β + ∆β. However, in
conducting such a study, the maximum deviation from the true Vickers hard-
ness value was found to be approximately 4%, which is modest. The resulting
percentage errors for the remaining angle deviations are shown in Appendix
E. In order to ensure that the indenter had not changed shape significantly,
an indent image was produced on a calibration specimen prior to the mi-
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crohardness tests. After the tests, a final indentation was produced on the
same calibration specimen used before the experiments. The error between
the measurements prior and after the microhardness experiments was ≈ 1%,
thus the effect of indentation shape alteration were considered to be negligible.
Measurement errors: As the actual measurements of the diagonals were car-
ried out digitally, the errors that could arise from such measurement were
mainly restricted to acquisition of photograph with adequate focus and well
defined edges of the indentation. Using the experimental setup described in
Figure 3.8, micrographs with a spatial resolution of 4288× 2844 pixels with a
24-bit picture depth were acquired. ImageJ further enables measurements on
the photograph to an accuracy within two significant figures, greatly reducing
measurement errors. An error assessment was also carried out for the blurred
boundary that arises upon employing the Find edges filter. As the maximum
blurriness encountered in a single measurement never exceeded 10 pixels ∼ 5%
change in hardness value, the introduced error arising from this measurement
tool, was considered to be negligble.
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3.6 Speed of Sound Measurements
The sound speed measurements are carried out by employing a Sonatest Sites-
can 120, with a capability of measuring velocities between 1000−9999 m · s−1
(Sonatest PLC, 2000; Sonatest Limited, 2006). The ultrasonic thickness gaug-
ing is attained by employing a delay line contact transducer. A calibration
block machined with parallel surfaces is utilized in order to calibrate the in-
strument prior to speed measurements. The calibration is executed upon
adjusting the velocity within the material on the instrument, until a match
between the actual thickness of the test material and the read out is obtained.
The delay line contact transducer requires that the samples are clean and par-
allel on both the top surface and bottom surface, respectively (Sonatest PLC,
2000; Sonatest Limited, 2006). The multi echo mode is further employed in
order to obtain the sound speed within the material, which measures the first
and second return echoes following an interface echo. The obtained results are
based on 5 averaged measurements with the probe positioned on the center
location of each specimen surface. The acoustic impedance values, in Table
3.5 are solely based on the measured speed of sound in the transverse direc-
tion of the specimen surface. The thin nature of the supplied specimens, only
allows for acoustic measurements in the mentioned direction. The speed of
sound in each specimen is shown in Figure 3.19.
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Figure 3.19. Speed of sound in the supplied specimens S1, . . . S10. The error
bars denote the standard deviation of each measurement.
The acoustic impedance values were acquired by using Equation (3.12)
Z = ρ · c (3.12)
with known values of ρ and c. An alternative representation of the acoustic
impedance Z is given by Harris (1999).
Z =
√√√√ ρE(1− ν)
(1− ν)(1− 2ν) (3.13)
where E is the Young’s modulus, ν is the Poisson’s ratio and ρ denotes the
density.
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The acoustic impedance Z, for the given specimens are shown in Table 3.5.
Specimen No. Z [g · cm−2 · s−1]
S1 253 150
S2 271 110
S3 368 450
S4 374 440
S5 349 260
S6 369 810
S7 330 520
S8 505 690
S9 378 550
S10 414 350
Table 3.5. Characteristic acoustic impedance Z, for the given specimens.
3.7 Conclusions
The obtained results show that there are density differences between the sup-
plied specimens. In particular these difference may arise from non-uniform
dispersion of carbon nanotubes within the resins or other manufacturing de-
fects. The Vickers hardness values of the reinforced materials with carbon
nanotubes are not significantly different from those of the resins without a
reinforcement and the addition of carbon nanotubes does not contribute to a
higher Vickers hardness, with the opposite effect encountered for specimens S2
and S6. A range of Vickers hardness values is further encountered across the
surfaces of the specimens which may be attributed to the dispersion uniformity
of carbon nanotubes or other material defects arising from the manufacturing
process. The added carbon nanotube reinforcement for specimens S2, S4 and
S6 in relation to the pure resins, results in nominally similar density and speed
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of sound values. The establishment of empirical speed of sound measurements
allow for a crucial flexibility to combine the density measurements with the
sound speed results yielding empirically established acoustic impedance for
each specimen. The impedance value may further be utilized in other ma-
terial models, to characterize a measure of stiffness for the specimens. The
reinforcement of pure resins with carbon nanotubes demonstrates that the re-
inforced resins S2, S4 and S6 exhibit higher acoustic impedance in comparison
to the pure resins without a reinforcement.
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Chapter 4
Liquid Erosion
4.1 Experimental Setup
Only five of the 10 specimens were subjected to liquid erosion experiments.
The reasoning behind the choice of these samples was related to an empiri-
cal study on the most recent manufactured base resins and the corresponding
samples with embedded reinforcement. The choice of reinforcements was only
confined to multi-walled carbon nanotubes at 0.5% wt. Based on this rea-
soning samples S3, S4, S7, S9 and S10 were excluded from the liquid erosion
experiments. For the remaining samples, impact site number, coordinates and
number of impacts were predefined, as shown in Figure 4.1.
The distance between two adjacent impact sites was kept at least 10 mm
apart to avoid convolution arising from overlapping liquid impact jet damages.
Moreover, a minimum distance dedge ≈ 10 mm was kept from the boundaries
of the specimen surface. Deviations from the distance of bordering impact
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x
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Figure 4.1. A schematic sample with a defined grid of impact sites. It is
notable that a similar grid can be implemented on a non-square sample, where
n 6= N . Source: (Gohardani, 2010)
sites arose when apparent material flaws were encountered. The utilized grid
system for each sample is described further in Appendix B.
The liquid erosion tests were conducted at the Cavendish Laboratory, Cam-
bridge University, United Kingdom. The impacting liquid droplets onto the
specimen surface were produced upon using the Multiple Impact Jet Appara-
tus (MIJA). This apparatus is equipped with a pressure sensor, solenoids, a
piston, a device for measuring velocity, nozzle and computer controlled x− y
specimen holder (Seward et al., 1990, 1992, 1994). The experimental cycle is
initiated by the piston at rest. By increasing the pressure inside the vessel
to a predetermined pressure value, a solenoid triggers the acceleration of the
piston towards a titanium shaft. As the shaft is in connection with a water
filled nozzle, discrete water jets are discharged from the nozzle of the orifice
with the diameter, dMIJA = 0.8 mm. The cycle is finalized upon the return
of the shaft and piston to their starting positions and blowing of air on the
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remaining water on the specimen. The speed of the discrete water jets are
measured by employing fiber optics. Figure 4.2 shows the schematic setup of
MIJA at the Cavendish Laboratory, Cambridge University, United Kingdom.
NYLON PISTON
TITANIUM SHAFT
LINEAR BEARING
WATER
NOZZLE
JET
Figure 4.2. A schematic view of the Multiple Impact Jet Apparatus (MIJA).
Since the average rain droplet has a standardized diameter of D̂ = 2 mm and
dMIJA 6= D̂, an equivalent speed, vD̂ has been evaluated utilizing the empirical
data of Hand et al. (1991), as given by Equation (4.1).
v
D̂
= C˜0 + C˜1 · vMIJA + C˜2 · v2MIJA + C˜3 · v3MIJA (4.1)
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where 
C˜0 = 2.486
C˜1 = 1.6676
C˜2 = −0.0015467
C˜3 = 8.9636 · 10−7
4.2 Damage Threshold Velocity
A crucial parameter in liquid erosion is the Damage Threshold Velocity (DTV).
The DTV is essentially defined as the maximum velocity upon which a droplet
can impact the material without causing any damage. A DTV curve is there-
fore produced by subjecting a material to a small number of impacts ∼ O(1)
at high impact velocities, moderate number of impacts ∼ O(10) at moderate
impact velocities and large number of impacts ∼ O(300) at low velocities, as
shown in Figure 4.3. Each location on the curve is visually inspected and
designated as damaged or undamaged impact location, following the impact.
The damage threshold curve is thereafter defined as the boundary between the
damaged and undamaged sites. This entails that any impact velocity above
the curve will result in damage on the material, as shown in Figure 4.3.
A theoretical Damage Threshold Velocity based on material properties is sug-
gested by Evans et al. (1980)
vTDT ≈ 1.41
(
K2IccR
ρ1c21d1
) 1
3
(4.2)
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Figure 4.3. A general Damage Threshold Velocity curve. The damaged
and undamaged sites for the material are denoted by symbols () and (◦)
respectively. The dashed line corresponds to the damage threshold curve.
where KIc is the fracture toughness, ρ1 is the liquid density, c1 is the com-
pression wave speed in the liquid, d1 is the liquid diameter and cR is the
Rayleigh-wave speed. The damage threshold velocity curves in this study are
constructed by fitting a function obeying the relationship Λ ·n−β between the
damaged and undamaged sites, where Λ and β are empirically determined
constants.
In this study, MIJA speeds vMIJA ∈ [61, 408] m · s−1 corresponding to an
equivalent 2 mm droplet speed vDˆ ∈ [99, 486] m · s−1, have been utilized in
order to produce the Damage Threshold Velocity (DTV) curves. The distance
between the impact sites has been chosen to be at least 5 mm. Larger spacings
have been employed based on surface morphology, in order to avoid placement
of impact sites near to material defects or close to the edges of the specimens.
The micrographs used for assessment of the material damage have been ac-
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quired using an Olympus BH-2 Microscope, and a 120 mm objective lens fitted
with Olympus NeoSPlan 5× and 10× lenses. Reflected light is used for the
micrographs, apart for the translucent samples where a transmitted light il-
lumination is utilized. The variations in surface topography following droplet
impacts are further highlighted by using a Normanski interference technique.
Dependence on the thickness of the specimen
For sufficiently thin specimens, the material damage may become further en-
hanced by the wave reflections within the solid following a liquid impact. The
interaction of stress waves may in this context have a reinforcing effect on the
damage. An analytical approach for a homogeneous material formulated by
Springer (1976), allows for establishment of a threshold value for the thick-
ness of the specimen, under which the wave reflections within the specimen
approach negligible magnitudes, based on an impact with a droplet of diam-
eter d. Two different time scales can be described for the impact of a liquid
droplet onto a solid. The first one describing the duration of the incidence of
the droplet at the interface of the specimen tL, and the second one describing
the duration of time period of the stress wave progression through a finite ma-
terial thickness tS. Equation (4.3) describes the mentioned phases respectively
(Field et al., 1994). 
tL = 2dcˆL
tS = hScˆS
(4.3)
where d is the droplet diameter, hS is the thickness of the specimen and cˆL is cˆS
are the speed of sound in the liquid and the solid respectively. In this context
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the speed of the generated wave, US ≈ cˆS and negligible wave reflections in
the specimen occur when tS > tL resulting in
hS > 2d
(
cˆS
cˆL
)
(4.4)
Practically, it can be deduced that for a ratio between the actual specimen
thickness H and the threshold thickness based on MIJA orifice hs, dMIJA greater
than unity, i.e. H/hs, dMIJA > 1, wave reflections within the specimen can be
neglected.
The role of reflection and attenuation of stress waves in thin plates arising
from liquid impacts has previously been examined by Bowden and Field (1964)
and particularly in diamond (Field, 1999). As the three different waves shown
in Figure 2.11, propagate through the solid following an impact by a liquid
spheroid and cL > cR, a number of possible circular reinforcement regions will
arise as depicted in Figure 4.4.
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Figure 4.4. Possible wave reflections and reinforcements of stress waves in
thin plates. (A) Impact from a point loading, (B) Impact over a region with
diameter ∆y and (C) Reinforcement upon return of the compressional wave
as a tensile wave with the Rayleigh wave. Source: Adapted from Bowden and
Field (1964).
For a finite thickness h on the specimen, the extent of the first fracture zone
y1 arising from a point loading at O is given by
y1 =
2h{(
cL
cR
)2
− 1
} 1
2
(4.5)
as shown in Figure 4.4 (A). However, since the droplet produced by the multi-
ple impact jet apparatus (MIJA), covers an area with diameter ∆y instead of
a point, a more representative formulation for the width of the zone as shown
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in Figure 4.4 (B), is given by
w1 =
∆y
ζ2 − 1 (4.6)
where ζ = cL/cR and the path of the Rayleigh wave along the exposed surface
of the contact area and all longitudinal waves are considered. Intense pulses,
may result in apparent reflections due to the higher order bands (Bowden
and Field, 1964) before reinforcement with the Rayleigh wave, where the n:th
band may be expressed as yn = ny1. A band is in this context defined as a
zone within the impact region. Bowden and Field (1964) also explain that a
reinforcement with a surface wave may occur at a radius y′ ∈ [y1, y2] as shown
in Figure 4.4 (C), where y′ = f(h, cL, cT , cR). For a longitudinal wave with
an incidence angle α, a reflected longitudinal wave with a similar angle and
a reflected transverse wave with angle β is produced, where the relationship
between the angles α and β is given by
cT sin(α) = cL sin(β) (4.7)
The discussion of reflection and reinforcement of stress waves by Bowden and
Field (1964) generally concerns materials such as glass and Perspex, which in
essence are isotropic, solid, elastic and brittle in nature. The considered ma-
terials, resins without fibers in this study are therefore subjected to the same
theoretical consideration of wave reflection within the solids, as considered by
Bowden and Field (1964). This approach can be extended to the S1 material
due to its known material properties such as Young’s modulus, Poisson’s ratio
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and the speed of sound in the solid.
Reflection of waves at a solid-air boundary
Using an analytical approach the locations of intense stress levels following
reflections within the solid can be described. Arenberg (1948), describes that
for a compressional incident wave on a solid-air boundary
A exp[ik(ax+ y − ωt)] (4.8)
the two reflected components are given by
A1 exp[ik(−ax+ y − ωt)] (4.9)
A2 exp[ik(−bx+ y − ωt)] (4.10)
where a = cot(α), b2 = a2(2ξ + 2) + 2ξ + 1 and
ξ = ν1− 2ν (4.11)
The ratios between the amplitudes A, A1 and B1 are given by
A1
A
= a(2a
2ξ + 2a2 + 2ξ + 1) 12 − [ξ + (ξ + 1)a2]2
a(2a2ξ + 2a2 + 2ξ + 1) 12 + [ξ + (ξ + 1)a2]2
(4.12)
B1
A
= a[2ξ + 2(ξ + 2)a
2]
2(2a2ξ + 2a2 + 2ξ + 1) 12 + [ξ + (ξ + 1)a2]2
(4.13)
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A1
B
= −2[ξ + (ξ + 1)a
2]− [2a2(ξ + 1) + 2ξ + 1] 12
[ξ + (ξ + 1)a2]2 + a(2a2ξ + 2a2 + 2ξ + 1) 12
(4.14)
where A and B denote the amplitudes of the longitudinal wave and transverse
wave at angles α and β respectively and A1 and B1 describe the reflected
component of the corresponding wave. For the transverse wave, the values
of b that make a ∈ R can be used as other values imply a totally reflected
transverse wave with phase shifts. The ratio of the amplitudes, incident and
reflected angles for different Poisson’s ratios are shown in Table 4.1 and Table
4.2.
Material ν CL
CT
y1
x
y′
x
y2
x
θ α β
Glass 0.24 1.71 4.71 7.36 9.42 32.7◦ 53.3◦ 28.9◦
S1 (LY564) 0.35 2.09 3.69 6.51 7.38 26.7◦ 53.5◦ 22.6◦
Perspex 0.40 2.44 3.09 5.96 6.18 22.7◦ 52.1◦ 18.85◦
Table 4.1. Angles θ, α, β, with acoustic and geometrical ratios for different
values of Poisson’s ratio.
Material ν ξ θ −A
∗
1
A
−
(
A1
A
)3
α −A1
A
B1
A
β B1
B
−A1
B
Glass 0.24 0.46 32.67◦ 0.55 0.17 55.3◦ 0.03 0.45 28.9◦ 0.03 0.41
S1 (LY564) 0.35 1.17 26.67◦ 0.83 0.57 53.5◦ 0.52 0.42 22.6◦ 0.52 0.16
Perspex 0.40 2.00 22.73◦ 0.92 0.78 52.1◦ 0.72 0.34 18.9◦ 0.72 0.08
Table 4.2. Angles θ, α, β, and amplitudes A, B, A1, A∗1 and B1 for different
Poisson’s ratios, with A∗1 given for the y1 zone.
The erosion resilience of the specimens in this study are presented as Damage
Threshold Velocity curves. The accumulated damage on samples subjected to
multiple droplet impact may be assumed to arise as a consequence of numer-
ous impacts at moderate speeds, few impacts at higher speeds and initiation
of fracture at the intermediate speed levels. Figures 4.5 − 4.9, feature mi-
crographs of each candidate specimen upon exposure to different number of
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impacts at different velocities. The damage threshold velocities of the speci-
mens S1, S2, S5, S6, and S8, and a compilation of their behavior according to
f(n) = Λ · n−β are shown in Figures 4.10 − 4.12. The empirical constants Λ
and β for the examined specimens are shown in Table 4.3.
Specimen number Sn Λ β
1 517.14 0.208
2 505.72 0.239
5 430.01 0.243
6 506.68 0.258
8 513.94 0.229
Table 4.3. The empirical constants Λ and β for f(n) = Λ · n−β .
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Figure 4.5. Micrographs of the S1 sample: Prior to liquid impact: (a) Unpol-
ished region in S1, (b) Polished region in S1. Post liquid impact micrographs:
(c) vMIJA ∼= 110 m · s−1 at 300 × impacts, (d) vMIJA ∼= 410 m · s−1 at 1 ×
impact, (e) vMIJA ∼= 250 m · s−1 on S1 at 20 × impacts, and (f) vMIJA ∼= 250
m · s−1 at 30 × impacts with transmitted light.
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Figure 4.6. Micrographs of the S2 sample: Prior to liquid impact: (a)
Pristine surface. Post liquid impact micrographs: (b) vMIJA ∼= 110 m · s−1
at 300 × impacts, (c) vMIJA ∼= 410 m · s−1 at 1 × impact, (d) vMIJA ∼= 140
m · s−1 on S2 at 20 × impacts, and (e) vMIJA ∼= 140 m · s−1 at 50 × impacts.
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Figure 4.7. Micrographs of the S5 sample: Prior to liquid impact: (a)
Pristine surface. Post liquid impact micrographs: (b) vMIJA ∼= 110 m · s−1 at
300 × impacts, (c). vMIJA ∼= 410 m · s−1 at 2 × impacts, (d) vMIJA ∼= 150
m · s−1 on S5 at 20 × impacts, and (e) vMIJA ∼= 150 m · s−1 at 100 × impacts.
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Figure 4.8. Micrographs of the S6 sample: Prior to liquid impact: (a)
Pristine surface with a different phase denoted by ’A’ apparent within the
matrix ’B’. Post liquid impact micrographs: (b) vMIJA ∼= 110 m · s−1 at 300 ×
impacts, (c) vMIJA ∼= 410 at 2 × impacts, (d) vMIJA ∼= 150 m · s−1 on S6 at
50 × impacts, and (e) vMIJA ∼= 150 m · s−1 at 100 × impacts.
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Figure 4.9. Micrographs of the S8 sample: Prior to liquid impact: (a)
Pristine surface with a different phase denoted by ’A’ apparent within the
matrix ’B’. Post liquid impact micrographs: (b) vMIJA ∼= 110 m · s−1 at 300 ×
impacts, (c) vMIJA ∼= 410 m · s−1 at 2 × impacts, (d) vMIJA ∼= 350 m · s−1 on
S8 at 3 × impacts, and (e) vMIJA ∼= 350 m · s−1 at 10 × impacts.
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The water hammer pressure Pw, center of impact pressure Pc and Bernoulli
stagnation pressure PB, according to Equations (2.8), (2.9) and (2.11) for
different impact speeds are shown in Figure 4.13 (a). Similarly, the time
period before initiation of the pressure release τ and duration of the water
hammer pressure τ ∗ versus the impact velocity calculated using Equations
(2.10) and (2.12) are plotted in Figure 4.13 (b).
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Figure 4.10. Damage Threshold Velocity curves for specimens S1 and S2.
The undamaged sites are marked with blue circles (◦) and the sites where
damage was encountered with red squares ().
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Figure 4.11. Damage Threshold Velocity curves for specimens S5 and S6.
The undamaged sites are marked with blue circles (◦) and the sites where
damage was encountered with red squares ().
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Figure 4.12. Damage Threshold Velocity curves for specimen S8 (top) and
functions f(x) = Λ · x−β (bottom), with x = n and Λ ∈ [430.01, 517.14]
and β ∈ [0.208, 0.258]. The S1, S2 and S5 specimens are represented in blue
with solid, dashed-dotted line, and dashed line respectively. The S6 and S8
specimens are further represented by a solid red and dashed-dotted red line.
The order of the curves at n = 300 from highest erosion resilience to lowest:
S1, S8, S2, S6, and S5.
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Figure 4.13. (a) The center of impact pressure Pc (in blue), water hammer
pressure Pw (in red) and Bernoulli stagnation pressure PB (in green) for dif-
ferent impact velocities. (b) The duration of pressure release τ (in blue) and
water hammer pressure τ∗ (in red), for different impact velocities.
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The tested specimens exhibit nominally similar damage threshold velocities
v
D̂
∼= 130 ± 20 m · s−1, as addressed in further detail for each specimen and
shown in Figure 4.12. For an equivalent 2 mm droplet velocity at the damage
threshold velocity, the water hammer pressure Pw ≈ 0.14 GPa, pressure at
the center of the impact Pc ≈ 0.23 GPa and the Bernoulli stagnation pressure
PB ≈ 9.4 MPa, as calculated by Equations (2.8), (2.9) and (2.11). These
values should be viewed against the tensile strength of the material which
is ∼ 80 MPa (Huntsman Advanced Materials, 2007). As the water hammer
pressure and stagnation pressure are greater than the tensile strength of the
material, substantial damage to the material is expected. The pressure re-
lease commences at τ ≈ 0.02 µs and the water-hammer pressure terminates
at τ ∗ ≈ 0.06 µs with an estimated crater diameter at impact dc ≈ 0.15 mm.
Based on the damage threshold velocity results in Figure 4.12, sample S1
(LY564) is most resilient to liquid impact and sample S5 (32−MINAS1−07)
stands out as most susceptible to liquid impact. The studied samples ex-
hibit close related performance when subjected to liquid erosion. Based on
the empirical results, the following ranking can be delineated in order of
decreasing liquid erosion resilience: S1 (LY564), S8 (SW404 + XB5173),
S2 (LY564 + 0.5% MWCNT), S6 (32−A05−CANBIO1−07) and finally S5
(32−MINAS1−07), as shown in Figure 4.12. It is observed that despite an
increase of Vickers hardness value in excess of 52% between S1 (LY564) and
S8 (SW404 + XB5173), the S1 specimen still demonstrates a higher erosion
resilience. From the literature review, and particularly from Equation (2.4)
it is shown that the erosion rate E˙ ∝ En1Hn2Kn3Ic , where the constants n1,
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n2 and n3 are empirically determined. However, with unknown values of frac-
ture toughness KIc, and Young’s modulus E, for the considered materials
in this study and the relationship between Vickers hardness and erosion re-
silience exhibiting a random nature, the erosion rate can not be determined as
a function of Vickers hardness, Young’s modulus and fracture toughness with
corresponding empirical constants, for the materials of this study. A schematic
micrograph of cracks in the proximity of an impact site and the corresponding
crack lengths are shown in Figure 4.14 and Table 4.4 respectively. In Table
4.4, the average surface crack separation is defined as ∆r = ∑Ni=1 δiN where δi
denotes the distance between the cracks along a radius extending from the
impact location. The S8 material has been omitted from this table due to its
non-radial cracking.
rmin
rmax
Ca
¢r
Figure 4.14. A schematic micrograph of Hertzian ring cracks in the vicinity
of a liquid impact site. The crack length Ca, inner damage annulus rmin, outer
damage annulus rmax are depicted in the figure.
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Specimen No. Cmina [µm] Cmaxa [µm] rmin [µm] rmax [µm] ∆r [µm]
S1 58 836 157 861 91
S2 43 643 329 942 233
S5 57 911 280 1166 46
S6 44 578 205 927 56
Table 4.4. Crack length Ca, inner damage annulus rmin, outer damage an-
nulus rmax and average surface crack separation ∆r for the specimens at 300
impacts.
The resulting fracture from high speed liquid impact onto a solid can be re-
lated to different damage mechanisms as identified by Bowden and Brunton
(1958, 1961). In their work they specify these deformations as:
(i) circumferential fracture on the surface
(ii) subsurface fractures
(iii) plastic deformation in a large scale
(iv) deformation due to shear in the vicinity of the
impact zone periphery
(v) fracture arising from the reflection and interference
of stress waves
The damage deformation nomenclature specified by Bowden and Brunton
(1961) is adopted in this study, and referred to upon describing the failure
classifications.
S1 (LY564)
This sample has visible surface scratches and is the only sample in the study
with H/hs, dMIJA < 1. Hence, it is clear that wave reflections within this spec-
imen when subjected to an incoming droplet are not negligible. As S1 is a
material with established material properties (Huntsman Advanced Materi-
als, 2007), these have been used to provide theoretical values for the wave
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speeds within the material, radius of fracture initiating flaw and the damage
threshold velocity. Under the assumption that specimen S1 exhibits a brittle
behavior, the radius of a flaw that initiates a crack can be estimated using
Equation (2.13). The radius of critical flaw size based on the properties of
LY564 is estimated as r˜ ≈ 61.3 µm.
The theoretical value of the damage threshold velocity in accordance with
Equation (4.2), vTDT ≈ 90 m · s−1. From Figure 4.10 however it can be de-
duced that Equation (4.2) underestimates the Damage Threshold Velocity as
vTDT < v
Exp
DT . A poor correlation of Equation (4.2) with experimental data for
other materials is however also confirmed in studies elsewhere (Adler, 1987,
1981). This limitation in the model, is due to the drop interactions with the
local aerodynamic flow field not being considered. For a better correlation
between the model and the experimental results, Adler (1987) suggests that
more complete statistical and aerodynamic analyses are carried out. The the-
oretical values for wave speeds in the S1 specimen are, cL ≈ 4770 m · s−1,
cT ≈ 2291 m · s−1 and for the Rayleigh-wave cR ≈ 2255 m · s−1. The result
of the transverse wave velocity falls therefore within approximately 1% of the
measured speed of sound in the specimen which indicates a good agreement
between the experimental and theoretical value.
The S1 specimen is the only specimen in the study that exhibits a Hertzian
cone crack, as shown in Figure 4.5 (f). The occurrence of reflecting waves
within the specimen and their interference with the Rayleigh-wave, can in
part explain the resulting Hertzian cone crack. Theoretical values for the
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width of first and second cracking zones, as well as the amplitudes for the
incident angles in comparison to glass and Perspex is presented in Tables 4.1
and 4.2. Based on these results, a fracture zone is most likely to occur at ra-
dius y1 where −A1/A is over 80%, and the second band at y2 where (−A1/A)3
is quite large. The resulting fracture on this specimen is attributed in large
to classification categories (i), (ii) and (v), as explained earlier in this sec-
tion. As this sample features some polishing scratches, Rayleigh waves open
and expand these defects. For scratches with a tangential placement to the
impact circumference the radial jetting further exploits these defects and mul-
tiple nucleation points are evident along the length of the material flaw. The
stripped material arising as a consequence of this phenomenon lies in a di-
rection away from the center of the impact. The sub-surface gross cracking
located at the impact site is of Hertzian cone crack nature. The conical frag-
ment base, located on the rear side of the specimen detaches upon repeated
impacts on the same location as shown in Figure 4.5 (f). In order to compare
the obtained damage threshold velocity for the S1 specimen, with other ma-
terials, a literature survey was carried out, in which the work of Seward et al.
(1990) was chosen as means of comparison. Although the empirical work of
Seward et al. (1990) has been carried out on IR-window materials and not
polymeric matrix composites, the present study features the commonality of
using the same experimental apparatus, which makes the comparison possible.
The logarithm of fracture toughness of the S1 (LY564) material as a function
of damage threshold velocity is hence shown in Figure 4.15.
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Figure 4.15. The logarithm of fracture toughness for a number of IR-window
materials (Seward et al., 1990) and the S1 (LY564) specimen versus the equiv-
alent impact velocity for 300 impacts.
The S1 features a low damage threshold velocity in comparison to the tested
IR-window materials.
S2 (LY564 + 0.5% wt. MWCNT)
This specimen has a glossy surface finish with H/hs, dMIJA > 1. Therefore,
wave reflections that would influence the DTV results are negligible within
this specimen. The density is lower for this material in comparison to the pure
resin. The sound speed within the specimen is however higher than for the non-
reinforced matrix, as a consequence of carbon nanotube reinforcement. The
category of fracture in this specimen is mainly by type (i) deformation where
micro-cracks initiate at surface flaws as a result of the Rayleigh-waves and
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radial jetting. The damaged and undamaged impact sites of the S2 specimen
are shown in Figure 4.10.
S5 (32−MINAS1−07)
Pre-existing surface flaws are apparent on this specimen, although it has not
been subjected to a surface treatment, for instance polishing withH/hs, dMIJA >
1. This matrix also exhibits type (i) deformation and is the thickest specimen
in the study. The damage nucleation sites of this sample are evident upon the
Rayleigh waves traversing the surface asperities. The resulting circumferential
cracks are shown in Figures 4.7 (b) and (e). The damage threshold velocity
curve for the S5 material is shown in Figure 4.11.
S6 (32−A05−CANBIO1−07)
This sample does not feature any large surface defects and has a slightly higher
density and speed of sound in comparison to the pure resin, with H/hs, dMIJA >
1. The sample features almost circular Hertzian ring cracks due to the absence
of large surface flaws. These cracks subsequently serve as steps in the surface so
that radial jetting can further strip away material from the specimen. For the
preceding samples the pre-existing surface flaws served as interaction points
of the radial jetting. Figure 4.8 (c), shows the nucleation sites for damage on
the S6 sample.
S8 (SW404 + XB5173)
This sample surface is highly pitted with H/hs, dMIJA > 1. This specimen was
the only specimen in the study which did not exhibit Hertzian ring cracks.
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The inherent pitted feature of this specimen made the distinction of damage
identification from the natural texture of the specimen challenging. Nonethe-
less, damage is nucleated in sites where the radial jetting interacts with the
surface pitting resulting in a mottled annulus in the vicinity of the impact site,
as shown in Figures 4.9 (c) and (d). The damage threshold velocity curve for
this material is shown in Figure 4.12.
4.3 Wet Blasting
In order to create a degraded surface finish, corresponding to an eroded state
of the specimen several possible approaches could be considered. The most
common approach in this regard would be to utilize solid erosion by means of
Silicon carbide in order to obtain the desired surface finish. Nonetheless, for
the aforementioned specimens this approach is hazardous as it would result
in generation of dust and possible contamination of the testing equipment by
carbon nanotubes. Another possible technique in obtaining an eroded surface
finish, was to utilize a wet blasting approach in which an abrasive, which in
this specific case is chosen as aluminum oxide and water is ejected from the
nozzle of a blast gun by means of compressed air. The wet blasting process of
the specimens, was actualized by using a standard Vapormatt ”Vapormate”
blast gun operated at a process air pressure of 2.5 bar. The aluminum oxide
abrasive was of grade 100/120, measured in US mesh. The distance between
the blast gun and each specimen surface was maintained at 100 mm, with the
blast gun positioned perpendicular to the surface. The blast duration period
for each specimen was further 30 seconds.
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Vapormatting uses water and an abrasive medium, 
accelerated from a nozzle by compressed air, 
to provide a very effective and environmentally 
friendly ‘closed-loop’ and controllable surface 
finishing, cleaning and conditioning process. 
Many different surface finishes can be produced.
Benefits
• Concurrent Degreasing and Blasting
• Highly Controllable Surface Finishes
• No Dust
• No Surface Damage
Machine Types
• Manual Cabinets
• Walk-in Booths
• Automated Production Machines
We Provide
• Equipment Sales and Rentals
• Wet Blast Support Services for all Makes
• Abrasives for all Blasting Equipment
The process can operate with all common blasting 
medias including aluminium oxide, glass bead, 
silicon carbide, ceramic and stainless steel shot 
and plastic media.
Media size can range from very coarse to ultra fine, 
typically from 16 to 1200 mesh. 
Bio-degradable degreasing agents can be added 
and the water can be heated, further extending the 
capability of the process and enabling parts to be 
degreased and cleaned in a single operation.
Corrosion inhibitors can be utilised to protect the 
surface after cleaning.
Vapormatting
The Wet Blast Process 
Figure 4.16. A schematic overview of the wet blasting technique. Reprinted
with kind permission of Vapormatt, United Kingdom. Source: (Vapormatt,
2009).
Figure 4.16 provides an overview of the wet blasting process. As the system is
contained and the abrasive recycled, dust or equipment contamination is not
generated upon utilizing this approach. Hence, this technique was chosen in
order to reduce the safety hazards and for obtaining an eroded state of the
specimens utilizing a wet blasting machine. One of the challenges of using this
approach was to hold the specimens in place during the wet blasting process.
This was commonly achieved by shielding the left and right boundaries of
the rectangular specimens. For certain specimens, it was possible to subject
the surface to wet blasting without shielding the boundaries which results in
an average surface roughness finish on the entire specimen area Rea. If the
boundaries are to be shielded, two different surface finishes might appear on
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the same specimen surface, Rpa and Rea. However it should be noted that the
boundaries with the Rpa surface finish at most made up 20% of the entire spec-
imen area. The averaged surface roughness prior and after wet blasting of the
candidate materials was established by utilizing a Taylor Hobson Surtronic
3+, and employing a diamond stylus. The instrument features a minimum
and maximum traverse length of 0.25 mm and 25.4 mm, respectively. The
traverse speed is further 1 mm · s−1 at a resolution of 0.01 µm (Taylor Hobson
Precision).
The surface roughness for the materials in the pristine state Rpa and eroded
state Rea are shown in Table 4.5.
Sn R
p
a [µm] Rea [µm] ∆Ra
S1 5 4.24 −0.2
S2 0.74 4.4 4.9
S3 0.20 3.98 18.9
S4 0.8 3.74 3.7
S5 0.20 4.06 19.3
S6 1.2 3.92 2.3
S7 0.8 2.32 1.9
Table 4.5. The pristine surface roughness Rpa and eroded surface roughness
Rea and the percentage increase or decrease in surface roughness defined by
∆Ra ≡ (Rea −Rpa)/Rea.
For the majority of the specimens, the wet blasting process resulted in an
averaged surface roughness Rea ∼= 4 µm, implying in a higher surface rough-
ness in relation to the pristine state. For the S1 (LY564) specimen however,
the wet blasting process resulted in a lower value of surface roughness. This
feature stems from the initial surface characteristics of S1, which was highly
pitted and exhibit visible surface scratches. The highest and lowest percent-
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age increases in surface roughness are according to Table 4.5 encountered for
the S5 and S1 specimens respectively.
4.4 Stress Reduction on the Substrate by
usage of A Coating Layer
Springer's model
An alternative approach in order to reduce the stress in the substrate and
determine the suitability of the candidate materials for leading edge applica-
tions, was to supply the substrate material with a thin coating. For practical
reasons the thickness of the coating should be ∼ O(0.5) mm. The analytical
model of Springer (1976), has in this chapter been utilized in order to assess
the influence of coating and substrate choice on the stress factor, σ∗. By def-
inition, a large value on the stress factor is preferred, as it indicates a larger
stress reduction due to the presence of the coating on the substrate. For cases
of σ∗ < 0, the combination of coating and substrate are not desired as they
instead of decreasing the stress in the substrate, imply that the stress within
the substrate is increased due to the presence of the coating material. Hence,
this analytical approach can be used to identify suitable coating and substrate
combinations and their potential stress reduction on the substrate. The ana-
lytical model of Springer (1976) has the following underlying assumptions:
• The coating and substrate are homogeneous.
• The substrate extends semi-infinitely with its thickness hS > 2d(CSCL ).
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• The speed of the stress waves into the coating and the droplet is equal
to the speed of sound.
• The material is unstressed prior to liquid impact.
• The stress wave is one-dimensional and propagates normal to the speci-
men. Further, stress waves parallel to the specimen surface are neglected.
This formulation examines the impact of a liquid droplet with diameter d,
onto a two layered structure with the first layer formed by the coating and the
second layer by the substrate, as shown in Figure 4.17. Upon impingement on
the coating two different wave fronts travel into the liquid and coating respec-
tively, denoted by Cl and Cc. The wavefront in the coating further advances
towards the coating-substrate interface, where a portion of the stress wave is
reflected back into the coating and the remaining part is transmitted to the
substrate. Due to this reflection a new wave is now advancing in the coating
with a different magnitude. Springer (1976) outlines a thorough derivation of
mathematical expression in which the magnitude of the left traveling waves σ∗L,
with waves propagating towards the coating-liquid interface, and right travel-
ing waves σ∗R, with waves propagating towards the coating-substrate interface,
are expressed as 
σ∗L = 1+Ψsc1+ΨscΨls
[
1− (ΨscΨlc)k
]
σ∗R = σ∗L −Ψsc(ΨscΨlc)k−1
(4.15)
where
Ψsc ≡ Zs − Zc
Zs + Zc
(4.16)
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Ψls ≡ Zl − Zc
Zl + Zc
(4.17)
with ΨscΨls < 1. It can be shown (Springer, 1976) that the mean stress in the
substrate is reduced if 
Zl < Zc > Zs
Zl > Zc < Zs
(4.18)
and that the mean stress in the substrate is enhanced when

Zl < Zc < Zs
Zl > Zc > Zs
(4.19)
The number of reflections within the coating is further given by
k =

keγ , when tl < te
ke , when tl > te
(4.20)
where ke denotes the maximum number of reflections after which the waves
have negligible magnitudes. The non-dimensional parameter is defined as
γ ≡ k/ke, and can be expressed as
γ = d
hc
CcCl
1 + Zl
Zs
1 + Zc
Zs

 21 + Zl
Zc
 (4.21)
The reduction stress at the substrate surface is further given by
σh
σ∞
= 1−ΨscΨls
{
1− exp(−γ)
γ
}
(4.22)
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In Equation (4.22), σh describes the experienced stress without the presence
of the coating and σ∞, the stress with the present coating. The stress factor
σ∗, is in the present study defined as
σ∗ ≡ 1−
(
σh
σ∞
)
(4.23)
The stress factor σ∗, hence defines the reduction of stress due to the presence
of the coating layer on the substrate and is given in percent. Equally, for
values of σ∗ < 0, the presence of the coating increases the stress on the
substrate in comparison to the case where the coating layer is absent. Using
Equations (4.15) − (4.22), two different approaches can be used to determine
the suitability of the coatings on a substrate material, as shown in Figure 4.17.
hc
hs
d
hc
hs
d
SUBSTRATE
COATING
DROPLET
Figure 4.17. A schematic of the substrate and coating arrangement and
possible influence of droplet size d (left) and coating thickness hc (right), on
the stress factor σ∗.
With the given set of candidate materials and their known basic material
properties, the analytical formulation is able to provide the combination of
substrate and coating material that results in the largest reduction of stress
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on the substrate material. Hence, a sensitivity analysis was carried out with
specimens S1 − S10, and a constant coating thickness hconst.c ≡ 0.3 mm, and
a constant droplet size D̂ = 2 mm. The most suitable substrate and coat-
ing combination is established based on the percentage in reduced stress,(
σh
σ∞
)∗
= 1 − σh
σ∞ , and the number of coatings for which a given substrate
yields
(
σh
σ∞
)∗
> 0, denoted by ncoatprot. For optical windows, an alternative ap-
proach that offers protection for the window, consists of a two-layered system,
in which the cladding is placed on top of the optical window. A cladding is in
general thicker than a coating, with a thickness ∼ O(1) mm. In this system,
also a compliant adhesive layer may be present between the interface of the
window and cladding. The benefit of utilizing a compliant layer is that a large
fraction of the impact energy is reflected back into the cladding (Harris, 1999).
In essence, a similar approach can be implemented with the current candidate
materials, in order to examine the potential role of the cladding on the sub-
strate, here analogous to the optical window. The fraction of the reflected
energy in the two-layered system can be written as (Gentilman, 1993)
FR = (Z1 − Z2)
2
(Z1 + Z2)2
(4.24)
where the subscripts 1 and 2, designate the top and bottom layer respectively.
Although, Equation (4.24) is a simplification and merely based upon the acous-
tic impedance of the involved materials, it is able to infer results regarding
suitable substrate/cladding combinations. Figure 4.18, shows a schematic of
the substrate material, the compliant layer and the cladding.
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(a) (b)
Figure 4.18. A schematic of (a) the substrate and the cladding, and (b) the
substrate, the adhesive compliant layer and the cladding.
Stress mitigation results
The sensitivity analysis presented in Appendix G, examines the role of all
specimens S1 − S10 as substrate candidates. The analysis is carried out for
a fixed coating thickness hc ≡ 0.3 mm and an impact droplet size of d = 2
mm, with the substrate described by one of the candidate material, and the
different coatings by the remaining candidate materials. Table 4.6, exhibits
the substrate that offers most protection based on the number of one layered
coatings which can be placed upon it ncoatprot, and the largest value of the reduc-
tion stress on the substrate denoted by σ∗max = (1− σh/σ∞)max.
Substrate σ∗max [%] ncoatprot
S1 1.70 9
S2 1.50 8
S3 0.69 5
S4 0.65 3
S5 0.82 6
S6 0.68 4
S7 0.97 7
S8 n/a 0
S9 0.62 2
S10 0.40 1
Table 4.6. The suitable substrate for the different coatings, ncoatprot and the
largest value of reduced stress in the coatings, σ∗max = (1− σh/σ∞)max.
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The results from the analysis indicate that the best substrate candidate within
the set of considered materials is S1 (LY564), since a material layer with a
thickness of 0.3 mm made of all the remaining candidate materials placed on
top of S1 substrate, would result in a reduction of stress on the substrate
material. The influence of the droplet size on the reduction stress for the S1
(LY564) substrate, is shown in Figure 4.19.
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Figure 4.19. The influence of droplet diameter d, on the stress factor σ∗ =
1 − (σh/σ∞), within the coating for a fixed specimen thickness of hc ≡ 0.3
mm. The following symbols are utilized for each specimen: S1 (·), S2 (◦), S3
(×), S4 (+), S5 (∗), S6 (), S7 (♦), and S8 (4). The multi-layered specimens
are denoted by S9 (B) and S10 (C) respectively.
Figure 4.19, indicates that the choice of the S1 (LY564) as a substrate material
results in stress reduction on the substrate when combined with all the other
candidate materials S2 − S10. It can be deduced that S8 (SW404 + XB5173)
is the coating material that provides the largest protection for the substrate
material with its largest level of protection σ∗ ≈ 1.7% for a standard rain
droplet, with a droplet size of d = 2 mm. It is also observed that lowest level
of protection is offered by the S2 (LY564 + 0.5% MWCNT) coating, with
σ∗ ≈ 0.09% at the same droplet size. Although the difference between the
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largest and lowest level of protection is small at the level of a standard rain
droplet, it increases for smaller droplet sizes. The properties of the multi-
layered materials in this analysis, have been approximated upon using an
average acoustic impedance across all layers and is therefore not based on
each individual layer. The influence of coating thickness is examined for all
considered materials for a fixed droplet size of 2 mm, as shown in Figure 4.20.
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Figure 4.20. The influence of coating thickness hc on the number of stress
wave reflections during the time of impact k, within for a fixed standard rain
droplet size d = 2 mm. The following symbols are utilized for each specimen:
S1 (·), S2 (◦), S3 (×), S4 (+), S5 (∗), S6 (), S7 (♦), and S8 (4). The
multi-layered specimens are denoted by S9 (B) and S10 (C) respectively.
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From Figure 4.20, it can be deduced that the number of stress wave reflection
k, is independent of the coating thickness hc, for values of hc < 3 mm. Al-
though large values of a coating layer imply that k → 0, these values are not
physically realistic and do not reduce the number of stress wave reflections
considerably. The results also suggest that for the considered materials an
added thickness of 1 mm may significantly reduce the number of stress reflec-
tions within the substrate, and that beyond a coating thickness hc > 4 mm,
no significant reduction in the number of stress waves within the coating is
evident. In order to examine the influence of utilizing different substrate and
coating materials, based on Equation (4.24), a number of combinations of the
candidate materials were considered. Table 4.7, shows the specimen number
Sn, with n = {1, 2, . . . , 10}, the acoustic impedance Z, based on the findings
of Section 3.6, and the reflected energy FR for each substrate and cladding
combination. In Table 4.7, the substrates are shown as rows and each cor-
responding reflected energy as a column, corresponding to case (a) in Figure
4.18. The specific column SCL , refers to implementation a compliant adhesive
layer between the substrate and cladding, corresponding to case (b) in Figure
4.18. All results shown in Table 4.7 are in given in percent.
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Sn S
S
1 S
S
2 S
S
3 S
S
4 S
S
5 S
S
6 S
S
7 S
S
8 S
S
9 S
S
10 S
C
L
SC1 0.00 0.12 3.44 3.74 2.55 3.51 1.76 11.08 3.94 5.83 95.06
SC2 0.12 0.00 2.32 2.56 1.59 2.37 0.98 9.12 2.74 4.37 94.72
SC3 3.44 2.32 0.00 0.01 0.07 0.00 0.29 2.46 0.02 0.34 92.90
SC4 3.74 2.56 0.01 0.00 0.12 0.00 0.39 2.22 0.00 0.26 92.78
SC5 2.55 1.59 0.07 0.12 0.00 0.08 0.08 3.35 0.16 0.73 93.25
SC6 3.51 2.37 0.00 0.00 0.08 0.00 0.31 2.41 0.01 0.32 92.87
SC7 1.76 0.98 0.29 0.39 0.08 0.31 0.00 4.39 0.46 1.27 93.60
SC8 11.08 9.12 2.46 2.22 3.35 2.41 4.39 0.00 2.07 0.99 90.38
SC9 3.94 2.74 0.02 0.00 0.16 0.01 0.46 2.07 0.00 0.20 92.71
SC10 5.83 4.37 0.34 0.26 0.73 0.32 1.27 0.99 0.20 0.00 92.05
Table 4.7. Reflected energy for substrate and coating combinations of the
candidate materials, with and without a compliant layer. In the table the
subscripts S and C refers to a substrate and cladding respectively. The case
with the compliant adhesive layer is denoted by SCL . All results given in the
table are in percent.
From Table 4.7, it can be deduced that the highest fraction of the incident
stress wave to be reflected back at the interface is for the substrate combina-
tion of specimens S1 (LY564) and S8 (SW404 + XB5173). For the adhesive
compliant layer, an acoustic impedance of Z = 940 000 kg ·m−2 · s−1, is cho-
sen based on the literature (Harris, 1999). It is interesting that the identified
combination of materials, that results in the highest fraction of impact energy
reflected is the same combination, that was identified by Springer’s model,
explained earlier in this section. This observation is based on two different
approaches, employing the acoustic impedance values estimated in Section
3.6. The values of the reflected energy due to the presence of an adhesive
layer, are solely based on the acoustic impedance values of the cladding and
the adhesive layer. A caveat with this approach is that it does not account
for the layer thicknesses, nor the presence of the substrate material when the
SCL is presented. Nonetheless, a significant change is observed upon employ-
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ing a compliant adhesive layer in the fraction of impact energy that would
be reflected back to the cladding. Hence, this approach infers that a multi-
layered system can significantly enhance the performance of individual layers,
if a correct combination of layers and compliant adhesive layers is employed.
4.5 Conclusions
Based on liquid impacts on the candidate materials, the damage threshold ve-
locities of polymeric matrix composites with and without reinforcing carbon
nanotubes have been established empirically. It is notable that the presence of
carbon nanotubes does not infer that a higher erosion resilience is encountered.
Despite the nominally similar damage threshold velocities the mathematical
function f(n) = Λ · n−β, is able to provide a ranking consistent with the em-
pirical observations. The experimental results also convey that the thickness
of the specimen hs has a significant role during the tests, if the specimen
thickness is below a threshold thickness, hs > 2D( cˆScˆL ) as demonstrated with
the Hertzian cone crack on S1 material following the liquid impact. The ex-
ercised wet blasting technique on the specimens has been carried out without
occurrence of a catastrophic failure of the materials and health hazards.
It has further been possible to deliberately erode the surfaces of the supplied
candidate materials, in order to examine the influence of erosion on other pa-
rameters in this study, such as wettability and ice adhesion.
The presented analytical stress mitigation model on the substrate, referred
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to as Springer’s model, is despite its simplicity capable of determining suit-
able coating and substrate combinations. The stress factor which in effect is
the measure of reduced stress on the substrate due to the presence of the coat-
ing, is found to be marginal for all considered cases, with σ∗ ∼ 2% at most, for
a single droplet impact. Despite the simplicity of the analytical approach, the
model identifies substrates S1 (LY564) and coating S8 (SW404 + XB5173) to
provide most reduction in stress at the substrate surface. These specimens ad-
ditionally exhibit the highest damage threshold values respectively, indicating
their large erosion resilience. Based on this observation, it can be concluded
that the influence of stress factor, is highly dependent upon the choice of the
coating and the substrate. The limitation of the model is that it can not
directly be linked to the erosion resilience of the coating and substrate in a
two-layered system, as an incorrect choice of coating and substrate might still
ensue in an increase in stress at the substrate.
The cladding and a compliant adhesive layer model, has further successfully
been employed in order to find the suitable cladding and substrate combi-
nation. The two different employed stress mitigation models, have hence in-
dicated the same substrate/coating combination, as the most suitable one
in terms of stress reduction. The simplistic nature of the models, have de-
spite their limitation exhibited that different levels of stress mitigation can be
achieved upon combination of the specimens in a layered system.
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Chapter 5
Wettability
5.1 Static Wettability
Contact angle measurements were carried out on the candidate materials,
in order to obtain the advancing and receding angle for each specimen. This
method conveys results about the surface energy using Young’s equation (Young,
1805)
γSG − γSL − γ cos(ϕ) = 0 (5.1)
where γ is the energy and the subscripts SG and SL denote solid-gas and solid-
liquid respectively. The drop is modified by either dispensing or retracting its
volume, resulting in an advancing angle θA or a receding angle θR, measured
by a protractor. This method allows for an assessment of the homogeneity
of the specimen, as droplets can be deposited on different locations on the
specimen surface. In this study an averaged value of five measurements placed
on different locations on the surface are presented. Hysteresis ψ, can in this
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context be defined as ψ ≡ θA − θR. The equilibrium Young contact angle θC
can also be expressed in terms of the advancing and receding angles (Tadmor,
2004) as
θC = arccos
{
ΓA cos(θA) + ΓR cos (θR)
ΓA + ΓR
}
(5.2)
where ΓA,R ≡ {sin3(θA,R)/(2−3 cos(θA,R)+cos3(θA,R))}1/3. The static wetting
of the specimens was assessed by employing contact angle measurements on
both pristine and eroded specimen surfaces. The experimental setup for the
contact angle measurements is shown in Figure 5.1.
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Figure 5.1. The experimental setup for the contact angle measurements,
with notations: (A) Eye piece fitted with a protractor, (B) specimen, (C)
generated droplet, (D) LED with diffuser, (E) vertical adjustable table, and
(F) syringe and spring device fitted with a micrometer.
The specimen was positioned on a table with a vertical adjustment capability
and illuminated by an LED light with a diffuser, which provided a uniform
illumination of the droplet. The 5 cc syringe with a glass luer slip tip fitted
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with a 6” needle and 90◦ blunt end produced the 2.04 mm drop of deionized
water. The volume of fluid utilized for these measurements ranged between
10 − 90 µl. The uncertainty of the measurements was mainly related to the
manual goniometry readings of the back-lit droplet’s advancing and receding
angles. Since imperfections in surface uniformity and cleanness were present
at the time of the readings, an error of ∼ 5◦ is expected for the contact
angle measurements. Table 5.1, shows the advancing θA, receding θR, equilib-
rium Young contact angle θC , and their corresponding hysteresis ψ. Surface
roughness on the specimens in the pre- and post-erosion state are given by
Rpa and Rea respectively. The percentage increase/decrease is further given by
∆Ra = (Rpa −Rea)/Rpa.
Sn R
p
a [µm] Rea [µm] ∆Ra θA [◦] θR [◦] ψ [◦] θC [◦]
S1 5 4.24 −0.152 110 75 22 11 88 64 22 11
S2 0.74 4.4 4.946 93 90 33 6 60 84 35 6
S3 0.2 3.98 3.675 87 80 28 10 58 70 30 10
S4 0.8 3.74 4.946 80 90 17 10 64 80 18 10
S5 0.2 4.06 19.30 90 68 28 13 62 55 30 14
S6 1.2 3.92 2.267 93 70 32 8 62 62 33 8
S7 0.8 2.32 1.90 82 110 32 22 50 88 34 22
S8 0.6 2.98 3.967 117 90 60 8 57 82 63 8
Table 5.1. Surface roughness and contact angles on the specimens in the
pre- and post-erosion states. For each contact angle, the left column shows
the pristine and the right column the eroded value.
As both the S9 and S10 specimens, have the SW404 + XB5173 material as
the outermost layer, these specimens were excluded from wet blasting and
Table 5.1. Nonetheless, in order to examine the potential influence of surface
preparation on the resulting contact angles in multi-layered materials, the cor-
responding contact angles were measured on the outermost layer of these two
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specimens. It was found that S9 has θA = 108◦, θR = 63◦, θC = 60◦ and the
hysteresis angle ψ = 45◦. The corresponding angles for the S10 specimen are
103◦, 28◦, 75◦ and 31◦. As θA < 150◦, for all considered candidate materials
in this study, none of the materials exhibited a super-hydrophobic character.
The advancing angle θA, is the maximum advancing angle and the receding
angle θR the minimum receding angle. Observance of a range of metastable
contact angles between θA and θR, similar to the present study is confirmed
in other studies, for instance by Krishnan et al. (2005), who conclude that a
single contact angle fails to adequately represent the wettability of a surface
and that the maximum advancing and minimum receding angle, are essential
for an adequate representation of the surface wetting. For this reason, the
equilibrium Young contact angle being a function of both the advancing and
receding angle, provides an additional level of representation of the surface
wettability with θpC > θeC , for the studied samples. From Table 5.1, it can fur-
ther be observed that the hysteresis values for the eroded candidate materials
with carbon nanotube reinforcement is higher than the corresponding pristine
values. As the foundational causes of the hysteresis value is still being exam-
ined, this interpretation can be attributed to for instance surface roughness,
heterogeneity, molecular mobility, liquid penetration and surface wetting, as
described by Lam et al. (2002).
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5.2 Dynamic Wettability
5.2.1 Experimental facilities
The dynamic wettability experiments are carried out at the vertical droplet
tunnel located at Cranfield University, United Kingdom. The tunnel is lo-
cated next to the main Icing Tunnel, with the flow in both tunnels powered
by a centrifugal backward curved suction fan, capable of producing flow rates,
m˙Fan ∈ [30, 100] kg·s−1. The temperature range T ∈ [−30,+30] ◦C is attained
by the refrigeration plant which has a capacity of 400 kW. Upon generation of
the flow, the air from the fan is directed through a duct into a heat exchanger
for cooling and directed into a steering dish in the adjacent vertical tunnel
where it gets accelerated toward the test section (Hammond et al., 2003). A
droplet generator equipped with an interchangeable platinum nozzle orifice
disk is placed on top of the steering dish. Upon entering the contraction sec-
tion of the vertical droplet tunnel, the mono dispersed droplets are accelerated
towards the test section, where the gentle contraction length of 5 meters, en-
sures that no aerodynamic breakup of the droplets occurs. The test section
is situated on top of two control valves, capable of regulating the locus of the
stagnation point (Luxford, 2005; Quero, 2006). The target specimen is placed
on a designed target holder, that allows for vertical position adjustment of
the specimen. This is essential in order to account for the range of different
specimen thicknesses within the study.
The incident angle of the oncoming air in relation to the target is α = 70◦.
Upon contact with the target area the flow is bifurcated and exits the tun-
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nel through two control valves into the air inlet of the main Icing Tunnel,
where it gets regenerated by the fan. The droplet diameter in this study
has been confined to d = 400 µm, with three different free stream velocities
U∞ ≈ {35, 50, 60} m · s−1, in accordance with expected number of splashing
structures for statistical purposes. The mono dispersed droplets are ejected
from the orifice of the droplet generator at a frequency of fd ≈ 12 kHz. Figure
5.2 shows a rendering of the experimental setup for the dynamic wettability
experiments.
A
B
I
E
H
G
F
C
D
i0
im
iN
Figure 5.2. The experimental setup for the dynamic wettability experiments
with notations: (A) Vertical droplet tunnel, (B) droplet cloud, (C) CCD cam-
era, (D) laser sheet, (E) laser, (F) control valves, (G) LED strobing device, (H)
collimating lens, and (I) specimen target. The right hand side image depicts
a schematic corona structure with virtual planes i0, . . . , iN , with im showing
the mid-plane of the corona. Source: (Gohardani and Hammond, 2011)
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The illumination of the target area is attained by directing the light from an
LED through a collimating lens. The LED device is strobed with a pulse
period T = 40 ms and pulse length τ = 5 µs which results in approximately
one strobe per acquired frame of the experiment. The image acquisition is
actualized by employing a Sony XCD-SX90 camera operated at 30 FPS. The
camera is equipped with a 50 mm lens and 13 mm extension. The distance
between the camera and the wall of tunnel dW = 50 mm, the LED and the
collimating lens dC = 40 mm, and further between the collimating lens and
the wall of the tunnel, is dL = 100 mm. The optical magnification of the
image is hence 0.32. The experimental images are acquired upon utilizing a
graphical user interface on a personal computer.
5.2.2 Illumination and imaging
As the light from the LED device is captured along the length of the speci-
men, splashing features are apparent in the volume of space along the width
of each specimen. The image acquisition camera is focused on the mid-plane
of the specimen surface as denoted by im in Figure 5.2. This entails that any
structure appearing within this plane of sight will appear entirely in focus
on the experimental photographs. Equally, a deviation from this plane will
result in structures appearing not entirely in focus. However, as the employed
illumination within the depth of field is adequate, even off-plane splashing
features are distinguishable. This approach hence results in capturing of most
splashing events, at the expense of them appearing simultaneously on simi-
lar locations along the width of the specimen which may result in distinction
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of certain features becoming intricate. The different virtual slices along the
width of the specimen with the focused slice on half-width of the specimen
are shown in Figure 5.2. With this notation, the LED light travels through
all virtual planes providing an integrated view upon image acquisition.
In order to estimate the local liquid water content on the specimen surface,
a laser sheet with a 2 mm width as measured by image acquisition of the
laser light, was used to illuminate the exact half-width of the specimen, where
the camera was focused parallel to the oncoming droplets. Upon entering the
laser sheet, the droplets were illuminated and visible as distinct features upon
image acquisition. The finite thickness of the laser sheet further implied that
very few unfocused droplets were observed. The visible droplets were then
counted in each frame along the length of the specimen, resulting in a local
liquid water content value for each frame. This value was thereafter averaged
across the entire acquisition period of one experiment, resulting in an averaged
liquid water content value for the experiment. This methodology was based
on the fact that all drops have the same size, which is a highly valid assump-
tion, as virtually no aerodynamic breakup of the droplets occurred within the
framework of this study.
5.3 The DSWSAM Methodology
One of the challenges in analyzing the wetting characters of the candidate
materials is establishment of a framework, under which the features of each
material is examined on the same basis. For this purpose the Dynamic and
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Static Wettability Scheme for Advanced Materials henceforth referred to as
(DSWSAM) was developed in order to establish this frame of reference. This
adopted methodology has been employed to provide insight into the similarity
and differences between the wetting characters of the candidate materials.
The methodology seeks to discriminate between different types of wetting on
the surfaces of the candidate materials and their splashing features following
liquid impacts. The inputs and outputs of the DWSAM are shown in Figure
5.3.
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CHOICE OF U
EMPIRICAL 
WETTING 
PHOTOGRAPHS
MEASUREMENT OF STATIC 
AND DYNAMIC PROPERTIES
INPUTS
SPECIMEN CATEGORIZATION 
BASED ON A DECISION 
MATRIX
POST-PROCESSING
PROBABILITY BASED
SPECIMEN 
IDENTIFICATION
NUMERICAL 
WETTING 
REPRESENTATION
OUTPUTS
AUXILIARY
INPUT MODULES
AUXILIARY
OUTPUT MODULES
AUXILIARY TARGETED
PARAMETER SPACE
Figure 5.3. Flowchart of inputs, post-processing and data outputs of the
DSWSAM methodology based on empirical results. Auxiliary modules can
additionally target other parameter spaces and provide additional outputs
than those described in this study.
Initially, a free stream velocity for the experiments was chosen on the ba-
sis of proximity to a reasonable flight speed within the range supported by
the experimental facility, without the complexities of possible shock waves
and aerodynamic shattering of the drops. Thus, the free stream velocities
U∞ = {35, 50, 60} m · s−1, were chosen for this purpose, as these velocities
could easily be obtained in the Vertical Droplet Tunnel, and since they ful-
filled the initial criteria.
Upon choice of the velocity, the liquid water concentration was obtained
based on a numerical scheme that identifies the droplet cloud distribution
from experimental photographs and provides an averaged histogram of the
cloud spatial distribution on the target. The two Graphical User Interface
tools developed inMatlab®,†(The MathWorks Inc., 2011), are called the Liq-
uid Water Content Module (LWCM) and the Corona Splashing Measurement
Tool (CSMT), respectively. These modules are explained in further detail in
†Matlab is a high-level computing language developed by MathWorks®.
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Sections 5.3.1 − 5.3.3. The dynamic wetting photographs ascribed in the pre-
and post-erosion state, are utilized as inputs to the DSWSAM methodology.
In general the hydrophobic and hydrophilic nature on the specimen is deter-
mined by visual inspection of the specimen surface. For all analyzed images,
initially the location of the specimen surface is located. For certain images the
actual location of the surface might be obscured by the presence of a partial
or continuous water film. Three different categories are therefore identified
based on the waviness of the water film on the surface as show in Figure 5.4.
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(a) (b)
(c) (d)
(e) (f)
Figure 5.4. Idealized hydrophobic and hydrophilic wetting structures on
a specimen surface along with a corresponding representative experimental
photograph. A hydrophobic surface is shown in (a) and (b). A hydrophilic
surface however is shown in (c) and (d). Figures (e) and (f) finally represent
a hydrophobic/hydrophilic surface.
131
Three different categories are identified based on the waviness of the water film
on the surface are: A hydrophobic, hydrophilic and hydrophobic/hydrophilic
surface. The surface was classified as hydrophobic, if the specimen surface was
partially visible and only obstructed by discrete ligaments of water, shown in
Figure 5.4 (a)−(b). If a continuous water film water film layer was present
on the specimen surface, it was categorized as a hydrophilic surface, as shown
in Figure 5.4 (c)−(d). For instances where an intermediate water film layer
with partial characteristics of a continuous water film was identified, the spec-
imen was either classified as hydrophilic or hydrophobic, as shown Figure 5.4
(e)−(f).
For hydrophobic surfaces based on Figure 5.4 (a)−(b), and the corresponding
description, the number of fluid ligaments along the surface of the specimen
were counted. A larger number of ligaments in that respect represents a more
hydrophobic surface.
For a hydrophilic surface, Figure 5.4 (c)−(d) and a surface where the hy-
drophobic or hydrophilic surface character are difficult to categorize Figure
5.4 (e)−(f), the averaged wave length of the structures are determined. As
the interaction of droplets on the specimen surface with and without an ex-
isting wetting character during the experiments largely results in formation
of coronas, the structure of a water splash corona is the only feature that can
be compared across all considered specimens. For comparison purposes, the
geometrical attributes of a corona structure consisting of the two angles that
the jets subtend with the specimen surface, the width of the corona at base
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and top respectively, as well as the height of the corona are of interest, as
these features may serve as a probe to determine the surface character and
discriminate between the different surfaces.
IMAGES OF A DYNAMIC WETTABILITY
TEST AT A FREE STREAM VELOCITY
IF NO DISCRETE BEADS/RIVULETS 
ARE APPARENT
IF DISCRETE BEADS/RIVULETS 
ARE APPARENT
DETERMINE THE FOLLOWING PROPERTIES:
An, ¸n, 
DETERMINE THE FOLLOWING 
PROPERTIES:
h, w, ³,  »,  µ, '
COMPARISON OF HYSTERESIS 
ANGLE TO STATIC CONTACT
ANGLE MEASUREMENTS
A RANGE OF VALUES ARE 
OBTAINED FOR THE 
MEASURED PROPERTIES
THE PROPERTIES ARE 
COMPARED IN THE PRE- AND 
POST-ERODED STATES
COMMONALITIES AND 
DIFFERENCES ARE 
DETERMINED
SPLASHING PROPERTIES ARE DETERMINED:
®, ¯, ®*, ¯*, W1, W2, H, 
®, ¯, ®*, ¯*, W1, W2, H, A, ¸
h, w, ³,  »,  µ, ', h*, »*, H*
HYDROPHOBIC SURFACE
HYDROPHILIC/HYDROPHOBIC
SURFACE
Figure 5.5. Methodology for dynamic wettability test analysis.
133
There are in particular three important modules that enable a comprehensive
assessment of the wetting characteristics of the given specimens:
• The wetting conditions
• The wetting character of the surface
• The resulting fluid structures upon water droplet impact
The wetting conditions are largely determined by the droplet impact velocity,
droplet size and air shear forces, as well as the local liquid water concentration
at which the experiments are carried out. The resulting wetting character of
the surface is described by either beads, rivulets or partial and complete water
film layers. The encountered fluid structures in this study are in large coronas
upon splashing on the surface of the specimens. For each of the aforementioned
modules, a tool has been developed that enables a simplified assessment of the
wetting characteristics of the considered specimen. In particular, the wetting
condition is addressed by the Liquid Water Content Module (LWCM). The
wetting character of the surface is actualized by usage of an idealized fluid
structure categorization and a mathematical description of a representative
water film layer. The resulting fluid structures ensuing upon water droplet
impacts are analyzed by employing the Corona Splashing Measurement Tool
(CSMT).
5.3.1 Wetting condition
The droplet size has in this study been confined to d = 400 µm, in order
to provide adequate wetting conditions on the surface and a large number
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of splashing structures. The wetting conditions of the surface is besides the
aerodynamic forces on the target, surface character, and incident angles, de-
termined by the number of droplets that impact the specimen surface, per
unit time. The local liquid water concentration is hence of crucial impor-
tance to establish the likelihood of surface wetting and in order to compare
the wettability of the different surfaces. In order to obtain the local liquid
water content (LWC), experimental photographs from 10 experiments were
considered. Each experiment consists of 347 images acquired under a sampling
time τ ≈ 10 seconds at 30 FPS. The liquid water content module (LWCM)
developed in Matlab® reads in each experimental image separately. On the
acquired photographs the droplets are visible as white streaks against a black
background. Upon setting a normalized contrast level for all images, the
droplet tracking scheme is employed in order to find the centroid positions
of each droplet, while the off-plane droplets are neglected in accordance with
Figure 5.6.
Figure 5.6. Droplet counting by the liquid water content module (LWCM).
The original acquired experimental photograph is shown to the left (a) and the
modified binary image to the right (b). The off-plane droplets are neglected
as set by a threshold parameter in the module. The contrast and brightness
levels of the images have been altered for visualization purposes.
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The position of each centroid can be written as {C(x, y)}i. For each image,
the total number of centroids is hence identified, resulting in the total number
of centroid positions for the droplets within each frame, described by
CTotal =
[
N∑
i=1
{C(x, y)}i
]
j
(5.3)
In order to produce a histogram of the number of droplets within each frame
a non-dimensional length L? = x
L
is introduced with L? ∈ [0, 1]. The non-
dimensional length along the specimen is further divided into 10 equally sized
bins. The allocation of each centroid position i to each bin k is actualized by
nL?
10 5 C(L
?)i <
(n+ 1)L?
10 (5.4)
with n = 0, 1, . . . , 9, i = 1, 2, . . . , N and k = 1, 2, . . . , 10. For each centroid
position fulfilling Equation (5.4), an increment is added to the total number of
droplets within each bin mk. The total number of droplets for a given frame
is hence described by
Nj =
N∑
k=1
mk (5.5)
The averaged number of droplets within a sequence of images, in a given zone
were further given by
Rj =
1
n
{
n∑
i=1
Di
}
j
(5.6)
where i = {1, 2, . . . , n}, j = {1, 2, . . . , 10} and n is the number of frames equal
to 349. With known number of droplets, a similar approach for estimation
of the local Liquid Water Content (LWC) as Ide (1999) was employed. This
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method was used by Ide (1999), in order to establish the liquid water con-
tent in NASA Glenn’s Icing Research Tunnel, based on a combined droplet
distribution given by a forward scattering spectrometer probe (FSSP) and an
optical array probe (OAP), from Particle Measuring System, Inc. For a con-
stant droplet diameter, D and total sample area for the bins A˜, the LWC can
be expressed as
LWC ∼= ρpiD
3
6A˜U∞t
∑
i
Rj (5.7)
where ρ is the water density, t is the sampling time, U∞ is the free stream
velocity, and the sum refers to the total number of droplets. The local liquid
water content for free stream velocities U∞ ≈ {35, 50, 60} m · s−1 was esti-
mated to LWC ∼= {0.38, 0.16, 0.02} g ·m−3. Figure 5.7 shows the averaged
number of droplets within 10 equally sized bins at three different free stream
velocities for a sampling duration of 10 seconds. The lack of droplets between
the first and last bin for free stream velocities above 35 m · s−1 indicates that
lower local LWC values are observed with an increasing U∞ and a change is
observed in the cloud distribution. For statistical purposes U∞ ≈ 35 m · s−1
hence provides results across the entire specimen surface. For the remaining
free stream velocities U∞ ≈ {50, 60} m · s−1, the entire population of the an-
alyzed results are taken from the locations of the first and last bin, as shown
in Figure 5.7, in order to account for a well chosen population.
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Figure 5.7. The number of averaged droplets within each bin Rj , designated
by a dark color for the first bin and a bright color for the last bin, for different
free stream velocities U∞ along the total length of the specimen within the
field of view `, during image acquisition.
Upon utilizing the LWCM it is possible to estimate the local liquid water
content within each frame for the entire experiment. The local LWC for
three representative experiments with U∞ ≈ {35, 50, 60} m · s−1 are shown in
Figure 5.8.
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Figure 5.8. The local liquid water concentration LWC versus the frame
number fn, for representative free stream velocities (a) U∞ ≈ 35 m · s−1, (b)
U∞ ≈ 50 m · s−1 and (c) U∞ ≈ 60 m · s−1. The dotted red line, indicates the
average LWC value for each corresponding experiment.
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5.3.2 Wetting character of the surface
In order to adopt a nomenclature that can easily be measured empirically
and described analytically a number of different structures describing possible
wetting features of the surface were defined based on visual inspection of the
empirical image population, as shown in Figure 5.9.
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Figure 5.9. Fluid structure categories with corresponding measured param-
eters and outputs upon employing the DSWSAM Methodology.
Four fluid structure classifications, Categories I− IV were identified within
the population, to be present on the specimen surface, upon impact of the
droplet stream onto the surface within the field of view of the camera. The
parameters shown in Figure 5.9 refer to the measured parameters and the
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output column to outputs from this module. Categories I and II, represent
idealized bead and rivulet structures, respectively. As fluid structures of each
presented category in Figure 5.9, on the experimental images feature different
geometrical sizes, a representative fluid structure for each category was deter-
mined upon averaging over a large population of images with the considered
structures.
The distinction between a bead (Category I) and a rivulet (Category II) is
largely determined by ξ  w, for a rivulet, while h ∼ ζ. The distinction crite-
rion employed hereby is that a structure is categorized as a rivulet if ξ > `/2,
where ` is the length of the specimen within the field of view. This criterion,
clearly distinguishes between beads and rivulets as a more moderate length
restriction on ξ would make the distinction between beads and rivulets diffi-
cult. Due to the larger spatial extent of a rivulet, it can be stated that the
number of beads often is greater than the number of rivulets, nb > nr. A large
population of beads on the surface nb  1, further infers that the surface is
hydrophobic.
A continuous water film (Category III) is present in the case where ξ → ∞,
with the amplitude of each wave Ai > 0. A partial water film is further ap-
parent when Ai > 0 is followed by Ai+1 → 0 and Ai+2 > 0, along the entire
surface of the specimen, in a continuous manner. Hence, it can readily be es-
tablished that Category II differs from Category III, as it has a more discrete
character.
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The ensuing fluid structure following the impact of an incoming droplet of
size d, is a corona structure, Category IV. The employed nomenclature hence
allows for determination of the corona structure parameters regardless of the
initial formed surface fluid classification (Categories I− III). A set of parame-
ters that address a comparison between the incoming and splashing structure
are hence, h∗ ≡ H/(h+d), ζ∗ ≡ H/(ζ+d) and A∗ ≡ H/(d+A). The reasoning
behind analyzing the geometrical parameters of the corona structures across
all considered specimens is to provide a metric for wettability of each material.
In particular this method is useful, upon analyzing the wetting character of
the pre- and post eroded specimens, as it provides an insight into the influence
of erosion on the wetting character of each specimen.
The defined structures in Figure 5.9, are idealized for simplicity, described
merely by the shown geometrical properties. Although shape deviations from
the idealized structures may exist in comparison to the encountered structures
during the experimental runs, the defined geometrical structures in large, ad-
equately capture the behavior of the fluid characters on the surface, and allow
for simple measurements of the fluid features by utilizing a personal computer.
In order to analyze the experimental photographs, a baseline for the loca-
tion of the top surface of the specimen is established utilizing the ImageJ†
software (Ferreira and Rasband, 2011). All categories except Category IV are
thereafter discretized by positioning of nodes n˘i, with i = {1, 2, . . . , N}, using
the multi-point tool in ImageJ. A schematic of the nodes of a continuous water
†ImageJ is a public domain JAVA image processing program.
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film is shown in Figure 5.10.
· · ·n˘1
n˘N−1 n˘Nn˘2
A1 A2 AN
Figure 5.10. A schematic of a discretized water film with corresponding
nodes n˘i and amplitudes Ai, with i ∈ [1, N ]
.
The intermediate distance between the points, Ωi = |xi+1−xi| hence represents
different length scales where Ωi = λi is the wave length of the water film,
Ωi = wi is the width of a bead and Ωi = ξi is the width of a rivulet, depending
on the analyzed structure. The height of each structure Ξi = |yapex − yi|, is
defined as the distance between the base and the apex of the structure, with
Ξi = Ai denoting the amplitude of the water film, Ξi = hi denoting the height
of a bead and Ξi = ζi denoting the height of a rivulet. A surface covered with
beads can in an idealized representation consist of n number of beads, each
having a width wn and height hn placed adjacent to each other and described
as
Bn(x) =
hn(−4x2 + 8xHn − 4H2n + w2n)
1
2
wn
(5.8)
where the horizontal distance of the apex location of each bead from the origin
Hn, is defined as
Hn(x) ≡

w1
2 , n = 1
w1 + w22 , n = 2
Hn−1 + wn−1 + wn , n > 2
(5.9)
143
A representative bead structure can further be represented by
B(x) = h(−4x
2 + w)2
w
(5.10)
with h = ∑Nn=1 hin and w = ∑Nn=1 win determined from the experiments. The
idealized water film layer can similarly be expressed by
W (x) = A sin(ωx) + B˜ (5.11)
where ω = 2pi/|λ|, B˜ is a constant and the parameters A = ∑Nn=1 Ain and λ =∑N
n=1
λi
n
, are determined upon discretization using the empirical photographs.
The water film layer is then confined between the function W (x) and y = 0,
for x ∈ [0,∞).
5.3.3 Resulting fluid structures upon impact
A collision of a water droplet with a specimen surface may result in different
scenarios in which bouncing, spreading and splashing may occur (Rein, 1993).
For splashing structures, the nature that follows is largely dependent upon the
depth of the water layer, the incident angle, droplet speed and the wettability
of the target. Additionally at high velocities, growth of fingers and their con-
sequent breakup into satellite droplets is apparent at the edge of the formed
corona upon impact of a droplet onto a surface, similar to the observations
of Aziz and Chandra (2000). This growth of fingers around the periphery
of the droplet during spreading is according to Allen (1975) a result of the
Rayleigh-Taylor Instability, which arises upon acceleration of the interface of
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fluids with different densities. Empirically, the Rayleigh-Taylor instability has
been studied for instance by utilizing a paramagnetic fluid combination (Go-
hardani, 2008; Gohardani et al., 2006, 2007; Gohardani and Jacobs, 2008). In
their findings Gohardani et al. (2006, 2007) found that experiments with a
flat initial interface between the two fluids with different densities, developed
a random surface pattern with the dominant length scale well approximated
by the fastest growing wavelength given by viscous linear stability theory. Due
to the large number of simultaneous droplet impacts and the negligible influ-
ence of the satellite droplets on the core corona structures in this study, the
resulting satellite droplets from the fingering phenomenon have been omitted
from the analysis. For the chosen droplet size D = 400 µm, it was empiri-
cally observed that this droplet size resulted in a large number of impacts and
splashing corona structures due to the local LWC and was capable of exposing
the target area to adequate wetting, such that the nature of hydrophobic spec-
imens by beads and rivulets and hydrophilic specimens with continuous layers
of water films would be exposed. The wetting characteristics of the considered
materials, can qualitatively or by mere observation of the naked eye be de-
scribed for each material. However, since the corona structures are similar in
nature a qualitative approach does not suffice for distinction purposes between
the different materials. For this reason, a quantitative approach was devel-
oped that would describe the encountered corona characteristics numerically.
One of the most fundamental parameters needed to be determined was the
number of acquired images, required for the dynamic wettability experiments
of each specimen. Based on the fact that a significant change in cloud distri-
bution and liquid water content is observed at higher free stream velocities,
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according Section 5.3.1, and in order to ensure that the results would be based
upon an adequate statistical population, an initial analysis was carried out in
which the number of images per candidate material was determined to 1,000
images. This number of acquired images would regardless of the local liquid
water content, provide at least 100 useful images for further analysis. The
number of useful images in this respect further increases for lower free stream
velocities. As 8 candidate materials, with the exception of the multi-layered
materials were considered for the dynamic wettability experiments in both a
pristine and eroded state, the total number of required images for the dynamic
wettability experiments was estimated to 16,000 images. The multi-layered
materials were excluded from the dynamic wettability experiments, as they
both had the S8 (SW404 + XB5173) as the outermost layer. This layer was
already one of the 8 considered candidate materials in the dynamic wettability
tests. The large number of experimental photographs in this study signified
the development of a measuring tool, in analyzing the empirical images. First
and foremost, the consistency of applying the exact same measurement tech-
nique across the entire population was determined to be crucial. Additionally,
a robust yet rapid measurement of the desired properties was essential. For
this reason an new measurement module, namely the corona splashing mea-
surement tool (CSMT) was developed in Matlab®. Figure 5.11 shows the
CSMT positioned on top of an empirical image of a corona structure.
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Figure 5.11. The Corona splashing measurement tool (CSMT), developed
in Matlab®.
The CSMT is based upon positioning of 4 vertices on the empirical image by
the user, on top of the location of the corona structure. The resulting geometry
consists of vectors v = {v1,v2, . . . ,v4} placed counter-clockwise on the initial
position at the left upper corner of the corona structure. The geometrical
parameters of the CSMT are shown in Figure 5.12.
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(a) (b)Figure 5.12. Geometrical parameters used in the corona splashing measure-
ment tool.
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The angle α, subtended by the structure is therefore described by
α = arccos
( v1 · v2
‖v1‖ · ‖v2‖
)
(5.12)
Similarly the angle β, is given by
β = arccos
( v2 · v3
‖v2‖ · ‖v3‖
)
(5.13)
In addition, the angles fulfill the requirement of α + α∗ = 180◦ and β + β∗ =
180◦. The height of the corona H, is with the given nomenclature described
by
H = η2(‖v4‖ − ‖v2‖) (5.14)
where
η = 4
√
(s− ‖v2‖)(s− ‖v4‖)(s− ‖v4‖ − ‖v3‖)(s− ‖v4‖ − ‖v1‖) (5.15)
and s is given by
s = ‖v1‖+ ‖v2‖+ ‖v3‖+ ‖v4‖2 (5.16)
The two-dimensional area of the corona structure is hence given by
A ≈ H · (‖v2‖+ ‖v4‖)2 (5.17)
In order to estimate the amount of variability in pixel intensity within the
region of interest subtended by the 4 vertices of the corona structure, the
entropy within the region of the experimental photographs was computed.
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The entropy for a grayscale image in Matlab®, is defined as a measure of the
randomness associated with the texture of the image (Gonzalez et al., 2009),
and is computed according to
E˜ = −∑ p · log2(p) (5.18)
where p contains the count of the histogram. This approach was applied both
to the entropy of the entire image resulting in the entropy of the frame, EF
and confined to only the corona, for which EC was computed. This parameter
provides an insight into the uniformity of the pixel intensity within the corona
structure, as recorded on the experimental photograph. Smoother textures
hence result in lower and rough textures in higher entropy values. The corona
measurement splashing produces measurement of the corona structure given
by the generic function
Φ = f(α, β, α∗, β∗,W1,W2, H,A, EC , EF ) (5.19)
The CSMT outputs the parameters given in Equation (5.19) for a given ini-
tial position of the vertices designated by pi(xi, yi) with i = 1 . . . 4 implying
in an output from the generic function Φp, as shown in Figure 5.13 (left). If
the position of any of the i coordinates is altered resulting in p′i(x′i, y′i) with
i = 1 . . . 4, and p 6= p′, the software is capable of producing a new generic
function Φp′ , shown in Figure 5.13 (right). The repositioning procedure can
hence be carried out until all the vertices of the CSMT are places on top of
the four edges of the corona structure on the empirical image, resulting in a
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final generic function for the specific frame ΦF , with F ∈ [0, N ] and N is an
positive integer.
Φp Φp′
pi(xi, yi) p′i(x
′
i, y
′
i)
=⇒
Figure 5.13. The repositioning of vertices in the corona splashing measure-
ment tool (CSMT), from pi(xi, yi) to p′i(x′i, y′i). The dashed line indicates the
location of the actual corona structure.
Based on the measured parameters, a range of non-dimensional factors are
obtained for the splashing features. These properties are measured both in
the pre- and post eroded states of the specimens respectively and their com-
monalities and differences are determined. Four different combinations of
geometrical parameters are considered in order to establish the behavior of
the corona structure. The initial one examines the skewness of the corona by
examining the ratio α∗
β∗ . Three different cases can now unfold.
α∗
β∗
=

Right− skewed corona > 1
Neutral corona = 1
Left− skewed corona < 1
(5.20)
The second parameter of interest is
W 2 −W 1
W 1
(5.21)
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which describes the expansion of base width to the width at top of the corona,
in percent. A value of W 2−W 1
W 1
> 1, hence implies an expansion and W 2−W 1
W 1
< 1,
a reduction of the width in comparison to the base width of the corona. The
aspect ratio of the corona is furthermore given by
W 1 +W 2
2H
(5.22)
A value of W 1+W 22H = 1, is indicative of a square shape of the corona, and
W 1+W 2
2H > 1, a rectangular shape. As an exemplary case of DSWSAM data
extraction, from a continuous water film shown in Figure 5.14 (a), initially the
datum line, corresponding to the location of the top surface of the specimen
is identified on the experimental image, as shown by the dashed yellow line in
Figure 5.14 (b). Thereafter, the water film is discretized with a finite number
of nodes. The distance between each adjacent pair of nodes results in a wave
length number. Similarly the apex point between these nodes is referred to
as the amplitude of those node pairs. Upon identification of the wave lengths
and amplitudes, for the entire water film, these values are averaged. Hence, an
idealized, averaged and representative wave length and amplitude is defined
for the continuous water film. The limitations of the DSWSAM, are referred
to in Section 5.3.5. Representative photographs for specimens S1 − S4 and
S5 − S8 in their pristine and eroded state respectively, are shown in Figures
5.15 and 5.16.
The general observation for the wetting characteristics of the considered ma-
terials is that specimens in the pre-eroded state are mainly hydrophobic as
indicated by the formation of discrete water beads upon wetting. With mod-
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Figure 5.14. (a) A continuous water film and (b) discretization of the same
continuous water film in accordance with DSWSAM.
ifications to the surface morphology by erosion, a partial or complete water
film is apparent on all considered specimens. The difference between the spec-
imens in the post-eroded state is therefore, solely determined by the number
of streams along the specimen surface. For the specimens exhibiting com-
pletely continuous water films, these streams merge to one coherent water
film flowing along the specimen surface, where as specimens with partial wet-
ting characteristics have a discrete number streams separated by non-wetted
regions between them.
The idealized wetting structures on the different specimen surfaces repre-
sented by mathematical functions are shown in Tables 5.2 − 5.4, for a set
of free stream velocities U∞ = {35, 50, 60} m · s−1. The results are shown in
non-dimensional form in order to be comparable between the different cases.
The utilized notation hence is established based on the total length of the
specimen in the field of view `, upon empirical image acquisition. For a bead
the non-dimensional height and width are given by h? = h
`
and w? = w
`
. The
number of beads is further enumerated by nst, with the number of spacings
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PRISTINE ERODED
S1
S2
S4
S3
Figure 5.15. Pre- and post-erosion photographs of splashing structures on
specimen S1 − S4. The brightness and contrast of the images have digitally
been enhanced for visualization purposes.
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PRISTINE ERODED
S6
S5
S7
S8
Figure 5.16. Pre- and post-erosion photographs of splashing structures on
specimen S5 − S8. The brightness and contrast of the images have digitally
been enhanced for visualization purposes.
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between the beads given by nsp. This notation hence implies that nst > nsp.
The event where nst  nsp is evident where upon a cluster of beads are en-
countered on the surface placed adjacent and in certain instances overlapping
each other. Similarly for a rivulet, the height and width are denoted by ζ? = ζ
`
and ξ? = ξ
`
. For rivulets the number of spacings is not considered allowing
the plurality of rivulets to be represented by a single rivulet with the mean
value of height and width established by the considered rivulets. Lastly, for a
water film A? = A
`
, denotes the non-dimensional amplitude and λ? = λ
`
, the
non-dimensional wave length of the water film.
Tables 5.2, 5.3 and 5.4 are presented with non-dimensional parameters, in
order for the scale of the structures to be apparent. Idealized representations
of the surface structures, shown in Figures 5.17 − 5.22, only the number of
bead structures nst are considered.
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Sp,en w [µm] h [µm] ξ [µm] ζ [µm] λ [µm] A [µm] nst nsp
Sp1 ◦ ◦ ◦ ◦ 1276.9 231.20 ◦ ◦
Se1 ◦ ◦ ◦ ◦ 1185.1 145.26 ◦ ◦
Sp2 1398.2 314.14 ◦ ◦ ◦ ◦ 6 5
Se2 ◦ ◦ ◦ ◦ 1184.1 95.480 ◦ ◦
Sp3 1118.8 330.40 ◦ ◦ ◦ ◦ 10 8
Se3 ◦ ◦ ◦ ◦ 1147.8 207.49 ◦ ◦
Sp4 755.04 308.44 ◦ ◦ ◦ ◦ 12 9
Se4 ◦ ◦ ◦ ◦ 1156.7 188.96 ◦ ◦
Sp5 ◦ ◦ ◦ ◦ 1550.8 358.59 ◦ ◦
Se5 ◦ ◦ ◦ ◦ 1194.4 120.05 ◦ ◦
Sp6 1057.8 220.65 ◦ ◦ ◦ ◦ 8 7
Se6 ◦ ◦ ◦ ◦ 1246.3 253.22 ◦ ◦
Sp7 ◦ ◦ 5300.4 113.38 ◦ ◦ ◦ ◦
Se7 ◦ ◦ ◦ ◦ 1023.0 234.73 ◦ ◦
Sp8 653.12 316.95 ◦ ◦ ◦ ◦ 21 14
Se8 ◦ ◦ ◦ ◦ 1198.5 208.46 ◦ ◦
Table 5.2. Representative surface structures for specimens S1−S8, at a free
stream velocity U∞ ≈ 35 m · s−1. The symbol (◦) refers to non applicable
instances. The superscript p and e refer to pristine and eroded state of the
specimen respectively. The number of bead structures is given by nst, with
the number of spacings between the beads given by nsp.
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Figure 5.17. Representative surface structures at U∞ ≈ 35 m · s−1. The
following notations are utilized: (a) Sp1 , (b) Se1 , (c) S
p
2 , (d) Se2 , (e) S
p
3 , (f) Se3 ,
(g) Sp4 , and (h) Se4 . The superscript p and e denote the pristine and eroded
states of each specimen.
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Figure 5.18. Representative surface structures at U∞ ≈ 35 m · s−1. The
following notations are utilized: (a) Sp5 , (b) Se5 , (c) S
p
6 , (d) Se6 , (e) S
p
7 , (f) Se7 ,
(g) Sp8 , and (h) Se8 . The superscript p and e denote the pristine and eroded
states of each specimen.
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Sp,en w [µm] h [µm] ξ [µm] ζ [µm] λ [µm] A [µm] nst nsp
Sp1 ◦ ◦ ◦ ◦ 1094.3 240.39 ◦ ◦
Se1 ◦ ◦ 5779.2 55.100 ◦ ◦ ◦ ◦
Sp2 830.61 294.30 ◦ ◦ ◦ ◦ 8 7
Se2 ◦ ◦ ◦ ◦ 1196.1 105.84 ◦ ◦
Sp3 1128.4 379.63 ◦ ◦ ◦ ◦ 9 6
Se3 ◦ ◦ ◦ ◦ 1283.8 195.93 ◦ ◦
Sp4 815.97 249.00 ◦ ◦ ◦ ◦ 17 9
Se4 ◦ ◦ ◦ ◦ 1078.3 234.12 ◦ ◦
Sp5 ◦ ◦ ◦ ◦ 1468.7 343.05 ◦ ◦
Se5 ◦ ◦ ◦ ◦ 1085.5 178.67 ◦ ◦
Sp6 ◦ ◦ ◦ ◦ 1524.5 296.19 ◦ ◦
Se6 ◦ ◦ ◦ ◦ 1172.9 206.80 ◦ ◦
Sp7 ◦ ◦ 5879.0 114.71 ◦ ◦ ◦ ◦
Se7 ◦ ◦ ◦ ◦ 1245.1 220.60 ◦ ◦
Sp8 506.40 182.05 ◦ ◦ ◦ ◦ 16 12
Se8 ◦ ◦ ◦ ◦ 1320.5 230.12 ◦ ◦
Table 5.3. Representative surface structures for specimens S1−S8, at a free
stream velocity U∞ ≈ 50 m · s−1. The symbol (◦) refers to non applicable
instances. The superscript p and e refer to pristine and eroded state of the
specimen respectively. The number of bead structures is given by nst, with
the number of spacings between the beads given by nsp.
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Figure 5.19. Representative surface structures at U∞ ≈ 50 m · s−1. The
following notations are utilized i: (a) Sp1 , (b) Se1 , (c) S
p
2 , (d) Se2 , (e) S
p
3 , (f) Se3 ,
(g) Sp4 , and (h) Se4 . The superscript p and e denote the pristine and eroded
states of each specimen.
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Figure 5.20. Representative surface structures at U∞ ≈ 50 m · s−1. The
following notations are utilized i: (a) Sp5 , (b) Se5 , (c) S
p
6 , (d) Se6 , (e) S
p
7 , (f) Se7 ,
(g) Sp8 , and (h) Se8 . The superscript p and e denote the pristine and eroded
states of each specimen.
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Sp,en w [µm] h [µm] ξ [µm] ζ [µm] λ [µm] A [µm] nst nsp
Sp1 ◦ ◦ ◦ ◦ 1015.44 284.73 ◦ ◦
Se1 ◦ ◦ 5401.65 60.49 ◦ ◦ ◦ ◦
Sp2 863.98 290.61 ◦ ◦ ◦ ◦ 12 8
Se2 ◦ ◦ ◦ ◦ 1347.60 198.55 ◦ ◦
Sp3 829.18 299.64 ◦ ◦ ◦ ◦ 10 7
Se3 ◦ ◦ ◦ ◦ 1449.61 290.80 ◦ ◦
Sp4 790.46 278.79 ◦ ◦ ◦ ◦ 10 8
Se4 ◦ ◦ ◦ ◦ 1304.00 307.18 ◦ ◦
Sp5 ◦ ◦ ◦ ◦ 1329.94 318.22 ◦ ◦
Se5 ◦ ◦ ◦ ◦ 1335.80 194.30 ◦ ◦
Sp6 756.47 310.94 ◦ ◦ ◦ ◦ 13 8
Se6 ◦ ◦ ◦ ◦ 1293.19 211.59 ◦ ◦
Sp7 ◦ ◦ 7248.04 129.17 ◦ ◦ ◦ ◦
Se7 ◦ ◦ ◦ ◦ 1154.72 182.52 ◦ ◦
Sp8 426.06 172.58 ◦ ◦ ◦ ◦ 17 9
Se8 ◦ ◦ ◦ ◦ 1324.60 233.59 ◦ ◦
Table 5.4. Representative surface structures for specimens S1−S8, at a free
stream velocity U∞ ≈ 60 m · s−1. The symbol (◦) refers to non applicable
instances. The superscript p and e refer to pristine and eroded state of the
specimen respectively. The number of bead structures is given by nst, with
the number of spacings between the beads given by nsp.
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Figure 5.21. Representative surface structures at U∞ ≈ 60 m · s−1. The
following notations are utilized i: (a) Sp1 , (b) Se1 , (c) S
p
2 , (d) Se2 , (e) S
p
3 , (f) Se3 ,
(g) Sp4 , and (h) Se4 . The superscript p and e denote the pristine and eroded
states of each specimen.
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Figure 5.22. Representative surface structures at U∞ ≈ 60 m · s−1. The
following notations are utilized i: (a) Sp5 , (b) Se5 , (c) S
p
6 , (d) Se6 , (e) S
p
7 , (f) Se7 ,
(g) Sp8 , and (h) Se8 . The superscript p and e denote the pristine and eroded
states of each specimen.
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In order to characterize the corona structure, the generic function Φ establishes
the value of at least ten parameters that geometrically describe the corona
structure. For a generic parameter χ, chosen such that Φ = f(χ), the CSMT
further outputs the lower and upper bound of the parameter in the pristine
and eroded settings respectively, i.e. χ ∈ [χp,emin, χp,emax]. Figure 5.23 shows the
minimum and maximum range of the parameters W1, W2, H and ECEF for a
free stream velocity of U∞ ≈ 35 m · s−1.
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Figure 5.23. The width at base W1 (a), width at top W2 (b), height of
corona H (c) and the ratio of the entropy of the corona in relation to the
entire entropy of the frame (d) for specimens Sn, with n = 1, 2, . . . , 8. The
blue color refers to the pristine state and the red color to the eroded state of
each specimen. The following symbols are utilized for each specimen: S1 (·),
S2 (◦), S3 (×), S4 (+), S5 (∗), S6 (), S7 (♦), and S8 (4).
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Similarly, Figure 5.24 shows the minimum and maximum range of the angles
of the corona, namely α, β and the complimentary angles α∗ and β∗ for a free
stream U∞ ≈ 35 m · s−1.
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Figure 5.24. The angle α (a), angle β (b), α∗ (c) and β∗ (d) for specimens
Sn, with n = 1, 2, . . . , 8. The blue color refers to the pristine state and the red
color to the eroded state of each specimen. The following symbols are utilized
for each specimen: S1 (·), S2 (◦), S3 (×), S4 (+), S5 (∗), S6 (), S7 (♦), and
S8 (4).
The geometrical properties presented in Figures 5.23 and 5.24 convey impor-
tant behavior of the corona structure prior and after erosion of the surface.
The first observation as that in general for all specimens the base of the corona
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extends to a larger region. For the majority of the specimens this may arise
from the fact that a more uniform surface finish is obtained allowing the water
to spread more freely on the surface. It is also notable that the height of the
corona is reduced for the eroded state of the specimen in comparison to the
pristine state for the specimen reinforced with carbon nanotubes S2, S4 and
S6, which indicates that the hydrophobic nature of these specimens is reduced.
This conjecture is indeed confirmed upon behavior of the fluid structures on
the surfaces of these specimens shown in Figures 5.17 and 5.18, where erosion
of the surface implies that a water film is obtained in contrast to the discrete
number of beads formed on the surface in its virgin state. Due to the large
number of parameters obtained, it is more fruitful to combine the parameters
to infer general trends about their behavior. Figure 5.25 shows the behavior of
the corona structure based on its skewness, expansion, aspect ratio and area.
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Figure 5.25. The skewness (a), expansion (b), aspect-ratio (c) and area of
the corona (d) for specimens Sn, with n = 1, 2, . . . , 8. The blue color refers
to the pristine state and the red color to the eroded state of each specimen.
The following symbols are utilized for each specimen: S1 (·), S2 (◦), S3 (×),
S4 (+), S5 (∗), S6 (), S7 (♦), and S8 (4).
Figure 5.25 shows that majority of the coronas are skewed to the left in the
pristine and eroded states respectively, apart from S6 which is skewed to the
right prior to erosion. The plurality of the formed corona structures further
expand in the eroded state. The aspect ratio of the corona structures are
further more rectangular shaped than square shaped. It is also notable that
the two-dimensional area of the corona structure occupies a larger area in the
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eroded state in comparison to the virgin state of the material. This may be a
consequence of the continuous water film that is evident on most specimens in
the aftermath of erosion, allowing for more fluid to become ejected from the
surface upon impact.
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For the free stream velocity of U∞ ≈ 50 m · s−1, the minimum and maximum
range of the parameters W1, W2, H and ECEF for a free stream velocity of
U∞ ≈ 50 m · s−1 are shown in Figure 5.26.
1 2 3 4 5 6 7 8 9
0
1
2
3
4
5
(a)
Sn
W
1
[ m
m
]
1 2 3 4 5 6 7 8 9
0
2
4
6
8
(b)
Sn
W
2
[ m
m
]
1 2 3 4 5 6 7 8 9
0
1
2
3
4
5
6
(c)
Sn
H
[ m
m
]
1 2 3 4 5 6 7 8 9
0
1
2
3
4
5
(d)
Sn
E
C
/ E
F
Figure 5.26. The width at base W1 (a), width at top W2 (b), height of
corona H (c) and the ratio of the entropy of the corona in relation to the
entire entropy of the frame (d) for specimens Sn, with n = 1, 2, . . . , 8 and
U∞ ≈ 50 m · s−1. The blue color refers to the pristine state and the red color
to the eroded state of each specimen. The following symbols are utilized for
each specimen: S1 (·), S2 (◦), S3 (×), S4 (+), S5 (∗), S6 (), S7 (♦), and S8
(4).
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Similarly, Figure 5.27 shows the minimum and maximum range of the angles
of the corona, namely α, β and the complimentary angles α∗ and β∗ for a free
stream U∞ ≈ 50 m · s−1.
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Figure 5.27. The angle α (a), angle β (b), α∗ (c) and β∗ (d) for specimens
Sn, with n = 1, 2, . . . , 8 and U∞ ≈ 50 m · s−1. The blue color refers to the
pristine state and the red color to the eroded state of each specimen. The
following symbols are utilized for each specimen: S1 (·), S2 (◦), S3 (×), S4
(+), S5 (∗), S6 (), S7 (♦), and S8 (4).
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The geometrical skewness, expansion of the base width, aspect-ratio of the
corona and the two-dimensional area of the corona are shown in Figure 5.28
for a free stream U∞ ≈ 50 m · s−1. It can be deduced that most coronas are
left-skewed, however a few number are right-skewed. The aspect-ratio of most
the corona structures is square shaped, but becomes more rectangular upon
splashing on the eroded surfaces, which also features a higher area on these
surfaces.
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Figure 5.28. The skewness (a), expansion (b), aspect-ratio (c) and area of
the corona (d) for specimens Sn, with n = 1, 2, . . . , 8. The blue color refers
to the pristine state and the red color to the eroded state of each specimen.
The following symbols are utilized for each specimen: S1 (·), S2 (◦), S3 (×),
S4 (+), S5 (∗), S6 (), S7 (♦), and S8 (4).
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Figures 5.29 − 5.31, present the corresponding corona structure parameters
for a free stream velocity of U∞ ≈ 60 m · s−1. Similar to the previous cases,
an expansion of the width at the top of the corona is observed, with most
coronas being left-skewed.
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Figure 5.29. The width at base W1 (a), width at top W2 (b), height of
corona H (c) and the ratio of the entropy of the corona in relation to the
entire entropy of the frame (d) for specimens Sn, with n = 1, 2, . . . , 8 and
U∞ ≈ 60 m · s−1. The blue color refers to the pristine state and the red color
to the eroded state of each specimen. The following symbols are utilized for
each specimen: S1 (·), S2 (◦), S3 (×), S4 (+), S5 (∗), S6 (), S7 (♦), and S8
(4).
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Figure 5.30. The angle α (a), angle β (b), α∗ (c) and β∗ (d) for specimens
Sn, with n = 1, 2, . . . , 8 and U∞ ≈ 60 m · s−1. The blue color refers to the
pristine state and the red color to the eroded state of each specimen. The
following symbols are utilized for each specimen: S1 (·), S2 (◦), S3 (×), S4
(+), S5 (∗), S6 (), S7 (♦), and S8 (4).
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Figure 5.31. The skewness (a), expansion (b), aspect-ratio (c) and area of
the corona (d) for specimens Sn, with n = 1, 2, . . . , 8. The blue color refers
to the pristine state and the red color to the eroded state of each specimen.
The following symbols are utilized for each specimen: S1 (·), S2 (◦), S3 (×),
S4 (+), S5 (∗), S6 (), S7 (♦), and S8 (4).
5.3.4 The size of the boundary layer
For obtaining an estimate of how the boundary layer might influence in the
oncoming droplets to the target, a simplified approach can be taken into ac-
count for estimation of the size of the boundary layer thickness. Under the
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assumption that the stagnation point is located at the leading edge of the
specimen, the flow over the specimen surface can be approximated as the flow
over a flat plate with an incident angle α = 0◦. For a finite length of the
plate x, the inertial force ρu∂u
∂x
∼ ρU2∞
x
. The friction force per unit volume is
however given by dτ
dy
∼ µU∞
δ2 . Equating the inertial and friction forces yields
δ(x) ∼ {(µx)/(ρU∞)} 12 . If the position of the boundary layer thickness is
determined when u = 0.99U∞, the boundary layer thickness can be defined as
(Schlichting and Gersten, 2000)
δ99 ≈ 5.0
√
νx
U∞
(5.23)
The reduction of volume flux due to the action of viscosity or the displacement
thickness δ1, is described by (Schlichting and Gersten, 2000)
δ1 =
∞∫
0
(
1− u
U∞
)
dy (5.24)
Similarly the momentum thickness δ2, which represents the momentum in the
boundary layer in relation to that in the outer flow can be defined as
δ2 =
∞∫
0
u
U∞
(
1− u
U∞
)
dy (5.25)
resulting in
δ2 = 0.34 · δ99 (5.26)
The energy thickness δ3, referring to the kinetic energy within the boundary
layer in comparison to the inviscid outer layer is defined as (Schlichting and
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Gersten, 2000)
δ3 =
∞∫
0
u
U∞
(
1− u
2
U2∞
)
dy (5.27)
which yields
δ3 = 0.20 · δ99 (5.28)
The wall shear stress can further be expressed as
τw(x) ≈
√
ρµU3∞
x
(5.29)
and the skin-friction coefficient
cf (x) ≈ τw(x)ρU2∞
2
(5.30)
The splashing phenomenon is often related to different non-dimensional pa-
rameters such as the Reynolds number based on the diameterRed ≡ (ρU∞d)/µ,
the Weber number Wed ≡ (ρU2∞d)/σ, the Ohnsorge number Oh ≡
√
We/Re,
and the Capillary number Ca ≡ We/Re, where d is the droplet diameter, ρ
defines the density, U∞ is the free stream velocity, µ is the dynamic viscosity
and σ denotes the surface tension. The spreading factor ξ ≡ dmax/d, can
further be expressed as (Pasandideh-Fard et al., 1996)
ξ =
√√√√√ We+ 123(1− cos(θA) + 4We√Re
) (5.31)
Table 5.5, shows the values of the boundary-layer thickness δ99, displacement
thickness δ1, momentum thickness δ2, and the energy thickness δ3, wall shear
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stress τw, and skin-friction coefficient cf for different free stream velocities.
U∞ [m · s−1] δ99 [µm] δ1 [µm] δ2 [µm] δ3 [µm] τw [N ·m−2] cf
35 463 157 60.2 92.6 6.87 0.0093
50 387 132 50.3 77.5 11.7 0.0078
60 354 120 46.0 70.7 15.3 0.0071
Table 5.5. The boundary-layer thickness, displacement thickness, momen-
tum thickness, energy thickness, wall shear stress and skin friction for different
free stream velocities. All parameters are estimated for x = L, where L is the
length of the specimen.
From Table 5.5, it is readily established that the approximate size of the
boundary layer for a free stream velocity of 35 m · s−1 is approximately 463
µm, which should be viewed against the size of the incoming droplet d =
400 µm. Therefore, a different structure behavior, such as distortion of the
corona structure, observed in some of the empirical photographs, is expected
at the interface between the boundary layer flow and the outer flow. These
observations further validate the flat plate approximation for calculation of the
boundary layer thickness. Table 5.6, shows the non-dimensional parameters
for the considered free stream velocities.
U∞ [m · s−1] Re We K Ca ξ
35 12 271 6 725 49 856 0.55 3.03− 3.04
50 17 530 13 725 101 747 0.78 3.32
60 21 035 19 764 146 567 0.94 3.47
Table 5.6. Non-dimensional parameters for different prescribed free stream
velocities, U∞.
It is notable that the influence of the advancing angle on the spreading factor
ξ, is nominal for the considered cases as it influences the maximum spread
diameter, dmax by less than 5%. From Table 5.6, it is evident that dmax ∈
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[1.2d−1.4d] where d is the initial diameter of the droplet. For corona structures
where only the base has been visible in the experimental photographs, the
spreading parameter underestimates the ensuing dmax since W1  dmax, due
to the presence of a partial and continuous water film on which the incoming
droplet can more easily spread.
5.3.5 DSWSAM Methodology Discussion
Certain limitations are associated with the employed DSWSAM methodology,
in this study. In particular, one of the limitations of DSWSAM is attributed
to the time consuming approach in analyzing the experimental photographs.
Nonetheless, despite a manual discretization process, the potential errors in
discretization errors are considered to be very small. The reasoning behind
this statement is that since an averaged property such as the wave length of
the water film is presented, and the order of magnitude of the discrete values
are approximately the same, potential errors in discretization will not have a
great influence on the final results, as these are averaged out. Another limita-
tion of DSWSAM, is that its empirical images, do not convey any geometrical
information about the extent of surface roughness, and the exact location of
the asperities. The analysis presented herein have been restricted to the four
categories in DSWSAM.
In order to improve the DSWSAM methodology, the usage of a coherent back-
light is recommended, that is confined to a limited volume of space, or thick-
ness in which the interface of the fluid with the air becomes more distinct,
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than the employed level within this study. Such an illumination approach
paves the way for a more automatic image processing tool to be employed.
One possible technique of interest for this purpose, may be the utilization of
PLIF (Planar laser induced flourescence), but measures have to be taken into
tunnel cleaning and that the fluid structures will not be altered by the fluores-
cent dye. The number of fluid categories, can be expanded from the present
four categories and for instance include bouncing droplets, that follow upon
impact on super hydrophobic surfaces. Additional categories can moreover,
be added to the methodology by means of the auxiliary modules.
Despite the mentioned limitations of DSWSAM, it has provided a framework
under which advanced materials are analyzed based on their wettability. This
methodology has in this study successfully been implemented to differentiate
between the wetting characters of advanced candidate materials for aerospace
applications. For instance, the skewness of the corona structures is obviously
a result of the incoming droplet incident angle, α = 70◦, which the DSWSAM
methodology captures well, without any assumptions made regarding the in-
cident angle of the droplets.
5.4 Impact Pressure and VOF Approach
As a complement to the experimental findings of this study, and in order to
obtain an insight into conditions that are more difficult to actualize experi-
mentally, a volume of fluid (VOF) approach was chosen particularly in order
to determine the impact pressure following a liquid solid impact versus time.
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Initially, a literature survey was carried out in order to outline the applicabil-
ity of the mathematical formulations and their underlying assumptions for the
peak pressure upon impact. Table 5.7, shows the different utilized equations
in the literature, and their scope of applicability.
No. Pressure Description Source
(i) P ≈ ρ1C1v Water hammer pressure Cook (1928)
(ii) P = ρ1v
2
2 Dynamic pressure Hammitt (1977)
(iii) P = α2 (ρ1C1v) Modified water hammer pressure Engel (1955)
(iv) P = v( ρ1C1·ρ2C2
ρ1C1+ρ2C2 ) Water hammer pressure de Haller (1933)
with target elasticity
(v) P = ρ1C1v1(1 + kv1C1 ) Modified water hammer pressure Heymann (1968)
(vi) P = 0.7ρ1C1v Pressure at the impact center Rochester and Brunton (1974)
(vii) P = 3ρ1C1v Pressure at contact edge Heymann (1969)
(viii) P = p∗ρ1v2 VOF pressure Purvis and Smith (2005)
Table 5.7. Different impact pressure expressions.
In Table 5.7, Equation (i) is often referred to as the water hammer pressure
and represents the impact between a semi-infinite plane of liquid and solid
respectively (Cook, 1928). This equation hence does not take the finite size of
the droplet and target into account, nor does it account for the non-rigidity
of the target (Hammitt, 1977). Equation (ii) describes the pressure that is
expected in a steady state condition and is in general much smaller than the
water hammer pressure. The impact of a spherical droplet with a rigid solid
(Engel, 1955) is shown in Equation (iii). Equation (iv) represents the water
hammer pressure upon considering the elasticity effect of a target which can
be expected for finite sized targets (de Haller, 1933). Equation (v) is further a
modified version of the water hammer pressure, where the shock wave velocity
varies linearly with higher impact velocities (Heymann, 1968). The empiri-
cal expression of Equation (vi) obtained by Rochester and Brunton (1974),
represents the impact pressure at the center of the impact. Equation (vii)
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represents the analytical expression of pressure at the lateral edge of the jet
(Heymann, 1969). It can be readily established from Table 5.7, that none of
the provided equations are able to provide a time or space dependent value
of the pressure, nor do these equations account for the existence of water film
layer on the target. The pressure levels provided by Table 5.7, are therefore
merely peak pressures. In order to gain insight into the liquid impact problem,
a volume of fluid (VOF) approach is justified as it will provide a spatial and
temporal dependent pressure profiles, with impact at different incident angles
on different water layer depths.
The VOF approach, is based on a numerical scheme in which the govern-
ing equations are the Navier-Stokes equation in two-dimensions (Batchelor,
2000)
ρ
(
∂u
∂x
+ ∂v
∂y
)
= 0 (5.32)
ρ
(
∂u
∂t
+ u∂u
∂x
+ v∂u
∂y
)
= −∂p
∂x
+ µ
(
∂2u
∂x2
+ ∂
2u
∂y2
)
(5.33)
ρ
(
∂v
∂t
+ u∂v
∂x
+ v∂v
∂y
)
= −∂p
∂y
+ µ
(
∂2v
∂x2
+ ∂
2v
∂y2
)
(5.34)
The duration of the compressible stage following a liquid droplet impact on
a solid is small ∼ O(µs) and immediately followed by a an incompressible
stage. The VOF approach has been studied by a number of researchers and
compared to experiments (Quero et al., 2006; Purvis and Smith, 2004, 2005;
Asadi and Passandideh-Fard, 2009; Asadi and Panahi, 2011). The findings
184
of these studies exhibit good agreements between the VOF methodology and
the experimental results. An inviscid approach is often considered at early
times (Josserand, 2002) of the impact, which are most important in terms of
the pressure that occurs on the surface. For this purpose, an inviscid and
incompressible approach is undertaken in this study. The benefits of utiliz-
ing the VOF approach in this study for resolving the pressure distribution in
space and time and for different incident angles and water film layers depths,
hence outweigh the inviscid and incompressible flow assumptions. The com-
parison of the VOF approach in this study, has further only been confined
to the pressure distribution and not extended to the geometrical metrics of
the corona structures of the experimental photographs, due to the conjecture
that the target either has a completely absent water film layer, or that the
existing water film is completely stationary without any surface perturbations
and covers the surface without any dry patches or beads/rivulets. Since, the
dynamic wettability experiments in large feature a water film in motion and
beads/rivulets in combination with dry patches on the specimens surface, the
VOF approach is not considered as a means of comparison for the corona
metrics.
A volume of fluid (VOF) approach, is able to track the interface position
and further handle topology changes. The interface position tracking is actu-
alized by a step function F representing the fraction of the fluid within a grid
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cell. In essence
F ≡

1, Full cell
0, Empty cell
(5.35)
and F ∈ (0, 1) contains a free surface. The time evolution of F is furthermore
given by (Hirt and Nichols, 1981)
∂F
∂t
+ u∂F
∂x
+ v∂F
∂y
= 0 (5.36)
Using the aforementioned methodology the two different fluids are given by
F ≡ 0 and F ≡ 1 respectively. The fundamental problem is in this setting
ascribed by a spherical droplet with a diameter D impacting on a fluid layer
with depth HF at a non-dimensional velocity of v∗ = 1 and times t ∼ O(1)
similar to the investigation of Purvis and Smith (2004, 2005); Quero et al.
(2006). In their work (Purvis and Smith, 2004, 2005) analytically examined
an inviscid model for the the droplet impact into a water layer and found good
correspondence between the analysis, computations and experiments. A good
agreement between the VOF approach and the experimental results was also
observed by Quero et al. (2006). Following the impact, two jets are formed
at a vertical position y = 1.5H. The utilized VOF method makes use of com-
pletely non-dimensional parameters, with the time t∗ = D
V
, pressure p∗ = p−p∞
ρU2∞
and the spatial parameters x∗ = x
D
and y∗ = y
D
. The depth of the water film
layer is further given by H∗ = ̂D, with ̂, defined as a fraction less than unity.
In the present study, three distinct levels of water film layer, H? = ̂D have
been subjected to impact with a single water droplet, with ̂ = {0.0, 0.3, 0.5},
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where the specific case H∗ ≡ 0, corresponds to the impact of a droplet on a
non-existing water film layer. The incidence angle for the water droplet impact
on each mentioned water layer depth has further been θ = {20◦, 45◦, 70◦, 90◦}.
Of particular interest, in utilizing the VOF approach in this study, was the
ability to obtain the temporal and spatial change of the pressure following the
impact of a sphere liquid onto a solid surface.
5.4.1 Results and Discussion
In light of this discussion, the pertinent equations that are comparable in
this study are Equations (ii), (iv) and (viii) in Table 5.7. These equations
are chosen to be representative of the considered impact problem, as they
account for both the compressible stage and the incompressible state of the
impact problem in consideration of the the rigidity of the target, which is a
valid assumption. Equation (iv) considered for the incompressible stage of
the droplet impact, is analogous to Equation (ii). Since Equation (iv), takes
the rigidity of the target into account and is capable of providing a peak
pressure it can be utilized to establish the effects of compressibility exerted
on the surface. The limitation of the aforementioned equations in this section
apart from Equation (viii), is that they provide a fixed upper-limit bound
for the magnitude of the pressure at a normal incident angle. Therefore, the
influence of incident angle, time dependency and existing water layer depth is
not accounted for in these expressions. Equation (viii), however is provided
on the basis that pressure is solved in the temporal and spatial extent based
on the water depth layer, p∗ = f(x∗, t∗, H∗). The employed VOF method at
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different water layer depths H∗ = {0.0, 0.3, 0.5} and incident angles, is shown
in Figures 5.32 − 5.34. The temporal evolution of the pressure is shown upon
a decreasing pressure peak envelope, with the largest value representing the
immediate instant after the impact and the final time step chosen such that
the peak pressure p∗ → 0. Table 5.8, shows the peak pressure level, instant
and location as well as the pressure impulse for the different water layer depths
and angle of attacks. The pressure impulse p˜, is given upon integration of the
pressure during a finite time limit
p˜ =
t∗max∫
0
p∗dt∗ (5.37)
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Figure 5.32. Non-dimensional pressure p∗ versus distance x∗, for a fixed
water layer depth H∗ = 0.0, for impact angles α = {20◦, 45◦, 70◦, 90◦}. The
plot shows the time evolution of one droplet impact at different time steps,
with t∗ = DV . For each incident angle, the impact location x∗p,max and peak
pressure p∗max, are shown in Table 5.8.
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Figure 5.33. Non-dimensional pressure p∗ versus distance x∗, for a fixed
water layer depth H∗ = 0.3, for impact angles α = {20◦, 45◦, 70◦, 90◦}. The
plot shows the time evolution of one droplet impact at different time steps,
with t∗ = DV . For each incident angle, the impact location x∗p,max and peak
pressure p∗max, are shown in Table 5.8.
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Figure 5.34. Non-dimensional pressure p∗ versus distance x∗, for a fixed
water layer depth H∗ = 0.5, for impact angles α = {20◦, 45◦, 70◦, 90◦}. The
plot shows the time evolution of one droplet impact at different time steps,
with t∗ = DV . For each incident angle, the impact location x∗p,max and peak
pressure p∗max, are shown in Table 5.8.
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h∗ α [◦] p∗max t∗p,max x∗p,max p˜
0.0
20 0.5031 0.1 10.00 0.2887
45 1.9647 0.1 10.32 0.6104
70 2.5292 0.1 10.32 0.5637
90 2.5467 0.1 19.70 0.5619
0.3
20 0.2607 0.4 10.48 0.3352
45 0.7368 0.2 10.30 0.7958
70 1.2008 0.1 10.06 0.8768
90 1.1902 0.2 20.00 0.7299
0.5
20 0.1819 0.5 10.56 0.4256
45 0.4936 0.3 10.34 0.6444
70 0.8527 0.1 10.06 0.7501
90 0.7050 0.3 20.00 0.6589
Table 5.8. The water depth layer H∗, incident angle α, peak pressure p∗max,
location and instant of time where the peak pressure occurs denoted by x∗p,max
and t∗p,max respectively. The non-dimensional impulse pressure is represented
by p˜.
Table 5.8 shows that the peak pressure level in general increases with a higher
incident angle for the same water depth layer. The peak pressure level is fur-
ther highest for the dry case (H∗ = 0.0), and reduce in magnitude for the
intermediate water layer depth (H∗ = 0.3), and exhibits its lowest values for
the thickest water film layer (H∗ = 0.5). This observation infers that the
water film layer indeed cushions the impact pressure. Additionally, it is ob-
served that in particular incident angles α = 70◦ and α = 90◦, have nominally
similar peak pressure values. At a normal incident angle, the peak pressure
is however larger for the completely dry case, as opposed to the cases with a
water film layer, in which it is slightly reduced. The pressure profiles for the
dry case in particular agrees well with those of other researchers (Hammitt
et al., 1978; Eggers et al., 2010), who found similar characteristic pressure
peaks, slightly offset from the impact location. The additional contribution
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of this study is that the effect of the incident angles has also been considered
for α ∈ [0◦, 90◦]. For incident angles α 6= 90◦ the peak pressures immediately
after the impact are asymmetric. For the dry case this asymmetry is less
pronounced and becomes more symmetric with as the peak is decreasing in
magnitude. For the cases of H∗ = 0.3 and H∗ = 0.5, however, the asymmetry
is more distinct. This observation is due to the presence of a water film layer
in the latter cases and the absence of a water film layer for the dry case. In
the dry case the two jets are not formed, and the influence of the impact is
directly onto the solid without any other medium. For the cases of water film
layer, the initial impact of the droplet not only affects the target, but also the
water film layer and the two ejecting jets are formed. Hence, it is expected
that the influence of the asymmetric nature of the pressure peak as a conse-
quence of this phenomenon is more evident, as shown in Figures 5.33 and 5.34.
An alternative representation of the water hammer pressure equation account-
ing for elasticity, shown in Table 5.7 (iv), can be shown which accounts for
the incident angle θ (Heymann, 1967)
P (θ) = ZLV cos(θ)
1 + ZL
ZS
(5.38)
where ZL = ρLCL and ZS = ρSCS denote the impedance of the liquid and solid
respectively. In Equation (5.38), the angle θ refers to the angle subtended by
the vertical normal plane and the line of movement of the droplet. It should
also be observed that in the instance where ZS  ZL, the water-hammer
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pressure equation is given by
P (θ) = ZLV cos(θ) (5.39)
It can be deduced that the maximum pressure in Equations (5.38) and (5.39)
occurs when θ = 90◦. Despite this observation, a number of studies (Kennedy
and Field, 2000; Zhang, 2002; Shi and Field, 2004) have shown that the peak
pressure does not necessarily occur at the center of impact, and can be slightly
offset from the axis of symmetry for normal impacts. This observation, clearly
explains the off-centered peaks in Figure 5.32.
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5.5 Conclusions
It has been possible to implement DWSAM methodology in order to numer-
ically describe the wetting behavior of advanced materials reinforced with
carbon nanotubes in their pristine and eroded states respectively. Dynamic
wettability of the considered materials exhibit seemingly similar wetting char-
acteristics in the pristine state of the material, with the materials being largely
hydrophobic. Upon erosion, the formation of water films on the specimen
surfaces indicate a more hydrophilic behavior. Despite the complexities of
image processing for different static and dynamic wettability arrangements,
a methodology has been developed that discriminates between different em-
pirical photographs of hydrophobic and hydrophilic specimens based on a nu-
merical scheme. This scheme has thus far provided satisfactory results based
on post-processing of the empirical photographs. The scheme can in future
research be completed with additional modules to examine other fluid features.
The employed VOF method has further examined the effect of an existing wa-
ter layer on the resulting pressure at different incident angles. The obtained
results are consistent and infer physical properties of the different impact con-
ditions.
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Chapter 6
Ice adhesion
An important property in aircraft icing applications is the inherent ice ad-
hesion characteristics of the materials utilized on the various surfaces of the
aircraft. It is often desired that the utilized materials have low ice adhe-
sion strength, enabling them to easily detach from the surfaces of the air-
craft. Empirical studies of the ice adhesion strength for different materials
are intricate due to the dynamic settings during which the ice accretion takes
place. Hence, most researchers revert to static methods in which the ice is
removed from the surface by means of pushing/pulling (Murase and Nanishi,
1985). In their experiments, Murase and Nanishi (1985) utilized a tempera-
ture regulated chamber. Specimens were mounted inside this chamber on a
base turn-table in connection with a driving device able to generate push and
pull forces connected to a load cell, process controller and recorder. Using
this apparatus different stress and heating/cooling cycles could be generated.
A more dynamic approach is to utilize the rotational system on which the
shedding of the ice is attained by the outward pushing force of the apparatus
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(Kulinich and Farzaneh, 2009). The experiments of (Kulinich and Farzaneh,
2009) make use of samples attached to aluminum beams spun in a centrifuge.
A counter-weight placed on the opposite side of the beam, balances the beam
in the centrifuge. The shear strength is in this configuration calculated based
on the ratio of the centrifugal force over the deiced area. A more realistic
approach however, is to utilize an icing tunnel in which the flight conditions
are replicated and the accretion and adhesion of ice is natural. For this rea-
son, the Cranfield Icing Tunnel was utilized for the ice adhesion tests on the
candidate specimens in two different surface finish conditions. The pristine
and eroded state of the material specimens, were used in order to examine the
effect of erosion on the accretion and adhesion characteristics of the considered
materials. In light of this discussion, the given specimens were subjected to
ice shear tests. The ice adhesion unit, at Cranfield University, was originally
developed by Pervier (2009) and prepared for use in the icing tunnel by Terzis
(2009); Lou (2009), with further development by Gurrutxaga Lerma (2010)
and Moncholi Piles (2011).
6.1 The Cranfield Icing Tunnel
The ice adhesion experiments were carried out in the Icing Tunnel at Cran-
field University, United Kingdom. The chosen working section for these ex-
periments was 760 × 760 mm2, in which Mach numbers, M ∈ [0.1, 0.5] can
be achieved. The subzero temperatures in the tunnel are attained by the air
with a refrigeration plant, able to extract heat from the air, placed adjacent
to the tunnel. Using this plant and a water-spray system with provision for
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99 spray nozzles a temperature range between T ∈ [−30,+30] ◦C can be ob-
tained (Hammond et al., 2003). The experimental conditions for this study
were confined to a free stream velocity U∞ ≈ 60 m · s−1, droplet Median Vol-
ume Diameter, MVD ∼= 20 µm, with the air and water pressure for the tunnel
Pa ∼= 26.5 psi, and Pw ∼= 20 psi, respectively. These conditions were based on
the reproducibility of the experimental conditions. The liquid water concen-
tration LWC ∼= 0.3 g ·m−3, was used for both temperatures, T = −5 ◦C and
T = −10 ◦C. A schematic rendering of the Cranfield Icing Tunnel is shown in
Figure 6.1.
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Figure 6.1. A schematic rendering of the Cranfield University Icing Tunnel.
The following notations have been utilized in the figure: (A) Spray nozzles,
(B) Cranfield Icing Tunnel, (C) Mounted ice adhesion bars with corresponding
ice adhesion test units, and (D) Test section. The flow direction is from the
spray nozzles towards the test section.
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For ice adhesion testing, it is imperative that the produced cloud by the spray
rakes is of uniform nature. Hence, an empirical calibration of the active water
spray nozzles is a necessity in order to determine the nozzle configuration
that results in the most uniform cloud over the target units. As the water
spray nozzles are affixed to six different spray bars placed equidistantly away
from each other in the vertical direction, placement of steel bars under certain
nozzles distorts the flow and contributes to a more uniform droplet cloud
inside the test section. The utilized spray nozzle configuration for this study
is shown in Figure 6.2.
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Figure 6.2. The utilized water spray nozzle configuration for the ice adhesion
tests. The shaded areas denote the employed nozzles and bars, respectively.
6.1.1 Ice adhesion unit
The specimens are placed on an exchangeable shear test unit, comprising of a
plunger and pressure tube arrangement as shown in Figure 6.3. The dimen-
sions of the tests samples are (L ×W × H) = (20 × 15 × 4) mm3. In order
to accommodate specimens with H 6= 4 mm, the specimens are either grinded
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or hoisted to the desired thickness for the shear test rig. In the present study
10 different materials are examined with and without reinforcing carbon nan-
otubes. The influence of surface morphology, ice adhesion and shear strength
of 8 candidate materials were examined in both pristine and eroded states.
The eroded state was obtained by wet blasting the specimens with alumina,
with the resulting percentage increase and decrease of the surface roughness,
∆Ra shown in Table 4.5. Figure 6.3 shows the shear test unit prior to and
after the impact ice shedding.
AB
(b)
(a)
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Figure 6.3. The employed ice shear strength unit at Cranfield University,
United Kingdom, (a) prior to ice shedding, and (b) after engagement of the
plunger. The following notations have been used in the figure: (A) Specimen,
(B) Accreted ice on the specimen surface, (C) Air supply tube, (D) Inflatable
rubber tube, (E) Specimen shield, (F) Specimen bar, and (G) Plunger. Unit
design: Pervier (2009); Terzis (2009); Lou (2009); Gurrutxaga Lerma (2010),
unit bar design: Moncholi Piles (2011), manufacturing: Hutchings, A., and
digital rendering: Gohardani (2010).
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6.1.2 Test procedure
The tests are carried out by an initial placement of the specimens in the shear
test compartments. The test rig is capable of testing eight different units
simultaneously. In effect, the choice of specimens in this setting have been
such that the pristine and eroded samples are tested at the same conditions.
The specimen surface is flush with the lower surface of the plunger as shown
in Figure 6.3. Upon a nominal ice accretion hice ∼= 3 mm on the specimen
surface, the pressure is increased until a final peak pressure P̂ , is identified
for each specimen. Upon reaching the peak pressure, the ice sheds. Following
the free movement of the plunger, a slight pressure drop is observed. For
statistical purposes an averaged value of 4 different tests is utilized, resulting
in an average peak pressure defined by
P = 14
4∑
i=1
P̂i (6.1)
The experimental procedure for the ice adhesion testing is carried out in ac-
cordance with a number of steps as shown in Figure 6.4. In order to undertake
the ice adhesion experiments, the experimental samples have to conform to
the dimensions (L×W ×H) = (20× 15× 4) mm3. Accommodation of spec-
imens with H 6= 4 mm, is actualized by the specimens either being grinded
or hoisted to the desired thickness of the shear test rig units. This is crucial
as a specimen thickness H > 4 mm, restrains the movement of the plunger,
and a specimen thickness H < 4 mm, further ensues in the accretion of ice
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below the plunger, which results in a shear test where the properties of the
specimen are replaced by those of ice. Each specimen is positioned inside
each shear test unit and the mobility of the plunger after placement of the
specimen is inspected. Upon adequate sample preparation, the Icing Tunnel
is prepared with a nozzle configuration that results in a uniform liquid wa-
ter concentration (LWC). Upon choosing a desired temperature T , and free
stream velocity U∞ and mapping of the LWC, the shear tests units are placed
on locations on the transversal bars where a uniform LWC is encountered.
Upon an established nozzle configuration that results in a uniform cloud, the
side window of the Icing Tunnel is removed and the specimens are cleaned
with ethanol and paper towels without residues. The surface of the specimens
upon initiation of the test must be completely dry and without any contami-
nation or residues. Before removing the moist from the tunnel, the specimens
are covered with paper towels and upon removal of the moist with blowing air,
once again uncovered. A final check of the mobility of each plunger is carried
out, assuring each plunger to move freely. Once, this assertion is completed,
the side window of the icing tunnel is sealed into position. The nozzles are
then engaged once the flow conditions are acclimatized to the desired temper-
ature T , air pressure Pa and water pressure Pw. Upon engaging the nozzles
ice accretion is observed on the surface of the specimens. Once the thickness
of ice on top of the specimens surface hice ≈ 3 mm, the ice adhesion shear test
is commenced in accordance with the procedure in Figure 6.4.
202
A SWITCH ENGAGES P > 0
TO INCREASE LINEARLY
WHILE P < τice
THE ICE ADHESION
STRENGTH τice
OCCURS WHEN P > τice
ICE SHEDDING OCCURS
AND τice IS
REGISTERED AS A SIGNAL
THE VALVE TO SHEAR TEST
UNIT i IS CLOSED
THE PRESSURE SUPPLY
SWITCH IS
TURNED OFF
THE ATMOSPHERIC VALVE
IS OPENED
THE VALVE TO SHEAR TEST
UNIT i IS OPENED
THE ATMOSPHERIC VALVE
IS CLOSED
THE PROCEDURE IS REPEATED
UNTIL THE n :TH UNIT
WITH i = 1, 2, . . . , n
Figure 6.4. The ice adhesion test procedure.
Concurrently, 8 specimens can be subjected to ice shear tests depending on the
number of shear test units employed. For each of these however, the following
procedure must be undertaken. Initially, the atmospheric valve is closed where
the overall pressure to the system is supplied from a gas cylinder with an
adjustable pressure. The corresponding shear test unit valve is opened and a
switch engaged in order to supply pressure to the test shear testing unit. Upon
supplying pressure, the air is directed through the air supply via an elastic
rubber tube placed behind the piston. As the end of the rubber tube is sealed,
a continuous supply of pressure results in inflation of the rubber band inside
the cavity of each shear test unit, while the threshold pressure, Ps < τice.
Once Ps > τice, the accreted ice is shed from the shear test unit and the
corresponding pressure value registered on an oscilloscope. The atmospheric
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valve is at this point opened and the supply switch immediately turned off
upon visual detection of the shedding. A delay in turning off the switch
may result in the supplied pressure exceeding the fracture strength value of
the rubber tube, which consequently may result in leakage and bursting of
the rubber material. Finally, the corresponding valve for the shear test unit
should be closed and this procedure repeated for the number of tested units.
6.2 Results and Discussion
The ice shear strength values of the considered materials are presented in
Figure 6.5 prior to and post erosion, with the exception of specimen numbers
Sn = 9 (LAYSA−ICE) and Sn = 10 (SICOMP−NA−ICE1). These specimens
consist of multiple layers and are only supplied in a pristine state.
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Figure 6.5. Ice shear strength τice, for the tested specimens at tem-
peratures (a) T = −5◦C and (b) T = −10◦C, for a liquid water con-
centration, LWC ∼= 0.3 [g ·m−3]. The following notations are utilized
for the specimen numbers, Sn: (1) LY564, (2) LY564 + 0.5% MWCNT,
(3) 32−MINAS1−06, (4) 32−A05−CANBIO1−06, (5) 32−MINAS1−07, (6)
32−A05−CANBIO1−07, (7) Araldite DBF (8) SW404 + XB5173, (9)
LAYSA−ICE−01, (10) SICOMP−NA−ICE1. The left column further de-
scribes the pristine and the right column the eroded state, respectively.
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The general trend observed from Figure 6.5 indicates that the eroded samples
in large exhibit higher ice adhesion strengths in comparison to the pristine
counterparts. The higher values are associated with a higher pitting of the
eroded surface, to which the formed impact ice may easily adhere hence re-
quiring a higher shear force to detach the ice from the surface upon employing
the shear test units. This observed trend is further encountered by other re-
searchers (Zou et al., 2011). The lowest observed ice adhesion strength in
comparison to the highest differ by a factor of two.
Influence of Temperature
In order to examine the role of temperature on the ice adhesion properties
of the specimens, the S1 and S2 samples were selected and subjected to two
different test temperatures T = −5 ◦C, and T = −10 ◦C, in both pristine and
eroded states respectively. The liquid water content for both experimental sets
were confined to LWC ∼= 0.3 g ·m−3. The choice of these material samples
stemmed from the establishment of carbon nanotube influence on the ice ad-
hesion characteristics. The ice adhesion strength of the considered materials
τice at the aforementioned temperatures are shown in Figure 6.5.
The experimental results, suggest that the pristine state of the S1 exhibits
a lower ice adhesion strength than the eroded state at T = −5 ◦C. In con-
trast, the same specimen requires a higher ice adhesion strength at the pristine
state than the eroded state at T = −10 ◦C. It should be noted that the pristine
state of the specimen in fact has a higher average roughness value than the
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eroded sample. Hence, a higher ice adhesion strength is expected for the pris-
tine sample in comparison to the eroded one. This higher adhesion strength is
encountered for the lower temperature, but not for the higher temperature for
the S1, which may be attributed to non-uniformities in the pristine specimen
and the accretion thickness of ice on the specimen. Although the accretion
thickness hice ≈ 3 mm, for all the considered specimens, there might be in-
stances where a deviation from this thickness may influence the acquired ice
adhesion strength value. For S2 (LY564 + 0.5% MWCNT), the eroded speci-
men exhibits a higher ice adhesion strength at both T = −5 ◦C and T = −10
◦C, with an increase from the pristine values with 8.9% and 7.2% respectively.
A higher ice shear strength value obtained at lower temperatures is also re-
ported by Chu and Scavuzzo (1991) for impact ice shear strength, which in
essence is consistent with the higher τice value at T = −10 ◦C in comparison
to T = −5 ◦C, for the S1 specimen in its pristine state.
Influence of Surface Roughness
A compilation of the influence of the averaged surface roughness Rp,ea in the
pristine and eroded states respectively and ice adhesion strength τice are shown
in Table 6.1.
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Sn τ
p
ice [MPa] τ eice [MPa] Rpa [µm] Rea [µm] ∆τ∗ice
S1 1.34 1.89 5 4.24 −2.70
S2 1.35 1.47 0.74 4.4 0.02
S3 1.40 1.04 0.20 3.98 −0.01
S4 0.82 1.68 0.8 3.74 0.29
S5 1.37 2.27 0.20 4.06 0.03
S6 2.28 2.20 1.2 3.92 −0.01
S7 1.38 1.28 0.8 2.32 −0.04
S8 1.35 1.93 0.6 2.98 0.11
Table 6.1. The ice adhesion strength τice, surface roughness Ra, and the non-
dimensional change of adhesion strength per unit surface roughness ∆τ∗ice =
∆τ ice/∆Ra for the given specimens, with ∆τ ice ≡ (τeice−τpice)/τpice and ∆Ra ≡
(Rea − Rpa)/Rea. The superscripts e and p denote eroded and pristine state
respectively.
From Table 6.1, it can be deduced that for the majority of the specimens an
increase in surface roughness from the pristine state to the eroded state re-
sults in a higher ice adhesion strength. The reasoning behind this observation
can mainly be attributed to the fact that a higher shear force is required to
remove the ice from the surface due to the presence of surface grooves and pits
to which ice can more easily adhere. It is however notable that exceptions are
also observed where an increase in surface roughness results in a decrease in ice
adhesion strength. This decrease however, is at most 26% less than the pris-
tine sample. It should be emphasized that the single figure presented as the
surface roughness value for each specimen in the pristine and eroded states,
denotes an averaged estimate for the entire surface. Hence, local deviations
from this surface roughness value are apparent, which easily can be observed
by the visible surface flaws such as scratches and pits on the supplied speci-
men surfaces. These surface defects can in part explain the expected results
at which an increase in surface roughness results in a decrease of ice adhesion
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strength. In addition, the dispersion of carbon nanotubes within the resin, the
interfacial bond between the matrix and the nanoparticles, aggolmeration of
carbon nanotubes and other surface characteristics may contribute to the this
inconsistency. In order to obtain an estimate of the relation of ice adhesion
strength in the prisine and eroded states of the specimens in relation to their
respective averaged surface roughness value, the non-dimensional change of
adhesion strength per unit surface roughness ∆τ ∗ice is introduced. From Table
6.1 it can be observed that ∆τ ∗ice is nominally similar for the considered spec-
imens and significantly different for specimens S4 (32−A05−CANBIO1−06)
and S1 (LY564).
As expected, a comparatively higher value of the numerator of ∆τ ice increases
the value of ∆τ ∗ice. With exception of the S1 (LY564) ∆τ ∗ice < 0 denotes the
observation that the τ eice < τ
p
ice. For S1 however, this negative sign stems from
the fact that Rpa > Rea.
6.2.1 Sources of error
There are in effect a number of factors that may influence the outcome of
the ice adhesion shear tests. In particular it is imperative that the surface
of the specimen is entirely clean and free from any form of contamination or
water droplets prior to the ice adhesion tests. As the same rubber tube may
be employed for several ice adhesion tests, over time the elasticity of the rub-
ber might be degraded resulting in leakage and improper seal of the applied
pressure. The movement of the plunger may also during certain conditions be-
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come restrained and slightly influence the outcome of the ice adhesion results.
Perhaps one of the most difficult factors that may influence the ice adhesion
results is to determine the instant at which the shear test procedure should
be commenced. Although the same criterion hice ≈ 3 mm, are to be utilized
for all the specimens, this thickness may only be estimated by the naked eye,
in which instances where hice 6= 3 mm may occur.
6.3 Conclusions
The utilized shear test units have provided consistent data upon exposing the
set of specimen S1 − S10 to impact icing at a uniform liquid water concentra-
tion level. The ice accretion on the samples has therefore been natural and
the effects of temperature and surface roughness have been evaluated in this
study. The ice adhesion tests suggest that the pristine surfaces in general
exhibit lower ice adhesion strength in comparison to the eroded specimens.
The effect of erosion and wear is hence once again highlighted as a crucial el-
ement when discussing new advanced materials. Upon comparison of pristine
samples with carbon nanotube reinforced samples the performance in terms
of ice shear strength has nominally been similar. At a lower temperature for
the S1 however, a decrease in ice adhesion strength is observed for the pristine
sample, while the eroded samples remain unaffected by the lower temperature.
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Chapter 7
Conclusions
The implementation of carbon nanotubes and search for icephobic coatings in
aerospace sciences is indeed a driving mechanism in search of advanced ma-
terials which can endure prolonged flight conditions and exposure to different
wear mechanisms. The findings of this study highlight the crucial role of wear
in terms of erosion on the performance of advanced aerospace materials rein-
forced with carbon nanotubes. One of the most fundamental elements of this
study has been the characterization of the materials, in terms of uniformity.
The performed density and microhardness results indicate that the materials
reinforced with carbon nanotubes show evidence of non-uniformity which can
be attributed to the dispersion of carbon nanotubes within the resins and
manufacturing defects resulting in surface flaws.
The largest scatter of hardness values was found on the S1 (LY564) specimen
which can be attributed to its visible surface flaws and asperities. The lowest
scatter of Vickers hardness value was found on the S6 (32−A005−CANBIO1−07).
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These variations should be considered when examining the different perfor-
mance characteristics of the materials. In order to mimic the effect of wear
and weathering, the materials were examined in two different states; pristine
and eroded. This approach has hence provided the pristine state of the ma-
terial to serve as a baseline for comparison between the two different states.
The role of carbon nanotubes for the reinforced substrates S2 (LY564 +0.5%
MWCNT), S4 (32−A005−CANBIO1−06) and S6 (32−A005−CANBIO1−07) is
that all of these materials demonstrate higher acoustic impedance values in
comparison to the same matrix resins without the reinforcement.
In particular three different phenomena analogous to possible events during a
flight scenario have been executed in order to characterize the materials in a
ranking system. These events that might arise are a consequence of hydrom-
eteors dynamically wetting or splashing on the surfaces of an aircraft upon
the vehicle traversing a cloud system. The three considered empirical investi-
gations has therefore been static and dynamic wetting, liquid erosion and ice
adhesion.
Exposure to liquid erosion, in this study has established the damage threshold
velocities of the candidate materials. The performance of all specimens, in-
cluding those reinforced with carbon nanotubes have during these tests been
nominally similar with v
D̂
∼= 130± 20 m · s−1. Hence, carbon nanotubes at a
weight percent of 0.5 utilized as reinforcement for the resins did not explicitly
contribute to a lower or higher damage threshold velocity. The established
damage threshold velocities of the considered materials limit their implemen-
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tation in aeronautics to the flight speeds of Unmanned Air Vehicles, less than
Mach 0.4.
The phenomena of wetting in a static and dynamic sense has been examined
thoroughly for these materials upon employment of contact angle measure-
ments and exposure of the materials to a barrage of droplets in a droplet
tunnel with a gentle contraction in order to simulate a plausible dynamic wet-
ting of the specimens. One of the greatest challenges of this study has been to
describe the qualitative wetting observations of the materials quantitatively,
without any pre-assumptions regarding the surface character, material and
extent of hydrophobicity or hydrophilicity. For this purpose a new method-
ology, the Dynamic and Static Wettability Scheme for Advanced Materials
(DSWSAM) has been developed that makes use of different modules and em-
pirical results in order to describe idealized representations of the wetting
nature of the different surfaces. The developed methodology is based on a
defined category classification of the fluid structures and actualized upon em-
ploying a set of unique modules developed in Matlab®. DSWSAM further
enables other fluid categories to be implemented into the methodology and
can further be tailored to target a special parameter space based on new aux-
iliary modules.
The implementation of the DSWSAM methodology has established a frame-
work for the analysis of a large population of empirical images, which in this
study has been 16,000. The developed Liquid Water Concentration Mod-
ule (LWCM) and the Corona Measurement Splashing Tool (CMST) further
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provide a consistent and unbiased analysis of the empirical data set for each
experiment. In light of the findings of the DSWSAM methodology it can be
established that erosion on the specimens in large contributes to a distinct
change of the hydrophobic nature of the specimens. The reinforced specimens
with carbon nanotubes all develop partial or continuous water films in the
aftermath of erosion and other substrate materials without carbon nanotube
reinforcement exhibit similar behavior upon erosion. The numerical scheme
hence is able to capture this phenomenon that was observed qualitatively,
by mere observation. This finding highlights an important aspect of the dis-
cussion of implementation of hydrophobic material in aerospace applications.
Due to the relative high speeds at which most commercial airliners operate and
the unavoidable encounters with weathering effects arising as a consequence of
extended flight operations of the commercial fleet, the direct implementation
of hydrophobic materials and their performance thereof will significantly de-
pend upon the surface character. Hence, a pristine hydrophobic material may
after a period of time exhibit a hydrophilic character under the assumptions
that a similar dispersion process and weight percentage of carbon nanotube
has been utilized. The change of surface character from a hydrophobic to a
hydrophilic, is further highlighted by the larger base width of the coronas and
two-dimensional areas of the corona structures that arise upon splashing on
eroded surfaces.
The ice adhesion results accentuate the important role of surface character
of the ice adhesion strength of the materials. This observation is further of
immense importance as the ice accretion on the test materials ensues from im-
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pact ice, with liquid water content levels similar to those experienced during
flight conditions. The results largely infer that the ice adhesion strength of
the eroded materials is higher than on the pristine samples at T = −5◦C and
that this trend also holds for a lower temperature of T = −10◦C.
It has also been shown that the employment of a multi-layered material com-
bination can reduce the stresses on the surface of the outermost material,
following a liquid impact. Conclusively, a multi-disciplinary approach has
been undertaken into understanding the behavior of advanced materials rein-
forced with carbon nanotubes for implementation in aeronautics. This work
has highlighted the role of surface effects on the ensuing wetting character, ice
adhesion and material failure. The findings of this study should be considered
within the applied weight percentage of carbon nanotube implementation and
dispersion process, as higher weight percentage values, may alter the behavior
of the materials considerably.
Based on the empirical and analytical assessment of the materials within the
framework of this project a platform can be suggested on which the afore-
mentioned materials may be utilized. One of the most crucial aspects on
implementing the materials onto an aircraft has been determined by the dam-
age threshold velocity (DTV) of each respective material. For a successful
implementation of a material on the various surfaces of an aircraft the DTV
has to be considerably higher than the maximum flight speed or cruise speed of
the aircraft. In this context, it can be readily determined that the highest en-
countered DTV for a 2 mm droplet corresponds to a Mach number, M ≈ 0.4.
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A glance upon applicable cruise speeds for aircraft yields that this value is well
below the cruise speeds of commercial airliners with M ∼= 0.8, but well within
the utilized cruise speeds of Unmanned Air Vehicles and micro air vehicles.
For this purpose it is suggested that the platform on which these materials
will be of most use is an unmanned air vehicle without an ice protection sys-
tem. An example of one such aircraft is the conceptual Generic Unmanned
Air Vehicle (GUAV) proposed by Gohardani and Gohardani (2012).
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Chapter 8
Future work
The present study has established a framework for evaluation of empirical ero-
sion results based on a mathematical formulation dependent on experimental
parameters and employed a simplified 1−D analytical stress model consist-
ing of a substrate/coating and a substrate/compliant layer and cladding. In
particular, several aspects of this study may be subjected to an extended
evaluation. One of the challenges as identified by the literature (Gohardani,
2011) that may contribute to further understanding of erosion of polymeric
matrix composites reinforced with carbon nanotubes, is the level of erosion
modeling that has to be exercised. Due to the different length scales involved,
microscopic, mesoscopic and macroscopic approaches of the modeling process
are possible. The challenge in this context would be to interlink these length
scales such that the relevant erosion information is retrieved. A necessity for
computational modeling of the erosion process is access to a large number of
known material properties for the resins with the carbon nanotube reinforce-
ment.
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The other aspect of improvement related to the erosion process, is extension
of the presented 1−D model to multi-layered materials and implementation
of the carbon contributions within the analytical model.
In terms of dynamic wettability, the developed DSWSAM methodology can
further be enhanced to an automated system, which determines the fluid struc-
ture categories without any user input. Incorporation of other fluid structure
categories besides those mentioned in this study may further provide auxiliary
information about the wetting characteristics of the considered surface.
For the ice adhesion strength tests, a more accurate method of estimating
the accreted thickness of the ice can be considered, in order to minimize dif-
ferences in test conditions, upon comparison of the test results.
Conclusively, characterization of the nature of future materials, in particular
related to carbon nanotube dispersion and microstructure is of vital impor-
tance for a better insight into the understanding of the ice accretion, wetta-
bility and ice adhesion phenomena.
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Appendix A
Density measurements
For each specimen the length L, width W and height H, were measured five
times for statistical correctness. Upon completion of all measurements, the
following data points were determined: (L1, L2, . . . , L5), (W1,W2, . . . ,W5),
(H1, H2, . . . , H5) and (m1,m2, . . . ,m5). Based on these, the overall mean value
of the each dimension were estimated as shown in Tables A.1−A.8.
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S1 (LY564)
Specimen Subarea, A1
No. L (mm) W (mm) H (mm) V (mm3) m (g) ρ (g · cm−3)
1 24.39 15.73 1.744 669.09 0.71 1.0611
2 24.39 15.66 1.712 653.89 0.71 1.0858
3 24.43 15.70 1.735 665.46 0.71 1.0669
4 24.39 15.69 1.719 657.83 0.71 1.0793
5 24.39 15.69 1.724 659.74 0.71 1.0762
L¯ = 24.40 W¯ = 15.69 H¯ = 1.727 V¯ = 661.2 m¯ = 0.71 ρ¯ = 1.0738
Specimen Subarea, A2
No. L (mm) W (mm) H (mm) V (mm3) m (g) ρ (g · cm−3)
1 44.08 15.71 1.752 1213.3 1.29 1.0633
2 44.07 15.73 1.736 1203.4 1.28 1.0636
3 44.07 15.69 1.724 1192.1 1.28 1.0738
4 44.08 15.70 1.752 1212.5 1.29 1.0639
5 44.09 15.76 1.743 1211.1 1.28 1.0569
L¯ = 44.08 W¯ = 15.72 H¯ = 1.741 V¯ = 1206.5 m¯ = 1.28 ρ¯ = 1.0643
Specimen Subarea, A3
No. L (mm) W (mm) H (mm) V (mm3) m (g) ρ (g · cm−3)
1 70.15 55.56 1.512 5893.1 7.07 1.1997
2 70.11 55.95 1.608 6307.6 7.07 1.1209
3 70.16 55.56 1.623 6239.6 7.07 1.1175
4 70.12 55.93 1.591 6239.6 7.07 1.1331
5 70.17 55.58 1.637 6384.4 7.07 1.1058
L¯ = 70.14 W¯ = 55.72 H¯ = 1.594 V¯ = 6230.2 m¯ = 7.07 ρ¯ = 1.1345
Specimen Subarea, A4
No. L (mm) W (mm) H (mm) V (mm3) m (g) ρ (g · cm−3)
1 24.94 15.77 1.752 689.34 0.73 1.0590
2 24.44 15.91 1.752 681.25 0.73 1.0716
3 24.45 15.90 1.741 676.82 0.73 1.0786
4 24.44 15.71 1.752 672.68 0.73 1.0852
5 24.45 16.03 1.748 685.10 0.73 1.0655
L¯ = 24.55 W¯ = 15.86 H¯ = 1.749 V¯ = 681.06 m¯ = 0.73 ρ¯ = 1.0719
Specimen Subarea, A5
No. L (mm) W (mm) H (mm) V (mm3) m (g) ρ (g · cm−3)
1 44.08 15.95 1.723 1211.4 1.31 1.0814
2 44.06 16.00 1.735 1223.1 1.31 1.0710
3 44.05 16.07 1.747 1236.7 1.31 1.0593
4 44.01 16.03 1.726 1217.7 1.31 1.0758
5 44.05 16.06 1.720 1216.8 1.31 1.0766
L¯ = 44.05 W¯ = 16.02 H¯ = 1.730 V¯ = 1221.1 m¯ = 1.31 ρ¯ = 1.0728
Table A.1. Density measurements on S1 (LY564)
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S2 (LY564 + 0.5% MWCNT)
Specimen Subarea, A1
No. L (mm) W (mm) H (mm) V (mm3) m (g) ρ (g · cm−3)
1 24.94 15.81 3.687 1453.79 1.60 1.1006
2 24.94 15.76 3.784 1487.32 1.61 1.0825
3 24.94 15.78 3.939 1550.21 1.61 1.0386
4 24.94 15.79 3.887 1530.71 1.60 1.0453
5 24.94 15.78 3.853 1516.36 1.61 1.0618
L¯ = 24.94 W¯ = 15.78 H¯ = 3.830 V¯ = 1507.69 m¯ = 1.606 ρ¯ = 1.0652
Specimen Subarea, A2
No. L (mm) W (mm) H (mm) V (mm3) m (g) ρ (g · cm−3)
1 30.41 15.73 3.946 1887.57 2.01 1.06486
2 30.42 15.71 3.709 1772.52 2.00 1.12833
3 30.40 15.72 3.660 1749.07 2.00 1.14346
4 30.36 15.71 3.968 1892.56 2.01 1.06205
5 30.35 15.74 3.884 1855.42 2.01 1.08331
L¯ = 30.39 W¯ = 15.72 H¯ = 3.833 V¯ = 1831.45 m¯ = 2.01 ρ¯ = 1.0953
Specimen Subarea, A3
No. L (mm) W (mm) H (mm) V (mm3) m (g) ρ (g · cm−3)
1 56.71 55.25 3.946 12363.7 13.32 1.07735
2 56.70 55.31 3.794 11898.3 13.32 1.11949
3 56.72 55.28 3.701 11604.4 13.33 1.14870
4 56.71 55.31 3.881 12173.3 13.33 1.09502
5 56.71 55.25 3.980 12470.2 13.32 1.06814
L¯ = 56.71 W¯ = 55.28 H¯ = 3.860 V¯ = 12102.1 m¯ = 13.32 ρ¯ = 1.1010
Specimen Subarea, A4
No. L (mm) W (mm) H (mm) V (mm3) m (g) ρ (g · cm−3)
1 24.91 15.66 3.274 1277.16 1.42 1.11184
2 24.91 15.74 3.704 1452.28 1.42 0.97777
3 24.92 15.70 3.192 1248.85 1.42 1.13705
4 24.90 15.67 3.180 1240.78 1.42 1.14444
5 24.92 15.66 3.449 1345.96 1.42 1.05501
L¯ = 24.91 W¯ = 15.69 H¯ = 3.360 V¯ = 1312.91 m¯ = 1.42 ρ¯ = 1.0816
Specimen Subarea, A5
No. L (mm) W (mm) H (mm) V (mm3) m (g) ρ (g · cm−3)
1 30.25 15.63 4.103 1939.93 1.96 1.01035
2 30.26 15.64 3.894 1842.90 1.96 1.06354
3 30.25 15.69 3.887 1844.86 1.97 1.06783
4 30.26 15.63 3.989 1886.65 1.96 1.03888
5 30.27 15.64 4.011 1898.90 1.96 1.03218
L¯ = 30.26 W¯ = 15.65 H¯ = 3.977 V¯ = 1882.68 m¯ = 1.96 ρ¯ = 1.0421
Table A.2. Density measurements on S2 (LY564 +0.5% MWCNT)
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S7 (Araldite DBF)
Specimen Subarea, A1
No. L (mm) W (mm) H (mm) V (mm3) m (g) ρ (g · cm−3)
1 24.30 15.51 8.157 3074.3 3.86 1.2556
2 24.34 15.52 8.332 3147.5 3.86 1.2264
3 24.29 15.51 7.988 3009.3 3.86 1.2827
4 24.32 15.52 8.177 3086.4 3.85 1.2474
5 24.30 15.52 8.105 3056.7 3.87 1.2661
L¯ = 24.31 W¯ = 15.52 H¯ = 8.152 V¯ = 3074.8 m¯ = 3.86 ρ¯ = 1.2554
Specimen Subarea, A2
No. L (mm) W (mm) H (mm) V (mm3) m (g) ρ (g · cm−3)
1 24.85 15.48 7.901 3039.3 3.80 1.2503
2 24.87 15.48 7.937 3055.6 3.81 1.2469
3 24.86 15.5 7.841 3021.4 3.81 1.2610
4 24.87 15.48 8.741 3365.2 3.81 1.1322
5 24.95 15.49 7.806 3016.8 3.81 1.2629
L¯ = 24.88 W¯ = 15.49 H¯ = 8.045 V¯ = 3099.7 m¯ = 3.808 ρ¯ = 1.2285
Specimen Subarea, A3
No. L (mm) W (mm) H (mm) V (mm3) m (g) ρ (g · cm−3)
1 50.72 35.97 7.496 13675.7 17.89 1.3082
2 50.68 35.83 7.712 14003.9 17.89 1.2775
3 50.77 35.84 8.353 15199.1 17.89 1.1770
4 50.69 35.88 8.038 14619.2 17.89 1.2237
5 50.77 35.84 7.754 14109.2 17.89 1.2680
L¯ = 50.73 W¯ = 35.87 H¯ = 7.871 V¯ = 14321.7 m¯ = 17.89 ρ¯ = 1.2492
Specimen Subarea, A4
No. L (mm) W (mm) H (mm) V (mm3) m (g) ρ (g · cm−3)
1 24.76 15.52 8.473 3256.0 3.96 1.2162
2 24.77 15.52 8.187 3147.3 3.96 1.2582
3 24.76 15.53 8.467 3255.8 3.97 1.2194
4 24.80 15.53 8.247 3176.3 3.96 1.2467
5 24.75 15.52 8.313 3193.2 3.97 1.2433
L¯ = 24.77 W¯ = 15.52 H¯ = 8.33 V¯ = 3205.7 m¯ = 3.96 ρ¯ = 1.2365
Specimen Subarea, A5
No. L (mm) W (mm) H (mm) V (mm3) m (g) ρ (g · cm−3)
1 24.33 15.53 8.473 3201.1 4.04 1.2162
2 24.34 15.52 9.121 3445.5 4.04 1.1725
3 24.37 15.54 8.477 3210.3 4.04 1.2584
4 24.33 15.53 8.577 3240.8 4.04 1.2466
5 24.33 15.53 8.522 3220.0 4.04 1.2547
L¯ = 24.34 W¯ = 15.53 H¯ = 8.63 V¯ = 3263.6 m¯ = 4.04 ρ¯ = 1.2547
Table A.3. Density measurements on S7 (Araldite DBF)
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S3 ( 32−MINAS1−06)
Specimen Subarea, A1
No. L (mm) W (mm) H (mm) V (mm3) m (g) ρ (g · cm−3)
1 22.16 15.64 5.406 1873.6 2.33 1.24358
2 22.16 15.66 5.221 1811.8 2.34 1.29152
3 22.13 15.65 5.413 1874.7 2.33 1.24286
4 22.10 15.66 5.484 1897.9 2.33 1.22765
5 22.16 15.58 5.382 1858.2 2.33 1.25393
L¯ = 22.14 W¯ = 15.64 H¯ = 5.381 V¯ = 1863.3 m¯ = 1.2516 ρ¯ = 1.2365
Specimen Subarea, A2
No. L (mm) W (mm) H (mm) V (mm3) m (g) ρ (g · cm−3)
1 22.11 15.60 5.201 1793.9 2.24 1.24867
2 22.10 15.60 5.204 1794.1 2.24 1.24852
3 22.10 15.63 5.356 1850.1 2.23 1.20535
4 22.12 15.48 5.076 1738.1 2.24 1.28875
5 22.12 15.66 5.260 1822.1 2.24 1.22938
L¯ = 22.11 W¯ = 15.59 H¯ = 3.662 V¯ = 1799.6 m¯ = 2.24 ρ¯ = 1.24364
Specimen Subarea, A3
No. L (mm) W (mm) H (mm) V (mm3) m (g) ρ (g · cm−3)
1 49.54 22.20 5.722 6293.0 7.88 1.25219
2 49.56 22.19 5.511 6060.7 7.87 1.29854
3 49.55 22.21 5.514 6068.2 7.87 1.29693
4 49.55 22.16 5.774 6340.0 7.87 1.24132
5 49.77 22.22 5.640 6237.2 7.87 1.26178
L¯ = 49.594 W¯ = 56.58 H¯ = 4.920 V¯ = 6199.9 m¯ = 7.87 ρ¯ = 1.2697
Specimen Subarea, A4
No. L (mm) W (mm) H (mm) V (mm3) m (g) ρ (g · cm−3)
1 22.41 15.53 5.971 2078.1 2.54 1.22229
2 22.30 15.52 5.940 2055.8 2.57 1.25012
3 22.42 15.49 5.784 2008.7 2.56 1.27446
4 22.25 15.51 6.005 2072.3 2.56 1.23534
5 22.31 15.50 5.935 2052.4 2.56 1.24735
L¯ = 22.34 W¯ = 15.51 H¯ = 5.927 V¯ = 2053.5 m¯ = 2.56 ρ¯ = 1.2457
Table A.4. Density measurements on S3 (32−MINAS1−06)
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S5 ( 32−MINAS1−07)
Specimen Subarea, A1
No. L (mm) W (mm) H (mm) V (mm3) m (g) ρ (g · cm−3)
1 24.92 15.50 3.303 1275.8 1.63 1.27761
2 24.92 15.60 3.267 1270.1 1.62 1.27554
3 24.92 15.49 3.057 1180.0 1.62 1.37284
4 24.92 15.56 4.153 1610.4 1.62 1.00599
5 24.92 15.51 3.187 1231.8 1.63 1.32326
L¯ = 24.92 W¯ = 15.53 H¯ = 3.393 V¯ = 1995.0 m¯ = 1.62 ρ¯ = 1.2365
Specimen Subarea, A2
No. L (mm) W (mm) H (mm) V (mm3) m (g) ρ (g · cm−3)
1 30.36 15.43 3.535 1656.0 2.14 1.29228
2 30.35 15.44 4.372 2048.7 2.13 1.03967
3 30.30 15.41 3.606 1683.7 2.14 1.27099
4 30.30 15.44 3.451 1614.5 2.14 1.32550
5 30.31 15.42 3.346 1563.9 2.14 1.36841
L¯ = 30.32 W¯ = 15.43 H¯ = 3.662 V¯ = 1713.2 m¯ = 2.14 ρ¯ = 1.2479
Specimen Subarea, A3
No. L (mm) W (mm) H (mm) V (mm3) m (g) ρ (g · cm−3)
1 90.51 56.48 4.877 24931.2 31.53 1.26468
2 90.76 56.62 3.685 18936.6 31.53 1.66503
3 90.55 56.60 4.311 22094.4 31.52 1.42660
4 90.64 56.58 5.835 29924.3 31.52 1.05333
5 90.53 56.62 5.892 30201.3 31.52 1.04366
L¯ = 90.60 W¯ = 56.58 H¯ = 4.920 V¯ = 25220.1 m¯ = 31.52 ρ¯ = 1.2500
Specimen Subarea, A4
No. L (mm) W (mm) H (mm) V (mm3) m (g) ρ (g · cm−3)
1 24.81 15.40 6.445 2462.47 3.01 1.22235
2 24.71 15.60 6.394 2464.73 3.00 1.21717
3 24.73 15.34 6.517 2472.28 3.01 1.21750
4 24.71 15.33 6.512 2466.77 3.01 1.22022
5 24.72 15.49 6.472 2478.21 3.01 1.21459
L¯ = 24.74 W¯ = 15.43 H¯ = 6.468 V¯ = 2099.2 m¯ = 3.01 ρ¯ = 1.21831
Specimen Subarea, A5
No. L (mm) W (mm) H (mm) V (mm3) m (g) ρ (g · cm−3)
1 30.26 15.37 6.158 2864.06 3.62 1.26394
2 30.32 15.43 6.239 2918.84 3.62 1.24022
3 30.35 15.35 6.390 2976.93 3.63 1.21938
4 30.39 15.40 6.145 2875.90 3.63 1.26221
5 30.36 15.47 6.262 2941.07 3.63 1.23425
L¯ = 30.34 W¯ = 15.40 H¯ = 6.239 V¯ = 2915.36 m¯ = 3.63 ρ¯ = 1.24376
Table A.5. Density measurements on S5 (32−MINAS1−07)
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S4 ( 32−A05−CANBIO1−06)
Specimen Subarea, A1
No. L (mm) W (mm) H (mm) V (mm3) m (g) ρ (g · cm−3)
1 22.27 15.57 6.326 2193.5 2.77 1.26282
2 22.25 15.56 6.328 2190.8 2.76 1.25980
3 22.25 15.57 6.257 2167.6 2.76 1.27328
4 22.25 15.38 6.336 2168.2 2.76 1.27294
5 22.25 15.57 6.312 2186.7 2.76 1.26219
L¯ = 22.25 W¯ = 15.53 H¯ = 6.312 V¯ = 2181.4 m¯ = 2.76 ρ¯ = 1.2662
Specimen Subarea, A2
No. L (mm) W (mm) H (mm) V (mm3) m (g) ρ (g · cm−3)
1 22.27 15.41 6.219 2134.2 2.69 1.26040
2 22.28 15.55 6.154 2132.1 2.70 1.26637
3 22.27 15.52 6.129 2118.4 2.70 1.27457
4 22.28 15.57 6.208 2153.6 2.69 1.24910
5 22.25 15.57 6.185 2142.7 2.70 1.26010
L¯ = 22.27 W¯ = 15.52 H¯ = 6.179 V¯ = 2136.2 m¯ = 2.70 ρ¯ = 1.2621
Specimen Subarea, A3
No. L (mm) W (mm) H (mm) V (mm3) m (g) ρ (g · cm−3)
1 49.52 22.21 6.136 6748.6 8.63 1.27878
2 49.50 22.19 6.320 6941.9 8.63 1.24317
3 49.51 22.23 6.221 6846.9 8.63 1.26043
4 49.50 22.20 6.297 6919.8 8.63 1.24715
5 49.51 22.25 6.048 6662.5 8.63 1.29532
L¯ = 49.594 W¯ = 22.22 H¯ = 6.204 V¯ = 6824.0 m¯ = 8.63 ρ¯ = 1.2647
Specimen Subarea, A4
No. L (mm) W (mm) H (mm) V (mm3) m (g) ρ (g · cm−3)
1 22.18 15.59 5.862 2027.0 2.55 1.25802
2 22.19 15.61 6.005 2080.1 2.55 1.22593
3 22.18 15.61 5.812 2012.3 2.56 1.27218
4 22.19 15.63 5.958 2066.4 2.55 1.23402
5 22.22 15.62 5.928 2057.5 2.56 1.24425
L¯ = 22.19 W¯ = 15.61 H¯ = 5.913 V¯ = 2048.6 m¯ = 2.55 ρ¯ = 1.24670
Table A.6. Density measurements on S4 (32−A05−CANBIO1−06)
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S6 ( 32−A05−CANBIO1−07)
Specimen Subarea, A1
No. L (mm) W (mm) H (mm) V (mm3) m (g) ρ (g · cm−3)
1 24.89 15.54 5.165 1997.8 2.56 1.2814
2 24.90 15.61 5.125 1992.0 2.54 1.2751
3 24.89 15.58 5.182 2009.5 2.54 1.2640
4 24.89 15.63 5.108 1987.5 2.55 1.2832
5 24.90 15.55 5.136 1988.6 2.54 1.2773
L¯ = 24.89 W¯ = 15.58 H¯ = 5.143 V¯ = 1995.0 m¯ = 2.55 ρ¯ = 1.2762
Specimen Subarea, A2
No. L (mm) W (mm) H (mm) V (mm3) m (g) ρ (g · cm−3)
1 30.61 15.58 5.059 2412.7 3.03 1.2559
2 30.63 15.54 4.981 2370.9 3.03 1.2780
3 30.57 15.57 4.889 2327.0 3.02 1.2978
4 30.58 15.58 5.072 2416.5 3.03 1.2539
5 30.64 15.55 5.036 2399.4 3.03 1.2628
L¯ = 30.61 W¯ = 15.56 H¯ = 5.007 V¯ = 2385.3 m¯ = 3.03 ρ¯ = 1.2695
Specimen Subarea, A3
No. L (mm) W (mm) H (mm) V (mm3) m (g) ρ (g · cm−3)
1 85.17 56.86 5.401 26155.8 33.34 1.2747
2 85.17 56.87 5.097 24687.9 33.34 1.3505
3 85.17 56.89 5.181 25103.6 33.34 1.3281
4 85.18 56.88 5.261 25489.8 33.34 1.3080
5 85.19 56.86 5.321 25774.4 33.34 1.2935
L¯ = 85.18 W¯ = 56.87 H¯ = 5.252 V¯ = 25442.3 m¯ = 33.34 ρ¯ = 1.3104
Specimen Subarea, A4
No. L (mm) W (mm) H (mm) V (mm3) m (g) ρ (g · cm−3)
1 24.93 15.68 5.351 2091.7 2.65 1.2669
2 24.95 15.65 5.417 2115.2 2.65 1.2529
3 24.94 15.68 5.275 2062.8 2.64 1.2798
4 24.91 15.66 5.435 2120.1 2.64 1.2452
5 24.91 15.62 5.412 2105.8 2.65 1.2584
L¯ = 24.93 W¯ = 15.57 H¯ = 5.378 V¯ = 2099.2 m¯ = 2.646 ρ¯ = 1.2605
Specimen Subarea, A5
No. L (mm) W (mm) H (mm) V (mm3) m (g) ρ (g · cm−3)
1 30.58 15.65 5.417 2592.5 3.34 1.2884
2 30.58 15.62 5.452 2604.2 3.33 1.2787
3 30.59 15.54 5.432 2597.2 3.33 1.2822
4 30.59 15.53 5.476 2621.5 3.33 1.2702
5 30.59 15.53 5.432 2602.1 3.34 1.2836
L¯ = 30.59 W¯ = 15.64 H¯ = 5.442 V¯ = 2603.5 m¯ = 3.33 ρ¯ = 1.2806
Table A.7. Density measurements on S6 (32−A05−CANBIO1−07)
.
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S8 (SW404 + XB5173)
Specimen Subarea, A1
No. L (mm) W (mm) H (mm) V (mm3) m (g) ρ (g · cm−3)
1 25.12 15.03 4.323 1632.2 2.98 1.8258
2 25.12 15.03 4.299 1623.1 2.98 1.8360
3 25.12 15.06 4.320 1634.3 2.98 1.8234
4 25.12 15.03 4.337 1637.5 2.98 1.8199
5 25.12 15.03 4.314 1628.8 2.98 1.8296
L¯ = 25.12 W¯ = 15.04 H¯ = 4.319 V¯ = 1631.2 m¯ = 2.98 ρ¯ = 1.8296
Specimen Subarea, A2
No. L (mm) W (mm) H (mm) V (mm3) m (g) ρ (g · cm−3)
1 25.12 15.53 4.346 1695.4 3.08 1.8166
2 25.12 15.54 4.337 1693.0 3.09 1.8252
3 25.13 15.53 4.354 1699.2 3.09 1.8185
4 25.12 15.53 4.362 1701.7 3.09 1.8159
5 25.13 15.53 4.378 1708.6 3.08 1.8027
L¯ = 25.12 W¯ = 15.53 H¯ = 4.355 V¯ = 1699.6 m¯ = 3.09 ρ¯ = 1.8157
Specimen Subarea, A3
No. L (mm) W (mm) H (mm) V (mm3) m (g) ρ (g · cm−3)
1 47.41 31.56 4.367 6534.2 11.34 1.7355
2 46.64 31.60 4.382 6458.3 11.34 1.7559
3 46.80 31.57 4.382 6537.8 11.34 1.7345
4 47.41 31.73 4.440 6679.2 11.35 1.6993
5 46.94 31.63 4.410 6547.6 11.36 1.7350
L¯ = 47.04 W¯ = 31.62 H¯ = 4.405 V¯ = 6551.3 m¯ = 11.35 ρ¯ = 1.7319
Specimen Subarea, A4
No. L (mm) W (mm) H (mm) V (mm3) m (g) ρ (g · cm−3)
1 80.06 10.10 4.381 3542.5 6.45 1.8208
2 80.05 10.12 4.376 3545.0 6.45 1.8195
3 80.04 10.10 4.344 3511.7 6.45 1.8367
4 80.05 10.12 4.325 3503.7 6.45 1.8409
5 80.09 10.10 4.297 3475.9 6.45 1.8556
L¯ = 80.06 W¯ = 10.11 H¯ = 4.345 V¯ = 3515.8 m¯ = 6.45 ρ¯ = 1.8346
Specimen Subarea, A5
No. L (mm) W (mm) H (mm) V (mm3) m (g) ρ (g · cm−3)
1 80.07 10.10 4.412 3568.0 6.47 1.8133
2 80.06 10.12 4.401 3565.7 6.47 1.8145
3 80.06 10.10 4.371 3534.4 6.48 1.8334
4 80.05 10.11 4.357 3526.1 6.47 1.8349
5 80.06 10.1 4.316 3489.9 6.46 1.8510
L¯ = 80.06 W¯ = 10.11 H¯ = 4.371 V¯ = 3536.8 m¯ = 6.47 ρ¯ = 1.8293
Table A.8. Density measurements on S8 (SW404 + XB5173)
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Appendix B
Impact site coordinates
The following pages show the impact site locations, speeds and number of
impacts, as well as the result from the impacts. The impact site locations are
given by (x, y) [mm,mm], the speed of MIJA, (vMIJA) [m/s] and the equivalent
speed of a 2 mm droplet (v
D̂
) [m/s]. Damage is indicated by (†) and no damage
by (−). Further, the following notations have been utilized for incipient (⊕),
gross crack (⊗) and punctured through hole ().
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S1(LY564)
(xi, yi) [mm,mm] vMIJA [m/s] vD̂ [m/s] Ni Damage Notation
(10, 08) 108 166 1 −
(50, 08) 342 428 1 −
(50, 18) 342 428 8 † ⊗
(10, 18) 108 166 10 −
(10, 28) 108 166 100 − ⊕
(10, 38) 108 166 300 †
(30, 08) 216 300 1 −
(30, 18) 216 300 10 −
(60, 08) 396 476 1 −
(60, 18) 396 476 1 † ⊗
(20, 08) 164 238 1 −
(20, 18) 164 238 10 −
(20, 28) 164 238 100 †
(40, 08) 278 366 1 −
(40, 18) 278 366 10 †
(50, 28) 342 428 3 † ⊗
(40, 28) 278 366 3 −
(60, 28) 396 476 2 −
(30, 28) 216 300 30 †
(20, 38) 164 238 30 −
(10, 48) 61 99 100 −
(20, 48) 61 99 300 −
(10, 08) 408 486 1 †
(15, 48) 400 479 3 †
(15, 43) 375 458 1 −
(25, 43) 375 458 1 −
(35, 43) 375 458 2 −
(15, 38) 340 426 2 −
(25, 38) 340 426 5 −
(15, 33) 310 398 1 −
(25, 33) 310 398 2 −
(35, 33) 310 398 3 −
(45, 33) 310 398 5 −
(55, 33) 310 398 10 † ⊕
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S1 (LY564)
(xi, yi) [mm,mm] vMIJA [m/s] vD̂ [m/s] Ni Damage Notation
(15, 28) 280 368 2 −
(25, 28) 280 368 5 −
(35, 28) 280 368 20 †
(15, 23) 250 337 1 −
(25, 23) 250 337 2 −
(35, 23) 250 337 3 −
(45, 23) 250 337 5 −
(55, 23) 250 337 10 †
(65, 23) 250 337 20 †
(05, 23) 250 337 30 † 
(15, 18) 200 281 3 −
(25, 18) 200 281 5 −
(35, 18) 200 281 20 −
(45, 18) 200 281 50 †
(15, 13) 160 233 20 −
(25, 13) 160 233 50 †
(15, 08) 108 166 20 −
(25, 08) 108 166 30 −
(35, 08) 108 166 50 †
Table B.1. Impact site locations (x, y), speed of MIJA (vMIJA), equivalent
speed of a 2 mm droplet (vDˆ). Damage is indicated by (†) and no damage by
(−). For the notation part: Incipient is denoted by (⊕), gross crack by (⊗)
and punctured through hole by ().
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S2 (LY564 + 0.5% MWCNT)
(xi, yi) [mm,mm] vMIJA [m/s] vD̂ [m/s] Ni Damage Notation
(08, 08) 108 166 1 −
(08, 18) 108 166 10 −
(08, 28) 108 166 100 †
(08, 38) 108 166 300 †
(18, 08) 176 253 1 −
(18, 18) 176 253 10 −
(18, 28) 176 253 30 †
(18, 38) 176 253 100 †
(28, 08) 251 338 1 −
(28, 18) 251 338 5 −
(28, 28) 251 338 10 − ⊕
(28, 38) 251 338 30 †
(38, 08) 323 410 1 −
(38, 18) 323 410 2 −
(38, 28) 323 410 5 −
(38, 38) 323 410 10 †
(48, 08) 408 486 1 †
(48, 18) 408 486 2 †
(48, 28) 408 486 3 †
(48, 38) 408 486 5 †
(13, 23) 350 435 5 †
(13, 18) 350 435 3 −
(13, 13) 350 435 2 −
(13, 08) 350 435 1 −
(33, 23) 370 453 5 †
(33, 13) 370 453 2 †
(33, 08) 370 453 1 −
(23, 23) 360 444 5 †
(23, 18) 360 444 3 †
(23, 13) 360 444 2 −
(23, 08) 360 444 1 −
(43, 23) 380 462 5 †
(43, 18) 380 462 3 †
(43, 13) 380 462 2 †
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S2 (LY564 + 0.5% MWCNT)
(xi, yi) [mm,mm] vMIJA [m/s] vD̂ [m/s] Ni Damage Notation
(43, 08) 380 462 1 −
(13, 42) 390 471 5 †
(13, 38) 390 471 3 −
(13, 33) 390 471 2 −
(13, 28) 390 471 1 −
(23, 42) 400 479 5 †
(23, 38) 400 479 3 †
(23, 33) 400 479 2 †
(23, 28) 400 479 1 −
(08, 48) 108 166 30 −
(18, 48) 61 99 100 −
(28, 48) 61 99 300 −
(33, 28) 275 363 2 −
(33, 33) 275 363 3 †
(33, 38) 275 363 5 −
(33, 43) 275 363 10 †
(43, 28) 210 293 2 −
(43, 33) 210 293 3 −
(43, 38) 210 293 5 −
(43, 43) 210 293 10 †
(08, 48) 140 208 20 †
(13, 48) 140 208 30 †
(18, 48) 140 208 50 †
(23, 48) 140 208 100 †
(28, 48) 140 208 10 −
(33, 48) 175 252 20 † ⊕
(38, 48) 210 293 20 † ⊕
(43, 48) 210 293 5 † ⊕
Table B.2. Impact site locations (x, y), speed of MIJA (vMIJA), equivalent
speed of a 2 mm droplet (vDˆ). Damage is indicated by (†) and no damage by
(−). For the notation part: Incipient is denoted by (⊕), gross crack by (⊗)
and punctured through hole by ().
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S5 ( 32−MINAS1−07)
(xi, yi) [mm,mm] vMIJA [m/s] vD̂ [m/s] Ni Damage Notation
(20, 08) 108 166 1 −
(20, 18) 108 166 10 −
(20, 28) 108 166 100 † ⊕
(20, 38) 108 166 300 †
(60, 08) 296 384 1 −
(60, 18) 296 384 2 †
(60, 28) 296 384 5 †
(60, 38) 296 384 10 †
(30, 08) 150 221 1 −
(30, 18) 150 221 10 −
(30, 28) 150 221 20 †
(30, 38) 150 221 50 †
(30, 48) 150 221 100 †
(40, 08) 200 281 1 −
(40, 18) 200 281 2 − ⊕
(40, 38) 200 281 10 †
(40, 48) 200 281 20 †
(50, 08) 251 338 1 −
(50, 18) 251 338 2 −
(50, 28) 251 338 5 †
(50, 38) 251 338 10 †
(10, 08) 342 428 1 −
(10, 18) 342 428 1 −
(10, 28) 342 428 2 †
(10, 38) 342 428 2 †
(10, 48) 342 428 3 †
(15, 08) 408 486 3 †
(15, 18) 408 486 2 †
(15, 28) 408 486 2 †
(15, 38) 408 486 1 −
(15, 48) 408 486 1 −
(25, 08) 108 166 20 −
(25, 18) 108 166 50 †
(25, 28) 61 99 50 −
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S5 ( 32−MINAS1−07)
(xi, yi) [mm,mm] vMIJA [m/s] vD̂ [m/s] Ni Damage Notation
(25, 38) 61 99 100 −
(25, 48) 61 99 300 −
(35, 13) 350 435 1 −
(35, 18) 360 444 1 −
(25, 28) 370 453 1 −
(35, 38) 380 462 1 † ⊕
(35, 48) 390 471 1 −
(45, 13) 350 435 1 −
(45, 18) 360 444 1 −
(45, 28) 370 453 1 −
(45, 38) 380 462 1 † ⊕
(45, 48) 390 471 1 †
Table B.3. Impact site locations (x, y), speed of MIJA, (vMIJA), equivalent
speed of a 2 mm droplet (vDˆ). Damage is indicated by (†) and no damage by
(−). For the notation part: Incipient is denoted by (⊕), gross crack by (⊗)
and punctured through hole by ().
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S6 ( 32−A05−CANBIO1−07)
(xi, yi) [mm,mm] vMIJA [m/s] vD̂ [m/s] Ni Damage Notation
(10, 10) 61 99 50 −
(10, 15) 61 99 100 −
(10, 20) 61 99 300 −
(15, 10) 108 166 10 −
(15, 15) 108 166 20 −
(15, 20) 108 166 50 −
(15, 25) 108 166 100 †
(15, 30) 108 166 300 †
(20, 10) 150 221 10 − ⊕
(20, 15) 150 221 20 †
(20, 20) 150 221 50 †
(20, 25) 150 221 100 †
(20, 10) 200 281 1 −
(25, 15) 200 281 2 −
(25, 20) 200 281 5 −
(25, 25) 200 281 10 − ⊕
(25, 30) 200 281 20 †
(30, 10) 252 339 1 −
(30, 15) 252 339 2 −
(30, 20) 252 339 5 †
(30, 25) 252 339 10 †
(35, 10) 296 384 1 −
(20, 15) 296 384 2 −
(30, 20) 296 384 5 −
(30, 25) 296 384 10 †
(40, 10) 350 435 1 −
(40, 15) 350 435 2 − ⊕
(40, 20) 350 435 3 −
(40, 25) 350 435 5 †
(45, 10) 360 444 1 †
(45, 15) 360 444 2 −
(45, 20) 360 444 3 †
(45, 25) 360 444 5 †
(50, 10) 380 462 1 −
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S6 ( 32−A05−CANBIO1−07)
(xi, yi) [mm,mm] vMIJA [m/s] vD̂ [m/s] Ni Damage Notation
(50, 15) 380 462 2 †
(15, 20) 380 462 3 †
(15, 25) 380 462 5 †
(55, 10) 396 476 1 −
(55, 15) 396 476 2 †
(55, 20) 396 476 3 −
(60, 10) 396 476 1 −
(60, 15) 396 476 2 †
(60, 20) 396 476 3 †
(70, 15) 325 412 1 −
(70, 20) 325 412 2 −
(70, 25) 325 412 3 −
(70, 30) 325 412 5 †
(70, 35) 325 412 10 †
Table B.4. Impact site locations (x, y), speed of MIJA (vMIJA), equivalent
speed of a 2 mm droplet (vDˆ). Damage is indicated by (†) and no damage by
(−). For the notation part: Incipient is denoted by (⊕), gross crack by (⊗)
and punctured through hole by ().
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S8 (SW404+XB5173)
(xi, yi) [mm,mm] vMIJA [m/s] vD̂ [m/s] Ni Damage Notation
(05, 05) 296 384 1 −
(05, 10) 296 384 2 −
(05, 15) 296 384 3 −
(05, 20) 296 384 5 †
(05, 25) 296 384 10 †
(10, 05) 252 339 1 −
(10, 10) 252 339 2 −
(10, 15) 252 339 3 −
(10, 20) 252 339 5 −
(10, 25) 252 339 10 †
(15, 05) 350 435 1 −
(15, 10) 350 435 2 −
(15, 15) 350 435 3 †
(15, 20) 350 435 5 †
(15, 25) 350 435 10 †
(20, 05) 200 281 1 −
(20, 10) 200 281 5 −
(20, 15) 200 281 10 −
(20, 20) 200 281 20 †
(20, 25) 200 281 30 †
(25, 05) 61 99 50 −
(25, 10) 61 99 100 −
(25, 15) 61 99 300 − N/A
(25, 20) 108 166 10 − N/A
(25, 25) 108 166 20 − N/A
(30, 05) 108 166 50 −
(30, 10) 108 166 100 −
(30, 15) 108 166 300 − N/A
(30, 20) 150 221 10 −
(30, 25) 150 221 20 −
(35, 05) 150 221 50 −
(35, 10) 150 221 100 †
(35, 15) 108 166 300 †
(35, 20) 61 99 300 − ⊕
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S8 (SW404 + XB5173)
(xi, yi) [mm,mm] vMIJA [m/s] vD̂ [m/s] Ni Damage Notation
(35, 25) 375 458 1 −
(40, 05) 375 458 2 −
(40, 10) 375 458 3 †
(40, 15) 375 458 5 †
(40, 20) 408 486 2 †
(40, 25) 408 486 1 −
Table B.5. Impact site locations (x, y), speed of MIJA (vMIJA), equivalent
speed of a 2 mm droplet (vDˆ). Damage is indicated by (†) and no damage by
(−). For the notation part: Incipient is denoted by (⊕), gross crack by (⊗)
and punctured through hole by ().
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Appendix C
Specimen Subdivision
C.1 Large specimens
The subdivision scheme for large specimens areas is shown in Figure C.1 and
Table C.1.
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subdivided into 5 subareas, whilst smaller material specimens where L W
are divided into 4 subareas. The subdivision scheme for large specimens areas
is shown in Figure 5.2 and Table 5.3. The corresponding subdivision for the
smaller material specimens is shown in Figure 5.3 and Table 5.4.
A1 
A2 
A3 
A4 
A5 
Figure 5.2. The schematic subdivision of large material specimens.
j Lj Wj Aj
1 βL δW (βδ)LW
2 βL (1− δ)W β(1− δ)LW
3 (1− 2β)L W (1− 2β)LW
4 βL δW (βδ)LW
5 βL (1− δ)W β(1− δ)LW
Table 5.3. The subdivision of large experimental specimens in relation to
the scaling factors, β, δ ∈ [0, 1] and the length (→) and width direction (↑)
respectively. From the notations it is obvious that A1 = A4 and conversely
A2 = A5. Moreover, A3 > Aj where j = 1, 2, 4 and 5.
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Figure C.1. The schematic subdivision of large specimens.
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j Lj Wj Aj
1 βL δW (βδ)LW
2 βL (1− δ)W β(1− δ)LW
3 (1− 2β)L W (1− 2β)LW
4 βL δW (βδ)LW
5 βL (1− δ)W β(1− δ)LW
Table C.1. The subdivision of large experimental specimens in relation to
the scaling factors, β, δ ∈ [0, 1] and the length (→) and width direction (↑)
respectively. From the notations it is obvious that A1 = A4 and conversely
A2 = A5. Moreover, A3 > Aj where j = 1, 2, 4 and 5.
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C.2 Small specimens
The corresponding subdivision for small specimens is shown in Figure C.2 and
Table C.2.
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A1 A2 A3 A4 
Figure 5.3. The schematic subdivision of small material specimens.
j Lj Wj Aj
1 βL W (β)LW
2 βL W (β)LW
3 (1− 3β)L W (1− 3β)LW
4 βL W (β)LW
Table 5.4. The subdivision of small experimental specimens in relation to
the scaling factors, β ∈ [0, 1]. From the notations it is obvious that A1 = A4.
Further, A3 > Aj where j = 1, 2 and 4.
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Figure C.2. The schematic subdivision of small specimens.
j Lj Wj Aj
1 βL ( )LW
2 βL W (β)LW
3 (1− 3β)L W (1− 3β)LW
4 βL W (β)LW
Table C.2. The subdivision of small experimental specimens in relation to
the scaling factors, β ∈ [0, 1]. From the notations it is obvious that A1 = A4.
Further, A3 > Aj where j = 1, 2 and 4.
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Appendix D
Ranking
D.1 Density
Specimen name Density ranking
LY564 9
LY564 + 0.5% MWCNT 10
32−MINAS1−06 6
32−A05−CANBIO1−06 5
32−MINAS1−07 7
32−A05−CANBIO1−07 4
Araldite DBF 8
SW404 + XB5173 1
LAYSA−ICE01 3
SICOMP−NA−ICE1 2
Table D.1. The ranking of density ρ for the given specimens. The lowest
number refers to the highest density and the highest number refers to the
lowest density.
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D.2 Speed of sound
Specimen name Speed of sound ranking
LY564 10
LY564 + 0.5% MWCNT 9
32−MINAS1−06 2
32−A05−CANBIO1−06 1
32−MINAS1−07 4
32−A05−CANBIO1−07 3
Araldite DBF 7
SW404 + XB5173 5
LAYSA−ICE01 8
SICOMP−NA−ICE1 6
Table D.2. The ranking of speed of sound c in the given specimens. The
lowest number refers to the highest speed of sound and the highest number
refers to the lowest speed of sound.
D.3 Acoustic impedance
Specimen name Acoustic impedance ranking
LY564 10
LY564 + 0.5% MWCNT 9
32−MINAS1−06 6
32−A05−CANBIO1−06 4
32−MINAS1−07 7
32−A05−CANBIO1−07 5
Araldite DBF 8
SW404 + XB5173 1
LAYSA−ICE01 3
SICOMP−NA−ICE1 2
Table D.3. The ranking of acoustic impedance Z, for the given specimens.
The lowest number refers to the highest acoustic impedance value and the
highest number refers to the lowest acoustic impedance value.
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D.4 Vickers Hardness
Specimen name Vickers hardness ranking
LY564 6
LY564 + 0.5% MWCNT 8
32−MINAS1−06 3
32−A05−CANBIO1−06 2
32−MINAS1−07 4
32−A05−CANBIO1−07 5
Araldite DBF 7
SW404 + XB5173 1
Table D.4. The ranking of Vickers hardness HV , for the given specimens.
The lowest number refers to the highest Vickers hardness value and the highest
number refers to the lowest Vickers hardness value.
D.5 Damage Threshold Velocity
Specimen name DTV ranking
LY564 1
LY564 + 0.5% MWCNT 3
32−MINAS1−07 4
32−A05−CANBIO1−07 5
SW404 + XB5173 2
Table D.5. The ranking of Damage Threshold Velocity (DTV), for the given
specimens. The lowest number refers to the highest DTV and the highest
number refers to the lowest DTV value.
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D.6 Dynamic wettability
Specimen name Dynamic wetting ranking
LY564 7
LY564 + 0.5% MWCNT 5
32−A05−CANBIO1−06 2
32−MINAS1−06 3
32−A05−CANBIO1−07 8
32−MINAS1−07 4
Araldite DBF 6
SW404 + XB5173 1
Table D.6. The ranking of dynamic wetting for the given specimens. The
lowest number refers to a hydrophobic nature on the specimen and the highest
number refers to the hydrophilic nature on the specimen.
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Appendix E
Vickers Hardness Indenter
Error
The effect of an incorrect apex angle β 6= 136◦, can be investigated by consid-
ering a range of deviated apex angles of ∆β ∈ [0,−10◦] resulting in a range
of apex angles, β + ∆β. Utilizing the standard relationship for the Vickers
hardness value
HV =
2P sin
(
β
2
)
d2
(E.1)
where β = 136◦. The percentage error is easily estimated by defining
2P
d2
≡ 1 (E.2)
and estimating HV (β) in comparison to HV (β + ∆β). The percent error for
each deviation εi can then be written as
εi =
( |HV (β)−HV (β + ∆βi)|
|HV (β)|
)
· 100 (E.3)
where i ∈ [0, 10]. The deviation |∆β| and its corresponding percentage error
ε, are shown in Table E.1.
|∆β| 1◦ 2◦ 3◦ 4◦ 5◦ 6◦ 7◦ 8◦ 9◦ 10◦
ε 0.36% 0.72% 1.09% 1.47% 1.86% 2.25% 2.65% 3.06% 3.47% 3.90%
Table E.1. The deviation |∆β| and its corresponding percentage error ε.
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Appendix F
Bead representation
2bi
y
x(H,K)
2ai
The equation for an ellipse with the coordinates of the origin at (H,K) is
given by
(x−H)
a2i
+ (y −K)
2
b2i
= 1 (F.1)
From the given figure ai =
wi
2
bi = hi
(F.2)
Equations (F.1) and (F.2) and K = 0 yield that y(x) is given by
y(x) = hi(−4x
2 + 8xH − 4H2 + w2i )
1
2
wi
(F.3)
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In Equation (F.3) only y > 0, is considered. The horizontal shift for different
x−coordinates can further be described by
Hn(x) ≡

w1
2 , n = 1
w1 + w22 , n = 2
Hn−1 + wn−1 + wn , n > 2
(F.4)
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Appendix G
Stress Reduction on the
Substrate by Usage of A
Coating Layer
G.1 LY564 Substrate
Coating Name σ∗ [%] Coating Protection
S1 0.0 N/A
S2 0.09 Yes
S3 0.65 Yes
S4 0.68 Yes
S5 0.55 Yes
S6 0.68 Yes
S7 0.45 Yes
S8 1.70 Yes
S9 0.81 Yes
S10 1.06 Yes
Table G.1. Coating protection with different materials Sn for the S1 (LY564)
substrate. A negative reduction stress value σ∗ < 0, indicates an increase in
stress within the coating, which is unfavorable.
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G.2 LY564 + 0.5% MWCNT Substrate
Coating Name σ∗ [%] Coating Protection
S1 −0.09 No
S2 0.0 N/A
S3 0.53 Yes
S4 0.56 Yes
S5 0.43 Yes
S6 0.55 Yes
S7 0.33 Yes
S8 1.50 Yes
S9 0.66 Yes
S10 0.90 Yes
Table G.2. Coating protection with different materials Sn for S2 (LY564
+0.5% MWCNT) substrate. A negative reduction stress value σ∗ < 0, indi-
cates an increase in stress within the coating, which is unfavorable.
G.3 32−MINAS1−06 Substrate
Coating Name σ∗ [%] Coating Protection
S1 −0.45 No
S2 −0.38 No
S3 0.0 N/A
S4 0.03 Yes
S5 −0.08 No
S6 0.01 Yes
S7 −0.17 No
S8 0.69 Yes
S9 0.05 Yes
S10 0.23 Yes
Table G.3. Coating protection with different materials Sn for the S3
(32−MINAS1−06) substrate. A negative reduction stress value σ∗ < 0, in-
dicates an increase in stress within the coating, which is unfavorable.
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G.4 32−A05−CANBIO1−06 Substrate
Coating Name σ∗ [%] Coating Protection
S1 −0.47 No
S2 −0.40 No
S3 −0.03 No
S4 0.0 N/A
S5 −0.11 No
S6 −0.02 No
S7 −0.19 No
S8 0.65 Yes
S9 0.02 Yes
S10 0.20 Yes
Table G.4. Coating protection with different materials Sn for the S4
(32−A05−CANBIO1−06) substrate. A negative reduction stress value σ∗ < 0,
is indicative of an increase in stress within the coating, which is unfavorable.
G.5 32−MINAS1−07 Substrate
Coating Name σ∗ [%] Coating Protection
S1 −0.39 No
S2 −0.32 No
S3 0.09 Yes
S4 0.11 Yes
S5 0.0 N/A
S6 0.10 Yes
S7 −0.09 No
S8 0.82 Yes
S8 0.15 Yes
S8 0.35 Yes
Table G.5. Coating protection with different materials Sn for the S5
(32−MINAS1−07) substrate. A negative reduction stress value σ∗ < 0, in-
dicates an increase in stress within the coating, which is unfavorable.
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G.6 32−A05−CANBIO1−07 Substrate
Coating Name σ∗ [%] Coating Protection
S1 −0.46 No
S2 −0.39 No
S3 −0.01 No
S4 0.02 Yes
S5 −0.09 No
S6 0.0 N/A
S7 −0.18 No
S8 0.68 Yes
S9 0.04 Yes
S10 0.23 Yes
Table G.6. Coating protection with different materials Sn for the S6
(32−A05−CANBIO1−07) substrate. A negative reduction stress value σ∗ < 0,
indicates an increase in stress within the coating, which is unfavorable.
G.7 Araldite DBF Substrate
Coating Name σ∗ [%] Coating Protection
S1 −0.33 No
S2 −0.25 No
S3 0.18 Yes
S4 0.21 Yes
S5 0.09 Yes
S6 0.19 Yes
S7 0.0 N/A
S8 0.97 Yes
S9 0.26 Yes
S10 0.46 Yes
Table G.7. Coating protection with different materials Sn for the S7
(Araldite DBF) substrate. A negative reduction stress value σ∗ < 0, indi-
cates an increase in stress within the coating, which is unfavorable.
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G.8 SW404 + XB5173 Substrate
Coating Name σ∗ [%] Coating Protection
S1 −0.77 No
S2 −0.71 No
S3 −0.45 No
S4 −0.42 No
S5 −0.52 No
S6 −0.46 No
S7 −0.59 No
S8 0.0 N/A
S9 −0.47 No
S10 −0.33 No
Table G.8. Coating protection with different materials Sn for the S8 (SW404
+ XB5173) substrate. A negative reduction stress value σ∗ < 0, indicates an
increase in stress within the coating, which is unfavorable.
G.9 LAYSA−ICE01 Substrate
Coating Name σ∗ [%] Coating Protection
S1 −0.49 No
S2 −0.42 No
S3 −0.04 No
S4 −0.08 No
S5 −0.13 No
S6 −0.04 No
S7 −0.21 No
S8 0.62 Yes
S9 0.0 N/A
S10 0.18 Yes
Table G.9. Coating protection with different materials Sn for the S9
(LAYSA−ICE01) substrate. A negative reduction stress value σ∗ < 0, in-
dicates an increase in stress within the coating, which is unfavorable.
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G.10 SICOMP−NA−ICE1
Coating Name σ∗ [%] Coating Protection
S1 −0.58 No
S2 −0.52 No
S3 −0.19 No
S4 −0.16 No
S5 −0.26 No
S6 −0.19 No
S7 −0.34 No
S8 0.40 Yes
S9 −0.16 No
S10 0.0 N/A
Table G.10. Coating protection with different materials Sn for the S10
(SICOMP−NA−ICE1) substrate. A negative reduction stress value σ∗ < 0,
indicates an increase in stress within the coating, which is unfavorable.
266
Appendix H
Matlab Schemes
H.1 Vickers Hardness Topography
X = (x1 · · · xn)T
Y = (y1 · · · yn)T
Z = (z1 · · · zn)T
HV = (HV1 · · · HVn)T
Create a shaded surface
f(X,Y,Z,HV)
INPUTS
COMPUTATIONS
Create a contoured
surface f(X,Y,Z,HV)
Plot the shaded surface
f(X,Y,Z,HV)
OUTPUTS
Plot the contoured
surface f(X,Y,Z,HV)
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H.2 Coating Stress Computations
(Zl < Zc) and (Zc > Zs)
or
(Zl > Zc) and (Zc < Zs)
ρl, ρs, ρc = (ρc1 · · · ρcn)T
Cl, Cs, Cc = (Cc1 · · · Ccn)T
Cs, ρs
Zl, Zs, Zc = (Zc1 · · · Zcn)T
Ψsc = f(Zs, Zc)
Ψls = f(Zl, Zc)
INPUTS COMPUTATIONS I
CRITERIA
The coating provides
protection for
the substrate
(Zl < Zc) and (Zc < Zs)
or
(Zl > Zc) and (Zc > Zs)
The coating does not
provide protection for
the substrate
d ∈ [dmin, dmax]
ke = f(Ψsc,Ψlc)
γ = f(d, hc, Cc, Cl, Zc, Zl)
σh
σ∞ = f(Ψsc,Ψlc, γ)
γ ⇒ k
COMPUTATIONS II
OUTPUTS
For the i :th coating
k = f(d)
hc ≡ hconst.c
PLOT I PLOT II PLOT III
k = f(hc)
d ≡ D̂
σh
σ∞ = f(d)
hc ≡ hconst.c
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a b s t r a c t
High speed of aero vehicles including commercial and military aircraft, missiles, unmanned air vehicles,
as well as conceptual aircraft of the future are imposing larger restrictions on the materials of these
vehicles and highlight the importance of adequate quantiﬁcation of material behavior and performance
during different ﬂight conditions. Erosion due to weather conditions and other present particles such as
hydrometeors; rain, hail and ice, as well as sand, volcanic ash and dust resulting from residues in the
atmosphere are eminent as hazardous on the structure of a ﬂying vehicle and may adversely inﬂuence
the lifecycle of the structure. This study outlines an extensive review of research efforts on erosion in
aviation and provides a basis for comparison between different apparatus simulating rain erosion and
their usage within the aerospace industry. The signiﬁcant aspects of erosion testing and future
prospects for erosion impact are further addressed for forthcoming generations of ﬂying vehicles.
& 2011 Elsevier Ltd. All rights reserved.
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