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ABSTRACT 
A sufficient condition for complete positivity of a matrix, in terms of complete 
positivity of smaller matrices, is given. Those patterns for which this condition is also 
necessary are characterized. These results are used to characterize complete positivity 
of matrices under some acyclicity assumptions on their graph. The exact value of the 
factorization index is given for acyclic matrices. 
1. INTRODUCTION 
A matrix A is said to be completely positive if there exist k nonnegative 
column vectors b,, . . . , b, such that 
A=b,b;+ ... +b,b;. 
The smallest such number k is called the factorization index of A and is 
denoted by +(A). Observe that 
(1.1) +(A) a r(A), 
where r(A) denotes the rank of A. In general, +(A) can be much larger 
than r(A). 
*Research supported in part by the K. 8-z M. Bank Mathematics Research Fund, under 
Technion VPR Grants Nos. 100641 and 100632. 
LINEAR ALGEBRA AND ITS APPLZCATZONS 95:111-125 (1987) 111 
0 Elsevier Science Publishing Co., Inc., 1987 
52 Vanderbilt Ave., New York, NY 10017 0024-3795/87/$3.50 
112 ABRAHAM BERMAN AND DANIEL HERSHKOWITZ 
The completely positive matrices are important in the study of block 
designs arising in combinatorial analysis [5] and are related to the copositive 
matrices, which have applications in control theory and in mathematical 
programming [7]. The relation is (e.g. [5]): 
THEOREM 1.2. The completely positive n x n matrices and the copositive 
n x n matrices fm closed convex cones. Each cone is the dual of the other 
with respect to the standard inner product in the space of the real symmetrk 
n X n matrices. 
We call a matrix doubly nonnegative if it is nonnegative entrywise and 
positive semidefinite as well. Obviously every completely positive matrix is 
doubly nonnegative. 
Two interesting problems associated with completely positive matrices 
are the following: 
(1) Determine which doubly nonnegative matrices are completely posi- 
tive. 
(2) Given a completely positive matrix A, estimate cp( A). 
These problems have been discussed in several references, e.g., [3], [4], 
[5], and [6]. In [4] it is shown that 
THEOREM 1.3. Let A be a doubly nonnegative n X n matrix, n < 4. 
Then A is completely positive and $I( A) d n. 
However, it is shown in the above references that for n 2 5, there exist 
doubly nonnegative n X n matrices which are not completely positive. 
In this paper we discuss the above mentioned problems under some 
assumptions on the pattern graph of the matrices. 
A major tool in our study is a sufficient condition for complete positivity 
of a matrix A in terms of complete positivity of smaller matrices (Theorem 
3.1). The pattern graph of the smaller matrices is obtained by a deletion of a 
vertex from the graph G(A) of A (see Definition 2.13). We also characterize 
those graphs for which the sufficient condition is also necessary (Theorem 
3.5). 
In Section 4 we investigate the case where the deleted vertex is a leaf (see 
Definition 2.10). In particular we show (Theorem 4.5) that under acyclicity 
assumptions, doubly nonnegative matrices are completely positive. This 
generalizes a result of [lo] on tricliagonal matrices. Moreover, for completely 
positive acyclic matrices A we show that +(A) = T(A). 
Graph theoretic definitions and graph and matrix theoretic notation are 
given in the next section. 
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2. DEFINITIONS AND NOTATIONS 
NOTATION 2.1. We denote by Icy] the cardinality of a set (Y. 
NOTATION 2.2. Let n be a positive integer. We denote: 
(n) =the set {1,2,...,n}; 
R”” =the set of all real n X n matrices; 
Ei j = the matrix in R”” all of whose entries are zero, except for the one in 
the (i, j ) position, whose value is 1. 
NOTATION 2.3. Let A be an n X n matrix and let a, fi G (n), (Y, /3 + 0. 
We denote: 
A[ al/l] = the submatrix of A whose rows are indexed by OL and whose 
columns are indexed by /3 in their natural orders; 
A[cr] =A[a]a]; 
A(4LQ =4(n) \ 4(n) \ PI; 
A(a) =A(cu]a); 
A(i) =A({i}), where i E (n). 
NOTATION 2.4. Let n be a positive integer and let a! s (n). We denote 
by e, the ndimensional column vector satisfying 
Ceali=( 
1, iEa, 
0, iE(n)\cu. 
NOTATION 2.5. For a (nondirected, simple) graph G we denote: 
V(G) = the set of vertices of G; 
E(G) = the set of edges of G; 
[i, j] = an edge between i and j, i, j E V(G). 
Observe that [i, j] = [j, i]. 
DEFINITION 2.6. Let G be a graph, and let i, j E V(G), i # j. Then i 
and j are said to be neighbors in G if [i, j] E E(G). 
NOTATION 2.7. Let G be a graph, and let i E V(G). We denote by N(i) 
the set of all neighbors of i in G. The cardinality of N(i) is denoted by d(i). 
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DEFINITION 2.8. Let G be a graph. A sequence [i, p Ij, 
[PIT ?%I,. . * P [pm-l, PA[P~ il f dg o e es in G which leads from i to j is called 
a path in G between i and j and is denoted by [i,~~,...,p,,,j]. The 
vertices i, p i, . . . , p,, j are said to lie on that path. A path [ii, . . . , i,] in G is 
said to be a closed path if i, = i,. A closed path [ii,. . . , i,, ii] is said to be a 
circuit if ii,..., i, are distinct. A circuit is said to be of length k if it consists 
of k edges. A circuit of length 3 is called a triangle. 
DEFINITION 2.9. A graph is said to be acyclic if it contains no circuit of 
length greater than 2. 
DEFINITION 2.10. A vertex i of a graph G is said to be a leaf if 
d(i) = 1. 
REMARK 2.11. As is well known, if G is an acyclic graph, then either 
d(i) = 0 tli E V(G), or G has at least two leaves. 
DEFINITION 2.12. Let G be a graph, and let S c V(G), S # 0. If we 
have 
]N(i)nS]<l tliEV(G)\S, 
then we define an Sreduction of G to be a graph G’ satisfying 
V(G’)= [V(G)\S]u{k}, 
where k is some element of S, and 
E(G’)= {[i, j] EE(G):i, jPS}U{[k, j]:j@S, N(j)nszrzl}. 
EXAMPLE 2.13. Let G be the graph 
.1 
6 4 2 .-. -. 
. -  .’ 
5 3 
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and let S = {1,2,3}. Then the graph 
s- 
2.1 
/ 
-5 
is an S-reduction of G. 
DEFINITION 2.14. Let A E R”“. The graph G(A) of A is defined by 
V(G) = (n), 
DEFINITION 2.15. Let A E R”“. The matrix A is said to be acyclic if 
G(A) is acyclic (e.g. [l]). 
DEFINITION 2.16. A graph G is said to be connected if for every 
i, j E G, i # j, there is a path in G between i and j. 
REMARK 2.17. As is well known, if a square matrix A is irreducible then 
G(A) is connected. Further, for a symmetric A, A is irreducible if and only 
if G(A) is connected. Therefore, in view of Remark 2.11, if A is an 
irreducible acyclic n x n matrix, n > 1, then G(A) has at least two leaves. 
3. DELETION OF A VERTEX 
We begin the section with a sufficient condition for complete positivity. 
THEOREM 3.1. Let A be a nonnegative symmetric n X n matrix. Suppose 
that for xnrw 1 E (n) there exist positive numbers d j, j E N(l), such that 
(3.2) 
116 
and the matrix 
ABRAHAM BERMAN AND DANIEL HERSHKOWITZ 
H=A(Z)- C djEjj 
j E N(z) 
is completely positive. Then A is compiktely positive, and 
Proof. Let $J(H) =k, and let H = ITT, where F is a nonnegative 
(n-l)~kmatrix.LetN(Z)={n,,...,n,~~,}andletm=k+d(Z)+l.Con- 
struct an n x m matrix I3 such that 
bij = xj, iE(Z-l), jE(k), 
bij = &-l,j, Z+l<i<n, jE(k), 
b n,,k+i = i-- d n, ) i E@(l)), 
b a,,, Z,k+i=dr 
d 
i E (d(l)), 
“Z 
and all the other entries of B are equal to zero. Then A = BBr, and by (3.2) 
B is nonnegative. n 
REMARK 3.3. Observe that in Theorem 3.1 the assumption “A is non- 
negative symmetric” could be “weakened” to “a jl = alj z 0, j E (n).” We 
prefer the present statement (here and in the sequel), since it seems to be 
natural and simple. 
The converse of Theorem 3.1 is in general false, as demonstrated by the 
following example. 
EXAMPLE 3.4. Let n > 3 and let A be an n X n matrix all of whose 
entries are equal to 1. Then A is obviously completely positive. However, for 
every positive diagonal matrix D and every I E (n), the matrix A( I) - D is 
not positive semidefinite and thus is not completely positive. 
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We now show that if the vertex 1 does not lie on a triangle in G(A), then 
the converse of Theorem 3.1 is valid. In fact we characterize those graphs G 
such that for all matrices A with G(A) = G, the sufficient condition in 
Theorem 3.1 is also necessary. 
THEOREM 3.5. Let G be a graph with V(G) = (n), and Zet I E (n). 
Then the following are equivalent: 
(i) 1 does not lie on a triangle in G. 
(ii) For every nonnegative symmetric n X n mu&ix A such that G(A) = G, 
the matrix A is completely positive if and only if there exist positive numbers 
d j, j E N(Z), such that CjeNCl&j/dj < alI and the matrix 
(3.6) H=A(E) - c d,E,, 
i EN(I) 
is compktely positive. 
Proof. (i) - (ii): We assume that 1 does not lie on a triangle in G, and 
we prove (ii). In view of Theorem 3.1 it is enough to prove the “only if” 
direction in (ii). So, let A be a completely positive matrix with G(A) = G. 
Hence, there exists a nonnegative matrix B such that A = BBT. Let m be the 
number of nonzero elements in the Zth row of B. Without loss of generality 
we assume that Z= n, N(n) = {l,..., d(n)}, and 
bnj > 0, jE(m), 
b,,,=O, j>m. 
Furthermore, since I does not lie on a triangle in G, we may assume that 
there exist positive integers m,, . . . , m,(,)+ Ir 
such that for i E (d(n)) and k E (m) we have bik > 0 if mi < k < mi+ 1 and 
bik = 0 otherwise. 
Observe that 
(3.7) 
mj+l 
a,j= C’b”kbjr, j E@(n)) 
k=m, 
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and 
k=l 
Let 
“‘(+I -1 
(3.9) di= .x bfk, j E (d(4). 
k = mi 
By the Cauchy-Schwarz inequality it follows from (3.7) and (3.9) that 
k = m, 
or 
Summation of (3.10) over j E (d(n)) yields, in view of (34, that 
Also observe that the matrix H, defined by (3.6), satisfies H = CCT, 
where C = B( n](m)). 
(ii) * (i): We prove this implication by showing that if 2 does lie on a 
triangle in G, then we can find a completely positive matrix A with 
G(A) = G, for which we cannot find positive numbers d j, j E N(Z), such 
that (3.2) holds and the matrix H defined by (3.6) is completely positive. 
If n = 3, then our claim is proven by Example 3.4. If n > 3, then let I, r, 
and s be vertices of a triangle in G. Denote the set { 1, r, s} by T. Let B be 
an (]E(G)] - 2)x n matrix whose columns are er and Ee(, 91 for all 
[p. q] E E(G), {p, q} e T. Then for E > 0 the matrix B is nonnegative, and 
hence A = BB* is a completetly positive matrix whose graph is G. 
Observe that for i, j E T we have 
1, i # j, 
aij = 
l+ [d(i) - 2]c2, i= j. 
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Thus, if we have positive numbers dj, j E N(Z), satisfying (3.2) then 
;+$al+(d(l)-2].lal+(n-3)<2. 
s 
Hence we have 
1 
dryds’ l+(n-3)c2’ 
Therefore, for 
6-l 
‘<‘< 2(n-3) J 
we have d I, d s > (n - 3)c2, in which case the diagonal elements of H satisfy 
h,,, h,, < 1. But then H is not positive semidefinite, and as such is not 
completely positive. n 
OBSERVATION 3.11. Using arguments similar to those in the proof of the 
implication (ii) =. (i) in Theorem 3.5, one can show that for every graph G 
there exists a completely positive matrix A such that G(A) = G. Let 
V(G) = (n) and ]E(G)( = m. We let B be the n X m matrix whose columns 
are e{,, qI for all [p, q] E E(G). The matrix A = BBT is the required one. 
A nice application of Theorem 3.5 is the following example: 
EXAMPLE 3.12. Let k be an odd number, k 2 5, and let B be the k x k 
matrix defined by 
b,, = bik = bkl = 1, 
bi,i+l= bi+l,i = 1, i E (k - l), 
bi+l,i+l= 2, i E (k - 2), 
b,, = k - 2, 
and all other entries of B equal to zero. [Observe that G(B) consists of one 
circuit of length k.] Then the first k - 1 leading principal minors of B are all 
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equal to 1 and det B = 0, so B is positive semidefinite and thus doubly 
nonnegative. But B is not completely positive; for if it were, then by 
Theorem 3.5 there would exist positive numbers d and e such that 
(3.13) 
1 1 
;+;<k-2 
and 
i-1-d I 0 . . . . 0 
1 
0 
H= : 
I : 0 
is completely positive. 
But then 
det H[(k - 2)((k-2)] =l-(k-2)60, 
2 1 
1 2 * 
. . . 
. . . 
. . . 0 
-2 1 
. . . . 0 1 2-eJ 
which contradicts (3.13). 
We remark that we do not know of an example similar to Example 3.12 
with an even k. 
4. DELETION OF A LEAF 
In this section we consider the special case of a leaf, namely a vertex 1 
that has only one neighbor in the graph of a given matrix A (Definition 2.10). 
THEOREM 4.1. Let A be a nonnegative symm-etric matrix, and suppose 
that G(A) has a leaf 1 with neighbm r. Then A is completely positive if and 
only if the matrix 
is completely positiue. 
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Furthermore, in this case we have $(A) < +(H) + 1. 
Proof Since E does not lie on a triangle in G, it follows from Theorem 
3.5 that if A is completely positive then there exists a positive number d, 
d 2 ~:?/a,~, such that the matrix A(Z) - dE,, is completely positive. Thus, 
the matrix 
H=A(Z) -dE,,+ 
is completely positive. 
Conversely, if H is completely positive, then the number d = ~;,/a,, 
satisfies the conditions of Theorem 3.1 (or 3.5), and hence A is completely 
positive. 
The claim on the factorization index follows from Theorem 3.1, observing 
that d( 2) = 1 and that the mth column of the matrix B constructed in the 
proof of Theorem 3.1 is zero. n 
In order to apply Theorem 4.1 to the study of matrices for which double 
nonnegativity implies complete positivity, we use the following lemma. 
LEMMA 4.2. Let A E R”“; suppose that G(A) has a leaf 1 with a 
neighbor r and that a,, # 0; and let H be the matrix 
A( 2) - yE,r. 
men: 
(a) Zf A is doubly nonnegative, then H is doubly nonnegative. 
(II) The matrix A is singular if and only if H is sing&r. 
Proof. (a): Assume that A is doubly nonnegative. We have 
detA[(Z,r}] =alla,r-a,,a,l~O, 
and hence urr >, al,a,l/a,l. Thus, the matrix H is nonnegative. 
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Nowlet ~~~(n)\{l}. If r&cu,thendetH[cx]=detA[~~]>+. If rEa, 
then 
detH[a] =detA[cu] - ydetA[a\{r}] 
= tdetA[aU{I)] >O. 
Thus H is positive semidefinite too, and hence is doubly nonnegative. 
(b): Observe that 
detA=a,,detA(Z) - a,,a,,detA({Z,r}) =u,,detH. n 
Recall (e.g., [2, p. 431) that every square matrix A is permutation similar 
to a unique (up to permutation similarities) lower block triangular matrix, 
called the Frobenius nomu form of A, with irreducible square diagonal 
blocks. These diagonal blocks are called the components of A. Observe that if 
A is symmetric, then its Frobenius normal form is a direct sum of its 
components. 
THEOREM 4.3. Let A be an acyclic doubly nonnegative n X n matrix. 
Then A is completely positive and 
+(A)=r(A)=n-m, 
where m is the number of singular components of A. 
Proof. Let Al,..., A, be the components of A. Since A is symmetric, 
we have A = A,@ . . . @A,. Observe that 
(4.4) r(A) = i r(Ai) 
i=l 
and 
(4.5) +(A) = f: +(Ai). 
i-l 
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[(4.5) is valid only when its right hand side is defined.] We shall now prove 
that if A is irreducible, then A is completely positive with 
(4.6) 
The general case will then follow from (4.4) and (4.5). 
We prove the assertion bj induction on n. For 12 = 1, the claim is trivial. 
Assume that it holds for n < m, m > 1, and let A be a doubly nonnegative 
acyclic irreducible m X m matrix. By Remark 2.17, let I be a leaf in G(A) 
with a neighbor r. By Lemma 4.2 the (m - 1) x (m - 1) matrix 
is doubly nonnegative. Since G(H) is obtained by deletion of a leaf from the 
connected acyclic graph G(A), it follows that H is acyclic and irreducible. 
By the inductive assumption, the matrix H is completely positive, with 
(4.7) 
By Theorem 4.1, the matrix A is completely positive with 
(4.8) cp(A) dH)+l. 
Also, by Lemma 4.2, the matrix A is singular if and only if H is singular. 
Thus, it follows from (4.7) and (4.Q that 
By Proposition 4 of [l], 
(4.10) r(A)>n--1. 
Therefore, the inequalities (l.l), (4.9), and (4.10) yield the equality (4.6). n 
We remark that our proof shows that if A is an irreducible acyclic matrix, 
then it is possible to factor A as BBr, where B is a product of a permutation 
matrix and a lower triangular matrix. 
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Since tridiagonal matrices are acyclic, we now obtain the following result 
mentioned in the introduction. 
COROLLARY 4.11 [lo]. Doubly nonnegative tridiagml matrices are 
completely positive. 
Part of Theorem 4.3 holds for a wider class of matrices. 
THEOREM 4.12. Let A be a doubly nonnegative n X n matrix. Zf G( A) 
has an acyclic f&reduction for some S, 0 f S L (n), ISI < 4, then A is 
completely positive with $(A) < n. 
Proof. For n < 4, the claim follows from Theorem 1.3. For n > 4, we 
observe that G(A) has a leaf. The assertion is now proven by induction on n, 
similarly to Theorem 4.3. n 
The result on the exact value of +(A) in Theorem (4.3) does not hold for 
the wider class of Theorem 4.12, as demonstrated by the matrix 
1 1 1 
A= I 1 1   1.   
A natural open question concerning a qualitative converse to Theorem 4.12 
now arises. 
QUESTION 4.13. Let G be a graph such that every doubly nonnegative 
matrix A, for which G(A) = G, is completely positive. Is it true that G has 
an acyclic S-reduction for some S, 0 = S c V(G), IS] Q 4? 
A partial result in the direction of studying Question 4.13 is 
THEOREM 4.14. Suppose G is a graph of n vertices which contains a 
circuit of an odd length k, k > 4. Then there exists a matrix A, with 
G(A) = G, such that A is doubly nonnegative but not completely positive. 
Proof. Consider the matrix B of Example 3.12, and let C be an n X n 
matrix such that C[(k)l(k)] = B, and all other entries of C are equal to zero. 
Then, by Example 3.12, C is doubly nonnegative but not completely positive. 
Let S be the pattern matrix of G, i.e., a (0,l) matrix such that G(S) = G. 
Then for every c > 0 there exists 8, 0 < 6 < c, such that C, = C + rl + 6s is 
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positive definite. Thus C, is doubly nonnegative for every E > 0. However, the 
cone of completely positive matrices is closed (Theorem 1.2), so there exists 
c: > 0 sufficiently small that C, is not completely positive. Choosing A to be 
that C, completes the proof. n 
Observe that Theorem 4.14 is a strengthening of the statement following 
Theorem 1.3. 
This work was stimulated by a talk given by Professor Harold Shapiro 
while visiting the Technion. We thank Professor Shapiro fm the interesting 
talk and the discussion that followed. We also thank Professors Hans 
Schneider for his helpfil comments and suggestions. 
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