Face recognition is a rapidly growing research area due to increasing demands for security in commercial and law enforcement applications. This paper provides an up-to-date review of research efforts in face recognition techniques based on two-dimensional (2D) images in the visual and infrared (IR) spectra. Face recognition systems based on visual images have reached a significant level of maturity with some practical success. However, the performance of visual face recognition may degrade under poor illumination conditions or for subjects of various skin colors. IR imagery represents a viable alternative to visible imaging in the search for a robust and practical identification system. While visual face recognition systems perform relatively reliably under controlled illumination conditions, thermal IR face recognition systems are advantageous when there is no control over illumination or for detecting disguised faces. Face recognition using 3D images is another active area of face recognition, which provides robust face recognition with changes in pose. Recent research has also demonstrated that the fusion of different imaging modalities and spectral components can improve the overall performance of face recognition.
Introduction
Demands and research activities in machine recognition of human faces from still and video images have increased significantly over the past 30 years. Face recognition has been a major research focus area since traditional means of security such as ID cards and passwords are not reliable or convenient enough [1, 2] . Face recognition is essential for interpreting facial expressions, human emotions, intentions, and behavior, which is a key component for smart environments [3] . Face recognition offers a non-intrusive, and perhaps the most natural, way of identification. Although several biometric authentication methods based on other physiological characteristics (such as fingerprints, retina and iris patterns, hand geometry, and voice) can be used, such biometric identification systems mostly rely on the cooperation of the participants. Authentication using face recognition is intuitive and does not have to stop user activities. The analysis of frontal or profile face images is often effective without the participantsÕ cooperation or knowledge. Application areas for face recognition technology are broad including identification for law enforcement, matching of photographs on passports or driverÕs licenses, access control to secure computer networks and facilities such as government buildings and courthouses, authentication for secure banking and financial transactions, automatic screening at airports for known terrorists, and video surveillance usage [4] . Such applications range from static matching of controlled format photographs to real-time matching of video image sequences. In the computer security area, a face recognition system can be used to continually re-verify the identity of the systemÕs user, and to confirm authorization level prior to performing each action.
Face recognition addresses the problem of identifying or verifying one or more persons of interest in a scene by comparing input faces with face images stored in a database. The general procedure for face recognition can be formulated by face detection, feature extraction, and recognition. Face detection is used to segment out face-like objects from cluttered scenes. Face images are usually represented in terms of feature vectors in lower dimensional feature space for recognition. Face recognition tasks include both identification and verification. Face identification refers to the process that given an unknown face input, the system reports its identity by looking up a database of known individuals. In verification tasks, the system confirms or rejects the claimed identity of the input face. Additional information such as race, age, gender, and facial expression can be used to enhance recognition accuracy. Human faces look similar in structure with minor differences from person to person. Classical pattern recognition problems such as character recognition have a limited number of classes, typically less than 50, with a large number of training samples available for each category. In face recognition, on the other hand, a relatively small number of face images are available for training while there exist a large number of possible face classes.
While humans quickly and easily recognize faces under variable situations or even after several years of separation, the problem of machine face recognition is still a highly challenging task in pattern recognition and computer vision [5, 6] . A face is inherently a 3D object illuminated by a variety of lighting sources from different directions and surrounded by arbitrary background objects. Therefore, the appearance of a face varies tremendously when projected onto a 2D image. Different pose angles also cause significant changes in 2D appearance. Robust face recognition requires the ability to recognize identity despite such variations in appearance that the face can have in a scene. Simultaneously, the system must be robust to typical image acquisition problems such as noise, video-camera distortion, and image resolution.
Despite the success of automatic face recognition techniques in many practical applications, recognition based only on the visual spectrum has difficulties performing consistently in uncontrolled operating environments. Performance of visual face recognition is sensitive to variations in illumination conditions [7] . Variations between the images of the same face due to changes in illumination and viewing directions are typically larger than image variations raised from changes in face identity. Other factors such as facial expressions [8] and pose variations [9] further complicate the face recognition task. Visual face recognition techniques have difficulty in identifying individuals wearing disguises or makeup. Disguised face detection is of particular interest in high-end security applications. Simple disguises such as a fake nose or beard substantially change a personÕs visual appearance. Obviously, visual identification of identical twins or faces in which the appearance has been altered through plastic surgery is almost impossible.
Recognition of faces using different imaging modalities, in particular infrared (IR) imaging sensors has become an area of growing interest [10, 11] . Electromagnetic spectral bands below the visible spectrum such as X-rays and ultraviolet radiation are harmful to the human body and cannot be employed for face recognition applications. Thermal IR imagery has been suggested as an alternative source of information for detection and recognition of faces. While visual cameras measure the electromagnetic energy in the visible spectrum range (0.4-0.7 lm), sensors in the IR camera respond to thermal radiation in the infrared spectrum range at 0.7-14.0 lm. The infrared spectrum comprises the reflected IR and the thermal IR wavebands. The reflected IR band (0.7-2.4 lm) is associated with reflected solar radiation that contains no information about the thermal properties of materials. The near-infrared (NIR) (0.7-0.9 lm) and the short-wave infrared (SWIR) (0.9-2.4 lm) spectra are reflective and differences in appearance between the visible and the reflective IR are due to the properties of the reflective materials. This radiation is for the most part invisible to the human eye. The thermal IR band is associated with thermal radiation emitted by the objects. The amount of emitted radiation depends upon both the temperature and the emissivity of the material. The thermal IR spectrum is divided into two primary bands: the mid-wave infrared (MWIR) of the spectral range 3.0-5.0 lm and long-wave infrared (LWIR) from 8.0-14.0 lm. There are strong atmospheric absorption bands at 2.4-3.0 lm between the SWIR and MWIR range and at 5.0-8.0 lm between the MWIR and LWIR band where imaging becomes extremely difficult. The human face and body emit thermal radiation in both bands of the thermal IR spectrum. Thermal IR cameras can sense temperature variations in the face at a distance, and produce thermograms in the form of 2D images. Face recognition in the thermal IR favors the LWIR due to much higher emissions in this band than in the MWIR.
While sacrificing color recognition, thermal IR face recognition techniques can be used to identify faces when there is little or no control over lighting conditions. One advantage of using thermal IR imaging over visible spectrum sensors arises from the fact that the light in the thermal IR range is emitted rather than reflected [12] . Thermal emissions from skin are an intrinsic property, independent of illumination. Therefore, the face images captured using thermal IR sensors will be nearly invariant to changes in ambient illumination. IR energy can be viewed in any light condition and is less subject to scattering and absorption by smoke or dust than visible light. The within-class variability is also significantly lower than that observed in visible imagery. The infrared spectrum has been found to have advantages over the visible spectrum for face detection [13, 14] , detection of disguised faces [15] , and face recognition under poor lighting conditions. Thermal IR imaging has been an effective diagnostic tool in the study of skin temperature distribution for breast cancer detection [16] , heat source recognition for electronic parts inspection [17, 18] , and target detection [19] in military applications. Detecting suspects engaged in illegal and potentially harmful activities using thermal images are proposed in [20] . Symptoms such as alertness and anxiety can be used as a difficult to conceal biometric as redistribution of blood flow in blood vessels causes abrupt changes in local skin temperature. Facial expression recognition based on thermal imaging has been investigated in [21] .
Visual cameras represent the reflectance information of a face object, while thermal IR sensors measure anatomical information. Fig. 1 shows visual and thermal image characteristics of faces with variations in illumination and facial expression. Although illumination and facial expression significantly change the visual appearance of the face, thermal characteristics of the face remain nearly invariant. In thermal IR images, background clutter is not visible and the tasks of face detection, location, and segmentation are relatively easier and more reliable than in visual images.
Face recognition under very low lighting is almost impossible from visual images. A face image taken under very little ambient light is unrecognizable as in Fig. 2A . In  Fig. 2B , however, a thermal IR image taken in the same environment reveals robust thermal characteristics of the face regardless of ambient illumination.
Thermal imaging has limitations in situations such as recognition of a person wearing glasses or seated in a moving vehicle. Glass blocks a large portion of thermal energy resulting in a loss of information near the eyes. Figs. 3A and B illustrate the visual and thermal appearances of the face with eyeglasses. Variations in ambient or body temperature also significantly change the thermal characteristics of the object. In Figs. 3C and D, visual and thermal images are taken after the subject was involved in physical exercise. Increased body temperature changes the thermal characteristics of the face, while the visual image features do not show a significant difference.
Several excellent survey papers on face recognition techniques are available. A survey by Samal and Iyengar [22] covers early face recognition approaches. Valentin et al. [23] review techniques based on neural networks, where associative memory and classification neural networks are used for face recall and recognition. Chellappa et al. [24] provide a comprehensive survey on face recognition techniques over 20 years including psychophysics issues relevant to face recognition. Zhang et al. [25] reviewed face recognition techniques in the aspects of eigenface, elastic matching, and neural networks. Aspects of face and gesture recognition are covered in [26] . Efforts in face recognition using infrared sensors have been relatively limited com- pared to visual face recognition. A comparative performance study of multiple face recognition methodologies using visual and thermal IR imagery was conducted in [11, 27] .
This paper provides an up-to-date review of recent trends and major research efforts in face recognition techniques focusing on the two major imaging modalities: visible and infrared imaging sensors. We undertake an extensive survey of recent advances in face recognition algorithms and technologies since the previous major survey [24] published in 1995. This paper is organized as follows: Section 2 covers general approaches to face detection and feature extraction. Face region detection is an essential procedure for automatic face recognition. Feature extraction finds relevant information with good discriminating capability from the detected face region. Section 3 overviews evaluation methods for face recognition techniques based on the Face Recognition Technology (FERET) database and evaluation methods. The FERET program encouraged advances in the development of face recognition algorithms. A number of statistical and distribution-free classifiers have been employed for face recognition. In Section 4, major face recognition algorithms developed to date are reviewed. Section 5 describes face detection and recognition techniques using IR imaging sensors. Section 6 addresses fusion of multiple imaging modalities for enhancing recognition performance.
Face detection and feature extraction

Face detection
Detecting and tracking of face-like objects in cluttered scenes is an important preprocessing stage of an overall automatic face recognition system [28] . An automatic face recognition usually begin with the detection of the face pattern, and then proceeds to normalize the face images using information about the location and appearance of facial landmarks such as the eyes. The face region needs to be segmented out from a still image or video before recognition since most face recognition algorithms assume that the face location is known. The performance of face recognition software depends on how one controls the area where faces are captured. For applications like mug shot matching, segmentation is relatively easy due to a rather uniform background. Motion and skin color provide useful clues for face detection. For a video sequence acquired from a surveillance camera, segmentation of a person in motion can be more easily accomplished using motion as a cue [29] [30] [31] . Color information also provides a useful key for face detection [32] [33] [34] while color-based approaches may have difficulties in detecting faces in complex backgrounds and under different lighting conditions. Major face detection approaches are summarized in [33] . Recent survey papers on face detection techniques can be found in [35, 36] . Detecting the eyes serves an important role in face normalization for the purpose of template matching and facilitates further localization of other facial landmarks. Most eye localization methods [37] [38] [39] are template-based approaches. Illumination variations and the objects such as glasses make eye detection and localization a challenging problem. An image editing technique that automatically removes eyeglasses in the faces has been proposed in [40] .
Face detection is a challenging machine vision task especially in outdoor or semioutdoor environments where illumination varies greatly. Since faces are essentially 3D objects, lighting changes can cast significant shadows on a face. This is one of the primary reasons why current face recognition technology is constrained to indoor access control applications where illumination is well controlled. Light reflected from human faces also varies significantly from person to person. This variability, coupled with dynamic lighting conditions, causes a serious problem. The use of an artificial illuminator can reduce light variability, but it will distract the people in the scene and reveal the presence of a surveillance system.
Face detection can be viewed as a special case of face recognition, a two-class (face versus non-face) classification problem. Some face recognition techniques may be directly applicable to detect faces, but they are computationally very demanding and cannot handle large variations in face images. Conventional approaches for face detection include knowledge-based methods, feature invariant approaches, template matching, and appearance-based methods [41, 42] . Knowledge-based methods encode human knowledge to capture the relationships between facial features. Feature invariant approaches find structural features that exist even when the pose, viewpoint, or lighting conditions vary [43] . Both knowledge-based and feature invariant methods are used mainly for face localization. In template matching methods, several standard patterns for a face are stored to describe the face as a whole or the facial features separately. The correlations between an input image and the stored patterns are computed for detection. The templates are allowed to translate, scale, and rotate. Segments obtained from the curvature discontinuities of the head outline can be used as templates. Appearance-based methods learn the models (or templates) using a set of training images to capture the representative variability of facial appearances. This category of methods includes neural network-based algorithms [44, 45] that detect upright and frontal views of faces in gray-scale images. Face detection using the support vector machines is presented in [46] . Appearance-based methods are advantageous in finding small faces or faces in poor-quality images.
Viola and Jones [47] developed a cascade of boosting classifiers built on an overcomplete set of Haar-like features that integrates the feature selection and classifier design in the same framework for a rapid face detection. An image representation called integral image allows a very fast feature evaluation. The learning process focuses on a small number of important features using AdaBoost [48] to ensure fast classification. The algorithm successively combines a set of efficient classifiers in a cascade structure, which increases the speed of the detector by focusing attention on the regions of the image that might contain objects of interest. Faces are detected from 384 Â 288 pixel images at 15 frame per second on a conventional 700 MHz Intel Pentium III computer. The face detection scheme is extended using a set of rotated Haar-like features [49] . A probabilistic method for detecting and tracking multiple faces in a video sequence [50] integrates the information of face probabilities provided by the detector and the temporal information provided by the tracker to produce a method superior to most available detection and tracking methods.
Feature extraction for face recognition
Face recognition involves feature matching through a database using similarity measures. The procedure compares an input image against a database and reports a match. Existing face recognition approaches can be classified into two broad categories: analytic and holistic methods [51] . The analytic or feature-based approaches compute a set of geometrical face features such as the eyes, nose, and the mouth. The use of geometric features for face recognition is popular in the earlier literature [52] . The positions of the different facial features and the face outline form a feature vector. The feature points are usually chosen in terms of significance for face representation and reliability for automatic extraction. The location of those points is used to compute geometrical relationships including the areas, distances, and angles among the ÔfiducialÕ points. Since detection of feature points precedes the analysis, such a system is robust to position variations in the image. The geometrical features are used to search for a candidate from a face database [53] .
The holistic or appearance-based methods consider the global properties of the human face pattern. The face is recognized as a whole without using only certain fiducial points obtained from different regions of the face. Holistic methods generally operate directly on pixel intensity array representation of faces without the detection of facial features. Since detection of geometric facial features is not required, this class of methods is usually more practical and easier to implement as compared to geometric feature-based methods. Holistic methods depend on techniques that transform the image into a low-dimensional feature space with enhanced discriminatory power. For a high dimensional feature space, the distances from a given probe to its nearest and farthest neighbors may become indistinguishable [54] . Like most natural signals, face images contain significant statistical regularities or redundancies. Several dimensionality reduction schemes have been developed to discover low-dimensional representations of human face images by relying on their statistical regularities [55] . Dimensionality reduction makes the face recognition problem computationally tractable. The holistic face recognition techniques are often sensitive to variations in position and scale. The faces presented to the algorithms usually need to be either segmented or surrounded by a simple background. The holistic techniques provide accurate recognition results with standard, well-illuminated frontal mug-shot images. This is due to the algorithmsÕ dependence on fundamentally linear or quasi-linear analysis techniques. Performance often degrades rapidly with pose changes, non-uniform illumination, and background clutter.
A combination of analytic and holistic methods [56] combined 16-point features with regions of the eyes, nose, and the mouth and demonstrated success in the identification of the faces at different perspective variations using a database containing 40 frontal-view faces. The method is composed of two steps. The first step employs an analytic method to locate 15 feature points on a face: face boundary (6), eye corners (4), mouth corners (2), eyebrows (2) , and the nose (1). Rotation of the face can be estimated using geometrical measurements and a head model. The positions of the feature points are adjusted so that their corresponding positions in the frontal view are approximated. These feature points are then compared with those of the faces in a database. Only similar faces in the database are considered in the next step. In the second step, feature windows for the eyes, nose, and mouth are compared with the database by correlation. The two parts are combined to form a complete face recognition system. This approach achieved a high recognition rate under different perspective variations.
Evaluation of face recognition techniques
To encourage advances in face recognition technologies, the U.S. Defense Advanced Research Projects Agency and the U.S. Army Research Laboratory established the FERET program [57] . FERET is designed to measure the performance of face recognition algorithms on a large database in practical settings. The database must contain a large number of test images for adequate assessment. The sample must be statistically similar to the images that can be observed in real-world applications. The FERET program provides a large database of facial images taken from 1199 individuals and collected between August 1993 and July 1996 to support algorithm development and evaluation. Five to eleven images were collected from each individual under relatively unconstrained conditions. The FERET evaluation protocol offers methods for evaluating the performance of existing face recognition algorithms. The FERET database employs faces with variable positions, scales, and illumination in a manner consistent with mug shot or driverÕs license photography. Each set consists of two frontal views with different facial expressions (fa and fb). For 200 individuals, a third frontal image was taken using a different camera and different lighting (fc). The remaining images were non-frontal and included right (pr) and left (pl) profiles, right (qr) and left (ql) quarter profiles, right (hr) and left (hl) half profiles, and some arbitrary positions. Half profile face images were rotated from 40 to 70°. A duplicate set was collected to provide variations in scale, pose, expression, and illumination of the face. The FERET database consists of 14,126 images of 1564 sets (1199 original sets and 365 duplicate sets). For developmental purposes, 503 sets of images were released to researchers, and the remaining sets were sequestered for independent evaluation.
The first and second FERET evaluation tests were administered in August 1994 and March 1995, respectively. Design of the third FERET test performed in September 1996 and March 1997 was more complex than the first two evaluations. Two sets of images, a target set of 3323 images and a query set of 3816 images were presented to each algorithm to be tested. The FERET evaluation tested 10 algorithms and identified the three best algorithms that demonstrated the highest level of recognition accuracy: the probabilistic eigenface method from MIT [58] , elastic graph matching (EGM) from the University of Southern California [59] , and subspace linear discriminant analysis (LDA) from the University of Maryland [60] . The eigenface method finds a global representation of the face based on principal component analysis (PCA) [61] . The subspace LDA algorithm uses a linear discriminant for dimensionality reduction. EGM begins by computing Gabor jets from the image and then does a flexible template comparison of image descriptions using a graph-matching algorithm. Both EGM and eigenface algorithms were able to detect and recognize faces with minimum constraints. Discriminant analysis systems require approximate eye locations to operate. Details of the three FERET evaluations can be found in [62, 63] . Local feature analysis (LFA) [64] [65] [66] was an early contender, but withdrew from testing to form a commercial enterprise. With databases of fewer than 200 people and images taken under similar conditions, the algorithms perform nearly perfectly. The LFA system uses a sparse version of the eigenface transform followed by a discriminative neural network. The FERET evaluations did not systematically compare different implementations of the same representations. Different implementations of PCA-based face recognition algorithm and different distance metrics were compared in [67] using the FERET performance scores.
Based on the FERET evaluation protocol, the Face Recognition Vendor Test (FRVT) evaluated several commercial face recognition systems available on the market. Some of the leading face recognition products are based on the algorithms developed by the top contenders in the FERET competitions. Typical face recognition products include FaceIt developed by Identix which was the best performer in FRVT 2000 [68] and was also one of the three best commercial software packages in FRVT 2002. Based on the LFA algorithm, FaceIt represents facial images in terms of 12-40 local feature points derived statistically from a representative ensemble of faces. FaceIt automatically detects human presence, locates, extracts, and tracks faces, and performs identification by matching against a database of people. Ranked second in FRVT 2000, Viisage uses the eigenface-based recognition algorithm.
In FRVT 2002 [69] , released in March 2003, ten commercial firms participated and were tested with a large dataset-121,589 operational facial images of 37,437 individuals. FRVT 2002 characterized identification and watch list performances as a function of database size, estimated the variability in performance for different groups of people, characterized performance as a function of elapsed time between enrolled and new images of a person, and investigated the effect of demographics on performance. Three main tasks were considered: verification, identification, and watch-list matching. For a verification task, a person presents his biometric and an identity claim to a face recognition system. The system then compares the presented biometric with a stored biometric of the claimed identity. Based on the results of comparing the new and stored biometrics, the system either accepts or rejects the claim. An identification task gives a ranked listing of the candidates in a database that best match an unknown person presented to the database. In the watch-list matching task, a face recognition system first detects if an individual is on the watch list. If the individual matches one of the individuals in the watch list, then the system identifies the individual. Cognitec Systems GmbH, Eyematic Interfaces, and Identix ranked the three best among the 10 participants. This report also provides demographic results showing that males and older people are relatively easier to recognize than females and younger people.
FRVT 2002 results show that normal changes in indoor lighting do not significantly affect the performance of the top systems. Approximately, the same performance results were obtained using two indoor data sets, with different lighting, while face recognition using outdoor images remains unsuccessful with only a 50% recognition rate with a false acceptance rate of 1%. The database used in FRVT 2002 also consisted of images of the same person taken on different days. The performance results using indoor imagery in this case, showed improvement in the capabilities of the face recognition systems over the previous 2 years. Database size also affects the performance. The best system showed identification rates of 85, 83, and 73% with databases of 800, 1600, and 37,437 people, respectively. The performance decreases by two to three overall percentage points for every doubling of the database size. FRVT 2002 addressed several important face recognition topics and the impact of new techniques for improving face recognition: 3D morphable models [70, 71] , normalization of similarity scores, and face recognition from video sequences.
Face recognition algorithms
A number of earlier face recognition algorithms are based on feature-based methods [72] [73] [74] that detect a set of geometrical features on the face such as the eyes, eyebrows, nose, and mouth. Properties and relations such as areas, distances, and angles between the feature points are used as descriptors for face recognition. Typically, 35-45 feature points per face were generated. The performance of face recognition based on geometrical features depends on the accuracy of the feature location algorithm. However, there are no universal answers to the problem of how many points give the best performance, what the important features are, and how to extract them automatically. Face recognition based on geometrical feature matching is possible for face images at resolution as low as 8 Â 6 pixels [75] when single facial features are hardly revealed. This implies that the overall geometrical configuration of the face features is sufficient for recognition.
Since the 1990s, appearance-based methods have been dominant approaches in face recognition. Appearance-based face recognition algorithms proceed by projecting an image into subspace and finding the closest pattern. PCA and LDA have been two approaches widely used for dimensionality reduction and feature extraction [76] . Several leading commercial face recognition products use face representation methods based on the PCA or Karhunen-Loeve (KL) expansion techniques, such as eigenface and LFA. Multispace KL was introduced as a new approach to unsupervised dimensionality reduction for pattern representation and face recognition [77] , which outperform KL when the data distribution is far from a multidimensional Gaussian. FisherÕs linear discriminant analysis [78] has been widely employed in face recognition. LDA determines a set of optimal discriminant basis vectors so that the ratio of the between-and within-class scatters is maximized. LDA finds the best projection direction in which training samples of different classes are best separated. In traditional LDA, separability criteria are not directly related to the classification accuracy in the output space. Object classes that are closer together in the output space are often weighted in the input space to reduce potential misclassification [79] . The LDA could be operated either on the raw face image to extract the Fisherface [80, 81] or on the eigenface to obtain the discriminant eigenfeatures [82, 83] . Feature representation methods that combine the strengths of different realizations of LDA methods have also been recently proposed [84] [85] [86] [87] . Kernel PCA [88, 89] and generalized discriminant analysis using a kernel approach [90] have been successful in pattern regression and classification tasks. A new kernel direct discriminant analysis algorithm for face recognition has been proposed in [91] .
Motivated by the fact that much of the important information may be contained in the high-order relationship, face recognition based on independent component analysis (ICA) was proposed as a generalization that is sensitive to higher-order statistics, not second-order relationships [92, 93] . ICA provides a set of basis vectors that possess maximum statistical independence whereas PCA uses eigenvectors to determine basis vectors that capture maximum image variance. Face recognition techniques based on elastic graph matching [59] and neural networks [94, 95] showed successful results. Support vector machines (SVMs) [96] [97] [98] find the optimal separating hyperplane that maximizes the margin of separation in order to minimize the risk of misclassification not only for the training samples, but also for the unseen data in the test set. SVM has applied to face recognition [99] [100] [101] [102] and gender classification [103] . The line edge map approach [104] extracts lines from a face edge map as features, based on a combination of template matching and geometrical feature matching. The nearest feature line classifier [105] attempts to extend the capacity covering variations of pose, illumination, and expression for a face class by finding the candidate person owning the minimum distance between the feature point of a query face and the feature lines connecting any two prototype-feature points. A modified Hausdorff distance measure was used to compare face images for recognition [106, 107] .
This section provides an overview of some of the major face recognition techniques developed to date. Eigenfaces and local feature analysis are described in Sections 4.1 and 4.2, while ICA-based face recognition methods are covered in Section 4.3. Face recognition using a line edge map is reviewed in Section 4.4. Section 4.5 describes a popular face recognition algorithm using EGM [59] . In Section 4.6, face recognition using neural networks and support vector machines is presented.
Eigenface
Kirby and Sirovich [108] showed that any particular face can be represented along the eigenpictures coordinate space, and that any face can be approximately reconstructed by using a small collection of eigenpictures and the corresponding PCA coefficients. The basic idea of PCA is to construct a subspace that represents an input face image with lower dimensional feature vectors. The principal components, derived from an ensemble of the face images serving as feature vectors, span the significant variations among known face images. The PCA algorithm finds an optimal linear transformation that maps the original n-dimensional data space into an m-dimensional feature space (m < n) to achieve dimensionality reduction. Suppose a set of N sample face images fx 1 ; x 2 ; . . . ; x N g is given for training. Each face image is modeled as an n-dimensional vector formed via lexicographic ordering of a 2D pixel array. The total scatter matrix can be represented as the correlation of the ÔcenteredÕ face images
where x denotes the mean of the N sample vectors in the training set
Consider a linear transform matrix: E ¼ ½e 1 je 2 j Á Á Á je m . The column vectors of E are the eigenvectors e 1 ; e 2 ; . . . ; e m of S associated with the first m largest eigenvalues k 1 P k 2 P Á Á Á P k m . Large eigenvalues account for large variance in the set of training images. The m eigenvectors e 1 ; e 2 ; . . . ; e m constitute an m-dimensional feature space. The linear transform matrix E t maximizes the determinant of the total scatter matrix E t SE of the transformed vectors. The set of basis images are ''optimal'' in that the image coordinates are uncorrelated in this new basis, i.e., they cannot be linearly predicted from each other. The eigenvectors have the same dimension as the original images and show face-like images, referred to as eigenfaces.
In practice, finding the eigenvectors of the scatter matrix S ¼ XX t , where the input matrix is given by X ¼ ½x 1 j Á Á Á jx N , of the size n Â n is an intractable task for typical image sizes. For images of size 128 Â 128, for example, the dimension is n ¼ 128 2 and the size of the scatter matrix XX t becomes 128 2 Â 128 2 ffi 2.7 Â 10 8 . Hence, a simplified method of calculation has to be adopted. The number of training images is usually much smaller than the number of pixels in an image (N ( n).
The eigenvectors e and associated eigenvalues k of XX t can be found from the eigenvectorsẽ and associated eigenvaluesk of X t X, which are mathematically more tractable and easier to obtain. The eigenvectors are e ¼ Xẽ and the eigenvalues remain the same (k ¼k). Fig. 4A shows a training set used to compute the eigenfaces in Fig. 4B . We computed a set of eigenfaces for 25 normalized face images of 100 Â 100 size.
Given a face image x for testing, the PCA analysis expands the face in terms of m eigenfaces. The linear transformation W t produces an m-dimensional feature vector
The transform coefficients or weights a 1 ; . . . ; a m characterize the expansion of the given image in terms of eigenfaces. Each of the transform coefficients a i ¼ e t i ðx À xÞ, i ¼ 1; . . . ; m describes the contribution of each eigenface to that face. The transform coefficients serve as features for face recognition. To recognize an unknown test face, the feature vector is then compared to the feature vector of each face image in the database. This leads not only to computational efficiency, but also makes the recognition more general and robust. The face image can be approximately represented in terms of a linear combination of the m eigenfaces, or ÔcomponentÕ faces
Eq. (4) provides the minimum mean square error among all possible approximations of x that use m orthonormal basis vectors. By using an increasing number of eigenvectors, one will get an improved approximation of the given image. Turk and Pentland applied PCA further for detecting and recognizing faces in cluttered scenes, known as the eigenface method [109, 110] . The eigenface method generates features that capture the holistic nature of faces through the PCA. They reported 96, 85, and 64% correct classifications averaged over lighting, orientation, and size variations, respectively for a database containing 2500 images of 16 individuals. Each face is often normalized using the location of the eyes in terms of rotation and scaling. Illumination normalization is usually necessary for the eigenface approach. Zhao and Yang [111] proposed a new method to compute the scatter matrix using three images each taken with different lighting conditions to account for arbitrary illumination effects. Pentland et al. [112] extended their early work on eigenfaces to modular eigenfeatures corresponding to face components, such as the eyes, nose, and mouth (referred to as eigeneyes, eigennose, and eigenmouth). This method would be less sensitive to appearance changes than the standard eigenface method. The system achieved a recognition rate of 95% on the FERET database of 7562 images of approximately 3000 individuals.
Applying discriminant analysis to the eigenface method improves the performance of face recognition [60] . The advantage of combining PCA and LDA is that they distinguish the different roles of within-and between-class scatter by applying discriminant analysis. A direct PCA approach does not distinguish the different roles of each principal component from the training samples and may lead to poor classification performance when the distributions of the face classes are not separated by the mean-difference. Fisherface methods [80] improve the performance of direct PCA approach by applying first PCA for dimensionality reduction and then FisherÕs linear discriminant analysis. Fisherface algorithms are believed to outperform eigenface methods, since LDA extracts features more suitable for classification purposes, i.e., most discriminating features, while eigenfaces find the most expressive features, which are not necessarily helpful for recognition. As a drawback, Fisherfaces require multiple images for training for each person, which is not always available for some applications. An extended Fisherface algorithm using a single training image per person has been proposed in [113] .
Local feature analysis
Local feature analysis [64] is a subspace representation scheme for facial data based on second order statistics results obtained by enforcing topographic indexing of the basis vectors, and minimizing their correlation. Locality and topography are desirable features in certain segmentation and pattern analysis tasks. The eigenface method provides optimal representation in reduced dimensionality, but is typically non-local and non-topographical. The LFA constructs a family of locally correlated feature detectors based on PCA decomposition. A selection, or sparsification, step produces a minimally correlated, and topographically indexed subset of features that define the subspace of interest. Local representations offer robustness against variability due to changes in localized regions of the objects. The features used in the LFA method are less sensitive to illumination changes, easier for estimating rotations, and have less computational burden than the eigenface method. The LFA algorithm was used as a key algorithm in FaceIt, one of the successful commercial face recognition software packages.
The LFA algorithm selects kernels to represent local characteristics of the faces. The support of the kernels extends over the entire range of the data, but nearby values in the indexes do not possess any relationship to each other in contrast to nearby values of the grid variables that obey topography. Topography means that the kernels of the representation should be labeled with the grid variable x instead of the eigenvector index r. Given the eigenvectors v r ðxÞ with eigenvalues k r , one can construct the topographic kernel that projects signals to the subspace spanned by the eigenvector
The rows of Kðx; yÞ contain kernels with spatially local properties. The kernel matrix Kðx; yÞ transforms the face set X into the LFA output O: O ¼ KX t . The original images can be reconstructed from O by
The residual correlation of the outputs becomes
The function P ðx; yÞ can be readily recognized as the projection operator onto the subspace spanned by the eigenvectors. The LFA reduces the dimensionality of the representation by choosing a subset of outputs that are as decorrelated as possible. The reconstruction error for the LFA representation is exactly equal to that of the PCA representation.
Independent component analysis
Independent component analysis for face recognition has been applied relatively recently [92, 93] . ICA seeks non-orthogonal basis that are statistically independent [114, 115] , while PCA finds a set of orthogonal basis for face images of which the transformed features are uncorrelated. The basis images developed by PCA depend only on second-order image statistics. ICA generalizes the concept of PCA to higherorder image statistics relationships. The original motivation for this decomposition derived from the need to separate audio streams into independent sources without prior knowledge of the mixing process. Let x ¼ ðx 1 ; x 2 ; . . . ; x m Þ t denote a zero-mean m-dimensional random variable observed, and let s ¼ ðs 1 ; s 2 ; . . . ; s n Þ t be its n-dimensional transform. The ICA problem is to determine a constant weight matrix W so that the linear transformation of the observed variables s ¼ Wx; ð7Þ yields components s i that are statistically as independent from each other as possible. ICA is only possible if every independent component has a non-Gaussian distribution.
In face recognition, much of the important information may be contained in the high-order relationships among the image pixels. Higher order statistics of the images as the phase spectrum contain much of the information that perceptually distinguishes faces. Comparisons of ICA-based face representation with other methods can be found in [116, 117] . Recently, face recognition performance using the ICA representations was benchmarked by comparing to performance using eigenfaces [93] .
Line edge map
Humans can recognize rough line drawings quickly and almost as accurately as gray-level pictures. A line edge map (LEM) approach extracts lines from a face edge map as features, based on a combination of template matching and geometrical feature matching. Similarity of face images can be measured by a face feature representation scheme based on the LEM [104] . The faces are encoded into binary edge maps using the Sobel edge detection algorithm. The Hausdorff distance was chosen to measure the similarity of the two point sets, i.e., the edge maps of the two faces. The Hausdorff distance [106] is calculated without an explicit pairing of points in their respective data sets. The LEM method possesses the advantages of a featurebased approach, which is invariant to illumination, has low memory requirements, and shows high recognition performance using template matching.
Efficient coding of faces is an important aspect in a face recognition system. Face feature representation in the LEM integrates the structural information with the spatial information of a face image by grouping pixels of face edge maps into line segments. After thinning the edge map, a polygonal line fitting process is applied to generate the LEM of a face. The LEM representation records only the end points of line segments on curves, which further reduces the storage requirements. The LEM is also less sensitive to illumination changes due to the fact that it is an intermediate-level image representation derived from a low-level edge map representation. The basic unit of the LEM is the line segment grouped from pixels of the edge map. The line segment Hausdorff distance (LHD) measure is used to match LEMs of faces. LHD has better distinctive power because it uses additional structural attributes of line orientation, line-point association, and number disparity in obtaining the LEM. The LHD is a shape comparison measure based on LEMs, a distance defined between two line sets. In comparisons with the eigenface method, the LEM shows higher recognition rates.
Elastic graph matching
A face recognition system described in dynamic link architecture [118] represents individual faces by a rectangular graph, each node labeled with a set of complex Gabor wavelet coefficients, called a jet. A jet is used to represent the local features of the face images based on the Gabor wavelet transforms. Only the magnitudes of the coefficients are used for matching and recognition. For the recognition of a new face, each graph in the database is matched to the constructed graph of the new image separately and the best match indicates the recognized person. Rotation in depth is compensated for by elastic deformation of the graphs. Wiskott and von der Malsburg [119] matched human faces against a gallery, or a collection of face images of known individuals of 112 neutral frontal view faces. Probe images were distorted due to rotation and change in facial expressions. Encouraging results using faces with large rotation angles were obtained. In general, dynamic link architecture is good in terms of invariance to rotation; however, the matching process is computationally expensive.
Elastic graph matching [59] extends the dynamic link architecture method in order to increase the matching accuracy for bigger databases and handle larger variations in poses. EGM uses the phase of the complex Gabor wavelet coefficients to achieve a more accurate location of the nodes and to disambiguate patterns, which would be similar in their coefficient magnitudes. EGM employs object adaptive graphs, so that nodes refer to specific facial landmarks, or fiducial points on the face such as the pupils, the corners of the mouth, and the tip of nose. The correct correspondences between two faces can then be found across large viewpoint changes. A new data structure called the bunch graph is introduced to serve as a generalized representation of faces by combining jets of a small set of individual faces. This allows the system to find the fiducial points in one matching process, which eliminates the need for matching each model graph individually. This reduces computational effort significantly. The goal of EGM on a test image is to find the fiducial points and thus extract from the image a graph that maximizes the similarity. Recognition experiments were conducted with galleries of 250 images from the FERET database, neutral frontal view (fa), frontal view with different facial expression (fb), half profile (hr and hl), and profile (pr and pl) images. For frontal against frontal images, the recognition rate was very high (98% for the first rank and 99% for the first 10 ranks) compared with matching of profile images. Morphological elastic graph matching [120] has been proposed for improvement. Use of support vector machines also enhances the performance of elastic graph matching for frontal face authentication [121] . EGM-based systems have good performance in general. However, they require a large-size image, e.g., 128Â128. This restricts application to video-based surveillance, where the face image size is usually small.
Neural networks
Neural network approaches have been widely explored for feature representation and face recognition. An early face recognition technique using artificial neural networks is WISARD, a single-layer adaptive network containing a separate network for each stored individual [122] . Face recognition based on a hybrid neural network [123] has been proposed. Hybrid neural networks combine local image sampling, a self-organizing map (SOM) neural network, and a convolutional neural network. The SOM provides a quantization of the image samples into a topology preserving space where inputs located nearby in the original space also appear nearby in the output space. The SOM achieves dimensionality reduction and provides partial invariance to translation, rotation, scale, and deformation in the image sample. A convolution network extracts features successively in a hierarchical set of layers. The probabilistic decision-based neural network (PDBNN) [95] is effectively applied to face detection and recognition. PDBNN has inherited the modular structure from its predecessor described in [94] . PDBNN-based identification systems have the merits of both neural networks and statistical approaches, and their distributed computing principle is relatively easy to implement on parallel computers. It was reported that face recognition using the PDBNN had the capability of recognizing up to 200 people and could achieve up to a 96% correct recognition rate in approximately 1 s [95] . However, when the number of people increases, the computation expenses become more demanding. In general, neural network approaches encounter problems when the number of classes (i.e., individuals) increases. Moreover, they are not suitable for a single model image recognition task because multiple model images per person are necessary in order to train the systems for ÔoptimalÕ parameter settings. Fusion of multiple neural networks classifiers improved the overall performance of face recognition [124] . A recent face recognition system using hybrid neural and dual eigenspace methods is proposed in [125] .
Support vector machines have been proposed as a new technique for face recognition [100] [101] [102] . SVMs have been proposed by Vapnik [96, 97] as an effective pattern classifier. SVMs find the optimal separating hyperplane that maximizes the margin of separation in order to minimize the risk of misclassification not only for the training samples, but also the unseen data in the test set. A SVM classifier is a linear classifier where the class separating hyperplane is chosen to minimize the expected classification defined by a weighted combination of a small subset of the training vectors, called support vectors. Estimating the optimal hyperplane is equivalent to solving a linearly constrained quadratic programming problem. SVMs can be considered as a new paradigm to train polynomial functions, neural networks, or radial basis function classifiers [126] . While most methods for training a classifier are based on minimizing the training error, i.e., empirical risk, SVMs operate on another induction principle called structural risk minimization. Structural risk minimization aims at minimizing an upper bound on the expected generalization error. An earlier study of SVMs in face recognition has been reported in [99] . Compared with a standard PCA method, the SVM verification system was found to be significantly better.
Hidden Markov models
Hidden Markov models (HMMs) have been successful in modeling temporal information in many speech, image, and video applications. When a traditional 1D Markov chain is used to model a 2D image signal, the signal has to be transformed into a 1D observation sequence. A high complexity of the 2D HMMs leads to models such as pseudo 2D HMMs [127] , embedded HMMs [128] , and embedded Bayesian networks [129] . Early work of HMM-based face recognition [127] models human faces with a vertical top-to-bottom 1D HMM structure composed of superstates. Each superstate contains a horizontal left-to-right 1D Markov chain. A similar 1D HMM [130] uses the discrete cosine transform of the observation strip as a feature vector to reduce the size of the feature vector by discarding the insignificant high-frequency coefficients. In [131] , the image is scanned in a zigzag fashion to form a 1D observation sequence. In embedded HMMs, an image is scanned in a 2D manner where each observation block retains vertical and horizontal indices for row and column, respectively. Embedded Bayesian networks, a generalized framework of embedded HMMs, shows a significant complexity reduction. More recently, a low-complexity 2D HMM structure [132] was derived based on the assumption of conditional independence among the neighboring observation blocks, which enables the separation of the 3D state transition matrix into two 2D vertical and horizontal state transition matrices. High recognition rates were obtained on the facial databases of the AT&T and Georgia Institute of Technology with reasonably low computational load. HMMs have been used in the temporal domain to perform face recognition in video signals, considering each frame in the video sequence as an observation [133] .
Face recognition using infrared imagery
Thermal IR images or thermograms represent the heat patterns emitted from an object. Objects emit different amounts of IR energy according to their temperature and characteristics. The range of human face and body temperature is quite uniform, varying from 35.5 to 37.5°C providing a consistent thermal signature. Skin temperature in a 21°C ambient room temperature also has a small variable range between 26 and 28°C. The thermal patterns of faces are derived primarily from the pattern of superficial blood vessels under the skin. The vessels transport warm blood throughout the body, and heat the skin above. Skin directly above a blood vessel is on the average 0.1°C warmer than adjacent skin. The vein and tissue structure of the face is unique for each person, and therefore the IR images are also unique. It is known that even identical twins have different thermal patterns. The range and sensitivity are well within the specification of current IR imaging technology. The passive nature of the thermal IR systems lowers their complexity and increases their reliability.
Face and disguise detection using the infrared spectrum
Human faces from different ethnic groups have different reflectance characteristics. The problem of finding invariants related to skin color in the visible spectrum could be easily solved with a calibrated IR sensor. Infrared cameras can provide clear imaging signals during daytime and nighttime operation and even in certain adverse weather situations, such as hazy conditions. An external illumination source is not required since the face emits thermal energy. The visible spectrum sensor has certain disadvantages. It cannot easily see at night without the aid of an artificial illumination source, which is not applicable in many applications, as this would distract the human subject. In most cases the thermal signature of the face is distinct from that of the environment and facilitates robust segmentation. This is in contrast to the segmentation difficulties encountered in the visible spectrum due to physical diversity coupled with lighting, color, and shadow effects. While, light reflectivity of the skin varies significantly using visible sensors, emissivity values of the IR spectrum are relatively uniform among faces of different skin color. Face region detection and tracking methods using thermal IR sensors have been reported in [134] .
The reflected IR spectral bands provide advantages for a solution to the face detection problem. Human skin shows unique reflectance characteristics and facial signatures are less variable in these spectral bands. A face detection system [13, 14] is proposed based on NIR imagery and multi-band feature extraction. The reflected IR light is for the most part invisible to the human eye so the system can remain unobtrusive and covert. For IR imaging, the bulk of thermal radiation cannot transmit through glass as glass severely attenuates electromagnetic wave radiation beyond 2.4 lm. Unlike thermal IR bands, reflected IR light can easily penetrate a vehicle window. The use of the NIR spectrum has been successful in face detection for automatic detection and counting of vehicle occupants [135] . Vehicle occupant counting is one of crucial tasks for effective operation of freeway lanes reserved for car-pools or in high occupancy vehicle (HOV) lanes. Vehicle occupant counting facilitates law enforcement in the HOV lane and gathering of statistical data for road construction and planning.
Disguised face detection is critical for the deployment of face recognition systems in high-end security applications. Thermal face recognition is especially useful when the subject is wearing a disguise as well as under all lighting conditions including total darkness. Two types of disguises for altering facial characteristics are the use of artificial materials and surgical alterations. Artificial materials may include a fake nose, makeup, or wig. Surgical alterations modify facial appearance through plastic surgery. Visual identification of individuals with disguises or makeup is almost impossible without prior knowledge as the facial appearance of a person can change substantially through the use of a simple disguise. Disguises can be easily detected using the IR spectrum since various artificial materials used in a disguise change thermal signatures of the face [136] . The upper band of the SWIR at 1.4-2.4 lm may provide useful information for detecting disguised faces [15] due to unique and universal properties of the human skin in this subband. The truly unique advantage of thermal IR is its ability to uncover surgical alterations. Plastic surgery may add or subtract skin tissue, redistribute fat, add silicon, and create or remove scars. Surgical inclusions may cause alterations of blood vessel flow, which appears as distinct cold spots in the thermal imagery.
Face recognition using thermal infrared imagery
Face recognition based on the thermal IR spectrum utilizes anatomical information of the human face as features unique to each individual. Anatomical face features useful for identification can be measured at a distance using passive IR sensor technology with or without the cooperation of the subject. In addition to the currently available techniques for extracting features that depend only on external shape and surface reflectance, the thermal IR image offers new features that ''uncover'' thermal characteristics of the face. One advantage of the use of thermal IR imaging for boosting face recognition performance is apparent invariance to changing illumination. Changes in illumination appear to play less of a role in thermal infrared images. Thermal IR imagery is nearly invariant to changes in ambient illumination since the human face emits thermal energy, not reflected incident light.
Equinox Corporation collected an extensive database of face images using co-registered, broadband-visible/LWIR, MWIR, and SWIR camera sensors for experimentation and statistical performance evaluations. Equinox Corporation conducted validation to compare the performances of face recognition using visible and thermal IR imagery from their database [27] . Appearance-based face recognition algorithms applied to thermal infrared, particularly LWIR imaging, consistently performed better than when applied to visible imagery. Furthermore, face recognition algorithms applied to combined fusion of co-registered visible and LWIR using a fusion of expertsÕ methodologies consistently demonstrated even better performance than when applied to either visible or LWIR imagery alone [137] .
Thermal contour matching
Appearance-based approaches are commonly used for IR face recognition systems [137] . In contrast to visual face recognition algorithms that mostly rely on the eye location, thermal IR face recognition techniques present difficulties in locating the eyes. Initial research approaches to thermal face recognition extract and match thermal contours for identification. Such techniques include elemental shape matching and the eigenface method. Elemental shape matching techniques use the elemental shape of thermal face images. Several different closed thermal contours can be observed in each face. The sets of shapes are unique for each individual because they result from the underlying complex network of blood vessels. Variations in defining the thermal slices from one image to another has the effect of shrinking or enlarging the resulting shapes while keeping the centroid location and other features of the shapes constant. Perimeter, area, x and y coordinates of the centroid, minimum and maximum chord length through the centroid and between perimeter points, and standard deviation of that length are being considered. Automated face recognition using elemental shapes in real-time has reported 96% accuracy for cooperative access control applications.
The eigenface technique for face recognition can be successfully applied to thermal IR images. While the visible eigenfaces contain mostly low-frequency information and coding partly for variation in illumination, the corresponding thermal IR eigenfaces have fewer low-frequency components and many more high-frequency characteristics. Therefore, a majority of the variance of the data distribution is contained in a lower dimensional subspace for the thermal IR than for the visible imagery. Eigenfaces of thermal IR images are uniformly superior to eigenfaces of visible imagery. Classification performance is on average 17% higher for thermal IR imagery, and the best scenario always outperformed and yielded an improvement of 54% over visible imagery [138] . A 6-dimensional subspace is sufficient to capture over 95% of the variance of the thermal IR data, whereas a 36-dimensional subspace is needed to capture the same variance for the visible imagery. Fig. 5 illustrates a set of eigenfaces obtained from thermal IR images in the Equinox database.
Other approaches in this category are metrics matching and template matching. In metrics matching, feature points such as inner and outer eye corners, lowermost tip of the nose, and top and bottom points where the ears are connected to the head can be located from the visual and thermal images. Other feature points can also be obtained from thermal imagery such as the branching of particular blood vessels. Face metrics such as nose base width and face height above center are matched for identification, where the face center is defined as the midpoint of the line connecting the eyes. Template matching compares the areas in the thermograms standardized in size in which the histogram is normalized. Templates often use the areas of the inner cheeks and between the eyes. An elemental shape refers to each nesting of thermal closed contours.
Anatomical structure
Another promising approaches include recognition of anatomical structures rather than thermal contours [139] . Some recent techniques in this category utilize symmetry waveforms and face codes. The IR vascular pattern provides a digital signature, which can be used for face recognition. Based on the hypothesis that the details of each personÕs asymmetries are unique, symmetry waveform technique exploits individual variations of asymmetries for identification. The image is first scaled and histogram normalized. To minimize head rotation effect, a vertical strip area within the outer corners of the eyes is analyzed. Thus these techniques are applicable only when both eyes can be seen. A value is assigned to the horizontal line of pixels in the face strip and the same values form the symmetry waveform. Symmetry analysis may be adequate for small databases. Symmetry waveforms can also be used for tracking of head rotation and for accurate alignment of images.
A face coding method utilizes 1D or 2D face bar codes derived from the degree of variation seen in different individualÕs symmetry waveforms. A bar code line is designated for each significant transition in the waveform. In the 2D bar coding technique, the face is divided into cells and each cell is compared to a library of face segments. The best matching segment is selected and its code used for that cell. Dividing the standardized face center into cells and indicating those in which minutiae are present can generate a simple binary code. The face-coding scheme will take account of head position, and allow for degraded accuracy of identification when only a partial image is seen. In the 2D bar coding scheme, a face is divided into cells and each cell is compared to a library of face segments. The best matching segment is selected and its code used for that cell. Dividing the standardized face center into cells can generate a simple binary code indicating the cells in which minutiae are present.
Fusion of imaging modalities for face recognition
Fusion exploits synergistic integration of images obtained from multiple sensors. Sensors are typically made sensitive to certain signals. For example, CCD cameras are designed for collecting visual signals, and IR sensors measures temperature distribution. Fusion of information from multiple sensors including visual, thermal, and 3D scanners can overcome the limitations of current face recognition techniques. Wilder et al. [140] compared the relative performances of the three face recognition algorithms for visible and IR images: matching pursuit filters [141, 142] , gray-scale projection, and eigenface techniques [109, 143, 144] . Fusion of global and local variables is discussed in [145] . Though visible and IR face recognition perform similarly across algorithms, the fusion of IR and visible imagery is a viable mean of enhancing performance. Correlation between thermal and visual facial imagery encouraged the security market to include uses, where no reference database of thermal images exists. Fusing IR and visible imagery by linear pooling of the similarity scores from the individual modalities improved performance.
Face recognition from 3D range image data is another topic being actively studied by researchers. Sensitivity to variations in pose is another challenging problem in face recognition. As a face is inherently a 3D object, a good solution would be to use information about the 3D structure of a face. A range image contains the depth structure of the object. Range images can represent 3D shape explicitly and can compensate for the lack of depth information in a 2D image. The 3D shape is invariant to a change of color or reflectance properties due to changes in the ambient lighting. Creating a 3D face structure from multiple image views of a human face taken at different poses by appropriately morphing a generic 3D face is presented in [146] [147] [148] . In [149] , the authors present a pose invariant face recognition system using a 3D deformable model. It is important to determine the value of the added information present in range data in terms of its effect on the accuracy of face recognition. A template-based recognition system involving descriptors based on curvature calculations made on range image data is presented in [150] . At each point on the surface, the magnitude and direction of the minimum and maximum normal curvatures are calculated. In the 3D domain, many researchers have handled the 3D face recognition problem using differential geometry tools for computing curvatures [151, 152] . However, the computation of curvature is neither accurate nor reliable. In [153] , the authors used point signature [154] to represent each face and treated the face recognition problem as a 3D recognition problem of non-rigid surfaces. The variety of gray-level information provided by different persons gives more detailed information for interpreting facial images, albeit its dependence on color and reflectance properties. Therefore, integrating 2D and 3D sensory information will be a key factor for achieving a significant improvement in performance over systems that rely solely on a single type of sensory data. Face recognition from both 2D and 3D facial images are studied in [155, 156] . An efficient feature-based approach considering both shape and texture information is presented in [157] .
Fusion of face images with other signal sources has been widely considered. A prototype integrated biometric system [158] performs personal identification by using both faces and fingerprints to overcome the limitations of face recognition and fingerprint verification systems. Fusion of face and speech data [159, 160] enhances personal identification. The multi-sensor fusion problem for face recognition is discussed in [161] .
Conclusion
Face recognition is an active research field due to its potential use in a wide variety of commercial and law enforcement applications including access control, security monitoring, and video surveillance. Unlike other biometric identification systems based on physiological characteristics, face recognition is a passive, non-intrusive system for verifying personal identity in a user-friendly way without having to interrupt user activity. This paper reviews major efforts and advances in face recognition techniques focusing on two major sensing modalities: visual and thermal IR sensors. Various aspects of face recognition in the visible and infrared spectra are covered. The FER-ET evaluations had a significant impact on progress in the development of face recognition algorithms. Evaluation and benchmarking of numerous face recognition algorithms based on the FERET database and test methods are reviewed. Visual face recognition systems have demonstrated high performance under constrained conditions, such as frontal mug shot images and consistent lighting conditions. Performance of visual face recognition often degrades under uncontrolled illumination conditions as in outdoor surveillance applications. Visual face recognition has difficulties in detecting disguised faces, which can be critical in high-end security applications. IR face recognition techniques are useful for identifying faces under uncontrolled illumination conditions or for detecting disguises. Face recognition performance can be enhanced by the fusion of information obtained from different imaging sensors. Fusion of visual information obtained from reflectance intensity images and anatomical information from thermal IR images makes available information that cannot be obtained by processing visual or thermal images alone. Table 1 summarizes the advantages and disadvantages of visual and thermal imaging methods as well as the fusion of visual and thermal imaging techniques for face recognition. 
