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ABSTRACT
A numerical model of two-dimensional reacting mixing flow with complex chemistry is
described. In the model, the computational domain is decomposed into: (1) the "outer", constant
density region outside of the flame; and (2) the "inner", variable density region in the vicinity of the
flame. The Lagrangian Vortex Element Method is used to calculate the "outer" velocity field by
tracking the evolution of vortex elements. The "inner" region is represented by one-dimensional,
unsteady strained elemental flames with complex chemistry and transport. Each elemental flame is
continuously updated in the moving frame of reference attached to a pair of vortex elements. The
"outer" and "inner" solutions are matched. The impact of the velocity field on the local combustion
is captured via the strain rate, while the effect of the flame-induced variation in density on the flow
is captured via a set of volumetric and boroclinic vorticity sources. The interaction of flames with
each other is considered when the separation between them is equal to their thermal-diffusive
thickness. The interaction is implemented using time-dependent boundary conditions imposed at
the instantaneous location of the common material boundary of the flames.
The model is used to study the evolution of temperature and chemical species distributions
in the reacting flows caused by mixing of: (1) the methane and air streams (diffusion flame); (2) the
lean methane-air and hot equilibrium products streams (premixed flame). The velocity difference
between the mixing streams is chosen to be large in order to observe the impact of high strain rate.
For both diffusion and premixed flames, results obtained using the model indicate that the unsteady
effects are extremely important for combustion. Due to a significant delay of flame response to the
flow fluctuations and the time- and space-varying nature of strain rate distribution, a robust non-
premixed combustion is observed in the mixing layer where the scale of strain exceeds the
extinction strain of methane-air flame. A particular attention is paid to the combustion in the core
where the bulk of the products is concentrated. The composition of the core is determined by
intrinsically unsteady interaction of neighboring flames. In the diffusion flame, the interaction
occurs mostly via diffusion, a relatively slow process, and the structure of the core depends on the
ratio of flow to flame time scales: if the flow is fast, the interaction is delayed and the core
comprises identifiable sheets of elemental flame and remains stratified, while if the flow is slow,
the core homogenizes rapidly. In contrast to the diffusion flame, the premixed flame is
characterized by its propagation velocity. This property results in much more intensive interaction
of the flames and homogenization of the core.
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Part I. Numerical Model of Two-Dimensional Reacting Mixing Flow
In Part I of this study we formulate numerical model of reacting mixing flow and present
some results. The flow under consideration is produced by mixing of two initially parallel streams
of oxidizer and fuel. In the formulation, the computational domain is decomposed into the constant
density "outer" region outside the flame and variable density "inner" region in the vicinity of the
flame. To predict the flow field in the "outer" region, we use Lagrangian Vortex Element method.
In this method, the vorticity field is descretized among a large number of vortex elements. By
tracking the motion of each element, one is able to predict the evolution of velocity field. The flame
surface formed between the streams of oxidizer and fuel is viewed as an ensemble of flat unsteady
elemental flames with multi-step chemical kinetics and transport . The reference frame of each
elemental flame is attached to and transported by two vortex elements. Since the Lagrangian Vortex
Element method provides the location of each vortex element as a function of time, one is able to
calculate the instantaneous strain rate imposed on the elemental flame using basic kinematics
principle. This mechanism accounts for the influence of flow on the flame. The impact of flame on
the flow is modeled via a set of volumetric and baroclinic sources attached to the flame surface.
The interaction of flames inside the cores of large eddies is accounted by time-dependent boundary
conditions.
In Part I we present these "building blocks" of the model. In Chapter 1 we start with a brief
overview of experimental results and basic features of mixing flows. The purpose of this Chapter
is (1) to show that the mixing layer is a fundamental part of many practical reacting flows; (2) to
present basic parameters affecting the flow dynamics: velocity ratio, density ratio, and the
convective Mach number.
In Chapter 2 we formulate the numerical model. We start with the derivation of equations
governing the flow dynamics in the variable density case. Next, we discuss the flamelet concept;
demonstrate that, in the relative reference frame moving with the flame, the flow is a superposition
of the stagnation and pure shear flows; present the governing equations for the elemental flame in
the moving frame of reference; overview the construction of baroclinic and volumetric sources
attached to the flame surface and the reconstruction of the total velocity field; present the model of
interacting flames. The Chapter ends with the description of numerical scheme. The emphasis in
the Chapter is on the flow field modeling and flame-flow interaction. Details of the flame structure
modeling are skipped and presented in Part II.
Finally, in Chapter III we present the results obtained using the model. Recognizing the
importance of strain as the parameter affecting local combustion, we start with the investigation of
the dynamics of strain rate distribution in the mixing flow. We design a simple model which
captures major properties of strain distribution in the non-reacting flow. Next, we study the
dynamics of combustion in the reacting flow as a function of flow parameters; show the impact of
baroclinic and volumetric sources and flame-flame interaction.
1. An Overview of Experimental Results
1.1 Introduction
The mixing of two fluids in a mixing layer is important from the scientific as well as from
the technological point of view. The reacting mixing layer is a fundamental flow which occurs in
any combustor. As Fig. 1 demonstrates, the mixing layer can be viewed as a part of a jet ( both
symmetric and asymmetric); jet with a bluff body; jet with sudden expansion; jet in a cross flow;
etc. All of these flows can be simulated using mixing layer code as the basic element of the
calculation. A numerical model of reacting mixing layer can help us to understand better the
intrinsic features of many flow making possible improvements in the efficiency and stability of
combustion and a reduction of the pollutants formation.
An example of plane mixing layer is shown in Fig. 2 (Brown and Roshko, 1974). This
flow is extremely unstable and responds to any background or imposed perturbations by forming
large scale coherent structures which are originated at the splitter plate and move downstream
growing in size by engulfing surrounding fluid. It is well documented that the initial growth of
these structures is governed by a two-dimensional instability mode of the mean velocity profile
while the tree-dimensional modes are developing later and are of lesser importance. In this
Chapter, we will overview some of the experimental results obtained for the mixing layer.
The schematic of the two-dimensional mixing layer is shown in Fig. 3. Two plane flows
with velocities U1 and U2 and densities Pl and P2 are initially separated by a splitter plate, where
subscripts "1" and "2" correspond to the upper and lower streams, respectively. The x-axis and the
y-axis of the laboratory reference frame are directed downstream and perpendicular to the splitter
plate, respectively; the values in the upper stream are used as the reference values. We are
interested in the fully developed turbulent flows with the local Reynolds number in the following
range:
8(x) AURe, x = > 104v , (1.1)
where 8(x) is the local thickness of the mixing layer, AU = U1 - U2 is the velocity difference
between the upper and lower streams, and v is the average kinematic viscosity. Following
Dimotakis (1989), we define 8(x) as the lateral distance between two points where the
concentrations of mixed fluid are less than some small fraction, 1%, say, of their peak values in the
free streams. This definition of the local thickness is closely related to the "visible" mixing layer
width iviz obtained from the shadowgraphs and schlieren pictures. Furthermore, due to the
similarity of the flow at high Reynolds numbers, various definitions of 8(x) will be proportional to
each other (Dimotakis 1989).
At sufficiently high Reynolds numbers and zero downstream pressure gradient, the mean
flow becomes independent of molecular diffusion rates approaching similarity in the variable y/x. It
is known from experiment ( Dimotakis, 1989; Brown and Roshko 1974) that the growth parameter
8 / x of the subsonic mixing layer is a function of the following non-dimensional parameters of the
flow :
r U2 and s P2U 1  PI . (1.2)
In the reacting mixing layer, the growth parameter also depends on the overall normalized density
variation:
Ap pi-P
Pl Pi , (1.3)
where p is the mean density inside the mixing layer, and on the streamwise pressure gradient
dp/dx. However, as it was discovered by Rebollo (1973), if the pressure gradient is not equal to
zero, the mixing layer does not grow linearly unless the dynamic pressures of two streams match.
One of the first expressions for the growth of the spatially developing, constant density
mixing layer was proposed by Abramowich (1963) and Sabin (1965) :
8(x) = C 1 - r
x 1 +r (1.4)
where the velocity ratio r was defined in Eq. (1.2). Dimotakis (1986) suggested a modification of
the above expression to incorporate variable density flows :
=(r s) (1 - r) (1 + f) 1(1 - -) (1 + -s)
1-r [ 1+29 11 (1.5)
where the constant C8 does not depend on the density ratio. For a mixing layer with no external
disturbances, the range of this coefficient is given by
0.45 > Cg > 0.25 (1.6)
There exist sufficient experimental data to suggest that the value of this coefficient also depends on
the initial conditions. The growth of the variable density mixing layer as a function of density ratio
is shown in Fig. 4 for a fixed velocity ratio r = 0.4. The figure is reprinted from Dimotakis (1989).
The influence of the heat release on the evolution of mixing layer is also well documented.
Contrary to the intuitive expectations, in experiments as well as in the numerical simulations, for
subsonic flow with equal free stream densities, one observes a decrease in the mixing layer growth
rate with increasing heat release (Dimotakis, 1984; Mungal, M. G. and Dimotakis, 1984; Soteriou
and Ghoniem, 1994, among others). This happens because the expansion velocity which
accompanies the heat release, impedes the entrainment process to the extent that more than offsets
the effects of dilatation. In Fig. 5 the experimental data for the growth of the mixing layer with heat
release is shown (Dimotakis 1989). It is clear from the figure that the effect of the heat release is
rather weak.
It has been known for some time that two-dimensional mixing layer growth diminishes as
the flow Mach number increases (Dimotakis 1989). Experimental investigations (Papamoschou
and Roshko, 1988 ) have suggested that effects of compressibility are scaled by the convective
Mach number with respect to the two streams, which measure the relative free stream Mach
numbers as seen from the Gallilean frame of the large scale structures in the layer. For example,
the convective Mach number in the upper stream is given by :
MC, = -UI - Uc
at , (1.7)
where al is the speed of sound in the upper stream. The convective velocity can be estimated by
recognizing that in the Gallilean reference frame, there exist stagnation points in the braids between
the large scale structures. Continuity of pressure at these points implies:
Pl + p (U 1 - Uc) 2 =P 2 +1-P2 (Uc - U2 )22 2 , (1.8)
or
Uc 1 +r 4s
U 1  1 + sv , (1.9)
where we assume that pressure variation is small, i.e.,
P1 = P2 . (1.10)
For two streams of constant density s = 1, and the convective velocity is exactly equal to the
average velocity of the upper and lower streams. Due to a slow variation of the square root
function, this is approximately the case for typical values of the density ratio. For example, if s =
0.55 ( stoichiometric methane and air streams ), the convective velocity is 0.79 instead of the
"exact" value of 0.75.
Papamoschou & Roshko (1988) find that the growth of the compressible mixing layer
normalized by that of the corresponding incompressible flow is a function of the convective Mach
number only, i.e.,
•- (r, s; Mc,1)x = fn (c,I)
(r, s; Mc, 1 = 0) (1.11)
The dependence of the normalized growth rate on the convective Mach number is shown in Fig. 6.
The figure demonstrates that the impact of the Mach number is insignificant if :
Mc,1< 0.2 (1.12)
Since the flow growth rate depends on relative Mach number which is always less than the
absolute one, the value of U 1 can exceed several hundred m/s without violating the low Mach
number assumption. We will use this later in this study. In the next chapter we will formulate the
problem of the reacting mixing layer.
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Figures
Figure 1. Mixing layer as a fundamental element of "practical" flows.
Figure 2. Mixing layers between helium (upper) and nitrogen (lower) with Pi U2 = P2 U .
Reynolds number is proportional to 4 x 10 ( pressure = 4 atm, U1 = 10 m/ s, upper panel ) and 4 x
5 (lower panel) (Brown and Roshko, 1974).
Figure 3. A schematic of a free, variable density, plane mixing layer.
Figure 4. The growth of the variable density mixing layer as a function of density ratio is for a
fixed velocity ratio r = 0.4 (Dimotakis, 1989). Solid line: spatially growing layer, open symbols:
Brown and Roshko (1974), filled symbols: Mungal and Dimotakis (1984). Dashed line: temporally
growing mixing layer (Brown, 1974).
Figure 5. Normalized 1 % mixing layer thickness as a function of heat release (Dimotakis, 1989).
Triangle: Wallace (1981), circles: Mungal (unpublished data), squares: Hermanson and Dimotakis
(1989).
Figure 6. Papamoschou & Roshko (1988) compressible mixing layer growth data for a range of
free stream velocity and density ratios. Mixing layer width normalized by the incompressible
width, estimated at the same free stream density and velocity ratio for each run.
REACTING SHEAR LAYER AS A FUNDAMENTAL ELEMENT OF "PRACTICAL"
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2. Numerical Model of Reacting Mixing Layer with Multi-Step Chemical Kinetics
2.1 Introduction
An accurate numerical simulation of the reacting mixing layer is an extremely complicated
problem. The major difficulties can be summarized as follows .
(1) A wide range of governing time and length scales must be resolved. Although there is a
number of methods which can simulate large scale fluid motion, the resolution of the smallest
length and time scales is required for combustion.
(2) Even without the turbulence and two-dimensionality effects, numerical simulation of
combustion is a challenge due to extreme stiffness of the governing equations. To resolve a multi-
step chemistry flame even in a laminar stagnation point flow, advanced numerical techniques, such
moving adaptive mesh generation and variable time stepping, are required. In the multi-
dimensional reacting flows this problems are quadrupled.
(3) The flame structure must be predicted accurately and the influence of flame on the flow
via the expansion and baroclinic effects must be simulated correctly. Due to a high heat release in
the flame, the flow structure in its vicinity is modified in a very significant way providing a
feedback to the combustion itself. Thus, the flame and flow calculations must be dynamically
coupled.
(4) In the majority of currently used reacting flow models the assumption of the
instantaneous flame response to the flow fluctuations is made. The flame structure is solved
employing the steady-state formulation. In a fast flow, the characteristic local flow time scales can
become comparable to those of the flame leading to the ignition and extinction. These are
essentially unsteady processes and can not be simulated using steady-state equations.
(5) The ever more demanding requirements imposed on modern combustors with respect to
pollutants formation necessitate the development of complex chemical kinetics and transport codes
able to predict minor species concentration fields in typical engineering applications. Previously
used codes with a single-step chemistry can produce some global, bulk features of the reacting
flow, such as the total rate of heat release. However, they are unable to provide us with minor
species distributions without restrictive ( and frequently ad hoc ) chemical equilibrium
assumptions. The complex chemistry introduces strong non-linearity and an additional (to
turbulence) set of very small time and length scales.
It has been proven ( von Neumann, 1949 ) that a direct numerical simulation (DNS) of
fully-developed turbulent flow in which all important length and time scales are explicitly included,
is not feasible. The problem of the reacting turbulent flow is even more daunting. To solve it for
the range of Reynolds, Peclet, and Damkohler numbers of practical interest is beyond the reach of
modern computer technology for a long time to come (Givi and Riley, 1989). One of the possible
alternatives to DNS is the Large Eddy Simulation (LES). In this method the phenomena occurring
at scales smaller than those resolvable are treated separately. The LES allows to simulate the flows
in a range of parameters typical for engineering applications. However, it requires some modeling
for the sub-grid scales which must be well understood in order to preserve the complicated physics
of the phenomena.
In this study we use a version of LES to approach the solution of the reacting mixing layer
problem. In our model, the large-scale structures of the shear-driven global flow are calculated
using 2D Lagrangian vortex element method (Chorin, 1973) while the local flame structure is
solved exactly in the moving Eulerian frames of reference ( Knio, Shi and Ghoniem, 1993). The
vortex-method-based approach of solving the global velocity field in the mixing layer is particularly
beneficiary since the flow is initially dominated by large-scale 2D vortical structures caused by the
inviscid instability of mean velocity profile ( Michalke, 1964; Wygnansky and Petersen, 1989).
Another advantage of the vortex method is that it is naturally adaptive allowing to solve the
governing equations in the regions of high circulation and strain where the combustion typically
occurs.
The flame surface in this work is modeled by an ensemble of flat, stretched, elemental
flames advected by the flow. The assumption of one-dimensionality ("flatness") of the local flame
structure is quite satisfactory since, due to a typically very fast chemistry, all scalar gradients in the
direction normal to the flame surface are much greater than those tangential to it. For each flame in
the ensemble, scalar gradients normal to the flame surface are considered dominant while the
tangential ones are neglected assuming that the flame thickness is smaller than the smallest flow
structure and that the heat release in the flame is high. The rate of stretch externally imposed by the
flow on the elemental flames is calculated using general kinematics principles of fluid motion
applied to the vortex elements which carry the flame. This mechanism captures the influence of the
flow on the flame. Combustion in each elemental flame is assumed to occur at the flow conditions
corresponding to the stagnation point flow. The governing equations for each elemental flame
include a multi-step chemical kinetics and complex transport models and are solved exactly each
flow time step providing local density gradient which is used to capture the influence of the flame
on the flow. The latter is done by attaching to each elemental flame one expansion velocity (
volumetric ) source and two baroclinic vorticity sources of positive and negative circulations. In
summary, the model captures both the influence of flow on the flame via flow-induced stretch and
the influence of flame on the flow via expansion-related velocities. The interaction of flames with
each other is captured by imposing time-dependent boundary conditions.
This Chapter is organized as follows. In Section 2.2 we start with general three-
dimensional form of the governing equations and show how the vorticity transport equation can be
simplified in the case of two-dimensional flows. In Section 2.3 we overview the flamelet concept
and explain how its time-scale-related criterion is relaxed in our study. In Section 2.4 we
demonstrate that the relative motion of fluid in the reference frame moving with an elemental flame
can be decomposed into a stagnation point flow and a shear flow, and that the latter is unimportant
for combustion. In Section 2.5 we formulate the governing equations for the evolution of elemental
flame in the moving reference frame. In Section 2.6 we describe the evaluation of the shear-driven,
expansion, baroclinic and potential velocity components. In Section 2.7 we review the model of
interacting flames covered in detail in Chapter 6. In section 2.8 we discuss the basic scaling of the
problem. Section 2.9 contains a brief description of the numerical scheme and initialization
procedure. Finally, Section 2.11 presents conclusions.
2.2 Governing Equation
In this study we assume that the initial evolution of the reacting mixing layer is dominated
by 2D vortical structures and solve a system of two-dimensional equations. The assumption of
two-dimensionality is supported by experiment (Wygnanski and Petersen, 1987). Furthermore, we
assume that the convective Mach numbers of the two streams are low. Also, we assume that all
reactants and products are perfect gases and that the thermodynamic pressure is constant
throughout the computational domain implying an open combustion system. In addition to that, in
the numerical simulation of the problem we neglect the bulk viscosity component of the stress
tensor (we include this component, however, in the derivation of the vorticity transport equation
for the sake of completeness). In the energy equation, we neglect the enthalpy transport term, the
dissipation term and the term associated with the Defour effect. These terms proved to be
unimportant (Smooke , 1990). The gravitation is also neglected.
Given the above assumptions, the problem of the reacting mixing layer is governed by the
following set of vorticity-based equations
Helmholtz Velocity Decomposition:
--W --• -0 -.0
U = ULI + Ue + U4 + Up
Continuity Equation:
+ V.(p  ) =0
(2.1)
(2.2)
Momentum Equation :
dt AV. (2.3)
where
Tij = -ijP + gI •uiDxj
x uj
+ ) + X8ij V-u
axi
Energy Equation:
pcdT = V (K VT)P Pdt
KK
- *kHk
k=1
Species Mass Fraction Equations:
P dYk = V (pDk VYk) + *kWk, k=l, ..., KKdt
Equation of State :
(2.5)
(2.6)
(2.4)
p =p RU T= constWmix , (2.7)
where I, u in, ue, u , and up are the total, shear-driven, expansion, baroclinic, and potential
velocity components, respectively; p is the density; Tij is the stress tensor; Bij is the Cronicker delta
equal to unity if i=j and to zero otherwise; g and X are the molecular and bulk viscosities,
respectively; cp is the specific heat of the mixture in mass units; iK is the thermal diffusivity of the
mixture; T is the temperature; wk is the mole production rate of the k-th species; Wk is the
molecular weight of the k-th species; Hk is the standard enthalpy of the k-th species in mole units;
Yk is the mass fraction of the k-th species; Dk is the mixture-averaged diffusion coefficient of the
k-th species; p is the thermodynamic pressure, a constant; Ru is the universal gas constant; Wmix is
the molecular weight of the mixture; d operator denotes the material derivative. The system of
equation is closed by a multi-step chemical kinetics mechanism and a transport model presented in
Chapter 5.
In the vortex method, the transport of vorticity is described in the Lagrangian sense by
discretizing the vorticity field into an ensemble of computational square vortex "elements"; tracking
the motion of each vortex element as it is transported by the flow, and calculating the velocity
induced by the vortex elements on each other using the Biot-Savart law. Each element carries a
finite amount of circulation Fn:
-n __ WnAn2n
where o)n and An are the vorticity and area assigned to the n-th vortex element, respectively. The
instantaneous location of the vortex element is defined by the positions of its center, Xn(t) . The
amount and the sign of the circulation initially assigned to each vortex element is chosen to
reproduce the inlet velocity profile.
To apply the vortex method to the reacting mixing layer problem, we have to derive the
vorticity transport equation in the case of variable density flow. The details of the derivation are
presented here for the sake of completeness since the general, variable density form of the vorticity
transport equation can be rarely found even in the most comprehensive textbooks on theoretical
hydrodynamics.
The vorticity transport equation is obtained by applying the curl operator to the momentum
equation and using the continuity equation:
Vx({dudt xuiaxy
+1 (i 
-P axj + ) -xsij V.u-) } =axi (2.8)
where the "V x " symbol denotes the curl operation. Applying the operator to the first term in Eq.
2.8 and using the definition of the material derivative, we obtain
Vx dudt SVx -+ V x ((-.V)u ') (2.9)
Next, we interchange the differential operators in the first term of Eq. 2.9 and make use of the
following two expressions (Milne-Thompson, 1968)
(2.10a)
(2.10b)
Using Eq. 2.9 and Eq. 2.10a, we get
Vx di= a(dt at Vx-)-Vx Vx (V x i)) at Vx (ix Zo)
S=Vx U (2.12)
is the vorticity vector. Applying Eq. 2.10b to Eq. 2.11, we have :
where
(2.11)
Vx ((a .V).a'}- -V x {'x (Vx '))
ax (V x b) = (b V).a-- (a V).b + -a (Vb)- b)-(V.a-)
Vx (xm)
at
+co - -
-+ T'.V) - (t.V)
S ((cV) u-(u. V)
at
co+u (v.)-o(V() =
t+ (V (o V) + 2(V.)dt
(2.13)
where we have used the definition of the material derivative and the following vector identity:
V = V .(V x )= 0
We can rewrite the pressure gradient component of the stress tensor as follows :
-Vx =- V(I)xVp - (VxVp)=-V( )xVp= p
while for the velocity gradient component, we obtain :
(V.eij) + 1
P
(V x {V.eij) ) = V p x (V-eij)
p2
V x (V.eij)
(2.15)
where
(aui
axj
auj
axi
) -x8ij V-"u
(2.16)
Combining Eqs. 2.15, 2.14 and 2.13, we obtain the first form of the vorticity transport
equation in the case of variable density flow
d xt p V p x (V.eij)d-(o-V) u+ o (V-·u)- p+ 1V (V.eij)=0
dt 02 P2 P (2.17)
Vx d7dt
V .x eij =P V(') xP
(2.14)
The second form of the equation is obtained by recognizing that
pd [. pd[ 1 d p1co dI (0dp _ dcpO'dt p p dt P2 dt dt p dt dt (2.18)
due to the continuity equation. Substitution of the above expression into Eq. 2.17 yields the second
form of the vorticity transport equation
d) - Vp xVp p Vp x (V.eij) 1
P dt ) - (- V)u pOU- 2 2V x (Veij) = 0dt p P 2 P 2 (2.19)
The general three-dimensional vorticity transport equation is significantly simplified in the
case of two-dimensional flows. Without loss of generality, we set our laboratory reference frame
in such a way that the motion of the flow occurs in the x-y plane. Due to the definition of vorticity
as the curl of velocity, the vorticity vector is perpendicular to this plane and parallel to the z-axis,
i.e., in the component form :
C = (0, 0, co k) (2.20)
where k is a unit length vector along the z-axis. Therefore, the vorticity vector degenerates into a
scalar and Eq. 2.19 is simplified as follows:
dt p dt , (2.21)
(c-V) = 0 (2.22)
where the latter is true since in our reference frame the velocity vector has no components parallel
to the vorticity vector. For the baroclinic term, we obtain :
VpxVp 1 ap aP p bP
p2 p2 ax ay ay ax (2.23)
To simplify the stress tensor-related terms in Eq. 2.19, we introduce the following notation
aeij
- eijj = eil,1 + ei2,2 + ei3,3
axj (2.24)
where the tensor eij is defined in Eq. 2.16. Since there is no velocity component parallel to the z-
axis, the last term on the right-hand side of Eq. 2.24 is identically equal to zero. Applying the
gradient operator to the tensor, we obtain
V.eij = (V-eij)x i + (V.eij)y =
a au a au av -{ (XV.-u +2 2 j-)+-9(- + -)) i +
ax ax ay ay ax (2.25)
a av a u a v -( (X Vu + 2t )+-t(-+ -)}
ay ay ax ay ax
where i and j are unit length vectors along the x- and y-axis, respectively; (V.eij)x and
(V.eij)y are the projections of the divergence of the tensor on the x- and y-axis, respectively.
Using the definition of vector product, we simplify the remaining terms in the vorticity transport
equation as follows :
{ (V'eij)y- (V'eij)x
Vp x (V-eij) -x ay
= -k
P2  p2 , (2.26)
a a
1V x (V.eij) = 1 (V.eij)y- (V.eij)x ) k
P P ax ay (2.27)
The final form of the vorticity transport equation can be written by combining Eqs. 2.21-2.27:
p () + (ap ) + (Veij)yapdt p p2  ax ay ay ax p2 e x (2.28)
(V-eij)x ) - 1 ( (V.eij)y- (Veij)x } =
ay P ax ay
where the projections of the divergence of the eij tensor are :
a au a au av(V-eij)x a (X V +2- )++ 211-+ v)
ax ax ay ay ax
a - v a au av(V.eij)y -(X Vu +2g - ) + - g(-+ -)
ay ay ax ay ax
Although Eq. 2.28 governing the vorticity transport in the variable density, two-
dimensional flow has more simple form than three-dimensional Eq. 2.19, it still remains quite
complicated. In section 2.6 we present an approximate method of solving the equation in the case
of thin flame. The method involves decomposition of the total flow field into the constant density
"outer" domain and the variable density "inner" region ( see Fig. 1 ). The flow structure in the
"outer" domain is calculated by solving the constant density vorticity transport equation. The
influence of the flame on the "outer" flow is accounted for by attaching a pair of baroclinic sources
and an expansion velocity source to each elemental flame and calculating the velocity induced by
these sources.
In addition to the set of flow-related assumptions introduced in the beginning of this
section, an additional set of flame-related assumptions must be imposed. The set is very similar to
the one used in the flamelet concept (Peters, 1986; Bray and Peters, 1994). It is presented in the
next section.
2.3 Flamelet Concept in Non-Premixed Combustion
A major progress achieved recently in turbulent combustion is partially related to the
flamelet concept applied to both premixed and non-premixed combustion regimes in the limit of
fast chemistry ( Bray an Peters, 1994). According to the concept, under a number of very specific
conditions, combustion in turbulent flows occurs in the asymptotically thin flamelets
instantaneously responding to flow fluctuations. The conditions are: (1) the flame time scale must
be much shorter than a relevant turbulent time scale (instantaneous response); and (2) for the
diffusion flame, the amplitude of mixture fraction fluctuations in the turbulent flow must be greater
than the flame thickness in the mixture fraction space (thin flame in mixture fraction space), while
for the premixed flame the burning velocity must be greater than the turbulent intensity. The
difference in the second set of requirements stems from the different physics of premixed and
diffusion flames.
The assumption of the instantaneous response of the flamelet is questionable. It has been
recognized for a long time ( Rutland and Ferziger, 1991; Petrov and Ghoniem, 1995; ) that this
assumption can lead to significant errors in the prediction of flame's burning rate. Reacting flows
can be simulated accurately only if the dynamics of the flame-flow interaction is incorporated in the
model. In this section, we start with an overview of the traditional flamelet concept in the non-
premixed combustion. Next, we relax the time-scale-related requirement of the concept.
Following Bray and Peters (1994), a given turbulent flow field is characterized by the root-
mean-square (rms) of velocity fluctuations v' and the turbulent macroscale It which can be related
to the average kinetic energy k and its dissipation e :
v31v' = ;2 , It = , Cd = 0.37E (2.29)
Based on these scales, we can define the turbulence Reynolds number and the "large-eddy" time
scale:
v' It -it _2 kRe, t= , tt = 2 Cd
V v' 3
E (2.30)
where v is the average kinematic viscosity of the flow. Also, the Kolmogorov length and time
scales can be written in terms of the dissipation of kinetic energy and the kinematic viscosity :
M3 = 1/4 = t
1. e (2.31)
In the case of non-premixed combustion the flame structure is most conveniently presented
in the mixture fraction space Z defined as the solution of the following mixture fraction transport
equation :
p=-V(KVZ)
dt cP , (2.32)
where all the notations are the same as in the previous section. This variable is most effectively
used when the Lewis numbers of all the species are equal to unity. In this case, the transformation
from physical coordinates to the mixture fraction space eliminates the convective terms from the
scalar transport equations providing significant simplification of the solution procedure. However,
this transformation is also useful in the case of general Lewis number when the boundary
conditions imposed on the scalars are independent of the velocity field. This occurs, for example,
in the reacting mixing layer outside large-scale vortex structures. If this is the case, flame structure
can be analyzed in the mixture fraction space independently of the specific flow configuration
(Bray and Peters, 1994).
Diffusion flames owe their name to the rate controlling step: diffusion. In the non-premixed
combustion, the reaction zone is attached to and advected with the high temperature region close to
the stoichiometric contour. In contrast to the premixed flame characterized by an intrinsic feature,
the propagation velocity, there is no physically meaningful velocity scale for the diffusion flame.
Therefore, the criteria for the flame surface to be continuous must be physically different for the
two combustion regimes. In the diffusion flame case, since the mixture fixes flame's position,
mixture fraction fluctuations can be made responsible for the corrugation of the flame surface (Bray
and Peters, 1994; Peters, 1986), while in the premixed flame the corrugation is determined by the
ratio of turbulent intensity and flame's propagation velocity.
Since the flame in the mixture fraction space is located close to the stoichiometric value of
mixture fraction, we consider the oscillations of the mixture fraction around this value. Small
variations in the mixture fraction correspond to a premixed or partially premixed flame. When the
fluctuations of the mixture fraction are large, the diffusion flame is observed. Therefore, the type
of regime which will occur locally ( partially premixed or diffusion flamelets ) depends on the ratio
of the average mixture fraction fluctuations defined as
Z'= Z , (2.33)
where Z"'2 is the average mixture fraction variance, to the flame thickness in the mixture fraction
space, AZf. We will return to this criterion after we introduce flame's time scale.
The second criterion of the flamelet concept is based on the comparison of relevant flow
and flame time scales: if the flame time scale is much shorter than the Kolmogorov time scale
associated with the turnover of the smallest turbulent eddies, the shortest time scale of turbulence,
then the combustion occurs in a quasi-steady regime and the response of flame to the flow
fluctuations can be considered instantaneous. However, the definition of a unique time scale for a
complex chemistry diffusion flame is complicated since, in addition to the thermal-diffusive time
scale, every species in a multicomponent chemical mixture has its own time scale associated with
the rate of its production and/or destruction. One way to solve this problem is to consider a special
case of flame near the extinction, when the chemistry just balances the diffusion (Bray and Peters,
1994). In this limiting case, the effective flame time scale is of the same order as the diffusion time
scale which is, in turn, of the same order as the convective time scale, i.e.,
tf M_.1
Eex (2.34)
where eex is the extinction strain of the diffusion flame which is of the order of 400 1/s for typical
hydrocarbons. The flamelet concept states that the flame response is instantaneous if :
v) 1/2  1
trl =  >> tf= 1
ex (2.35)
i.e., when the Kolmogorov time scale is much longer than the flame time scale.
Next, we present a more quantified version of the length-scale-related criterion for the
diffusion flame using the newly introduced definition of the flame time scale, Eq. 2.34. The
diffusion-based length scale of the flame can be defined as follows :
alf Dref(Tb)
Sex , (2.36)
where the reference diffusion coefficient is evaluated at the location of the maximum heat release.
We estimate the thickness of the flame in the mixture fraction space as follows :
AZf = JZ- if
ay f (2.37)
where the y-axis is normal to the flamelet. By definition, the scalar dissipation rate at the
stoichiometry mixture fraction is given by (Peters, 1982):
Xst = 2Dref (Z) = 4 Cex Zst (erfc-1 (2Zst)}2
,ay (2.38)
where erfc-1 is the inverse of the complimentary error function, Zst is the value of the mixture
fraction at the stoichiometry surface equal to 0.055 for methane-air flame. We can use now Eqs.
2.37 and 2.38 to estimate the flame thickness in the mixture fraction space :
AZf Xst 27Zst eerfc-l(2Zst)
V2 Cex (2.39)
Numerical simulations for the methane-air as well as hydrogen diffusion flames show (Bray and
Peters, 1994) that the flamelet thickness in the mixture fraction space is almost independent of the
strain rate. Therefore, the non-premixed combustion occurs if the level of mixture fraction
fluctuations in the turbulent flow is much higher then the flame thickness in the mixture fraction
space :
AZf = " Zst erfc-(2Zst) << Z' (2.40)
In the opposite case, premixed or partially premixed combustion occurs.
Summarizing, the flamelet concept states that if Eq. 2.35 for the time scales as well as Eq.
2.40 for the length scales in the mixture fraction space are satisfied, then the diffusion flame is a
continuous surface and the local combustion along this surface is completely determined by the
instantaneous local strain rate. It is further assumed that the local combustion is analogous to that in
the stagnation point flow with an equivalent strain rate.
In our study, only the length-scale-related criterion of the flamelet concept, Eq. 2.40, must
be satisfied, while the assumption of the instantaneous response, Eq. 2.35, is relaxed. We assume
that the flame can be represented by an ensemble of stretched, one-dimensional, unsteady ( as
opposed to quasi-steady in the flamelet concept ) elemental flames embedded in the flow. The
assumption of unsteadiness allows us to capture the dynamics of flame-flow interaction, in
general, and extinction and ignition, in particular. We believe that the latter is an important feature
of our model which distinguishes it from other models based on the flamelet concept. To contrast
the flamelet concept and our approach, we call the small segment of the flame front the elemental
flame as opposed to theflamelet , the term used in the flamelet concept.
Notice that there is no contradiction in the statement that our model is capable of capturing
local extinction and ignition, and, at the same time, is based on the assumption of continuous
flame. In this study, the flame surface is defined in a broad sense as the region of the flow
characterized by a high local temperature (density) gradient. For a typical hydrocarbon fuel, such
as methane, extinction occurs when the maximum flame temperature drops below 1700 K. This
temperature is still very high as compared to the ambient temperature of 300 K and allows the
extinguished flame to retain one-dimensionality of its structure. Numerical simulations show that,
depending on flow conditions, this post-extinction temperature gradient is typically high for a long
time after the extinction has occurred making the reignition of the extinguished flame possible.
In the next section we will use kinematics principles to demonstrate that the relative motion
in the special reference frame attached to two adjacent vortex elements can be decomposed into the
stagnation point flow and pure shear flow where the latter is not important for combustion since it
occurs parallel to the flame surface.
2.4 The kinematics of flame stretching
We assume that the elemental flames comprising the flame surface are advected and
stretched by the flow. We extensively use the assumption that locally, in the reference frame of the
elemental flame, combustion occurs under the flow conditions similar to the stagnation point flow.
In this section we provide some justification for this assumption by analyzing a relative motion of
fluid in the vicinity of two adjacent vortex elements, A and B. We assume that the velocity and the
positions of A and B are known from the flow solver, and that the vortex elements are sufficiently
close to each other so that the variation of velocity in their vicinity can be approximated by linear
terms in Taylor's expansion.
First, we consider the kinematics of deformation of an arbitrary fluid line segment di (t)
which connects two fluid particles (see Fig. 2). The position of the first particle with respect to an
arbitrary chosen frame of reference is x(4, t), where ( is its material coordinate defined as the
position at an arbitrary initial time; while the position of the second particle with respect to the same
reference frame is x (4 + d4 , t).
The ds(t) vector at time t is equal to:
d(t) = X (ý+d- ,t)- x (t,t) .(2.41)
The i-th component of this vector at time t can be written as:
dsi(t) = xi(t+dt ,t) - xi(4,t) = (-i)t dik = dxi(t)
atk (2.42)
After a small time increment dt the positions of the two particles change and the i-th component of
the line segment is equal to:
axidsi(t+dt) = xi(ý+dý ,t+dt) - xi(A,t+dt) = (-i)t+dt d4k
atk (2.43)
The derivative in this expression can be rewritten using Taylor's expansion:
( )t+dt = ( + dt )t dt = (i)t + ( )t dt
8ak atk dt k ak k , (2.44)
where we are able to change the order of differentiation in the second term because the material
coordinates are independent of time. Substitution of Eq. 2.44 into Eq. 2.43 yields :
axi x avdsi(t+dt) = (-)t+dt dgk= (ýX)td- k + (ýi)t dtkdt
•k aak a k (2.45)
The first term on the right hand side is equal to dsi(t) (see Eq. 2.43), while the last term can be
modified using the following identity :
dgk = (--k)t dxj
axj (2.46)
which is always valid if the Jacobian matrix of the coordinate transformation is non-singular.
Substitution of Eq. 2.46 into Eq. 2.45 yields the relationship between the projection of the line
segment on the i-th axis at time t and the same projection at time t+dt :
av- avdsi(t+dt) = dsi(t) + (-)t dxjdt = (Bij +(-•)t dt) dsj(t)
ixj axj (2.47)
Now, if we consider a two-dimensional flow and denote the projections on the x- and y-
axis by the subscripts 1 and 2, respectively, then the projections of an arbitrary line segment on
arbitrary axes can be written as follows :
dsl(t+dt) = (1 +(-)t dt) dsl(t) + (-v)t dt ds2(t)
x 2l ~x2 (2.48)
av 2  av2ds 2(t+dt) = (-ýv)t dt dsl(t) + ( 1 + (-v2)t dt) dS2(t)
axl ax2  (2.49)
Next, instead of considering an arbitrary line segment, we evaluate the deformation of two
initially perpendicular line segments in a specially constructed reference frame F'. The first
segment originates at A, the origin of the special reference frame F'. This segment lies on the line
connecting element A and the neighboring vortex element B. The line AB is directed along the x-
axis of our special coordinate system. The second line segment also starts at A and initially lies
along the y-axis perpendicular to AB. The two segments are shown in Fig. 3.
At time t the projections of the first and second segments on the axes of F' are:
dsl(t), dS2(t) = 0, (2.50)
and
dsi(t) = 0, dS2(t)
respectively. Next, we will show that the deformation of these two line segments
decomposed into the deformations attributed to the shear and stagnation point flows.
For the first segment, using Eqs. 2.48 and 2.49, we obtain the following
projections as functions of the velocity field and old projections :
dsl(t+dt) = (1 +(-)t dt) dsl(t)
ax1
av2ds2(t+dt) = (!-2)t dt dsl(t) = 0
axl
(2.51)
can be
updated
(2.52)
(2.53)
where the derivative in the second equation is equal to zero due to our choice of the reference
frame.
The same procedure applied to the second segment yields:
dsl(t+dt) = (vi)t dt ds2(t)
ax2
and
(2.54)
ds2 (t+dt) = (1 + (- )t dt) ds2(t)
ax2  . (2.55)
Considering the projection of the second line segment on the x-axis, Eq. 2.54, we note that it
avl
grows at a rate (x2), i.e. the segment is rotated clockwise or counterclockwise depending on the
sign of the derivative. This type of deformation occurs in the pure shear flow fully determined by
non-diagonal components of the strain rate tensor,
eij (vi + v),i j2 1 xj axi  (2.56)
The diagonal components of the tensor are equal to zero leading to a constant length of a line
segment in this flow.
The second component of the flow in the vicinity of A is the stagnation point flow
avl aV2
characterized by two non-zero velocity derivatives, - and -x In the stagnation point flow, two
axN aX2
fluid segments located along the principal axes undergo a pure deformation with the rate given by
Eq. 2.52 for the x-segment, and by Eq. 2.55 for the y-segment. Due to the continuity equation, in
an incompressible flow, the values of the two velocity derivatives are equal in magnitude and
opposite in sign :
avl a)V2
ax1  ax2  (2.57)
where E is the strain rate, an absolute value of the diagonal component of the strain rate tensor eij.
Summarizing, we established that the relative velocity field in the vicinity of two vortex
elements with respect to the reference frame attached to those elements is a superposition of the
stagnation point flow and pure shear flow.
Next, assume that the vortex elements A and B are located close to a thin flame surface
parallel to AB (see Fig. 3). In the direction normal to the flame, there is a rapid variation in the
temperature, density, and species concentrations while along the surface passive scalars change
rather slowly and the following inequality holds :
ax1  ax2  (2.58)
On the other hand, the transport equation for a passive scalar written in the moving reference frame
F' contains the following differential operator
• 8 8 o2 2a a a a a2
-+Vl -+v2-
at axl ax2  ax2 axx2  (2.59)
The shear velocity component, v1 = C x2, enters into the second term of Eq. 2.59. However,
since the flame structure is close to one-dimensional, and due to Eq. 2.58, the second term in Eq.
2.59 is significantly smaller than the third term making the shear component of local velocity
negligible. Physically, it means that the pure shear layer advects the same values of scalars parallel
to the flame surface without affecting the distribution of scalars in the direction perpendicular to
this surface. Therefore, in the special reference frame F', only the stagnation point flow component
of the total relative velocity is important and, therefore, the instantaneous combustion is locally
similar to that in the stagnation point flow with appropriately chosen strain rate. We can use the
definition of stretch as the normalized rate of change of the flame area 8A ( length in two-
dimensional flows ),
(t) 1 d(SA)
SA dt (2.60)
and evaluate the equivalent strain as follows :
E(t) 1 sl(t+At) - Sl(t) av,
At sl(t+ 1 At) ax12 (2.61)
where
s (t+ I At) = 1 (Sl(t+At) + s (t))2 2 (2.62)
We replaced the infinitely small dsl used in the mathematical formulation with its finite-difference
approximation, s1. Note that in the case of flat elemental flame the strain and stretch are identical
since the curvature-related component of stretch vanishes.
2.5 Governing Equations for the Elemental Flame
In the previous Section we established that the relative motion of fluid in the vicinity of two
vortex elements can be decomposed into a pure shear flow and stagnation point flow. The
equivalent strain rate is evaluated using Eq. 2.61. Due to the one-dimensionality of the elemental
flame structure, pure shear component of the total flow is unimportant for combustion. In this
section we derive a similarity form of the equations governing the evolution of flame in the
stagnation point flow.
The reference frame in which the structure of the elemental flame is calculated consists of
two mutually perpendicular axes. The x-axis of the moving reference frame connects two vortex
elements, while the y-axis is perpendicular to the x-axis. We start with general unsteady transport
equations for mass, momentum, chemical species concentrations and energy :
ap a (p u) a(pyv)
+ + =0St ax by (2.63)
au au au ap alu=0p +pu +pv +at x ay ax ay ay(
bk = 1,+ pu + pv
k= 1, ... , KK,
aT aT aT 1 a aT wk Hkp +pu + p y K + -0P t + x Py cpay k=1 Cp (2.66)
where x and y axes are directed parallel and perpendicular to the flame, respectively, t is the time,
u and v are the x- and y-velocity components, p is the density, p is the pressure, 9t is the
molecular viscosity, Yk is the mass fraction, Dk is the mixture-averaged diffusion coefficient of the
k-th species , Wk is the molecular weight of the k-th species, *vk is the production rate of the k-th
species in mole units, T is the temperature, cp is the specific heat of mixture in mass units, Ki is the
thermal conductivity of mixture, Hk is the total enthalpy of the k-th species in mole units. The
system of equations is closed by the ideal gas law. We neglected the enthalpy flux term in the
energy equation and the thermal diffusion velocity in the species equations. It has been shown by
Smooke (1990), and confirmed by us, that these terms are relatively unimportant.
The above equations are written assuming that the gradients of all scalars in the y-direction,
perpendicular to the flame, are much greater than the corresponding gradients in the x-direction,
along the flame. Effectively, the boundary layer assumption is used. Note that the inviscid
irrotational stagnation point flow in the absence of flame does not have a preferential direction.
This directional preference is introduced by the flame.
The free-stream velocity is given by the following equation :
u0 = e (t) x (2.67)
where . (t) is the strain rate outside the flame zone. In the outer layer, the y-derivatives in the
momentum equation are negligible and we can write :
u._ u. aP 1 a• 0e app U + pu 0 + p =u + pu0e.0  + 0P at +x ax e ax xt ax
which allows us to express the pressure gradient in the moving reference frame as a function of the
imposed strain rate.
Considering the solution of the above equations in the region close to the stagnation
streamline, x = 0, where u = 0, - =0 and introducing the notations of Smooke (1990)
ax
U = u / u.,, V = p v , we rewrite Eqs. 2.63-66 as follows
-"+ pUe.+ pSat
p •+pUP U + p U
au t
V u.0Vu
a Yk
a + putUP t
au avU00  + =0ax y
+0 p U + p uU 2 e. +
E. )at ax
.( + Eau 0E_ at 5y a
aYkx + VSx
(2.68)
(2.69)
aY ay p Dk a Yk Wk=O (2.70)
aT aT aT 1 ap T •wkHkp --+ pu U -+ V + - 0t x ay p a y ay k=l cP (2.71)
In the momentum equation there are two terms containing the time derivative of strain. Since the
density inside the flame is usually much lower than the density outside and U is of order of unity,
then
p1 U u 1 E. 1 « E*pU u, << p. uo
ea t e<O at
In the vicinity of the stagnation streamline uo0 = e x = 0 . It can be demonstrated using
dimensional analysis that close to the stagnation streamline all convective terms in the x- direction
are small compared to the corresponding terms in the y-direction. Dividing the momentum equation
by uo , we finally obtain
au aup +VP t ay - poo(e. + ) +pU2. = 0
Close to the stagnation streamline, the remaining governing equations take the form
ap ava + pUe.+ V=0at ay
a Ykp +VSat
aYk ay p Dk 
- vkWk=O
a y ay)
(2.72)
(2.73)
(2.74)
aT aT 1 a DTJ -kHk0p - + V C k=l kHk
a t ay cp Uy / k = 1 Cp (2.75)
Eqs. 2.72 - 75 constitute the set governing the evolution of the elemental flame.
There are two major types of boundary conditions which can be imposed on the elemental
flame in the reacting mixing layers. In the braids of the vortex structures, the free-stream
homogeneous boundary conditions are imposed :
at y = y(t) : Yk = Yk, oo, T = T±. ; Uyt(t) = 1, Uyi(t) = Py;(t)
(2.76)
at y=0 :V=0
where the square root term is derived from the momentum equation applied far away from the
flame where all the spatial derivatives of U vanish. Inside large vortical structures adjacent
elemental flames consume the same pool of fuel and/ or oxidizer imposing time-dependent
boundary conditions at their common interfaces y+(t) and y:(t). Therefore, boundary conditions
2.76 are modified as follows :
at y = ± ( Yk aT + 1 /at y = y(t) : (Yk )(t) = ( (t) = 0; Uyt(t) = 1, Uyi(t) = Py(t)
ay yy KPyi(t)
(2.77)
at y=O :V=O
where the superscripts "+" and "-" denote the values imposed at the upper and lower interfaces of
the currently updated flame. Note that the boundary values of scalars as well as the location where
these values are imposed are functions of time. The methodology of calculating those values will
be presented later in this Chapter.
Once the system of governing equations with boundary conditions 2.76 or 2.77 is solved
and the two components of velocity, u and v, are found, we can estimate the vorticity produced in
the flame at position (x,y) in the reference frame of the elemental flame:
au av
COb(X,y) - +
0y ax (2.78)
The assumption that the derivative of v with respect to x is much smaller than the derivative of u
with respect to y due to the one-dimensionality of the flame structure yields :
au aU
Ob(x,Y) - - E. x -
ay ay (2.79)
Inviscid irrotational stagnation point flow does not generate any vorticity. Vorticity in Eq. 2.79 is
non-zero because of the variation in U-velocity with respect to the y-coordinate caused by the
variation in density ( see boundary conditions for U, Eqs. 2.76-77). Therefore, vorticity is of
baroclinic nature. Once the baroclinic vorticity distribution is obtained, the baroclinic circulation
can be calculated. Typical instantaneous baroclinic vorticity and temperature profiles in a strained
methane-air diffusion flame is shown in Fig. 4. The vorticity profile has positive and negative
humps which make the distribution similar to that of the vortex dipole.
One of the drawbacks of Eq. 2.79 is the arbitrariness of choice of the position of the origin.
Note that, since the distribution of vorticity in the variable density stagnation point flow is perfectly
symmetric with respect to the y-axis, if we choose the middle point between two vortex elements
as the origin of flame's reference frame, the total circulation produced by the flame will be
identically zero and the effect of baroclinic vorticity will be lost. Therefore, to estimate the strength
of the baroclinic vorticity sources, we integrate Eq. 2.79 from x = 0 to x = 61. Our numerical
results show that this procedure leads to a sensible baroclinic vorticity distribution which agrees
well with the predictions of transport-element method (Soteriou and Ghoniem, 1994). A more
robust numerical procedure which can be used to evaluate the flame-generated vorticity distribution
more accurately is presented in Appendix I. The procedure is based on solving the flame-generated
vorticity transport equation in the laboratory reference frame. However, since the impact of
baroclinic vorticity at the initial stages of mixing layer development is quite small, an approximate
Eq. 2.79 is used throughout this study.
2.6 Reconstruction of the velocity field
In the reacting mixing layer, there are two regions with drastically different properties (see
Fig. 1). Far away from the flame, there is a constant density "outer" flow. Closer to the flame, in
the variable density "inner" region, the flow is a complex superposition of (1) the "outer" flow; (2)
the flow generated by the volumetric expansion in the flame; (3) the flow induced by the positive
and negative baroclinic vorticity in the flame. An exact solution for the flow in the "inner" region is
a complicated problem. In this study we model the flow structure by: (1) solving the constant
density vorticity transport equation outside the flame zone and calculating the "outer" flow; and (2)
adding to the "outer" flow the velocity generated by a set of volumetric and baroclinic sources
attached to each elemental flame. The instantaneous strengths of these sources are obtained by
integrating the elemental flame structure. In this section we present the modeling procedure in
detail.
Before we proceed, it is appropriate to get some idea regarding the physical meaning of
different terms in the vorticity transport Eq. 2.28. The first term on the left-hand-side is the
material derivative of o/ p. The next two terms represent the baroclinic torques. They indicate that
the value of 0o/ p varies if the pressure and the density gradients are not aligned. This is the case in
the reacting mixing layer since the major component of the density gradient is perpendicular to the
flame, while the surface itself is accelerating mostly downstream. The next two terms represent the
interaction of density gradient and strain rate tensor, while the last two terms govern the dissipation
of vorticity by viscous forces, a spatially confined effect in high Reynolds number flows.
In the "outer" region, the density is constant and the baroclinic terms and the density
gradient/ strain rate terms in Eq. 2.28 vanish. Furthermore, if we assume that the Reynolds
number of the flow based on the velocity difference between the upper and lower streams, the
average kinematic viscosity of the streams and the wavelength of the fundamental instability mode
is high, then the viscous dissipation terms in Eq. 2.28 are small and we obtain the following
vorticity transport equation for the "outer", uniform density region
S=0dt , (2.80)
where 0 is the "outer" vorticity, a component of the total vorticity co. The effect of the viscous
dissipation of vorticity can be taken into account by a fractional integration procedure in which,
after each "convective" time step, the core of each vortex element is diffused with a rate obtained
by solving analytically the vorticity diffusion equation (Soteriou, 1993). The procedure is
presented below.
Eq. 2.80 shows that in the "outer" region the vorticity carried by each vortex element is
conserved. If the vorticity and the area associated with each vortex element are known at time t, a
complete vorticity distribution at an arbitrary position RZ inside the computational domain can be
obtained by summing up the circulations assigned to individual vortex elements:
N
S(v, t) = Fn(t) fS (x - Xin )
n=1 , (2.81)
where f8 (~- Xn ) is a Gaussian core function introduced to alleviate the singularity x -- Xn and to
incorporate the effect of viscosity on the vorticity distribution via the core expansion (this shape of
the core function implies that each vortex element is a Gaussian vortex ):
1 
-- 
-- * n2
( -Xn) = exp(- Xn12
82(t, Re) (2.82)
where the core size,
8 2(t, Re) = 82(0) + 4tRe
is the solution of the vorticity diffusion equation for a single vortex element.
Once the "outer" vorticity distribution is obtained from Eq. 2.81, the hypothetical vorticity-
induced velocity can be calculated. There are two types of vorticity sources in our model : the
"outer" sources carried by the vortex elements and the "inner", baroclinic sources carried by the
elemental flames. Once the strengths of these sources are established, the procedure for calculating
the velocity is similar for both types of sources.
The hypothetical "vortical" velocity, un-, induced by a prescribed vorticity distribution has
to satisfy the following equations (Batchelor, 1990):
V x un = a, V -•U = 0 (2.83)
where the first equation is the definition of the "vortical" velocity, while the second equation stems
from the identity that the divergence of a curl is always equal to zero. Applying the fundamental
theorem of vector analysis (Batchelor, 1990), we represent u•t as a curl of an unknown vector
potential, B, :
un = V x B, (2.84)
and substitute Eq. 2.84 into Eq. 2.83 to obtain
Vx (VxBv) = V (V Bv) -V = (2.85)
We will see in a moment that, for a two-dimensional flow, the following equation is always
satisfied:
V Bv =0 (2.86)
Assuming that it is true, we obtain the Poisson equation for the vector potential:
-V B= , (2.87)
which has the following solution in the case of two-dimensional flows:
Bv(x) - f () In --_ dACx')
where A is the area over which the vorticity is distributed. Using this solution, we can prove Eq.
2.86 :
V -Bv = V•. { - 1 () In l --x dAC') ) =
(2.89)
2 -I V - In -1 )dA ') 1 V,. ( s(') In  -1') dA d ')=
where aA is the boundary of two-dimensional domain A with the local normal i(i'). Also, we
have used the Ostrogradsky-Gauss theorem to recast the integration over the area A into the
integration over its boundary, )A. In two dimensions, the vorticity vector is always perpendicular
to the plane of the flow and, therefore, to any vector parallel to this plane. Thus, Eq. 2.86 is
always satisfied since
K(2')-n"- 0 for V -' (2.90)
Once the vector potential is found using Eq. 2.88, the hypothetical velocity uj is calculated by
applying the curl operator to the vector potential:
I = V x B ,(i (') V x ( In -1 ) dA( 1 I() ' x k dA27 27 11 - AJ2ýA fAA
(2.91)
where r' = x -x' is the position vector.
(2.88)
((2')- i n) In r - ' d(aACx'))21 A
IA
In the vortex method the integral in Eq. 2.91 is approximated by the following finite sum
over the vortex elements:
u"(x) - 1 -___,
n=1 -7 12 (2.92)
where the function
gs(r) = 1 - fs(r) = 1- exp(- r2
8(t,Re)2  (2.93)
is introduced in order to eliminate the singularity r' -- 0 in Eq. 2.92, and N is the total number of
vortex elements. Equation 2.92 is the solution for the "outer" vortical component of the velocity
field. Figure 5 illustrates the summation procedure. We will consider the potential and flame-
generated expansion and baroclinic velocity components next.
We assume that the structure of each elemental flame, including its density profile, is
known and evaluate the expansion velocity as follows. The hypothetical expansion velocity ue, a
component of the total velocity, has to satisfy the following equations (Batchelor, 1990):
v u- I d p  Vx =0
p dt (2.94)
Both equations can be satisfied by assuming
-e=VeW , V2 dpp dt 
(2.95)
where Oe is a scalar velocity potential. The solution of this equation in the case of two-dimensional
flow is given by :
Oe(x) =P- ( -p -d logj& -- dA(T')
(2.96)
and the expansion velocity component can be obtained using Eq. 2.96
u'r)= V-x "Oe(-') = - ( - ._ ., dA x') . r=
A A(2.97)
We assume that the flame thickness is much smaller than the flow length scale. Therefore, we can
model the impact of the expansion in the n-th elemental flame by a volumetric "source" assigned to
two vortex elements which support flame's reference frame ( see Fig. 6 ):
Se,n =2 (Se,n+i+Se,n)
where Se, n is the strength of the volumetric source assigned to the n-th vortex element, Se, n is the
strength assigned to the n-th elemental flame which is carried by the n-th and (n+l)-st vortex
elements. Thus, the vortex elements are entitled with an additional function: they carry the shear-
induced circulation as well as the volumetric sources. An alternative would be to introduce an
additional set of elements, the volumetric sources, and position them at the locations of peak
temperatures. However, this option is more computationally expensive and, since the flame
structure is thin, does not produce significantly different global velocity field.
If the position at which we evaluate the expansion velocity, Z, is far away from the
location of the expansion source, "'n, then Eq. 2.97 can be approximated as follows:
2 1e( x n= 1 r2 p dt ( .
(2.98)
where the sum is calculated over all the volumetric sources and On is the position of the origin of
flame's reference frame. The strength of the source associated with the n-th flame is given by:
P dt )- dA (')
which is approximated as follows assuming the one-dimensionality of the flame structure :
1( - ); dAO') = 8 In ( - dp ) d
(2.99)
where 8 In -n+l - jý is the length of the n-th elemental flame.
Next, we use the equation of state and the energy equation in order to write the strength of
the expansion source in a more numerically accurate form:
Y p dt y- Tdt
Se, n f( - )1) dy 1n d );T dy81n=
(2.100)
Y +
KK
X WkHk
SI k=1 dy 81n
pcpT ay ay pcpT )
where 81n = I Xn - Xn+1 I. Note, that the diffusion term in the last integral is maintained because the
specific heat is a function of temperature. This form is more efficient since the terms under the
integral in Eq. 2.100 are the second order spatial derivative and a known function which are
estimated using at least second order accuracy finite-difference schemes while the time derivative of
density is evaluated less accurately.
Summarizing, the expansion velocity is evaluated using Eqs. 2.98-100 as follows :
KK
N --- a a wkHkUe() 1 g8(r) ( 1 k= ) dy 81n
n=1 r pcpTy ay pcpT
*Yn (2.101)
where the core function,
gs(r) = 1 -exp(- r2)
862 (2.102)
(Knio, Shi, and Ghoniem, 1993) is introduced in order to remove the singularity when x -- x'.
The size of the core, 8, is chosen in such a way that the cores of the neighboring elements slightly
overlap to ensure stability of the numerical integration. The stages in the modeling procedure are
shown schematically in Fig. 6.
Next, we consider the velocity generated by the baroclinic vorticity. For an elemental
flame, the distribution of vorticity in the direction perpendicular to the flame surface is given by
Eqs. 2. 78 -79 ( see also Fig. 4). It is tempting to treat the flame surface as a vorticity sheet with
the local strength per unit length obtained by integrating the vorticity distribution in the y-direction :
Fb(S) = 2 (Ob(y',s) dy'
n - (2.103)
where s is the length measure of the flame surface. However, due to a specific bell-shaped
temperature distribution in the flame, the vorticity of both signs is generated. Therefore, the value
of baroclinic circulation would be quite small and the total effect of the baroclinic vorticity would
be negligible.
In this study we assign the baroclinic vorticity generated by combustion in the n-th
elemental flame to two circulation sources attached to the flame's reference frame ( see Fig. 7). The
location of the positive baroclinic vorticity source in flame's reference frame is defined as follows :
yn
Y I b, n dy
yi, -i where co, >0
'O + ndy
(2.104a)
i.e., only the positive values of baroclinic vorticity are used to calculate the integral. The location
of the negative baroclinic vorticity source is defined similarly :
y o'j, n dy
Y, n -- Y n where Ob, n < 0
f Y 
', 
n dy
(2.104b)
Modeling the flame as a dipole vorticity source is not adopted here due to a finite distance between
the sources of baroclinic circulation in our model. We use the definitions in the integral form
because we have found that in the flame embedded in fluctuating strain rate field, the instantaneous
vorticity profile can have many humps. The integral definitions 2.104 a and b provide an
approximation for the positions of the sources in the case of arbitrary vorticity distribution.
The positive circulation generated in the n-th flame is defined as :
l7.n1 = C o' , dxdy where , n > 0
Jyf , (2.105a)
while the negative circulation is given by
8 In Yn+
Frb, n I c , n dx dy where ob, n > 0
2 yn (2.105b)
Given the positive and negative circulations in the n-th flame and their locations (Eqs.
2.104 -105) , we can evaluate the velocity induced by these baroclinic vorticity sources in a way
similar to that used in the beginning of this section when we calculated the velocity generated by
the "outer" vorticity Q:
N
2nn1
N
n= 1
r 'x k 9
rbx k
rb, n W 98) r =x Xb6n
(2.106a)
(2.106b)
where ' b, n and X b, n are the positions of positive and negative baroclinic vorticity sources
assigned to the n-the flame in the lab reference frame F. The total velocity component induced by
the baroclinic vorticity sources is the sum of the two velocity component given by Eqs. 2.106 a
and b:
u( a ) = 6 b(x) + ) "6) (2.107)
So far we derived three velocity components : (1) the "outer" velocity component uj (see
Eq. 2.92); (2) the expansion velocity component, 'e (see Eq. 2.101); and (3) the baroclinic
velocity components, T and 14, (see Eqs. 2.106 a and b). The remaining potential velocity
component is equal to the difference between the total velocity and the three components :
up = u - - uQ - Ue
It is solenoidal as well as irrotational, i.e., it has to satisfies the following equations:
v. up=o, Vxp=0 (2.109)
since both vortical components are solenoidal, while the expansion velocity is irrotational.
Since V x ×•p = 0, the Stokes theorem applied to a close contour C, a boundary of a
surface A, shows that
(2.108)
fA (V x 'u) .dA = fC up
where ds is a vector locally tangential to C, for all reducible curves completely lying within the
fluid (Batchelor, 1990). If M and N are two points in the fluid and C1 and C2 are two different
curves connecting M and N, then the following is true
fc Ip "-ds= uJp "ds
We have established that the line integral does not depend on the path if the path completely lies
within the fluid. Therefore, it is possible to define a scalar function called the velocity potential,
(6), as the following function of position x:
N
M O (2.110)
It is clear that this function does not depend on a particular path taken to connect M and N, and the
gradient of it is equal to the potential velocity:
P= V  ( •  . (2.111)
The curl operator applied to the right-hand-side of Eq. 2.111 yields zero by definition and the
second condition in Eq. 2.109 for the potential velocity is satisfied. The first equation leads to the
Laplace equation:
V p = V(V (') )= v 2 (-) = 0. (2.112)
Once Eq. 2.112 is solved and the velocity potential is found, the potential velocity itself is
calculated and the total velocity field is reconstructed.
In this study the potential velocity component is calculated as follows. First, we map the
computational domain z = x + iy into an upper half-plane domain ý = 4 + i 1l in which the upper
and lower streams of the mixing layer are replaced by two point sources ( see Fig. 8). The required
transformation can be found using the Schwarz-Christoffel theorem and is given in terms of the
following ordinary differential equation (Soteriou, 1993)
dzH , (2.113)
where H is the channel height. This equation is solved to yield the following mapping between the
two complex domains:
z= In( 21)2n (2.114)
The logarithms of a complex variable is defined as (Milne-Thompson, 1968) :
In z = In I z + i arctan Im{z)Re(z).
Since the arctangent is an angle and since the angle remains the same if it changes by ± 271 radians,
the logarithm of a complex number has infinite number of branches. To fix the branch of interest,
we use Eq. 2.114 and define the backward transformation from z to C as follows (Soteriou, 1993)
C = + V exp{2 7C z + 1Sexp{ 1 (2.115)
where the "+" sign is applied when y < 0.5 H and the "-" sign is used when y > 0.5 H. This
choice of the "+" and "-" signs fixes the branch of logarithm. In can be shown that Eq. 2.115 can
be written in terms of the real and imaginary components as follows
z= lIn(C 2 - 1) = Ini C2 - 1I+ i (i + ATAN Im (C2 - 1)2n Re(2 - 1) (2.116)
where ATAN is the FORTRAN arctangent function defined with an argument range from
- x/ 2 to x/ 2 radians.
The upper and lower streams of the original domain are mapped into point sources with the
strengths
s U1 H 2_U2 H
2 2 , (2.117)
located at Cs, = (0, -1) and ýs,= (0, 1) ( see Fig. 8). The complex velocity generated by those
sources is obtained by differentiating the complex velocity potential. The derivative is then mapped
back into the original computational domain using the chain rule :
dwp(C(z)) _ dwp(_ ) d p(- Vp(Z) = ( U 1  + U 2  dC
dz dý dz 2nx (z)+ 1 (z)- , (2.118)
and the calculation of the potential velocity is completed.
The complex variable transformation used to calculate the potential velocity serves an
additional and very important purpose. Since the height of the channel is finite, the prescribed
expansion sources and the baroclinic and "outer" vortex elements create a non-zero velocity normal
to the walls. In this study the impermeability of the walls is enforced by a system of images
(Soteriou, 1993). For both types of vortex elements, the "outer" and baroclinic, the image elements
have the same magnitudes and opposite signs of the circulations, while for the expansion sources
the image elements are identical to their originals ( see Fig. 9).
Since the chosen Schwarz-Christoffel transformation maps two streams into the upper half-
plane, each vortex and expansion source in the transformed domain could have only one image
whose coordinates are
Cimage = Coriginal = - i , (2.119)
where the "*" symbol denotes a complex conjugate. Had the simulation been conducted in the
original computational domain with two walls, each source would have generated infinite number
of images. However, in the transformed domain with only one wall each source generates only one
image and the cut-off constraint on the number of images is avoided. Thus, the "outer", baroclinic,
expansion and potential velocities of the n-th element are calculated and summed in the transformed
domain and then the total velocity is recalculated into the original computational domain using the
following equation
d2ý
cn() = un() - ivn) = dw d iF, dZ2
dC dz 49 d~
dz (2.120)
where w is the total velocity potential in the C-plane, and the last term represents the self-induced
"outer" velocity.
2.7 Interaction of Elemental Flames
Consider the evolution of flame surface shown schematically in Fig. 10. The surface is
initially a straight line which separates two streams of fuel and oxidizer. After some time, due to
the inherent instability of the velocity profile, a large wave-like structures start to form and fold
onto itself. Two flames located on the opposite sides of the fold and facing each other are forced to
use the same pool of reactants. After exhausting all available fuel (oxidizer) from the pool, the
flames can no longer sustain combustion and have to extinguish. The interaction of elemental
flames is implemented via time-dependent boundary conditions which flames impose on each
other. The boundaries of each elemental flame must be re-evaluated every time the flow is updated.
This treatment of the interaction mechanism is similar to the model for interacting infinitely fast
chemistry flames proposed by Marble (1985). In his model, the adjacent flames sheets consuming
the same pool of fuel are combined into a fuel strip and a number of scaling laws is derived
assuming that the combustion in the sheets proceeds independently until the very last moment
when the sheets "collide" and combustion is terminated. The model used in our study will be
presented in detail in Chapter 6.
There are several steps involved in implementing the model. First, we analyze the
intersection of flames with each other and identify potentially interacting flames. If we denote the
flames as A and B, then the normal to A must cross the surface of B and the normal to B has to
cross the surface of A. This criterion ensures that A and B are almost parallel to each other ( see
Fig. 10). Second, we evaluate the distance between the surfaces of A and B. If the distance is less
than the characteristic interaction distance, the flames are designated as the interacting flames and
their new boundaries and boundary conditions are evaluated. A separate study of one-dimensional
flame interaction presented in Chapter 6 indicates that the characteristic interaction distance is quite
different in the case of flames separated by fuel and oxidizer. In the former, it is equal to the
thermal-diffusive thickness of the flame, while in the latter it is proportional to the reaction zone
thickness.
The procedure is presented schematically in Fig. 11. In the upper panel of the figure two
flames are shown before enforcing the "interactive" boundary conditions. The flames are carried by
their respective vortex elements whose centers are shown by dark squares. The x-axis of the
reference frame of each flame coincides with the line connecting two vortex elements. If the
described above conditions are satisfied for the flames, the position of the middle of the annulus is
found both in the laboratory reference frame and two reference frames of the flames. In reference
frame of each flame, this position represents the interface where the instantaneous, zero gradient
boundary conditions must be imposed on passive scalars. Zero gradient BC implies that: (1) the
structure of two flames is identical (interface is the symmetry plane); and (2) the amount of
common reactant ( oxygen in Fig. 11) is limited. Note that if the strain rate imposed on two flames
is positive, the origins of their reference frames move closer and the distance from each flame to
the interface must be re-evaluated. The opposite is true if the strain rate is negative.
2.8 Selecting scales and parameters
The velocity and density ratios, r U2 and s = 92 play a major role in the evolution of theU1  PI
mixing layer. In this study, the velocity of the upper stream is chosen to be always higher than the
velocity of the lower stream, i.e. r < 1. If the upper and lower streams carry the air and pure
methane, respectively, than the density ratio equals to
0.767 + 0.233
s - P2 rWmix, 2 = WN2 Wo2 = 0.55478
P1 Wmix, 1 1
WCH4 (2.121)
The appropriate velocity scale in the forced mixing layer, where the forcing is achieved by
oscillating the splitter plate in the lateral direction, is the velocity difference between the upper and
lower stream, A U = U1 -U2. The choice of the physically appropriate length scale is much more
complicated. There are several length scales in the problem: (1) the channel height H; (2) the wave
length of forcing Xf; (3) the thickness of velocity profile at the inlet 8i; (4) the streamwise
coordinate x; (5) the amplitude of forcing Af. Some of the above length scales can be removed
from the list of "candidates" after a quick consideration. For example, the channel height is not an
appropriate length scale unless the flow interacts with the walls. In our study, a slip boundary
condition is imposed at the walls (see next section) and the height is chosen in such a way that the
interaction never occurs. Although the amplitude of forcing affects the flow near the splitter plate,
this effect is quickly "forgotten" downstream and the amplitude becomes irrelevant. Thickness of
the velocity profile is important for the overall dynamics of the shear layer. However, we found
that the distribution of strain in the mixing layer does not scale with this parameter, i.e., the
average strain in the flow scaled by the velocity difference and the thickness is much greater than
unity ( see Chapter 3 for details ). Therefore, the only appropriate length scale left is the
wavelength of forcing. The wavelength represents the intrinsic characteristic of the profile which
determines the evolution of the flow. In terms of flow's topology, wavelength is approximately
equal to the distance between the traveling eddies. Also, eddy's size in the lateral direction can not
exceed the fundamental wavelength. The fact that the average strain scaled by the wavelength and
the velocity difference is always of order of unity is a confirmation of the suitability of the
wavelength as physically-relevant length scale.
The time and strain scales of the flow are introduced as follows:
tFlow  X
AU U1 ( 1- r) (2.122)
Flow I U1 ( 1- r )
tFlow" f (2.123)
In order to prevent the interaction between the walls and the mixing layer, the height of the
channel is chosen to be equal to two wave lengths of the fundamental mode. Next, using the time,
length and velocity scales, we evaluate different quantities in the problem.
If the "outer" vorticity is scaled with the velocity difference, AU = U1 - U2 = U1 ( 1 - r ),
and the thickness of the mean velocity profile, then the initial circulation per unit length is given by
S_ 1 A -_ 1 u A _ 1 AUi=_ AL
L 2t 2nL ay 2r • 2 (2.124)
where 8i, A , and L are the thickness of the velocity profile, the area over which the vorticity is
distributed, and the streamwise length of the computational domain, respectively. The "outer"
vorticity is negative implying that the angular rotation of fluid elements occurs in the clockwise
direction.
Complex chemistry introduces an additional set of time and length scales. In Section 2.3
we mentioned that it is very difficult to define a single chemical time scale for a non-premixed
combustion system since different species have different rates of their production and destruction,
while almost all of them are important at various stages of combustion. In this situation, a lower
bound for the chemical time scale can be evaluated using the production rate of some radical, e.g.
H, which is of major importance for combustion. In typical applications, the chemical time scale is
tChem = t>H 2 10-5 S.
A satisfactory definition of the thermal-diffusive time scale for a diffusion flame was
recently suggested by Bray and Peters (1994) :
tFlame ICex , (2.35)
where eex is the extinction strain of order of 400 1/s. The definition is based on the fact that close
to extinction the heat release due to combustion just balances the heat loss caused by diffusion and
convection. Therefore, Eq. 2.35 characterizes the flame as a complete system. Using this
definition, the thermal-diffusive thickness of the flame can be estimated using the basic diffusion
expression :
Flame = lCref(Tb)8F lam e = ee.J
Eex (2.36)
In the above expression the heat diffusivity coefficient is evaluated at the adiabatic flame
temperature.
Different regimes of flame-flow interaction depend on the ratio of flow time scale to the
thermal-diffusive time scale, the Karlovitz number. Using Eqs. 2.35 and 2.122, we define this
nondimensional complex as follows :
Ka tFlame U1 (1- r )
tRow =,f ex . (2.125)
A typical value of the Karlovitz number can be estimated assuming that the extinction strain = 400
l/s, the velocity ratio r = 0.5, the upper stream velocity is 10 m/s, and the wavelength of forcing is
0.05 m. It is equal to 0.25. Thus, for typical flow conditions, the flame thermal-diffusive time
scale is significantly shorter than the flow time scale.
Another very important nondimensional complex, the Damkohler number, which is the
ratio of the flow time scale to the chemical time scale, is typically much greater than unity:
Da = tFlow _ f 1 1,000
tChem U1 ( 1- r ) tChem (2.126)
where the same numerical values are used as in the previous example. The high value of the
Damkohler number indicates that the combustion proceeds much faster than the flow evolution.
Equation 2.126 also shows the challenge involved in the numerical solution of the reacting mixing
layer: for each time step of the flow calculation, one has to perform several thousand time steps of
combustion calculations in hundreds of elemental flames. Clearly, the combustion part of the code
will dominate the computational cost of the solution procedure.
Eq. 2.126 also demonstrates how the input parameters of the problem can be "manipulated"
in order to decrease the Damkohler number in order to make the numerical solution of the problem
less demanding. For a non-extinguished flame, the chemical time scale remains a relatively stable
quantity. Therefore, this parameter can not be modified significantly. The dependence of the
chemical time scale on pressure is also weak. Therefore, to decrease the Damkohler number, one
can decrease the thickness of the initial velocity profile thusby decreasing the dimensional
fundamental wave length, increase the upper stream velocity, or reduce the velocity ratio (see Eq.
2.126). The reduction in the velocity ratio is undesirable since it will lead to a delay in the vortex
roll-up. A decrease in the velocity profile thickness is also problematic since it will lead to a
reduction in the dimensional thickness of the flame making the visualization of the flame structure
difficult. Therefore, the most appropriate parameter to manipulate the value of the Damkohler
number is the upper stream velocity. However, there is an upper bound imposed on the velocity
since the low Mach number assumption is used in the formulation of the problem.
To find this upper bound, we will follow Dimotakis (1989) and define the convective Mach
numbers in the upper (1) and lower (2) streams as follows :
M1 - U1 - Uc, M2 =U22- c where Uc = 1(Ui + U2 )al a2 2 , (2.127)
and at, a2 are the speeds of sound in the upper and lower streams, respectively. The latter are
approximately equal since both streams carry perfect gases. Assuming that the compressibility
effects are negligible when M1 < 0.2 and using Eq. 2.126, we can obtain the upper bound for the
upper stream velocity :
SU - Uc Ui - 0.5 (Ui + U2) _ 0.5 U1 - 0.5 r U1  0.5 r0.2 _ Mi, max 0.5 Ual a, al al . (2.128)
Therefore,
2 M1, max at 20.2. 300
1- r 0.5 , (2.129)
where we assumed that the speed of sound in the air stream is 300 m/s at normal conditions. The
lowest Damkohler number obtainable without violating low Mach number assumption is
S tFlow, min _ Xf 1 = 40
Da, n tChem U1, max( 1- r ) tChem (2.130)
where we substituted Eq. 2.129 into Eq. 2.126. Since the chemical time scale based on the rate of
production of H is one of the shortest chemical time scales in the system, the above assessment is
rather conservative and the effective Damkohler number might be even lower. In this case, a
coupled flame - flow calculation becomes feasible. There is a problem, however, with high level of
upper stream velocity. Although strictly within the boundaries of low Mach number
approximation, it would cause extinction of the elemental flames on the global scale thereby
removing the subject of our study - the reacting flow. A compromise must be found. Using trial
and error approach, we established that the upper stream velocity of 50 m/s is low enough to
satisfy the Mach number restriction and high enough for the coupled flame/ flow calculation to take
reasonable computational time.
The remaining scales are estimated as follows. The temperature in the domain varies
between the adiabatic flame temperature, Tb, and the ambient temperature, Tu, which is the same in
both streams:
AT =Tb-Tu . (2.131)
The density also changes between the adiabatic flame value, Pb, and the ambient densities, Pu, in
the upper and lower streams
Apl = Pb - Pu, Ap2 = Pb - Pu,2 . (2.132)
Assuming that the variation in temperature occurs during the flow time scale given by Eq. 2.35, we
can obtain a rough estimate of the volumetric source strength per unit length of the flame :
S - Tb- Tu Flame
Tu tFlow , (2.133)
and the magnitude of expansion velocity :
ue Tb- Tu 8Flame
Tu 2 7 tFow . (2.134)
The magnitude of baroclinic velocity is estimated similarly using Eqs. 2.78, 2.105, and
2.107 :
e E. ( - 1P )2 x 9 (2.135)
( P - l)(_-,1)
,4 x 2 x tFlow (2.136)
Equation 2.136 shows that the baroclinic velocity is weakly dependent on the flame temperature (
square root ), while the expansion velocity is almost a linear function of the flame temperature ( see
Eq. 2.134 ). Also, the expansion velocity as well as the baroclinic velocity are scaled by the flow
time scale.
2.9 Numerical Scheme
The problem is solved in two-dimensional rectangular domain shown in Fig. 12. The
height of the domain, H, is equal to two wavelengths of the most unstable mode of mean velocity
profile. A thin splitter plate separating the upper stream ( oxidizer ) from the lower stream ( fuel ) is
located upstream from the inlet, half-way between the walls. The origin of the lab frame of
reference is located in the lower left corner of the domain, with the x- and y-axis directed parallel
and perpendicular to the flow at the inlet, respectively.
Initial distributions of the "outer", baroclinic, expansion, and potential velocity components
are obtained using physical considerations. In general, the initial velocity profile is an error
function :
u(O,y,t) = U 1 +U2 + U1 -U2 erfy - 0.5
2 2 o (2.137)
where a is the standard deviation of the error function, a parameter which allows to vary the
thickness of the inlet velocity profile. The profile mimics a mean velocity profile experimentally
observed downstream from the merging region of two boundary layers formed on both sides of the
splitter plate (Soteriou, 1993 ). The corresponding vorticity profile is obtained by differentiating
Eq. 2.137 with respect to y :
Q.(0,y,t)= - - U1 -U 2 erf ( 0.5
ay G 2 (2.138)
In this study, however, we use a simplified, linear velocity profile :
U1, >Yym+ 8i
u(0,y,t) = U -U2 ( Ym + ) + U2
8i 2 (2.139)
U2, Y< ym -
where ym is the y-coordinate of the middle of the channel. The vorticity field at the inlet is initially
assigned to every location along the interface and discretized by one layer of vortex elements:
N
(C~,y,t) = On An f8s(x - Xn)
n= 1 (2.140)
where On and An are the vorticity and the area assigned to the n-th vortex element. The value of
vorticity and the area must be such that the inlet velocity profile is reproduced. For the vortex
calculation to be stable, the adjacent vortex elements must overlap. This criterion determines the
initial core size.
The initial velocity component induced by the "outer" vorticity is obtained using the Biot-
Savart law. This velocity differs from the actual velocity by an integration constant which defines
the initial potential velocity. At time = 0, both baroclinic and expansion velocities are equal to zero.
The flame front is represented by an ensemble of elemental flames initially parallel to the x-
axis of the stationary lab coordinate system. Each flame is located halfway between the upper and
lower walls. The position of the origin of the moving reference frame attached to the n-th elemental
flame, On, is defined as follows:
n =  n + (2.141)
The x-axis of F' connects two vortex elements, while the y-axis of F' is perpendicular to the x-
axis. Figure 14 shows the reference frame F' attached to a pair of vortex elements.
The structure of each elemental flame is initialized by that of a steady-state, strained, one-
dimensional, diffusion, methane-air flame located in the stagnation point flow with a strain rate of
100 1/s. We assume that at time = 0 the fuel and the oxidizer are already mixed at a molecular level.
Although this assumption is artificial, an alternative and physically more appropriate assumption of
initially unmixed elemental flame structure ( e. g., step-wise profiles for species and temperature )
would make any coupled flame-flow simulation not feasible due to extremely short time scales of
ignition. Therefore, the physical problem which is solved in this study can be formulated as
follows. A long time before time t = 0 a flat, uniformly strained flame surface is established in the
middle of the channel by blowing oxidizer and fuel at a constant flow rate from the upper and
lower walls, respectively. This flame is allowed to reach a steady-state. At time t = 0, two streams
of oxidizer and fuel are introduced at the inlet and the walls become impermeable.
Since the walls of the channel are assumed to be impermeable, the normal component of the
total velocity must be equal to zero :
i (x, yw, t)-nw = 0, for V x (2.142)
where the subscript "w" denotes the values at the upper and lower walls. This type of boundary
condition prevents the formation of boundary layers and their subsequent interaction with the
mixing layer. Physically, since the aspect ratio used in this study is typically low and the
dimensional velocity at the inlet is high, the boundary layers remain thin and do not interfere with
the mixing layer. As it was explained earlier, Eq. 2.146 is enforced by a system of images.
The exit boundary condition is not explicitly known and need to be assumed (Soteriou,
1993). The elliptical nature of the governing equations suggests that the effect of the exit boundary
condition can "propagate" upstream influencing the global flow field. However, it has been found
that the influence vanishes at approximately one channel height from the exit in the upstream
direction (Soteriou, 1993). Furthermore, to run simultaneously the flame and flow calculations, we
have to use relatively high velocity streams ( - 50 m/s ) in order to reduce the flow time scale
relative to the fixed chemical time scale. Therefore, in our study, the influence of the exit boundary
condition is further diminished. To reduce the influence of the exit boundary condition even
further, we assume that a layer of vortex elements of initial circulation and area is stretched from
the exit to infinity and add the velocity field induced by them to the total velocity field.
Given the initial and boundary conditions, the vorticity equation is integrated in two
fractional steps. In the first, non-diffusive, step the position of each vortex element is updated
using a predictor-corrector numerical integration scheme. The position of the n-th vortex element is
related to its velocity as follows :
dýn
dt t) (2.143)
Assuming that all dependent variables are known at time t, the position of the element at time t+dt
is predicted as follows :
Xn(t+dt) = Xn(t) + u(yn, t) dt, (2.144)
where the hat symbol denotes the predicted values. Using Xn(t+dt) and Eqs. 2.92, 2.101, 2.106,
and 2.118 for the "outer", expansion, baroclinic, and potential velocity components, respectively,
one can obtain new velocity distribution and, utilizing the average of this velocity distribution and
the velocity distribution at time t, calculate the corrected locations of the vortex elements
Xn(t+dt) = Xn(t) + { , t) + u(Xn, t+dt)) dt2 (2.145)
Once the updated positions of the vortex elements are found, the locations of the origins of flames'
reference frames are updated using Eq. 2.141.
In the second fractional step, the core of the n-th vortex element, 8, is diffused according
to the expression
82(t+dt) = 82(t) + dtRe (2.146)
where Re is the "physical" Reynolds number of the flow based on the initial thickness of velocity
profile and the velocity difference between the lower and upper streams. Equation 2.146 is the
exact analytical solution of the vorticity diffusion equation under the assumption of constant
assigned vorticity.
One of the disadvantages of the original vortex method is its inability to simulate flows
dominated by large magnitudes of strain rate (Givi and Riley, 1989) . The roll-up of the eddies
causes the evacuation of the vortex elements from the braids and their accumulation inside the
cores. Therefore, the resolution of the braids deteriorates with time. A remedy for this problem has
been proposed by Ghoniem et. al. (1988). It includes an injection of a new vortex element half-
way between two existing elements when the distance between them exceeds a specific length
determined by stability criterion of the scheme and the desired accuracy of the numerical solution.
The injection of the element is done in such a way that the total circulation and area are preserved
by sub-dividing the original area and circulation of two "old" elements among the three "new"
elements in proportion to the length of the material line assigned to each element.
This approach is applied in the adaptation subroutine of our code. The subroutine performs
: (1) deletion of the elements which leave the computational domain, i.e. the imposition of the exit
boundary condition; (2) "reflection" of the elements crossing the walls; (3) injection of new
elements ( and associated elemental flames ) to improve the accuracy and stability of the flow
solution; (4) combination of elements and associated elemental flames when they come too close to
each other. The last procedure is also designed to conserve both the total circulation and area.
In the next step of the time integration, new vortex elements are introduced at the inlet to
replace the parcels which left the computational domain at the exit. The circulation, area, and core
size of the new vortex elements are initialized and their locations are perturbed in the y-direction
with the frequency corresponding to the most unstable wavelength of the inlet mean velocity profile
calculated using the linear stability theory (Soteriou, 1993). The forcing serves to enhance the
formation and roll-up of large eddies. After the introduction, the total velocity field is updated again
using Eqs. 2.92, 2.101, 2.106, and 2.118.
Next, we calculate the array of vectors tangential to the surface of the flame. For the n-th
flame, we define ( see Fig. 13):
81n = Xn - Xn+l. (2.147)
According to the convention used in this study, the vortex elements are numbered from the exit to
the inlet. Therefore, all tangential vectors are initially directed downstream. The cosines of the
angles between the n-th elemental flame and the axes of the lab reference frame are calculated as
follows ( see Fig. 13)
" 81n, x
cos(81, i) =
l 7, ( 2 .1 4 8 )
cos(81n, j ) = y
I•J (2.149)
where 81n, il , 81n, j are the angles between the flame and the axes; 81n, x , 81n, y are the
projections of the tangential vector on the x and y axes of the lab frame F, respectively. The
position of an arbitrary point y'n, j in flame's frame of reference F' can be re-calculated in terms of
the lab system coordinates:
x (y'n, j) = On - Y'n, j cos ( 1n, j ) (2.150)
Y (y'n, j) = On + y'n, i cos ( l1n, ) (2.151)
In the next step of the time integration procedure, the strain rate imposed on the n-th
elemental flame is evaluated using Eq. 2.61 :
E, = 1 1"n(t+At -In(t
At 81n (t + At (2.152)S2 (2.152)
Next, the topology of flame interface is analyzed and the potentially interacting flames are
identified and marked. The first step in the analysis is the identification of the "cusps" of the flame
front. First, we use Eq. 2.147 to calculate the orientation of the n-th elemental flame. Then, we
evaluate the angle between two neighboring flames using the definition of the dot product
81n, 81n+1 = arccos F8 1n,x 6 1n+l, x + 81n,yBln+l, Y)
ISrl n+ll (2.153)
A characteristic feature of the cusp is a small angle between two neighboring flames. We postulate
that if 81n, 81n+1 is smaller than 0.025 radians, then we assume that the cusp could be located
between the n-th and the (n+1)-st flames and write the n-th index into an array. Once all the flames
are checked, the angles between the flames stored in the special array are compared and the
smallest angle is identified. This angle and the corresponding flame are designated as the current
cusp angle and the cusp-carrying flame, respectively. Since each cusp is associated with a large
eddy and, in general, there are several large eddies present in the domain, a care must be exercised
in order to avoid comparing flames belonging to different large eddies. Once the cusp of a
particular vortex is identified, the analysis of the elemental flame interactions begins. First, we
check for the intersection of the normals to the flames lying on one side of the annulus with the
surfaces of the flames lying on the other side. The intersection of the two line segments, the normal
to one flame and the surface of the other, occurs if (1) the lines to which these segments belong
cross, and (2) the coordinates of the intersection point are within the lengths of both segments. If
the normal to the n-th flame crossed the surface of the m-th flame, then the intersection of the
normal to the m-th flame and the surface of the n-th flame is analyzed. If they also intersect, then
the distance between the flames is compared with the characteristic intersection distance ( see next
Chapter for definition ). If the distance is smaller than the interaction distance, then the flames is
designated as interacting and the position of the middle of the annulus is re-calculated in the
reference frames of the both flames. For each flame, this position serves as an interface at which
the new boundary conditions are imposed. Once the flame topology analysis is completed, the
flame structure is updated by solving Eqs. 2.72 - 75. The strengths and the locations of the
expansion and baroclinic velocity sources attached to each flame are evaluated next.
This concludes the description of the time integration procedure. In the next Chapter we (1)
study the distribution of strain in the non-reacting mixing layer; and (2) investigate the impact of
flow and forcing parameters on combustion.
2.10 Conclusions
In this chapter we formulate the model of reacting mixing layer. The simplification used in
the model is based on the fact that there are two distinct regions present in the flow : the constant
density domain outside the flame and the variable density region in the vicinity of the flame. In the
model, a 2D Lagrangian Vortex Element Method is used to calculate the "outer", shear-driven
velocity field. The effect of the flame on the "outer" flow is accounted for by the baroclinic and
expansion velocity sources attached to the flame surface. The flame is represented by an ensemble
of thin, one-dimensional, complex chemistry and transport, unsteady strained elemental flames.
Each elemental flame is updated every flow time step using an exact integration procedure in the
moving Eulerian frame of reference attached to a pair of adjacent vortex elements. We show that in
the relative reference frame the flame experiences a stagnation-point-type flow. The strain rate of
this flow is calculated using the kinematics principles. Thusby, the instantaneous influence of fluid
motion on the flame via the strain as well as the impact of the flame on the flow via the baroclinic
and expansion sources are captured in the model. Due to the complex chemistry mechanism used in
the simulation of the elemental flame structure, the proposed method is also capable to predict
minor species distributions in the domain, as well as their global production and destruction rates.
As material interface becomes increasingly wound-up inside growing large vortex
structures, the elemental flames start to interact and extinguish consuming the same pool of
reactants. A model for interacting flames is also outlined in this Chapter. In the model, the
interaction of flames is implemented via time-dependent boundary conditions imposed at flame's
boundaries.
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APPENDIX I
The general vorticity transport equation is given by the following expressions derived
earlier in this chapter :
p ( ) + ( p ) + 1  (V-eij)y -(2.28)dt p2  ax ay ay ax p2 ax
(V.eij)x -  }- P1 (V.eij)y - (Veij)x = 0
ay P ax ay
where the projections of the divergence of the eij tensor are :
a - au a au av(V.eij)x ( ( V. ·u + 2g ) +- (-+L C -- ))
ax ax ay ay ax
a av a au -av(V-eij)y - (k V( .u + 2-)+- ) (-+ -)
ay ay ax ay ax
These equations show that vorticity can be generated by interaction of pressure and density
gradients. In terms of configuration described in this chapter, the highest density gradient occurs
across a thin, continuously evolving interface, the flame surface. Since the flame structure is
essentially one-dimensional, a boundary-layer-like approximations can be used to reduce Eq. 2.28
to the quasi-one-dimensional form. The resulting equation will describe the evolution of vorticity
generated by baroclinic torques. This type of vorticity includes: (1) vorticity produced by density
difference between the upper and lower streams; and (2) the vorticity generated by density drop
inside the flame. The shear-generated vorticity is calculated using the Lagrangian vortex element
method. In the following derivation we will also neglect the bulk viscosity and the angular velocity
of the origin of elemental flame. The latter assumption is justified in high Reynolds number flows (
Corcos and Sherman, 1984). A key point in the derivation is that, while we use the passive scalar
distributions calculated in the reference frame of a particular elemental flame, all the velocity
components and pressure gradient in Eq. 2.28 are evaluated in the rotated laboratory reference
frame which is obtained by rotation of the original laboratory reference frame by angle 0, where 0
is the angle from the positive direction of x-axis of laboratory reference frame to the positive
direction of the x-axis of the elemental flame reference frame. Obviously, 0 is a function of time
and the index of the elemental flame. In a particular rotated laboratory reference frame (x', y')
corresponding to the n-th elemental flame at time t, the following boundary layer assumption holds
- <<- (AI.1)
ax' ay'
where the x' and y' axes have the same direction as the axes of the corresponding elemental flame.
Eq. AI.1 allows us to simplify Eq. 2.28 :
pdA P )+p u y)+pP v )+P v- (AI.2)
dt p at P a P y' P t P ay' P
where v' is the y'-velocity component in the rotated reference frame;
l (aP ap ap aP)l ap ap
p2 ax'ay' ay'ax' p2 ax'ay' (AI.3)
aP du'Sp  
-
p ax'Dx' dt
For the components of the divergence of eij, we obtain :
a au'(V.eij)x' = -- a g
ay' ay'
and
a av'
ay' ay'
where the bulk viscosity terms were neglected. Substitution of Eqs. AI.5-6 into Eq. 2.28 yields :
1
p2
p2
ax'Dx'
(V.eij)yp = 0
ax,
(V.eij)x, a--
Dy
IaP ay au'
P- ay- ayl
p2 oy ,oy
Sa(V.eij)y, -
ay'
(V.eij)x, )= I a
P ay'
a au'(--ay'
ay' ay'
By definition,
av' au') - - --
ax' ay'
au' and t 
-= Pr
ay' CP
Combining Eqs. AI.2-10, we obtain the following flame-generated vorticity transport equation:
where
(AI.4)
(AI.5)
(AI.6)
(AI.7)
(AI.8)
(AI.9)
(AI. 10)
P () + Pv' (&) -
at P ' ay
ax BP - 1 • Pr Cp )
P y' ay' Pay' c p
Eq. AI. 11 must be solved for each elemental flame. The coordinates of the rotated and the original
laboratory reference frames are related to each other as follows:
x'= x cos (0) + y sin (0)
y'=- x sin (0) + y cos (0)
(AI. 12)
(AI. 13)
Thus, the x'-acceleration of the origin of the elemental flame in the rotated reference frame is :
ax,= ax cos (0) + ay sin (0), (AI. 14)
where ax and ay are the components of the acceleration in the original reference frame, while the
v'-velocity of the origin of the elemental flame is :
v'o= - uo sin (0) + Vo cos (0) (AI. 15)
By definition, v' velocity used in Eq. Al. 11 is the sum of the velocity of the origin and the relative
velocity in the moving reference frame , i.e., the velocity used in the elemental flame structure
calculations:
V' = v'o + v'r (AI. 16)
If the elemental flame is carried by vortex elements whose instantaneous locations are Xn = (Xn, Yn)
and Xn+1 = (Xn+l, Yn+l), the angle 0 can be evaluated using the FORTRAN atan2 function:
0 = atan2( Yn - yn+I, xn - xn+1 ) (AI. 17)
The acceleration components of the origin in the lab reference frame can be evaluated by direct
numerical differentiation since the instantaneous velocities of the vortex carriers are known.
(AI.11)
Figures.
Figure 1. The total flow field as a superposition of the "outer", shear-driven velocity and a velocity
component generated by the volumetric and baroclinic sources attached to the flame.
Figure 2. A schematic of deformation of fluid line segment.
Figure 3. A relative motion in the frame of reference attached to two vortex elements can be
decomposed into a pure stagnation point flow and a shear flow along the line connecting the
elements. The latter component is not important for combustion since the flame structure is one
dimensional. The locations of the vortex elements at each moment in time allow to calculate the
strain rate imposed on the flame.
Figure 4. The typical instantaneous temperature and baroclinic vorticity profiles in strained
methane-air diffusion flame.
Figure 5. A schematic of the computation of velocity in the "outer", uniform density region of the
reacting mixing layer.
Figure 6. The volumetric source attached to the elemental flame.
Figure 7. The locations and circulations of positive and negative baroclinic vorticity sources
attached to the elemental flame.
Figure 8. Conformal mapping.
Figure 9. The enforcement of the wall boundary condition by a set of images. The impermeability
of the walls is enforced by assigning to each velocity source ("outer", baroclinic, expansion) an
image with appropriate circulation (strength) and the location equal to the complex conjugate of the
source's location. For vorticity sources, the circulation of the image is equal in magnitude and
opposite in sign to that of the original, while the images of the volumetric sources have the same
strength as their originals.
Figure 10. Evolution of the flame surface and formation of the oxidizer strip. After some time the
flame starts to fold forming a cusp and engulfing the fluid inside a vortex core. The combustion
there is isolated from the streams of reactants and products. It is modeled by combustion across the
oxidizer or fuel strip.
Figure 11. Two flames are interacting via imposing time-dependent boundary conditions at their
interafce.
Figure 12. Computational domain and boundary conditions at the inlet and exit. Walls are not
shown. The vorticity field is initialized by a layer of rectangular vortex elements. The flame front is
initialized by an ensemble of steady-state, strained, diffusion, elemental flames (strain rate = 100
1/s). Each flame is attached to a pair of vortex elements.
Figure 13. The frame of reference of an elemental flame is attached to a pair of vortex elements.
The origin of the reference frame is the middle of the line connecting the centers of the elements.
The instantaneous distance between the elements allows to calculate the strain rate imposed on the
flame.
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3. Results and discussion
3.1 Introduction
In the previous Chapter we formulated numerical model of reacting mixing layer. Since the
formulation is quite lengthy, we start this Chapter with a brief overview of the key features of the
model.
The model consists of three fundamental building blocks. First, large-scale fluid motion is
calculated using 2D Lagrangian vortex element method by disretizing vorticity field among a large
number of computational vortex elements and by tracking their motion. Second, flame surface is
represented by an ensemble offlat elemental flames. The reference frame of each elemental flame is
attached to a pair of vortex elements. The flame is allowed to change its position in response to the
changes in the surrounding flow field. It is assumed that local combustion occurs under the flow
conditions similar to that in the stagnation point flow. Scalar gradients normal to the flame surface
are considered dominant while the tangential ones are neglected. Governing equations for each
elemental flame, which include reduced chemical kinetics mechanism (Peters, 1991; Seshadri and
Williams, 1994), are solved exactly each flow time step providing accurate resolution of the flame
structure. Third, the mechanisms offlame-flow and flame-flame interaction are incorporated in the
model. To account for the impact of the flame on the large-scale fluid motion, a set of volumetric
and baroclinic vorticity sources is introduced along the flame surface. Each elemental flame is
associated with one expansion velocity ( volumetric ) source and two baroclinic vorticity sources of
the same circulation and opposite signs. Therefore, the influence of the flow on the flame via flow-
induced unsteady strain as well as the impact of the flame on the flow via expansion velocity and
baroclinic vorticity are included. The interaction of the flames is accounted for by time-dependent
boundary conditions which they impose on each other at their common boundary once the distance
between their surfaces becomes sufficiently small.
The major advantages of the model can be summarized as follows. It is experimentally
proven that the initial stages of the evolution of forced mixing layer are dominated by two-
dimensional, coherent vortical structures (see, for example, Wygnanski and Weismott, 1988). By
its nature, the vortex method is able to simulate those structures very accurately with little
computational cost. Thus, we can be sure that the flow calculations are performed adequately.
However, due to very different length and time scales, the major problem lies in blending the flame
and flow simulations. In our approach, this is done by combining Lagrangian vortex method with
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"sub-grid" Eulerian modeling procedure applied to the region surrounding the flame front. This
approach allows to discretize the flame structure with detailed chemistry, a region of typical size of
3mm x 3mm, using up to 300 mesh points normal to the flame, while the one-dimensionality of the
flame leads to low computational cost. The challenge is to find the mechanisms of interaction
between these two sub-systems, Lagrangian vortices and Eulerian flames. Once this problem is
solved, the model gains the capability to simulate reacting mixing layer as a complicated,
dynamically coupled flow-flame system. This complicated coupling can be demonstrated by the
following example. An increase in the local heat release leads to a steeper density gradient across
the flame, intensification of baroclinic vorticity generation, higher acceleration of vortex elements,
a rise in the strain rate imposed on the flame. The latter, in turn, affects combustion in flame in
general, and the rate of heat release, in particular.
The purpose of designing numerical models of various physical phenomena is to be able to
study and understand the mechanisms governing these phenomena. The way a model is designed,
the features of the phenomenon it captures determines the capability of the model to provide new
information. It is very important to keep in mind all the assumptions of the model in order to stay
within its applicability range. Next, we discuss major assumptions used in our model as well as
possible situations when these assumptions may break down.
One of the key assumptions is the one-dimensionality of the flame structure. If this
assumption is true then the contours of the concentration are parallel to the material line
everywhere. In this case, the coordinate normal to the material line is the only important coordinate
for the flame structure. There is a widespread view in the literature that the assumption works well
in the positively-strained braids of the mixing layer but breaks down inside the cores ( see, for
example, Corcos and Sherman, 1984). As a proof, Corcos and Sherman (1984) point out that ( see
Fig. 1) the concentration contours during the roll-up of temporally-developing eddy cross the
material line in the region close to the cusp implying that the one-dimensionality assumption can
not be applied there. However, Fig. 1 actually shows that this area is quite small while in a
significant part of the core, the contours of the concentration are indeed parallel to the material line.
Furthermore, the region where the assumption cannot be applied will further shrink if the Reynolds
number is increased ( the Reynolds number in Corcos and Sherman was only 100). The accuracy
of this assumption in our method can be further improved by increasing the number of elemental
flames used to disretized the flame surface while maintaining the thickness of the local temperature
gradient region small as compared to typical large eddy size. The latter assumption, the small
thickness of the flame, is also required in order to treat the relative fluid motion around the flame as
the stagnation point flow. One way of checking the validity of the one-dimensionality assumption
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is to conduct a numerical simulation; colorcode, say, the distribution of temperature along the flame
front and observe the temperature gradient between neighboring elemental flames. All the
simulations we have performed indicate that the one-dimensionality assumption works extremely
well everywhere except for very small region in the vicinity of the cusps whose contribution to the
overall combustion is insignificant.
It is well established that combustion is strongly affected by the flow-imposed stretch
defined as the rate of change of the local flame area. The stretch itself can be decoupled into the
strain rate and curvature components. As it was shown in the previous Chapter, vortex element
flow solver allows us evaluate the total instantaneous stretch of the elemental flame surface which
includes both the strain rate and the curvature components. The elemental flame structure is
updated in the equivalent stagnation point flow configuration while the rate of stretch is used as the
equivalent strain rate. Note, that in the stagnation point flow the rate of stretch is equal to the rate of
strain . In the following discussion the notions of strain rate and the rate of stretch are often used
interchangeably.
The interaction of elemental flames with each other as they compete for the same pool of
reactant is implemented by time-dependent boundary conditions imposed when (1) the surface of
each flame is almost parallel to the surface of the other flame; (2) the distance between the surfaces
is small. These conditions are typically satisfied inside the eddies. The nature of the flow field
ensures that the flames get closer to each other with time. The possible interaction of flames outside
large eddies is not accounted for in the model. We believe that this type of interaction is relatively
unimportant since the isoscalar lines to which the flame surface belongs demonstrates few regions
of high curvature outside the eddies. As a matter of fact, the only region of high curvature is the
cusp, all others are typically caused by numerical instabilities.
The above review of the assumptions leads us to conclude that the model is able to provide
reliable information on the dynamics of multi-step chemistry combustion in the high-Reynolds
number, low Mach number large-eddy dominated flows under the assumptions of flamelet concept
(low level of turbulent intensity, small thickness of flame as compared to typical eddy size). The
most interesting results which can be obtained using the model are concerned with the dynamics of
chemical species production and the ways to control it using external forcing and flow
configuration parameters.
In this study we are ultimately interested in the reacting mixing layer whose significance in
many engineering applications is well recognized. It dominates the initial flow patterns in jets and
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in wakes caused by bluff bodies; it governs the flow field in combustion chambers and flow
reactors whose size or efficiency depend on the rate of mixing ( Oster and Wygnanski, 1982).
Although the mixing layer configuration is, probably, the simplest possible one, the simulation of
reacting mixing layer does present a problem due to high computational cost commanded by the
multi-step chemistry. Therefore, we study the dynamics of vortex pair which closely resemble
eddies observed downstream of the oscillating splitter plate, in the resonance region of the forced
mixing layer. In this region the flow consists of an array of large, quasi-two-dimensional vortex
lumps which do not interact with each other (Oster and Wygnanski, 1982). In our simulation the
vortex pair is generated by oscillating the splitter plate in the lateral direction for a single oscillating
cycle. The utilization of the pair instead of a periodically excited mixing layer has another
advantage. The impact of the flow on the flame can be studied in isolation since the vortex pair is
"self-contained" and can propagate for a long distance without triggering new eddies.
Our model accounts for two flow-related factors which affect global combustion: (1) the
rate of stretch, and (2) the interaction of flames with each other. While the former is directly linked
to the velocity distribution, the latter is related to the flow in a more subtle way, via topology of
material lines determined by their genesis and evolution. If, for example, an increase in the
amplitude of forcing leads to a more wound-up structure of the eddies at a given dimensional time
while the distribution of instantaneous strain rate remains virtually unchanged, then the second
factor, the topology of the flame front results in the increased number of interactions of the
elemental flames. Therefore, in order to understand how the external forcing and flow
configuration parameters affect combustion, one has to study their impact on the distribution of
strain rate and on the topology. Significant part of this Chapter is devoted to that study. Once the
dynamics of strain rate distribution in the non-reacting flow are well understood, we proceed with
our investigation of the dynamics of reacting flow.
The Chapter is organized as follows. In Section 3.2 we discuss the initial stages of the
evolution of mixing layer and present a simple analytical model which explains key features of the
distribution of strain in this flow. Next, we use numerical simulation to analyze the strain rate in
the prototype of the mixing layer, the vortex pair, as a function of forcing wavelength, amplitude,
and velocity ratio in order to show that out of all these parameters the velocity ratio has the
strongest impact. In Section 3.3 combustion dynamics in the vortex pair is presented in detail.
First, we emphasize the important and common stages in the evolution of the flame front as it gets
engulfed by the vortex. Next, we show how each of those stages can be affected by manipulating
the aforementioned parameters. Finally, we demonstrate the impact of baroclinic and expansion
mechanisms on combustion, in general, and on the topology of the flame front, in particular.
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3.2 The Distribution of Strain Rate in the Non-Reacting Mixing Layer
3.2.1 Two stages in the development of mixing layer
Strain distribution in the mixing layer is intrinsically linked to the overall dynamics of the
flow which have been extensively studied for a long time. These studies became even more active
in the 80th after the presence of large-scale coherent structures has been discovered in well-
developed turbulent flows. It was hoped to "derive" turbulent flows from a hierarchy of simple
deterministic motions and the shear layer was the favorite "candidate" (Corcos and Sherman, 1984,
1976). The "by-product" of those studies is a very detailed understanding of the dynamics of the
mixing layer and, in particular, of the initial two-dimensional stages of the flow evolution which
we will overview below relying mostly on the results of Corcos and Sherman (1984). The purpose
is to present a foundation on the basis of which some features of the strain dynamics can be
explained.
The dynamics of the flow is governed by the shear-driven Kelvin-Helmholtz instability.
This instability can be described as the endless redistribution in space of the initial vorticity in such
a way that the circulation between two fixed points of the material line is conserved. There are two
stages in the natural development of this instability. During thefirst stage, the roll-up, a number of
disturbances with wavenumbers in the range 0 < k < a/Bi, where a is a constant of order of unity
and bi is the thickness of the inlet velocity profile, are amplified with the fastest-growing
perturbation having some intermediate value of k and the exponential growth rate of the order of
AU/ii, where AU is the difference between the high and low velocity streams. If the wavelength
of forcing generated by the oscillating splitter plate is equal to the wavelength of the fastest-
growing disturbance, then the roll-up occurs in close proximity to the splitter plate and the structure
of the forced mixing layer closely resembles that of the naturally developing one. The fastest-
growing wavelength can be evaluated using the linear stability theory. The original material
interface rolls into a spiral and the vorticity migrates along the braids and accumulates in the cores.
The flow becomes clearly separated into a number of almost periodically spaced cores and the
braids connecting them. As time elapses, the cores grow steadily in size engulfing surrounding
fluid as a greater fraction of the total vorticity is concentrated within them. Eventually, almost all
vorticity originally present in the flow is concentrated in the cores. This condition may be taken as
the effective end of the first stage of two-dimensional instability. The second stage is dominated by
119
the growth subharmonic perturbation and pairing of vortices. However, if a subharmonic
wavelength is not present in the forcing signal alongside with the fundamental perturbation, this
stage is not observed and the flow is thereafter relaxes: the vorticity is steadily diffused from the
cores. Strain and vorticity decrease together. This after-climax period has no resemblance to what
is actually happening in the mixing layer and therefore, is of little interest to us.
Our objective is to investigate the roll-up stage of the instability. Furthermore, instead of
investigating the mixing layer itself, we design its prototype : a pair of vortices in the shear layer.
Both restrictions are due to the exponentially growing computational cost involved in simulating
reacting vortical flows. The restrictions are not inherent in the model. In Section 3.2.4 we use a
simple analytical model to derive the strain distribution in the prototype flow and to identify the
parameters governing this distribution. But first we use physical arguments to explain the presence
of an important feature of the strain in the shear layer, the compressive strain.
3.2.2 Compressive strain rate
Various properties of the forced mixing layer have been extensively studied both
experimentally and numerically. However, relatively few attempts have been made to explain the
distribution of strain rate in this flow. It is well known, for example, that, while being strictly
positive in the braids, the strain rate takes both positive and negative values inside the cores. In this
Section we discuss some of the features of strain distribution using physical arguments. In the next
Section we present simple analytical model capturing some of the observed properties of the
distribution.
The origin of the reference frame attached to the n-th elemental flame, On, is defined as
follows (see Fig. 13 of Chapter 2):
)n =  (2 n + Xn+.1)2 ,(3.1)
where Xn, Xn+1 are the instantaneous locations of the centers of the n-th and (n+l)-st vortex
elements. The rate of stretch imposed on the flame is defined as the normalized rate of change of
the flame area (length in 2D) :
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1En (81n), where 81n = n -I (3.2)X+
81n dt (3.2)
and En is the instantaneous stretch imposed on the n-th flame, 81n is: the length of the n-th elemental
flame. In the numerical model, Eq. 3.2 is approximated as follows
en(t+At) 1 1n(t+At) - 81n(t)
81n(t) At (3.3)
where At is the time step of flow calculations. Thus, given the positions of the vortex "carriers" at
times t and t + At, the strain rate imposed on the n-th elemental flame can be readily evaluated from
the flow solver. This strain rate can be re-written in terms of the projection of the relative velocity
of two vortex elements on the material interface :
en(t+At) - 1 81n(t+At) - 1n(t) = ul,n(t) - ul,n+1(t)
81n(t) At 81n(t) , (3.4)
where Ul,n, Ul,n+1 are the projections of the total velocity vectors of the n-th and (n+l)-st vortex
elements and the effect of curvature was neglected. It is clear from Eq. 3.4 that if the velocity field
is such that the projection of the relative velocity is negative, i.e., the elements move closer to each
other and the length decreases, than the strain rate is negative (compressive). This occurs when the
projection of the relative velocity declines along the material line and the "backward" element
catches up with the "forward" one. The continuity equation for the stagnation point flow shows
that in the flow with negative strain convective fluxes are reversed and the flame is blown away
from the stagnation plane. Due to the continuity of mass, compressive strain initially results in a
thicker and wider flame structure. This structure, however, can not be maintained for a significant
time since there are no convective fluxes of fresh reactants feeding the combustion. Therefore, the
flame must eventually extinguish. However, if the time interval during which the flame is exposed
to the compressive strain is small, the flame may survive.
Note that the compressive strain is generated by the interaction of the shear and vortical
flows. The vortical flow alone can not produce negative strain, while the shear flow can. Consider
the Gaussian vortex with circulation F located at the origin. Strain rate imposed on the material line
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initially coincident with the x-axis in the potential region of the vortex is given by the following
equation (Marble, 1985) :
E(t) = (N )2
xr 2  , (3.5)
where r is the distance from the vortex center to the flame, t is the time. Equation 3.5 shows that,
due to the second power, the Gaussian vortex in this particular configuration shows strictly non-
negative strain rate. The amplitude of strain rate for a fixed radius and time is proportional to the
circulation square. The amplitude declines as r-4 if the circulation and time are maintained constant.
Now consider the shear flow along the positive x-axis and an arbitrary segment of material
line across the flow whose higher velocity end has lower x-coordinate than the x-coordinate of the
lower velocity end. The length of this material segment will be decreasing, i.e. it will be
compressed, until the x-coordinates become equal. After that, the segment will be strained strictly
positively. The interaction of these two elementary flows, the vortex and the shear, results in the
motion with alternating positive/ negative strain regions. A model of this composite flow is
presented next.
3.2.3 A simple model for distribution of strain in the mixing layer
After the roll-up stage in the development of mixing layer the vorticity has migrated from
the braids to the cores which continue to move downstream with convective velocity of the order of
the average velocity of two streams. Since all vorticity initially generated by the shear is now
concentrated in the moving cores, we can assume that the velocity field around the cores is roughly
similar to that produced by a point vortex located in the shear flow. Since the point vortex and the
shear flow are quite tractable analytically, we can obtain the distribution of strain rate and identify
its governing parameters. As a first step, we derive the distribution of strain along the streamlines.
Note that the material lines and streamlines are not identical. If the material line of interest is
initially straight and parallel to the shear, it will assume a shape of the spiral wounding around the
cusp while the streamlines inside the vortex is a set of ellipsoids with a common center (see Fig. 1
in Corcos and Sherman, 1984 reproduced here as Fig. 2). However, the velocity vector of the
fluid particle positioned on the material line is by definition tangent to the streamline intercepting at
this particle. Thus, moving from the outer to the inner section of the vortex, the material spiral
crosses tangentialy a set of co-centric ellipsoidal streamlines of smaller and smaller diameter. Due
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to the tangential nature of the interception, the strain rate experienced by the material line at the
point is the same as that for a streamline passing through that point. Thus, by knowing the
distribution of strain along the streamlines, one can draw conclusions regarding the pattern of
strain along the material line.
We analyze the distribution of strain in the reference frame moving with the velocity of the
center of the point vortex. The effects of viscosity are neglected. In our reference frame the upper
and the lower sections of the vortex experience positive and negative shear acting along the x-axis,
while there is no shear-generated velocity at the center of the vortex. The composite flow is shown
in Fig. 3.
First, to evaluate the distribution of strain rate along the streamlines, we have to calculate
the projection of the velocity on the direction of motion. In order to make the derivations more
intuitive, we will use cylindrical coordinates. In this case, the streamfunction of the point vortex is
Yvortex- F log(r)2 x , (3.6)
where r is the distance between the center of the vortex and the point where the streamfunction is
evaluated, 1' is the circulation of the vortex of the order of magnitude of the initial total circulation
generated by the shear. The streamfunction of the shear flow which generates no velocity along y =
0 line is given by :
Tshear = - y2 = - a r2sin2(0)2 2 , (3.7)
where a is the shear, i.e. the derivative of velocity with respect to the lateral coordinate y. We can
scale it as follows :
a AU
8i . (3.8)
The streamfunction of the composite flow is equal to the sum of the streamfunctions of point
vortex and shear given by Eqs. 3.6 and 3.7, i.e., :
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Ttotal = Tvortex + Pshear - log(r) - a r 2 sin2(0)2The r- and -components 2
The r- and 0-components of velocity can be evaluated as follows :
S1 DTtotalVr -=r O
aT•total
ar
(3.9)
(3.10)
The derivatives are equal to :
vr 1 YTtotal - a sin(2 0)
r a 0 2 (3.11)
and
tota F + ar sin2(0)
ar 2nrtr r (3.12)
The total velocity can now be calculated as follows :
v = • vr . (3.13)
The strain rate imposed on the material line is defined as the derivative of the projection of velocity
on the material line. Using the rule of the vector analysis according to which the directional
derivative of a property is equal to the dot product of the unit vector having that direction and the
gradient of the property, we obtain :
r v lrv 1 v v - +Vr
e(r, = ) = Vv= Ir- + lo , where I = v -r eo
a1 a r v v (3.14)
while the derivatives of the total velocity v can be found using Eqs. 3.11-13 as follows :
_v =_ (- Vr a sin(20) + 2 v { + a sin 2(0))
ar 2 v 2 7c r2 (3.15)
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and
-v 1 (- 2 Vr a r cos(20) + 2 v9 a r sin(20))S 2 v (3.16)
Equations 3.14-16 allow us to calculate the strain rate at any point of our domain. The differential
equation of the streamline can be derived using the definition of full derivative of the
streamfunction and Eq. 3.10 :
Y P r + 80 = - ve 8r + vr r 8O = 0
r O (3.17)
which is equal to zero since the streamfunction is constant along the same streamline. Thus, the
differential equation of a streamline is given by :
Br = vr(r,) r 80
ve(r,O) , (3.18)
where the velocity components are calculated using Eqs. 3.11-12. Thus, given the initial position,
one can construct the streamline passing through this position and evaluate the strain rate using the
following algorithm:
(1) evaluate both velocity components at the current position using Eqs. 3.11-12
(2) increment the angle by •O
(3) calculate new r-coordinate of the streamline using Eq. 3.18
(4) calculate strain rate at (r,O) using Eqs. 3.14-16.
There are two governing parameters in the model: (1) circulation of the point vortex and (2) shear.
In general case, these parameters are unrelated. However, in the shear layer they are linked by a
well-defined relationship since the circulation is generated by the shear. We will find this
relationship next. For simplicity we assume that the velocity of the upper stream is 100 m/s while
that of the lower stream takes the values of 30, 50 and 70 m/s corresponding to the velocity ratios
of 0.3, 0.5 and 0.7. This velocity difference is always smoothen out over the region of thickness
8i = 0.2 m. Therefore, the magnitude of shear can be evaluated as :
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au U1 - U2a-
ay 8i
which also scales the initial vorticity. If we assume that our vortex "engulfs" the piece of material
line with initial length, say, L = 1.5 Bi , then the absolute value of the circulation of the vortex is
equal to :
I= =La 8i = 1.5 a 8i
where the coefficient 1.5 is, of course, quite arbitrary. This equation defines the linear relationship
which must be maintained between the circulation and shear in the model.
Next, we use the model to study (1) the impact of shear on the shape of the streamlines in
the point vortex flow; (2) the variation of strain at a given location due to a change in the velocity
ratio; (3) the radial distribution of strain rate at a given velocity ratio .
Figure 4 shows the streamlines in the composite flow with the velocity ratio = 0.3 ( upper
stream velocity = 100 m/s, lower stream velocity = 30 m/s) at three different radii. The calculation
of the streamline starts at radius = 0.15, 0.1 and 0.05 m and 0 = xt / 2 and proceeds clockwise until
0 = t / 2 + 2nt using 1000 steps. For a radius of 0.15 m the shape of the streamline is ellipsoidal
indicating a strong influence of shear whose contribution increases in positive and negative y-
directions. Near the center of the vortex, at y = 0, the shear is small and the streamlines are very
similar to those of the point vortex. Therefore, we must expect that in the shear layer the outer
spirals of the eddies will have ellipsoidal shape stretched downstream, while the inner spirals are
more round and circular.
There are two ways to present the distribution of strain along the streamline: (1) the strain
can be shown as a function of polar angle 0, or (2) the strain can be displayed as a function of
length measure. While both ways produce roughly similar pictures since the streamlines are more
or less circular, we will prefer the length measure plots since they are not only showing the
magnitude of strain, but also indicating the size of the region under this strain.
Figure 5 shows the strain rate as a function of angle for three velocity ratios = 0.3, 0.5 and
0.7 and radius = 0.1 m ( the middle circle in Fig. 4). The curve starts at 0 = I / 2. The figure
126
indicates that : (1) in our composite flow the strain rate takes positive and negative values of equal
magnitude; (2) the distribution of strain is antisymmetric with respect to the origin with the negative
(compressive) strains occurring at the north-eastern (I) and south-western (III) sectors while the
positive strains showing up at the south-eastern (II) and north-western (IV) sectors of the vortex;
(3) larger velocity difference leads to an increase in the magnitude of strain oscillations. These
results can be explained by superposition of shear and point vortex flows. Due to shear, the
velocity just below the top of an ellipsoidal streamline is always lower than that on the top. The top
fluid particle is bound to catch up with its neighbor in the clockwise direction and to compress the
material line in sector I. An increase in the velocity difference increases the shear and amplifies this
effect. Thus, at a given radius, an increase in the velocity difference leads to a higher strain.
Figure 6 shows the strain as a function of angle for three radii = 0.05, 0.1 and 0.15 m and
the velocity ratio of 0.3. It is clear from the figure that, for a given velocity ratio and angle, an
increase in radius leads to a higher strain rate since, for any angle with the exception of
0 = it n, n = 0, 1, 2, ..., as we move in the radial direction, we enter into the regions with higher
and higher shear generating increasingly higher strain rate. Note that due to the ellipsoidal shape,
the streamline corresponding to the radius of 0.15 m is different from almost sinusoidally-shaped
curves corresponding to the radii of 0.05 and 0.1 m.
Figures 7 and 8 show the same distributions of strain, but now the length measure
calculated from the top of the streamline serves as the abscissa. Figs. 7 and 8 correspond to Figs. 5
and 6, respectively. Fig. 8 is particularly interesting. It shows the variation of strain in the radial
direction. Since the material line comprised of fluid particles subsequently crosses the streamlines
with smaller and smaller radius as it gets closer to the cusp, Fig. 8 is an indicator of the pattern of
strain evolution experienced by a fluid particle. In order to see this pattern, we will combine these
three curves by connecting the higher radius curve to the medium radius curve to the lower radius
curve. The combined plot is shown in Fig. 9. It indicates that, as the fluid particle travels from
outer to inner streamlines, the amplitude and "wavelength" of strain oscillations decrease. Closer to
the center of the vortex the amplitude and "wavelength" must be asymptotically zero. We define the
"wavelength" as twice the length of the segment in the length measure space which connects two
point with equal values of strain.
Summarizing, the distribution of strain in the point vortex/ shear flow displays the
following properties: (1) for a given velocity difference, outer streamlines are more ellipsoidal in
shape than the inner ones; (2) for a given radius, the peak value of strain rate achievable in the flow
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is directly proportional to the velocity difference; (3) for a given velocity difference, the magnitude
and period of strain oscillations are directly proportional to the radius.
In the remaining part of this Section we discuss some of the assumptions used in the
model. (1) Viscosity effects are not considered. This assumption is quite adequate in high
Reynolds number flows where the viscosity is important for very small scales only. (2) The center
of the vortex coincides with the zero-shear point. This assumption is adequate if we model the
mixing layer in the reference frame moving with the velocity of the cusp, i.e., for temporally-
developing mixing layer. Since the strain rate depends on the relative velocity of fluid particles, the
addition of the same velocity of reference frame does not change the distribution of strain rate.
However, there are some subtle distinctions between the temporally and spatially developing flows
related to the elliptical and parabolic nature of the equations, respectively ( Corcos and Sherman,
1984). (3) The vortex in the mixing layer, the material line having the shape of spiral with
distribution of vorticity along it, is modeled as a point vortex with a single circulation. This is
probably the strongest assumption of the model. However, our numerical simulation show that
after a rapid initial build up of vorticity in the core, the velocity field on the fringe of the core is
indeed very similar to that of a point vortex. As a zero order approximation, the circulation
concentrated inside the core can be assumed to be uniformly distributed. The total amount of the
circulation is known since the circulation in the shear layer is conserved. (4) The model predicts the
distribution of strain along the streamlines while we are actually interested in the distribution along
the material line. As we already mentioned, for each point of spiraling material interface there exists
an intercepting streamline tangential to the material interface. Thus, by knowing the distribution of
strain along any streamline one can predict the distribution of strain along the material line.
Furthermore, on the fringe of the core material line almost coincides with the corresponding
streamline. Therefore, the model is quite applicable for the outermost region of the eddy.
In the next Section we compare the predictions of the model with numerical simulation of
non-reacting mixing layer.
3.2.4 The Influence of Velocity Ratio on Strain Rate
The vortical structure of the mixing layer is modeled by a pair of vortices generated by the
splitter plate oscillating in the lateral direction for one period of forcing oscillations. After that time
the oscillations stop and the structure is allowed to develop on its own. The wavelength of the
forcing oscillations is close to the fastest-growing wavelength predicted by the linear stability
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theory. Initially, the forcing leads to the formation of single eddy propagating in the upper (higher
velocity) stream from the left to the right side of the computational domain. We call this eddy the
leading eddy. Next, a secondary eddy develops upstream from the leading eddy and starts to
propagate in the lower (velocity) stream. We call this eddy the following eddy. Due to the
difference between the upper and lower velocities, the distance between the eddies continuously
increases while their size grows as they move downstream. This structure is self-contained, i.e. no
additional eddies are triggered before the pair reaches the exit boundary of the computational
domain. Therefore, there are two advantages in using the pair instead of full-blown mixing layer
simulation: (1) the interference of the neighboring eddies with each other is limited to the
interaction of the leading and following vortices; (2) the computational effort is significantly
reduced since there are only two vortical structures. At the same time, the environment in which
this pair propagates and develops is quite similar to that in the shear layer. Therefore, the major
results and trends obtained for the pair, including the strain distribution, are directly applicable to
the shear layer.
Numerical simulation is conducted using non-reacting forced shear layer solver developed
by Soteriou and Ghoniem (1994). The baseflow parameters are: (1) upper stream velocity = 100
m/s; (2) velocity ratio = 0.5; (3) channel height H = 0.2 m; (4) amplitude of forcing = 0.0048 m;
(5) wavelength of forcing = 0.048 m. The base flow is used as a benchmark against which other
flows are compared. For example, in order to study the influence of the velocity ratio on the strain
rate three runs are conducted. For each run, only the velocity ratio is varied while all other
parameters are kept the same and equal to those of the base flow. The distributions of strain rate are
colorcoded using the same colormap and displayed in the same figure for the same dimensional
time. Therefore, the distributions can be visually compared and the impact of the velocity ratio
identified.
As our simple model suggests, the velocity ratio should be the major governing parameter
of the flow in terms of the flow topology as well as of the strain distribution. In this Section we
study the impact this parameter.
Figure 10 shows a snapshot of strain distribution as a function of velocity ratio taken 3 ms
after the introduction of forcing. The correspondence between the values of strain rate in 1/s and
the color is given by the legend located in the right comer of the figure. The upper, middle and
lower panels in the figure correspond to the flows with velocity ratios = 0.3, 0.5 and 0.7,
respectively. Figure 10 indicates that the velocity ratio has a very significant influence on the vortex
pair. First, notice that at 3 ms the leading vortex in the upper panel (velocity ratio = 0.3) is
129
significantly behind the leading vortex in the lower panel (velocity ratio = 0.7). This can be
explained as follows. The vortical structures propagate with the velocity approximately equal to the
average velocity of the upper and lower streams. In the case of velocity ratio = 0.3 this average
velocity is equal to 65 m/s ( 100 x (1+0.3) / 2), while in the case of velocity ratio = 0.7 it is 85
m/s, i.e., much higher. Note, however, that the actual speed of the leading vortex, since it is
propagating in the higher velocity upper stream, is higher than the average velocity, while that of
the following vortex is lower. Second, both vortices in the velocity ratio = 0.3 case are much more
robust than those in the lower velocity ratio cases. This is not surprising since the roll-up is a
manifestation of the Kelvin-Helmholtz instability triggered by the velocity difference between the
upper and lower streams. When the velocity difference is large, the initial level of total circulation
is also large causing rapid development of the flow and accumulation of this large circulation in the
cores. If we draw an imaginary line from the cusp of the leading eddy in the radial direction, it
crosses five, three and two spirals in the case of velocity ratio = 0.3, 0.5, 0.7 respectively,
indicating that the number of complete roll-ups is directly proportional to the velocity difference.
The distance between the leading and following vortices is also an increasing function of the
velocity difference. This can be explained as follows. The leading vortex propagates in the higher
velocity upper stream while the following eddy moves in the lower velocity stream. As the
difference between those two streams increases, so does the discrepancy in speed between the
vortices. Next, we explain the distribution of strain rate along the interface using the analytical
model developed in the previous Section.
Consider the upper panel of Fig. 10 corresponding to velocity ratio = 0.3. In the figure, the
braid AD connects the leading and the following vortex, while the line segment DF belongs to the
core. For all velocity ratios, the braids display light blue and dark blue colors corresponding to
high positive values of strain. The regions of the highest strain, AB and CD, are located close to
the cores, while the region in the middle of the braid, BC, shows somewhat lower strain rate. This
pattern occurs because AB and CD experience the shear as well as the velocity induced by the
cores, while BC is situated far enough from the cores to experience only the shear. Consider line
segment CD. Since the orientation of this segment is close to horizontal, its total velocity can be
approximated by the U-velocity component. Due to the shear, point D located on the top of the
leading vortex has higher U-velocity component than point C. Since point D is closer the cusp, the
tangential velocity generated by the eddy is also higher than that for point C. On both accounts,
point D has a higher velocity and the length of CD increases leading to the stretching of this
segment. For BC, only the shear-generated stretching is important while the circulation-generated
stretching is of secondary importance since both ends of the segment are far from both eddies.
Since the angle between BC and the direction of shear is sharp, shear stretches this segment.
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This pattern can be also explained using U- and V-velocity distributions for the three cases
shown in Figs. 11 and 12. Comparing Fig. 11 and 12 we note that the magnitude of the U-velocity
in the braid is much higher than that of the V-velocity. Therefore, the total velocity vector is
approximately equal to the U-velocity and the relative velocity of two points on the interface is
approximately equal to the projection of U-velocity on the braid. As Fig. 11 indicates, due to the
shear, U-velocity component monotonously increases from A (red) to D (magenta) and AD is
positively stretched.
The distribution of strain is fundamentally altered at point D. Figure 11 indicates that at this
point fluid particles have the highest velocity in the flow which exceed the upper stream velocity by
approximately 30 % because both the shear-generated velocity and the circulation-generated
velocity are added there. The V-velocity at D is close to zero (see Fig. 12). The adjacent fluid
particles located in the clockwise direction from D move with lower projected velocities. In Fig. 11
this is indicated by the color changing from magenta to dark blue. The fluid particles situated close
to D catch up with their north-eastern neighbors leading to the compression of the material
interface, i.e. to the negative strains in the north-eastern quarter of the eddy. A similar situation
occurs in the south-western section. After point E the projected total velocity is again close to the
U-velocity component. The latter changes from green to yellow indicating a drop in value. We
recall that inside the eddy two types of motion take place: the convection of the whole eddy
downstream and the rotation around its center. Assume that the motion in the vicinity of F is almost
one-dimensional and consider two points, F and F', where F' is located in the counterclockwise
direction from F. Assume also that the velocities of F and F' are 25 m/s and 50 m/s, respectively,
and that the convective velocity of the vortex is equal to the average velocity of the upper and lower
streams, i.e. to 65 m/s. According to the basic kinematics principle, the relative velocity of a point
in a moving reference frame is equal to the difference between the absolute velocity of the point in
the lab system ( 25 m/s for F and 50 m/s for F') and the velocity of the moving reference frame
with respect to the lab system (65 m/s). Therefore, in the reference frame moving with the vortex,
the velocity of F and F' are -40 m/s and -15 m/s, i.e., F moves away from F' stretching the
segment FF'. Similar situation takes place in the north-western section of the eddy.
Summarizing, the distribution of strain inside the core is antisymmetric with respect to its
moving center. The compressive (negative) strains occur in the north-eastern and south-western
sections while positive strains happen in the north-western and south-eastern sections. The reason
for the antisymmetry and for the presence of compressive strains is the orientation-dependent
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superposition of the shear-generated and circulation-generated velocities. Note that the
antisymmetric nature of strain distribution is predicted by our analytical model.
Figure 10 shows that the velocity difference is directly proportional to the peak strain rates
achievable in the flow. To illustrate this, compare the top and bottom panels of Fig. 10
corresponding to the velocity ratios 0.3 and 0.7, respectively. The braid of the vortex pair in the
velocity ratio = 0.3 case displays dark blue and blue colors corresponding to the strain rate in the
range of 1300 1/s, while the braid of the vortex pair in the velocity ratio = 0.7 case is light blue
with a touch of green in the middle which corresponds to the strain rate in the range of 700 1/s.
According to Corcos and Sherman (1984), the scale of strain in the temporally-developing mixing
layer is of the order of:
max A2 X , (3.19)
where X is the wavelength of the fastest-growing perturbation which is, in turn, of the order of
forcing wavelength in our calculations. This expression indicates that the strain is indeed directly
proportional to the velocity difference. Applying Eq. 3.19 to our calculations, we obtain the strain
of 1.5 * 70/ 0.048 = 2187 1/s for the velocity ratio = 0.3 case and 1.5 * 30/ 0.048 = 937 1/s for
the velocity ratio = 0.7. We will see below that this scaling proved to be quite accurate. Note that,
according to our analytical model, the scale of strain is also directly proportional to the velocity
difference. Our model also predicts that the level of strain should increase in the radial direction
starting from the cusp. This is well supported by the results of the numerical simulation. Fig. 10
shows that, for each velocity ratio, as we move from the cusp outward the level of strain increases.
This has an important implication: the highest positive and negative strains are always achieved on
the fringe of the eddy.
In addition to two-dimensional colorcoded figures, the distribution of strain rate along the
interface can be investigated using statistical tools of analysis. Two representations of the
distribution are possible: (1) the time-varying instantaneous strain distribution along the interface;
and (2) the time-varying mean and standard deviation of the distribution. We start with the
cumulative properties of the distribution, mean and standard deviation.
In Fig. 13 (a) and (b) the mean and standard deviation (SD) of strain for different velocity
ratios are shown as functions of time. The curves correspond to the top, middle, and bottom panels
in Figs. 10-12. The time-dependent statistical properties are calculated as follows:
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Mean strain :
Standard deviation of strain :
aE(t) = N:1 I (eN(t) - e)2
NN(t)-1 N=1 (3.21)
where NN(t) is the total number of segments along the interface at time t. After the initial period
characterized by high negative strain rates which lasted 0.5 ms, all three mean strain curves start to
grow rapidly. This increase in the average strain is due to the increase in size of the vortex pair
engulfing surrounding fluid. Note that at time = 0 the mean strain rate is zero since the interface is
straight and all segments move with the same velocity. This is always the case for the parts of
material interface outside the vortex pair. Thus, in Eq. 3.20 only the segments inside the cores or
close to them contribute to the sum. The positive value of mean strain indicates high positive
skewness of the instantaneous distribution of strain, i.e. there are much more positively than
negatively strained segments. This is in contradiction to our analytical model which predicts that
the mean strain should be identically zero. It appears that this is because in the actual flow the cusp
and zero-shear point do not coincide.
At 1.5 ms the rapid growth of mean strain slows down. The inner structure of the vortex
becomes increasingly tight and the contribution of moderately strained segments inside the eddy
increases leading to a decline in the mean strain. Similar trends are observed in Fig. 13(b) which
shows the standard deviation of strain as a function of time. After it almost reached a steady state at
1.5 ms, SD starts to decline too.
In Fig. 14 (a), (b) and (c) the instantaneous strain rate along the interface is shown as a
function of the length measure for the three velocity ratios. The snapshots are taken at 3 ms.
Consider the instantaneous distribution corresponding to the velocity ratio = 0.5 shown in Fig. 14
(b). The main features of the two-dimensional flow as well as the predictions of our model are
clearly identifiable in this figure. The line from 0 to 10 cm corresponds to the part of the interface
situated between the splitter plate to the following vortex. The segments located along this line
move with approximately the same velocity. Thus, the strain rate is close to zero. The region of the
oscillating strain from 10 cm to 28 cm corresponds to the following vortex. The distribution of
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strain in this region supports the predictions of our model that the highest strain in the eddy is
reached on its fringe. The amplitude of strain oscillations declines in the radial direction from
outside to the cusp. The strain rate at the cusp is identically equal to zero. The line segment from 28
cm (point A) to 36 cm (point D) belongs to the braid connecting the leading and following vortex.
Note that in this region the strain rate is strictly positive. The line segment from point D to the exit
located at 62 cm corresponds to the leading vortex. Again, the peak strain is achieved on the fringe
of the vortex and the location of the cusp (48 cm) is clearly identifiable.
The instantaneous distribution of strain for the velocity ratio = 0.3 is shown in Fig. 14 (a).
In general, main features of the distribution in this, higher velocity difference case are similar. The
braid, line segment AD, is clearly identifiable. The cusps are located at 20 cm and 60 cm.
However, there are some important distinctions. Due to a higher velocity difference, the shape of
the spiraling interface is more noisy leading to a more irregular distribution of strain. Finally, Fig.
14 (c) shows the distribution of strain in the flow with the velocity ratio = 0.7. The vortex structure
in this case is quite undeveloped, although the major components of the structure, the cores, their
cusps and the braid are again clearly identifiable.
Comparing Figs. 14 (a), (b) and (c), we conclude that the peak value of strain in the flow is
proportional to the velocity difference, although this dependence is slightly weaker than the direct
proportionality predicted by our model. For example, our numerical simulations show that the peak
values of strain in the case of velocity ratios 0.3, 0.5 and 0.7 are 1900, 1400 and 1000 l/s,
respectively. Thus, the level of strain predicted by Eq. 3.19 proved to be quite accurate.
Summarizing, in this Section we established that the velocity ratio affects the distribution of
strain and the topology of the vortex pair in a major way. Lower velocity ratio leads to a more
developed structures propagating with lower speed. Inside the vortex pair there are two regions in
terms of the strain rate distribution: (1) the highly positively strained braid; and (2) the core
characterized by oscillating strain. Inside the core, the strain rate increases in the radial direction
from the cusp with the peak strain achieved on core's fringe. The distribution of strain inside the
core is close to antisymmetric with respect to the cusp. The north-eastern and south-western
sections of the eddy display negative strains, while south-eastern and north-western sections show
positive strains. The features are captured by the analytical model presented in Section 3.2.4.
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3.2.5 The Influence of Amplitude and Wavelength of Forcing on the Strain Rate
Among all the forcing and flow configuration parameters, the velocity ratio is probably the
most important and fundamental. Other parameters related to the manipulation of combustion might
be the amplitude and wavelength of forcing. In this Section we use a similar approach to study
their impact on the flow field, in general, and on the strain, in particular. Note that these parameters
do not enter into our model which appears to indicate their relative insignificance.
Again, in the study we make use of the base flow. To investigate the effect of forcing, all
parameters of the base flow are maintained constant while the amplitude of the oscillations assumes
the values of 0.0024, 0.0048 and 0.0072 m. The corresponding distribution of strain rate is
shown in Fig. 15. The difference between the cases appears to be minor. Higher amplitude flow
displayed in the bottom panel of Fig. 15 demonstrates the biggest, most wound-up structure. This
is not surprising since higher amplitude oscillations lead to a higher level of destabilization of the
flow. This externally imposed perturbation is relatively quickly "forgotten" by the flow. The strain
rate in the braids of the higher amplitude vortex pair is lower than that in the smaller amplitude pair.
Inside the eddies the distribution of strain rate is quite similar for different amplitudes. The shape
of the leading vortex changes from almost round in the case of amplitude = 0.0024 m to a quite
elongated and ellipsoidal in the case of amplitude = 0.0072 m.
The distributions of U- and V-velocity components for the range of amplitudes considered
are shown in Figs. 16 and 17, respectively. In all cases, approximately the same peak values of U-
velocity are achieved on the top of the leading vortex, while those of V-velocity are exhibited in
western section of the leading eddy. Figure 18 (a) and (b) shows the mean and SD of strain rate as
functions of time for the three amplitudes. As the figure indicates, the quasi-steady-state is
achieved approximately at 1.5 ms. Note that both mean and SD curves for all amplitudes are very
similar, although the lower amplitude curve starts to climb later and eventually overtakes both
higher amplitude curves at 1.5 ms. Finally, Fig. 19 (a), (b) and (c) shows the instantaneous strain
rate distributions. Again, the general patterns of the instantaneous strain rate are quite similar and
the segments corresponding to the following eddy, braid and leading eddy are clearly identifiable.
It is also clear by comparing Fig. 19 (a) and Fig. 19 (b) that the lower amplitude flow exhibits less
than 10 % higher strain rates.
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Summarizing, an increase in the amplitude of forcing does not result in a significant
modification of the vortical structures and strain rate distribution. It leads to an elongation of the
leading vortex and a slight reduction in the instantaneous levels of strain.
Figure 20 shows the distribution of strain rate for three forcing wave lengths: 0.032, 0.048
and 0.064 m. Similar to the amplitude, the variation of the wavelength does not result in a
significant modification of the vortical structures and strain rate distribution. Lower wavelength
leads to a more compact, round and faster propagating leading vortex. As the wavelength
increases, so does the distance between the leading and following vortex. Figure 21 (a) and (b)
shows the evolution of mean and SD of the strain distribution for all three wavelengths. The curves
corresponding to the mean values shown in Fig. 21 (a) are almost superimposed on each other
while those displayed in Fig. 20 (b) show slightly higher SD in the case of lower wavelength after
the quasi-steady state is achieved. Finally, Figs. 22 (a), (b) and (c) show the instantaneous strain
distribution along the interface for all three wavelengths. The figures indicate that the values of
strain both inside the cores and in the braids depend on the wavelength rather weakly.
Summarizing, in the range considered, there is a weak impact of the wavelength on the
topology and distribution of strain in the flow. An increase in the wavelength results in a slightly
lower propagation velocities of the eddies; more wound-up vortex structures and lower standard
deviation of strain.
3.3 Diffusion flame in the mixing flow
3.3.1 Initialization
The developed model can be used for investigation of combustion dynamics in vorticity-
dominated flows, such as the mixing layer. In this Section we study diffusion flame. In the next
Section we investigate the premixed flame.
The flow is initialized as follows. In all runs the amplitude of forcing Af = 0.0048 m;
wavelength of forcing Xf = 0.048 m; computational domain size = 0.2 x 0.3 m; velocity ratio =
0.5; upper stream velocity U1 = 50 or 100 m/s; initial core size of vortex element = 0.0048 m;
initial number of vortex elements = 74; number of layers of vortex elements = 1. The
computational domain is shown in Fig. 12 of Chapter 2. Given the above parameters, we can
evaluate the time scale of the flow. For the upper stream velocity of 50 m/s and velocity ratio of 0.5
136
the time scale is approximately Xf/ U1 (1 - r) = 0.048/ 50/ (1-0.5 ) = 2 ms. For the same velocity
ratio and the upper stream velocity of 100 m/s the flow time scale is two times smaller, i.e., 1 ms.
The scale of strain rate is the inverse of time scale: 500 1/s for 50 m/s and 1000 1/s for 100 m/s.
These strain values are quite representative of the peak value of strain encountered in the flow.
The flame structure is initialized by one-dimensional, atmospheric pressure, steady-state,
diffusion, methane-air flame situated in the stagnation point flow with the strain rate = 100 1/s. The
profiles of the temperature, mass flux, major and minor species in this flame are shown in Fig. 23.
The temperature profile in Fig. 23 (a) occupies the region from y = -2 mm to y = 6 mm. The
oxidizer and fuel are supplied from plus and minus infinities, respectively. The temperature profile
is much steeper on the oxidizer side than on the fuel side. Fig. 23 (a) also indicates that the
stagnation point, the point of zero mass flux, coincides with the origin of the reference frame, y =
0. This relationship between the stagnation point and the origin of isolated as well as interacting
elemental flame is consistently maintained in our simulation of two-dimensional reacting flow, as
explained in Chapter 2. The origin and the x-axis of the reference frame lies on the line connecting
the centers of two vortex elements ( see Fig. 13 of Chapter 2 ). Due to stoichiometry of methane-
air combustion, two moles of oxygen are required to consume one mole of methane. Therefore, for
pure methane and air streams, flame structure is located to the right of the stagnation point, in the
oxidizer stream, as Fig. 23 shows. Another important observation is that, for typical values of
free-stream oxygen and fuel, diffusion flame is always positioned near the stagnation point. This is
not the case for the premixed flame which can propagate far away from the stagnation point until it
finds a new steady state location where its propagation velocity equals the flow speed.
As Fig. 23 (a) shows, the peak value of temperature is 2137 K at y = 3 mm. Fig. 23 (b)
displays initial profiles of major species. The free-stream mass fraction of methane is unity. The
value is too large compared to other mass fractions and the methane profile appears to be
descending from above. The products profiles are rather peculiar. Their right sides are much
steeper than their left sides. Fig. 23 (c) shows the chemical energy release rate profile and two
minor species profiles, H2 and H. The lower and higher humps of heat release profile at 3.5 mm
and 2.8 mm correspond to the CO- and H2-related reactions, respectively. For strains higher than
100 1/s, the structure moves closer to the stagnation point.
Simulations of the reacting mixing flows in all the cases are terminated after three flow time
scales. In terms of flow topology, at the end of the simulation the leading and the following eddies
complete three full roll-ups, respectively. At that time, strictly two-dimensional stage of mixing
layer evolution comes to a conclusion (Corcos and Sherman, 1984).
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3.3.2 The impact of strain rate distribution on the flame interface
Figure 24 shows the evolution of flame surface separating the pure fuel (lower stream) and
oxidizer (upper stream) in the case when the upper stream velocity is 100 m/s. Initially, the
interface is a straight line situated in the middle of the channel. The splitter plate is positioned to the
left of the left end of the interface. In the simulation, the distance between the inlet and exit ends of
the interface is maintained equal to the streamwise dimension of the computational domain. At the
exit and inlet of the domain the corresponding boundary conditions are imposed, as described in
Chapter 2. At the inlet, the y-coordinate of the vortex elements entering the computational domain
is perturbed according to the following function simulating the splitter plate forcing:
yinlet(t) = Af sin (I- t ), O < t f5 TT (U1 + U2) / 2 (3.22)
= 0, t > T.
Equation 3.22 shows that the inlet section of the interface is perturbed for one time period, T. After
that time, the forcing stops and the generated vortex structure is allowed to propagate on its own.
For the parameters of the case, the period is 0.666 ms.
As the inlet end of the interface moves up, the process of eddy formation starts. The first
roll-up is completed at 1 ms, the time scale of the problem. Next, an additional eddy is formed
downstream, behind the leading eddy and the vortex pair moves downstream growing in size. The
following eddy comes very handy for the purpose of observing the dynamics of combustion in the
mixing flow since it corresponds the earlier stages in the evolution of the leading eddy.
As explained in the previous Section, the strain rate distribution along the interface in the
shear flow is characterized by high positive strain in the braid and alternating positive/ negative
strains in the cores. Due to the continuity, positive strain causes a decline in interface's thickness,
while negative one has an opposite effect. Fig. 24 shows that the strain rate of 1000 1/s strongly
affects the thickness of the flame interface.
In Chapter 5 we established that the flame does not respond instantaneously to the
variations in the imposed strain. The time scale of flame's adjustment is of the order of flow time
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scale. If, while the elemental flame adjusts to one strain rate, the strain rate itself changes, then the
flame will start the adjustment to this new strain using its current structure as the initial conditions.
This leads to two important implications: (1) it takes about one flow time scale for the strain to
affect the combustion, in general, and the topology of flame interface, in particular, (2) the
instantaneous structure of each elemental flame is uniquely determined by the history of strain rate
imposed on this flame. In terms of combustion modeling in the vorticity-dominated flows, this
"path-dependency" has both positive and negative implications. The bad news is that the history of
strain imposed on each flame is unique making it is difficult to estimate average species
concentration in the flow without a detailed understanding of the dynamics of strain distribution.
The good news is that this dependency of local combustion on strain history as opposed to the
instantaneous values of strain enables the flame to survive the regions of adverse strains, such as
the negative strains or higher-than-extinction strains, unless the size of those regions is very large.
The results presented in the rest of this Section help us to articulate those points.
Consider an element of the interface situated in the middle of the braid. It is currently
exposed to high positive strain of the order of 1000 1/s. As time elapses, two developments take
place: (1) the elemental flame moves from the middle of the braid to its upper end; and (2) the
structure of the elemental flame adjusts to the continuously changing flow conditions encountered
during that "trip". In the braid, the strain rate is strictly positive and the adjustment results in a
thinner flame located closer to the vortex line which carries the origin of flame's reference frame.
Assuming that the flame moves towards the leading vortex, the highest value of strain it is exposed
to occurs right before the top of the leading vortex. When the flame arrives to the top, it enters into
the region of alternating strain. Using the clock "coordinate system", from 12 to 3 o'clock point the
strain is negative resulting in thicker flame structure. After 3 o'clock point the strain is positive and
the flame thickness is reduced until the 6 o'clock point where the strain becomes negative. The sign
of strain changes to positive again at the 9 o'clock point. This pattern of strain is repeated every
round-about of the elemental flame around the cusp.
The alternating strain leads to the alternating of flame thickness and to the formation of
eddy with non-monotonous distance between the sequential roll-ups of the interface. This point
becomes increasingly clear when we look at later and later stages of the interface evolution.
Consider the shape of the leading eddy at 3 ms. The leading vortex evolves from quite symmetric
and round eddy observed at 1.5 ms to a bigger vortex of ellipsoidal shape. This particular shape is
due to the shear flow, as explained in the previous Section. The interface is the thinnest before
entering into the vortex where it expands first due to the negative strain, then contracts due to
positive strain, then expands again, etc. This expansion/ contraction leads to the formation of
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methane pockets trapped near the 3 o'clock and 9 o'clock points. The pocket formed at 3 o'clock
point between the first and second spirals is particularly large since the amplitude of strain rate on
the fringe of the eddy is the greatest. As we will see below, if the flow is slow, these pockets are
eventually consumed and chemical composition of the core is homogenized. The rate of the flow
homogenization depends on the ratio of flow time scale to the diffusion time scale. For non-
premixed combustion, if the flow is fast, the pockets can survive for a very long time.
3.3.3 The dynamics of temperature interface
Figure 25 (a) shows the distribution of temperature in the mixing flow with the upper
stream velocity of 100 m/s. The colorbar is displayed in the upper right corner of the figure. The
highest value of temperature is 2300 K, the lowest is the ambient temperature, 300 K. Note that the
observed instantaneous peak temperature is significantly higher than the initial peak temperature of
2137 K. This indicates that the flow significantly modifies combustion in the diffusion flame.
At 3 ms ( 3 flow time scales ) the leading and the following eddies completed three and two
full roll-ups, respectively, and are connected by a thin braid. The strain rate environment in the
cores and braids is quite different. We will consider combustion in these two regions separately.
In the braid, the flame is highly stretched along its surface. This leads to higher normal
gradients of temperature and chemical species and, correspondingly, to the intensification of
combustion manifested by higher absolute values of heat release rate. In Section 3.2 we show that
in the mixing flow the strain rate in the is around the scale of strain, 1000 1/s. This scale is well
above the extinction strain of methane-air flames, the value of the order of 400 1/s. Therefore,
combustion in the braid can not be maintained at the steady-state and the elemental flames are
bound to extinguish.
The extinction of the flame occurs when the influx of new ( and cold ) reactants into the
reaction zone is so high that the flame is not able to "digest" them. Extinction is essentially a time-
dependent process. The signs of approaching extinction are : (1) lower peak temperature; and (2)
higher burning rate defined as the mass of fuel consumed per unit time per unit flame area. Both
trends are observed in Fig. 25. The distribution of chemical energy release rate ( units: erg/cm3-s )
in Fig. 25 (b) shows that in the braid combustion intensifies. The heat release rate profile there is
quite thick and displays the dark blue color corresponding to 6 109 erg/ cm3-s. To the right of the
140
colorbar in Fig. 25 (b), the elemental flames have not been exposed yet to the influence of leading
vortex and their structure is close to initial one. While this unchanged structure does display a
region of the same peak value of heat release ( see also Fig. 24 (c) ), a thin strip of dark blue color,
its thickness is much smaller. Comparison of the braid and exit segments of the interface in terms
of the temperature distribution (see Fig. 25 (a) ) indicates that the peak temperature in the braid is
around 1800 K while that in the initial structure is 2137 K. We conclude that combustion in the
braids still proceeds because 3 ms is not long enough for the flame to extinguish. Eventual
extinction should occur later.
The structure of elemental flame drastically changes when it enters the core. First, Figs. 25
(a) and (b) indicate that the flame becomes thicker as it moves around the cusp from the top of the
eddy maintaining approximately the same peak temperature. The degeneration of combustion under
the adverse, negative strain rates can be seen in Fig. 25 (b). From the upper end of the braid to the
3 o'clock point of the leading eddy, the profile of heat release rate broadens its lower section
corresponding to CO-related reactions. Near the end of the compressive region, the peak value of
heat release decreases approximately two times, from 6 109 to 3 109 erg/ cm3-s.
Significant intensification of combustion occurs after the strain changes from negative to
positive values at the 3 o'clock point. The flame temperature rises again while the thickness of the
temperature profile declines. Fig. 25 (b) shows that an increase in the peak value of the heat release
rate occurs later, around 6 o'clock, when the positive strain is well established. Immediately after
that point the strain rate becomes negative again and it appears that the intensity of combustion will
drop. This is only partially true because after the 6 o'clock point our elemental flame comes really
close to another segment of the interface and start to interact with it by exchanging the fluxes of
thermal energy and species. In the regions of positive strain, the distance between the interacting
segments becomes increasingly small and the exchange is particularly active leading to an increase
in the peak temperature, consumption of trapped species and eventual homogenization of core's
structure. Furthermore, as the interacting flames move around the cusp, the level of strain imposed
on them decreases and the role of diffusion grows. The nature of the process is changed when the
remains of the trapped species are consumed and active combustion becomes impossible. Compare
Figs. 25 (a) and (b). The region around the cusp in Fig. 25 (a) has very high temperature spot of
2297 K, while the rate of heat release there is almost zero. In the current version of our model,
diffusion is the only physical process by which this high-temperature spot can spread out.
However, in this high velocity stream diffusion is relatively slow and the spot exists until the
termination of the calculations.
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The evolution of the temperature distribution in the leading eddy at three different times,
1.5 ms, 2.25 ms and 3 ms is shown in Fig. 26. At 1.5 ms one-and-half roll-up of the leading
vortex is completed. The impact of strain on the temperature distribution is very clear: in the braid,
under the strain of the order of 1000 1/s the thickness of the temperature interface declines and the
peak temperature ( ~ 1900 K ) becomes significantly lower than the initial peak temperature of
2137 K. As the interface enters the vortex at the 12 o'clock point, it gets thicker due to the
compressive strain which changes its sign near the 3 o'clock point. In compressive strain region,
while the thickness of the flame structure increases, the peak temperature is maintained
approximately constant. In the positive strain region, intensification of combustion is manifested
by an increase in the peak temperature which continues monotonously until the cusp. Inside the
eddy, the peak temperature increases due to: (1) more favorable strain rate environment; and (2) the
interaction of flames with each other.
The strain environment is more favorable inside the core because, as we established in
Section 3.2, the level of strain fluctuations diminishes in the radial direction from the outside to
inside of the eddy. Along the fringe of the eddy the strain rate is of the order of 1000 l/s, which is
higher than the extinction strain. Inside the eddy, the level is much lower and more suitable for
combustion. The distribution of strain in 1/s units corresponding to the three times is shown in
Fig. 27. While the strain rate is responsible for the intensification of combustion from 3 to 6
o'clock point, the interaction of the elemental flames becomes increasingly dominant as they move
along the interface toward the cusp since: (1) the distance between the neighboring segments of the
interface declines; and (2) the level of strain decreases to zero at the cusp ( steady-state diffusion
flame can not exist under zero strain). In the vicinity of the cusp, at 1.5 ms the distance between
the segments is the smallest and the highest temperature in the eddy is achieved there. The
interaction of elemental diffusion flames across both oxidizer and fuel is studied in detail in Chapter
6. In that Chapter we establish that, due to the accumulation of thermal energy and active radicals
in their common region, the final stage of the interaction shows rapid intensification of combustion
manifested by higher temperature and quick depletion of trapped reactant followed by abrupt
extinction. In the fast flow of 100 m/s the thermal energy of interacting flames remains trapped due
to relatively slow diffusion. Eventually diffusion homogenizes the temperature distribution inside
the core.
These three stages of combustion inside the eddy, i.e., (1) non-interacting flames regime;
(2) interacting flames regime; (3) post-extinction homogenization can be observed at different times
along different segments of the interface in Fig. 26. At 1.5 ms the first regime takes place almost
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everywhere except for a small region near the cusp. Even if the flames are interacting, the flow is
too fast for the interaction governed by diffusion to reach its advanced stages manifested by a rise
in the peak temperature. At 2.25 ms combustion in the second regime occurs in a significant
section of the core starting from the cusp. The temperature there rises to approximately 2300 K.
The tip of the cusp displays some signs of the third regime: cooling off and homogenization. At 3
ms this trend continues. At that time the temperature near the cusp drops downs to 1500 K and the
homogenized region grows in size.
3.3.4 The dynamics of chemical species distributions
While the temperature distribution can be studied using a single step chemistry model, a
novel feature of our approach is its ability to simulate the major and minor species dynamics. In
this Section we use the same flow parameters to study these dynamics.
We start with the free-stream reactants: the fuel and oxidizer. The distributions of methane
and oxygen inside the leading eddy at 1.5, 2.25 and 3 ms are shown in Figs. 28 and 29,
respectively. The red and blue colors in those figures correspond to the free-stream and zero values
of species' mass fractions, respectively. Similarly to the temperature distribution, the distribution
of methane is strongly affected by strain rate. Comparing this distribution in the braid and core
with that near the exit ( the right side of each panel) we note that the strain rate results in significant
decrease in the thickness of methane interface.
The upper panel in Fig. 28 shows the distribution of methane at 1.5 ms. A red strip of pure
methane penetrates deep into the pure oxidizer side while a blue strip is entrained into the eddy.
The upper panel of Fig. 29 displaying the oxygen distribution demonstrates that the blue strip
includes insignificant amount of oxygen which disappears closer to the cusp. As time elapses, the
entrained methane is consumed and the red strip near the cusp at 1.5 ms turns progressively into
yellowish while its thickness declines. However, it appears that, instead of being consumed by
combustion, the trapped methane simply diffuses across the core. This is confirmed in Fig. 29
which shows the evolution of oxygen mass fraction. The most striking feature of this figure is that
at almost any time, 1.5, 2.25, or 3 ms, the amount of oxygen inside the core is small, i.e., as soon
as the strip of oxygen is entrained, its gets consumed by interacting elemental flames. Significant
concentrations of oxygen near the cusp are observed only in the upper panel of Fig. 29, at 1.5 ms.
On the other hand, traces of oxygen in this region as well as other sections of the core can be seen
at much later times, e.g., at 3 ms.
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There are two reactants necessary for combustion: the oxygen and methane. If the oxygen
is completely absent in the elemental flame, combustion becomes impossible, the chemical
composition freezes and the flame structure can be modified by convection and diffusion only. If
there are some traces of oxygen, combustion degenerates slowly. The evolution of methane and
oxygen profiles in the elemental flame as it moves closer to the cusp is similar to that that in Fig. 4
of Chapter 6 where one-dimensional flames interacting across the oxidizer are considered. Note
how rapidly the oxygen is consumed as soon as the left "end" of the methane profile reaches the
symmetry plane of interacting flames. The difference between the one-dimensional case of Chapter
6 and the two-dimensional one described here is that, while there is an infinite stream of methane at
plus infinity in Fig. 4 of Chapter 6, the amount of methane entrained inside the core is limited.
Comparing Fig. 25 (b) and Fig. 29 which show the heat release rate and oxygen mass fraction at 3
ms, respectively, we conclude that the active combustion stops as soon as the bulk of oxygen is
consumed and thin light blue strip disappears ( see Fig. 29). This manifests a radical change of
combustion regime. From this moment on, composition of the core is mostly determined by
convection and diffusion with small impact of post-extinction chemistry.
Lack of oxygen near the cusp has very important implications for CO-related chain of
reactions. Since there are only traces of oxygen near the cusp, the transformation of carbon
monoxide into the carbon dioxide can not be completed after the interacting flames extinguish and
switch to post-extinction regime. This is confirmed in Fig. 30 where the distribution of CO is
shown at 1.5, 2.25 and 3 ms. The bright red spot in the middle panel of the figure exactly
coincides with the point of termination of the oxygen strip in Fig. 29. At later times the diffusion
and convection spread out CO across the elemental flame and the peak value of CO declines.
Similar picture is observed at 3 ms. The peak values of CO occur at the point of termination of the
oxygen strip while closer to the cusp, where there is no oxygen, the peak value of CO declines and
the region of non-zero concentration of CO spreads out. Going back to our one-dimensional model
of interacting flames, the evolution of CO in the core is quite similar to that shown in Fig. 6 of
Chapter 6. Another interesting feature observed in Fig. 30 is high sensitivity of this distribution to
the strain rate history and level. Note that at 1.5 ms the peak values of CO mass fraction in the
braid as well as in the core is about the same as the initial peak value of 0.05. However, at later
times, i.e., at 2.25 ms and, in particular at 3 ms a dark red strip of red color corresponding to the
mass fraction of 0.06 appears along the braid and inside the core. While high concentrations of CO
in the middle of the core was explained by interactions of elemental flames, the same values outside
of the core can be explained only by the impact of strain. We will return to this point when we will
describe CO 2 dynamics.
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The evolution of hydrogen is shown in Fig. 31. The distribution at 1.5 ms is similar to
other distributions. The impact of high diffusion coefficient of this species becomes apparent at
2.25 and 3 ms. In particular, at 3 ms the green color corresponding to mass fraction of 0.001 fills
the core almost completely. Fig. 23 shows that the initial peak value of hydrogen is 0.0022.
Therefore, the concentration of hydrogen in the core is quite high in comparison to its initial
concentration. The highest peak concentration of 0.0027 in the figure is achieved at 2.25 ms near
the 2 o'clock point. Note (see Fig. 29) that at this point the last significant amounts of oxygen are
consumed and the interaction of flames reaches its climax. The distribution of hydrogen indicates
how the distribution of other species in the core should look like when the velocity level is lower
and the impact of diffusion is greater.
Finally, Fig. 32 presents the distribution of CO2 at three times. In the braid, the peak value
of carbon dioxide is a monotonously decreasing function of time. From 1.5 to 3 ms, along the
braid, the red color corresponding to mass fraction of 0.1 changes to yellow color corresponding
to 0.075. At 1.5 ms, high concentration of CO2 is also present in the core near the cusp. As time
elapses, the region of high concentration first grows in size due to the interaction of flames ( see
the middle panel, time = 2.25 ms); then the peak concentration in the core declines due to
diffusion..
On average, each elemental flame experiences much higher strain than its initial strain of
100 1/s. In Chapter 5 we investigate both premixed and diffusion flames and show that it takes up
to several flow time scales for the flame to adjust to changing flow conditions. The flow time scale
is the inverse of the level of strain, i.e., 1 ms in our calculations. Therefore, at 1.5 ms this
adjustment process just starts. Figure 33 shows the steady-state profiles of CO and CO2 in one-
dimensional flames exposed to the strain rates of 100 and 300 1/s. An increase in the level of strain
leads to (1) the flame structure located closer to the stagnation point (solid line); (2) a decrease in
the peak values of C0 2 ; (3) an increase in the peak values of CO. These changes can be explained
as follows. The generation of CO in the flame proceeds relatively quickly while the transformation
of CO into CO2 is the slowest, rate-determining chemical reaction. An increase in strain rate results
in a decrease of residence time spent by the fluid particle inside the flame structure. Since the
production rate of CO is comparatively fast, this decrease does not significantly affect CO
production. However, since the generation of CO2 is relatively slow, its production rate is strongly
affected. As strain rate increases, increasingly larger proportion of CO remains "untransformed"
into the C0 2, causing the peak value of the former to increase. In our mixing flow simulation, this
process can be most clearly observed in Fig. 30 and Fig. 32 in the positively strained braids: there
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the peak values of CO2 monotonously decrease while that of CO increase. Inside the core,
elemental flame experiences both positive and negative strains as well as the interactions which
make this trend less pronounced.
3.3.5 The influence of velocity difference on the dynamics of reacting mixing flow
In Section we investigate how a decrease of both the upper and lower stream velocities by a
factor of two affects combustion in the mixing flow. Since the upper stream velocity is now 50 m/s
while the velocity ratio and all other parameters of the flow as well as the domain size are the same,
the flow time scale becomes 2 ms instead of 1 ms. The scale of strain is the inverse of flow time
scale. Thus, the level of strain in the flow is now 500 1/s which is slightly above the extinction
strain of methane-air flame. Note that the level of strain is the peak strain achievable in the flow. In
Chapter 2, Eq. 2.125 we introduced the Karlovitz number in order to characterize the impact of
flow on combustion. The number is equal to the ratio of flame's thermal-diffusive time scale to
flow's time scale. For the upper stream velocity of 100 m/s this number is equal to 2.5. Since its
greater than unity, the flow is faster than the flame and the flame structure is strongly affected by
the flow. If we decrease the upper and lower stream velocities by two, the Karlovitz number
becomes close to unity implying that the impact of flow on the flame is much weaker. In both
evaluations of the Karlovitz number we used inverse extinction strain, 2.5 ms, as a measure of
flame time scale (Bray and Peters, 1994). The Karlovitz number criterion should be applied only to
the combustion in the braids where the strain is of the order of level of strain, i.e., 1000 1/s in the
100 m/s case and 500 1/s in the 50 m/s case. Inside the core, these values of strain are observed
only along the fringe.
In the following we use the format adopted in the study of strain rate dynamics, Section.
3.2. In the same figure we will display, say, the temperature distribution corresponding to the
higher and lower velocity cases at the same non-dimensional time. The time is normalized by the
corresponding flow time scales. Since in the lower velocity case the time scale is twice of that in
the higher velocity case, the same non-dimensional time corresponds to different physical times.
For example, if we display a distribution at the termination time of three flow time scales, the
values of physical times will be 3 ms and 6 ms for the higher and lower velocity cases,
respectively. Since the non-dimensional time is the same, the flow topology is very similar. On the
other hand, since the physical times are different, diffusion is "allowed" to have a greater impact on
the inner flame structure.
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Figure 34 shows the distributions of strain along the flame interface at 3 ms in the 100 m/s
case (upper panel) and at 6 ms in the 50 m/s case (lower panel). The two vortices appear to be quite
similar. Furthermore, the distribution of strain appears to be similar too. Note, however, that the
range of strain rates given by the colorbars is exactly two times different: from 1200 to -500 1/s in
the upper panel and from 600 to -250 1/s in the lower panel. The thickness of the interface shown
in Fig. 34 is equal to the thickness of temperature gradient region in the flame. The gradient region
is based on the 5 % criterion applied to the temperature profile. The initial thickness of the flame is
close to that at the exit. Comparing the braid segments of the interface in two cases, we note that
the in the lower velocity case the braid is much thicker and closer to the initial thickness. The same
is true for the segments entering the leading and following vortices. The outer shape of the cores in
two panels is quite similar. However, the core in the lower velocity case is more uniformly wound
up and has much smaller pockets of trapped free stream reactants. The distribution of strain inside
the core corresponding to the lower velocity case is more homogeneous and the sectors of positive/
negative strains can be clearly identified.
Figure 35 shows the temperature distribution for the higher and lower velocity cases. At
any corresponding segment of the braid, the lower velocity case displays higher peak temperatures
(more red color) than higher velocity case since the decrease in the free-stream velocity leads to a
lower strain which, in turn, results in the higher peak temperatures of the elemental flames in the
strictly positively strained braids. In the core of the leading lower velocity vortex, the interaction of
elemental flames occurs near the merging point of two layers of the interface, while in the higher
velocity case the interaction is delayed until the cusp. In both cases the interaction is manifested by
spots of dark red color ( 2300 K). Furthermore, in the higher velocity case, the identity of two
merging layers is preserved for a much longer non-dimensional time, i.e., the layers can be
visually identified in a significant section of the core, while in the lower velocity case the layers
merge into one layer as soon as they enter the core. For a given non-dimensional time, the structure
of the lower velocity eddy is much more homogeneous.
All of the above phenomena are due to the growing role of diffusion processes in the lower
velocity case. Non-premixed combustion relies on the mutual diffusion of species. As the
elemental flame moves from the outside of the eddy into its interior, the importance of convection
decreases while the role of diffusion increases. Diffusion has its own time scale which is
independent from the flow time scale. Even if the flames inside the core are very tightly packed,
which is the case in the higher velocity case at 3 ms, their interaction occurs only after the time of
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the order of diffusion time scale. In the higher velocity case, significant section of the cores
remains highly stratified. In the lower velocity case the structure of the core is more homogeneous.
Figure 36 shows the distribution of methane in higher and lower velocity cases. In general,
the thickness of the gradient region decreases as the level of velocity increases. This is most clearly
observed by comparing the braids and the eastern sections of the cores. Due to diffusion, the inner
structure of the leading eddy in the lower velocity case is more uniform in comparison to that in the
higher velocity case where even at 3 ms there are pockets of pure methane in the vicinity of the
cusp. The presence of significant amounts of methane near the cusp in the lower velocity case is
due to the freezing of chemistry after all entrained oxidizer is consumed. For the same non-
dimensional time, in the lower velocity case the depletion of oxidizer occurs much earlier, as
shown in Fig. 37 where the oxygen distributions are displayed for the two cases. In the lower
velocity case (Fig. 37, lower panel) the "tongue" of oxygen is unable to penetrate inside both the
leading and following eddies, while in the high velocity case this penetration is very deep. Thus, a
decrease in free-stream velocity results in lower concentrations of oxygen inside the core for the
same non-dimensional time. Note that in the one-dimensional diffusion (as well as premixed) flame
oxygen penetrates across the flame structure. In Fig. 23 (b) where the initial flame structure is
shown, the bulk of oxygen is consumed at y = 3 mm, location of the peak temperature. However,
there are traces of oxygen which penetrate up to y = -2 mm into the fuel side. The nature of the fuel
is exactly the opposite: methane is completely consumed at the location of peak temperature, y = 3
mm. This difference in the properties of oxygen and methane leads to species profiles which are
much steeper on the oxygen side. Fig. 23 (b) also shows that the oxygen mass fraction on the fuel
side is around 0.01. Lower panel of Fig. 37 indicates that in the leading core the bulk of oxygen is
consumed around 7 o'clock point, while the traces of oxygen of the order of 0.01 (light blue color)
persist almost all the way to the cusp. These traces of oxygen feed some low level combustion. Its
rate, however, is not high enough to consume the methane in the core. The traces also support low
level of CO-related reactions.
The impact of velocity difference on the distribution of CO2 and CO is shown in Figs. 38
and 40, respectively. The higher velocity stream is characterized by higher strain rate which leads
to lower peak values of CO2 and higher peak values of CO ( see Fig. 33) .This impact of strain is
observed in Fig. 30: the lower velocity distribution of CO 2 shown in the lower panel displays dark
red color corresponding to the initial peak values. The intensity of the red color increases inside the
core in the region where the last remaining amounts of oxygen trapped between the interacting
flames are finally consumed. Closer to the cusp, the peak values of CO2 decline. Note that the
amount of CO2 produced during the interaction of flames significantly increases as the velocity
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difference decreases. This is because before the flames are engulfed by the growing core, they are
exposed to high positive strain rate in the braid ( for the upper layer entering the core ) and
downstream of the leading vortex ( for the lower layer entering the core, see Fig. 34 for strain
distribution ). High positive strain reduces CO2 concentration and increases CO concentration.
The magnitude of this effect depends on the level of strain which, in turn, is related to the velocity
difference. In the high velocity case the level of strain is high and the concentration of CO2 is
significantly reduced before the elemental flame enters into the core and interacts with other flames.
In the lower velocity case the level and the impact of strain on peak CO2 concentration is much
smaller. In terms of peak CO concentration, the effect of an increase in the level of strain is the
opposite: higher strain leads to higher peak values of CO. Therefore, in the higher velocity case,
higher positive strain increases peak values of CO in the elemental flame before they enter the core.
Fig. 39 shows that in the high velocity case these peak values become greater than the initial
values, while in the low velocity case they are the same as the initial values. The upper panel of
Fig. 39 shows that the peak values of CO increase even further during the interaction of flames in
the higher velocity case. Note, however, that, although the peak values of CO are generally slightly
greater in the higher velocity stream, the CO profile is significantly thinner. This is illustrated in
Fig. 33.
Finally, in Fig. 40 the distributions of chemical energy release rate is shown for two
velocity cases. We note that visually these distributions are practically identical to the
corresponding distributions of H, a species intrinsically linked to combustion. Fig. 40
demonstrates that the velocity level affects the heat release rate in the braid as well as inside the
cores. In the braid, as we have already mentioned, higher velocity leads to a higher heat release rate
manifested by dark blue color. While some shades of blue are also present in the lower panel of
Fig. 40 corresponding to the lower velocity case, the peak values of heat release rate are lower
there. Fig. 40 also illustrates that, in general, the thickness of reaction zone in both cases is a weak
function of velocity level even when this velocity is as high as 100 m/s (upper panel). Comparison
of corresponding panels in Fig. 37 (oxygen) and Fig. 40 ( heat release) leads us to conclude that
the heat release is terminated once the bulk of oxygen is consumed. Thus, reactions involving the
traces of oxygen do not generate significant amounts of heat release. We can extrapolate our results
for even lower ( and more realistic ) upper stream velocity of, say, 10 m/s and conclude that active
combustion in the elemental flame in this case is terminated soon after the flame enters the core.
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3.4 Premixed flame in the mixing flow
3.4.1 The adjustment of the model to incorporate the premixed flame
The model of reacting mixing flow was originally developed for non-premixed
combustion. This is because diffusion flame is always attached to the stoichiometric contour which
is passively transported by the flow. Diffusion flame can not move too far away from the interface
separating fuel and oxidizer. The evolution of the interface defines the evolution of the flame. In
the model, the original interface is initially a straight line situated half way between the walls of the
channel. The vorticity distribution along this line is disretized by a single layer of vortex elements
and the reference frame of each elemental flame is attached to a pair of vortex elements. The nature
of the diffusion flame ensures that it will stay close to the vortex line along which the distribution
of strain is evaluated.
The premixed flame, on the other hand, has a propagation velocity of its own and can
readily move into the products side of the domain if it's not pushed back by the flow. Therefore, if
we automatically apply the procedure described for the diffusion flame to model the premixed
flame, under some flow conditions, the latter can move far away from the original vortex line
invalidating the assumptions of the model. This scenario occurs when the local strain is small or
negative. High positive strain prevents the flame from moving from its original location. In the
diffusion flame studied so far the distribution of strain along the interface was mostly positive with
regions of negative strains inside the cores. We can expect similar distribution of strain in the
premixed flame since the distribution is determined mostly by large scale vortex motion. If this is
the case, then the most critical regions of the flow where the assumptions of the model can be
violated are: (1) the segments of the interface situated downstream of the leading eddy and
upstream of the following eddy ( along both segments the strain rate is zero ); (2) the regions of
negative strain in the cores.
For the first kind of segments, we can evaluate the time when the assumptions of the model
are violated. We assume that this happens when the distance between the flame and the origin of its
reference frame lying on the vortex line is equal to the distance between the vortices which carry
flame's reference frame. If the length of the computational domain is 0.3 m and 100 vortex
elements are used, then the distance between them is 0.003 m. The propagation velocity of
methane-air flame under normal conditions is 0.4 m/s. Therefore, at 0.003 / 0.4 = 7.5 ms the
150
distance between the flame and vortex line is equal to the spacing between the vortex elements and
the assumptions of the model are violated. Inside the cores, the regions of negative strain are
typically preceded by regions of very high positive strain where the flame is pushed close to the
vortex line. Our experience suggests that the flame passes the second kind of regions fast enough
for the assumptions of the model still to be valid. As the premixed flame located in the low strain
region near the exit tries to run away from the vortex layer, the leading vortex propagates toward
the exit. If the convective velocity of the vortex is high enough, it will engulf the elemental flame
before its gets away. For the parameters of the simulation, the leading vortex will reach the exit in
0.3 / (0.5 (100 + 50)) = 4 ms < 7.5 ms.
Summarizing, in order to ensure the validity of the assumptions made in our model in the
case of premixed flame, the upper stream velocity must be chosen high enough to maintain high
level of strain and convective velocity of the vortex pair.
3.4.2 Initialization
The flow parameters used in the study of premixed flame dynamics are similar to those
used in the diffusion flame study. The upper stream velocity = 100 m/s; the velocity ratio = 0.5; the
forcing wavelength = 0.048 m; the forcing amplitude = 0.0048 m. The same forcing function is
applied at the inlet. The difference in the initialization procedures used in the case of premixed and
diffusion flames lies in the initial elemental flame structure. In the former, the upper and lower
streams carry fresh mixture and products, respectively, while in the latter the upper and lower
streams carry the air and fuel.
The flame structure used to initialize each premixed elemental flame is shown in Fig. 41.
This is the steady-state structure of premixed, atmospheric pressure, methane-air flame situated in
the stagnation point flow with strain = 1000 1/s. The equivalence ratio of the mixture is equal to
0.7. The lean flame is chosen due to its higher sensitivity to the strain rate compared to the
stoichiometric flame. The initial structure is obtained using the same reduced chemical kinetics
mechanism, transport model and flame solver as in the case of the diffusion flame. Note that the
initial strain of 1000 1/s imposed on the flame is exactly equal to the scale of strain rate in the flow.
Fig. 41 shows that the initial thickness of the premixed flame is much smaller than the
thickness of the diffusion flame in Fig. 23. This is due to both higher strain rate and more robust
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nature of the premixed flame. In contrast to diffusion flame, the premixed flame is almost
insensitive to typical strain rates of several hundreds 1/s. It responds to these strains by changing
its position in the flow while keeping its inner structure almost unchanged. Only the strain rates of
the order of several thousands 1/s can modify the premixed flame structure in a significant way.
However, due to the pool of hot products situated to the left of the reaction zone in Fig. 41 the
extinction of premixed flame in the numerical simulation is virtually impossible (in practice,
extinction is typically caused by radiation and heat losses). Therefore, in the simulation we can
expect much smaller impact of the strain rate on the topology of premixed flame.
3.4.3 The dynamics of one-dimensional interacting unstrained premixed flames
The key property of the premixed flame is its propagation velocity. It radically affects the
composition of the core because now the interacting flames propagate in the direction of each other.
This results in rapid consumption of the pocket and intensive homogenization of the core. This is
in sharp contrast to the interaction of diffusion flames where the driving mechanisms behind the
interaction is mainly diffusion (convection becomes increasingly unimportant as the elemental
flame moves closer to the cusp and the level of strain rate decreases). As the interacting premixed
flames rapidly consume the trapped mixture, combustion terminates and, similarly to the interacting
diffusion flames, the composition of the core is determined by convection and diffusion which are
relatively slow. Therefore, the composition achieved at the termination dominates significant
portion of the core in the mixing flow.
In order to understand in detail the interaction of premixed elemental flames with each other
inside the core, we conduct a study of interacting one-dimensional premixed flames. The initial
profiles of temperature and major species are shown in Fig. 42. Two identical interacting flames
face each other, and the pocket of trapped mixture is located between them. Since structure is
symmetric with respect to y = 1.68 mm point, the problem is solved in the half of the
computational domain, from minus infinity to y = 1.68. At 1.68 mm the symmetry boundary
condition of zero gradient are imposed on all passive scalars. At minus infinity the boundary
conditions of the isolated flame are applied. The strain rate is equal to zero.
The snapshots of temperature profile at different times are shown in Fig. 43. As time
elapses, the profile moves closer to the symmetry plane reaching it at 0.125 ms. The temperature at
y = 1.68 mm starts to increase due to zero gradient boundary conditions which "models" the
impact of the flame approaching this plane from the right. At 0.375 ms the lowest temperature in
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the domain is around 2000 K. At this time the methane trapped near the symmetry plane is
completely consumed and combustion has to terminate. This is confirmed in Fig. 44 which shows
the evolution of methane profile. As the flame front approaches the symmetry plane, the methane
pocket shrinks. The peak value of methane starts to decrease as soon the right corner of the
temperature profile hits the symmetry plane at 0.125 ms. Starting from this time, consumption of
methane proceeds at accelerating rate. The evolution of CO2 shown in Fig. 45 is very similar to
the evolution of the temperature profile. The CO2 profile is situated slightly behind the temperature
profile since the formation of CO must be achieved first. Figure 46 shows the evolution of CO
profile. The reactants edge of this profile virtually coincides with that of the temperature profile.
After the bell-shaped curve hits the symmetry plane at approximately 0.3 ms, the peak value of CO
starts to drop rapidly. The post-extinction evolution of CO is quite interesting. Fig. 46 indicates
that at 0.5 ms the value of CO at the symmetry plane is lower than its equilibrium value. The
evolution of H2 shown in Fig. 47 is almost identical to that of CO. Its post-extinction mass
fraction at the symmetry plane is also below the equilibrium value. Figure 48 presents the evolution
of the H species. The H profile is located significantly behind the propagating flame: it reaches the
symmetry plane only at 0.25 ms when the temperature there is already almost 1000 K. The
presence of high concentration of H at 0.375 ms leads to a rapid termination of combustion in that
region. At 0.5 ms the peak mass fraction of H declines to the equilibrium value of 0.00005 . The
evolution of the oxygen profile shown in Fig. 49 indicates that in this lean mixture significant
amounts of 02 exist long after the interaction of flames is terminated and the combustion is
completed. The oxygen concentration near the symmetry plane is higher than its equilibrium
values. The evolution of H20 is similar to that of the temperature profile and is not presented here.
3.4.4 The dynamics and structure of premixed flame in the mixing flow
In this Section we investigate the dynamics of premixed flame in the reacting mixing flow.
The set up of the numerical experiment is very similar to the arrangements for the diffusion flame:
the forcing is achieved by oscillations of the splitter plate located at the inlet. The oscillations are
terminated after one period. Parameters of the numerical simulation are presented in Section 3.4.2.
Fig. 41 shows premixed flame structure used to initialize each elemental flame.
Since the time scale of the flow, 1 ms, is identical to the time scale used in the diffusion
flame study, we will use a similar format to present the results: first, we show the major
distributions at the termination time = 3 ms; second, we consider the evolution of each species
separately. In the developing mixing layer, increasingly larger proportion of mixing and
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combustion occurs inside the cores. We will pay special attention to their chemical composition.
We will demonstrate that the composition of the cores is very similar to that observed in the post-
extinction stage of the interacting premixed flames.
Fig. 50 shows the distributions of (a) temperature and (b) methane mass fraction at 3 ms in
the premixed flame. In the flow, the cold reactants are carried by the upper streams while hot
products at equilibrium temperature are transported by the lower stream. The temperature
distribution demonstrates the influence of strain rate on the flame structure: the yellow band is
visually much thinner in the braids than on the outer edge of the core in the sector between the 12
o'clock and 3 o'clock points ( in this region compressive strains dominate). Note, however, that
the yellow color corresponds to very high temperature of 1800 K. At these values of temperature
combustion is dominated by CO oxidation reactions. The thin region near the front edge of the
flame where the temperature jumps from 300 to 1800 K can hardly be seen in the figure. This
region corresponds to the reaction zone (see, for example, Fig. 2 of Chapter 5). A striking feature
of the methane distribution is that at 3 ms this species is completely consumed as soon as the
elemental flame enters into the core. This is in sharp contrast to the diffusion flame where the
depletion of methane in the core is never completed since, after all the oxygen is consumed, the
composition of the core freezes. The rapid consumption of methane is due to the key property of
the premixed flame: its propagation velocity. As soon as two premixed elemental flames begin to
face each other across a pocket of trapped mixture, they start to propagate head on with increasing
velocity and collide in a very short interval of time. Their velocity increases since, as they move
closer, they share pools of radicals which intensifies combustion in both of them. Note how
quickly combustion is terminated at 0.25 ms in the one-dimensional case when the right corner of
the H profile reaches the symmetry plane ( see Fig. 48 ). Since the methane in the elemental flame
is depleted as soon as it enters the core, combustion there proceeds in the post-extinction regime.
The latter is studied in detail in Section 3.4.2. Next, we consider the distributions of major and
minor species in the leading eddy at 1.5, 2.25 and 3 ms.
Fig. 51 shows the evolution of the temperature. In the upper panel corresponding to 1.5 ms
a small vortex of red color is displayed. The impact of the strain rate on the thickness of yellow
band corresponding to the CO oxidation region is insignificant: the thickness of the band in the
braid is almost the same as that in the core. The thickness of the flame in front of the leading
vortex, in the region where the colorbar is shown is much higher. The strain rate in that region is
small or negative and flame propagates into the mixture. As time elapses and the size of the vortex
increases, the thickness of the CO oxidation region becomes more affected by the strain: at 3 ms,
the yellow strip is much thinner in the braid; it displays a characteristic increases in thickness in the
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region from the top of the eddy to the 5 o'clock point. The structure of the yellow strip inside the
eddy is even more sensitive to the angular variations in strain because there the combustion is
terminated and the thickness of the strip is determined by convection and diffusion. As the
elemental flame moves into the interior of the core, intensity of the yellow color declines as the
variations in temperature are smoothened out by diffusion. Note that the evolution of the
temperature profile in the elemental flame located at 1.5 ms near the mouth of the core is roughly
similar to that shown for the one-dimensional case in Fig. 43. Evolutions of the H20 and CO2 are
almost identical to the evolution of the temperature and are not presented in this study.
Figure 52 shows the evolution of the oxygen distribution. In the initial oxygen profile, a
very rapid variation occurs in the reaction zone of the flame after which the oxygen concentration
declines very slowly eventually reaching its equilibrium value. The light blue region of slow
decline in oxygen concentration corresponds to the CO oxidation region in the temperature profile
and the impact of strain on this region is also similar to that shown in Fig. 51. As the elemental
flame enters the core and its methane is rapidly consumed, significant amounts of oxygen still
remain untapped. The concentration of oxygen in the core is higher than the equilibrium
concentration. This is illustrated in Fig. 49 for the one-dimensional case. Since the flow is fast and
the diffusion is slow, the band of higher-than-equilibrium oxygen spreads out very slowly.
The evolution of H profile is shown in Fig. 53. We have mentioned that this species is a
strong indicator of combustion. At 1.5 ms a thin yellow band of approximately the same thickness
and color traverses the braid and the core. The unchanged thickness of the profile as well as
weakly varying peak concentration along the interface indicates that at earlier times ( < 1.5 ms): (1)
combustion occurs both in the braid and in the cores; (2) strain rate affect reaction zone very
weakly. At later times combustion inside the core is terminated due to the depletion of methane and
the influence of the strain rate on the H profile outside of the core becomes more pronounced. In
particular, the peak mass fraction of H significantly increases near the 3 o'clock point.
Finally, Fig. 54 displays the evolution of CO. Note that the initial CO profile reaches a
peak mass fraction in the reaction zone and then declines slowly while being transformed into CO2
on the products side ( see Fig. 41 (b)). Also note that in the post-extinction regime of interacting
flames studied in the previous Section the value of CO concentration near the symmetry plane is
lower than the equilibrium value ( see Fig. 46). At 1.5 ms a thin green-and-yellow strip of peak
CO mass fraction penetrates deep inside the core. The strip is an indicator of active combustion.
Also note that the elemental flames in the braid do not display a dark blue region corresponding the
lower-than-equilibrium CO mass fractions on the products side. This region appears when the
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strain rate switches from strictly positive values in the braid to the negative values in the core and
the flame starts to move rapidly from the vortex line. The size of this region of low CO
concentration grows together with the size of the core. At 3 ms the thin green-and-yellow strip
corresponding to the reaction zone stays outside of the core, while CO concentration inside the core
declines below its equilibrium values. Similar decline is observed near the symmetry plane in the
one-dimensional case displayed in Fig. 46. In order to explain this, we will consider the evolution
of CO production rate shown in Fig. 55. The initial production rate profile has positive and
negative parts. The positive part corresponds to the reaction zone in the flame where CO is
produced, while the negative part corresponds to the region where this species is transformed into
the CO2. Note that in our study of interacting flames the last amounts of methane are consumed at
0.3 ms and combustion terminates. Therefore, at 0.375 ms CO production rate profile corresponds
to the post-extinction regime of combustion. Fig. 55 shows that at 0.375 ms near the symmetry
plane only the negative part of the profile survives causing a decline in CO concentration in that
region. The positive part of the CO production rate profile does not survive since there is no
methane left in the domain. The rate of decline in CO concentration in the one-dimensional case
stalls at later times (see the 0.5 ms curve). Eventually, diffusion smoothens the drop in CO mass
fraction near the symmetry plane.
Summarizing, we established that : (1) the strain rate affects mostly the CO oxidation
section of the premixed flame structure causing the variations in thickness similar to that in the
diffusion flame case. The structure of the reaction zone is affected to a much lesser degree; (2) due
to their propagation velocities, interacting flames rapidly deplete methane in the core making active
combustion impossible; (3) the composition of the core is similar to that in the post-extinction
regime of one-dimensional interacting flames.
3.5 Conclusions
In this Chapter we presented some of the simulation results performed employing the
model of reacting mixing flow.
Recognizing the importance of the dynamics of strain rate distribution for combustion, we
investigated these dynamics in Section 3.2. We established that: (1) the strain rate inside the braids
is strictly positive, while that inside the cores alternates between the positive and negative values;
(2) the negative strains are generated by interaction of shear and vortex flows; (3) the level of
156
positive strain in the braid is of the order of scale of strain in the flow; (4) the highest level of strain
in the core, both positive and negative, is achieved on the fringe of the core; (5) inside the core, the
strain rate increases from zero at the cusp to the scale of strain at the fringe of the core; (6) the
angular distribution of strain for a given radius is close to anti-symmetric with respect to the cusp;
positive strains dominate the south-eastern and north-western sections of the core, while the
negative strains occupy the rest of the core.
In Section 3.3 we presented a study of diffusion flame in the reacting mixing flow. We
established that in high velocity case: (1) the strain rate has a major impact on the structure of
flame's diffusion-convection zone and on the combustion; (2) at the termination time of our
calculations the composition of the core still remains significantly stratified with non-interacted
segments of the interface clearly identifiable near the cusp. As the velocity level decreases, the
trapped oxygen is quickly consumed and the chemical composition resembles this observed in the
post-extinction regime of one-dimensional interacting flames (see Chapter 6).
Finally, in Section 3.4 we presented a study of premixed flame in the mixing flow. We
established that : (1) the strain rate affects mostly the CO oxidation section of the premixed flame
structure causing the variations in thickness similar to that in the diffusion flame case. The structure
of the reaction zone is affected to a much lesser degree; (2) due to the propagation velocity of the
interacting flames, the methane is rapidly depleted in the core and active combustion there is
terminated; (3) the composition of the core is similar to that observed in the post-extinction stage of
one-dimensional flame interaction; (4) the concentration of CO inside the core is lower than its
equilibrium concentration.
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Figures
Figure 1. Concentration contours during roll-up; temporally-developing non-reacting shear layer,
Reynolds number = 100. ( Fig. 4 from Corcos and Sherman, 1984).
Figure 2. Streamlines and material interface during roll-up; temporally-developing non-reacting
shear layer; Reynolds number = 100. (Fig. 1 from Corcos and Sherman, 1984).
Figure 3. A schematic of the composite flow as a superposition of the point vortex and shear
flows.
Figure 4. The streamlines of the composite flow at radius = 0.05, 0.1 and 0.15 m; upper stream
velocity = 100 m/s, lower stream velocity = 30 m/s; initial velocity profile thickness = 0.2 m;
length L = 1.5 m.
Figure 5. The strain rate as a function of polar angle for velocity ratio = 0.3, 0.5 and 0.7; radius =
0.1 m; initial velocity profile thickness = 0.2 m; length L = 1.5 m.
Figure 6. The strain rate as a function of polar angle for radius = 0.05, 0.1 and 0.15 m; velocity
ratio = 0.3; initial velocity profile thickness = 0.2 m; length L = 1.5 m.
Figure 7. The strain rate as a function of length measure for velocity ratio = 0.3, 0.5 and 0.7;
radius = 0.1 m; initial velocity profile thickness = 0.2 m; length L = 1.5 m.
Figure 8. The strain rate as a function of length measure for radius = 0.05, 0.1 and 0.15 m;
velocity ratio = 0.3; initial velocity profile thickness = 0.2 m; length L = 1.5 m.
Figure 9. The combined plot produced using the curves shown in Fig. 8 indicating the pattern of
strain experienced by a small piece of the material interface approaching the core center from the
outside.
Figure 10. The instantaneous colorcoded distribution of strain along the material interface as a
function of velocity ratio 3 ms after the introduction of forcing. The correspondence between the
values of strain (l/s) and the color is given by the legend in the right corner, the upper stream
velocity = 100 m/s; velocity ratio = 0.3 (Panel A), 0.5 (Panel B) and 0.7 (Panel C); channel height
= 0.2 m; amplitude of forcing = 0.0048 m; wave length of forcing = 0.048 m.
Figure 11. The instantaneous colorcoded distribution of U-velocity along the material interface as a
function of velocity ratio 3 ms after the introduction of forcing. The correspondence between the
values of velocity (cm / s) and the color is given by the legend in the right corner, the upper stream
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velocity = 100 m/s; velocity ratio = 0.3 (Panel A), 0.5 (Panel B) and 0.7 (Panel C); channel height
= 0.2 m; amplitude of forcing = 0.0048 m; wave length of forcing = 0.048 m.
Figure 12. The instantaneous colorcoded distribution of V-velocity along the material interface as a
function of velocity ratio 3 ms after the introduction of forcing. The correspondence between the
values of velocity (cm / s) and the color is given by the legend in the right corner, the upper stream
velocity = 100 m/s; velocity ratio = 0.3 (Panel A), 0.5 (Panel B) and 0.7 (Panel C); channel height
= 0.2 m; amplitude of forcing = 0.0048 m; wave length of forcing = 0.048 m.
Figure 13. The instantaneous mean (a) and standard deviation (b) of strain along the interface for
different velocity ratios as functions of time. The curves correspond to the top, middle, and bottom
Panels in Fig. 10.
Figure 14. The instantaneous strain rate along the interface as a function of length measure for the
velocity ratio = 0.3 (a); 0.5 (b) and 0.7 (c) 3 ms after the introduction of forcing; upper stream
velocity = 100 m/s; channel height = 0.2 m; amplitude of forcing = 0.0048 m; wavelength of
forcing = 0.048 m.
Figure 15. The instantaneous colorcoded distribution of strain along the material interface as a
function of amplitude of forcing. The correspondence between the values of strain (l/s) and the
color is given by the legend in the right corner; time = 3 ms; upper stream velocity = 100 m/s;
velocity ratio = 0.5; amplitude = 0.0024 m ( Panel A), 0.0048 m (Panel B) and 0.0072 m (Panel
C); channel height = 0.2 m; wavelength of forcing = 0.048 m.
Figure 16. The instantaneous colorcoded distribution of U-velocity along the material interface as a
function of amplitude of forcing. The correspondence between the values of velocity (cm / s) and
the color is given by the legend in the right corner; time = 3 ms; upper stream velocity = 100 m/s;
velocity ratio = 0.5; amplitude = 0.0024 m ( Panel A), 0.0048 m (Panel B) and 0.0072 m (Panel
C); channel height = 0.2 m; wavelength of forcing = 0.048 m.
Figure 17. The instantaneous colorcoded distribution of V-velocity along the material interface as a
function of amplitude of forcing. The correspondence between the values of velocity (cm / s) and
the color is given by the legend in the right comer; time = 3 ms; upper stream velocity = 100 m/s;
velocity ratio = 0.5; amplitude = 0.0024 m ( Panel A), 0.0048 m (Panel B) and 0.0072 m (Panel
C); channel height = 0.2 m; wavelength of forcing = 0.048 m.
Figure 18. The instantaneous mean (a) and standard deviation (b) of strain along the interface for
different amplitude of forcing as functions of time. The curves correspond to the top, middle, and
bottom Panels in Fig. 15.
Figure 19. The instantaneous strain rate along the interface as a function of the length measure for
the velocity ratio = 0.5; time = 3 ms; upper stream velocity = 100 m/s; amplitude = 0.0024 m (a),
0.0048 m (b) and 0.0072 m (c); channel height = 0.2 m; wavelength of forcing = 0.048 m.
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Figure 20. The instantaneous colorcoded distribution of strain along the material interface as a
function of wavelength of forcing. The correspondence between the values of strain (l/s) and the
color is given by the legend in the right corner;, time = 3 ms; upper stream velocity = 100 m/s;
velocity ratio = 0.5; amplitude = 0.0048 m; channel height = 0.2 m; wavelength of forcing =
0.032 m (Panel A), 0.048 m (Panel B) and 0.064 m (Panel C).
Figure 21. The instantaneous mean (a) and standard deviation (b) of strain along the interface for
different wavelengths of forcing as functions of time. The curves correspond to the top, middle,
and bottom Panels in Fig. 20.
Figure 22. The instantaneous strain rate along the interface as a function of the length measure for
the velocity ratio = 0.5; time = 3 ms; upper stream velocity = 100 m/s; amplitude = 0.0048 m;
channel height = 0.2 m; wavelength of forcing = 0.032 m (a), 0.048 m (a) and 0.064 m (c).
Figure 23. The structure of atmospheric pressure, diffusion, methane-air flame used for the
initialization of mixing flow calculation; strain = 100 1/s.
Figure 24. Evolution of the interface between the fuel and oxidizer streams.
Figure 25. The distributions of (a) temperature and (b) chemical energy release rate at 3 ms; upper
stream velocity = 100 m/s; upper stream carries air, lower stream carries pure fuel; forcing
wavelength = 0.048 m; forcing amplitude = 0.0048 m; domain size = 20 x 30 cm.
Figure 26. The distribution of temperature in the leading eddy at 1.5, 2.25, and 3 m; upper stream
velocity = 100 m/s; upper stream carries air, lower stream carries pure fuel; forcing wavelength =
0.048 m; forcing amplitude = 0.0048 m; domain size = 20 x 30 cm.
Figure 27. The instantaneous distribution of strain rate in the leading eddy at 1.5, 2.25, and 3 m;
upper stream velocity = 100 m/s; upper stream carries air, lower stream carries pure fuel; forcing
wavelength = 0.048 m; forcing amplitude = 0.0048 m; domain size = 20 x 30 cm.
Figure 28. The distribution of methane in the leading eddy at 1.5, 2.25, and 3 m; upper stream
velocity = 100 m/s; upper stream carries air, lower stream carries pure fuel; forcing wavelength =
0.048 m; forcing amplitude = 0.0048 m; domain size = 20 x 30 cm.
Figure 29. The distribution of oxygen in the leading eddy at 1.5, 2.25, and 3 m; upper stream
velocity = 100 m/s; upper stream carries air, lower stream carries pure fuel; forcing wavelength =
0.048 m; forcing amplitude = 0.0048 m; domain size = 20 x 30 cm.
Figure 30. The distribution of CO in the leading eddy at 1.5, 2.25, and 3 m; upper stream velocity
= 100 m/s; upper stream carries air, lower stream carries pure fuel; forcing wavelength = 0.048 m;
forcing amplitude = 0.0048 m; domain size = 20 x 30 cm.
Figure 31. The distribution of hydrogen in the leading eddy at 1.5, 2.25, and 3 m; upper stream
velocity = 100 m/s; upper stream carries air, lower stream carries pure fuel; forcing wavelength =
0.048 m; forcing amplitude = 0.0048 m; domain size = 20 x 30 cm.
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Figure 32. The distribution of carbon dioxide in the leading eddy at 1.5, 2.25, and 3 m; upper
stream velocity = 100 m/s; upper stream carries air, lower stream carries pure fuel; forcing
wavelength = 0.048 m; forcing amplitude = 0.0048 m; domain size = 20 x 30 cm.
Figure 33. Steady-state distributions of CO and CO2 in the methane-air, atmospheric pressure
diffusion flame; strain rate = 100 (dashed line) and 300 (solid line).
Figure 34. A comparison of strain distributions along the diffusion flame in the reacting mixing
flows with different levels of free-stream velocity; upper panel: upper stream velocity = 100 m/s;
lower panel: upper stream velocity = 50 m/s. In both simulations: upper stream carries air, lower
stream carries pure fuel; forcing wavelength = 0.048 m; forcing amplitude = 0.0048 m; domain
size = 20 x 30 cm.
Figure 35. A comparison of temperature distributions along the diffusion flame in the reacting
mixing flows with different levels of free-stream velocity; upper panel: upper stream velocity = 100
m/s; lower panel: upper stream velocity = 50 m/s. In both simulations: upper stream carries air,
lower stream carries pure fuel; forcing wavelength = 0.048 m; forcing amplitude = 0.0048 m;
domain size = 20 x 30 cm.
Figure 36. A comparison of methane distributions along the diffusion flame in the reacting mixing
flows with different levels of free-stream velocity; upper panel: upper stream velocity = 100 m/s;
lower panel: upper stream velocity = 50 m/s. In both simulations: upper stream carries air, lower
stream carries pure fuel; forcing wavelength = 0.048 m; forcing amplitude = 0.0048 m; domain
size = 20 x 30 cm.
Figure 37. A comparison of oxygen distributions along the diffusion flame in the reacting mixing
flows with different levels of free-stream velocity; upper panel: upper stream velocity = 100 m/s;
lower panel: upper stream velocity = 50 m/s. In both simulations: upper stream carries air, lower
stream carries pure fuel; forcing wavelength = 0.048 m; forcing amplitude = 0.0048 m; domain
size = 20 x 30 cm.
Figure 38. A comparison of CO2 distributions along the diffusion flame in the reacting mixing
flows with different levels of free-stream velocity; upper panel: upper stream velocity = 100 m/s;
lower panel: upper stream velocity = 50 m/s. In both simulations: upper stream carries air, lower
stream carries pure fuel; forcing wavelength = 0.048 m; forcing amplitude = 0.0048 m; domain
size = 20 x 30 cm.
Figure 39. A comparison of CO distributions along the diffusion flame in the reacting mixing
flows with different levels of free-stream velocity; upper panel: upper stream velocity = 100 m/s;
lower panel: upper stream velocity = 50 m/s. In both simulations: upper stream carries air, lower
stream carries pure fuel; forcing wavelength = 0.048 m; forcing amplitude = 0.0048 m; domain
size = 20 x 30 cm.
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Figure 40. A comparison of chemical energy release rate distributions along the diffusion flame in
the reacting mixing flows with different levels of free-stream velocity; upper panel: upper stream
velocity = 100 m/s; lower panel: upper stream velocity = 50 m/s. In both simulations: upper stream
carries air, lower stream carries pure fuel; forcing wavelength = 0.048 m; forcing amplitude =
0.0048 m; domain size = 20 x 30 cm.
Figure 41. The steady-state structure of lean (0.7) atmospheric pressure, premixed flame; strain
rate =1000 1/s. This structure is used to initialize each premixed elemental flame. The profiles of
(a) temperature and mass flux; (b) major species and (c) minor species are shown.
Figure 42. Initial profiles of temperature and major species in the lean (0.7), atmospheric pressure,
premixed flame used to study the interaction of premixed flames across a pocket of reactants; strain
rate = 0.0 1/s.
Figure 43. The evolution of temperature profile in the lean, premixed, interacting flame; strain rate
= 0 1/s. The symmetry plane is located at y = 1.68 mm. Zero-gradient boundary conditions are
imposed on the temperature and species profiles at the symmetry plane.
Figure 44. The evolution of methane profile in the lean, premixed, interacting flame; strain rate = 0
1/s. The symmetry plane is located at y = 1.68 mm. Zero-gradient boundary conditions are
imposed on the temperature and species profiles at the symmetry plane.
Figure 45. The evolution of carbon dioxide profile in the lean, premixed, interacting flame; strain
rate = 0 1/s. The symmetry plane is located at y = 1.68 mm. Zero-gradient boundary conditions are
imposed on the temperature and species profiles at the symmetry plane.
Figure 46. The evolution of CO profile in the lean, premixed, interacting flame; strain rate = 0 1/s.
The symmetry plane is located at y = 1.68 mm. Zero-gradient boundary conditions are imposed on
the temperature and species profiles at the symmetry plane.
Figure 47. The evolution of hydrogen profile in the lean, premixed, interacting flame; strain rate =
0 1/s. The symmetry plane is located at y = 1.68 mm. Zero-gradient boundary conditions are
imposed on the temperature and species profiles at the symmetry plane.
Figure 48. The evolution of H profile in the lean, premixed, interacting flame; strain rate = 0 1/s.
The symmetry plane is located at y = 1.68 mm. Zero-gradient boundary conditions are imposed on
the temperature and species profiles at the symmetry plane.
Figure 49. The evolution of the oxygen profile in the lean, premixed, interacting flame; strain rate
= 0 1/s. The symmetry plane is located at y = 1.68 mm. Zero-gradient boundary conditions are
imposed on the temperature and species profiles at the symmetry plane.
Figure 50. The distributions of (a) temperature and (b) methane at 3 ms; upper stream velocity =
100 m/s; upper stream carries lean (0.7) mixture of methane and air, lower stream carries
equilibrium products; forcing wavelength = 0.048 m; forcing amplitude = 0.0048 m; domain size =
20 x 30 cm.
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Figure 51. The distribution of temperature in the leading eddy at 1.5, 2.25, and 3 m; upper stream
velocity = 100 m/s; upper stream carries lean (0.7) mixture of methane and air, lower stream
carries equilibrium products; forcing wavelength = 0.048 m; forcing amplitude = 0.0048 m;
domain size = 20 x 30 cm.
Figure 52. The distribution of oxygen in the leading eddy at 1.5, 2.25, and 3 m; upper stream
velocity = 100 m/s; upper stream carries lean (0.7) mixture of methane and air, lower stream
carries equilibrium products; forcing wavelength = 0.048 m; forcing amplitude = 0.0048 m;
domain size = 20 x 30 cm.
Figure 53. The distribution of H in the leading eddy at 1.5, 2.25, and 3 m; upper stream velocity =
100 m/s; upper stream carries lean (0.7) mixture of methane and air, lower stream carries
equilibrium products; forcing wavelength = 0.048 m; forcing amplitude = 0.0048 m; domain size =
20 x 30 cm.
Figure 54. The distribution of CO in the leading eddy at 1.5, 2.25, and 3 m; upper stream velocity
= 100 m/s; upper stream carries lean (0.7) mixture of methane and air, lower stream carries
equilibrium products; forcing wavelength = 0.048 m; forcing amplitude = 0.0048 m; domain size =
20 x 30 cm.
Figure 55. The evolution of the CO production rate profile in the lean, premixed, interacting flame;
strain rate = 0 1/s. The symmetry plane is located at y = 1.68 mm. Zero-gradient boundary
conditions are imposed on the temperature and species profiles at the symmetry plane. The figure is
used to explain the chemical composition of the core in the reacting mixing flow.
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The mi.xig layer: determixitfic modelr of a turbulent jlo. Part I
FPouzs 4. Concentration contours during roll-up; a - 0.43, Re - 100, Pr - 1: (a) -= 1.5;
(b) r - 2.0; - , positive or zero p; ---- , negative p.
Figure 1.

G. M. Corcos and . 8. ShAerman
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Frovsz 1. The first stage of instability: streamlines and material interface; a M 0.43, Re - 100:
(o) r - 0.5; (b) 1.0; (c) 1.5; (d) 2.0. The heavy line is the cat's-eye. The dots are interfacial markers.
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Figure 3. Composite flow as a superposition of point vortex and shear flows
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Part II. Dynamics and Structure of One-Dimensional Flame
In the Part I we formulated the model of two-dimensional reacting mixing flow and
presented some results. There are two major blocks in the formulation : (1) the flow solver and (2)
the model of flame surface. To simulate the flow field, we used previously developed Lagrangian
vortex element code and did some minor modifications by introducing volumetric and baroclinic
sources. The model of flame surface is, on the other hand, our major contribution to the project. In
Part I, many important details of the model were only mentioned in order to avoid clumsiness and
keep the flow of ideas straight. The details are important, however, and in Part II we present them
one by one. The models described below serve a dual purpose. First, they help us to study the
important features of the flame as a physical phenomenon. Secondly, the models in this Part can
serve as reaction zone submodels in the codes simulating reacting flows.
In Chapter 4 we investigate the importance of transient dynamics of flame response, a key
feature of the reacting mixing flow model of Part I, using a single-step chemistry, one-dimensional
premixed flame as an example. The premixed ( as opposed to diffusion ) flame is chosen due to its
well-defined time and length scales. Although of limited applicability due to the single-step
chemistry model, the study does show that the transient time of flame response is a strong function
of mixture's Lewis number, the imposed strain rate and flame temperature. Most importantly,
under almost all circumstances the flame response can not be considered instantaneous. The latter
finding, as well as a similar study of the diffusion flame (Ghoniem, et. al., 1992) conducted in our
lab serve to demonstrate the necessity of incorporating unsteadiness as a required feature of any
model simulating reacting flows. This last point has been widely recognized and accepted in the
scientific community.
Due to stiffness of governing equations, numerical simulation of combustion is extremely
computationally intensive task. In Chapter 5 we analyze a way of making this task less difficult by
assuming a uniform distribution of strain across the flame structure. This assumption eliminates
troublesome momentum equation from the system of governing equation helping to transform the
system into a set of easy-to-solve reaction-diffusion equations. The price for this simplification,
however, is a free parameter - the uniform strain - whose choice is based on physical arguments.
In Chapter 5 we demonstrate that for both diffusion and premixed flames, in order to get a good
agreement between the steady-state structures as well as transient responses, the uniform strain
must be equal to the value of strain inside the reaction zone. An approximation for this value is also
provided. The uniform strain model is most advantageous when the number of species in chemical
kinetics mechanism is small and, therefore, the elimination of the momentum equation represents a
273
significant decrease in the total number of equations. Additionally, the elimination of momentum
equation significantly improves stability of numerical scheme.
Finally, in Chapter 6 we address the issue which is extremely important for reacting flow
simulation : the interaction of diffusion flames across oxidizer and fuel. In multi-dimensional
reacting flows, the interaction occurs when segments of flame surface situated close to each other
start to consume the same pool of reactant and to exchange the fluxes of heat and species
concentration. In Chapter 6, this interaction is modeled using a one-dimensional reduced chemistry
flame interacting across its stagnation plane with a symmetrically situated flame. As expected,
when the flames are far apart there is no interaction between them and combustion proceeds in the
isolated flame regime. However, as the flames move closer to stagnation plane consuming the
trapped pocket of deficient reactant , an intensive exchange of fluxes occurs leading to
intensification of combustion. Due to different properties of oxygen and hydrocarbons, the nature
of these interactions is quite different in the two case: when the fuel is trapped, the interaction starts
early, when the flames are a thermal-diffusive thickness apart, while in the trapped oxidizer case,
the interaction is delayed until much thinner reaction zones overlap. The details of the interaction
are incorporated into the sub-model of reacting mixing flow presented in Part I.
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4. The Transient Response of Single-Step Chemistry Premixed Flame to a
Variation in Strain Rate
4.1 Introduction
Numerical modeling and simulation of turbulent combustion in premixed gases, at
conditions when the flame thickness is smaller than the smallest turbulent scales, have followed the
flamelet and thin flame approaches, respectively. In both approaches, turbulence, while weakly
changing the internal structure of the flame and thus its burning velocity, extends its overall surface
area and thus substantially increases the overall burning rate per unit volume. This approximation
is reasonable when the turbulence intensity, as measured by, e.g., the square root of the total
kinetic energy of the fluctuating field, is weak relative to the laminar burning velocity. As the
intensity increases, local flow gradients, as measured by the ratio of the velocity fluctuations to the
small length scales, can become comparable to the gradients across the flame and turbulence can
induce strain rates which alter the flame structures in non-negligible ways. These effects are the
subject of this paper.
The thin flame model of turbulent combustion simulation in premixed gases has been under
development by several groups over the past few years (see, e.g., Ghoniem et. al., 1982 and
Ghoniem et. al. 1986). In this approach, the time-dependent, spatially resolved flow field is
computed using the appropriate numerical discretization methodology, and the resulting velocity
field is used in a fraction step strategy to propagate the flame. The combustion model consists of a
surface propagation algorithm which is used to transport the flame by the given velocity field and a
normal propagation velocity equal to the local laminar burning velocity. In most cases, the later is
assumed constant and independent of the flow conditions, except for some weak curvature effects.
This approximation, while adequate, has been recognized as one of the weakest links in this model
since, especially in strong turbulence, non unity Lewis number mixtures, and/or with heat loss,
strains can change the burning rate.
The response of a laminar premixed flame to the strain exerted by a strain field, e.g.
stagnation point flow, has been the focus of many investigations (see, e.g., Libby and Williams,
1982; Giovangigli and Smooke, 1987; Stahl and Warnatz, 1991; Rogg, 1988; Zhu et. al., 1988;
Meneveau and Poinsot, 1991). The results of these investigations have been compiled in flame
libraries for use in flamelet modeling of turbulent combustion in premixed gases. In this flamelet
approach, the reaction source term is evaluated as the product of the local, ensemble-averaged
flame surface area and the local laminar burning rate as modified by the average strain, in
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connection with the ensemble-averaged flow equations. The flame surface area is evaluated as the
balance between the rate of creation, annihilation and consumption of material surface by
turbulence and combustion.
Using the steady-state strained laminar burning velocity in both approaches implies an
instantaneous response of the flame to the applied strain. This assumption, however, has been
challenged on the basis of qualitative arguments in the flamelet modeling analysis (Kosaly, 1995)
or actual computations of the response time of a strained flame (Rutland and Ferziger, 1990). In
both cases, where the Lewis number was assumed to be unity, it has been suggested that a time-
dependent flame response must be taken into consideration whenever the flame response time is
close to an important flow scale. In this paper, we show evidence that the response time strongly
depends on the Lewis number and the flame temperature.
The second case we consider is that of a premixed flame subjected to a periodic strain.
This is used to model the response of the flame to one aspect of turbulence, namely a strain
oscillating at a rate consistent with the passage of turbulent eddies. This exercise is meant to
emphasize the importance of considering the time dependent response to the flow variation in
situations where the phenomena of interest are time dependent, e.g., large scale turbulent structure,
combustion instability (McManus et. al. 1993), etc.
The Chapter is organized as follows. In Section 2, the unsteady problem is formulated and
the solution procedure is described in detail. Section 3 deals with the numerical aspects of the
problem. The formulation and numerical implementation are similar to those of Rutland and
Ferziger (1990), except for the fact that our approach considers mixtures with non-unity Lewis
number. In Section 4 the problem of the steady propagating flame is formulated and the solution
procedure is described. The solution is used as an initial condition for the corresponding unsteady
strained flame problem. In Section 5, we discuss the results of the calculations and show the effect
of a step-wise variation in the strain on the steady-state flame burning velocity, location and
response time at different Lewis numbers and flame temperatures. The effects of the periodic
strain on the laminar burning velocity, location and phase difference between the burning velocity
and the strain are investigated in Section 6. Section 7 contains the conclusions. Appendix I
describes the limits of application of the model.
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4.2 Formulation
The unsteady flame propagation in a stagnation point boundary layer flow is governed by
the following equations:
ap a(pu) a(pv)S+ + =0, (4.1)Wt ax ay
av av av ap a2v
-t -x vy ay + x2
aY DY aY a • •Yp -+pu -+pv = • D -Wf v (4.3)
t x y yx 2x
aT aT DTp Cp T + p ucp -x +p vc •P
dt p ic + (D + hr w (4.4)
where the x-axis and the y-axis are taken to be parallel and perpendicular to the flame / boundary
layer, respectively, p is the density, ii = (u,v) are the x- and y-components of the velocity, ic is
the mixture thermal conductivity, cp is the mixture constant pressure specific heat, Ahr is the
absolute value of the enthalpy of reaction per fuel mole, * is the absolute value of the rate of fuel
consumption measured per mole, Y is the mass fraction of the fuel, D is the mixture-averaged
coefficient of fuel diffusion, Wf is the fuel molecular weight, T is temperature; p is pressure; the
coefficient P - (Dp/ DT )p/ p; D is the dissipation function, and g is the molecular viscosity.
The governing equations are supplemented by the equation of state and the reaction-rate
expression, respectively:
p _Ru p T, (4.5)
=Wmix pT
and
w = A Cox Cf TZexp ( -Ea (4.6)
RuT
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where Wmix is the mixture molecular weight, Ru is the universal gas constant, Ea is the activation
energy; Cox and Cf are the molar concentration of the oxidizer and fuel, respectively, Ci = pYi/Wi ,
and X = 2.
The flow field and the flame front are shown schematically in Fig. 1. The stagnation-point
flow is produced by two colliding planar jets of reactants and products. The externally imposed
flow, U, is inviscid and irrotational:
U = (U,V) = (x,-y) e (t) , (4.7)
where E(t) is the diagonal component of the time-dependent strain rate tensor.
To simplify the analysis, we neglect the dissipation function and the pressure variation
across the flame. Moreover, we decompose the velocity field into the imposed potential
component and a combustion-generated component, uc;
u = U + U. (4.8)
As will be justified later (see Appendix I), the problem can be reduced to that
corresponding to flame propagation along the stagnation streamline where the governing equations
are reduced to:
+V + pv 0, (4.9)
Tt Dy ay
aY aY a aY
p (- + v y) = (pD ) -Wfi, (4.10)at ay ay ay
aT aT a DTpcp ( -• + v )-= -(c ) + Ahrw, (4.11)
since, due to symmetry: u = 0 , and 8/ax=0.
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In the solution, the size of the computational domain is taken to be large, and the origin is
chosen so that the zero-gradient boundary conditions on the products side can be reduced to:
y = + o: Y = Yu, T = Tu,,
y=-oo: Y = and T=Tb , (4.12)
and
y =0: v=0
where subscripts u and b indicate the unburned and burnt sides, respectively.
Equations 4.9-11 are strictly valid along the stagnation streamline. However, since the
boundary conditions of the flame structure are the same along the flame front, and since the flame
thickness is small compared to other flow length scales, the boundary-layer approximation of this
problem is expected to yield burning velocities which are constant along the x-direction.
Moreover, one can show that as long as the flame front is approximately flat, the x-dependence of
the burning velocity is very weak (see Appendix I). Furthermore, it has been shown (Rutland and
Ferziger, 1990) that the results of this model agree very well with the solution of the boundary
layer equations, including the momentum equation (Darabiha et. al., 1986). Thus, we use the
information obtained from the model Eqs. 4.9-12 to determine the strained flame burning velocity
in the neighborhood of the stagnation streamline.
The equations are non-dimensionalized using the flame thermal-diffusive thickness,
6 fm = lau t fm, where au = Ku / Pu cp is thermal diffusivity; the flame time scale, tfm = au S/, o2
a burning velocity Su, 0 = Bfm/tfm, the reactants density, pu, the fuel mass fraction in the
reactants, Yu, and the temperature difference, across the flame AT = Tb- Tu. The overall energy
conservation: cp AT = Ahr Yu/Wf is used, and the normalized reaction rate is written as
w = fm Ahr w, where an overbar indicates a nondimensionalized variable.
cp AT P
Equations 4.9-4.11 are converted into a system of reaction-diffusion equations using the
following two transformations (Carrier et. al., 1975; Ghoniem et. al., 1992) of the strained
diffusion flame analysis. The implicit assumptions incorporated in the transformations are
discussed in the next Chapter. The first transformation:
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tt = t, and = exp (f (t') dt') y - B 7; (4.13)
translates the equations into a domain moving with the applied strain rate, thereby removing the
imposed velocity from the convective derivatives:
ap a(pve)+ B = 0, (4.14)
at yy
i)Y _ Y 1 B2 ( -- --+-- B vc - B2 p D - w, (4.15)
at •t 1 B2a Ka\
-- + B vc-= a----- + w. (4.16)
at ay au p ay cp ay
Integrating the transformed continuity equation from -o to y and applying the zero-velocity
boundary condition 4.12 at the stagnation point, one obtains
p vc = -- - dy. (4.17)
The second transformation:
Y
t =t, and = p dy , (4.18)
utilizes expression 4.17 to eliminate the combustion-induced velocity terms from the convective
derivatives of Eqs. 4.15 and 4.16.
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We also assume that Kc p = const, cp, mix = const , define a Lewis number Le = au/Du,
and rewrite Y = Y and = T - to obtain:Yf, u Tb -Tu
B220 +
D42
B2 a2-Y
Le a2
In terms of the new variables, the boundary conditions are:
=-o: Y=0, and 0=1
4=+oo: Y=l,and 0 =0
(4.19)
(4.20)
(4.21)
Assuming that the mixture is fuel lean, i.e. Yox = Yox,u and using the fact that the pressure
is constant across the flame, we write the reaction source terms as follows
(4.22)w- = fm k* exp( Ze(1) )
P 1 + Q (0 -1)
where
k* = A* exp (-Ea / RuTb ), A = A puTYoxu
Wox
Ze = (Tb-Tu) is the Zeldovich number, and Q - Tb - Tu is the normalized heat release.
RT2 Tb
The problem is initialized using the unstrained laminar flame solution and assuming that at t
= 0, for all values of the strain rate, the point of maximum reaction rate occupies the same location
y. The calculation of the unstrained flame structure, described in detail in Section 4, is based on the
phase plane approach ( Zeldovich et. al., 1985).
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4.3 Numerical solution
The numerical solution of Eqs. 4.19 - 4.20 is obtained using a Crank-Nicholson finite-
difference scheme with an implicit approximation of the source term to maintain stability:
n+1 Onni - 1 I(RHS n+l  + RHSn), (4.23)
At 2
where AT is the non-dimensional time step, RHS is the notation for the right-hand-side of Eq.
4.19, the upper index denotes the time level, and the lower index is the grid point number in (t, •)
domain. At the (n+1)-th time level, the normalized reaction rate is approximated by:
n+1 -n -n
wi1 n + (w -z/t) d = w + (3// )3) dO A=_ wi + (~w/O )A (O'+ -lOP),
where the derivative (wa-/Y )P was neglected since it is, as will be shown later ( see Section
4.4.2), much smaller than (W-/O )i n. The derivative (a* /JO )i is evaluated analytically using
Eq. 4.22.
The grid in the computational domain (t, 4) remains uniform. Every time step the thermal
thickness of the flame is compared with the distance from the flame to the upstream and
downstream boundaries of the computational domain. If either of these distances is smaller than
two flame thickness', the computational domain is regridded by doubling the value of A . It was
found that increasing the size of the computational domain further did not affect the results. The
procedure of regridding is similar to that used in Rutland and Ferziger (1990). Each time step, the
physical coordinate Yi is recalculated in such a way that the stagnation point, Yi = 0 , remains
fixed.
4.4 Solution of the steady-state problem
The initial temperature and deficient mass fraction profiles and burning velocity are
obtained by solving the problem of an unstrained, steady premixed flame which is governed by the
following set of equations:
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d (pv) = 0
dy
v dY d
dy dy
(4.24)
(pD dY) -_ Wf *dy (4.25)
(4.26)p v Cp dT = d ( dTy) + Ahrdy dy dy
while satisfying the following boundary conditions:
y = + : T =Tu, Y =Yu
y = -oo:T = Tb, Y =O, dT/dy =0
(4.27)
Since each second-order ODE must satisfy three boundary conditions, the mass flux per
unit area p u can not be specified independently and is an eigenvalue.
Eq. 4.24 shows that:
p v = Pu Su = const.
The introduction of the following variables (Zeldovich, et. al., 1985):
0 - T-Tu
Tb-Tu
q= 1 dT
Ahf (Tb - Tu ) (K w) dy
(4.28)
(4.29)
m = 1 Pu Su
Ahf icw
Tb-Tu
and
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Yu
where q is non-dimensional heat flux, m is non-dimensional mass flux, and subscript * denotes
the characteristic values of the parameters, reduces the order of the system. In the above, we used
the following values for the characteristic parameters:
K* = K, Cp* = Cp, u = const ,
(w) * = A Cox, u Cf, u Texp(-Ea/RuTb).
Equation 4.26, written in terms of the new variables, takes the form:
q dq = mq -9 , (4.30)
dO
where (p is defined as:
_ i/Cp 
_ e Ze (0-1 )
(IC/cp)* Ku 1+Q (0 -1)
Another equation is obtained by multiplying Eq. 4.26 by Wf and Eq. 4.25 by Ahr , adding
them together and integrating the resulting equation. This operation yields
pv (Wf cp (T -Tb) + Ahr Y ) = Wf dT + p D Ahr dy, (4.31)
which can be transformed into
qdY = Le (m (0 - 1 + Y) - q), (4.32)
dO
where Le = Ku/pCp, uD is the Lewis number. The boundary conditions are
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= 0: q=0 andY= 1; (4
0=1: q=0 and Y=O
Equations 4.30 and 4.32 are solved numerically using a damped Newton algorithm and a
shooting procedure. Runge-Kutta integration starts from the hot side of the flame. The initial
values of the derivatives at this singular point are obtained by approximating the functions q and Y
using the first terms in the corresponding Taylor expansions:
q = k (1- 0),
and
Y = k2 (1- 0)
and substituting these expressions into the governing equations to find the unknown values of k1
and k2:
dq (= 1)= -kl= mLe 1- 1+ 4
dO 2 V m2 Le(l -Q)
and
dY (0 =1 )=- k2 = -((kl) 2 + m kl)(1-Q).
dO
The Runge-Kutta integration proceeds up to the point where the non-dimensional reaction
rate function (p is zero, i.e. to the reduced ignition temperature 0ig -- 0. At this point the
numerical value of the heat flux q is compared to the analytical solution of 4.30, q = m 0, and a
correction to the eigenvalue m is made if they do not match. The iterations continue up to the
moment when the analytical and numerical solutions match. Once the solutions for q and Y are
obtained, the temperature profile in the real domain is recalculated using the definition of the non-
dimensional heat flux q:
Oi
yi -Q +1 ) d . (4.34)
kq(0)
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In this equation yi is the physical coordinate of the point which has coordinates (0i, q(0i)) in the
phase plane.
4.5 Response of flame to unsteady strain rate
The model described above has been used to study the response of a premixed flame to a
step-wise change in the strain rate and to a sustained periodic strain. We focus on the effect of the
Lewis number and the flame temperature on the steady-state burning velocity and the time required
to achieve this state for the first case, and the amplitude and phase of the burning rate oscillation in
the second case. The following data (Darabiha et. al., 1986) were used in the simulations:
Table 1. The input values used in the calculations.
Ambient temperature Tu ....................300 K
Unburned mixture density pu .................. 1.11 kg/m 3
Mixture specific heat cp ..................... 1.12x10 3J/kg K
Thermal conductivity -cu .................... 0.04 W/m K
Activation temperature Ea / Ru .................. 20,000 K
Pre-exponential factor A* ..................4.5x10 8 1/s
Non-dimensional heat release Q ............. 0.8, 0.846, 0.86
Flame temperature Tb ........................ 1500, 1950, 2200 K
Lewis Number L, ......................... 0.7, 1, 1.3.
The following parameters:
(1) the burning velocity :
+00
Sb = vzWmix I w dy (4.35)
Pb Joo
(2) the average flame location:
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+ +0
yf --f y dy/ f ~ dy; (4.36)
(3) the settling time, cs, defined as the time taken by the burning velocity to reach a value within
5.0 % of the steady-state value; are used to quantify the flame response. In the above, vy is the
total number of moles of reactants in the fresh mixture, i.e. vj = VCH4 + VO2 + VN2. Figures 2, 3
and 4 show the transient dynamics of the flame in terms of the burning velocity and its location
with respect to the stagnation point, at Le = 0.7, 1.0, 1.3 and Tb = 1950 K, in response to a step-
wise change in the strain rate. Figures 5, 6 and 7, in which the strain is normalized using the flame
time, i.e. the strain is expressed as a Karlovitz number Ka = e8 fm, summarize the simulation
results in terms of (a) the steady-state burning velocity and flame location; and (b) the settling time
at Le = 0.7, 1.0 and 1.3 , and Tb = 1500, 1950 and 2200 K. Fig. 8 shows the steady-state
temperature and reaction rate profiles in the unstrained and strained flame at Le = 0.7, 1.0 and 1.3,
and Tb = 1950 K. Figure 9 serves to support some qualitative considerations we employ to
explain the dependence of the steady-state flame location on strain. Figures 10, 11 and 12
summarize the results on the flame response to a periodic strain showing the normalized amplitudes
of the burning velocity and flame location oscillations and the phase shift between the burning
velocity and the strain as functions of the normalized frequency. The results were obtained at Le =
0.7, 1.0 and 1.3, and Tb = 1500, 1950 and 2200 K. In the following, we examine these results
in detail.
4.5.1 Unity Lewis number flame
Figure 3 demonstrates the response of the flame at Tb = 1950 K. and Le = 1.0, to a
stepwise change in the strain rate. At time t = 0 the strain rate jumps instantaneously from zero to
some pre-specified value. The values of the strain rate are shown in Fig. 3 in terms of Karlovitz
numbers 0.2 - 20.0. The flame is initially located at 0.95 mm from the stagnation point. As Fig.
3b shows, after a sudden change in the strain rate, the flame propagates out of the stagnation
point if the strain rate is low; and in the direction of the stagnation point if the strain rate is high.
In the limit of zero strain, the flame propagates steadily out of the stagnation flow with the velocity
of the unstrained flame. The evolution of the flame location with strain at Le = 1 is qualitatively
similar to that at a non-unity Lewis number (see Figs. 2, 4). For the burning velocity, Fig. 3a
demonstrates that at unity Lewis number it is almost insensitive to the strain rate over a wide range
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of weak to intermediate strains . Similar results were observed for higher and lower flame
temperatures but are not presented here.
Figures 5, 6 and 7 summarize the flame response in terms of the steady-state values of Sb,
yf, and the settling time as functions of the non-dimensional strain. Figures 5a, 6a and 7a show
that, for the given range of flame temperature , there are two different regimes for Sb(e): for E < Eo,
Sb changes weakly with strain, while for e > Fo, the changes are more pronounced. Here E0 = 42,
1675 and 8123 1/s for Tb = 1500, 1950 and 2200 K, corresponding to Ka - 1, is the strain at
which the flame front coincides with the stagnation plane. The steady-state flame structures are
shown in Fig. 8 in terms of the temperature and reaction-rate profiles for Ka = 0.0, 0.2 and 20 and
Tb = 1950 K. The figure shows that at low strains, the flame structure and burning velocity
remain almost unchanged while the flame moves closer to the stagnation plane. For high strains,
the flame structure and burning velocity are modified, although the maximum reaction rate remains
almost the same. The temperature profile becomes steeper, the reaction zone thinner and the flame
moves to the other side of the stagnation plane. The influence of strain on the flame structure in the
cases of Tb =1500 and 2200 K, which is not presented here, is qualitatively similar to that in the
case of Tb = 1950 K, although the thickness decreases more rapidly as Tb increases. In the
following, we use a simple model to explain these results.
Consider the streamtube shown in Fig. 9. The streamline coordinates are xs(y) = C(N)/ y,
where the constant C(x) is selected to correspond to the same streamlines for the different strains.
Assume that two constant strain rates E1 and e2, where E2 > E1 , are applied. At steady state, the
flame occupies the locations y1 and Y2, respectively, and the areas traversed by the flame within the
given streamtube are Al and A2. Since E2 > -1, then Y2 <Y1 and A2 > A1. At unity Lewis
number and low strains, the mass consumed per unit flame area Pb Sb(E ) = const, while the flame
is stabilized at the position where its burning velocity is equal to the normal component of the
convective velocity, i.e.
Pb Sb(E ) - Pr U (yfm) = Pr - Yfm, (4.37)
where U (yfm) is the y-component of the velocity vector at the flame location yfm, Pr is the
density of the mixture at the upstream boundary of the reaction zone (the approximate sign is used
since the upstream boundary of the reaction zone is not exactly the same as the flame location ,
although they are close). It follows from equation (4.37) that
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Yfm -Pb Sb/ (Pr E )
showing that the steady-state location of the flame is inversely proportional to the strain rate.
Normalizing the flame location by the unstrained flame thickness, 8fm, and the strain rate by the
unstrained flame time scale, rfm, we get:
yfm-=Yfm/ 6fm =1/ Ka (4.39)
Note that the applied strain is an aerodynamic parameter. In the low range of strains, Figs. 5a, 6a
and 7a demonstrate that this simple equation is weakly dependent on the flame temperature. Thus,
for e < -0, the flame location is aerodynamically controlled.
For e > o-, the flame dynamics are controlled by the changes in its internal structure. In
this case, the burning velocity falls rapidly with increasing E, and Fig. 8 shows that while wmax
remains unchanged, the reaction zone thickness 8r is reduced. Using equation (4.35), the burning
velocity can be approximated by:
Sb = C vmax 8r, (4.40)
where C is a constant, showing that Sb must decrease in this case since 8r is strongly affected by
the strain.
Switching from aerodynamic control to structure changes occurs at e - Eo, corresponding
to Ka - 1. These two mechanisms have essentially different characteristic times and thus, as
shown in Figs. 5b, 6b and 7b the burning velocity settles to its steady value at different rates. At
low strains, and as the flame structure remains almost the same, the adjustment time of the burning
velocity is controlled by the chemical reaction and hence is very small,
Ts "- chem( Ea, Tb, A, X ) = Cf, max / max {v I I where Imax {Iw } is the maximum fuel
consumption and Cf, max is the molar concentration of fuel at the location of the maximum fuel
consumption. At an intermediate strain, when Ka - 1, the flame structure changes at its own time
scale, and hence the settling time is almost constant ts ~ Tfm. At even higher strains, the flame
response time is proportional to the flow time scale.
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(4.38)
4.5.2 Non-unity Lewis number flame
Figures 2 and 4 depict the flame response at Tb = 1950 K, Le = 0.7 and 1.3 to a step-
wise change in strain. The dependence of the flame location on the strain is similar for all the
Lewis numbers considered, although the characteristic value of the strain rate at which the flame
changes its regime of propagation depends on Lewis number. The flame at Le < 1 is more robust
and the characteristic Karlovitz number is of the order of 1.0. In the Le > 1 case, the flame is
weaker, and changes its direction of propagation at a Karlovitz number of 0.3, approximately.
Moreover, Fig. 2a shows that at Le < 1, increasing the strain leads to a rise in the burning
velocity, up to very high strains, while the opposite is true at Le > 1, as shown in Fig. 4a.
Figures 8 depicts the steady-state temperature and reaction-rate profiles for Le = 0.7, 1.0
and 1.3, and Tb = 1950 K. In both plots we observe that even at low strains, for nonunity Lewis
number, the flame structure is altered by strain. The effects of these changes on Sb and xf are
shown in Figs. 5a and 7a where, for the first, a non monotonic behavior is found for Le < 1 and a
monotonic behavior for Le > 1. For Le < 1, the maximum Sb(s) is again close to its value at Ka
-1. To explain these observations, we develop the following arguments which serve to
demonstrate that the aerodynamic effect of strain for E < co, observed at Le = 1, are not present
here. Instead, for nonunity Lewis number, the strain always acts to change the flame structure due
to the unequal rates of heat and mass diffusion. We show also that for e < Eo the changes are
limited to variations in Wmax while for E > eo, both wmax and r are affected. Note that for Le =
0.7, Eo = 31.14, 1239 and 6027 1/s for Tb = 1500, 1950 and 2200 K, respectively. The situation
is reversed when Le = 1.3. Now, E0 = 53, 2076 and 10026 1/s for Tb = 1500, 1950 and 2200 K,
respectively, and the burning velocity decreases continuously with strain.
Due to the differential diffusion of heat and fuel at non-unity Lewis number, the profiles of
temperature and fuel mass fraction are no longer similar. Instead, they are shifted relative to each
other when the flame is subjected to strain. This modifies the reaction zone structure and the
maximum value of the reaction rate. Results show that while 8r decreases in both cases, wmax
increases for Le < 1 and decreases for Le > 1. In the following, we examine the mechanism
responsible for this behavior.
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Consider the reaction rate term given by Eq. 4.22. When the strain rate is applied, the
location at which wmax occurs in the Y- and O-planes change. At high activation energy, the
reaction rate is much more sensitive to the variation in 0 than in Y, as shown by the sensitivity
coefficients:
SO " + Ze (4.41a)
In = const (1+Q (0-1 ))2 1-Q
Y cons =1 , (4.41b)
noting that wmax occurs close to the hot side of the flame, 0 - 1. For typical values of Ze,
so >> sy. Under strain, the temperature and mass fraction profiles change by convective and
diffusive fluxes. While the convective fluxes are the same for both profiles, diffusive fluxes
depend on the Lewis number. In Le > 1 , and for equal gradients of temperature and mass fraction,
the diffusion of heat occurs faster than that of material. This manifests itself by a "smoother" hot
side corner of the temperature profile (see Fig. 8). Thus, for a given value of Ymax v = 0.2 , the
corresponding value of 0 max w becomes smaller with time, reducing wmax below its value for the
unstrained flame. The situation is reversed in the case of Le < 1.
From Eq. 4.40, it is clear that at Le < 1, where wmax increases with strain, the burning
velocity also increases as long as the reaction zone thickness 8r remains almost constant. Beyond
this point, which occurs close to Ka - 1, the burning velocity decreases due to the thinning of the
reaction zone. In Le > 1 mixture, both wmax and the thickness of the reaction rate profile decrease
monotonically with strain.
Since in the case of non-unity Lewis number the flame dynamics are controlled by changes
in its internal structure, it is not surprising that the settling time for the Le # 1 cases is of the order
of magnitude of the flame time, i.e. the time required for the flame to readjust its profiles, as
shown in Figs. 5b, 6b and 7b . The settling time decreases as the strain increases since the
reaction zone thickness is also reduced.
The influence of the Lewis number on the flame response to an applied strain exhibits the
same trends, independent of the flame temperature. Furthermore, it was shown in Petrov and
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Ghoniem (1994) that if we normalize Sb (e) by the burning velocity of the unstrained flame, Sb, 0o;
yfm by the thickness of the unstrained flame, 8fm; e and ts by the unstrained flame time, rfm,
respectively, then Sb (Ka), Yfm (Ka) and Ts (Ka), become almost independent of the flame
temperature and vary only with Lewis number. The common feature of this variation is that it takes
place for the low and intermediate values of strain. For high values of strain, Ka >>1, the
influence of the flow on the flame is so overwhelming that transient and steady-state characteristics
are almost independent of the Lewis number.
Figure 7b demonstrates that in the case of high heat release, for E _ Eo, the response of a
premixed flame in a unity Lewis number mixture can be considered instantaneous and the steady
state-assumption can be used in the flamelet modeling approach. Furthermore, since in this range
the burning velocity of the flame depends very weakly on the strain, it can be assumed the same as
the steady-burning velocity. On the other hand, the settling time of a strained flame in non-unity
Lewis number mixtures is of order of the flame time scale O(10 -3 s). In this case, one can not
assume instantaneous adjustment of the flame to the flow and the transient behavior must be
accounted for. In particular, since the effect of the strain on the burning rate in Le # 1 mixture is
significant, one must constantly adjust the burning velocity and flame location in response to the
flow exerted strain. The fact that local extinction may occur at relatively low strains when Le > 1
makes these adjustment even more critical. Similar to the Le = 1 case, at high Karlovitz numbers,
the settling time is closer to the flow time. Over the entire range of Lewis and Karlovitz numbers,
high temperature flames respond to strain faster than low temperature flames. For low heat release
and low strain, the assumption of instantaneous flame response is not appropriate even for unity
Lewis number.
4.6 Response to periodic strains
The flame response to a periodic strain with mean and oscillating components, equal to Ka
= 0.5 and 0.25, respectively, is now analyzed. The frequency of the strain-rate oscillations is
varied in such a way that its normalized value v = Tfm/Tos.= 0.05 to 10, where tos is the
characteristic period of oscillation. Periodic strains are applied to the flames at the Lewis numbers
of 0.7, 1.0, 1.3 with the temperatures of 1500, 1950 and 2200 K. First, the mean component of
the strain is applied at time t = 0. After some time tss, when the burning velocity and the flame
location have reached their steady-state values, the fluctuating component of the strain is
superimposed.
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The flame response to the periodic strain is characterized by
(1) the ratio of the average of the burning velocity during the application of the periodic strain to the
steady-state value under the constant mean strain:
< Sb (E (t)) >
Sb, ss (Eav) )
where E(t) = Eav + Camp sin (27T v (t - tss));
(2) the normalized amplitudes of the burning velocity and flame location oscillations, measured in
% as
100 % N (Sb, max, j Sb, av)2 + (Sb, min, j-Sb, av)22 j jN andj=1 j=1
100 % (Yf, max, j- Yf, av)2 + N Yf, min, j - Yf, av) 2
j=1 Nj= N
where Sb, max, j and Sb, min, j are the j-th maximum and minimum of the burning velocity from
the beginning of oscillations, respectively, yf, max, j and yf, min, j are the j-th maximum and
minimum of the flame location, N is the number of the full periods of the strain rate oscillations;
and
(3) the phase shift between the burning velocity and the strain rate oscillations, measured in
degrees
jN osj=1
- 1,
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where t (Emax, j) is the time when the j-th strain rate maximum occurs, t (Sb, max, j) is the time
when the j-th burning velocity maximum occurs, and *os is the period of the oscillations .
In the range of frequencies used, the average burning velocity remains very close to the
burning velocity attained at the average strain, and the settling time increases as the frequency
decreases. Figures 10a, 1 la and 12a show the normalized amplitudes of the burning velocity
(solid lines) and flame location (dashed lines) oscillations as functions of the normalized frequency
for the flames with Tb = 1500, 1950 and 2200 K. The figures demonstrate strong similarity. As
the normalized frequency increases, the normalized amplitudes of the burning velocity and flame
location oscillations stay constant until the frequency reaches the value of 0.1 (approximately 100
Hz for flame temperatures of 1950 K, 2200 K). For higher values of the normalized frequency, the
amplitudes monotonically decrease. At low frequency, the amplitude of the flame location
oscillations is comparable to that of the applied periodic strain, while that of the burning velocity is
much lower. This can be explained using the results of the previous section. Since the
instantaneous value of strain never exceed the characteristic value, co, the flame location is
aerodynamically controlled and the burning velocity changes very weakly with strain. This is
particularly true for the unity Lewis number flame. In the range of low frequency, the normalized
amplitude of this flame is the lowest for each value of the flame temperature.
Flames in non-unity Lewis number mixtures possess the highest degree of receptivity to
strain oscillations both in terms of the burning velocity and flame location. High frequency strain
oscillations have little effect on the burning velocity and flame location. The change in their value
in this range of frequency is less than 1 %. The only exception is, again, the flame location in the
Le > 1 mixture which changes more significantly.
Figures 10b, 1lb, 12b show the phase shift between the Sb and E oscillations. In the
case of Le > 1, higher strains lead to lower burning velocities. Thus, if the flame is perfectly
receptive, the phase difference between the strain and burning velocity oscillations should be
180' . However, in the case of Le < 1, increasing the strain leads to higher burning velocities.
Thus, for the perfectly receptive flame, in this situation, we may expect the phase difference
between the strain and the burning velocity fluctuations to be zero. These arguments are confirmed
by Figs. 10b, 1 lb and 12b. For low frequencies, and for each flame temperature, the phase shift
in Le 2 1 case is close to 1800 , while in the case Le < 1, it is almost identically equal to 0. At
these low frequencies the flame has enough time to adjust to the external oscillations. At high
frequencies, when the time scale of the flow is much smaller than the flame time scale, the flame
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does not have enough time to adjust and the phase shift becomes independent of the Lewis number
and close to 2800 . These observations are expected to have an important impact on the noise
and combustion instability in combustors where the strained rates are high.
4.7 Conclusions
A series of mathematical transformations has been used to reduce the equations governing
the unsteady flame propagation in a stagnation point flow to a system of reaction diffusion
equations. The transient response of a flame to step-wise and periodic strain has been investigated
over a range of Lewis number and flame temperature. We find that:
(a) For the step-wise variation in strain:
(1) At unity Lewis number, over the entire range of flame temperatures, the settling time of
the flame varies between the chemical time, the flame time and the flow time as the Karlovitz
number increases from low, intermediate to high values, respectively. This is because the
mechanism controlling the flame dynamics changes from aerodynamic to flame structure to
convective flow as the Karlovitz number changes.
(2) At nonunity Lewis numbers, and over the entire range of flame temperatures, the
settling time changes from the flame time to the flow time as the strain increases form intermediate
to high Karlovitz numbers. In this case, the flame dynamics are governed to a greater extent by the
changes in the internal structure of the flame.
(3) For given Lewis and Karlovitz numbers, the settling time decreases as the flame
temperature increases. Hence, in a flamelet or thin flame modeling, the response of flame can be
considered instantaneous over the range of Lewis number for high flame temperature. The same is
found to be true for intermediate flame temperatures when the Lewis number is unity. Otherwise,
for low flame temperatures, and for intermediate flame temperatures and non-unity Lewis
numbers, corrections reflecting the lag between the flow and the flame should be incorporated in
the models.
(b) For a periodic strain:
(4) For low Karlovitz numbers, and over the entire range of the flame temperature and
frequency, the average of the burning velocity is close to the burning velocity at the average strain;
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the normalized cut-off frequency for the burning velocity and flame location oscillations is equal to
0.1. For higher frequencies, the amplitudes monotonically decrease with the strain frequency. For
low frequency oscillations, the phase shift between the strain and the burning velocity is close to 0
for Le < 1 and to 1800 for Le 2 1. For high frequency oscillating strains, and over the entire
range of Lewis number and flame temperature, the phase shift is of order of 2800
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APPENDIX I
We use an integral formulation to estimate the variation of the burning velocity along the
flame front within the bounds of the boundary-layer approximation. The mass fraction equation:
S(p uY)
ax
S (p v Y)
ay
S(pD8x +xx) Wfv = 0,Ox (AI.1)
is integrated across the flame. The second term yields Pu Yu V .
assume a linear fuel concentration profile:
C(x, y) = 0, y < yfm
C(y- Y , yfm<  < yfm+fm
8fm
To integrate the second, we
(AI.2)
= Cu, y > yfm,
where yfm and 6 fm are functions of x. The integral of the second term of Eq. AI.1 is divided up
into three parts:
I + I0 ( f m+ (puY) dy =ax
-00 -00
The first part is zero since Cb = 0. The
SYfm+8fm
+ f
Yfm
fm+fm
+ I
'Yfm+6fm
second part is - I Pu Yu dS
2 dx
+ 2 dyfmdx
third part yields Pu Yu (-V., - (yfm+frm)E ).
The integration of the third term in equation (A.1) yields zero , while that of the last term is
Pb Wf Sb. Combining the above, we obtain:
VEWmix
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(AI.3)
nfm) ex.
x The
Sb = V Wmix PuYu (Vxfm - ud yfm),
Pb Wf dx
(AI.4)
where Vyfm = - Yfm, demonstrating that the deviation of the burning velocity along the flame from
its value at the stagnation streamline is negligible when the flame curvature is weak, i.e. when:
d In Yfm << 1
d In x
(AI.5)
The shape of the flame near the stagnation streamline can be approximated using the
following kinematic consideration. Assuming that the combustion-induced velocity vanishes at
some distance ahead of the flame, we write the following relations for the velocity components
normal and parallel to the flame front, v1 and v11, respectively:
U = ex = v siny + vi1 cos y,
(AI.6)
V = -E y = v, cosy - v1 sin y
where y is the local angle between the x- axis and the flame front. Multiplying the first equation
by sin y, the second equation by cos y and adding, we obtain:
-E y cosy + ex sin y = v . (AI.7)
Very close to the stagnation streamline, where the flame is nearly perpendicular to the flow, y is
small with sin y = tan y = dyfm/dx = y, and cos y - 1 - 2/2. Thus, Eq. AI.7 is approximated
as:
+ 2 x 2 (v/e +) = 0
y y
with the solution:
-dYfmdx + 2 (y+ / )(y)
2
Since yfm = - v± / e = Sb / C , the solution corresponding to the negative sign leads to a nearly flat
flame. The solution corresponding to the positive sign satisfies the criterion in Eq. AI.5 when:
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x* < Yfm - Sb /E , (AI.8)
where x* is the maximum distance where the flat flame approximation is applicable. For practical
values of E, x* is within few flame thicknesses.
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Figure 1. Strained flame configuration
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Figure 2. The response of the flame to a step-wise variation in the strain. (a) The
burning velocity, and (b) flame location as functions of time for different values of the
Karlovitz number; Ka = 0.2, 0.35, 0.5, 0.8, 1.0, 1.2, 1.8, 2.5, 10, 20; Lewis number
= 0.7; flame temperature = 1950 K.
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Figure 3.The response of the flame to a step-wise variation in the strain. (a) The burning
velocity and (b) flame location as functions of time for different values of the Karlovitz
number; Ka = 0.2, 0.35, 0.5, 0.8, 1.0, 1.2, 1.8, 2.5, 10, 20; Lewis number = 1.0; flame
temperature = 1950 K.
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Figure 4 .The response of the flame to a step-wise variation in the strain. (a) The
burning velocity and (b) flame location as functions of time for different values of
the Karlovitz number; Ka = 0.2, 0.35, 0.5, 0.8, 1.0, 1.2, 1.8, 2.5, 10, 20; Lewis
number = 1.3; flame temperature = 1950 K.
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flames; Le=0.7 (first row), 1.0 (second row), 1.3 (third row); Ka = 0.0 (right column), Ka = 0.2,
20.0 (left column); flame temperature = 1950 K.
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streamline
Flame at 82 > 81
Flame at E1
Figure 9. A schematic diagram showing the change in the flame location as the
strain rate is increased
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Figure 10. Flame response to the periodic strain. Normalized amplitudes of Sb and
xf oscillations and the phase shift between the strain and Sb as functions of the
normalized frequency; Lewis number = 0.7, 1.0, 1.3; mean Ka = 0.5; oscillating Ka
component = 0.25; flame temperature = 1500 K.
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Figure 11. Flame response to the periodic strain. Normalized amplitudes of Sb and
xf oscillations and the phase shift between the strain and Sb as functions of the
normalized frequency; Lewis number = 0.7, 1.0, 1.3; mean Ka = 0.5; oscillating Ka
component = 0.25; flame temperature =1950 K.
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Figure 12. Flame response to the periodic strain. Normalized amplitudes of Sb and
xf oscillations and the phase shift between the strain and Sb as functions of the
normalized frequency; Lewis number = 0.7, 1.0, 1.3; mean Ka = 0.5; oscillating Ka
component = 0.25; flame temperature = 2200 K.
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5. Exact and Uniform Strain Models of Elemental Flame
5.1 Introduction
The Chapter describes two combustion zone submodels which can be used as integral
components of the turbulent combustion simulation code. At high Damkohler numbers, the
combustion zone thickness is much smaller than the prevailing turbulent structures, making it
possible to regard the flow field as if it was composed of (1) a non reacting flow with volumetric
sources and vorticity sources distributed along the combustion zone, and (2) a very thin zone, or in
the limit, a flame surface, separating reactants and products, or fuel and oxidizer, within which
combustion occurs (Knio, Shi and Ghoniem, 1993, 1996; see also Part I). The combustion
submodels proposed here are based on tracking the flame surface as it is convoluted by the ever
self replicating turbulent vorticity structures. To track this flame, its surface is subdivided into a
large number of elemental flames, each of which is locally flat and is affected by the total flow-
induced stretch as described by the Lagrangian rate of change of an elemental flame area. In order
to predict the local burning rate and pollutants formation in the reacting flow, the structure of each
elemental flame must be evaluated accurately. Thus, all important phenomena which affect the
instantaneous flame structure must be incorporated, e.g. a reasonable level of detailed chemical
kinetics and transport processes must be retained in the flame structure equations. The details of
coupling the flow and elemental flame calculations as well as the derivation of the governing
equations for the elemental flame are discussed in Chapter 2. The purpose of this Chapter is to
present the details of the formulation: (1) the transport and chemical kinetics models; (2) numerical
scheme; and to introduce a simplified model of the elemental flame.
The work described herein on the simulation of elemental flames in turbulent flow is a
natural outgrowth of our earlier work in which : (a) for a premixed flame, the flame thickness was
assumed to be infinitely thin and the laminar burning velocity was taken as a given function of the
local conditions (Najm and Ghoniem, 1993; Ghoniem, 1986; Ghoniem, Chorin and Oppenheim,
1982), and (b) for a diffusion flame, the reaction zone thickness was assumed to be infinitely thin
and a Schvab-Zeldovich formulation was used to compute the local burning rate (Soteriou and
Ghoniem 1995, 1994). In both cases, while it was possible to predict the overall burning rate, two
significant limitations were encountered: (1) non-equilibrium phenomena leading to local flame
quenching due to finite rate chemistry was not considered; and (2) detail regarding the distribution
of products species were missing and hence accurate prediction of minor species concentrations
was not possible. The development of an elemental flame model is an attempt to remedy both
situations.
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The regime in which the approach described above is applicable is the same as the
conventional flamelet regime (Bray and Peters, 1993; Peters, 1986). However, while flamelet
analyses are constructed to be compatible with turbulent combustion modeling approaches, the
elemental flame model presented in this paper is intended for large eddy simulation approaches in
which the unsteady, spatially resolved turbulent field is directly computed from the Navier-Stocks
equations, and the combustion zone model is implemented where reactants and products meet
(premixed combustion) or fuel and oxidizer meet (non-premixed combustion). An example of such
an approach is presented in Part I. This makes it necessary to develop the elemental flame model on
the basis of the unsteady formulation of its governing equations. This is particularly true given
recent results ( see Chapter 5) that flames do not necessarily respond instantaneously to changes in
the flow field, making quasi-steady assumption in computing flame stretch, under certain
conditions, inappropriate (Petrov and Ghoniem 1995a and 1995b; Saitoh and Otsuka, 1976;
Ghoniem et. al. 1992; Cetegen and Bogue 1991; Stahl and Warnatz 1991).
A model of an elemental flame must also account for other forms of flame-flow interaction:
unsteadiness resulting from mixing and mixture non-uniformities. As mentioned before, complex
chemistry and transport, which govern the instantaneous structure of the flame and hence burning
rate, ignition, quenching, and minor species formation, are necessary components of this model.
For numerical efficiency, reduced chemistry and simplified transport expressions should be used.
Since the elemental flame model is intended for application over a wide range of conditions, it must
be applicable to diffusion, premixed and partially premixed flames at the same time. As far as the
numerical requirements are concerned, the model should be numerically efficient and robust in
order to be able to handle such extreme phenomena as ignition and extinction.
In our effort, these requirements are met as follows. The effect of the strain rate exerted by
the flow on the flame is accounted for by considering the widely used configuration of flame
propagating in a stagnation point flow assuming the strain to be time dependent. First, we describe
an approach which we call USEF ( Unsteady Strained Elemental Flame ) to solve exactly the
problem of an unsteady one-dimensional premixed as well as diffusion flames, in which we
integrate the unsteady continuity, momentum, energy and species mass fraction equations
governing flame propagation in a stagnation point flow. The model is used extensively in Part I.
Next, we assume a uniform effective strain throughout the flame structure and formulate a possible
alternative, the Uniformly Strained Elemental Flame ( UniSEF ) model. This simplification allows
us to decouple the energy and mass fraction equations from the momentum equation and to
transform the former into a set of reaction- diffusion equations. The advantage of solving the
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reaction- diffusion equations governing UniSEF instead of the full system of governing equations
is the robustness of the numerical integration procedure used in the former since the troublesome
convective terms are eliminated from the system. Another advantage is the reduced number of
governing equations. While the latter may have little significance in the case of detailed chemical
kinetics since most of the run time is spend calculating the Jacobian and the chemical source terms,
it is important when a reduced chemical kinetics mechanism with a smaller number of species is
adopted.
Next, a numerical technique of solving stiff combustion equations is presented. After
testing the shooting technique and the finite-difference boundary-value-problem methods for
solving the equations governing flame propagation in this flow, we chose to solve the transient
problem using an implicit finite difference scheme. This achieves good numerical efficiency
without sacrificing the robustness especially in the region near flammability limits, at high
pressure, etc. which are known to be problematic in this type of problem (Kee, et. al., 1985).
Another simplification intended to enhance the efficiency of the model is the implementation of
simplified transport coefficients and a reduced, fours-step kinetic mechanism for methane
oxidation. Both are taken from the literature and are shown to yield reasonable approximations of
the flame structure at a small fraction of the cost of using the full mechanisms.
The paper is organized as follows. In Section 2, we present the formulation of USEF and
the reduction to the UniSEF. In Section 3, we describe the numerical procedure used to integrate
the equations in both cases. In Section 4, we compare the solution of USEF with these of Smooke
(1990), and investigate the impact of the approximations used in UniSEF by comparing its results
with those of USEF in terms of the steady state premixed and diffusion flame structures and their
time responses. In this Section the chemical kinetics reduction for methane is derived in detail.
5.2 Formulation
5.2.1. Exact Solution
In USEF formulation, we integrate a reduced set of the unsteady equations governing the
strained flame propagation along the stagnation streamline of a stagnation point flow. The
derivation of the governing equations for this configuration is presented in Section 2.5 of this
thesis. Here we repeat the final form of the governing equations and the boundary conditions
which are valid close to the stagnation streamline:
327
)p
t + pU
SuP +Vat
0V
E0 + =•0
ý_y
~U P( 1 a• + p U2E. = 0
SYk Yk a a Ykp + Vy pDk -k Wk 0
at ay yy 
aT yT +1 o  WkkHk o
pa V y k=1
t y cpay kk= 1 CP
(5.3)
(5.4)
where x and y axes are directed parallel and perpendicular to the flame, respectively, t is the time,
U and V are the normalized x-velocity component and y-component of mass flux, respectively, p
is the density, p is the pressure, 9 is the molecular viscosity, Yk is the mass fraction, Dk is the
diffusion coefficient, Wk is the molecular weight, vk is the production rate, T is the temperature,
cp is the specific heat of mixture in mass units, K is the thermal conductivity of mixture, Hk is the
total enthalpy in mole units. The system of equations is closed using the ideal gas law. We
neglected the enthalpy flux term in the energy equation and the thermal diffusion velocity in the
species equations. It has been shown by Smooke (1990), and confirmed by us, that these terms are
relatively unimportant.
The free-stream velocity outside the boundary layer is given by
u 0 = E. (t) x , (5.5)
where Eo(t) is the strain rate imposed by the flow on the flame. This time-dependent parameter is
the output of the vortex calculations ( see Eq. 2.66).
In the two jet configuration, the following boundary conditions apply
at y = + • : Yk = Yk, +oo ,T = T+o, U = 1
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(5.1)
(5.2)
at y = - 00 : Yk = Yk, -T T = T-. , U = pJ p-_ (5.6)
at y=O :V=O
In order to compare our results with those of other studies, some of the calculations are performed
in the Tsuji configuration where a stream of fuel is injected from the porous cylinder into the
ambient stream of oxidizer. For this configuration, we have
at y = + o :Yk = Yk, +., T = T+., U = 1
at y = yw: Yk = Yk, w - (pD aYk/Iy)w/Vw, T = Tw, Uw = 0, (5.7)
where subscript "w" indicates the values taken at the burner surface. The mass flux at this surface,
Vw, is considered to be a known value. Note that the Tsuji boundary conditions has little relevance
to the conditions in the reacting mixing flows. Both configurations are shown in Fig. 1. The above
equations and the boundary conditions can be applied to the strained diffusion and premixed
flames. Next, we formulate the UniSEF model.
5.2.2. Uniform Strain Model
The UniSEF model is based on the approach suggested by Carrier et. al. (1975) for
diffusion flames with infinite rate chemistry, extended by Rutland and Ferziger (1990) to the unity
Lewis number premixed flame with single step chemistry, by Cetegen and Bogue (1991) to a
diffusion flame, by Ghoniem et.al. (1992) to a diffusion flame with single step chemistry and by
Petrov and Ghoniem (1995a) to the nonunity Lewis number premixed flame with single step
chemistry, and to the complex chemistry premixed flame (1995b). The solution procedure for a
generic strained (i.e. premixed and/ or diffusion) flame are identical to those described in detail in
the previous Chapter. Here the skeleton of the derivation is repeated as it is viewed from a slightly
different prospective. Eqs 5.1-5.4 written along the stagnation streamline take the form :
ap Du D(pv)
+p + y =0 , (5.8)
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where x-momentum equation is eliminated because it is trivially satisfied. We decompose the
velocity field into two components :
v = vp+c , (5.11)
where 7 is the total velocity, vc is the combustion generated velocity, and vp is the externally
imposed velocity which satisfies the following incompressible continuity equation:
(5.12)
If the externally imposed inviscid irrotational velocity field , vp, is specified as
Vp= (eff (t) x, -Eeff (t) y) (5.13)
where Eeff is the effective strain rate, then the following transformations ( see Petrov and
Ghoniem, 1995b ), where the overbar denotes the density normalized by its value at positive
infinity, p+ ._
y = exp (fO
I>yP dy
Eeff (t') dt') y - B(t) y, t = t
t:=t
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and (5.14)
eliminate the vp D/I y operators from the governing equations. Note that the second equation in
5.14 defines the material coordinate following a fluid particle in the variable density stagnation
point flow. We will see below that the utilization of the effective strain instead of the free-stream
strain used in the previous Chapter for the case of a single-step chemistry leads to a significant
improvement of the model.
Mapping the governing equations onto the ((, t) domain, we get the final form of the
UniSEF equations:
aYk B2 _ a7k  D tscl VWkWkS B Dk + kWk for k = 1, ..., K , (5.15)
SBk() a -o t 1  Kt P +Cpa+ K p _ tscl k Hk (5.16)
D p+. Cp ++ 4 a p cpT+ k=1
These equations are non-dimensionalized using a length scale based on the thermal diffusion
length, i.e. yscl = a+ . tscl, where a+ = + / P p p, + is the thermal diffusivity
coefficient of the mixture at infinity, tscl = 10 -4s. The non-dimensional temperature is
0 = T / T+ , = /yscl , and c = x / tsl. The boundary conditions remain the same as in Eqs.
5.6 or 5.7 with the exception of those for U and V which are not required anymore.
The procedure outlined above has been suggested and used before to obtain analytical and
numerical solutions of the strain flame structure and burning rate. Although never mentioned
before, the transformation in Eq. 5.14 implies that the strain rate is assumed to remain constant
throughout the flame structure at Eeff. Clearly, the choice of Eeff should be critical to the accuracy
of the model since, as will be shown using the exact solution, the strain rate changes inside the
flame structure between the two extremes, Emax and emin. This is demonstrated in Fig. 2 where
the exact steady-state profiles of temperature, heat release rate and normalized strain rate U in a
premixed and a diffusion flame, obtained using USEF, are shown. The location of the maximum
heat release rate is denoted by a vertical dashed line. We found that using an effective strain rate
which is equal to the strain in the vicinity of the reaction zone, i.e. the value of strain at the
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intersection of the dashed line and the strain rate profile in Fig. 2 leads to results which match
closely the exact solution. In particular, choosing Eeff at the location where the reaction rate reaches
its peak value will be shown to lead to very reasonable approximation of the flame structure and
burning rates. For a premixed and diffusion flame, this value is approximately equal to arithmetic
average of the minimum and maximum values of strain in the domain, emax and Emin, i.e.
(Emax + Emin) 1 + ( P+o / Pb
2 2 , (5.17)
where Emin= C+- and Pb corresponds to the adiabatic flame temperature. In the derivation of this
relationship the momentum equation was used and the first and second derivatives of U at the
location of Emax assumed to be equal zero.
5.2.3. Transport Properties
In order to solve the governing equations of USEF and UniSEF a transport model is
necessary to evaluate the mixture conductivity and the diffusion coefficients of chemical species.
We adopted the simplified approach of Smooke (1990):
(a) the Lewis numbers of different species are constant in y-direction
Le, k = K = const
p Cp Dk , (5.18)
(b) the following curve fit can be used to calculate the ratio K / cp
KI/Cp = 2.58 10-4 (T/298 ) 0.7 (CGS units) (
and
(c) the Prandtl number is constant and equal to 0.75
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(5.19)
(  -• ) = Pr ( ) =0.75 ( )
ay ay ay CP ay ay cp ay
The validity of these assumptions has been extensively tested and confirmed by us using Chemkin
Transport Properties Package (Kee et. al., 1985). We should mention that Smooke (1990)
demonstrated that this simple transport model leads to a lower value of the extinction strain. Thus,
we exercised caution in applying this model and tested the results produced by USEF against
those obtained using the complex transport version of the model which is also available.
The starting chemistry models of methane oxidation due to Smooke (1990) is used in the
paper. It contains 25 reactions and 16 species.
5.3. Numerical Solution Method
The numerical solution of Eqs. 5.10-13 and 5.24-25 with boundary conditions 5.14 or
5.15 is obtained using an implicit Euler method and Newton-like iterations. Here, as an example,
we present the finite-difference approximation of Eq. 5.13. Other equations are descretized
similarly. Assume that all dependent variables are known at time step n . In the implicit Euler
method, the time derivatives are approximated as
_T n+l T +1- T
P 5t Pj At , (5.28)
where subscript j indicates the grid point and the superscript n denotes the n-th time step, A t is
the time step.
An approximation of the convective term in USEF is extremely important for the accuracy
and stability of the simulation. In our method, we use a central difference formula
ST - r+l hj-1 Tjn ( h j - hj-1) T!'+1  hj T1V +j-1
Sy i hj ( hj + hj-1 ) hj hj-1 hj-1 ( hj + hj1 ) (5.29)
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where hj = yj+I - yj , to calculate the first derivatives in the convective terms wherever it is
possible . In the regions of potential numerical instability we use the following upwind derivatives
V • T  _V +1 ,n+l T + I
V T V+ 1 T +1 if V <0
Sy hj , and (5.30)
V T - V+1 T +1- n if W > 0
fy hj-1 (5.31)
In these regions the first derivative of temperature repeatedly changes sign. The diffusion and the
source terms in USEF and UniSEF are approximated in the usual way
1 a a T  1 2 .nn+l j j-1
-C Kj+l/2 1jl/2
Cp a y _y n+1 Yj+1 -Yj-1 hj hj-1
p,j
KK KK y( n+1 Hn+1
IWkk I Wk, j Hk
k= 1 p k=1 Cn+1P, j (5.32)
where subscript j+1/2 indicates the value taken half-way between the j-th and the (j+1)-th mesh
points.
The resulting system of non-linear algebraic equations is solved by a damped Newton
algorithm. In the USEF model, we define the i-th Newton iteration of the partial ( without V -
n+1 (i)
component ) solution vector n+1 (i) at the (n+1) time layer as follows
n+1, , (i) Tn+1, (i), U n+ l, (i)
yn+l, (i) Tn+1, (i) UJ+1, (i)..k, j ' ' 1
k (, T n +1, 0), Un+.1, } T , k = 1, ... , KKk,JJ JJ j k
In the UniSEF model, the solution vector has no U component. When an arbitrary solution vector
is substituted into the finite-difference analog of Eqs 5.10-13 and 5.24-25, the right-hand-sides of
these equations are not equal to zero as they would if the true solution were substituted. We denote
this residual vector by F. The purpose of the Newton iterations is to find a vector 1n+1 (i) which
satisfies the following equation
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F ( 4n+1 (i)) 0
with acceptable accuracy.
The initial guess of the solution vector is obtained by extrapolating the converged solution
vectors from two previous time steps. Once the initial guess is obtained, the next iteration for the
solution vector at the (n+1) time step is calculated using a damped Newton- like algorithm
F( n+1, (i) (i) F l  () n+1, (i+1) n+1, (i)
S(5.33)
where aF / a 4 is the numerically evaluated Jacobian matrix,
(aF / a , )n+a, (i) F( 0n+l, (i) + ) - F (On+l, (i) ) / 8 , 8 = 0.0001 n+l, (i)
and X (i) is a damping coefficient of order of unity. For the given system of equations the
Jacobian matrix has a block - tridiagonal structure. The system of linear algebraic Eqs 5.33 is
solved numerically using a standard numerical procedure ( Anderson, et. al., 1984 ). The Newton(i)I In+1, (i+1) - n+l, (i)
- like iterations continue until a norm of the correction vector , rl= (i) is
smaller than a user specified tolerance parameter. The norm is calculated as follows
JJ, KK yn+l, (i+1) yn+1, (i)
KK JJ jk 1 yn+1, (i+1) n+1, (i+1
j' - k, max - k, min
J Tn+1,] (i+1) - Tl+  +
JJ Un+1, (i+1) -Un++l,, (ii+
JJ 1 n+lmax m
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For every time step, a single iteration was often sufficient for convergence. In USEF , in
the case of two jet configuration, once the profiles of chemical species, temperature and U- velocity
are obtained at the (n+l) time step, the mass flux is calculated by integrating the continuity
equation
Sp aVa + pUe+ 
-=0
at ay
from the stagnation point y = 0 , where V = 0, to the left- and right- hand boundaries of the
computational domain. The a V / a y derivative is approximated by an upwind scheme
J+1 - + ( + pU )j+l/ 2 = 0, y > 0
Vn+l - Vn+1  n+l
Sj-1- + ( + pU E)j-1/2 =0 , y <0
hj-1 at--j-1
In the Tsuji flame configuration the continuity equation is integrated from the burner surface, yw,
where the value of Vw is known, to plus infinity. In UniSEF , only the temperature and species
equations are solved and no integration of the continuity equation is required since it is
incorporated in the transformations.
After the complete solution vector is obtained in both models, the computational mesh is
adapted following a procedure described in detail in Kee, et. al. (1985). At every time step the
thermal thickness of the flame is compared with the distance from the flame to the upstream and
downstream boundaries of the computational domain. If either of these distances is smaller than
two flame thickness, the computational domain is regridded by moving the boundaries away from
the flame. The time step of the calculations is taken to be the minimum of the characteristic time
scales of species production and is bounded from above to 1.0e-06 s.
5.4 Results and discussion
We start the discussion of our results by comparing the results of the USEF formulation to
those of Smooke (1990) which were obtained using a phase-space, pseudo-arc-length continuation
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method. The steady state structure of an atmospheric pressure, stoichiometric, diffusion, methane-
air flame with a strain rate E+ o = 100 1/s in the Tsuji configuration obtained using USEF , shown
in solid lines , and Smooke, depicted in dashed lines, are compared in Fig. 3. The same chemical
kinetics and transport models are used in both simulations. The profiles of species and temperature
are shown as a function of the mixture fraction, Z, defined as a solution of the mixture fraction
transport equation
P a Z + V -0aaZ =t ay a y \cp a )= (5.34)
where the mixture fraction is equal to zero on the oxidizer side and to unity on the fuel side. We
observe an excellent agreement in terms of the shapes, locations and peak values of the temperature
and chemical species. Some discrepancies in the CH4 profile around Z = 0.07 are enhanced by
the choice of the mixture fraction as an independent variable and are likely to be due to a high
numerical diffusion of the upwind discretization scheme applied at some grid points of our
computational domain.
The above test run serves to demonstrate that the USEF model is capable of predicting
accurately the steady state structure of strained flame and that it can be used as a benchmark
solution for a comparison with the simplified, uniform strain UniSEF model.
5.4.1. Comparison between USEF and UniSEF
Before we compare the transient dynamics and steady-state structures of USEF and
UniSEF, it is worthwhile to examine how the assumption of uniform strain affects the velocity
and mass flux fields in both flames. An atmospheric pressure, premixed flame with a strain rate
E+ .o = 1000 l/s and an atmospheric pressure, diffusion flame with a strain rate E+ oo = 200 1/s are
used for this purpose. Figure 4 shows steady-state heat release, mass flux and y-velocity profiles
obtained using both solutions in the premixed flame case. Figure 5 shows the same profiles in the
diffusion flame. In both figures, UniSEF profiles are depicted by broken lines, while USEF
profiles by solid lines.
The major difference between the two solutions is the assumption of uniform strain in
UniSEF which allows one to decouple the momentum equation from the continuity equation,
energy equation, and species mass fraction equations. The subsequent transformations (5.22)
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make use of this simplification and do not utilize any additional assumptions. Both solutions use
Eq. 5.11 as the continuity equation although in the case of UniSEF the equation is incorporated in
the transformations and U is assumed to be constant,
( 1+ P+Pb)
U(y) = Ueff = = const2 , (5.25a)
where Pb is the density at the peak temperature. In Fig. 2 the steady-state profiles of temperature,
U, and heat release are shown for the exact USEF solution of the premixed and diffusion flame
problems.
First, it is clear from Fig. 2 that in both flames, the variation of U follows the same trend as
the temperature, while, as shown by Eq. 5.25a, the limits are closer than these of T. This is
because of the momentum equation which shows that on both sides of the flame ( premixed or
diffusion ), where spatial derivatives of U vanish, U is proportional to the square root of
temperature and is smoothly changing between these two values. Thus, U is a relatively slowly
varying function in comparison to other dependent variables, such as T, and hence can be
approximated by a properly chosen constant given, for example, by Eq. 5.25. The weak variation
of U across the flame allows us to capture the mass flux V not only in the reaction zone but also in
a significant portion of the convective-diffusive zone, as Figs. 4 and 5 clearly indicate.
Second, the velocity field in the flame zone can be decomposed into a potential and
combustion-generated components. Choosing the effective strain in such a way that combustion in
UniSEF occurs roughly at the same flow conditions as that in USEF assures an accurate
prediction of the combustion generated velocity, a major component of the total velocity in the
flame for weak and intermediate strain rates and high heat release.
Third, as the strain rate increases, the structures of both premixed and diffusion flames
demonstrate a reasonable degree of self-similarity, i.e. the locations and the shapes of U, T, and
species profiles with respect to each other vary much less than the thickness of the flame structure
or its spatial position in the flow. In other words, if we renormalize all the profiles by a
characteristic thickness, the normalized structure will depend rather weakly on the strain rate.
Thus, the quality of the effective strain approximation ( Eq. 5.25) is not undermined as we move to
higher strains, and the S-curve can be predicted reasonably well, as it will be shown later.
338
It should be mentioned that it is impossible to approximate the U by a constant value
throughout the entire flame structure. Close to the boundaries of premixed flame, the value of U in
UniSEF is higher than the actual value on the right hand side of the flame and is lower than its
value on the left hand side of the flame. For a diffusion flame this error is much less pronounced,
as Fig.2 b indicates. This error in U, coupled with a rapid increase in density outside the flame
zone, leads to much higher absolute values of the mass flux in UniSEF on the reactants side of the
premixed flame and on the oxidizer side of the diffusion flame ( see Figs. 4 and 5). Fortunately,
this divergence occurs in the region where the importance of the convective terms containing V is
decreasing as the first derivatives of the dependent variables decay. Nevertheless, we will see later
( Figs. 6 and 8 ) that higher absolute values of the mass flux in UniSEF for both types of flames
lead to a slightly steeper profiles located closer to the stagnation point.
5.4.2. Premixed Flame, Unsteady Behavior
We start the comparison between the exact solution and the model for the case of a
premixed flame. Both solutions are initiated with identical arbitrary profiles of the dependent
variables constructed using the hyperbolic tangent and bell-shaped exponential functions or a
combination of both. The values of the variables far behind the flame on the products side are set
equal to their equilibrium values for a given pressure and chemical kinetics mechanism. The peak
values of radical profiles are of the order of typical values encountered in premixed methane-air
flames. The initial thickness of all profiles is 6 mm, the initial location of the flame, defined as the
location of the maximum fuel consumption rate, is 1 mm from the stagnation point. The chemical
kinetics and transport models of Smooke (1990) are used in all simulations. At time t = 0 s, the
initial profiles are introduced into the models and the strain rate E+ oo is instantaneously set equal to
the desired value, in this case 1000 1/s.
The steady-state profiles of the temperature and major species produced by USEF (solid
line) and UniSEF (broken line) for the same flame are shown in Fig 5. The shapes of the
temperature, major and minor species profiles are virtually identical, although the location of the
UniSEF flame is closer to the stagnation point than that of the USEF solution due to a higher
value of the uniform strain on the reactants side ( see Fig. 2a ) . Peak values of radicals also agree
well.
In Fig. 7 the USEF and the UniSEF time histories of the burning velocity and flame
location are shown by lines marked with empty symbols and solid symbols, respectively. Figure 7
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demonstrates virtually identical time responses of USEF and UniSEF to a step-wise change in
the strain rate, showing that the transient response of a premixed flame can be modeled using the
simpler UniSEF model. In the case considered, the methane-air premixed flame response time is
O ( 10-3 s ) . Under typical circumstances, this value may be of the same order of magnitude as the
typical time scale in a turbulent flow, making the quasi - steady assumption invalid. A comparison
between solutions obtained using the quasi-steady approximation and the transient approach is
made later in the paper using the diffusion flame case as an example.
We conclude that in the case of a premixed flame, the uniform strain UniSEF model
produces a steady-state flame structure and time response which agree well with the results of the
exact USEF solution.
5.4.3. Diffusion Flame, Unsteady Behavior
The same two approaches described in Section 2 are used to study the structure and the
time response of a diffusion flame subjected to a strain E+ C- of 200 1/s. Again, both simulations
start with the same set of arbitrary bell-shaped profiles of a thickness of 6 mm and a peak located 1
mm from the stagnation point on the oxidizer side. The ignition of the diffusion flame is achieved
by introducing peak H concentration which is an order of magnitude higher than a typical value
encountered in methane-air diffusion flames.
A comparison of the steady-state profiles of the temperature and species mass fractions is
demonstrated in Fig. 8, showing that, in the case of a diffusion flame the overall flame structure
produced by UniSEF agrees well with that of USEF.
The time responses of the two solutions are compared in Fig. 9. The burning rate in the
case of a diffusion flame is normalized in such a way that it has the dimensions of velocity in order
to use the same characteristic of combustion in both premixed and diffusion flame cases:
00 fuel Wfuel d
P+ o(Yfuel, + oo-Yfuel, -o )
340
The response times, steady-state flame locations and burning velocities of the solutions agree quite
well. The response time of the diffusion flame is again O(10 -3) s.
Now we demonstrate that the quasi-steady assumption can produce significant errors in the
burning rate predictions. For this purpose we subject the flame to a time dependent strain whose
time scale is of the same order of magnitude as that of the flame. In Fig. 10 a comparison between
solutions obtained using the quasi-steady and the transient approaches is shown in terms of the
burning velocity of the diffusion flame. The evolution of the applied strain as a function of time is
also shown, representing a global flow simulation time scale of 10-3 s, during which the strain
rises twice and then falls. The initial strain of 100 1/s applied at time 0, is increased to 200, 400
and, finally, falling to 50 1/s. At time t = 0 the steady state profiles corresponding to a strain of 100
1/s are introduced into USEF . During the initial flow time step, when the strain is 100 l/s, the
burning velocity remains unchanged. At time 2 10-3 s, the external strain is changed and the flame
structure starts to evolve. Since the flame response time is much longer than the flow time scale,
the burning velocity can not adjust instantaneously to reach its steady state value of 1.02 cm/ s
corresponding to the strain of 200 1/s. At the time for the next strain jump, the flame is still lagging
behind the quasi-steady value.
5.4.4. Reduced Chemistry
In the numerical simulation of the flame structure using complex chemistry, most of the
computational time is spend on the evaluation of the chemical source terms. In this respect,
elimination of the momentum and continuity equations from UniSEF is of little value to the
computational efficiency, barring the improvement of the numerical robustness, until the total
number of chemical species is substantially reduced. Peters and Kee (1987) proposed a
systematically reduced four-step mechanism which is able to provide the essential features of
methane-air diffusion and premixed flames. In the approach, the maximum mole fractions of the
intermediate species of the 'starting mechanism' (Smooke, 1990) are weighted with the factors
WN2 + Wk k = 1, ..., KK
2Wk
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which account for the high diffusion rates of the lower molecular weight species, such as the
hydrogen radical H. The active species are sub-divided into two groups : those whose weighted
maximum mole fractions are well below one percent and those whose weighted maximum mole
fractions are well above one percent. The first group contains the so called "steady-state" species
since, due to their low concentrations, the unsteady, convection, and diffusion terms in the
corresponding mass fraction equations are small and can be neglected. For methane-air
combustion, the "steady-state" species are OH, O, HO2, CH 3, CH20, HCO . The second group
includes the "non-steady" state species. This group contains seven species CH 4 , 02,
CO2 , CO, H20, H 2 and H, a significant reduction over the total of 16 species of the "starting"
mechanism (Smooke, 1990). This arrangement is used to reduce the original kinetics mechanism to
the following set of global reactions :
CH4 + 2H + H20 = CO + 4H2  (I)
CO + H20 = CO2 + H2  (II)
2H + M = H2+ M (III)
02 + 3H2 = 2H + 2H 20 (IV)
which are derived using the "steady-state" equations for the first group of species. The rates of the
global reactions (I-IV) are algebraically complicated expressions that contain kinetic data from nine
elementary reactions given in Peters and Kee (1987). These rates also depend on the O and OH
radicals' concentrations. The difference between various reduced chemistry models of methane-air
combustion lies in the assumptions used to evaluate these concentrations. Peters and Kee assume
partial equilibrium of reactions R11-13 (see Peters and Kee, 1987) and arrive to the following
expressions:
________= [H]2 [H 20]
[O] = [H] [H20 ] [O] [H] 2 [H20[H2 ] KC12 [H 2 ] 2KCl2KC11
Incorporation of reduced chemical kinetics into UniSEF can potentially provide a
numerically efficient and robust model of elemental flame for turbulent combustion simulation.
However, before suggesting this with confidence, we have to examine how the UniSEF
assumption of uniform strain across the flame affects the prediction over a wide range of strains,
i.e. the S-curve and, in particular, the value of the extinction strain. Moreover, since the reduction
strategy is based on the steady-state assumption of small concentration species, one has to examine
whether the reduction strategy can be used for unsteady simulations.
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Figure 11 shows the traditional S-curve for an atmospheric pressure methane-air diffusion
flame obtained using UniSEF with reduced chemistry (solid line ), the exact solution with full
chemistry ( broken line with squares ), and the exact solution with reduced chemistry (broken line
with circles). The exact solutions are taken from Peters and Kee (1987) in which a numerical
method based on a combination of solving the steady-state problem directly by Newton-like
iterations and employing a backward Euler time integration to solve the corresponding transient
problem to improve the initial guess is adopted.
The overall agreement between the exact solutions and that of UniSEF is satisfactory over
the entire range strains. The extinction strain predicted by UniSEF with reduced chemistry is
around 300 l/s, for exact solution with full chemistry it is 352 1/s, while for exact solution with
reduced chemistry we get 400 1/s. Thus, the percentage error in UniSEF with reduced chemistry
is of the same order of magnitude as that in the exact solution with reduced chemistry, although the
trend is not the same. The close agreement between the steady-state values of the maximum
temperature obtained using the UniSEF model with reduced chemistry and the exact solution
implies that the corresponding transient dynamics are also close. This is rather surprising since the
initial mole fractions of all intermediate species are set equal to very small values and the sorting of
the weighted mole fractions used to reduce the chemical mechanism is invalid. Furthermore, the
partial equilibrium assumption of the reactions R1 1-R13 of Peters and Kee (1987) is also violated.
The impact of these assumptions is analyzed next using the results of the detailed structure of the
flame.
In Fig. 12 we compare the time evolution of the maximum weighted mole fractions in the
strained diffusion flame. Curves shown in Fig. 12a are obtained using USEF with reduced
chemistry (Peters and Kee, 1987), while those in Fig. 12b are calculated using USEF with the
starting mechanism (Smooke, 1990). The dashed line in the figures corresponds to one percent,
the threshold value for the reduced chemistry assumption to be valid. Since the solution with
reduced mechanism by definition includes only species with weighted mole fractions greater than
1%, it can be considered formally valid when the last species in Fig. 12a crosses the dashed line.
Comparing Figs. 12a and 12b we notice, that both mechanisms produce comparable
evolutions even for the initial stages of the radical-induced ignition. For both the reduced and the
starting mechanisms, ignition occurs around O(10 -5 s ), when concentrations of the intermediate
species start to grow rapidly. The evolution of H, an important indicator of the combustion
process, is also captured well by the reduced chemistry solution with a peak value around 0.0001 s
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and a subsequent drop afterwards. The reduced chemistry solution also captures well the time
evolutions of H20, CO, CO 2 , which are of primary importance for the energy balance of the
system. After 0.0001 s, the evolution of H2 in the reduced chemistry solution resembles that of H,
while they are quite different in the solution with staring mechanism. The maximum weighted mole
fractions of O and OH in Fig. 12b, after some initial increase, drop to around 1% indicating that
the rate of production of these species is much less than the rate of their consumption.
In both figures the last species, CO2, crosses the threshold line around 4 10-5 s
Afterwards, all the assumptions used in the reduced chemistry model are satisfied and the transient
responses of the reduced and starting mechanism flames become quite close. This time is smaller
than the smallest flow time scale. Note that the "steady-state" values stay below or close to the
threshold line in Fig. 12b from the beginning of the computation. Thus, the sorting of species in
the reduced chemistry model is invalid only during a very short interval of time after the ignition.
Afterwards, the transient dynamics of the reduced and skeletal kinetics flames became close.
Another source of error in the reduced chemistry formulation is the ad hoc equilibrium
assumption for reactions R11-13 of Peters and Kee (1987) which is used to obtain the
concentrations of O and OH in a simple manner. In our calculations a diffusion flame is ignited
first by introducing an abundance of radicals. The time of the formation of the initial flame
structure which roughly resembles the steady structure is O(10 -5 s ), and is much smaller than a
typical flame response time. It seems that the equilibrium assumptions R11-R13 affect the structure
during the initial stage. Once the initial structure is formed, it interacts with the flow balancing
production, convection, and diffusion terms in the governing equations. Since the time scale of this
interaction is determined by a combination of thermal-diffusive and convective time scales and is
much greater than the time scales associated with the rates of production/ consumption of O and
OH, the equilibrium assumptions for those species is valid during the transient period as well as
the steady-state.
5.5 Conclusions
Two solutions of the conservation equations governing the unsteady evolution of strained
premixed and diffusion flames are obtained using an implicit time - integration scheme. The exact
solution is used in Part I as combustion sub-model for reacting mixing flow. The uniform strain
model, a possible alternative, is based on assuming a constant value for the strain across the flame
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and leads to the reduction of the governing equations into a set of reaction-diffusion equations,
thusby providing a more robust solution procedure and reducing the number of governing
equations by two. Since the actual strain varies inside the flame thickness between two values
whose ratio is ~Tmax/ T., the average of these values is proposed to serve as the effective uniform
strain in the model. Since the strain is a relatively slowly varying function across the flame
compared to other governing parameters, e.g. T, the above approximation allows one to capture
the mass flux in the reaction zone and in a significant part of the convective-diffusive zone, leading
to, for both types of flames, remarkably good agreement with the exact solution in the time
responses and the steady state flame structures. Incorporation of the reduced chemistry mechanism
(Peters and Kee, 1989) into the model allows one to take full advantage of the reduced number of
UniSEF governing equations and to obtain the extinction strain and S-curve which are
satisfactorily close to the exact values. In spite of the fact that steady state and equilibrium
assumptions used in the reduction strategy (Peters and Kee, 1989), it remains strictly invalid only
for a very short time of the order of magnitude of the radical-induced ignition time which is
significantly lower than the flame response time.
Using the response of the diffusion flame to strain as an example, we demonstrate that the
application of the quasi-steady assumption, when the instantaneous value of the burning velocity
correspond to the instantaneous value of local strain, can potentially lead to significant errors since
the flame response time might be larger than the flow time scale which determines the time interval
between the strain changes. Thus, in a large-scale turbulent combustion simulation the transient
dynamics of the local flame-flow interaction must be accounted for.
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Figures
Figure 1. Two jet premixed/ diffusion and Tsuji diffusion flame configurations in a stagnation
point flow.
Figure 2. The choice of effective uniform strain as the exact strain inside the reaction zone. USEF
steady state temperature, strain and heat release rate profiles in the premixed ( strain = 1000 l/s)
and diffusion ( strain = 100 l/s) stoichiometric, atmospheric pressure flames.
Figure 3. A comparison of steady state (a) temperature, major and (b) minor species profiles for an
atmospheric pressure, diffusion, stoichiometric, methane-air flame using the USEF model (solid
lines ) and arclength continuation method (Smooke, 1990 dashed line); strain rate = 100 I/s,
chemical kinetics mechanism of Peters and Kee, 1989, Tsuji flame configuration.
Figure 4. A comparison of (a) steady state heat release and mass flux profiles and (b) steady state
heat release and y-velocity profiles for an atmospheric pressure, premixed, stoichiometric,
methane-air flame using the USEF model (solid lines ) and the UniSEF method (dashed line);
strain rate = 1000 l/s, chemical kinetics mechanism of Smooke (1990), two jet flame
configuration.
Figure 5. A comparison of (a) steady state heat release and mass flux profiles and (b) steady state
heat release and y-velocity profiles for an atmospheric pressure, diffusion, stoichiometric,
methane-air flame using the USEF model (solid lines ) and the UniSEF method (dashed line);
strain rate = 200 l/s, chemical kinetics mechanism of Smooke (1990), two jet flame configuration.
Figure 6. Calculated (a) temperature, major and (b) minor species profiles for an atmospheric
pressure, premixed, stoichiometric, methane-air flame using the uniform strain UniSEF model
(dashed) and the exact USEF model (solid); strain rate= 1000 1/s, chemical kinetics mechanism of
Smooke (1990), two jet flame configuration.
Figure 7. A comparison of time histories of the burning velocity employing USEF (empty
symbols) and UniSEF (solid symbols) models for an atmospheric pressure, premixed,
stoichiometric, methane-air flame; strain rate = 1000 l/s; chemical kinetics mechanism of Smooke
(1990), two jet flame configuration.
Figure 8. Calculated steady state (a) temperature, major and (b) minor species profiles for an
atmospheric pressure, diffusion, stoichiometric, methane-air flame using the uniform strain
UniSEF model ( dashed lines ) and the exact USEF solution ( solid line ); strain rate= 200 I/s,
chemical kinetics mechanism of Smooke (1990), two jet flame configuration.
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Figure 9. A comparison of time histories of the burning velocity employing USEF (empty
symbols) and UniSEF (solid symbols) models for an atmospheric pressure, diffusion,
stoichiometric, methane-air flame; strain rate = 200 I/s; chemical kinetics mechanism of Smooke
(1990), two jet flame configuration.
Figure 10. A comparison of the transient solution obtained using USEF and the quasi-steady
solution for an atmospheric pressure, diffusion, stoichiometric, methane-air flame; chemical
kinetics mechanism of Smooke (1990), two jet flame configuration; the strain history given at the
bottom of the figure.
Figure 11. Calculated maximum steady state flame temperature as a function of the inverse of strain
for an atmospheric pressure, diffusion, stoichiometric, methane-air flame using the uniform strain
UniSEF model with reduced chemistry ( solid line ), the exact solution with "starting" kinetics
mechanism (Smooke, 1990) (dashed line, squares ), and the exact solution with reduced chemistry
(Peters and Kee, 1989) ( dashed line, circles ); Tsuji flame configuration.
Figure 12. Initial stage of the evolution of weighted maximum mole fractions of intermediate
species in strained, atmospheric pressure, diffusion, stoichiometric, methane-air flame obtained
using USEF with (a) reduced chemistry (Peters and Kee, 1989), and (b) starting chemistry
(Smooke, 1990); strain rate = 200 1/s.
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6. Dynamics and Structure of Interacting Diffusion Flames
6.1 Introduction
Substantial progress has been achieved recently in turbulent combustion simulation due in
part to the utilization of the flamelet concept (Peters, 1984; Peters, 1986; Bray and Peters, 1995).
According to this concept, if the flame thickness is smaller than the relevant turbulent length scale
and if the flame thermal-diffusive time scale is shorter than the corresponding turbulent time scale,
combustion in turbulent flows occurs in the asymptotically thin flames (flamelets) which respond
instantaneously to the local fluctuations of the strain rate. In the flamelet concept, the flame
structure and dynamics are taken to be the same as these measured or computed for a laminar flame
in a stagnation point flow with the same or an equivalent strain. Moreover, flamelets are assumed
to behave independent of each other, i.e., no interaction between neighboring flamelets is
considered, so that solutions of "isolated" flamelets are used directly in the simulation.
This concept allows one to simulate turbulent reacting flows over an interesting range of
parameters. However, the assumptions of instantaneous response to a strain rate and no interaction
among neighboring flames could severely limit this range. Regarding the first assumption, it has
been shown in many studies (e.g., Rutland and Ferziger, 1991; Ghoniem et. al, 1991; Petrov and
Ghoniem, 1995, 1996), that the flame response time is of the order of local flow time as given by
the inverse of the applied strain. As such, the flame structure may not respond to changes in the
flow, i.e., "flame inertia" leads to a delay time between the applied strain and the flame structure
adjustment. Moreover, when an oscillating strain whose time scale is relatively short is applied,
strain rates exceeding those corresponding to extinction values could be sustained without
quenching the combustion process.
The interaction of flames becomes important when different sections of the flame front are
brought close to each other and start to consume the same pocket of reactants. This situation
occurs, for example, inside large eddies forming due to the roll-up of a shear layer. Inside these
eddies, the spiraling flame surface traps layers of reactants of finite thickness which are
subsequently consumed by flames from both sides. In other configuration, flames can fold without
spiraling as turbulent eddies with opposite sense of rotation converge onto the flame front. Away
from the leading edge of the fold which forms between the eddies, two essentially parallel flame
fronts determine the nature of combustion process here.
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In previous Chapters we investigated the transient response of a single-step and multi-step
chemistry flames. We showed that the explicit assumption of the instantaneous response used in
the flamelet concept must be relaxed unless the flow is extremely fast. In this Chapter we address
the second implicit assumption of no interaction between the flames. We study in detail the
dynamics of interacting flames across fuel or oxidizer. The purpose of the study is to establish
when flames start to interact and what is the mechanism of interaction. The results of this study,
important from the fundamental as well as from the modeling point of view, are extensively
employed in the reacting mixing flow simulation presented in Part I.
The Chapter is organized as follows. In Section 2, using the mixing layer as an example,
we show how the interaction of flames might occur in turbulent flows. In Section 3 we introduce a
set of equations and boundary conditions governing an isolated flame in a stagnation point flow,
and a pair of flames interacting across a zone of a deficient reactant. In Section 4 we discuss the
results obtained for the interacting flames. Finally, in Section 5 we present the conclusions.
6.2 Flame interactions in a mixing layer
We start this section with an overview of how the interaction of adjacent sections of a flame
front might occur in a typical flow. We use a mixing layer for demonstrative purposes only. We
are mostly interested in a diffusion flame which is attached to the stoichiometric contour and does
not have velocity of its own, as opposed to a premixed flame. The "motion" of the contour in the
fluid is therefore completely governed by the velocity field and, in this respect, is not different
from the evolution of an isoscalar line. Throughout this study we assume that the major
assumptions of the flamelet concept for non-premixed combustion are satisfied, i.e., the flame
surface is a continuos line whose thickness is smaller than the size of the smallest eddies which can
contort its surface.
Consider the evolution of a naturally developing unforced mixing layer. Close to the splitter
plate the layer remains parallel to the x-axis, being the extension of the plate. Next, a specific range
of "white noise" disturbances within the layer is amplified leading to the formation of growing
sinusoidal waves traveling downstream. The wave number of the fastest growing ("fundamental")
instability mode can be estimated using linear stability analysis of the mean velocity profile. Further
downstream, the linear stage of the amplitude growth is replaced with a non-linear stage
characterized by the folding of wave-like structures followed by the spiraling of the material
surface around a moving center. The forced mixing layer, where the forcing is achieved by a
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splitter plate oscillating in the cross-stream direction shows the same major stages of the evolution
(Oster and Wygnanski, 1982)
Suppose that the upper stream in the mixing layer carries an oxidizer, the lower stream
carries a fuel and that a flame is located in the middle of the channel between those two streams.
Consider the boundary conditions imposed on a small section of the flame front, the elemental
flame, which is initially located at the inlet. In the initial stage of the flame evolution, the flame
surface is almost a straight line with each elemental flame consuming its own pool of reactants
brought in by the free stream. The boundary conditions initially imposed on the flame are the free-
stream boundary conditions. We call this flame an isolated flame. The free-stream boundary
conditions are replaced with the interacting flame boundary conditions when, due to the Kelvin-
Helmholtz instability, the folding of the flame surface ensues. The pockets of fuel and oxidizer
trapped inside those foldings, while evolve into spirals, are actively consumed by the flames
surrounding them (see Fig. 10 of Chapter 2). Since the amount of fresh reactants in the pockets is
limited, the flames surrounding the pockets are bound to consume the pool of reactants and
partially extinguish. Partial extinction refers to a physical situation when the combustion in the
flame is not longer possible although high temperature and concentration of products could still be
present. A rapid drop in the concentration of radicals or a drop in the temperature below
approximately 1700 K for a typical hydrocarbon flame are the indicators of extinction.
Mathematically, the interaction of the flames can be implemented via boundary conditions which
the flames impose on each other at their common boundary and which are quite different from the
free-stream boundary conditions. These boundary conditions lead to a completely different
dynamics of the interacting flames as opposed to the non-interacting ones.
The original idea of modeling interacting flames inside a vortex is due to Marble (1985)
who conducted an elegant analytical study of a diffusion flame with infinitely fast chemical kinetics
and unity Lewis number in the field of a Gaussian vortex. Considering the interaction of the
adjacent flame sheets, Marble wrote that " ... the nature of the end process may be analyzed by
considering a strip of reactant (say, the fuel component), which is being strained along its length at
a rate E. " Moreover, this model of interaction is applicable when " ... the diffusion-zone thickness
about the flames becomes comparable with spacing of the wound-up flame surfaces." Marble
established that in a Gaussian vortex " ... the combustion field consists of a totally reacted core
region, whose radius is time dependent, and an external flame region consisting of a pair of spiral
arms." Using the time scales of the evolution of an isolated fuel strip, he was able to evaluate the
radius of the reacted core region as a function of the vortex's circulation, time, and the fuel
diffusion coefficient.
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However, Marble's approach to the interacting flames' problem has its limitations. First,
the infinite rate chemistry model "blurs" the inner structure of the reaction-diffusion zone, the
critical region for the flame-flame interaction. Second, the model does not distinguish between the
fuel and oxidizer so that the interactions of flames in the oxidizer and fuel strip regimes are treated
identically. Third, a unity Lewis number is assumed in the model. Strictly speaking, the Marble's
model captures the "thermal-diffusive" and "aerodynamic" aspects of the interaction, while leaving
out the complex "chemical kinetics" and "minor species" aspects. The latter is the subject of this
paper. We will show that it is so important that the flame dynamics in the fuel and oxidizer strip
regimes are quite different.
In addition to Marble's work, several studies of the strip configuration were reported
recently. Cetegen and Bogue (1995) conducted a combined analytical and numerical study of finite
rate exothermic chemical reactions in a one-dimensional fuel strip embedded in an oxidizing
medium employing single-step chemistry mechanism and Schvab-Zel'dovich formulation. They
investigated the influence of different strain histories, including the oscillating strain, on fuel
consumption. Cetegen and Pines (1996) studied combustion in a stretched, one-dimensional CO
strip surrounded by air. Their analysis included radiative heat transfer and time-dependent strain.
Chen and Echekki (1996) studied the mechanism of mutual annihilation of two stoichiometric
premixed methane-air flames employing numerical model with detailed chemistry. They found that,
due to the accumulation of hydrogen in the reaction zone, the burning velocity of the interacting
premixed flames increases prior to quenching. Similar results for the diffusion flame will be
reported in this paper. Gerk and Karagozian (1996) used single-step activation energy asymptotics
to study the ignition processes associated with two adjacent fuel-oxidizer interfaces bounding a
strained fuel strip. Calculations were made for constant as well as temporally decaying strain
fields. They found that the dynamics of ignition in the strip configuration are, in general,
significantly different from that of an isolated diffusion flame.
6.3 Formulation
In this section we start with a similarity form of the unsteady equations governing the
evolution of a flame in a stagnation-point flow originally presented in Section 2.5. The equations
are the unsteady version of the non-premixed flame formulation used by Smooke (1990). These
equations are applicable to the isolated as well as the interacting flame configurations. From the
mathematical point of view, the difference between these two configurations lies in the boundary
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conditions and the initial flame structure. We assume that the strain rate imposed on the flame is a
known parameter.
The equations governing the evolution of flame in the vicinity of the stagnation streamline
can be written in the following similarity form :
ap aV
+ pUe+ =0 , (6.1)
at ay
a u au a aUp +V - po R + ) +pU2E =0 , (6.2)Pat ay y - p -  C Eat
SYk a Yk D Yk (6.3)P - + V a pDk - kWk=0 , (6.3)
t ay ay
_T V T 1 a T K wkHk (6.4)P + V + WkHk =0 C(6.4)P t y cpay ay k=1 Cp
where x and y axes are directed parallel and perpendicular to the flame, respectively, t is the time,
p is the density, p is the pressure, -L is the molecular viscosity, Yk is the mass fraction, Dk is
the diffusion coefficient, Wk is the molecular weight, wk is the production rate, T is the
temperature, cp is the specific heat of mixture in mass units, K is the thermal conductivity of
mixture, Hk is the total enthalpy in mole units, E is the free stream strain rate;
U = u / u0, V = p v where u and v are the x- and y-velocity components, u., is the free stream
x-velocity :
uoo = E (t) x (6.5)
The system of equations is closed using the ideal gas law. The above equations are written under
the assumption that the gradients of all scalars in the y-direction, normal to the flame, are much
higher than the gradients in the x-direction, tangential to the flame. Therefore, the y-direction is the
preferential direction in the flame structure.
Eqs. 6.1-5 constitute the set of partial differential equation governing the evolution of an
isolated flame structure or flames interacting across a fuel or an oxidizer strip. In the following
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section we will present the initialization procedure of the strip calculations. Next, we will address
the issues of boundary conditions for different configurations.
In the case of an isolated flame (diffusion or premixed), the free-stream homogeneous
boundary conditions must be imposed on the flame:
at y=+ o : Yk= Yk,+o ,T =T+., U = 1
at y = -oo : Yk= Yk, -, T = T_, , U = 1p+./ p-_ , (6.6)
at y=O :V=0
where the square root expression in the second equation is derived from the momentum equation
applied at the far-field where all spatial derivatives of U vanish.
In the case of interacting flames, there are two types of boundary conditions. In the
configuration where both interacting flames have identical structure and are initially located at the
same distance from the stagnation plane, which is also their plane of symmetry, it is appropriate to
solve the problem only in the half of the domain, e.g. the right-hand side, while imposing a zero
gradient boundary condition at the stagnation plane :
at y = + o : Yk = Yk, + ,T = T+., U = 1
aYk _T _U
at y=O : -- = =0 , (6.7)
ay ay ay
at y=0 :V=O
In a more general configuration of different flame structures located initially at unequal
distances from the stagnation plane, a modification of boundary conditions (6.7) must be applied
at y=+ + : Yk= Yk, + ,T =T+,, U = 1
at y = - o : Yk = Yk, + ,T = T+,,U = 1 (6.8)
at y=0 :V=0
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6.4 Results and discussion
6.4.1 Dynamics of interacting flames
Interacting flames separated by pure fuel or oxidizer are intrinsically unsteady due to the
finite amount of the deficient reactant trapped between the two flames, even in the case when the
imposed strain is nearly steady. As this limited amount of reactant is consumed, combustion ceases
and gradients are balanced by diffusion and convection.
Given the initial structure of both flames, the pattern of their response depends on (1) the
distance between the two flames relative to flame thickness; and (2) the value of the imposed strain
rate. Intuitively, it is clear that if the distance between the two flames is much larger than the flame
thickness, YFlame >> 6Flame, where the location of the flame is defined as the location of the
maximum heat release (peak temperature), and the thickness of the flame is based on the 1%
criterion applied to the temperature profile, both flames would behave as isolated flames. The
characteristic time scale for the flame to achieve the "structural equilibrium" with the flow is
proportional to the inverse of the imposed uniform strain. By structural equilibrium we refer to the
situation when the modification of the flame structure due to the new flow conditions is completed
and the flame structure is transported to a new equilibrium location in the stagnation point flow
where it reaches a steady state. As the flame moves closer to the stagnation point, it starts to "feel"
the opposite flame approaching it from the other side. Once the flames are sufficiently close, they
interact via an exchange of heat and species fluxes. We will see below that in the case of a multi-
step chemistry flame, the dynamics of the interaction is strongly affected by the minor species, in
particular, by H. As the remains of the deficient reactant concentrated near the stagnation plane are
consumed, the combustion stops and the gradients are balanced only by convection and diffusion.
6.4.2 Interacting flames separated by oxidizer
In this Section, we examine the case of interacting flames separated by oxidizer. Since the
problem is essentially time-dependent, the choice of the initial flame structure may affect its
dynamics. We initialize the problem with the steady-state, strained, isolated-flame structure
calculated for the same strain applied to the interacting flames. We use the reduced mechanism of
Peters (1986) to minimize the computational effort without sacrificing all the effect of multi-step
chemistry and transport. Figure 1 shows that the results obtained using the reduced mechanism
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compare favorably with those obtained using a more comprehensive "starting" mechanism
(Smooke, 1990) frequently employed in flame structure analysis. In the figure, we compare the
results obtained using the two mechanisms in terms of the transient response to a uniform strain
rate of 100 1/s and the steady-state structures of isolated diffusion flames. Figure 1 indicates that
the transient response and major species profiles are captured by the reduced mechanism quite
well, while it slightly overpredicts the peak values of the radicals, such as H.
We assume that the two identical flames are initially symmetric with respect to the x-axis of
the stagnation-point flow. Therefore, the problem is solved in one-half of the physical domain
only, i.e., from the stagnation plane to infinity, while zero gradient boundary conditions are
imposed on the temperature, species, and U-velocity profiles at the stagnation plane. In the case of
flames interacting across the oxidizer, the steady-state, strained, diffusion-flame structure (see Fig.
4) is clipped at yA, which is then used as both the symmetry plane and the stagnation plane for the
interacting flames solution. Thus, by using different values of yA, one can vary the initial distance
between the two flames. Once the initial flame structure has been constructed, the solution is
determined by solving governing Eqs. 6.1-5 subject to boundary conditions 6.7. In the following
calculations, the position yA is chosen in such way that the peak temperature is initially located far
enough from the stagnation plane of the combined structure, so that the flames originally do not
interact and all stages of the evolution can be observed.
The initial position of the peak temperature is y(0) = 4 mm in this case. In the first part of
this Section, we use the flame structure corresponding to the strain rate of 100 1/s to examine the
evolution. We start with the discussion of the evolution of the temperature, the major and the minor
species in the interacting flames. We show, using the H mass fraction profile as a surrogate for the
reaction zone, that the flames do not interact until their reaction zones begin to overlap. In the
second part, we use the evolutions of the burning rate and maximum temperature for different
strain rates to summarize the results of this Section.
The time development of the temperature profile is shown in Fig. 3. Snapshots of the
profile are taken at a time interval of 8 ms. The fuel is located on the right-hand-side of the figure,
while the oxidizer is trapped around the stagnation plane located between the two flames. As time
elapses, the flames are convected towards the stagnation plane. At 16 ms, the plane of peak
temperature is still 1.2 mm away from y = 0, while at 24 ms it has already collided with the
corresponding plane located on the other side of the stagnation plane (not shown in the figure) and
the peak temperature starts to decline monotonically. Note that, as the peak temperature declines,
so does the thickness of the temperature profile. This would not be the case if diffusion was the
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governing process in the post-extinction dynamics, leading us to conclude that after partial
extinction, when the bulk of the oxidizer pocket has already been consumed, the gradients are
determined mostly by convection rather than diffusion. As Fig. 3 shows, the structure of the
interacting flame remains similar to the corresponding isolated flame until the time of collision.
Figure 4 shows the evolution of CH 4 and 02 mass fractions. The two fuel mass fraction
profiles collide between 16 and 24 ms. The evolution of the profile after that time is also quite
predictable : the abundance of fuel supplied by the free streams replaces the remaining products and
floods the domain with methane. The oxygen concentration in the vicinity of the stagnation plane
starts initially with a peak value of 0.23 ( the free-stream value in the air is 0.233 ). This oxygen is
rapidly depleted between 16 and 20 ms due to combustion between the interacting flames.
Following this event, a trace of oxygen is left on the fuel side ( less than 0.0025 at 20 ms) which
is subsequently removed by the incoming fuel and consumed by an asymptotically decaying
reaction. It is interesting to note how deep is the penetration of oxygen into the fuel side. Consider,
for example, the oxygen profile at 8 ms. Although the peak temperature is located around y = 3
mm, small amounts of oxygen are present as far as 8 mm on the fuel side. Also note that after
collision, the oxygen trace near y = 0 mm helps to maintain combustion, although at a very low
level.
The time development of CO2 whose profiles are similar to those of other major species,
such as H20, are not shown since they strongly resemble those corresponding to T. These
profiles maintain their quasi-equilibrium state while moving towards the stagnation plane until they
collide with the symmetric profiles. Following collision, products are replaced by fuel. The
evolution of radicals, such as H whose concentration profiles are shown in Fig. 5, is drastically
different from those of other species. We note that the presence of H is a strong indicator of
combustion. Since H is quite active, once the conditions necessary for combustion cease to exist,
the production of H is terminated while that previously generated hydrogen diffuses rapidly across
the flame and reacts with other species. In the case of 100 1/s strain, the bulk of oxygen is
consumed at 16 ms and only fuel-rich combustion is possible afterwards. As such, H disappears
after 16 ms. Figure 5 also serves to support the observation that flames' interaction across the
oxidizer does not occur until their reaction zones overlap. The H profile has approximately the
same thickness as the reaction zone (see Petrov & Ghoniem, 1996). Figure 3 shows that the
temperature profile starts to change significantly at 16 ms exactly at the time when the tail of the
reaction zone reaches the stagnation plane and begins to overlap with the reaction zone of the
opposite flame. Only at this time does the flame structure begin to change significantly.
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The CO history is shown in Fig. 6. It is interesting to note that for a long time after the
partial extinction of the flame, significant amounts of CO still remain in the domain. This
phenomenon can be explained by noting that the oxidation of carbon monoxide into carbon dioxide
requires oxygen, the bulk of which is consumed when the interacting flames collide, followed by a
fuel-rich combustion. Therefore, the chemical transformation of CO into CO 2 stops almost
completely soon after the interaction begins and the remains of the former are gradually convected
away and are replaced with methane.
Next, the evolution of the integral parameters in the flame, such as the burning rate and
peak temperature, are examined for different values of strain. Figure 7a shows the evolution of the
peak temperature in each flame for values of the strain ranging from 100 to 300 1/s. Consider again
the 100 1/s case. Initially, the maximum temperature is 2137 K, the temperature in the isolated
steadily strained flame. Even though the flow field is maintained at the same strain rate, the flame
"feels" a different environment now as it is forced to propagate toward the stagnation plane.
Therefore, there is an adjustment period during which a small increase in temperature is observed.
Following this period, the flames reach equilibrium with the new flow and T remains constant for
certain period at the end of which it experiences a quick rise followed by a gradual decline. As we
will see next, the peak value of T heralds the end of combustion.
The flame history is particularly clear if we analyze the burning rate as a function of time (
see Fig. 7b ). The burning rate is scaled to have the units of velocity by dividing the total mass
consumption rate of the fuel by the mixture density in the free stream. Again, consider the 100 1/s
case. Initially, the flame adjusts itself to its new surrounding trying to reach a structural
equilibrium. The process is completed within 0(10 ms), the inverse of the imposed strain rate.
This quasi-steady regime is maintained until 15 ms, where a slight increase in burning rate is
followed by a nearly catastrophic drop. At 18 ms the burning rate shows some signs of temporary
recovery followed by an asymptotic decline. It appears that the partial recovery occurs because of
the trace amounts of oxygen which had leaked across the flame early penetrating deeply into the
fuel side. Therefore, even after the bulk of the oxygen concentrated near the stagnation point is
consumed at 18 ms some degenerate reaction is sustainable on the fuel side. Also note that for the
100 1/s case, the interaction takes only about 3 ms, a very short period of time, because the
reaction zone is very thin. It is interesting to note that the maximum burning rate occurs earlier than
the maximum peak temperature, i.e., burning enhancement is caused by a chemical and not a
thermal mechanism. This is not surprising given the higher diffusivity of the H radical. This is also
supported by Fig. 8 which shows the peak value of the H concentration as a function of time.
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There is a strong resemblance between Figs. 8 and 7b in terms of the burning rate and H
concentration.
The symmetry, zero gradient boundary condition imposed at the stagnation plane is
analogous to an adiabatic non-absorbing wall boundary condition. When both flames move closer
the stagnation plane, heat and chemically active radicals, such as H, accumulate there. The latter, as
it diffuses faster, results in an enhancement of combustion leading to an increase in the burning
rate, followed by a rise in the peak temperature. The maximum value of the temperature during the
evolution is achieved when the locations of the peak temperature in both flames reach the
stagnation plane consuming the remaining amounts of the oxidizer. The lead-lag relationship
between the burning rate and temperature is best illustrated using the 200 1/s curves in Fig 7 as an
example. In Fig. 7b the burning rate reaches a maximum value of 1.2 m/s at 14 ms while the peak
temperature in Fig. 7a reaches maximum at 15 ms. After this event, the leftover oxidizer is
consumed, and rich combustion proceeds in an asymptotically decaying regime due to the small
amounts of trace oxidizer distributed across the flame.
We already mentioned that at the initial stages, the flame adjusts itself to the new flow
conditions. The characteristic time scale of this adjustment process is the inverse of the strain rate
since this is the time it takes for the information about the new flow conditions to "penetrate" the
inner flame structure. As the strain rate increases, the strain-based time scale decreases and the
structural equilibrium of the flame is achieved more rapidly. For strain = 100, 200, 300 l/s, the
structural equilibrium is achieved at, approximately, 10, 8, 6 ms, respectively (see Fig. 8b), which
indicates that the inverse strain time scale is a satisfactory approximation.
Comparing the flame history as a function of strain rate, we notice that a higher strain
shortens the interaction time of the flames. This is due to the fact that under a higher strain, the
flame reaches the stagnation plane (where combustion is terminated ) faster. For example, Fig. 7b
shows that for strains 100, 200, 300 1/s the partial extinction occurs at 18, 15, 10 ms. These is an
order of magnitude less than 1/E which is the time required for interacting flames to reach partial
equilibrium.
Summarizing, the evolution of the interacting flames across the oxidizer is typically
characterized by two stages : (1) a transient process to achieve a structural equilibrium followed by
a transport of the "equilibrium" flame structure towards the stagnation plane, t - 0(1/c); (2) a very
rapid interaction with the opposite flame leading to an intensification in the reaction rate, which
occurs when the separation of the two flames is of the order of magnitude of the reaction zone
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thickness, followed by the termination period during which the products are replaced with the
incoming fuel, while the concentration of active radicals, such as H, drops to zero, t - 0(1/10 e).
The interaction of flames across the oxidizer strip occurs only when the reaction zones start to
overlap. Therefore, the characteristic interaction distance is the reaction zone thickness.
6.4.3 Interacting flames separated by fuel
In this Section we study the evolution of the interacting flames separated by fuel. We will
show that the major stages of the evolution in this case are similar to those encountered in the
previous case. However, there are some important differences with regard to the characteristic
interaction distance. We will see that in this case, this distance is of the order of the flame thermal-
diffusive thickness.
The interacting flames separated by fuel are initialized by clipping the original steady-state
flame structure at YB , and placing the symmetry and stagnation planes at the same location, as
illustrated in Fig. 9. The initial position of the peak temperature is the same for all strain rates
considered and, similar to that in previous case, is chosen in such a way that each flame is far from
the stagnation point. Again, we start by examining the evolution of the structure profiles in the 100
1/s strain case, which helps explain the interaction mechanism. Next, we consider the evolution of
the integral properties for a range of strain.
Figure 10 shows the evolution of the temperature profile in the case of 100 1/s flame. As
the flame moves towards the stagnation plane, the temperature at y = 0 gradually rises even though
the flame is further than one reaction zone thickness away from the stagnation plane. This indicates
that the flame structure is broadened by involving more of the fuel which is located close to the
stagnation plane and the interaction between the two flames occurs when the flame is about a
thermal-diffusive-zone thickness away from the stagnation plane, much earlier than in the previous
case. To explain the mechanism of interaction, we recall that in order for the fuel to burn, two
conditions must be satisfied: (1) the temperature must exceed an ignition temperature ; and (2) the
oxidizer must be present. Since the oxidizer penetrates quite deeply into the fuel side of the flame,
small amounts of it, as we will see below, are always present near the stagnation plane. Therefore,
when the temperature reaches the ignition temperature - 1,200 K, an exothermic chemical reaction
is initiated leading to a rise of the local temperature near the stagnation point, as shown by the t =
35 ms profile. Originally, the temperature rises due to the heat flux emanated by the approaching
flame. Once combustion starts in the vicinity of the stagnation point, however, the temperature
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increases even more rapidly due to: (1) the heat transfer from the flame; (2) the heat release due to
the local chemical reaction.
Going back to Fig. 10, at 45 ms the flame and its image form a single bell-shaped profile
with the temperature at the stagnation plane equal to 2000 K. Clearly, at this temperature the fuel is
quickly consumed and the process of flame extinction manifested by a rapid drop in the
temperature occurs. In Fig. 11 the evolution of methane and oxygen are shown. Initially, the fuel
concentration is quite significant with its mass fraction reaching unity at the stagnation plane. At 35
ms only traces of fuel are left in the domain showing that the interaction actually starts at 5 ms.
While the later stages after partial extinction are similar to those in the previous case, it is
interesting to note that at 35 ms when virtually no fuel is present, the amount of oxygen at the
stagnation plane is quite small and a significant amount of products fill the space there. This is
confirmed in Fig. 12 which depicts the evolution of CO profile. The figure demonstrates that at 35
ms the maximum mass fraction of CO actually reaches its peak value together with the maximum
temperature. In contrast to its pattern in the oxidizer case, CO is virtually non-existent at later
stages of the flame evolution. It appears that after partial extinction and due to the abundance of
oxygen and high temperature, the oxidation of CO is rapidly completed between 35 and 40 ms.
Contrary to the previous case, the presence of oxygen on the fuel side, coupled with the
temperature rise due to the interaction between two flames, initiates local combustion earlier and
leads to a faster rise in temperature at the stagnation plane.
Another combustion-sensitive species, H, shows the same trend in Fig. 13. From 5 ms to
25 ms, combustion occurs in the quasi-equilibrium regime and the H profile changes very little.
Beyond 35 ms the profile is significantly broadened as more of the fuel is trapped between the two
flames. Moreover, because of the rising temperature there, an intensification of combustion is
observed. At later times, H vanishes as the temperature drops. Finally, Fig. 14 shows the
evolution CO 2 profile. There, and contrary to the previous case, the similarity between the
temperature and CO2 profiles is limited to the early stages of interaction. For instance, beyond 35
ms, the CO 2 concentration peaks very rapidly indicating that its rate of production actually exceeds
its transport rate near the stagnation plane. The accumulation of CO 2 there explains the rise of CO
observed in Fig. 12 as well. The faster production of CO 2 could be explained by the rise in
temperature and the H radical concentration close to the stagnation plane.
The peak temperature and the burning rate, the integral characteristics of the flame, are
shown in Fig 15a and b, respectively. For a given strain, the maximum temperature exhibits the
same general trend as in the oxidizer case. For low values of strain, the flame experiences initial
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structural adjustment which takes a time proportional to the inverse strain. Since after the early
stages, the flame is located far away from the stagnation plane, the influence of zero gradient
boundary condition is insignificant and the quasi-steady value for the peak temperature is
determined by the strain rate. Thus, during the transient stage, the initial peak flame temperature
changes insignificantly from its value for a steady-state isolated flame. The same is true for higher
values of strain. At later times, as the two interacting flames move closer to the stagnation plane,
the heat accumulation and the abundance of the H radical there results in a rise in the peak
temperature. It is interesting to observe that the maximum peak temperature is reached after the
burning rate has almost ceased, i.e., the peak temperature occurs due to the faster generation than
convection in this case, as was observed for CO 2. As seen in Fig 15, the peak temperature reaches
its maximum when the fuel is almost totally consumed and the combustion is no longer possible.
Note that the nature of the interaction is smoother because the ambient oxidizer penetrates
throughout flame structure.
Figure 15b shows the evolution of the burning rate for different values of the imposed
strain. The initial period to achieve structural equilibrium is followed by a quasi-steady stage
during which the burning velocity remains almost constant, followed by a period of interaction, a
slow drop in the burning rate as the fuel near the stagnation plane is being consumed, ending with
the termination of combustion. We also note the abrupt nature of the very latest stage in the
evolution. However, while in the oxidizer case, maximum burning precedes the maximum
temperature, in this case, burning actually ceases prior to achieving the maximum temperature. It
should be mentioned that in both cases, the H radical concentration plays an important role in
burning enhancement prior to complete extinction, as shown in Fig. 16.
Summarizing, the integral characteristics of flames separated by fuel demonstrate evolution
trends which are qualitatively similar to those in the oxidizer case. However, the very final stages
of the evolution in the fuel case are more abrupt. At the time of partial extinction, the mixture
around the stagnation plane contains virtually no fuel and a very small amount of oxidizer. It is
completely dominated by products and radicals. While the former decrease their concentration
gradually after extinction, the latter disappear extremely fast. The behavior of CO is in contrast to a
more gradual decrease exhibited in the oxidizer case. Although the life span of the flame is longer
than that in the oxidizer case, in the fuel case the flame structure starts to change long before the
reaction zone reaches the stagnation plane. This is because in the latter case, significant interaction
between the flames occurs when their separation is of the order of the flame thermal-diffusive
thickness.
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6.5 Conclusions
The objective of our effort in Part II is to develop combustion zone models which can be
used in turbulent combustion simulation. In the high Reynolds number, high Damkohler number,
low turbulent intensity regimes combustion occurs in thin flames convoluted by the turbulent
eddies. In this case one can assume that each flame element, or elemental flame, acts as if it was an
isolated flame. As the turbulent intensity increases, and the scales decrease, the folding and
convolution of flame surface occur at a smaller scale and neighboring flames are expected to
interact in such a way that their individual structure is influenced. It is this latter phenomena that is
investigated in detail in this paper.
The model proposed here to capture the impact of interaction on the flame structure is an
extension of the stagnation point flame model in which the stagnation plane is used as a symmetry
plane. Since the problem is essentially unsteady, a time dependent formulation of the strained flame
equations is used, along with the appropriate boundary conditions both at the symmetry plane (
zero flux ) and at infinity ( free stream ). The numerical method is essentially the same as the one
used before to investigate the impact of unsteady strains on an isolated flame.
Results of our analysis show that the flame dynamics depend strongly on whether oxidizer
or fuel is trapped between the two flames. While in the former, interaction is delayed until the
reaction zones of both flames come in contact, in the latter, it occurs as soon as the diffusion zones
of both flames begin to overlap. The reason for this asymmetry is that oxygen is capable of
penetrating deeply into the fuel zone while the opposite is not true. In both cases, however, there is
a brief period during which the burning rate increases, followed by an abrupt extinction due to the
depletion of the deficient reactant. Burning enhancement occurs prior to the moment of maximum
peak temperature in the flame, indicating that interaction is due to chemical phenomena associated
with the changes in the H concentration due to the overlap of the flame zones. We also find that the
CO profiles change substantially due to the interaction and depend strongly on the deficient
reactants. The lack of oxygen when flames share a common pool of trapped oxygen increases the
concentration of CO there beyond its peak value within the flame, as would be expected in a fuel
rich burning process.
Finally, while we observe that the transient period necessary for the flame to achieve
structural equilibrium with the flow is of the order of magnitude of the inverse strain rate, the
385
interaction period is much shorter, being an order of magnitude less. This last "acceleration to
termination" period is followed by a non-reacting convective-diffusive period.
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Figures
Figure 1. A comparison of the transient responses and steady state structures in a atmospheric
pressure, diffusion, methane-air flames employing reduced (dashed) and "starting" chemical
kinetics mechanisms (solid).
Figure 2. The initialization of the oxidizer strip using the steady-state diffusion flame profile; strain
=100 1/s.
Figure 3. The evolution of the temperature profile in the oxidizer strip configuration; strain rate =
100 1/s. The profiles correspond to time = 8, 16, 24, 32, 40 ms
Figure 4. The evolution of the CH 4 (a) and 02 (b) mass fraction profiles in the oxidizer strip
configuration; strain rate = 100 1/s. The profiles correspond to time = 8, 16, 24, 32, 40 ms and 4,
8, 12 ms, respectively.
Figure 5. The evolution of the H mass fraction profile in the oxidizer strip configuration; strain rate
= 100 1/s. The profile corresponds to time = 4, 8, 12, and 16 ms. For later times the H is
completely consumed and its mass fraction equals zero.
Figure 6. The evolution of the CO mass fraction profile in the oxidizer strip configuration; strain
rate = 100 1/s. The profiles correspond to time = 8, 16, 24, 32, 40 ms.
Figure 7. The evolution of the peak temperature (a) and burning velocity (b) in the oxidizer strip
configuration; strain = 100, 200, 300 1/s. The final interaction of the two flames corresponds to a
rapid decline in the burning rate which is interrupted by a partial recovery.
Figure 8. The evolution of the peak H radical mass fraction in the oxidizer strip configuration;
strain = 100, 200, 300 1/s.
Figure 9. The initialization of the fuel strip using the steady-state diffusion flame profile; strain
=100 1/s.
Figure 10. The evolution of the temperature profile in the fuel strip configuration; strain rate = 100
1/s. The profiles correspond to time =5, 15, 25, 35 and 45 ms.
Figure 11. The evolution of the CH4 (a) and 02 (b) mass fraction profiles in the fuel strip
configuration; strain rate = 100 1/s. The profiles correspond to time =5, 15, 25, 35 and 45 ms. At
later times the CH 4 is completely consumed.
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Figure 12. The evolution of the CO mass fraction profile in the fuel strip configuration; strain rate
= 100 1/s. The profiles correspond to time = 5, 15, 25, 35 ms. At later times the CO is completely
consumed, in contrast to continuing presence of that species in the oxidizer strip.
Figure 13. The evolution of the H mass fraction profile in the fuel strip configuration; strain rate =
100 1/s. The profiles correspond to time = 5, 15, 25, 35 ms. At later times H is completely
consumed.
Figure 14. The evolution of the CO2 mass fraction profile in the fuel strip configuration; strain rate
= 100 1/s. The profiles correspond to time = 5, 15, 25, 35, 45 ms.
Figure 15. The evolution of the peak temperature (a) and burning velocity (b) in the fuel strip
configuration; strain = 100, 200, 300 1/s. The final interaction of the two flames corresponds to
the spikes in the time histories.
Figure 16. The evolution of the peak H radical mass fraction in the fuel strip configuration; strain =
100, 200, 300 1/s.
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