We introduce and address the problem of ad hoc table retrieval: answering a keyword query with a ranked list of tables. This task is not only interesting on its own account, but is also being used as a core component in many other table-based information access scenarios, such as table completion or table mining. The main novel contribution of this work is a method for performing semantic matching between queries and tables. Specifically, we (i) represent queries and tables in multiple semantic spaces (both discrete sparse and continuous dense vector representations) and (ii) introduce various similarity measures for matching those semantic representations. We consider all possible combinations of semantic representations and similarity measures and use these as features in a supervised learning model. Using a purpose-built test collection based on Wikipedia tables, we demonstrate significant and substantial improvements over a state-of-the-art baseline.
INTRODUCTION
Tables are a powerful, versatile, and easy-to-use tool for organizing and working with data. Because of this, a massive number of tables can be found "out there, " on the Web or in Wikipedia, representing a vast and rich source of structured information. Recently, a growing body of work has begun to tap into utilizing the knowledge contained in tables. A wide and diverse range of tasks have been undertaken, including but not limited to (i) searching for tables (in response to a keyword query [2, 6, 9, 30, 34, 42] or a seed table [12] ), (ii) extracting knowledge from tables (such as RDF triples [29] ), and (iii) augmenting tables (with new columns [4, 6, 12, 21, 45, 49] , rows [12, 45, 49] , cell values [1] , or links to entities [5] ). Searching for tables is an important problem on its own, in addition to being a core building block in many other table-related tasks. Yet, it has not received due attention, and especially not from an information retrieval perspective. This paper aims to fill that gap. We define the ad hoc table retrieval task as follows: given a keyword query, return a ranked list of tables from a table corpus that are relevant to the query. See Fig. 1 for an illustration.
It should be acknowledged that this task is not entirely new, in fact, it has been around for a while in the database community (also known there as relation ranking) [4, 6, 9, 42] . However, public test collections and proper evaluation methodology are lacking, in addition to the need for better ranking techniques.
Tables can be ranked much like documents, by considering the words contained in them [6, 9, 34] . Ranking may be further improved by incorporating additional signals related to table quality. Intuitively, high quality tables are topically coherent; other indicators may be related to the pages that contain them (e.g., if they are linked by other pages [4] ). However, a major limitation of prior approaches is that they only consider lexical matching between the contents of tables and queries. This gives rise to our main research objective: Can we move beyond lexical matching and improve table retrieval performance by incorporating semantic matching?
We consider two main kinds of semantic representations. One is based on concepts, such as entities and categories. Another is based on continuous vector representations of words and of entities (i.e., word and graph embeddings). We introduce a framework that handles matching in different semantic spaces in a uniform way, by modeling both the table and the query as sets of semantic vectors. We propose two general strategies (early and late fusion), yielding four different measures for computing the similarity between queries and tables based on their semantic representations.
As we have mentioned above, another key area where prior work has insufficiencies is evaluation. First, there is no publicly available test collection for this task. Second, evaluation has been performed using set-based metrics (counting the number of relevant tables in the top-k results), which is a very rudimentary way of measuring retrieval effectiveness. We address this by developing a purposebuilt test collection, comprising of 1.6M tables from Wikipedia, and a set of queries with graded relevance judgments. We establish a learning-to-rank baseline that encompasses a rich set of features from prior work, and outperforms the best approaches known in the literature. We show that the semantic matching methods we propose can substantially and significantly improve retrieval performance over this strong baseline.
In summary, this paper makes the following contributions:
• We introduce and formalize the ad hoc table ranking task, and present both unsupervised and supervised baseline approaches (Sect. 2).
• We present a set of novel semantic matching methods that go beyond lexical similarity (Sect. 3).
• We develop a standard test collection for this task (Sect. 4) and demonstrate the effectiveness of our approaches (Sect. 5).
The test collection and the outputs of the reported methods are made available at https://github.com/iai-group/www2018-table.
AD HOC TABLE RETRIEVAL
We formalize the ad hoc table retrieval task, explain what information is associated with a table, and introduce baseline methods.
Problem Statement
Given a keyword query q, ad hoc table retrieval is the task of returning a ranked list of tables, (T 1 , . . . ,T k ), from a collection of tables C. Being an ad hoc task, the relevance of each returned table T i is assessed independently of all other returned tables T j , i j. Hence, the ranking of tables boils down to the problem of assigning a score to each table in the corpus: score(q,T ). Tables are then sorted in descending order of their scores.
The Anatomy of a Table
We shall assume that the following information is available for each 
Unsupervised Ranking
An easy and straightforward way to perform the table ranking task is by adopting standard document ranking methods. Cafarella et al. [6, 9] utilize web search engines to retrieve relevant documents; tables are then extracted from the highest-ranked documents. Rather than relying on external services, we represent tables as either single-or multi-field documents and apply standard documents retrieval techniques. [34] employ a late fusion strategy [48] . That is, each field is scored independently against the query, then a weighted sum of the field-level similarity scores is taken:
where f i denotes the ith (document) field for table T and w i is the corresponding field weight (such that i w i = 1). score(q, f i ) may be computed using any standard retrieval method. We use language models in our experiments.
Supervised Ranking
The state-of-the-art in document retrieval (and in many other retrieval tasks) is to employ supervised learning [23] . Features may be categorized into three groups: (i) document, (ii) query, and (iii) query-document features [35] . Analogously, we distinguish between three types of features: (i) table, (ii) query, and (iii) querytable features. In Table 1 , we summarize the features from previous work on table search [4, 9] . We also include a number of additional features that have been used in other retrieval tasks, such as document and entity ranking; we do not regard these as novel contributions.
2.4.1 Query Features. Query features have been shown to improve retrieval performance for document ranking [24] . We adopt two query features from document retrieval, namely, the number of terms in the query [41] , and query IDF [35] according to: IDF f (q) = t ∈q IDF f (t), where IDF f (t) is the IDF score of term t in field f . This feature is computed for the following fields: page title, [8] , which contains table heading information derived from millions of tables extracted from a large web crawl.
Another group of features has to do with the page that embeds the table, by considering its connectivity (inLinks and outLinks), popularity (pageViews), and the table's importance within the page (tableImportance and tablePageFraction). Table Features . Features in the last group express the degree of matching between the query and a given table. This matching may be based on occurrences of query terms in the page title (qInPgTitle) or in the table caption (qInTableTitle). Alternatively, it may be based on specific parts of the table, such as the leftmost column (#hitsLC), second-to-left column (#hitsSLC), or table body (#hitsB). Tables are typically embedded in (web) pages. The rank at which a table's parent page is retrieved by an external search engine is also used as a feature (yRank). (In our experiments, we use the Wikipedia search API to obtain this ranking.) Furthermore, we take the Mixture of Language Models (MLM) similarity score [31] as a feature, which is actually the best performing method among the four text-based baseline methods (cf. Sect. 5). Importantly, all these features are based on lexical matching. Our goal in this paper is to also enable semantic matching; this is what we shall discuss in the next section.
Query-

SEMANTIC MATCHING
This section presents our main contribution, which is a set of novel semantic matching methods for table retrieval. The main idea is to go beyond lexical matching by representing both queries and tables in some semantic space, and measuring the similarity of those semantic (vector) representations. Our approach consists of three main steps, which are illustrated in Figure 3 . These are as follows (moving from outwards to inwards on the figure):
(1) The "raw" content of a query/table is represented as a set of terms, where terms can be either words or entities (Sect. 3.1). (2) Each of the raw terms is mapped to a semantic vector representation (Sect. 3.2). (3) The semantic similarity (matching score) between a querytable pair is computed based on their semantic vector representations (Sect. 3.3).
We compute query-table similarity using all possible combinations of semantic representations and similarity measures, and use the resulting semantic similarity scores as features in a learning-to-rank approach. Table 2 summarizes these features.
Content Extraction
We represent the "raw" content of the query/table as a set of terms, where terms can be either words (string tokens) or entities (from a knowledge base). We denote these as {q 1 , . . . , q n } and {t 1 , . . . , t m } for query q and table T , respectively. 
Our methods for computing query-table similarity using semantic representations.
Word-based.
It is a natural choice to simply use word tokens to represent query/table content. That is, {q 1 , . . . , q n } is comprised of the unique words in the query. As for the table, we let {t 1 , . . . , t m } contain all unique words from the title, caption, and headings of the table. Mind that at this stage we are only considering the presence/absence of words. During the query-table similarity matching, the importance of the words will also be taken into account (Sect. 3.3.1).
Entity-based.
Many tables are focused on specific entities [49] . Therefore, considering the entities contained in a table amounts to a meaningful representation of its content. We use the DBpedia knowledge base as our entity repository. Since we work with tables extracted from Wikipedia, the entity annotations are readily available (otherwise, entity annotations could be obtained automatically, see, e.g., [42] ). Importantly, instead of blindly including all entities mentioned in the table, we wish to focus on salient entities. It has been observed in prior work [5, 42] that tables often have a core column, containing mostly entities, while the rest of the columns contain properties of these entities (many of which are entities themselves). We write E cc to denote the set of entities that are contained in the core column of the table, and describe our core column detection method in Sect. 3.1.3. In addition to the entities taken directly from the body part of the table, we also include entities that are related to the page title (T pt ) and to the table caption (T t c ). We obtain those by using the page title and the table caption, respectively, to retrieve relevant entities from the knowledge base. We write R k (s) to denote the set of top-k entities retrieved for the query s. We detail the entity ranking method in Sect. 3.1.4. Finally, the table is represented as the union of three sets of entities, originating from the core column, page title, and table caption:
To get an entity-based representation for the query, we issue the query against a knowledge base to retrieve relevant entities, using the same retrieval method as above. I.e., {q 1 , . . . , q n } = R k (q). We introduce a simple and effective core column detection method. It is based on the notion of column entity rate, which is defined as the ratio of cells in a column that contain an entity. We write cer(T c [j] ) to denote the column entity rate of column j in table T . Then, the index of the core column becomes: arg max j=1..T |c | cer(T c [j] ), where T |c | is the number of columns in T .
Entity Retrieval.
We employ a fielded entity representation with five fields (names, categories, attributes, similar entity names, and related entity names) and rank entities using the Mixture of Language Models approach [31] . The field weights are set uniformly. This corresponds to the MLM-all model in [19] and is shown to be a solid baseline. We return the top-k entities, where k is set to 10.
Semantic Representations
Next, we embed the query/table terms in a semantic space. That is, we map each table term t i to a vector representation ì t i , where ì t i [j] refers to the jth element of that vector. For queries, the process goes analogously. We discuss two main kinds of semantic spaces, bag-of-concepts and embeddings, with two alternatives within each. The former uses sparse and discrete, while the latter employs dense and continuous-valued vectors. A particularly nice property of our semantic matching framework is that it allows us to deal with these two different types of representations in a unified way.
Bag-of-concepts.
One alternative for moving from the lexical to the semantic space is to represent tables/queries using specific concepts. In this work, we use entities and categories from a knowledge base. These two semantic spaces have been used in the past for various retrieval tasks, in duet with the traditional bag-of-words content representation. For example, entity-based representations have been used for document retrieval [36, 44] and category-based representations have been used for entity retrieval [3] . One important difference from previous work is that instead of representing the entire query/table using a single semantic vector, we map each individual query/table term to a separate semantic vector, thereby obtaining a richer representation.
We use the entity-based raw representation from the previous section, that is, t i and q j are specific entities. Below, we explain how table terms t j are projected to ì t i , which is a sparse discrete vector in the entity/category space; for query terms it follows analogously.
Bag-of-entities
t i corresponds to a Wikipedia category. Thus, the dimensionality of ì t i amounts to the number of Wikipedia categories (on the order hundreds of thousands). The value of ì t i [j] is 1 if entity i is assigned to Wikipedia category j, and 0 otherwise.
Embeddings.
Recently, unsupervised representation learning methods have been proposed for obtaining embeddings that predict a distributional context, i.e., word embeddings [27, 32] or graph embeddings [33, 37, 40] . Such vector representations have been utilized successfully in a range of IR tasks, including ad hoc retrieval [15, 28] , contextual suggestion [26] , cross-lingual IR [43] , community question answering [50] , short text similarity [20] , and sponsored search [17] . We consider both word-based and entitybased raw representations from the previous section and use the corresponding (pre-trained) embeddings as follows. 
Word embeddings
Similarity Measures
The final step is concerned with the computation of the similarity between a query-table pair, based on the semantic vector representations we have obtained for them. We introduce two main strategies, which yield four specific similarity measures. These are summarized in Table 3 .
3.3.1 Early Fusion. The first idea is to represent the query and the table each with a single vector. Their similarity can then simply be expressed as the similarity of the corresponding vectors. We let ì C q be the centroid of the query term vectors ( ì
C T denotes the centroid of the table term vectors. The Table 3 : Similarity measures. 
Measure Equation
The computation of ì C q follows analogously.
Late Fusion.
Instead of combining all semantic vectors q i and t j into a single one, late fusion computes the pairwise similarity between all query and table vectors first, and then aggregates those. We let S be a set that holds all pairwise cosine similarity scores:
.m]}. The query-table similarity score is then computed as aggr(S), where aggr() is an aggregation function. Specifically, we use max(), sum() and avg() as aggregators; see the last three rows in Table 3 for the equations.
TEST COLLECTION
We introduce our test collection, including the table corpus, test and development query sets, and the procedure used for obtaining relevance assessments.
Table Corpus
We use the WikiTables corpus [5] , which comprises 1.6M tables extracted from Wikipedia (dump date: 2015 October). The following information is provided for each table: table caption, column  headings, table body, (Wikipedia) page title, section title, and table  statistics like number of headings rows, columns, and data rows. We further replace all links in the table body with entity identifiers from the DBpedia knowledge base (version 2015-10) as follows. For each cell that contains a hyperlink, we check if it points to an entity that is present in DBpedia. If yes, we use the DBpedia identifier of the linked entity as the cell's content; otherwise, we replace the link with the anchor text, i.e., treat it as a string.
Queries
We sample a total of 60 test queries from two independent sources (30 from each): (1) Query subset 1 (QS-1): Cafarella et al. [6] collected 51 queries from Web users via crowdsourcing (using Amazon's Mechanical Turk platform, users were asked to suggest topics or supply URLs for a useful data table). (2) Query subset 2 (QS-2): Venetis et al. [42] analyzed the query logs from Google Squared (a service in which users search for structured data) and constructed 100 queries, all of which are a combination of an instance class (e.g., "laptops") and a property (e.g., "cpu"). Following [4] , we concatenate Table 4 : Example queries from our query set.
Queries from [6] Queries from [42] video games asian coutries currency us cities laptops cpu kings of africa food calories economy gdp guitars manufacturer fifa world cup winners clothes brand the class and property fields into a single query string (e.g., "laptops cpu"). Table 4 lists some examples.
Relevance Assessments
We collect graded relevance assessments by employing three independent (trained) judges. For each query, we pool the top 20 results from five baseline methods (cf. Sect. 5.3), using default parameter settings. (Then, we train the parameters of those methods with help of the obtained relevance labels.) Each query-table pair is judged on a three point scale: 0 (non-relevant), 1 (somewhat relevant), and 2 (highly relevant). Annotators were situated in a scenario where they need to create a table on the topic of the query, and wish to find relevant tables that can aid them in completing that task. Specifically, they were given the following labeling guidelines: (i) a We take the majority vote as the relevance label; if no majority agreement is achieved, we take the average of the scores as the final label. To measure inter-annotator agreement, we compute the Kappa test statistics on test annotations, which is 0.47. According to [14] , this is considered as moderate agreement. In total, 3120 query-table pairs are annotated as test data. Out of these, 377 are labeled as highly relevant, 474 as relevant, and 2269 as non-relevant.
EVALUATION
In this section, we list our research questions (Sect. 5.1), discuss our experimental setup (Sect. 5.2), introduce the baselines we compare against (Sect. 5.3), and present our results (Sect. 5.4) followed by further analysis (Sect. 5.5).
Research Questions
The research questions we seek to answer are as follows.
RQ1 Can semantic matching improve retrieval performance? RQ2 Which of the semantic representations is the most effective? RQ3 Which of the similarity measures performs better?
Experimental Setup
We evaluate table retrieval performance in terms of Normalized Discounted Cumulative Gain (NDCG) at cut-off points 5, 10, 15, and 20. To test significance, we use a two-tailed paired t-test and write †/ ‡ to denote significance at the 0.05 and 0.005 levels, respectively.
Our implementations are based on Nordlys [18] . Many of our features involve external sources, which we explain below. To compute the entity-related features (i.e., features in Table 1 as well as the features based on the bag-of-entities and bag-of-categories representations in Table 2 ), we use entities from the DBpedia knowledge base that have an abstract (4.6M in total). The table's Wikipedia rank (yRank) is obtained using Wikipedia's MediaWiki API. The PMI feature is estimated based on the ACSDb corpus [8] . For the distributed representations, we take pre-trained embedding vectors, as explained in Sect. 3.2.2.
Baselines
We implement four baseline methods from the literature.
Single-field document ranking In [6, 9] Additionally, we introduce a learning-to-rank baseline:
LTR baseline It uses the full set of features listed in Table 1 . We employ pointwise regression using the Random Forest algorithm. 1 We set the number of trees to 1000 and the maximum number of features in each tree to 3. We train the model using 5-fold cross-validation (w.r.t. NDCG@20); reported results are averaged over 5 runs.
The baseline results are presented in the top block of Table 5 . It can be seen from this table that our LTR baseline (row five) outperforms all existing methods from the literature; the differences are substantial and statistically significant. Therefore, in the remainder of this paper, we shall compare against this strong baseline, using the same learning algorithm (Random Forests) and parameter settings. We note that our emphasis is on the semantic matching features and not on the supervised learning algorithm.
Experimental Results
The last line of Table 5 shows the results for our semantic table retrieval (STR) method. It combines the baseline set of features (Table 1) with the set of novel semantic matching features (from Table 2 , 16 in total). We find that these semantic features bring in substantial and statistically significant improvements over the LTR baseline. Thus, we answer RQ1 positively. The relative improvements range from 7.6% to 15.3%, depending on the rank cut-off. To answer RQ2 and RQ3, we report on all combinations of semantic representations and similarity measures in Table 6 . In the interest of space, we only report on NDCG@20; the same trends were observed for other NDCG cut-offs. Cells with a white background show retrieval performance when extending the LTR baseline with a single feature. Cells with a grey background correspond to using a given semantic representation with different similarity measures (rows) or using a given similarity measure with different semantic representations (columns). The first observation is that all features improve over the baseline, albeit not all of these improvements are statistically significant. Concerning the comparison of different semantic representations (RQ2), we find that bag-of-entities and word embeddings achieve significant improvements; see the rightmost column of Table 6 . It is worth pointing out that for word embeddings the four similarity measures seem to complement each other, as their combined performance is better than that of any individual method. It is not the case for bag-of-entities, where only one of the similarity measures (Late-max) is improved by the combination. Overall, in answer to RQ2, we find the bag-of-entities representation to be the most effective one. The fact that this sparse representation outperforms word embeddings is regarded as a somewhat surprising finding, given that the latter has been trained on massive amounts of (external) data.
As for the choice of similarity measure (RQ3), it is difficult to name a clear winner when a single semantic representation is used. The relative differences between similarity measures are generally small (below 5%). When all four semantic representations are used (bottom row in Table 6 ), we find that Late-sum and Late-avg achieve the highest overall improvement. Importantly, when using all semantic representations, all four similarity measures improve significantly and substantially over the baseline. We further note that the combination of all similarity measures do not yield further improvements over Late-sum or Late-avg. In answer to RQ3, we identify the late fusion strategy with sum or avg aggregation (i.e., Late-sum or Late-avg) as the preferred similarity method.
Analysis
We continue with further analysis of our results. Figure 4 shows the importance of individual features for the table retrieval task, measured in terms of Gini importance. The novel features are distinguished by color. We observe that 8 out of the top 10 features are semantic features introduced in this paper.
Features.
Semantic Representations.
To analyze how the four semantic representations affect retrieval performance on the level of individual queries, we plot the difference between the LTR baseline and each semantic representation in Figure 5 . The histograms show the distribution of queries according to NDCG@20 score difference (∆): the middle bar represents no change (∆ <0.05), while the leftmost and rightmost bars represents the number of queries that were hurt and helped substantially, respectively (∆ >0.25). We observe similar patterns for the bag-of-entities and word embeddings representations; the former has less queries that were significantly helped or hurt, while the overall improvement (over all topics) is larger. We further note the similarity of the shapes of the distributions for bag-of-categories and graph embeddings. Figure 6 , we plot the results for the LTR baseline and for our STR method according to the two query subsets, QS-1 and QS-2, in terms of NDCG@20. Generally, both methods perform better on QS-1 than on QS-2. This is mainly because QS-2 queries are more focused (each targeting a specific type of instance, with a required property), and thus are considered more difficult. Importantly, STR achieves consistent improvements over LTR on both query subsets.
Query Subsets. On
Individual Queries.
We plot the difference between the LTR baseline and STR for the two query subsets in Figure 7 . Table 7 lists the queries that we discuss below. The leftmost bar in Figure 7 (a) corresponds to the query "stocks. " For this broad query, there are two relevant and one highly relevant tables. LTR does not retrieve any highly relevant tables in the top 20, while STR manages to return one highly relevant table in the top 10. The rightmost bar in Figure 7 (a) corresponds to the query "ibanez guitars." For this query, there are two relevant and one highly relevant tables. LTR produces an almost perfect ranking for this query, by returning the highly relevant table at the top rank, and the two relevant tables at ranks 2 and 4. STR returns a non-relevant table at the top rank, thereby pushing the relevant results down in the ranking by a single position, resulting in a decrease of 0.29 in NDCG@20. The leftmost bar in Figure 7 (b) corresponds to the query "board games number of players. " For this query, there are only two relevant tables according to the ground truth. STR managed to place them in the 1st and 3rd rank positions, while LTR returned only one of them at position 13th. The rightmost bar in Figure 7 (b) is the query "cereals nutritional value." Here, there is only one highly relevant result. LTR managed to place it in rank one, while it is ranked eighth by STR. Another interesting query is "irish counties area" (third bar from the left in Figure 7 (b)), with three highly relevant and three relevant results according to the ground truth. LTR returned two highly relevant and one relevant results at ranks 1, 2, and 4. STR, on the other hand, placed the three highly relevant results in the top 3 positions and also returned the three relevant tables at positions 4, 6, and 7. 
RELATED WORK
There is an increasing amount of work on tables, addressing a wide range of tasks, including table search, table mining, table extension,  and table completion. Table search is a fundamental problem on its own, as well as used often as a core component in other tasks. Table Search . Users are likely to search for tables when they need structured or relational data. Cafarella et al. [9] pioneered the table search task by introducing the WebTables system. The basic idea is to fetch the top-ranked results returned by a web search engine in response to the query, and then extract the topk tables from those pages. Further refinements to the same idea are introduced in [6] . Venetis et al. [42] leverage a database of class labels and relationships extracted from the Web, which are attached to table columns, for recovering table semantics. This information is then used to enhance table search. Pimplikar and Sarawagi [34] search for tables using column keywords, and match these keywords against the header, body, and context of tables. Google Web Tables 2 provides an example of a table search system interface; the developers' experiences are summarized in [2] . To enrich the diversity of search results, Nguyen et al. [30] design a goodness measure for table search and selection. Apart from keyword-based search, tables may also be retrieved using a given "local" table as the query [1, 12, 22] . We are not aware of any work that performs semantic matching of tables against queries. [4, 6, 12, 21, 45] . These methods commonly use table search as the first step [4, 21, 45] . Searching related tables is also used for row extension. In [12] , two tasks of entity complement and schema complement are addressed, to extend entity rows and 2 https://research.google.com/tables columns respectively. Zhang and Balog [49] populate row and column headings of tables that have an entity focus. [46] take tables as a knowledge base to execute queries using deep neural networks. Sekhavat et al. [39] augment an existing knowledge base (YAGO) with a probabilistic method by making use of table information. Similar work is carried out in [13] , with tabular information used for knowledge base augmentation. Another line of work concerns table annotation and classification. Zwicklbauer et al. [51] introduce a method to annotate table headers by mining column content. Crestan and Pantel [11] introduce a supervised framework for classifying HTML tables into a taxonomy by examining the contents of a large number of tables. Apart from all the mentioned methods above, table mining also includes tasks like table interpretation [9, 29, 42] and table recognition [11, 51] . In the problem space of table mining, table search is an essential component.
CONCLUSION
In this paper, we have introduced and addressed the problem of ad hoc table retrieval: answering a keyword query with a ranked list of tables. We have developed a novel semantic matching framework, where queries and tables can be represented using semantic concepts (bag-of-entities and bag-of-categories) as well as continuous dense vectors (word and graph embeddings) in a uniform way. We have introduced multiple similarity measures for matching those semantic representations. For evaluation, we have used a purpose-built test collection based on Wikipedia tables. Finally, we have demonstrated substantial and significant improvements over a strong baseline. In future work, we wish to relax our requirements regarding the focus on Wikipedia tables, and make our methods applicable to other types of tables, like scientific tables [16] or Web tables.
