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Abstract
Recently, Deshpande et al. introduced a new measure of the complexity of a Boolean
function. We call this measure the “goal value” of the function. The goal value of f
is defined in terms of a monotone, submodular utility function associated with f . As
shown by Deshpande et al., proving that a Boolean function f has small goal value
can lead to a good approximation algorithm for the Stochastic Boolean Function Eval-
uation problem for f . Also, if f has small goal value, it indicates a close relationship
between two other measures of the complexity of f , its average-case decision tree com-
plexity and its average-case certificate complexity. In this paper, we explore the goal
value measure in detail. We present bounds on the goal values of arbitrary and specific
Boolean functions, and present results on properties of the measure. We compare the
goal value measure to other, previously studied, measures of the complexity of Boolean
functions. Finally, we discuss a number of open questions provoked by our work.
Keywords: Boolean functions, submodularity, read-once formulas
1. Introduction
Deshpande et al. introduced a new measure of the complexity of a Boolean func-
tion [5]. We call this measure the “goal value” of the function.1 In this paper, we
explore properties of the goal value measure.
We begin with some background. The goal value measure was introduced as part
of an effort to develop approximation algorithms for the Stochastic Boolean Func-
tion Evaluation (SBFE) problem. In this problem, we are given a Boolean function
f(x1, . . . , xn), and we need to evaluate it on an initially unknown input x. For exam-
ple, consider a situation where each bit xi of x corresponds to the result of a medical
test, and f is a function of the test results, indicating whether the patient has a certain
disease.
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In addition to f , the input to the SBFE problem includes a cost ci and probability
pi for each variable xi. The cost ci is the cost associated with determining the value
of xi, and pi is the independent probability that xi is 1. We may choose which bits
to “buy” sequentially, and the choice of the next bit can depend on the choices of the
previous bits. The task in the SBFE problem is to choose the sequence of bits so as to
minimize the expected cost incurred before we determine f(x).
Once we know all bits of x, we have enough information to determine f(x). In
fact, once we know enough bits that they form a certificate of f (i.e., the value of
f(x) is already determined by those bits alone), we also have enough information to
determine f(x). Thus any set of bits that forms a certificate has the same value to us.
However, if the bits we know do not form a certificate, then we cannot determine f(x).
Nevertheless, we may still want to think of these bits as having some value towards our
goal of determining f(x). We can therefore define a (non-traditional) utility function
that quantifies the value of knowing particular subsets of the bits, by assigning a non-
negative integer value to each partial assignment. For example, the utility function
might assign a value of 4 to knowing that x1 = 1 and x3 = 0. The maximum value
of this utility function should be achieved precisely on those sets of bits that form a
certificate. Let us call this valueQ.
Once we have such a utility function, there is a natural greedy approach to choosing
which bits to “buy”: buy bits one by one, each time buying the bit that achieves the
largest expected increase in utility value, per unit cost, until you can determine f(x).
In general, this greedy approach will not perform well. However, if the utility function
has two useful properties, namely monotonity and submodularity, then a prior result of
Golovin and Krause implies that the expected cost of the greedy approach is at most a
factor O(logQ) times the optimal expected cost [10].
We will define monotonicity and submodularity formally below. Intuitively, mono-
tonicity means that utility increases (or stays the same) as more bits are acquired. Sub-
modularity is a diminishing returns property: if we consider the value of a bit to be the
increase in utility that it would provide, then postponing the purchase of a particular bit
cannot increase its value.
Call a utility function with the above properties a goal function for f . The goal
value of a Boolean function f is the smallest possible value of Q, of any goal function
for f .
Intuitively, we can think of a goal function for f as being a monotone, submodular
surrogate for f . It has an expanded domain (including partial assignments to the vari-
ables) and an expanded range (the set {0, 1, . . . , Q}, rather than just {0, 1}). The goal
value of f measures how much we need to expand the range in order to achieve both
monotonicity and submodularity. Deshpande et al. showed that, in addition to having
implications for Boolean function evaluation, proving that a Boolean function f has
small goal value indicates a close relationship between two other measures of the com-
plexity of f : its average-case decision tree complexity and its average-case certificate
complexity.
In this paper, however, our focus is not on the implications of goal value. Instead,
we focus on understanding the fundamental properties of the goal value measure itself.
We prove new bounds on the goal values of general and specific Boolean functions. We
also consider the related 1-goal value and 0-goal value measures. Our results suggest a
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number of interesting open questions.
We begin by presenting necessary definitions and explaining the known connec-
tions between goal value, decision tree complexity, and Boolean function evaluation.
We then prove some generic properties of goal functions. While a single Boolean
function can have different goal value functions, we show that two distinct Boolean
functions can only have the same goal function if they are complements of each other.
An interesting open question is whether each Boolean function has a unique optimal
goal function.
We show that the goal value of every Boolean function f is at least n, if f depends
on all n of its input variables. We note that this lower bound is tight for certain Boolean
functions, such as AND, OR and XOR functions. We also present goal value bounds
for Boolean k-of-n functions.
Deshpande et al. showed that the goal value of every Boolean function f is upper
bounded by ds(f) · cs(f), where ds(f) is the minimum number of terms in a DNF
formula for the function, and cs(f) is the minimum number of clauses in a CNF for-
mula for the function [5]. We show that if f is a Boolean read-once function, then
the goal value of f is equal to ds(f) · cs(f). Thus for read-once functions, there is a
close relationship between goal value and the traditional complexity measures ds(f)
and cs(f).
We show that the goal value of any Boolean function f is at most 2n − 1. We do
not know how close goal value can come to this upper bound. Deshpande et al. showed
that two specific Boolean functions have goal values lower bounded by 2n/2. Using
our bound on the goal value of read-once functions, we show that there is a read-once
function whose goal value is n3 3
n
3 , which is equal to 2αn(n/3), where α = log2 33 ≈
.528.
We give an (exponential-sized) integer program for arbitrary Boolean function f
whose solution is an optimal goal value function for f .
2. Terminology and Notation
Boolean function definitions: Let V = {x1, . . . , xn}. A partial assignment is a
vector b ∈ {0, 1, ∗}n. For partial assignments a, b ∈ {0, 1, ∗}n, a is an extension of b,
written a  b, if ai = bi for all bi 6= ∗. We also say that b is contained in a.
Given Boolean function f : {0, 1}n → {0, 1}, a partial assignment b ∈ {0, 1, ∗}n
is a 0-certificate of f if f(a) = 0 for all a ∈ {0, 1}n such that a  b. It is a 1-
certificate if f(a) = 1 for all a ∈ {0, 1}n such that a  b. It is a certificate if it is
either a 0-certificate or a 1-certificate. We say that b contains a variable xi if bi 6= ∗. We
will occasionally treat a certificate b as being the set of variables xi such that bi 6= ∗,
together with the assignments given to them by b. The size of a certificate b is the
number of variables xi that it contains. If b and b
′ are certificates for x with b  b′, we
say that b′ is contained in b. A certificate b for f is minimal if there is no certificate b′
of f , such that b′ 6= b and b  b′.
The certificate size of a Boolean function f is the maximum, over all x ∈ {0, 1}n,
of the size of the smallest certificate contained in x. Given a distributionD on {0, 1}n,
the expected certificate size of f is the expected value, for x drawn fromD, of the size
of the smallest certificate contained in x.
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It is well-known that every Boolean function f can be represented as a polynomial
over GF(2). That is, either f is the constant function f = 0, or f is computed by
an expression of the form T1 + T2 + . . . + Tk for some k > 0, where each Ti is the
conjunction (i.e., AND) of the variables in some subset of V , no two terms contain
exactly the same subset Si of variables, and addition is modulo 2. (If Si = ∅, then
Ti = 1.) This is sometimes called the ring-sum expansion of the function. Each
Boolean function has a unique such representation, up to permutation of the terms Ti.
A variable xi appears in the GF(2) polynomial for Boolean function f iff function f
depends on variable xi.
For function f(x1, . . . , xn) defined on {0, 1}n, and b ∈ {0, 1, ∗}, the function fb
induced on f by b is defined as follows. Let Vb = {xi|bi = ∗}. Then Vb is the set
of input variables for function fb, and the domain of fb is the set of assignments that
assign 0 or 1 to each variable. For each a in the domain, fb(a) = f(a\b), where a\b
denotes the assignment to V produced by setting the variables in Vb according to a,
and the variables in V −Vb according to b. For k ∈ {0, 1}, we use fxi←k to denote the
function induced on f by the partial assignment setting xi to k, and all other variables
to ∗.
The k-of-n function is the Boolean function on n variables whose output is 1 if and
only if at least k of its input variables are 1.
A read-once formula is a Boolean formula over the basis of AND and OR gates,
whose inputs are distinct variables. The variables may be negated. If no variables are
negated, the formula is said to be monotone.
We can view a read-once formula as a rooted tree with the following properties:
1. The leaves are labeled with distinct variables from the set {x1, . . . , xn}, for some
n ≥ 1, and each such variable may appear with or without negation
2. Each internal node is labeled AND or OR
3. Each node labeled AND or OR has at least 2 children.
A read-once function is a Boolean function that can be computed by a read-once for-
mula.
A maxterm of a monotone Boolean function f(x1, . . . , xn) is the set of variables
contained in a minimal 0-certificate of f . (Equivalently, it is a set of variables S such
that setting the variables in S to 0 forces f to 0, but this is not true of any proper subset
of S.) A minterm of f is the set of variables contained in a minimal 1-certificate of f .
If F is a Boolean formula computing a monotone function, we say that a subset S of
its variables is a maxterm (minterm) of F iff S is a maxterm (minterm) of the function
is computes.
We use ds(f) to denote the minimum number of terms in a DNF formula for f , and
cs(f) to denote the minimum number of clauses in a CNF formula for f .
A decision tree computing a Boolean function f(x1, . . . , xn) is a binary tree where
each binary node is labeled by a variable in V , and each each leaf is labeled either
0 or 1. The left child of an internal node labeled xi corresponds to xi = 0, and the
right child corresponds to xi = 1. The tree computes f if for each x ∈ {0, 1}n, the
root-leaf path induced by x ends in a leaf whose label is f(x). Given a decision tree T
computing f , and x ∈ {0, 1}n, let Depth(T, x) denote the number of internal nodes
on the root-leaf path in T induced by x. Then the depth of T is the maximum value
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of Depth(T, x) for all x ∈ {0, 1}n. Given a probability distribution on {0, 1}n, the
expected depth of T is the expected value of Depth(T, x), when x is drawn from the
distribution. The average depth of T is its expected depth with respect to the uniform
distribution on {0, 1}n. The decision tree depth of Boolean function f is the minimum
depth of any decision tree computing f . The expected decision tree depth of Boolean
function f , with respect to a distribution on {0, 1}n, is the minimum expected depth of
any decision tree computing f , with respect to that distribution.
The rank of a (binary) decision tree T is defined as follows [6]: if T is a leaf, then
rank(T ) = 0. Otherwise, let rank0 denote the rank of the subtree rooted at the left
child of the root of T and rank1 denote the rank of the subtree rooted at the right child
of the root of T . Then
rank(T ) =
{
max{rank0, rank1} if rank0 6= rank1
rank0 + 1 otherwise
A k-decision list is a list of pairs (ti, vi) where ti is a term (conjunction) of at most
k literals and vi ∈ {0, 1}. The last term ti is the empty term, which is equal to 1. A
decision list L defines a Boolean function such that for any assignment x ∈ {0, 1}n,
L(x) = vj where j is the minimum index such that tj(x) = 1 [14].
We say that a Boolean function f is computed by a degree d polynomial threshold
function if there is a multivariate polynomial p(x1, . . . , xn) of (total) degree d, over the
real numbers, such that for all x ∈ {0, 1}n, f(x) = sgn(p(x)), where sgn(z) = 1 if
z ≥ 0 and sgn(z) = 0 if z < 0. The polynomial threshold degree of f is the minimum
d such that f is computed by a polynomial threshold function of degree d.
Submodularity Definitions: Let N = {1, . . . , n}. In what follows, we assume
that utility functions are integer-valued. In the context of standard work on submodu-
larity, a utility function is a set function g : 2N → Z≥0. Given S ⊆ N and j ∈ N ,
gS(j) denotes the quantity g(S ∪ {j})− g(S).
We also use the term utility function to refer to a function g : {0, 1, ∗}n → Z≥0
defined on partial assignments. For l ∈ {0, 1, ∗}, the quantity bxi←l denotes the partial
assignment that is identical to b except that bi = l.
A utility function g : {0, 1, ∗}n → Z≥0 is monotone if for b ∈ {0, 1, ∗}
n, i ∈ N
such that bi = ∗, and l ∈ {0, 1}, g(bxi←l) − g(b) ≥ 0; in other words, additional
information can not decrease utility. Utility function g is submodular if for all b, b′ ∈
{0, 1, ∗}n and l ∈ {0, 1}, g(bxi←l) − g(b) ≥ g(b
′
xi←l
) − g(b′) whenever b′  b and
bi = b
′
i = ∗. This is a diminishing returns property.
We say that Q ≥ 0 is the goal value of g : {0, 1, ∗}n → Z≥0 if g(b) = Q for all
b ∈ {0, 1}n.
A goal function for a Boolean function f : {0, 1}n → {0, 1} is a monotone,
submodular function g : {0, 1, ∗}n → Z≥0, with goal value Q, such that for all
b ∈ {0, 1, ∗}n, g(x) = Q iff b contains a certificate of f . We define the goal value of f
to be the minimum goal value of any goal function g for f .
A 1-goal function for f is a monotone, submodular function g : {0, 1, ∗}n → Z≥0,
such that for some constant Q ≥ 0, g(b) = Q if b is a 1-certificate of f , and g(b) < Q
otherwise. We call Q the 1-goal value of g.
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We define the 1-goal value of f to be the minimum goal value of any 1-goal func-
tion for f . The definition of a 0-goal function for f and the 0-goal value of f are
analogous.
We denote the goal value, 1-goal value, and 0-goal value of f by Γ(f), Γ1(f), and
Γ0(f) respectively.
We say that a goal function g for Boolean function f is optimal if the goal value of
g is Γ(f).
We use g(xi = ℓ) to denote the value of g(b) at the b ∈ {0, 1, ∗}n that has bi = ℓ
and bj = ∗ for j 6= i.
We define a directed graph that we call the extension graph. It is similar to the
Boolean lattice, but for partial assignments. The vertices of this graph correspond to
the elements of {0, 1, ∗}n. For a, b ∈ {0, 1, ∗}n, there is an edge from a to b if b can be
produced from a by changing one ∗ in a to 0 or 1. (Equivalently, the extension graph is
the directed graph associated with a Hasse diagram for the extension relation .) We
imagine this graph is drawn so that higher vertices are more informative. That is, we
put the 2n full assignments at the top, and the empty assignment ∗∗ · · · ∗ at the bottom.
The weight of a partial assignment is the number of 0’s and 1’s that it has. Then, the
vertices of identical weight form a level in this graph, and there are n+ 1 levels.
3. Previous Results on Goal Value
Before showing our new results, we review previous results on goal value.
3.1. Goal value and DNF/CNF size
The following fundamental facts were shown by Deshpande et al. [5].
Proposition 1. For any Boolean function f , Γ(f) ≤ Γ1(f) · Γ0(f), Γ0(f) ≤ ds(f),
and Γ1(f) ≤ cs(f).
To see that Γ1(f) ≤ cs(f), let φ be a CNF formula for f with cs(f) clauses,
and let g1 be the 1-goal value function with goal value cs(f), such that g1(b) equals
the number of clauses of φ satisfied by b. The inequality Γ0(f) ≤ ds(f) is shown
analogously using a 0-goal function g0 such that g0(b) is equal to the number of terms
falsified by b in a DNF for f with ds(f) terms.
The proof that Γ(f) ≤ Γ1(f) · Γ0(f) relies on a standard “OR” construction used
previously by Guillory and Blmes [11]. Let g1 be a 1-goal function for f and g2 be
a 0-goal function for f . Let Q1 and Q0 be the goal values for these functions. Then
function g(b) = Q1Q2−(Q1−g1(b))(Q2−g0(b)) is a monotone, submodular function
where g(b) = Q1Q2 iff g1(b) = Q1(b) or g0(b) = Q0(b).
Γ(f) can be exponential in n [5].
3.2. Bounds on Decision Tree Depth
Deshpande et al. also showed that the goal value of a Boolean function f could be
used to upper bound the expected depth of a decision tree computing f , with respect to
the uniform distribution on {0, 1}n.
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Let DT(f) denote the expected decision tree depth of f , and CERT(f) denote the
expected certificate size of f , where both expectations are with respect to the uniform
distribution on {0, 1}n. Since every decision tree leaf is a certificate, CERT(f) ≤
DT(f). Let g be an optimal goal function for f . Under the uniform distribution, when
run on g, the AdaptiveGreedy algorithm of Golovin and Krause outputs a solution (cor-
responding to a decision tree) that is within a factor of 2(ln Γ(f) + 1) of the expected
certificate size of f . It follows that
DT(f) ≤ (2 lnΓ(f) + 1)CERT(f).
Thus if Γ(f) is small, expected certificate size and expected depth are close to
each other. However, Γ(f) can be very large. In [1], it was shown that the gap
between DT(f) and CERT(f) can be exponential: there is a function f such that for
any constant 0 < ǫ < 1, DT(f)
CERT(f) = Ω(2
ǫCERT(f)). This stands in marked contrast
to results for worst-case depth of decision tree and worst-case certificate size; it is
known that the worst-case depth of a decision tree is at most quadratic in the size of the
worst-case certificate [3].
4. Relations between Functions, Goal Functions, and Goal Values
Clearly, any 1-goal function for f determines f . A similar statement holds for
0-goal functions. It is also evident that any goal function for a Boolean function deter-
mines all of its certificates. It is interesting that a much stronger result is true.
Theorem 1. Any goal function determines the Boolean function, up to complementa-
tion. That is, if g is a goal function for a Boolean function f , then g is a goal function
for exactly one other Boolean function, namely ¬f .
Proof. Let g be a goal function for some Boolean function f : {0, 1}n → {0, 1}.
Let the goal value of g be Q. Since every assignment in {0, 1}n is a certificate of f ,
g(a) = Q for all a ∈ {0, 1}n. Now, consider two assignments in {0, 1}n that differ by
the setting of one bit, say:
a = ...0...
b = ...1...
The partial assignment with that bit erased is
c = ... ∗ ...
which is right below a and b in the extension graph. If c has valueQ, then f(a) = f(b)
and if c has value< Q, we know that f(a) 6= f(b). This allows us to classify all edges
a− b of the Boolean hypercube as one where f takes the same values on the endpoints,
or one where different values are taken. Therefore, the following “is you is or is you
ain’t” procedure can be used to recover f (up to complementation):
There are two colors, red and white.
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Choose any corner of the hypercube, and color it red (say).
Now do breadth first search starting with this corner.
When a “new” vertex w is discovered, it will be from
a previously colored vertex v. Use the classification of
(v, w) to color w.
At the end of the procedure, all vertices are colored, and we know that there is a
value x (0 or 1) such that such that f(v) = x (resp. x¯) for all red (resp. white) vertices
v.
To illustrate this theorem, we start with a goal function for OR. Here, we call the
four full assignments A,B,C,D. Edges in the graph are not shown.
A B C D
(2) (2) (2) (2) ← value
00 10 01 11 ← assignment
(1) (2) (1) (2)
∗0 ∗1 0∗ 1∗
(0)
∗∗
Inspecting this labeled graph we see that
f(A) 6= f(B), f(C) = f(D), f(B) = f(D),
so A is mapped to one Boolean value and the other assignments are mapped to the
complementary value. Thus f is either OR or not-OR.
Observe that the function recovery procedure need not examine the entire goal
function. It can query one top level value (to learn Q) and then 2n − 1 values at
the next level down, corresponding to the partial assignments setting a designated bit
to ∗, and the remaining bits to values in {0, 1}.
There can be more than one goal function for a Boolean function, even if all goal
functions are normalized to start at 0. For example, if g is a goal function for f , and
k is any positive integer, let g′ : {0, 1, ∗}n → Z≥0 be such that g′(b) = g(b) for
b = (∗, ∗, ·, ∗), and g′(b) = g(b) + k otherwise. Then g′ is also a goal function for f .
We can also multiply any goal function by a positive integer constant, and get
another one. For this reason, the values (extension graph labels) taken by an optimal
goal function must be relatively prime.
A more interesting question to ask, then, is this: can a Boolean function have more
than one optimal goal function?
A related question is to determine which Boolean functions have equal goal values.
It is easy to prove the following proposition, which says that goal value is invariant
under some simple transformations.
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Proposition 2. Let f be a Boolean function. If f ′ = ¬f , then Γ(f ′) = Γ(f). If f ′ is
any function produced from f by replacing an input variable of f by its negation, then
Γ(f ′) = Γ(f). Finally, if f ′ is produced from f by permuting the input variables of f ,
then Γ(f) = Γ′(f).
Let us call two Boolean functions (both defined on n variables) C-equivalent if one
can be turned into the other by complementing inputs and/or the output. By Proposi-
tion 2, C-equivalent Boolean functions have the same goal value. However, the con-
verse is not true. For example, we show below (Section 5) that AND and XOR have
goal value n, but they are not C-equivalent, because C-equivalent functions have the
same Hamming weight mod 2.
We note that a formula for the number of C-equivalence classes appears in the
literature [12, p. 152]:
22
n
+ (2n − 1)22
n−1+1
2n+1
.
This is sequence A000133 in OEIS. It begins 2, 5, 30, 2288, 67172362, . . . . There is
an interesting heuristic interpretation for this. The leading term comes from taking the
total number of functions, 22
n
, and dividing by the size of the symmetry group, 2n+1.
Now let us call two Boolean functions (both defined on n variables) G-equivalent
if they have the same goal value. It is an open question to determine the number of
equivalence class of Boolean functions with respect to G-equivalence.
5. Lower Bound on Goal Value
In this section, we seek to lower bound the goal value for all Boolean functions.
Let f : {0, 1}n → {0, 1} be a Boolean function depending on all its variables.
We begin with the following lemma:
Lemma 1. Let f(x1, . . . , xn) be a Boolean function. Let ℓ, k ∈ {0, 1}. Let g be a
goal function for f . If there is a minimal certificate of f setting xi = ℓ, then g(xi =
ℓ)− g(∗, . . . , ∗) ≥ 1.
Similarly, if g′ is a k-goal function for f , and there is a minimal k-certificate for f
setting xi = ℓ, which has size s, then g
′(xi = ℓ) − g′(∗, . . . , ∗) ≥ 1. Further, if the
size of that certificate is s, then the goal value of g′ is at least s.
Proof. Let g be a goal function for f , and let Q be its goal value. Let g′ be a k-goal
function for f , and let Q′ be its k-goal value. Let d be a minimal k-certificate for f .
Thus g(d) = Q and g′(d) = Q′.
Let s be the size of certificate d, and without loss of generality, assume that x1, . . . , xs
are the variables contained in d. Consider the sequence d0, d1, . . . , ds where d0 =
(∗, . . . , ∗) and di = (d1, d2, . . . , di, ∗, . . . , ∗) for 1 ≤ i ≤ s. Consider a fixed i such
that 1 ≤ i ≤ s. By monotonicity, g(di−1) ≤ g(di). Suppose g(di−1) = g(di). Let dˆ
be the partial assignment that is obtained from ds by setting xi to ∗. Since d is a mini-
mal certificate for f , dˆ is not a certificate, and so g(dˆ) < Q, and thus g(d)− g(dˆ) ≥ 1.
Since d and dˆ differ only in the assignment to xi, and dˆ  di−1, by submodularity,
g(di)− g(di−1) ≥ 1 and g(xi = di)− g(∗, . . . , ∗) ≥ 1.
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The same argument shows that g′(di)−g′(di−1) ≥ 1 and g′(xi = di)−g(∗, . . . , ∗) ≥
1. From the first inequality, we get that g′(d) ≥ s. The lemma follows.
The proof of the above lemma also shows that Γ(f) ≥ d, where d is the size of a
minimal certificate for f . But d ≤ n, and we will prove that Γ(f) ≥ n. We use the
following lemma, which is Theorem 1 in [15], and was also reproven in [8].
Lemma 2. [15] Let f(x1, . . . , xn) be a Boolean function depending on all n of its
variables. Then there exists a variable xi and a value ℓ ∈ {0, 1} such that the induced
function fxi←ℓ depends on all n− 1 of its input variables.
We now have the following theorem:
Theorem 2. Let f : {0, 1}n → {0, 1} be a Boolean function. If f depends on exactly
n′ of its input variables, then Γ(f) ≥ n′. Further, Γ1(f) + Γ0(f) ≥ n′ + 1.
Proof. We prove the theorem in the case that f depends on all n of its input variables,
so n′ = n. This is without loss of generality, because if n′ < n, we can consider
instead the restriction of f to the variables on which it depends. It is easy to verify that
this causes no change in the values of Γ, Γ1, and Γ0.
By repeated application of Lemma 2, it follows that there exists a sequence of
partial assignments, b0, b1, . . . , bn
′
in {0, 1, ∗}n, such that b0 is the all-∗ assignment,
bn has no ∗’s, each bi+1 is an extension of b
i produced by changing exactly one ∗
to a non-∗ value, and the function f i that is induced from f by partial assignment bi
depends on all n− i of its variables.
Without loss of generality, assume bi assigns values in {0, 1} to variablesxn−i+1, . . . , xn,
and sets variables x1, . . . , xn−i to ∗. Thus f i : {0, 1}n−i → {0, 1}.
Let g be a goal function for f . For i ∈ {1, . . . , n}, let gi : {0, 1, ∗}n−i → Z≥0
be the function induced on g by bi. Thus for a ∈ {0, 1, ∗}n−i, gi(a) = g(a\bi),
where a\bi denotes the assignment produced by setting the variables in {x1, . . . , xn−i}
according to a, and the remaining variables of g according to bi. From the fact that g is
a goal function for f , it easily follows that gi is a goal function for f i, with goal value
equal to the goal value of g.
Let xn−i+1 ← ℓ, where ℓ ∈ {0, 1}, be the one-variable assignment that ex-
tends bi−1 to produce bi. Since f i−1 depends on xn−i+1, there is an assignment
b ∈ {0, 1}n−i+1 such that f i−1(bxn−i+1 ← 0) 6= f
i−1(bxn−i+1 ← 1). Hence there is
a minimal 0-certificate or a minimal 1-certificate for f i−1 setting xn−i+1 to ℓ. Thus by
Lemma 1, gi−1(xn−i+1 = ℓ) − gi−1(∗, . . . , ∗) ≥ 1, and hence g(bi) − g(bi−1) ≥ 1.
Thus the value of g increases by at least 1 for each bi in the sequence b0, b1, . . . , bn,
and so g(xn) ≥ n. This proves that Γ(f) ≥ n.
We now need to prove that Γ1(f) + Γ0(f) ≥ n + 1. Let g′ be a 1-goal function
for f , and let g′′ be a 0-goal function for f . Considering the sequence b0, . . . , bn again,
the above argument, together with Lemma 1, shows that for each i ∈ {1, . . . , n− 1},
g′(bi)− g′(bi−1) ≥ 1 or g′′(bi)− g′′(bi−1) ≥ 1. Thus g′(bn−1) + g′′(bn−1) ≥ n− 1.
Either the assignment x1 = b
n
1 is in a 1-certificate for f
n−1, or in a 0-certificate
(or both). Without loss of generality, assume it is in a 1-certificate. Then assignment
x1 = ¬b
n
1 is in a 0-certificate for g
n−1. Let q′ be the goal value of g′ and q′′ be the
goal value for g′′. Since bn−1 contains neither a 1-certificate nor a 0-certificate for f ,
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g′(bn−1) ≤ q′− 1 and g′′(bn−1) ≤ q′′− 1. It follows that n− 1 ≤ (q′− 1)+ (q′′− 1),
and so q′ + q′′ ≥ n+ 1. The theorem follows.
Furthermore, these bounds can be tight, as illustrated in the following two proposi-
tions:
Proposition 3. The AND, OR, and XOR functions, and their negations, have goal value
n.
Proof. Their goal values must be at least n, by Theorem 2. For AND, consider utility
function g whose value equals n on any partial assignment having at least one 0, and
whose value equals the number of 1’s otherwise. This is a goal function for AND, and
there is a dual goal function for OR. For XOR, consider the goal function whose value
on a partial assignment is equal to the number of variables set to 0 or 1.
Proposition 4. Let f : {0, 1}n → {0, 1} be a Boolean k-of-n function. Then Γ1(f) =
k and Γ0(f) = n− k + 1.
Proof. For any k-of-n function f , define the 1-goal function g′ whose value on any
subset of bits is just the minimum of k and the number of bits set to 1. This 1-goal
function has goal value k, so Γ1(f) ≤ k and by Lemma 1, Γ1(f) ≥ k. Similarly,
define the 0-goal function g′′ whose value on any subset of bits is the minimum of
n− k + 1 and the number of bits set to 0.
We can further analyze the goal value for k-of-n functions:
Theorem 3. Let f : {0, 1}n → {0, 1} be a Boolean k-of-n function. Then Γ(f) =
k(n− k + 1).
Proof. Let g be a goal function for f with goal value Q. Consider a minimal 1-
certificate b for f . It has exactly k 1’s and no 0’s. Since g(b) = Q it follows from
the submodularity and monotonicity of g that there must be at least one index i1 such
that bi1 = 1 and g({bi1}) ≥
1
kQ. Let t1 = g({bi1}). Thus g(b)− g({bi1}) = Q− t1.
It follows again from the monotonicity and submodularity of g that for some index
i2 6= i1 where bi2 = 1, g({bi1 , bi2}) ≥ t1 +
1
k−1 (Q − t1). Since t1 ≥
1
kQ, and
t1+
1
k−1 (Q− t1) = t1(1−
1
k−1 )+
1
k−1Q, we get that g({bi1 , bi2}) ≥
1
k (1−
1
k−1 )Q+
1
k−1Q so g({bi1 , bi2}) ≥ Q(
2
k ). Settng t2 = g({bi1 , bi2}), we similarly get i3 with
g({bi1 , bi2 , bi3}) ≥
3
kQ and so forth, until we have g({bi1 , . . . , bik−1}) ≥
k−1
k Q,
where bi1 , . . . , bik−1 are k− 1 of the k bits of b that are set to 1. Let bik be the remain-
ing bit of b that is set to 1. Let c be the minimal 0-certificate for f such that cik = 0,
and further, ci = 0 for all i where bi = ∗, and ci = ∗ for all other i. Let l = n− k+1,
which is the number of 0’s in c.
Let tk−1 = g({bi1 , . . . , bik−1}), so tk−1 ≥
k−1
k Q. Let d be the assignment such
that dij = 1 for j ∈ {1, . . . , k − 1}, and di = 0 for all other i. Then g(d) = Q and
g(d)− g({bi1 , . . . , bik−1}) = Q− tk−1. Let Q
′ = Q− tk−1.
Let l = n− k + 1. It follows from an argument similar to the one above that there
are bits cj1 , . . . , cjl−1 equal to 0 such that g({bi1 , . . . , bik−1 , cj1 , . . . , cjl−1}) ≥ tk−1+
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l−1
l Q
′. Let d′ be the partial assignment such that bi1 , . . . , bik−1 = 1, cj1 , . . . , cjl−1 = 0
and bi = ∗ for the remaining one variable xi.
Thus we have g(d′) ≥ tk−1 +
l−1
l Q
′ = tk−1 +
l−1
l (Q − tk−1) and so g(d
′) ≥
tk−1(1−
l−1
l )+
l−1
l Q. Using the fact that tk−1 ≥
k−1
k Q we get that g(d
′) ≥ k−1k (1−
l−1
l )Q +
l−1
l Q and so g(d
′) ≥ kl−1kl Q. Further, since d
′ is neither a 0-certificate nor
a 1-certificate for f , g(d′) < Q, and thus g(d′) ≤ Q − 1. It follows that Q ≥ kl =
k(n− k + 1).
Finally, it follows from Proposition 1 that there exists a goal function g for f with
goal value exactly equal to kl = k(n− k + 1).
We can obtain goal values of some additional functions by applying Proposition 2,
which states that goal value is unchanged under negation of variables. Fix b ∈ {0, 1}n,
and consider the function
f(x) =
{
1 if x = b
0 if x 6= b
having the unique satisfying assignment b. Since f can be produced from the AND
function by replacement of input variables by their negations, the goal value of f is
also n.
Similarly, for fixed b ∈ {0, 1}n, consider the function f whose value is 1 on input
a ∈ {0, 1}n iff a and b agree in at least k bits. Since this function can be produced
from the k-of-n function by replacement of variables by their negations, the goal value
of this function is k(n− k + 1).
6. Goal Value of Read-Once Functions
In this section we prove that a read-once function’s goal value is the product of its
DNF and CNF sizes. That is, Γ(f) = ds(f) · cs(f).
Given a set of variables T of a read-once formula f , let fT=0 denote the induced
read-once formula produced by setting all the variables in T to 0 (and simplifying in
the standard way to eliminate newly irrelevant variables and gates that are no longer
needed). Define fT=1 analogously.
We will need the following lemma.
Lemma 3. Let f be a monotone read-once function computed by a read-once formula
that contains at least two variables. Then at least one of the following holds:
1. There is a maxterm T of f , and a partition of T into two sets, T1 and T2, such
that cs(fT1=0) = cs(fT2=0) = cs(f).
2. There is a minterm S of f , and a partition of S into two sets, S1 and S2, such
that ds(fS1=1) = ds(fS2=1) = ds(f).
Proof. If Condition 1 holds for f , we say it has a good maxterm partition (with sets T ,
T1, and T2) and if Condition 2 holds we say that f has a good minterm partition (with
sets S, S1, and S2),
Let n be the number of variables of f . For the base case, assume n = 2. Then f
is either the AND of two variables, or the OR of two variables. In the former case, f
clearly has a good minterm partition, and in the latter, it has a good maxterm partition.
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Suppose the theorem holds when f is computed by a read-once formula with n
variables, for some n ≥ 2. Let f be a read-once function expresed by a read-once
formula with n+ 1 variables. In an abuse of notation, we will use f to denote both the
function and the formula.
We now show that f either has a good maxterm or a good minterm partition. Rep-
resent f as a binary tree whose internal nodes are all labeled AND and OR.
Case 1: The root of the tree f is AND.
Since the root of f is AND, we have cs(f) = cs(f ′)+cs(f ′′) and ds(f) = ds(f ′) ·
ds(f ′′).
Let f ′ and f ′′ be the two subtrees of the root. Since n+1 > 2, at least one of these
is not a single variable, so by the inductive hypothesis, it has a good minterm partition
or a good maxterm partition. We first consider the subcase where at least one of them
has a good maxterm partition. Wlog, assume that f ′ has a good maxterm partition,
with associated sets T ′, T ′1 and T
′
2. Then let T = T
′, T1 = T
′
1, and T2 = T
′
2. Since the
root of f is AND, T is a maxterm of f . Further, cs(fT1=0) = cs(f
′
T1=0
) + cs(f ′′) =
cs(f ′) + cs(f ′′) = cs(f). Similarly, cs(fT2=0) = cs(f). Therefore, T , T1, and T2
form a good maxterm partition for f .
Otherwise, at least one of the two formulas, f ′ and f ′′, has a good minterm par-
tition. Without loss of generality, suppose f ′ has a good minterm partition, with
associated sets S′, S′1, and S
′
2. Suppose first that f
′′ is a single variable y. Let
S = S′ ∪ {y}. S1 = {y} ∪ S′1 and S2 = S
′
2. Since {y} is a minterm of f
′′ and
S′ is a minterm of f ′, S is a minterm of f . Further, since ds(f) = ds(f ′) · ds(f ′′)
and f ′′ is a single variable, ds(f) = ds(f ′) · 1 = ds(f ′). Setting y to 1 causes f to
become equal to f ′. Therefore ds(fS1=1) = ds(f
′
S′
1
=1) = ds(f
′) = ds(f). Also,
ds(fS2=1) = ds(f
′
S2=1
) ·ds(f ′′) = ds(f ′) ·1 = ds(f). Thus S, S1 and S2 form a good
minterm partition for f .
Again assuming that f ′ has a good minterm partition, now suppose that f ′′ is not
a single variable. In this subcase, by the inductive hypothesis, f ′′ has either a good
maxterm partition or a good minterm partition. If f ′′ has a good maxterm partition, we
already showed above that f also has a good maxterm partition. So assume that f ′′ has
a good minterm partition. Let S′, S′1, and S
′
2 be the sets for the good minterm partition
of f ′, and let S′′, S′′1 and S
′′
2 be the sets for the good minterm partition of f
′′. Let
S = S′∪S′′. Let S1 = S′1∪S
′′
1 and S2 = S
′
2∪S
′′
2 . Then because the root of f is AND,
we have ds(f ′S1=1) = ds(f
′
S′
1
=1) ·ds(f
′′
S′′
1
=1) and ds(f
′
S2=1
) = ds(f ′S′
2
=1) ·ds(f
′′
S′′
2
=1).
Because S′, S′1, and S
′
2 are a good minterm partition for f
′ and S′′, S′′1 , and S
′′
2 are a
good minterm partition for f ′′, we have ds(f ′S′
1
=1) · ds(f
′′
S′′
1
=1) = ds(f
′) · ds(f ′′) and
ds(f ′S′
2
=1)·ds(f
′′
S′′
2
=1) = ds(f
′)·ds(f ′′) It follows that ds(fS1=1) = ds(f
′)·ds(f ′′) =
ds(f) and ds(fS2=1) = ds(f
′) · ds(f ′′) = ds(f). Thus S, S1 and S2 form a good
minterm partition for S.
Case 2: The root of the tree f is OR.
This case follows from Case 1 by duality.
We are now ready to prove the main theorem of this section.
Theorem 4. If f is a read-once function, then Γ(f) = ds(f) · cs(f)
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Proof. Without loss of generality, assume f is monotone. We will also use f to denote
a monotone read-once formula computing f .
We prove the theorem by induction on the number n of variables of the function f .
The theorem clearly holds when n = 1.
Assume the theorem holds when the number of variables is at most n. Now suppose
f has n+ 1 variables.
By Proposition 1, Γ(f) ≤ ds(f) · cs(f).
We will show that Γ(f) ≥ ds(f) · cs(f).
By the previous lemma, f must have either a good maxterm partition or a good
minterm partition. We give the proof only for the case where it has a good maxterm
partition. A dual proof works in the case where it has a good minterm partition.
So suppose f has a good maxterm partition, with T , T1 and T2. Then
cs(f) = cs(fT1=0) = cs(fT2=0). (1)
Since f is a monotone formula, ds(f) is equal to the number of minterms of f . The
minterms of fT1=0 are precisely those minterms of f that do not contain any variables
of T1. The corresponding statement holds for T2.
We now exploit a well-known property of read-once formulas that is easy to prove:
if a is a minimal 0-certificate of a read-once function, and b is a minimal 1-certificate of
the same function, then a and b contain exactly one variable in common (cf. [4, Chap.
10]). Therefore, each minterm of f contains exactly one variable of the maxterm T in
question. It follows that each minterm of f either contains a single variable of T1 or a
single variable of T2. Therefore,
ds(f) = ds(fT1=0) + ds(fT2=0). (2)
Let g be a goal function of f whose goal value is Γ(f). Define g0 to be the function
of subsets X of the variables of f such that g0(X) is equal to the value of g on the
assignment setting the variables inX to 0.
Consider the function fT1=0. Since it is read-once, and has fewer than n + 1 vari-
ables, by induction we have Γ(fT1=0) = ds(fT1=0) · cs(fT1=0). If we take f and set
the variables in T1 to 0, the induced function is fT1=0. It follows that we can define a
goal function h for fT1=0 whose value on any assignment b to the variables of fT1=0
is equal to g(b′) − g0(T1), where b′ is the extension of b to the variables of f that is
produced by setting the variables of T1 to 0.
The goal value of h is Γ(f) − g0(T1). By the definition of Γ, the goal value of h
must be at least Γ(fT1=0). Since Γ(fT1=0) = ds(fT1=0) · cs(fT1=0),
g0(T1) + ds(fT1=0) · cs(fT1=0) ≤ Γ(f). (3)
The same argument with T2 shows that
g0(T2) + ds(fT2=0) · cs(fT2=0) ≤ Γ(f). (4)
Since T1 ∪ T2 is a maxterm of f , and g is a goal function for f with goal value
Γ(f), we have g0(T1 ∪ T2) = Γ(f).
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By the submodularity of g,
g0(T1) + g0(T2) ≥ Γ(f). (5)
Adding together (3) and (4), we get
g0(T1) + g0(T2) + ds(fT1=0) · cs(fT1=0) + ds(fT2=0) · cs(fT2=0) ≤ 2Γ(f) (6)
Applying (5) gives
Γ(f) + ds(fT1=0) · cs(fT1=0) + ds(fT2=0) · cs(fT2=0) ≤ 2Γ(f) (7)
Using Equations (1) and (2), and subtracting Γ(f) from both sides of the inequality
yields
ds(f) · cs(f) ≤ Γ(f). (8)
We also have tight bounds on the 0-goal and 1-goal values of read-once functions.
Corollary 1. Let f be a read-once function. Then Γ0(f) = ds(f) and Γ1(f) = cs(f).
Proof. By Proposition 1, Γ0(f) ≤ ds(f), Γ1(f) ≤ cs(f), and Γ(f) ≤ Γ0(f) · Γ1(f).
Suppose Γ0(f) < ds(f) or Γ1(f) < cs(f). Then Γ(f) < ds(f) · cs(f), contradicting
the result of Theorem 4 that says Γ(f) = ds(f) · cs(f), So Γ0(f) = ds(f) and
Γ1(f) = cs(f).
7. Upper Bounds on Goal Value
We first prove a general upper bound on the goal value of Boolean functions.
Theorem 5. For any Boolean function f , Γ(f) ≤ 2n − 1.
Proof. For b ∈ {0, 1, ∗}n, let #01(b) be the number of 0 and 1 in b.
Let g : {0, 1, ∗}n → Z≥0 be defined by g(b) = 2
n− 1 iff b contains a certificate of
f and g(b) =
#01(b)∑
i=1
2n−i otherwise. This function is clearly monotone. The proof of
the submodularity is also straightforward.
We do not know how close the goal value of a Boolean function can come to this
upper bound of 2n − 1. Deshpande et al. showed that the function f(x1, . . . , xn) =
x1x2 ∨ x3x4 ∨ . . . ∨ xn−1xn has goal value at least 2n/2 [5]. By Theorem 4, its goal
value is in fact n/2 ∗ 2n/2. Theorem 4 also implies that another read-once function has
higher goal value.
Proposition 5. Let n be a multiple of 3. The function f(x1, . . . , xn) = x1x2x3 ∨
x4x5x6 ∨ . . . ∨ xn−2xn−1xn has Γ(f) = 3n/3(n/3).
We note that Deshpande et al. also showed a lower bound of 2n/2 on the goal value
of Boolean function f(x1, . . . , xn), where n is even, such that the value of f is 1 iff
the binary number represented by the first n/2 input bits is strictly less than the binary
number represented by the last n/2 bits. For n = 4, the function can be represented by
the following DNF formula: f(x1, x2, x3, x4) = ¬x1 ∧ ¬x1¬x2x4 ∨ ¬x2x3x4. It is
easy to see that (0, 0, ∗, 1) is a minimal 1-certificate of f , and (1, 1, ∗, ∗) is a minimal
0-certifcate. Therefore, f has a minterm S and a maxterm T where |S ∩ T | > 1.
This violates the well-known property of read-once functions we used in the proof of
Theorem 4, and so f is a not read-once function. We do not know how to compute the
exact goal value of this function, for arbitrary n. We leave as an open question whether
its goal value is, in fact, higher than the goal value of the function in Proposition 5.
The fundamental facts from Section 3 are upper bounds: Γ(f) ≤ Γ1(f) · Γ0(f),
Γ0(f) ≤ ds(f), and Γ1(f) ≤ cs(f). These are tight for certain functions. As shown
in Proposition 3, for the AND function, Γ(f) = n, and it is easy to show that Γ0(f) =
1 = ds(f)while Γ1(f) = n = cs(f). Therefore, for the AND (or the OR) function, we
have Γ(f) = Γ1(f)·Γ0(f) = cs(f)·ds(f). In contrast, by Lemma 1 and Proposition 3,
when f is the XOR function, Γ(f) = Γ1(f) = Γ0(f) = n, while ds(f) = cs(f) =
2n−1.
We have the following additional upper bound.
Theorem 6. Let f be a Boolean function that is not identically 1 or 0. Then for
k ∈ {0, 1}, Γk(f) ≤ Γ(f).
Proof. Let g : {0, 1, ∗}n → Z≥0 be a goal function for f , and let Q be its goal value.
Without loss of generality, assume k = 1. Let g1 : {0, 1, ∗}n → Z≥0 be such that
for b ∈ {0, 1, ∗}n, g1(b) = Q − 1 if b contains a 0-certificate of f , and g1(b) = g(b)
otherwise. Clearly g1(b) = Q iff b contains a 1-certificate of f . Using the monotonicity
and submodularity of g, and the fact that any extension of a 0-certificate is also a 0-
certificate, it is straightforward to show that g1 is monotone and submodular.
8. Goal Value and Other Measures of Boolean Function Complexity
Goal value does not appear to be equivalent or nearly equivalent to other previously
studied measures of Boolean function complexity. We note first that many such mea-
sures (e.g., sensitivity, polynomial threshold degree, certificate size) have a maximum
value of n, while goal value can be exponential in n. Of course, this does not preclude
the possibility that one such value might be closely related to the logarithm of the goal
value.
Paterson defined the notation of a formal complexitymeasure for Boolean functions
(see [16]). A quantitym(f) is a formal complexity measure for Boolean functions f
if it satisfies m(f ∨ g) ≤ m(f) + m(g) for all pairs of Boolean functions f and g
defined on a common set of variables. Goal value is not a formal complexity measure.
For example, consider f(x1, x2, x3, x4) = x1x2 and g(x1, x2, x3, x4) = x3x4. By our
results on read-once functions, Γ(f) = Γ(g) = 2 while γ(f ∨ g) = ds(f ∨ g) · cs(f ∨
g) = 8.
We note that Razborov defined complexity measure m(f) to be submodular if it
satisfiesm(f ∧ g)+m(f ∨ g) ≤ m(f)+m(g) [13]. He also showed that this measure
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can never bemore than n, so clearly goal value is not a submodular complexitymeasure
in this sense.
Above, we have shown relationships between goal value, ds(f), and cs(f). We
now relate 0-goal value and 1-goal value of a monotone Boolean function to decision
tree rank and polynomial threshold degree.
A decision tree can be used to compute a monotone submodular set function h :
2V → {0, 1, . . . , d} as follows: It has internal nodes labeled with variables xi ∈ V .
Each leaf of the tree is labeled with an element of {0, 1 . . . , d}. In using the tree to
compute the value of h on input S ⊆ V , for each internal node labeled xi, you branch
right if xi is in S, and left if not.
The following lemma will be useful.
Lemma 4. Let f be a monotone Boolean function. Then there is a 1-goal function g
for f that gives no value to 0’s, whose goal value is Γ1(g). Similarly, there is a 0-goal
function g for f that gives no value to 1’s, whose goal value is Γ0(g).
Proof. We prove this for the 1-goal function; the proof is symmetric for a 0-goal func-
tion. Let g be a 1-goal utility function for f with 1-goal value Γ1(f). For b ∈ {0, 1, ∗},
let b′ be the partial assignment produced from b by changing all 0’s in b to ∗’s. Define
a related utility function h such that h(b) = g(b′). It is straightforward to verify that
because f is monotone, h is also a 1-goal utility function for f , with the same 1-goal
value as g, namely Γ1(f).
We now relate monotone submodular set functions and decision trees.
Lemma 5. If h : 2V → {0, 1, . . . , d} is a monotone, submodular set function, then
there is a decision tree computing h that has rank d.
Proof. It was shown in [9] that for submodular h (not necessarily monotone), there is
a decision tree computing h of rank at most 2d. Here we give a better bound on rank
when monotonicity holds.
The proof is by induction on n and d. It is clearly true if n = 0 and d = 0, and in
particular, it is true for n+ d = 0. Let s > 0, and assume true for n+ d < s. We now
show true for n+ d = s.
If h is identically equal to a single value in {0, 1, . . . , d}, then the decision tree can
consist of a single node labeled with that value.
Otherwise, there exists a subset S ⊆ V such that h(S) 6= h(∅). By monotonicity,
h(S) > h(∅). Let S be such that h(S) is maximized. If h(S) < d, then a decision tree
of rank at most d must exist by induction. Suppose h(S) = d.
By submodularity and monotonicity, there exits xi ∈ S such that h({xi}) > h(∅),
so h({xi}) ≥ 1. We construct a decision tree for h by first putting xi in the root. The
left subtree of this tree needs to compute the function h′ : 2V−{xi} → {0, 1, . . . , d}
such that h′(S) = h(S) for all S ⊆ V − {xi}. This is a function of subsets of n − 1
variables, and function h′ is monotone and submodular, and thus by induction, can be
computed by a tree of rank at most d.
The right subtree needs to compute the function h′′ : 2V−{xi} → {0, 1, . . . , d}
such that h′′(S) = h(S ∪ {xi}) for all S ⊆ V .
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We now show that there is a decision tree computing h′′ that has rank at most
d − 1. Consider the function hˆ defined on 2V−{xi} such that for S ⊆ V , hˆ(S) =
h(S ∪ {xi}) − h({xi}) for all xi in S. Since h is monotone, so is hˆ. Further, since
h({xi}) ≥ 1 and h(S ∪ {xi}) ≤ d, it follows that hˆ can be viewed as mapping to
{0, 1, . . . , d − 1}. Function hˆ is defined on n − 1 variables, and since it is monotone
and submodular, by induction, it can be computed by a tree of rank at most d − 1. If
modify the tree by adding the value h({xi}) to the value in each leaf of the tree, the
resulting tree will compute h′′.
We have thus shown that we can construct a tree computing h such that the two
subtrees of the root have rank d and d− 1 respectively. Such a tree has rank d.
Using the above, we relate decision tree rank and goal values.
Theorem 7. Let f be a monotone Boolean function, and let d = min{Γ1(f),Γ0(f)}.
Then there is a decision tree of rank at most d computing f . There is a polynomial-
threshold function of degree at most d computing f .
Proof. Consider a 1-goal function g for a monotone Boolean function f , whose goal
value is d. By Lemma 4, we can assume that the value of g only increases on bits that
are set to 1, and stays the same on bits that are set to 0. Let V = {x1, . . . , xn} Define
a set function h : 2V → {0, . . . , d}, such that for all S ⊆ V , h(S) is equal to the value
of g on the partial assignment setting the variables in S to 1, and all other variables to
0.
By Lemma 5, there is a decision tree computing h with rank at most d. This same
tree must compute the function g (if at an internal node labeled xi, you branch left if
xi = 0, and right if xi = 1). For each leaf of the tree, change the value of the leaf to
0 if it is labeled with a value in 0, . . . , d− 1, and to 1 if it is labeled with the value d.
Since d is the 1-goal value for g, on any assignment in 2V , the value computed by the
tree will be 1 iff the assignment contains a 1-certificate for f . It follows that a tree of
rank at most d computes f .
By [2], a function that can be computed by a tree of rank d has an equivalent d-
decision list. By a similar argument to that used in [7], any function expressible by a
d-decison list is also expressible as a degree-d polynomial threshold function.
By the above theorem, decision tree rank and threshold degree are lower bounds for
min{Γ1(f),Γ0(f)} for monotone functions. However, these lower bounds cannot be
more than n, so they are very weak in cases where Γ1(f) and Γ0(f) are exponential in
n. For example, it is easy to construct a read-once function f with exponential values
for ds(f) and cs(f), and by Corollary 1, these values are equal to Γ0(f) and Γ1(f).
9. Integer Program for Computing Goal Value
The goal value for a Boolean function can be computed (at least in principle) by
solving an integer programming problem.
Let us first recall the extension graph. Its vertices are the partial assignments, and
it has an edge p → q if q can be obtained from p by changing one ∗ to a 0 or a 1. We
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imagine it to be drawn so that the more “informative” (higher weight) vertices are at
the top.
Since a partial assignment is just a length n string over the alphabet {0, 1, ∗}, it has
3n vertices.
Let us now count the edges. Each weight k vertex has 2(n−k) edges connecting to
a vertex of weight one higher (pick the variable to reveal, and then there are two ways
to set it). Therefore, the number of edges is
2
n−1∑
k=0
(
n
k
)
2k(n− k) = 2n · 3n−1 (9)
(To get the right hand side, rewrite the binomial as
(
n
n−k
)
= n/(n − k)
(
n−1
n−k−1
)
=
n/(n− k)
(
n−1
k
)
.)
The ratio of edges to vertices is Θ(n), similar to the hypercube.
With this picture, we can imagine a goal function g as a labeling of this graph’s
vertices by integers, with 0 at the bottom (weight 0) vertex. (We may as well take the
minimum value to be 0.)
Monotonicity means that g increases, or at least does not decrease, along any up-
ward path.
Submodularity is a little harder to picture. Imagine a diagram
β′
ր ↑
β α′ (10)
↑ ր
α
where the vertical lines represent paths and the diagonal lines are edges. The diagonal
lines are “parallel” in the sense that the same variable is set, in the same way. Then
submodularity requires that
g(β′)− g(β) ≤ g(α′)− g(α).
That is, for the alternating sum around the cycle (clockwise or counterclockwise),
g(β′)− g(α′) + g(α)− g(β) ≤ 0. (11)
One can see, by putting together small diagrams such as
β′
ր ↑
β γ′
↑ ր ↑
γ α′
↑ ր
α
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(The contributions at γ and γ′ will cancel out.) that it is enough, for submodularity, for
the cycle property (11) to hold for all “small” diagrams (10) in which β extends α by
revealing the value of xi, and α
′ extends α by revealing the value of xj , j 6= i.
Using this, we can estimate the number of constraints needed for an integer program
for the minimal goal value. We may assume that f is non-constant (otherwise, taking
g identically 0 gives the optimal goal function).
Monotonicity must hold along all edges, which accounts for 2n3n−1 constraints,
since there are this many edges.
Submodularity (the cycle property) must hold for all small diagrams. When n ≥ 2,
the number of small diagrams is
4
n−2∑
k=0
(
n
k
)(
n− k
2
)
2k = 2n(n− 1)3n−2.
Finally, there are function value constraints. The values on certificates must equal
Q, and the values on non-certificates must be ≤ Q − 1. In particular, the value on the
empty assignment must be 0. Since there is a constraint for each vertex, there are 3n of
these.
The integer program seeks to minimize Q.
We have therefore specified an integer program with 3n + 1 variables and
2n3n−1 + 2n(n− 1)3n−2 + 3n = Θ(n23n)
constraints.
The following table gives exact values for the above expressions.
n # variables # constraints
1 4 5
2 10 25
3 28 117
4 82 513
5 244 2133
6 730 8505
7 2188 32805
8 6562 123201
9 19684 452709
10 59050 1633689
(In fact, the integer program could be made somewhat smaller. For example, we
don’t need a separate variable for Q.)
We do not know how “hard” such integer programs are to solve. Since the con-
straints all have ±1 coefficients, it may be of a special type that is tractable. It could
also be used “as is” for very small n.
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10. Conclusion
In this paper, we have shown a number of results concerning the goal value of
Boolean functions. Nevertheless, fundamental questions remain open, such as the
uniqueness of goal value functions, the maximum possible goal value of a Boolean
function, and the expected goal value of a random Boolean function. While we have
exact bounds on the goal value of read-once and k-of-n functions, there are other stan-
dard classes of Boolean functions for which we do not have such bounds. We expect
further work on goal value to yield interesting results connecting goal value to other
complexity measures, and anticipate new connections to other algorithmic problems
involving Boolean functions.
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