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DISTINCT PARTS PARTITIONS WITHOUT SEQUENCES
KATHRIN BRINGMANN, KARL MAHLBURG, AND KARTHIK NATARAJ
Abstract. Partitions without sequences of consecutive integers as parts have been
studied recently by many authors, including Andrews, Holroyd, Liggett, and Romik,
among others. Their results include a description of combinatorial properties, hy-
pergeometric representations for the generating functions, and asymptotic formulas
for the enumeration functions. We complete a similar investigation of partitions
into distinct parts without sequences, which are of particular interest due to their
relationship with the Rogers-Ramanujan identities. Our main results include a dou-
ble series representation for the generating function, an asymptotic formula for the
enumeration function, and several combinatorial inequalities.
1. Introduction and statement of results
For k ≥ 2, a k-sequence in an integer partition is any k consecutive integers that
all occur as parts (a standard general reference for integer partitions is [2]). Note
that the case k = 1 is excluded because any part in a nonempty partition trivially
forms a “1-sequence”. The study of partitions without sequences was introduced by
MacMahon in Chapter IV of [20]. Let pk(n) be the number of partitions of n with no
k-sequences, and let pk(m,n) be the number of such partitions withm parts. Since the
presence of a k-sequence in a partition also implies the presence of a (k−1)-sequence,
MacMahon’s results on page 53 of [20] can be stated as the following generating
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function for p2(m,n),
G2(z; q) :=
∑
n,m≥0
p2(m,n)z
mqn = 1 +
∑
n≥1
znqn (q6; q6)n−1
(1− qn) (q2; q2)n−1 (q3; q3)n−1
, (1.1)
where the q-Pochhammer symbol is defined by (a)n = (a; q)n :=
∏n−1
j=0 (1− aqj).
Partitions without k-sequences for arbitrary k ≥ 2 arose more recently in the
work of Holroyd, Liggett, and Romik on probabilistic bootstrap percolation models
[14]. These partitions were also studied by Andrews [3], who found a (double) q-
hypergeometric series expansion for the generating function,
Gk(z; q) :=
∑
n,m≥0
pk(m,n)z
mqn (1.2)
=
1
(zq; q)∞
∑
r,s≥0
(−1)rzkr+(k+1)s q
(k+1)k(r+s)2
2
+ (k+1)(s+1)s
2
(qk; qk)r (q
k+1; qk+1)s
.
Andrews’ proof of this expression followed from the theory of q-difference equations.
The first two authors and Lovejoy provided an alternative bijective proof [9], as
well as some additional combinatorial insight into Andrews’ q-difference equations.
It should also be noted that Andrews gave another separate treatment of the case
k = 2 in [3, Theorem 4], where he transformed MacMahon’s expression (1.1) in order
to write G2(1; q) in terms of one of Ramanujan’s famous mock theta functions [25]
(see [5,10,19] for a sampling of other recent results on the role of mock modular forms
in hypergeometric q-series).
In addition to the combinatorial results described above, it is also of great interest
to determine the asymptotic behavior of partitions; such study dates back to Hardy
and Ramanujan’s famous formula ((1.41) in [13]), which states that as n→∞,
p(n) ∼ 1
4
√
3n
eπ
√
2n
3 . (1.3)
In fact, such formulas for partitions without k-sequences were particularly important
in [14], as the metastability threshold of the k-cross bootstrap percolation model is
intimately related to asymptotic estimates of log(pk(n)). These approximations were
subsequently refined in [3], [7], and [11], with the most recent progress due to Kane
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and Rhoades [17, Theorem 1.8], who proved the asymptotic formula
pk(n) ∼ 1
2k
(
1
6
(
1− 2
k(k + 1)
)) 1
4 1
n
3
4
exp
(
π
√
2
3
(
1− 2
k(k + 1)
)
n
)
. (1.4)
Remark. The exponent in this formula was first determined by Holroyd, Liggett, and
Romik [14], who showed that
log (pk(n)) ∼ 2
√
(λ1 − λk)n, (1.5)
where λk := π
2/(3k(k+1)). Note that as k becomes large this expression approaches
2
√
λ1 = π
√
2n/3, which is the same exponent for log(p(n)) seen in (1.3). However,
the convergence regime is more intricate for the full enumeration functions, as it is not
true that (1.4) approaches (1.3) as k →∞, even though pk(n) = p(n) for sufficiently
large k.
We note further that the value of λk was derived in [14] by way of the very inter-
esting auxiliary function fk : [0, 1]→ [0, 1], which is defined as the unique decreasing,
positive solution to the functional equation fk − fk+1 = xk − xk+1. Theorem 1 of [14]
gives the evaluation
λk = −
∫ 1
0
log (fk(x))
dx
x
.
An alternative proof of the above evaluation is given in [4], which proceeds by rewrit-
ing λk as a double integral and then making a change of variables that essentially
gives the integral representation of the dilogarithm function [26].
In this paper we consider a natural variant of MacMahon’s partitions by restricting
to those partitions with no k-sequences that only have distinct parts. Following the
spirit of the results mentioned above, we provide expressions for generating functions,
describe their combinatorial properties, and determine asymptotic formulas. Let
Qk(n) be the number of partitions of n with no k-sequences or repeated parts, and
define the refined enumeration function Qk(m,n) to be the number of such partitions
with m parts. Furthermore, denote the generating function by
Ck (z; q) :=
∑
m,n≥0
Qk(m,n)z
mqn.
If the parts are not counted, i.e. z = 1, then we also write Ck(q) := Ck(1; q).
We begin by considering the combinatorics of the case k = 2, which corresponds
to those partitions into distinct parts with no sequences. This case is analogous to
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MacMahon’s original study of partitions with no sequences, and a similar argument
(using partition conjugation) leads to a generating function much like (1.1). In fact,
the series for distinct parts partitions is even simpler, as Q2(n) counts those partitions
of n in which each part differs by at least 2 – we immediately see that these are the
same partitions famously studied by Rogers and Ramanujan [23]! We therefore have
C2(z; q) =
∑
n≥0
znqn
2
(q; q)n
,
which specializes to the corresponding products (equations (10) and (11) of [23])
C2(1; q) = 1
(q, q4; q5)∞
,
C2(q; q) = 1
(q2, q3; q5)∞
.
Remark. The Rogers-Ramanujan identities have inspired an incredible amount of
work across divergent areas of mathematics ever since their introduction more than
a century ago. For a small (and by no means exhaustive!) collection of recent work,
refer to [6, 10, 12, 16].
Our first result gives double hypergeometric q-series expressions for our new parti-
tion functions that are analogous to (1.2).
Theorem 1.1. For k ≥ 2, we have
Ck (z; q) =
∑
j,r≥0
(−1)jzkj+rq (r+kj)(r+kj+1)2 +k j(j−1)2
(qk; qk)j (q; q)r
.
We give two proofs of this theorem; the first uses q-difference equations as in [3]
and [9], while the second follows the bijective arguments of [9].
Remark. In fact, the statement of Theorem 1.1 and equation (1.2) also hold for the
trivial case k = 1; here the q-series identities are true with G1(q) = C1(q) = 1.
We next turn to the asymptotic study of partitions without k-sequences or repeated
parts. As in [8], we use the Constant Term Method and a Saddle Point analysis in
order to determine the asymptotic behavior of Ck(q) near q = 1, and then apply
Ingham’s Tauberian Theorem to obtain an asymptotic formula for the coefficients.
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Before stating our results, we introduce two auxiliary functions (see Section 2 for the
definition of the dilogarithm), namely
gk(u) := −2π2u2 + Li2
(
e2πiu
)− 1
k
Li2
(
e2πiku
)
,
hk(x) := x
k+1 − 2x+ 1.
We show in Proposition 2.1 that hk has a unique root wk ∈ (0, 1), and we let vk
be the point on the positive imaginary axis such that wk = e
2πivk . In other words,
vk := i log(w
−1
k )/(2π).
Theorem 1.2. Using the notation above, as n→∞, we have
Qk(n) ∼
√
πgk(vk)
1
4√−g′′k(vk)n 34 e
2
√
gk(vk)n.
Remark. The exponent for this result can be written in a form similar to (1.5). In
particular,
log (Qk(n)) ∼ 2
√
(γ1 − γk)n,
where γk := −
∫ 1
2
0
log (fk(x)) dx/(x(1− x)).
We do not present the proof of this alternative expression for the exponent, as it
follows directly from the arguments in Section 3 of [14] (with probability (1 + qj)−1
for the analogous event Cj). Furthermore, the values of γk do not simplify as cleanly
as the λk, as the integral does not reduce to a dilogarithm evaluation. However, it is
true that γk decreases monotonically to 0 as k increases, since the fk are decreasing in
k. Additionally, a short calculation shows that γ1 = π
2/12, which is again compatible
with the exponent of Hardy and Ramanujan’s asymptotic formula for partitions into
distinct parts. The corresponding enumeration function was denoted by q(n) in [13],
where they showed that
q(n) ∼ 1
4 · 3 14n 34 e
π
√
n
3 .
Remark. In the case k = 2 we find that w2 = φ
−1, where φ := (1 +
√
5)/2 is the
golden ratio. Furthermore, the first and third special values on page 7 of [26] give the
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evaluation
g2(v2) =
1
2
(logφ)2 + Li2
(
φ−1
)− 1
2
Li2
(
φ−2
)
=
1
2
(logφ)2 +
π2
10
− (log φ)2 − π
2
30
+
1
2
(log φ)2 =
π2
15
.
Plugging in to the theorem statement, this gives
c2(n) ∼
√
φ
2 · 3 14√5n 34 e
2π
√
n
15 ,
which was previously proven by Lehner in his study of the Rogers-Ramanujan prod-
ucts in [18].
The remainder of the paper is structured as follows. In Section 2 we give many basic
identities for hypergeometric q-series and determine the critical points of the auxiliary
functions gk and hk. Section 3 contains analytic and combinatorial proofs of the
double series representation from Theorem 1.1, and also presents several combinatorial
observations. We conclude with Section 4, where we use the Constant Term Method
and a Saddle Point analysis to prove the asymptotic formula from Theorem 1.2.
2. Hypergeometric series and auxiliary functions
In this section we recall several standard facts from the theory of hypergeometric
q-series, including useful identities for special functions and modular transformations.
2.1. Definitions and identities for q-series. The dilogarithm function [26, p. 5]
is defined for complex |x| < 1 by
Li2(x) :=
∑
n≥0
xn
n2
.
This function has a natural q-deformation that is known as the quantum dilogarithm
[26, p. 28], which is given by (|x|, |q| < 1)
Li2(x; q) := − log(x; q)∞ =
∑
n≥1
xn
n(1− qn) .
Moreover, an easy calculation shows that its Laurent expansion begins with the terms
Li2
(
x; e−ε
)
=
1
ε
Li2(x)− 12 log(1− x) +O(ε), (2.1)
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where the series converges uniformly in x as ε→ 0+.
Next, we recall two identities due to Euler, which state that [2, equations (2.2.5)
and (2.2.6)]
1
(x; q)∞
=
∑
n≥0
xn
(q; q)n
, (2.2)
(x; q)∞ =
∑
n≥0
(−1)nxnq n(n−1)2
(q; q)n
. (2.3)
Finally, Jacobi’s theta function is defined by
θ(q; x) :=
∑
n∈Z
qn
2
xn. (2.4)
In order to determine the asymptotic behavior near q = 1, we use for ε > 0 the
modular inversion formula (cf. [24, p. 290]),
θ
(
e−ε; e2πiu
)
=
√
π
ε
∑
n∈Z
e−
pi2(n+u)2
ε . (2.5)
2.2. Auxiliary functions. We now prove several useful facts about the auxiliary
functions hk and gk.
Proposition 2.1. Adopt the above notation.
(i) There is a unique root wk ∈ (0, 1) of hk(x).
(ii) The unique critical point of gk on the positive real axis is given by vk such
that e2πivk = wk. Furthermore, g
′′(vk) < 0.
Proof. (i) Descartes’ Rule of Signs implies that hk has either zero or two positive real
roots. It is immediate to verify that gk(0) = 1, gk(1) = 0 and gk(3/4) < 0 for k ≥ 2,
so the second root must lie in (0, 1) as claimed.
(ii) Next, to identify the critical points of gk, we calculate its derivative
g′k(u) = −4π2u− log
(
1− e2πiu) 2πi+ log (1− e2πiku) 2πi.
This vanishes precisely when
2πiu+ log
(
1− e2πiku
1− e2πiu
)
= 0.
Exponentiating and writing x := e2πiu then shows that the critical points of gk(u)
correspond to the roots of hk(x).
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Finally, we calculate the second derivative (again writing x = e2πiu) of gk
g′′k(u) = −4π2 +
(2πi)2x
1− x −
(2πi)2kxk
1− xk = −4π
2
(
1
1− x −
kxk
1− xk
)
.
At the critical point this further simplifies, since 1− wkk = w−1k (1− wk), which gives
g′′k(vk) =
−4π2 (1− kwk+1k )
1− wk .
We claim that at the critical point 1− kwk+1k > 0. Indeed, the derivative of hk is
h′k(x) = (k + 1)x
k − 2, (2.6)
and at the root wk, we have h
′
k(wk) < 0. Plugging in wk to (2.6), multiplying by wk
and substituting wkk = 2wk − 1 then implies that
0 > (k + 1)wk+1k − 2wk = kwk+1k − 1.
This completes the proof of (ii). 
3. Proof of Theorem 1.1
3.1. Analytic proof. We follow Andrews’ proof of Theorem 2 in [3]. First we observe
that Ck satisfies the q-difference equation
Ck(z; q) =
k−1∑
j=0
zjq
j(j+1)
2 Ck
(
zqj+1; q
)
. (3.1)
The terms on the right result from conditioning on the length of the sequence that
begins with 1. The j = 0 term corresponds to the case where there is no 1, and thus
the smallest part is at least 2; the other terms correspond to the case that there is a
run 1, 2, . . . , j, and no j + 1, so the next part is at least j + 2. Applying (3.1) twice,
we obtain the relation
Ck(z; q)− zqCk(zq; q) = Ck(zq; q)− zkq
k(k+1)
2 Ck
(
zqk+1; q
)
. (3.2)
Now consider the double series
Fk(z; q) :=
∑
j,r≥0
(−1)jzkj+rq (r+kj)(r+kj+1)2 +k j(j−1)2
(qk; qk)j (q; q)r
.
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Expanding this as a series in z, so that Fk(z; q) =:
∑
n≥0 γn(q)z
n, we therefore have
γn =
∑
kj+r=n
(−1)jq r(r+1)2 +krj+ k(k+1)j
2
2
(qk; qk)j (q; q)r
.
Now we calculate
(1− qn) γn =
∑
kj+r=n
(−1)jq r(r+1)2 +krj+ k(k+1)2 j2
(qk; qk)j (q; q)r
(
(1− qr) + qr (1− qkj) )
= qnγn−1 − q(k+1)(n−k)+
k(k+1)
2 γn−k,
where the first term follows from the shift r 7→ r + 1, and the second term from
j 7→ j + 1. Multiplying by zn and summing over n finally gives the q-difference
equation
Fk(z; q) = (1 + zq)Fk(zq; q)− zkq
k(k+1)
2 Fk
(
zqk+1; q
)
.
As this is equivalent to (3.2), we therefore conclude (cf. [1] and the uniqueness of
solutions to q-difference equations) that Ck = Fk, completing the proof of Theorem
1.1.
3.2. Combinatorial proof. In this section we follow the approach from Section 3.2
of [9], using a combinatorial decomposition of partitions into simple components that
essentially split the double summation in Theorem 1.1. Denote the size of a partition
λ by |λ| and write ℓ(λ) for the number of parts, or length. Let Dk be the set of
partitions without k-sequences or repeated parts, and note that with this notation
we have
Ck(z; q) =
∑
λ∈Dk
zℓ(λ)q|λ|.
If λ ∈ Dk and ℓ(λ) = m, so that λ = λ1+ · · ·+λm in nonincreasing order, then define
λ′ by removing a triangular partition (m − 1) + (m − 2) + · · · + 1, so that the new
parts are
λ′j := λj − (m− j), 1 ≤ j ≤ m.
The definition of Dk implies that λ′ is a partition in which each part occurs at most
k − 1 times, so∑
λ∈Dk
zℓ(λ
′)q|λ
′| =
∏
n≥1
(
1 + zqn + z2q2n + · · ·+ zk−1qn(k−1)) =
(
zkqk; qk
)
∞
(zq; q)∞
.
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Euler’s summation formulas (Corollary 2.2 in [2]) then imply the double series
∑
λ∈Dk
zℓ(λ
′)q|λ
′| =
∑
j,r≥0
(−1)jzkjq kj(j+1)2
(qk; qk)j
zrqr
(q; q)r
. (3.3)
To complete the proof, observe that
ℓ(λ) = ℓ(λ′),
|λ| = |λ′|+ ℓ(λ)(ℓ(λ) + 1)
2
.
Plugging in to (3.3), we obtain
Ck(z; q) =
∑
j,r≥0
(−1)jzkj+rq (kj+r)(kj+r−1)2 + kj(j+1)2 +r
(qk; qk)j (q; q)r
.
Theorem 1.1 follows upon simplifying the exponent of q.
Remark. For example, if k = 3 and λ = 15 + 12 + 11 + 9 + 8 + 4 + 2 + 1, then the
associated λ′ is 8+ 6+ 6+5+5+2+1+1, which consists of parts that are repeated
at most twice.
3.3. Monotonicity. We close with several additional combinatorial observations on
the monotonicity of the enumeration functions.
Proposition 3.1. For m,n ≥ 0 and k ≥ 2, we have
(i) Qk(m,n) ≤ Qk+1(m,n),
(ii) Qk(m,n) ≤ Qk(m,n+ 1).
Proof. As mentioned in the introduction, (i) follows immediately from the definition.
For (ii), note that if λ ∈ Dk is a partition of n with m parts, then
(λ1 + 1) + λ2 + · · ·+ λm
is a partition of n + 1 with m parts. Furthermore, this new partition remains in Dk
since λ1 + 1 > λ1 > λ2 > · · · > λm. 
Remark. Part (ii) has the important consequence that
Qk(n) ≤ Qk(n+ 1). (3.4)
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A similar results hold for partitions without k-sequences: Lemma 10 in [14] states that
pk(n) ≤ pk(n + 1) (compare to (1.5), noting that λk are increasing in k). However,
the analog to part (ii) is false in this case, as in general
pk(m,n) 6≤ pk(m,n+ 1).
For example, the partitions without sequences of 2 are {2, 1+1}, while the partitions
of 3 are {3, 1 + 1 + 1+}, so that p2(2, 2) = 1 and p2(2, 3) = 0.
4. Asymptotic Formulas
In this section, we study the asymptotic behavior of partitions without sequences
or repeated parts, proving Theorem 1.2. We first determine the asymptotic behavior
of the generating function Ck(q), and then deduce the asymptotic formula for its
coefficients by applying Ingham’s Tauberian Theorem.
4.1. Constant Term Method and Saddle Point analysis. We determine the
asymptotic behavior of Ck(q) near q = 1 by using the Constant Term Method and
a Saddle Point analysis. Throughout we restrict to real q = e−ε with ε > 0. The
use of the Constant Term Method in the analytic study of q-series traces back to
Meinardus [21], and Nahm, Recknagel, and Terhoeven introduced the additional tools
of asymptotic expansions and Saddle Point analysis [22]. In order to apply these
techniques to double summation q-series, we follow the work of the first two authors
in [8].
The main technical result of this analysis is an asymptotic formula for Ck(q).
Proposition 4.1. If q = e−ε, then as ε→ 0+ we have
Ck(q) = 2π√−g′′k(vk)
(
1 +O
(
ε
1
2
))
exp
(
gk(vk)
ε
)
.
Proof. We begin by rewriting the double series from Theorem 1.1 in the case z = 1
as
Ck(q) = q− 18
∑
j,r≥0
(−1)jq 12(r+kj+ 12)
2
+
kj(j−1)
2
(qk; qk)j (q; q)r
= coeff
[
x0
](
q−
1
8
∑
n∈Z
x−nq
1
2(n+
1
2)
2∑
j≥0
(−1)jxkjq kj(j−1)2
(qk; qk)j
∑
r≥0
xr
(q; q)r
)
.
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The sums on n, j, and r can be expressed in terms of well-known functions using
(2.4), (2.3), and (2.2), respectively. Plugging in the above definitions and applying
Cauchy’s Theorem, we obtain the integral representation
Ck(q) = coeff
[
x0
] (
θ
(
q
1
2 ; x−1q
1
2
)
exp
(−Li2 (xk; qk)+ Li2 (x; q)))
=
∫
[0,1]+ic
θ
(
q
1
2 ; x−1q
1
2
)
exp
(−Li2 (xk; qk)+ Li2 (x; q)) du,
where c > 0 is a constant that will be specified shortly. Letting ε 7→ ε/2 and
u 7→ −u+ iε/(4π) in (2.5), we obtain
Ck(q) =
√
2π
ε
∑
n∈Z
∫
[0,1]+ic
exp
(
−2π
2
ε
(
n− u+ iε
4π
)2
− Li2
(
xk; qk
)
+ Li2 (x; q)
)
du
=
√
2π
ε
∫
R+ic
exp
(
−2π
2
ε
(
u− iε
4π
)2
− Li2
(
xk; qk
)
+ Li2 (x; q)
)
du. (4.1)
By (2.1), we have the asymptotic expansion
Li2 (x; q)−Li2
(
xk; qk
)
=
1
ε
(
Li2(x)− 1
k
Li2
(
xk
))−1
2
log(1−x)+1
2
log
(
1− xk)+O(ε).
In order to perform a Saddle Point analysis, the leading 1/ε term from the exponent
in (4.1) must be isolated, which gives the definition of the auxiliary function gk. The
overall exponent in the integrand can then be written as
exp
(
gk(u)
ε
+ πiu+
1
2
log
(
1− xk)− 1
2
log(1− x) +O(ε)
)
. (4.2)
Proposition 2.1 implies that the asymptotic expansion of the integral is dominated
by the critical point vk, and the natural choice for the integration path is to set
c := log(w−1k )/(2π).
To conclude, we follow the standard argument by expanding the Taylor series
around vk in (4.2), using the change of variables u = vk +
√
εz. We thereby ob-
tain √
1− wkk
1− wk
√
wk exp
(
gk(vk)
ε
+
g′′k(vk)
2
z2 +O
(
ε
1
2
))
.
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The terms outside of the exponential in the above expression simplify to 1, so with
the change of variables taken into account the integral becomes
Ck(q) =
√
2π
ε
(
1 +O
(
ε
1
2
))
exp
(
gk(vk)
ε
)√
ε
∫
R
e
g′′
k
(vk)
2
z2dz
=
2π√−g′′k(vk)
(
1 +O
(
ε
1
2
))
exp
(
gk(vk)
ε
)
.
The final equality follows from the Gaussian integral evaluation, which concludes the
proof. 
4.2. Ingham’s Tauberian Theorem. The asymptotic formula for partitions into
distinct parts without sequences is now a consequence of the following Tauberian
Theorem from [15]. This result describes the asymptotic behavior of the coefficients
of a power series using its analytic behavior near the radius of convergence.
Theorem 4.2 (Ingham). Let f(q) =
∑
n≥0 a(n)q
n be a power series with weakly
increasing nonnegative coefficients and radius of convergence equal to 1. If there are
constants A > 0 and λ, α ∈ R such that as ε→ 0+ we have
f
(
e−ε
) ∼ λεα exp(A
ε
)
,
then, as n→∞,
a(n) ∼ λ
2
√
π
A
α
2
+ 1
4
n
α
2
+ 3
4
exp
(
2
√
An
)
.
Proof of Theorem 1.2. Proposition 3.1 part (ii) implies that the coefficients are mono-
tonically increasing (see (3.4)). We can therefore apply Theorem 4.2 to the asymptotic
formula from Proposition 4.1 and directly obtain the stated asymptotic formula for
Qk(n). 
References
[1] G. Andrews, Problems and prospects for basic hypergeometric functions, Theory and application
of special functions, pp. 191–224. Math. Res. Center, Univ. Wisconsin, Publ. No. 35, Academic
Press, New York, 1975.
[2] G. Andrews, The theory of partitions, Cambridge University Press, Cambridge, 1998.
[3] G. Andrews, Partitions with short sequences and mock theta functions, Proc. Nat. Acad. Sci.
102 (2005), 4666–4671.
14 KATHRIN BRINGMANN, KARL MAHLBURG, AND KARTHIK NATARAJ
[4] G. Andrews, H. Eriksson, F. Petrov, and D. Romik, Integrals, partitions and MacMahon’s
theorem, J. Comb. Theory (A) 114 (2007), 545–554.
[5] G. Andrews, R. Rhoades, and S. Zwegers, Modularity of the concave composition generating
function, Algebra Number Theory 7 (2013), 2103–2139.
[6] B. Berndt and A. Yee, On the generalized Rogers-Ramanujan continued fraction, Ramanujan
J. 7 (2003), 321–331.
[7] K. Bringmann and K. Mahlburg, Improved bounds on metastability thresholds and probabilities
for generalized bootstrap percolation, Trans. Am. Math. Soc. 364 (2012), 3829–3859.
[8] K. Bringmann, A. Holroyd, K. Mahlburg, and M. Vlasenko, k-run overpartitions and mock
theta functions, Quart. J. Math. 64 (2013), 1009–1021.
[9] K. Bringmann, J. Lovejoy, and K. Mahlburg, On q-difference equations for partitions without
k-sequences, The legacy of Srinivasa Ramanujan, Ramanujan Math. Soc. Lect. Notes Ser. 20,
Ramanujan Math. Soc., Mysore, 2013, 129–37.
[10] A. Folsom, Mock modular forms and d-distinct partitions, Adv. Math. 254 (2014), 682–705.
[11] J. Gravner, A. Holroyd, and R. Morris, A sharper threshold for bootstrap percolation in two
dimensions, Prob. Th. Rel. Fields 153 (2012), 1–23.
[12] M. Griffin, K. Ono, and S. Warnaar, A framework of Rogers-Ramanujan identities and their
arithmetic properties, preprint.
[13] G. Hardy and S. Ramanujan, Asymptotic formulae in combinatory analysis, Proc. London
Math. Soc. (2) 17 (1918), 75–115.
[14] A. Holroyd, T. Liggett, and D. Romik, Integrals, partitions, and cellular automata, Trans. Amer.
Math. Soc. 356 (2004), 3349–3368.
[15] A. Ingham, A Tauberian theorem for partitions, Ann. of Math. 42 (1941), 1075–1090.
[16] S. Kanade, J. Lepowsky, M. Russell, and A. Sills, Ghost series and a motivated proof of the
Andrews-Bressoud identities, preprint. arXiv:1411.2048.
[17] D. Kane and R. Rhoades, A proof of Andrews’ Conjecture on partitions with no short sequences,
preprint.
[18] J. Lehner, A partition function connected with the modulus five, Duke Math. J. 8 (1941), 631–
655.
[19] J. Lovejoy and R. Osburn, q-hypergeometric double sums as mock theta functions, Pacific J.
Math. 264 (2013), 151–162.
[20] P. MacMahon, Combinatory Analysis Vol. II, Cambridge Univ. Press, Cambridge, 1916, 49–58.
[21] G. Meinardus, U¨ber Partitionen mit Differenzenbedingungen, Math. Z. 1 (1954), 289–302.
[22] W. Nahm, A. Recknagel, and M. Terhoeven, Dilogarithm identities in conformal field theory,
Modern Phys. Letters A 8 (1993), 1835–1847.
[23] S. Ramanujan and L. Rogers, Proof of certain identities in combinatory analysis, Math. Proc.
Cambridge Philos. Soc. 19 (1919), 211–216.
[24] E. Stein and R. Shakarchi, Complex Analysis, Princeton University Press, Princeton, NJ, 2003.
[25] G. Watson, The final problem: An account of the mock theta functions, J. London Math. Soc.
11 (1936), 55–80.
[26] D. Zagier, The dilogarithm function, Frontiers in number theory, physics, and geometry II, 3–65,
Springer, Berlin, 2007.
DISTINCT PARTS PARTITIONS WITHOUT SEQUENCES 15
Mathematical Institute, University of Cologne, Weyertal 86-90, 50931 Cologne,
Germany
E-mail address : kbringma@math.uni-koeln.de
Department of Mathematics, Louisiana State University, Baton Rouge, LA 70802,
U.S.A.
E-mail address : mahlburg@math.lsu.edu
