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Abstract
We compute the Hausdorff dimension of a two-dimensional Weierstrass func-
tion, related to lacunary (Hadamard gap) power series, that has no Le´vy area.
This is done by interpreting it as a pullback attractor of a dynamical system
based on the Baker transformation. A lower bound for the Hausdorff dimension
is obtained by investigating the pushforward of the Lebesgue measure on the
graph along scaled neighborhoods of stable fibers of the underlying dynamical
system following the graph. Scaling ideas are crucial. They become accessible by
self similarity properties of a mapping whose increments coincide with vertical
distances on the stable fibers.
2000 AMS subject classifications: primary 37D20; secondary 37D45; 37G35;
37H20.
Key words and phrases: Multi-dimensional Weierstrass function; Hausdorff di-
mension; stable manifold; scaling.
1 Introduction
The study of the 2-dimensional Weierstrass function considered in this paper had its
starting point in a Fourier analytic approach of rough path analysis or rough integra-
tion theory laid out in [6] and [7]. In [7], the construction of a Stratonovich type
integral of a rough function f with respect to another rough function g is related to
∗P. Imkeller was supported in part by DFG Research Unit FOR 2402.
†G. dos Reis acknowledges support from the Fundac¸a˜o para a Cieˆncia e a Tecnologia (Portuguese
Foundation for Science and Technology) through the project UID/MAT/00297/2013 (Centro de
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the notion of paracontrol of f by g. This Fourier analytic concept generalizes the
original control concept introduced by Gubinelli [5]. In search of a good example of
a pair of functions not controlling each other, in [12] the authors came up with the
pair of Weierstrass functions defined by
W = (W1,W2) =
∞∑
n=0
2−
n
2
(
cos
sin
)(
2pi2nx
)
, x ∈ [0, 1].
The first component W1 fluctuates on all dyadic scales in a cosinusoidal manner
while the second one in a sinusoidal way. Hence when the first one has minimal
increments, the second one has maximal ones, and vice versa. This can be seen to
mathematically rigorously underpin the fact that they are mutually not controlled
(see [12, Example 2.8]). It also implies that the Le´vy areas of the approximating
finite sums of the representing series do not converge. This geometric pathology
motivated us to look for further geometric properties of the pair. The question arose:
if it is so difficult to define an integral of one component with respect to the other,
and Le´vy’s area fails to exist, is the curve possibly space filling, at least on a nontrivial
portion of its graph? This gave rise to the main goal of this paper: to investigate at
least one characteristic of singularity of the curve, the Hausdorff dimension of its
graph. We shall show that it equals 2, substantiating our conjecture that the curve
is thick in space. Functions with a uniform fractal structure on the domain such as
our Weierstrass functions occur everywhere in nature. They are widely applicable in
physics because their graphs play an important role as invariant sets in dynamical
systems. Following [4], results on sets such as the graphs of W are of independent
interest in the investigation of SPDE in dimensions higher than one that are defined
on fractal sets.
Figure 1 and 2 show, respectively, the Range of W over [0, 1] (subset of R2) and
the Graph of W over [0, 1] (subset of R3).
Figure 1: Parametric plot (Range) of W for x ∈ [0, 1]; {W (x) : x ∈ [0, 1]} ⊂ R2.
The map W can also be understood as the real and imaginary part of a certain
2
Figure 2: Graph of W ; {(x,W (x)) : x ∈ [0, 1]} ⊂ R3.
complex function, namely,
Ŵ (z) =
∞∑
n=0
2−
n
2 z2
n
, z ∈ C, |z| < 1.
This analytical interpretation was the original idea of Hardy [8] to prove that the
components of W are nowhere differentiable. The map Ŵ is referred to as the lacu-
nary (Hadamard gaps) complex power series (see [1]).
Methodological guidelines. It has been noticed in a number of works on one di-
mensional Weierstrass type curves (see [9], [1], [2], [3], [15], [10], [14]) that the
number of iterations of the expansion by a real factor present in the arguments of
the terms of their expansion can be taken as a starting point in interpreting their
graphs as pullback attractors of dynamical systems in which a baker transformation
defines the dynamics. This observation marks, in many of the mentioned works,
the point of departure for determining the Hausdorff dimension of graphs of one di-
mensional Weierstrass type functions. For a historical survey of this work the reader
may consult [3]. For our curve we use the same metric dynamical system based
on a suitable baker transformation B as a starting point. This is done by introduc-
ing, besides a variable x that encodes expansion by the factor 2 forward in time, an
auxiliary variable ξ describing contraction by the factor 1
2
in turn, forward in time
as well. Backward in time, the sense of expansion and contraction is interchanged.
Consequently, if γ = 1√
2
, the n-th term of the series representing W is given by
γn
(
cos
sin
)(
2piB−n(ξ, x)
)
. The action of applying a forward expansion in one step
just corresponds to stepping from one term in the expansion of W to the following
one. This indicates that W is an attractor of a dynamical system F that, besides con-
tracting the two leading variables by the factor γ, adds the first term of the series to
the result. So by definition of F , W is its attractor. Since 1
2
, the factor of x in the for-
ward fibre motion, is the smallest Lyapunov exponent of the linearization of F , there
is a stable manifold related to this Lyapunov exponent. It is spanned by the vector
which is given as a Weierstrass type series S(ξ, x), the n-th term of which is given by
−2piγn
( − sin
cos
)(
2piBn(ξ, x)
)
, as will be explained below. The pushforward of the
3
Lebesgue measure by S(·, x) for x ∈ [0, 1] fixed, is the x-marginal of the Sinai-Bowen-
Ruelle measure of F . The definition of F as a linear transformation added to a very
smooth function may be understood as conveying the concept of self-affinity for the
Weierstrass curve. The (random) dynamical system on the metric space [0, 1]2 under-
lying our analytical interpretation gives rise to an enhancement of this property to
self-similarity, a very convenient notion widely used in the theory of the fine structure
of stochastic processes. To make this important step, we define
H(ξ, x) =
∑
n∈Z
2−
n
2
[(
cos
sin
)(
2piB−n2 (ξ, x)
)− ( cos
sin
)(
2piB−n2 (ξ, 0)
)]
, ξ, x ∈ [0, 1].
In Proposition 3.3 we assess the scaling properties of H, leading to self similarity of
increments of H with respect to Lebesgue measure. In our key Lemma 3.2 we see
that H and W are linked by the formula
H(ξ, y)−H(ξ, x) = W (y)−W (x)−
∫ y
x
S(ξ, z)dz,
thus making W accessible to self similarity studies. Another key observation is that
our analysis provides a geometric interpretation of the increments of H. Define the
stable fiber through a point (x,W (x)) of the graph of W by solutions of the initial
value problem of the ODE
d
dv
lξ,x,w)(v) = S(ξ, v), l(ξ,x,w)(x) = w,
where we set w = W (x). Then vertical distances on different stable fibers are just
given by the increments of H:
l(ξ,y,W (y))(y)− l(ξ,x,W (x))(y) = H(ξ, y)−H(ξ, x), ξ, x, y ∈ [0, 1].
This is the crucial observation for determining a lower bound for the Hausdorff di-
mension of the graph of W . Following Keller [10], we find the sharp lower bound
by investigating the local dimension of the Lebesgue measure on the graph of W .
This is done by assessing the measure of dyadically scaled small neighborhoods of
the stable fibers. By their relationship to the self similar process H, they become
susceptible to arguments using the scaling properties of H. By taking full advantage
of the self-similarity property we are able to present simpler proofs.
Lastly, the sharp upper bound for the Hausdorff dimension follows from classical
estimates on the Box dimension (known to dominated the Hausdorff one) where we
use that W is Ho¨lder continuous (see e.g. [13, Proposition 4.14]). More generally,
[1] shows that the Box dimension of the graph of W in (2.1) is 3−2α, for α ≤ 1/2. In
fact, it is proven in [1] that for α sufficiently small the image of W has a non-empty
interior in the topology of the plane.
Organization. The manuscript is organized along the lines of reasoning described
above. In Section 2, repeating [1], [9] or [10], we explain the interpretation of our
Weierstrass curve in terms of dynamical systems based on the baker transform. In
4
Section 3, we make the step from self affinity to self similarity and explore the scaling
properties of H. In Section 4, we use the geometric interpretation of the vertical
distance between stable fibers and increments of H to finally estimate a lower bound
on the Hausdorff dimension of the graph of W . Section 5 just recapitulates simple
known facts about the easier upper bounds on Hausdorff dimensions of rough graphs,
leading to the main result of the paper, Theorem 5.1.
Acknowledgements. The authors thank the financial support of the International
Centre for Mathematical Sciences (ICMS) Research-in-Groups programme which al-
lowed us to work together in Edinburgh on this manuscript.
2 The curve as attractor of a dynamical system
Our aim is to investigate the Hausdorff dimension of the graph of the two-dimensional
Weierstrass curve given by
W (x) =
(
W1(x),W2(x)
)
=
∞∑
n=0
2−
n
2
(
cos
sin
)
(2pi2nx), x ∈ [0, 1]. (2.1)
In this section we shall describe a dynamical system on [0, 1]2, alternatively Ω =
{0, 1}N × {0, 1}N, which produces the curve as its attractor. For elements of Ω we
write for convenience ω = ((ω−n)n≥0, (ωn)n≥1); one understands Ω as the space of
2-dimensional sequences of Bernoulli random variables. Denote by θ the canonical
shift on Ω, given by
θ : Ω→ Ω, ω 7→ (ωn+1)n∈Z.
Ω is endowed with the product σ-algebra, and the infinite product ν = ⊗n∈Z(12δ{0} +
1
2
δ{1}) of Bernoulli measures on {0, 1}. We recall that θ is ν-invariant.
Now let
T = (T1, T2) : Ω→ [0, 1]2, ω 7→
( ∞∑
n=0
ω−n2−(n+1),
∞∑
n=1
ωn2
−n
)
.
Let us denote by T1 the first component of T , and by T2 the second one. It is well
known that ν is mapped by the transformation T to λ2 (i.e. ν = λ2 ◦ T ), the 2-
dimensional Lebesgue measure. It is also well known that the inverse of T , the
dyadic representation of the two components from [0, 1]2, is uniquely defined apart
from the dyadic pairs. For these we define the inverse to map to the sequences not
finally containing only 0. We now define B : [0, 1]2 → [0, 1]2, the so-called Baker
transformation, as
B = (B1, B2) = T ◦ θ ◦ T−1.
The θ-invariance of ν directly translates into the B-invariance of λ2:
λ2 ◦B−1 = (λ2 ◦ T ) ◦ θ−1 ◦ T−1 = (ν ◦ θ−1) ◦ T−1 = ν ◦ T−1 = λ2.
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For (ξ, x) ∈ [0, 1]2 let us denote
T−1(ξ, x) =
(
(ξ−n)n≥0, (xn)n≥1
)
.
Let us calculate the action of B and its entire iterates on [0, 1]2.
Lemma 2.1. Let (ξ, x) ∈ [0, 1]2. Then for k ≥ 0
Bk(ξ, x) =
(
2kξ(mod 1),
ξ−k+1
2
+
ξ−k+2
22
+ · · ·+ ξ0
2k
+
x
2k
)
,
for k ≥ 1
B−k(ξ, x) =
( ξ
2k
+
x1
2k
+
x2
2k−1
+ · · ·+ xk
2
, 2kx(mod 1)
)
.
Proof. By definition of θk for k ≥ 0 we have
Bk(ξ, x) =
(∑
n≥0
ξ−n+k2
−(n+1),
ξ−k+1
2
+
ξ−k+2
22
+ · · ·+ ξ0
2k
+
∑
n≥1
xn2
−(k+n)
)
.
Now we can write∑
n≥0
ξ−n+k2
−(n+1) = 2kξ(mod 1) and
∑
n≥1
xn2
−(k+n) =
x
2k
.
This gives the first formula. For the second, note that by definition of θ−k for k ≥ 1
B−k(ξ, x) =
(∑
n≥0
ξ−n2
−(n+1+k) +
x1
2k
+
x2
2k−1
+ · · ·+ xk
2
,
∑
n≥1
xn+k2
−n
)
.
Again, we identify∑
n≥1
xn+k2
−n = 2kx(mod 1) and
∑
n≥0
ξ−n2
−(n+1+k) =
ξ
2k
.
For k ∈ Z, (ξ, x) ∈ [0, 1]2 we abbreviate the k-th Baker transform of (ξ, x) as
Bk(ξ, x) =
(
Bk1 (ξ, x), B
k
2 (ξ, x)
)
= (ξk, xk),
where for k ≥ 0
ξk = 2
kξ(mod 1), and xk =
ξ−k+1
2
+
ξ−k+2
22
+ · · ·+ ξ0
2k
+
x
2k
,
and for k ≥ 1
ξ−k =
ξ
2k
+
x1
2k
+
x2
2k−1
+ · · ·+ xk
2
, and x−k = 2kx(mod 1).
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We will next interpret the Weierstrass curve W by a transformation on our base space
[0, 1]2. Let
F : [0, 1]2 × R2 → [0, 1]2 × R2,
(ξ, x, y1, y2) 7→
(
B(ξ, x), 2−
1
2y1 + cos
(
2piB2(ξ, x)
)
, 2−
1
2y2 + sin
(
2piB2(ξ, x)
))
7→
(
B(ξ, x), γy +
(
cos
sin
)(
2piB2(ξ, x)
))
, y = (y1, y2).
Here we denote B = (B1, B2) for the two components of the Baker transform B.
For convenience, we extend W from [0, 1] to [0, 1]2 by setting
W (ξ, x) = W (x), ξ, x ∈ [0, 1].
We verify next that the graph of W is an attractor for F . The skew-product structure
of F with respect to B plays a crucial role. From it we see the alluded self-affine
property.
Lemma 2.2. For any ξ, x ∈ [0, 1] we have
F
(
ξ, x,W (ξ, x)
)
=
(
B(ξ, x),W
(
B(ξ, x)
))
.
Proof. We have by the 2pi-periodicity of the trigonometric functions
W
(
B2(ξ, x)
)
= W
(ξ0 + x
2
)
=
∞∑
n=0
2−
n
2
(
cos
sin
)(
2pi2n
ξ0 + x
2
)
=
(
cos
sin
)(
2pi
ξ0 + x
2
)
+
∞∑
n=1
2−
n
2
(
cos
sin
)
(2pi2n−1x)
=
(
cos
sin
)(
2pi
ξ0 + x
2
)
+ 2−
1
2
∞∑
n=0
2−
n
2
(
cos
sin
)
(2pi2nx)
=
(
cos
sin
)(
2piB2(ξ, x)
)
+ 2−
1
2W (x).
Hence by definition of F(
B(ξ, x),W
(
B(ξ, x)
))
=
(
B(ξ, x),W
(
B2(ξ, x)
))
= F
(
ξ, x,W (ξ, x)
)
.
Let us finally calculate the Jacobian of F to gain insight on its stable manifolds.
We obtain for ξ, x ∈ [0, 1], y1, y2 ∈ R
DF (ξ, x, y1, y2) =

2 0 0 0
0 1
2
0 0
0 −pi sin (2piB2(ξ, x)) 2− 12 0
0 pi cos
(
2piB2(ξ, x)
)
0 2−
1
2
 .
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The Lyapunov exponents of the dynamical system associated with F are given by 2, 1
2
,
and γ := 2−
1
2 , the last being a double one. The corresponding invariant vector fields
are given by
1
0
0
0
 , X(ξ, x) =

0
1
−2pi∑∞n=1 γn( − sincos
)(
2piBn2 (ξ, x)
)
 ,

0
0
1
0
 ,

0
0
0
1
 ,
as is straightforwardly verified. Hence we have in particular for ξ, x ∈ [0, 1], y1, y2 ∈ R
DF (ξ, x, y1, y2)X(ξ, x) =
1
2
X
(
B(ξ, x)
)
.
Note that the vector X spans an invariant stable manifold independent of y1, y2.
3 Scaling properties
We shall first establish an intrinsic link between the Weierstrass curve as the attractor
of an underlying dynamical system and its stable manifold. This link gives rise to a
kind of self similarity property, which subsequently allows us to study scaling proper-
ties of the curve. These will turn out crucial for the lower estimate on the Hausdorff
dimension of its graph.
Let us first recall the measure supported by the stable manifold of our dynamical
system, the so-called Sinai-Bowen-Ruelle measure (SBR). Define S(·, ·) as the 3rd &
4th component of X, namely
S(ξ, x) = −2pi
∞∑
n=1
γn
( − sin
cos
)(
2piBn2 (ξ, x)
)
, ξ, x ∈ [0, 1], γ = 2− 12 ,
where Bn2 is the second component of the n-th Baker transform. It is noteworthy to
see that in (2.1) the action in x is to expand via the multiplicative power 2n, i.e. one
sees Bn2 (ξ, x) for some positive n. For the map S(ξ, x) one sees that the action in x is
contracting! I.e. the term appearing in B−n2 (ξ, x) for some positive n.
Let us calculate the action of S on the λ2-measure preserving map B. For ξ, x ∈
[0, 1] we have
S
(
B(ξ, x)
)
= −2pi
∞∑
n=1
γn
( − sin
cos
)(
2piBn2 (B(ξ, x))
)
= −2pi
∞∑
n=1
γn
( − sin
cos
)(
2piBn+12 (ξ, x)
)
= −2 12 × 2pi
∞∑
k=1
γk
[( − sin
cos
)(
2piBk2 (ξ, x)
)]
+ 2pi
( − sin
cos
)(
2piB2(ξ, x)
)
= 2
1
2S(ξ, x) + 2pi
( − sin
cos
)(
2piB2(ξ, x)
)
.
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Finally, we define the Anosov skew product G as
G : [0, 1]2 × R2 → [0, 1]2 × R2,
(ξ, x, v1, v2) 7→
(
B(ξ, x), 2
1
2v1 − 2pi sin
(
2piB2(ξ, x)
)
, 2
1
2v2 + 2pi cos
(
2piB2(ξ, x)
))
7→
(
B(ξ, x), 2
1
2v + 2pi
( − sin
cos
)(
2piB2(ξ, x)
))
, v = (v1, v2). (3.1)
To summarize the above calculation we state the following result (compare with
Lemma 2.2).
Lemma 3.1. For any ξ, x ∈ [0, 1] we define G : [0, 1]2 → [0, 1]2 × R2 as
G
(
ξ, x, S(ξ, x)
)
=
(
B(ξ, x), S
(
B(ξ, x)
))
.
The push-forward measure of the Lebesgue measure in R2 to the graph of S given by
ψ = λ2 ◦ (id, S)−1
on B([0, 1]2)⊗ B(R2) is G-invariant.
Proof. The first equation has been verified above. The G-invariance of ψ is a direct
consequence of the B-invariance of λ2.
For x ∈ [0, 1] let µx = λ ◦ S(·, x)−1. Then µ, the measure on [0, 1]2 with marginals
µx, is the Sinai-Bowen-Ruelle measure of G.
In the following key lemma we establish the link between W and the stable mani-
fold of F . For this purpose, we introduce the map H : [0, 1]2 → R2 as
H(ξ, x) =
∑
n∈Z
2−
n
2
[(
cos
sin
)(
2piB−n2 (ξ, x)
)− ( cos
sin
)(
2piB−n2 (ξ, 0)
)]
, ξ, x ∈ [0, 1].
Then we have the following relationship between W and S.
Lemma 3.2. For x, y, ξ ∈ [0, 1] we have
H(ξ, y)−H(ξ, x) = W (y)−W (x)−
∫ y
x
S(ξ, z)dz.
Proof. For x, y, ξ ∈ [0, 1] we have using the definition of W in (2.1)
H(ξ, y)−H(ξ, x) =
∑
n∈Z
2−
n
2
[(
cos
sin
)(
2piB−n2 (ξ, y)
)− ( cos
sin
)(
2piB−n2 (ξ, x)
)]
=
∞∑
n=0
2−
n
2
[(
cos
sin
)(
2piB−n2 (ξ, y)
)− ( cos
sin
)(
2piB−n2 (ξ, x)
)]
+
∞∑
k=1
2
k
2
[(
cos
sin
)(
2piBk2 (ξ, y)
)− ( cos
sin
)(
2piBk2 (ξ, x)
)]
= W (y)−W (x) +
∫ y
x
2pi
∞∑
k=1
2−
k
2
( − sin
cos
)(
2piBk2 (ξ, z)
)
dz
= W (y)−W (x)−
∫ y
x
S(ξ, z)dz.
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This completes the proof.
We will next assess the scaling properties of H. They will be crucial for the lower
bound on the Hausdorff dimension of the graph of W.
Proposition 3.3 (Scaling of H). For ξ, x ∈ [0, 1], γ = 2−1/2, we have
H
(
B(ξ, x)
)
= γH(ξ, x).
For r > 0 define the set Ar = {(ξ, x, y) ∈ [0, 1]3 : |H(ξ, y)−H(ξ, x)| ≤ r}. Then
λ3(Aγr) = γ
2λ3(Ar).
Proof. First note that by definition, setting n− 1 = k, for ξ, x ∈ [0, 1]
H(B(ξ, x)) =
∑
n∈Z
2−
n
2
[(
cos
sin
)(
2piB−n+12 (ξ, x)
)− ( cos
sin
)(
2piB−n+12 (ξ, 0)
)]
= γ
∑
k∈Z
2−
k
2
[(
cos
sin
)(
2piB−k2 (ξ, x)
)− ( cos
sin
)(
2piB−k2 (ξ, 0)
)]
= γH(ξ, x).
For the second claim, note that the first one, H(B(ξ, x)) = γH(ξ, x), gives∫
[0,1]3
1[0,r]
(∣∣H(B(ξ, y))−H(B(ξ, x))∣∣)dxdydξ
=
∫
[0,1]3
1[0,r]
(
γ
∣∣H(ξ, y)−H(ξ, x)∣∣)dxdydξ = λ3(Aγ−1r).
On the other hand, using the definition of B, we may calculate
λ3(Aγ−1r) =
∫
[0,1]3
1[0,r]
(∣∣H(B(ξ, y))−H(B(ξ, x))∣∣)dxdydξ
=
∫
[0,1]3
1[0,r]
(∣∣H(2ξ(mod 1), ξ0 + y
2
)−H(2ξ(mod 1), ξ0 + x
2
)
∣∣)dxdydξ
=
1
2
∫
[0,1]3
1[0,r]
(∣∣H(2ξ(mod 1), y
2
)−H(2ξ(mod 1), x
2
)
∣∣)dxdydξ
+
1
2
∫
[0,1]3
1[0,r]
(∣∣H(2ξ(mod 1), 1 + y
2
)−H(2ξ(mod 1), 1 + x
2
)
∣∣)dxdydξ
= (
1
2
+
1
2
) 2
∫
[0,1]3
1[0,r]
(∣∣H(ξ′, y′)−H(ξ′, x′)∣∣)dx′dy′dξ′
= 2λ3(Ar) =
1
γ2
λ3(Ar).
For obtaining the first equality in the last line, we set ξ′ = 2ξ(mod 1), x′ = x
2
, y′ = y
2
resp. ξ′ = 2ξ(mod 1), x′ = x+1
2
, y′ = y+1
2
; in either case dxdydξ = 2dx′dy′dξ′.
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The combination of the two preceding equations yields
γ−2λ3(Ar) = λ3(Aγ−1r).
Replacing r with γr and multiplying the equation by γ2, we obtain the desired equa-
tion.
From the preceding scaling statement we can easily deduce the following practical
corollary.
Corollary 3.4. There are constants c, C > 0 such that for any r > 0 we have
c r2 ≤ λ3
({
(ξ, x, y) ∈ [0, 1]3 : |H(ξ, y)−H(ξ, x)| < r}) ≤ Cr2.
Proof. Iterating the last statement of the preceding Proposition, we get for any n ∈ N
λ3
({
(ξ, x, y) ∈ [0, 1]3 : |H(ξ, y)−H(ξ, x)| < γn})
= γ2nλ3
({
(ξ, x, y) ∈ [0, 1]3 : |H(ξ, y)−H(ξ, x)| < 1}).
Choose r > 0. We may assume r < 1, since otherwise the claim is trivial. Next choose
l ∈ N such that γl+1 ≤ r ≤ γl. Then
λ3
({
(ξ, x, y) ∈ [0, 1]3 : |H(ξ, y)−H(ξ, x)| < r})
≤ λ3
({
(ξ, x, y) ∈ [0, 1]3 : |H(ξ, y)−H(ξ, x)| < γl})
= γ2lλ3
({
(ξ, x, y) ∈ [0, 1]3 : |H(ξ, y)−H(ξ, x)| < 1})
≤ r2γ−2λ3
({
(ξ, x, y) ∈ [0, 1]3 : |H(ξ, y)−H(ξ, x)| < 1}).
Hence by setting C = γ−2λ3
({
(ξ, x, y) ∈ [0, 1]3 : |H(ξ, y)−H(ξ, x)| < 1}), we get the
right hand side of the claimed inequality.
A similar argument for the left hand side reveals that setting c = γ2λ3
({
(ξ, x, y) ∈
[0, 1]3 : |H(ξ, y)−H(ξ, x)| < 1}) finishes the proof.
4 A lower bound for the Hausdorff dimension
In this section we give a lower estimate for the Hausdorff dimension of the graph of
the curve W . We follow arguments set out in Keller [10]. The role of his telescoping
arguments will be taken by the scaling properties of the curve set out in the preceding
section. The starting point in Keller’s [10] analysis is the idea to estimate the local
dimension of the Lebesgue measure on the graph by taking small neighborhoods of
the curve W defined through the stable fibers of the underlying flow. Surprisingly,
these neighborhoods are closely linked to the increments of the functions H studied
in the preceding section. The choice of the neighborhoods provides at the same
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time a geometric interpretation of increments of H. Stable fibers are carried by the
invariant stable vectors essentially given by S. For ξ, x, v ∈ [0, 1], w = (w1, w2) ∈ R2
consider the solution curves having S as tangent defined by the following initial value
problem
l : [0, 1]→ R2, d
dv
l(ξ,x,w)(v) = S(ξ, v), with l(ξ,x,w)(x) = w.
If we substitute w by W (x), then l(ξ,x,W (x)) is a curve passing at x through the graph
of W and moving along the stable fibers. We now look into the vertical distance
between the strong stable fibers through the points (ξ, y,W (y)) and (ξ, x,W (x)). For
ξ, x, y ∈ [0, 1], x < y we have
l(ξ,y,W (y))(y)− l(ξ,x,W (x))(y) = W (y)− l(ξ,x,W (x))(y)
= W (y)−W (x)− ( l(ξ,x,W (x))(y)− l(ξ,x,W (x))(x) )
= W (y)−W (x)−
∫ y
x
S(ξ, z)dz
= H(ξ, y)−H(ξ, x).
In other words, differences between fibers convert into differences between the in-
crements of H.
We now define small neighborhoods of the stable fibers at points (x,W (x)) of the
graph of W . They will be needed to determine the local dimension of the Lebesgue
measure on the graph, and therefore to give a lower bound for its Hausdorff dimen-
sion. For K > 0, N ∈ N, ξ, x ∈ [0, 1] let IN(x) be a neighborhood of x of diameter 2−N
with dyadic boundaries, and
VN(ξ, x) =
{
(v, w) ∈ [0, 1]× R2 : v ∈ IN(x), |w − l(ξ,x,W (x))(v)| ≤ K · 2−N
}
. (4.1)
Define the pushforward of the Lebesgue measure on the graph of W (or the lift of
the Lebesgue measure λ on [0, 1] to the graph of W ) by
m = λ ◦ (id,W )−1 on B([0, 1])⊗ B(R2).
We will be interested in giving a lower estimate of the local dimension of m at
(x,W (x)) for ξ, x ∈ [0, 1], calculated by
lim inf
N→∞
logm
(
VN(ξ, x)
)
log 2−N
. (4.2)
That this bound does not depend on ξ has also been seen in Keller [10, Remark 3.5].
We first investigate how m scales on VN(ξ, x). Recall the notation for the iterated
Baker transform BN(ξ, x) = (ξN , xN) for N ∈ Z.
Lemma 4.1. For N ∈ N, K > 0, ξ, x ∈ [0, 1] we have
m
(
VN(ξ, x)
)
= λ
(
{v ∈ IN(x) : |W (v)− l(ξ,x,W (x))(v)| ≤ K2−N}
)
= 2−Nλ
(
{u ∈ [0, 1] : |H(ξ−N , u)−H((ξ−N , x−N))| ≤ KγN}
)
.
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Proof. Since the neighborhood of x of diameter 2−N with dyadic boundaries, IN(x),
has length 2−N and in our model [0, 1] is topologically the unit circle, we have
λ
({v ∈ IN(x) : |W (v)− l(ξ,x,W (x))(v)| ≤ K2−N})
= 2−N · λ({u ∈ [0, 1] : |W (2−Nu)− l(ξ,x,W (x))(2−Nu)| ≤ K2−N})
= 2−N · λ({u ∈ [0, 1] : |W (2−Nu)−W (x)
−(l(ξ,x,W (x))(2−Nu)− l(ξ,x,W (x))(x))| ≤ K2−N})
= 2−N · λ({u ∈ [0, 1] : |W (2−Nu)−W (x)− ∫ 2−Nu
x
S(ξ, t)dt| ≤ K2−N})
= 2−N · λ({u ∈ [0, 1] : |W (BN2 (ξ−N , u))−W (BN2 (ξ−N , x−N)) (4.3)
−
∫ BN2 (ξ−N ,u)
BN2 (ξ−N ,x−N )
S
(
BN(B−N(ξ, t))
)
dt| ≤ K2−N})
= 2−N · λ({u ∈ [0, 1] : |H(BN(ξ−N , u))−H(BN(ξ−N , x−N))| ≤ K2−N})
= 2−N · λ({u ∈ [0, 1] : |H(ξ−N , u)−H(ξ−N , x−N)| ≤ KγN}).
To obtain the last equation in (4.3), we apply N -times the first part of Proposition
3.3. This yields the desired equation.
Lemma 4.1 allows a first specification of the local density limit of (4.2). In fact,
for N ∈ N we have
logm
(
VN(ξ, x)
)
log 2−N
= 1 +
log λ
({
u ∈ [0, 1] : |H(ξ−N , u)−H(B−N(ξ, x)| ≤ KγN
})
log 2−N
. (4.4)
Hence, we will have to obtain a lower estimate on
lim inf
N→∞
log λ
({
u ∈ [0, 1] : |H(ξ−N , u)−H(B−N(ξ, x))| ≤ KγN
})
log 2−N
. (4.5)
By means of Corollary 3.4, we can now give an auxiliary estimate leading to de-
termine a lower bound on (4.5).
Lemma 4.2. There exists a constant C such that for 0 < r < 1
2
, N ∈ N
λ2
({
(ξ, x) ∈ [0, 1]2 : λ({y ∈ [0, 1] : |H(ξ−N , y)−H(B−N(ξ, x))| ≤ r}) ≥ r2−η}) ≤ C rη.
This is similar to the Marstrand projection estimate of Keller [10, Section 3.5].
Proof. In fact, by the B-invariance of λ2 and Corollary 3.4 we may write, with a
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universal constant C > 0
λ2
({
(ξ, x) ∈ [0, 1]2 : λ({y ∈ [0, 1] : |H(ξ−N , y)−H(B−N(ξ, x))| ≤ r}) ≥ r2−η})
= λ2
({
(ξ, x) ∈ [0, 1]2 : λ({y ∈ [0, 1] : |H(ξ, y)−H(ξ, x)| ≤ r}) ≥ r2−η})
≤ r−(2−η)λ3
({
(ξ, x, y) ∈ [0, 1]3 : |H(ξ, y)−H(ξ, x)| ≤ r
})
≤ Cr−(2−η)r2
= Crη,
where the first domination follows from Markov’s inequality.
This concludes the proof.
It remains to apply Borel-Cantelli’s lemma to obtain the lower bound on (4.5).
Proposition 4.3. We have
lim inf
N→∞
log λ
({
y ∈ [0, 1] : |H(ξ−N , y)−H(B−N(ξ, x))| ≤ KγN
})
log 2−N
≥ 1.
Proof. Applying the lemma of Borel-Cantelli with rN = Kγ−N to the result of Lemma
4.2 we get for λ2−a.e. (ξ, x) ∈ [0, 1]2 that
lim sup
N→∞
γ−(2−η)λ
({
y ∈ [0, 1] : |H(ξ−N , y)−H(B−N(ξ, x))| ≤ KγN
})
≤ K2−η.
This implies
lim inf
N→∞
log λ
({
y ∈ [0, 1] : |H(ξ−N , y)−H(B−N(ξ, x))| ≤ KγN
})
log 2−N
≥ (2− η) log γ
log 1
2
= (2− η)1
2
.
Since η > 0 is arbitrary, this implies the desired estimate.
We finally obtain a lower estimate for the Hausdorff dimension of the graph of W .
Theorem 4.4. Let m = λ ◦ (id,W )−1, x ∈ [0, 1], and for N ∈ N let VN(ξ, x) be defined
by (4.1). Then
lim inf
N→∞
logm
(
VN(ξ, x)
)
log 2−N
≥ 2.
The Hausdorff dimension of the graph of W in (2.1) is bounded from below by 2.
Proof. Combine (4.4) with the result of Proposition 4.3. For the claim on the Haus-
dorff dimension, consult the remark in Baranski et al. [3] after Definition 1.1.
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5 Upper bound for the Hausdorff dimension
In the previous section we computed a lower bound for the Hausdorff dimension of
(2.1). It easy to recall that W in (2.1) is a 1/2-Ho¨lder continuous function. For α-
Ho¨lder functions a general result exists stating that for a Ho¨lder function f : A→ Rd
(A ⊂ R)
dim
(
Graphf (A)
)
:= dim
({
(t, f(t)) : t ∈ A}) ≤ 1 + (1− α)(d ∧ 1
α
)
. (5.1)
It can be shown that the above results cannot be improved under the Ho¨lder con-
dition alone. In the particular case of our map W (d = 2, α = 1/2), we have
dim
(
GraphW ([0, 1])
) ≤ 2. In [1] it is shown that the Box dimension of the graph
of W is indeed 3− 2α, in particular for α = 1/2 the dimension is 2 (see his Corollary
4.4). Recall that the Box dimension dominates the Hausdorff one.
Summing up, we state our result on the Hausdorff dimension of the graph of W .
Theorem 5.1. The Hausdorff dimension of the graph of W is 2.
Proof. Combine the remarks on the upper bound with Theorem 4.4.
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