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Preface
As this book is being published, the world is in the midst of the
COVID-19 pandemic. The outbreak has brought the underlying economic and education issues discussed in this book to the forefront.
Between March and April 2020, more than 30 million people in the
United States filed for unemployment. Many of these individuals will
continue to collect unemployment and other benefits into the following year, taxing the ability of states and federal programs to provide
employment supports and job training.
The long-term health of the workforce is at stake, and the workforce
data system plays a critical role. However, the technical systems that
undergird the infrastructure have largely been ignored since the Great
Recession of 2007-2009. Wandner (2019) notes that the federal government has not invested in staffing for the Unemployment Insurance
program since the 1970s, despite it being the largest portion of the U.S.
Department of Labor’s budget. In 2017, only 66 agency staff members
worked on unemployment. At the state level, the number of staff working on unemployment varies. There is no systematic accounting.
It is common knowledge that data systems have not been updated.
Many states still run their unemployment insurance systems on old
software and computer systems—some that are 40 years old. A wellpublicized effort during the height of the pandemic aimed to recruit
programmers familiar with old systems such as COBOL (Lee 2020).
This long-term neglect of the computer systems was identified as a key
barrier back in 2010, when the National Association of State Workforce Agencies (2010) reported that states simply couldn’t handle the
demands of unemployment insurance claims from the past recession.
There is also a long-term disinvestment in workforce development. As
Chapter 2 in the book discusses, the federal government has reduced
funding for training over time, and increases in work requirements at
the state level make it much harder for workers to get training resources
while receiving benefits from programs such as Temporary Assistance
for Needy Families or Supplemental Nutritional Assistance Program, as
allowed under federal law.
With a historic high in unemployment—23 million unemployed as
of April 2020—ensuring that workers have or develop the right skills
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to find good jobs requires massive coordinated policy effort among
the states. All too often, we are still using educational policies to fix a
mobility problem. Giving a scholarship to a student does not guarantee
a graduate will continue to live in state. Moreover, since firms work
across states or even countries, how do we help a company meet its
labor needs in a region like the Midwest? Cooperating to make decisions would best serve states in a region as a whole. Data provide an
efficient, fact-based tool to identify job supply and demand. Governments can use data to allocate resources effectively, and prospective
workers can pursue training in a career that will not only pay off the
investment, but also contribute to the overall economy.
In 2010, a group of universities and state agencies in Ohio created
a longitudinal data system linking information from K-12 education,
higher education, and workforce development, providing the government with a platform for critical analysis on a range of publicly funded
training and education programs. The linked data provide opportunities
for agencies and other researchers to study the impact of public policies on individual outcomes such as employment or earnings, as well
as inform future public policies. I have worked with the administrative
data to study the impact of the Workforce Innovation and Opportunity
Act programs, as well as academic studies on the labor market impacts
of adult education and community college.
In the past six years, the partnership has gained significant experience in further developing the longitudinal data system, building
data tools and dashboards to monitor outcomes and conduct original
research. As data science becomes increasingly critical to public policy,
and many governments struggle to develop the technical, legal, and
organizational systems that facilitate the use of data for decision making, Ohio’s partnership offers a successful example for other states to
emulate.
Indeed, as the COVID-19 pandemic unfolds, data systems are being
used extensively to help Ohio respond to health and economic crises,
from analyzing the surge in unemployment claims to targeting food aid
through local school districts. Affiliated researchers are being called
on to study topics such as debt and unemployment, college tuition and
enrollment under a pandemic, and many other important issues. The
systems we have built are proving useful to government in a time of
crisis in ways even beyond what we expected.
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1
Workforce Data and Government
A healthy workforce is a good indicator of a successful economy.
We measure this health with key indicators such as the unemployment
rate, income, and productivity, which help to define expectations. Is the
economy strong or weak? What job search parameters do new graduates face? The business news diligently tracks and reports economic
indicators in an effort to assess the current state of the economy and to
predict its future direction.
One of the most critical economic issues is squarely in the workforce domain: How will changes in technology impact jobs? Workers
fear that they will lose their jobs to automation; employers worry that
they will struggle to find workers with the appropriate skills to utilize
new technology. And governments are concerned about the economic
impact to their communities as they work to stay competitive and attract
businesses to build their tax base.
The research literature identifies the kinds of jobs that can be
replaced by technology (Autor, Levy, and Murnane 2002, 2003). For
example, occupations with routine job tasks are expected to be automated, leading to displacement of workers. Estimates on the numbers
of jobs that will be replaced by technology vary considerably. One estimate from McKinsey Global Institute (Manyika et al. 2017) predicts
that up to 73 million jobs will be lost in the United States by 2030.
The report forecasts significant job losses across occupations and highlights a staggering 375 million jobs where people “may need to switch
occupational categories and learn new skills” (p. 11). The same report,
however, also projects an increase of 20–50 million new jobs globally
in information technology in the same period. The potential upsides of
technological advances include the creation of jobs that will require a
higher set of skills and offer commensurate pay.
Minimum wage is another pressing workforce issue. Many cities
and states are wrestling with the idea of mandating increases to the
minimum wage to address the gap between earnings and the cost of
living. Wage growth has been weak, while housing, medical, and other
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costs have rapidly increased. States and cities are increasingly focused
on public policies that will increase earnings for its residents.
The economic recovery from the Great Recession created significant labor problems. Many unemployed individuals were unable to find
work, while businesses could not find qualified workers. The recession was particularly difficult for workers just entering the job market,
especially recent high school dropouts. Men without college degrees
who were laid off during the recession had an especially hard time finding their way back to full employment. The reaction of this population
played a major role in the outcome in the 2016 presidential election,
as these workers voted for candidates whom they believed understood
their plight and would restore jobs.
The changing nature of work combined with the inevitable struggle to adapt raises the stakes for government. What should the role of
government be in the workforce? Can we improve the overall skills of
new graduates as they make their way in this new uncertain economy?
Federal, state, and local government have distinct roles in workforce
training specifically and workforce development more generally. Local
and state government have statutory authority over K–12 education and
most of the higher education authorities. While federal policies govern vocational training for adults, states maintain influence and govern
the local institutions. Although the overall funding levels for workforce
development have decreased over time, recent administrations have
shown renewed interest in specific workforce development programs,
including the Registered Apprenticeship Program and Career and Technical Education for high school students (Hawley 2017).
Governments have turned to a new and important instrument to
address workforce issues: data. In particular, they are increasingly
deploying administrative data to design and build data systems relating to student information, human services, and workforce or employment. When it enacted the Workforce Innovation and Opportunity Act
(WIOA) in 2014, the federal government outlined for the first time
a common set of national performance standards, which are in fact
mandated for a range of workforce efforts, such as Career and Technical Education, Adult Education, and the Temporary Assistance for
Needy Families. Broadly speaking, these performance standards look
at employment outcomes of training funded by the government. WIOA
requires states to use common files, such as the wage records kept by

Workforce Data and Government 3

the Unemployment Insurance (UI) program. States are just beginning
to develop the data systems to implement these new accountability systems. Ohio has incorporated WIOA’s performance standards into its
statewide strategic plan for economic development and provides the
metrics online in a dashboard format. Counties are using these dashboards to monitor outcomes for different WIOA programs, such as
Adult and Dislocated Worker. Counties also have the ability to use the
performance tools to monitor related workforce programs, such as Registered Apprenticeship, using the same common measures. Chapter 4
will review Ohio’s program in more detail and discuss the modifications the state has made.
In addition to holding public agencies accountable, data improve
the performance of the workforce development system through “learning” from prior experience (Eberts 2015). Although some workforce
development programs are being developed according to best practices,
there are challenges with incorporating lessons from local experiments
into current practice. For example, Ohio rolled out the Comprehensive
Case Management and Employment program in 2015, which required
significant changes to the organization and delivery of local services to
eligible youth. The state collected data on how counties changed their
institutional structure to follow state laws and implement the program,
but it did not necessarily build systems to capture lessons learned from
these new policy shifts (Hawley and Munn 2017). Thus, it is very difficult to adjust program design, change the curriculum of the programs,
or know if big shifts in program delivery can be made to improve performance. As a result, job counselors, career advisors, and administrators
operate without a standardized set of practices to improve performance.
The problems governments face in addressing gaps in the workforce are magnified by the lack of a clear and standardized definition of
the concept of workforce development. Workforce development is not
taught in college. There is no codified body of practice that forms the
basis for the field. Some scholars have defined similar concepts, such
as workforce education, which have more in common with vocational
or career and technical education (Gray and Herr 1998). Others have
defined workforce development to include fields such as adult education or human resource development (Bernick 2005; Harrison and Weiss
1998), but very few scholars have attempted to outline a comprehensive
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definition for workforce development as a coherent field of educational
practice (Jacobs 1990, 2000; Jacobs and Hawley 2005).
Why does this matter? Since workforce development is not a formal field or discipline, it can be difficult to define the government programs that form the core offerings of a workforce development program. In my own writing I have focused on the commonalities between
programs that serve both adults and youth. Jacobs and Hawley (2009)
outline the scope of workforce development programs, including in
our definition programs such as career and technical education, human
resource development, and training for entry-level workers and incumbent workers. The following section describes attributes of workforce
development that programs share.
Skills Matter
Workforce development in essence is about skills, specifically those
that are in demand. Without the right skills, the unemployed will not
find jobs, and the employed will have a tough time working their way
up the ladder. Workforce development is also about job search skills, as
well as helping individuals reduce barriers to employment (e.g., a criminal justice record, lack of sufficient transportation, or poor housing).
It can be challenging to measure the overall skill level of the workforce. Governments use proxy measures such as the education level to
determine if the workforce is more skilled or less (i.e., the more educated the workforce is, the more skilled it is), but that can be misleading. While the percentage of the current workforce aged 25–64 that has
an associate’s degree or greater increased from 34.6 percent in 2005 to
about 39 percent in 2015, overall skill readiness has not kept pace.
Historically, the education levels used to measure workforce skills
have moved through different stages. In The Race between Education
and Technology, Goldin and Katz (2008) describe the movement beginning in the early 20th century toward universal high school education.
Before 1910, only 9 percent of Americans graduated from high school.
By 1940, the graduation rate was over 50 percent. Moreover, 73 percent
of youth aged 15–18 in 1940 were enrolled in high school, compared
to just 19 percent a generation earlier. The United States experienced a
dramatic increase in the number of high schools in the period between
the two world wars. However, access to education after high school
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spread unevenly across the nation, lagging in urban northern cities and
in the South. But by the 1950s, states moved to build higher education
institutions to meet increased demand for college based in large measure on the GI bill.
The real growth in higher education did not happen until the 1960s.
Until that time, the bulk of the working population made do with high
school or elementary schooling. During the 1960s, college enrollment
grew by 120 percent compared to the 1950s. In 1969–1970 alone, the
number of bachelor’s degrees issued by the United States (792,000)
more than doubled the number issued a decade earlier (392,000)
(National Center for Education Statistics 2016). Currently, colleges
issue about 1.9 million bachelor’s degrees annually.
Significant gaps in educational attainment between men and women
have always existed. According to data from the American Community
Survey, 26 percent of women aged 25–64 and 28 percent of men in the
same age bracket had at least a bachelor’s degree in 2015. However,
when you narrow the age group, the differences are more noticeable.
Women aged 25–34 have a 5 percent advantage, with 32.5 percent of
women completing bachelor’s degrees compared to 27 percent of men
(Goldin and Katz 2008).
Levy and Murnane (2004) demonstrate another way of measuring
skills. They use the Dictionary of Occupational Titles to tabulate the
12,000 occupational descriptions and label skills changes in the U.S.
economy. The changes in job skills show that work requiring complex
communication or expert thinking grew between 1969 and 1999, while
various types of manual work declined substantially. These data show
that as education levels increased, so did jobs that required higher skill
levels.
Technology plays an important role in the skilled workforce. Since
the 1960s, computers have replaced many jobs in the United States.
Levy and Murnane (2004) describe four ways that the introduction of
mainframe computers affected jobs: 1) by changing the number of or
demand for different jobs, 2) by altering the kinds of jobs available for
workers, 3) by increasing or decreasing wages, and 4) by changing the
types of skills required. Computers can substitute for labor in one area,
but jobs change in other ways. For example, as banks automate check
processing, the number of people needed to verify funds and read legible handwriting decreases (Autor, Levy, and Murnane 2002). In con-
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trast, the number of high-paying jobs to program machines to read the
checks or to carry out exceptions processing increases. It is very difficult to connect technological advancement to a single shift in employment. There are changes in the level of employment, but the number of
jobs impacted by secular shifts in job tasks complicates forecasting job
demands in the future.
Immigration is also an important factor in the labor force. Public
policies have changed over time to accept or reject immigrants from
different countries and with different education or skills backgrounds.
Currently, immigrants make up about 13.5 percent of the population in
the United States, whereas in 1970 they composed only 4.7 percent. In
2015, there were approximately 43 million immigrants. The trend in
recent decades is that immigrants are overall less educated than in prior
decades. The change in education level among immigrants affects the
mix of workers available in the economy. That is, less-educated immigrants are competing with less-educated native-born Americans for the
same jobs. However, there are discernible differences between these
two groups. Low-skilled immigrants tend to gravitate toward different
types of work than that of low-skilled Americans. The kinds of jobs that
immigrants hold differ depending on local economic and labor market conditions. Ohio has many small and medium-sized cities, where
a large fraction of workers are Hispanic. While Hispanics are only 3.6
percent of the state as a whole, they represent over 6 percent of the local
population in seven counties in the 2010 census (Ohio Department of
Development, n.d.).
Conversely, immigrants also make up a disproportionate fraction
of our educated workforce. Of the 64.6 million individuals with college degrees in 2014, 10.5 million were immigrants. The percentage
of immigrants with college degrees has been increasing at higher rates
than that of native-born college educated workers (Zong and Batalova
2016). College-educated immigrants tend to be concentrated in highdemand sectors, such as health care or technology.
Public Policy and the Workforce
WIOA focuses on training and workforce opportunities for disadvantaged workers. When enacted in 2014, it laid the groundwork for
common performance metrics, unified planning, and the development
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of legal frameworks and data standards. The intent of these mandates
is to give states a firm push to better align resources across historically
isolated and disparate training efforts. The challenge to compliance lies
in the consistency and availability of data and in translating that data to
coherent practices. Governments generate an immense variety of data
on participants, the programs they complete, and the outcomes, but they
fail to link data on a regular basis with different agencies to improve
performance. Moreover, the speed with which data are generated creates expectations that data can be analyzed and used rapidly. There is
a mismatch between the needs of government for actionable data and
local communities’ willingness to change practice based on data.
The increasing use of data—something seen across all areas of
business and government—offers opportunities for workforce development professionals to combine data resources to improve the quality of information available for decision making. Data-based decisions
can improve forecasting for planning and budgeting future programs.
For example, Ohio’s Strategic Plan at the Governor’s Office outlines
the common measures used to compare the performance of the workforce programs, including wage and employment outcomes on all key
federal workforce programs, including WIOA programs. Additionally,
the state developed a dashboard website that compares program-level
performance and can be used over time to improve the management of
workforce development programs.
Workforce development data systems are continual works in progress. Early efforts from the U.S. Department of Labor (USDOL) and the
Census Bureau in the 1960s and 1970s aimed to develop longitudinal
data systems, including the use of UI wage records and the Continuous Wage and Benefit History program (Blanchard and Corson 1982;
Borus and Tash 1970). Building on those efforts, several states worked
together in the 1990s and early 2000s under a labor department mechanism called the Administrative Data Research and Evaluation Project
(ADARE). The ADARE states collaborated on research and evaluation projects. The initiative improved understanding about the different data systems that states use in workforce development, resulting
in additional government investment at the federal level in 2010 with
the Workforce Data Quality Initiative (WDQI). WDQI built infrastructure at the state level, focusing on networks of professionals who have
experience working with workforce, higher education, and K–12 data
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linkages within state government and university systems. WDQI funds
have supported 35 states since 2010 with over $57 million, with some
states receiving multiple grants. The funds also have been used to build
statewide longitudinal data systems, often combining UI wage records
with other longitudinal data files in systematic ways. As a point of comparison, the U.S. Department of Education built the Statewide Longitudinal Data Systems program, which has provided about $640 million
in funds to virtually every U.S. state until 2014 (Government Accountability Office 2014).
State-level investments in longitudinal data systems vary significantly. Many states had some experience building longitudinal data
systems for the Continuous Wage and Benefits History or through
developing UI wage records more generally. Florida’s state government
was quite active in building the Florida Education Training Placement
Information Program (FETPIP) in the 1980s and 1990s, and, despite a
lack of a comprehensive source of information on state systems, many
other states used state resources to develop similar statistical systems.
In Chapter 4 we describe the work done in two states, Washington and
Ohio, as a way to understand the more general process to develop statewide longitudinal data systems.
Governments traditionally have used data to make decisions for
workforce planning and policy, as evidenced in military-run workforce
programs in World Wars I and II and with the advent of modern workforce development policies (Dorn 2007; Jacobs 2000). Currently, large
workforce programs, such as WIOA or the Federal Perkins Loan Program, require concrete data on the number of jobs by occupation in
the economy and the level of education that is required for those jobs.
These core decisions in workforce planning might be stated as follows:
1) How many jobs are required in the future?
2) What occupations will these jobs be from?
3) What educational levels do the jobs require?
4) How many new workers are needed at what time?
Traditionally, government and academics have used manpower
planning to answer these questions. Manpower planning is defined as
“the development of human resources for efficient use” (Richter 1984,
p. 678). Developed during reconstruction after World War II, manpower
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planning used labor force statistics to assist national governments with
centralized decision making. It is still used in some form by institutions such as the Bureau of Labor Statistics (BLS), which estimates
labor demand and attempts to tease out the required education level in
the jobs for the future. This model has fallen out of favor in developed
nations, although it continues to be used in some developing countries
(Psacharopoulos 1991; Richter 1984). Russia, China, and South Korea
have an easier time generating estimates using manpower planning
tools. Moreover, countries with a large fraction of employment in manufacturing or government can more easily use the methodology.
It may be possible to use population estimates, supply information,
and macroeconomic data and arrive at an estimate of how many workers will be needed. However, governments cannot use manpower planning to identify precise numbers of skilled workers required by employers throughout the economy. We discuss this problem in more detail in
Chapter 4 and show that the solution requires more complex data-based
tools.
Researchers have criticized manpower planning (Spalletti 2008).
The primary criticisms center on the difficulties of forecasting demand
for skilled workers in a dynamic economy. As discussed earlier, the
number of jobs lost to technology and the number created in new fields
of work are hard to predict. However, governments are still faced with
the questions of how and where to invest in specific training programs
and educational planning. Current decisions might focus more on the
kinds of jobs by industry or career cluster and provide a range of data to
state and local government. As these questions evolve, our data systems
require changes to ensure that government has the necessary information to make the decisions.
Expectations Based on Business
Current thinking on workforce planning at the state and local levels
has been influenced by the larger trends from technology and economic
development. Data collection is ubiquitous and deployed extensively
to improve business. Businesses are constantly assessing the value of
specific investments in everything from credit card offers to pay rates
for sales workers, and determining how these investments impact core
business outcomes (Levenson 2015). Government has dramatically
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increased the amount of data that it collects and is consistently improving data utilization.
Let us examine in detail the ways in which government ensures
businesses have a supply of skilled college graduates. Based on national
data, it is presumed that the country has too few skilled workers in key
areas such as engineering or medicine. Unfortunately, the data do not
guarantee that the jobs will actually materialize four years later after
students graduate from college. Indeed, many scholars do not agree with
the conclusion that there is pent-up demand for college-level workers
(Rosenbaum 2003; Salzman 2013). Occupations that demand higher
levels of education may in fact be growing more quickly than others,
but still represent only a small fraction of total job openings annually
(Sommers and Franklin 2012). Therefore, government is investing in
policies that essentially are no better than informed guesswork regarding future business hiring. Indeed, an article by colleagues from MIT
(Xue and Larson 2015) reflects this conundrum.
Government systems to measure the effectiveness of investments in
workforce training have greatly improved in recent years. Traditional
tools for measuring results require evaluations that have additional costs
and can take years to complete. And after making changes to federal
programs, government often does not evaluate outcomes to determine
success. For instance, even though vocational training increases earnings for workers, only a small minority of WIOA participants complete
any vocational credentials (Bloom and Michalopoulos 2001; Mangum
2000).
Unfortunately, the process of creating public policies is more political than scientific. Government policies on training or workforce often
do not reflect the mountain of hard-won evaluation evidence. The
evaluation evidence uniformly notes that workforce programs remain
isolated and fragmented. State agencies have a hard time integrating
services among disparate programs. Secondly, effective workforce programs, the subject of multiple random-assignment evaluation studies,
have not been replicated successfully. Moreover, the successful models
identified in evaluation studies have not been consistently translated
into changes at the local level (Government Accountability Office
2000). The United States still maintains multiple funding streams and
programs, leading to duplication of effort and confusion for the jobtraining clients. For example, a substantial body of evidence shows
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the value of integrating academic and vocational content into training
(Bottoms, Presson, and Johnson 1992; Hawley and Chiang 2016;
Rosenstock 1991; Wachen et al. 2012). However, many programs that
serve adults still operate by offering remedial coursework separately
from vocational or technical content.
Big data offers an opportunity for government, as it has for businesses. Airline companies use data collected on plane arrivals and
departures to make efficient decisions about pricing (McAfee and
Brynjolfsson 2012). Companies collect data on consumers’ buying and
web search practices to tailor marketing strategies to specific individual
preferences. Similarly, governments need data on individuals to identify and target needed services. The big data revolution offers an opportunity to develop the tools needed to guide long-term investments in the
public sector. Moreover, the past few years have seen a resurgence in the
use of predictive modeling tools in conjunction with big data resources
to help government understand the long-run impacts of potential policy
changes (Ghaffarzadegan, Hawley, and Desai 2013; Hur, Ghaffarzadegan, and Hawley 2015; Kuhn and Johnson 2013). While big data needs
to be seen through privacy regulations and government legal rules
designed to ensure confidentiality of administrative records, there is a
wealth of practical experience at the state and local levels that can help
government make the best use of data for performance improvement.

WHAT IS BIG DATA?
Big data emerged in the 1990s as a term that was applied to the
physical size of data, and generally referred to data that would not fit on
a single computer or mainframe. In more recent years the term has been
applied to the volume of data meant for analysis, irrespective of the size
of the computer (Lewis 2018). In this regard, data from a single county
unemployment insurance system might not qualify as big data because
there are very few people who receive benefits. In contrast, data from
Medicaid will qualify as big data. A single file from the Ohio Medicaid department in 2017 included 4.7 million rows just on prescription
drugs.

12 Hawley

A second way big data is distinguished from survey or administrative data in general is the complexity of the data elements. Unemployment Insurance wage records cover all people working in a state,
and therefore contain a lot of records. But wage records usually have
only four to six columns worth of data. In contrast, the K–12 education data in Ohio include well over 100,000 variables on approximately
1,000,0000 students annually. This complexity makes the education
data much more difficult to analyze using traditional methods, and also
reinforces the need for different methods of data storage and linkage
using a database instead of relying on a traditional analytical file (Foster
et al. 2017).
The early work of D.J. Patil (Lewis 2018, p. 147), who was the
first chief data scientist for the U.S. federal government under President
Obama, provides an interesting example of big data. In the early 1990s,
Patil required massive amounts of data to test mathematical theories
while working on his PhD. At that time, one of the largest stores of data
was on weather systems and held by the National Oceanic and Atmospheric Administration. Weather data generates as much information as
the entire Library of Congress on a daily basis. It is also complex, in
that weather data includes information on different physical and human
systems (Lewis 2018). Patil downloaded a great deal of this data and
went on to conduct data science work in defense, education, and the
private sector before his role as the chief data scientist.

WHAT KIND OF DATA DOES GOVERNMENT HAVE ON
THE WORKFORCE?
Big data is challenging for government, as the amount and type of
data resources maintained on the workforce increase in size. USDOL
and associated agencies have always needed to maintain data on wages
and salary to enforce regulations and comply with requirements from
Congress on performance reporting. Federal labor and education data
can be thought of in three categories: 1) survey data, 2) data reported
from employers or states to comply with certain policies, and 3) realtime labor market data. Each is dealt with in turn in the following
sections.
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Survey Data
Three primary survey files produce data on employment on an
annual basis: the Current Population Survey (CPS), a monthly household survey of 60,000 units; the Current Employment Survey (CES),
a payroll survey of 147,000 firms representing 634,000 employees
monthly; and the Occupational Employment Statistics (OES) program,
done twice a year to a random sample of 200,000 establishments. Table
1.1 provides an overview of the data sources from survey data.
These three surveys provide different data to help us understand the
workforce. The CPS is best for labor market information and provides
demographic data. The CES is better for measures of employment,
hours, earnings, and industry of employment. The OES collects data on
occupations and wage rates.
The data in the CES are divided into 10 sectors (e.g., manufacturing,
finance, education), and within each sector there is information on union
membership and representation, average hours worked, average hourly
wages, and workplace-related deaths and injuries.1 The OES categorizes data into 800 occupations. In each occupation, it provides wages at
percentiles, the percentage of the industry covered by that occupation,
and geographic profiles to show concentrations of each occupation.2
The CPS focuses on documenting employment and unemployment.
Table 1.1 Survey Data Collected on the U.S. Workforce
Organization
Survey name
collecting data
Sample
Current Population
Bureau of Labor
60,000
Survey
Statistics
households
Current Employment
Bureau of Labor
147,000 firms
Survey
Statistics
Occupational
Bureau of Labor
200,000 firms
Employment Survey
Statistics
Job Openings and
Bureau of Labor
16,000 firms
Labor Turnover Survey Statistics
O*NET (Occupational
Employment
1,110
Information Network)
and Training
occupations
Administration

Regularity
Monthly
Monthly
Semiannual
Monthly
Ongoing
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The three surveys have strengths and weaknesses. One shared
weakness is that they are samples of companies, households, or individuals, which means that specifically for small units, such as small
cities, the number of cases representing that frame is very small. The
CES and OES use samples to generate estimates and do not provide
exact employment numbers. The sampling results in margins of errors,
especially for smaller metropolitan statistical areas. The surveys are
corrected after the fact, and data are used on an annual basis differently
from the monthly data.
Other survey data are important for workforce planning at the federal level. The Job Openings and Labor Turnover Survey provides
general information on workers who quit or were laid off in the last
month.3 The decennial census offers the best estimate for total number of citizens in the workforce and categorizes workers by race and
age. Many workforce analysts use the American Community Survey
(ACS), an annual census sample that provides extensive information on
demographic, workforce, and employment characteristics of residents
at varying levels of granularity. The Occupational Information Network
(O*NET), funded by the Employment Training Administration, operates a survey system that provides information on occupations and is
used extensively in career development or supply and demand work by
state and local government.
Additional government agencies, private companies, and associations provide employment data through surveys. For example, the
Department of Health and Human Services estimates the supply and
demand of 35 different types of health care workers, and the Association of American Medical Colleges provides a more detailed analysis of
physicians in the workforce. In the private sector, Economic Modeling
Specialists International uses data from the Departments of Labor, Education, and Commerce to create customized labor market data systems
for its customers.
Administrative Data
One of the most important forms of data used by analysts and government are administrative records. These include UI wage records,
statutory program data kept or reported to federal agencies to comply
with legislation or regulation, and local data kept by states (Table 1.2).
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Table 1.2 List of Administrative Data Systems Commonly Included in
Longitudinal Data
Labor and Economics
Education
Other
Unemployment Insurance Education Management Temporary Assistance
for Needy Families
Wage Records (UI)
Information System
(EMIS)
National Student
Quarterly Census on
Higher Education
Clearinghouse
Employment and Wage
Information System
(QCEW)
Teacher licensure files
Bureau of Motor
Workforce system
Vehicles
administrative data (UI
Value added data
benefits, WIOA Title I,
on student/teacher
Wagner-Peyser Act/ES
performance

These data have always existed but have only recently been used systematically across states.
The scope of administrative records depends on the state. The core
UI wage record file exists in all states because it is required under the
terms of the federal-state partnership for UI. The legal foundation of
the current wage record system is based in the Federal Unemployment
Tax Act of 1937, which set up a federal tax to cover unemployed workers. As part of the tax, states were asked to build (over time) a way
of reporting earnings on a quarterly basis. The statute at the federal
level currently establishes the framework for reporting wage records as
part of the administration of UI (Workforce Information Council 2014).
Moreover, at the state level, the statute defines specific elements to be
covered by wage records.
These wage record data are universal and come directly from firms,
meaning they are the single most important source of data on employment outcomes. However, records are very thin, containing information
on only the quarter of employment, the amount earned in that period of
time, and the number of weeks worked in a specific quarter. It is important to note that state coverage of wage records varies by state. Some
states, such as Alaska, have occupation in the record, and others such as
Oregon or Minnesota have hours worked.
A wide range of other state-administered data sources are used to
understand workforce programs. Virtually all state systems exist as
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record-keeping sources for federal programs. The largest are the data
systems that supported the Workforce Investment Act (1998–2014)
(WIA) and now support the Workforce Innovation and Opportunity
Act. Specific statutory programs, such as the Adult, Dislocated Worker,
or Youth formula programs and adult literacy programs, each have their
own state data systems. The systems themselves are not standardized
in terms of the data elements they include or the legal and governance
systems that allow them to be used for evaluation and planning purposes. Some important exceptions in data collection practices across
states will be discussed in Chapter 4.
Administrative record systems exist to respond to federal—and to
a lesser extent—state statute. As a result, they are usually created for a
specific programmatic purpose, and not for a general policy or research
activity. States such as Ohio, for example, have separately maintained
data systems for all of the statutory WIOA programs (i.e., WIA Title 1,
Adult Literacy, Wagner-Peyser, and Vocational Rehabilitation). These
systems capture common aspects of programs, such as enrollment, participation, program services, and exit. However, states capture these
data in different ways, with no standardized definition of key terms,
such as participant. The lack of common definitions makes the production of dashboards and scorecards challenging, as we will describe in
Chapter 4.
Moreover, the technical development of the systems is highly variable. In Ohio, for example, the adult literacy data system is quite extensive and maintained by a state university. It has a well-documented
technical structure. Other programs do not have the same investment
in data collection and maintenance. For example, the data system for
the Perkins-funded adult programs has not received the same level of
support and is maintained mostly by analysis of data collected for other
state purposes. This gap in technical sophistication of the data systems
is driven in part by federal requirements for performance reporting.
Beginning with Florida in the 1980s and then Missouri and Maryland, states have sought to use administrative records to enable better
understanding of student progress and success, often in the vocational
or higher education sectors. Florida, for example, built the Florida Education and Training Placement Information Program system (FETPIP)
to answer critical questions about student outcomes in higher education
and employment. Currently, FETPIP uses wage record data to follow up
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on graduates from high school and higher education, as well as workforce development programs.
Early studies using state records by Stevens (1989) describe emerging programs in Missouri, Texas, and Florida—states that were specifically focused on expanding the use of administrative data systems for
tracking vocational education completers. Over the years, Stevens and
other scholars developed wage records as a tool for understanding the
outcomes of many different state-specific and federal programs. The
ADARE consortium, funded by the USDOL between 1998 and 2012,
illustrates the varied uses to which states and researchers have put wage
records. ADARE sponsored studies on a range of topics, including
vocational education, welfare reform, food stamp dynamics, and child
support (Stevens 2012).
At the federal level, some new tools take state-collected administrative records and use them in significantly different ways. The Longitudinal Employer Household Dynamics program (LEHD) is a U.S. Census project that collects state-level UI wage records and makes these
data available through the census research application process. The
LEHD also provides access to aggregate records that offer very useful
information to researchers and planners in state and local government
(Abowd, Haltiwanger, and Lane 2004). In recent years, economists and
social scientists have increasingly used the LEHD to study labor markets and human capital, including workers in scientific fields and the
low-wage labor market (Andersson, Holzer, and Lane 2005; Lane et al.
2015; Weinberg et al. 2014).
Real-Time Labor Market Data
Many organizations have built real-time labor market data systems.
No list will be comprehensive, but the tools that appear to have the widest reach are discussed below.
Since 2008, the Conference Board has been using human capital
analytics to develop an Employment Trends Index (ETI), which is
a forecasting tool for future employment outcomes and is published
monthly, soon after the BLS report. The first indicator of the ETI is the
Consumer Confidence Survey®, which measures job seekers’confidence
in finding a job. These data are combined with Real Manufacturing and
Trade Sales computed by the Bureau of Economic Analysis, industrial
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production statistics provided by the Federal Reserve Board, and the
percentage of firms unable to fill jobs, as calculated by the National
Federation of Independent Business Research Foundation.4
The ETI is useful for making predictions about the labor market.
For example, according to the Conference Board, an increase in the
percentage of firms unable to fill positions is strongly correlated with a
future peak in employment. In the beginning stages of economic weakness, there is a decrease in the ratio of temporary to full-time workers,
a decline in confidence in finding a job, and an increase in UI claims
(Levanon 2008).This information may be helpful during the development of workforce policy and for businesses to plan for future hiring
and compensation.
A second tool, from Boston-based Burning Glass, is called Labor
Insight, which uses web postings of jobs to provide information on hiring and training trends. Burning Glass and the Conference Board sell
analytical services to government and the private sector to help them
understand how to improve analysis of the labor market and hiring
trends.
Moreover, Monster.com produces reports on the labor market for
cities, which is combined with labor market information, and the ADP
Research Institute offers a monthly set of employment reports that are
used as a national estimate on employment and unemployment.

WHAT DOES GOVERNMENT DO WITH THE DATA
IT HAS?
Government makes decisions with workforce and economic data
at regular intervals. These kinds of decisions are understood but not
documented in any consistent way. For example, reporters and business analysts remain fixated on the internet when USDOL releases the
Employment Situation Report rate each month. A simple search of stories on National Public Radio’s Planet Money podcast shows at least
two shows per month on the unemployment rate, usually the day the
data are released. But these reports on the employment situation are
actually based on two complex surveys from the CPS and the CES.
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Based on these surveys, the Employment Situation Report provides
detailed data on employment, unemployment, and the condition of the
labor force more generally.
I am not aware of any formal study of how these data are used
in decision making, although employment statistics have an impact on
public opinion, hiring, wages, and even stock prices. In effect, government gathers these data to measure the temperature of the labor market as an indicator of relative health. However, because consumers and
analysts alike are liable to misinterpret or see phantom patterns in the
data from the Employment Situation Report, it is difficult to make an
accurate diagnosis of the underlying problems.
A second example might help explain why we need better theory
on how data are used in decision making. Government consistently
focuses on using economic data to forecast training and education supply. The BLS carries out formal projections on the demand for workers
on a regular basis under its Employment Projections Program.5 The current BLS methodology is strongly related to the historical methods used
by the manpower planning practitioners beginning in the 1960s. Obviously the BLS has improved its methods for forecasting labor demand
by occupation and educational level, but the fundamental goal is very
similar to those outlined in the original work by international organizations (Richter 1986; Spalletti 2008). However, other organizations,
such as Georgetown University, also produce estimates of the number and occupational distribution of these workers. The Georgetown
methodology is quite different in some respects, particularly in how it
relaxes the assumptions on the distribution of educational credentials
in specific occupations (Carnevale, Smith, and Strohl 2010). The two
sets of estimates offer quite different numerical estimates of the labor
needed in the current economy.
Neither federal nor private estimates of labor supply and demand
answer all the questions that local government, educational institutions,
or state entities have. Stating that an occupation is supposed to grow
does not answer questions about how much it should expand, or if the
expansion should be static or needs to vary over time.
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WHAT DATA ARE THE GOVERNMENT LACKING?
Despite the massive amount of data collected on the workforce,
there are some key areas where government does not collect data, as
well as some gaps in the data systems themselves. The Workforce Data
Quality Campaign (WDQC) is a nonprofit association that promotes the
use of administrative data in state policy. Its annual survey captures data
on a state-by-state basis on a set of standardized workforce questions,
such as what linkages exist between postsecondary education data and
the workforce. The data consistently indicate problems with workforce
data coverage. The most fundamental gaps tend to be around industry
credential data and the availability of data in consumer-friendly forms.
For example, 28 states reported in 2015 that they had access to an interagency council on workforce data, but only 9 states produce dashboards
for policymakers, and only 3 provide data on industry credentials
(WDQC 2015). The problem with the WDQC work, however, is that
it just documents the availability of state data. Additional work needs
to be done to understand the quality of the data. The following data are
available in a very limited fashion from government and require action
to develop the kinds of data systems that government needs.
Occupational Data
In general, states do not collect data on the occupation or job title
for workers (Workforce Information Council 2014). One exception is
Alaska, which provides these data only because of the state’s unique
income support provided to all residents. Without occupation measured
directly, states are unable to document the kinds of work that are in
demand in ways that can be conveyed clearly to educational institutions.
The only alternative is to use crosswalks between degree credentials or
industry of employment instead of the job title to generate an occupational code for each job. However, the crosswalks are often outdated
and designate occupation based on what workers were trained for in
college or the industry where they are currently employed. For people
who graduate in welding or another technical area, the lack of a job title
is not as critical as for business or humanities graduates, who often end
up working in a wide range of industry and occupational careers.
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Rate of Pay
The current UI wage record data—the core data used by researchers
to understand employment outcomes at the state level—do not include
data on hourly pay, they only include data on the total amount of pay
received during that time period. There is no information on pay rate
because it is not a required element under federal statute, and also it is
not required to pay unemployment insurance. Some states have other
items such as number of weeks worked or the occupation of the industry (Workforce Information Council 2014). This lack of data creates
significant problems for understanding the wage outcomes of workforce training programs. For example, if someone graduates from an
adult education program and earns a very low quarterly amount, as happens almost universally, we do not know if this is due to a low pay rate
or if the individual is working part time. Without these data, we cannot
calculate hourly earnings or examine the number of full- or part-time
workers.
Industry Training Data
There is virtually no information regarding on-the-job training in
industry. The last surveys the federal government conducted of employers on this issue were the 1995 Survey of Employer Provided Training and the 1997 National Employer Survey (Lerman, McKernan, and
Riegg 2004).6 Moreover, there is no mechanism by which participation in on-the-job training is captured in administrative records. Any
training workers receive after they leave a government institution is
not captured by workforce data systems, preventing analysis of larger
questions about what happens after workers begin careers. Government
spends a significant amount of money on companies through tax subsidies to bring jobs to communities or through state-sponsored training
programs like California’s Employment and Training Panel. However,
very little of this information makes its way into evaluation statistics
(Gorman et al. 2004; Moore et al. 2003).
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CONCLUSION AND DESCRIPTION OF THE BOOK
This chapter has provided an introduction to workforce data and an
overview of some of the key concepts necessary to the book. Specifically, I articulate an idea that while we have a great deal of data on the
workforce in the United States, governments are underutilizing these
data in decision making.
This chapter also asks how data systems can be made more responsive to business and government and applied to workforce systems. We
are looking for a quicker and more effective turnaround between evaluation evidence and organizational improvement.
As a baseline, the chapter describes the kinds of data governments
collect. We differentiate between three kinds of workforce data: survey data, administrative records, and real-time employment information. Each data source provides a piece of what governments require to
establish data systems. While the primary focus of the book will be on
the use of administrative data, the data tools we describe in Chapters 4
and 5 make use extensively of both survey and real-time data. Using the
concepts from this chapter, we turn in Chapter 2 to the workforce system and its evolution. In so doing we describe the public policy landscape that we develop data systems within.
Chapter 2 describes government’s current role in the workforce.
I briefly discuss important characteristics of government in the workforce, both for high-skilled workers and low-wage individuals. I
describe the range of government interventions, from the high-skill
training programs run by the National Institutes of Health to programs
like WIA, designed to improve the work participation and earnings of
low-wage workers.
Chapter 3 provides an overview of how governments use data to
make decisions and what the scholarly literature says about the ways
government can strengthen decision making. Additionally, the chapter
describes federal and state performance management systems in the
four workforce areas. I offer examples from prior policy regimes under
WIA and the Job Training Partnership Act that illustrate some of the
different objectives of the current performance systems.
Chapter 4 gives specific examples of technical systems used to provide state performance management systems in the workforce area. We
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review two key systems, Ohio and Washington, both of which have
been implemented to allow the states to monitor performance of workforce programs. The chapter concludes with some advice for readers
interested in the legal and governance issues that arise when a state data
system is established.
Finally, Chapter 5 explores technical developments that states have
made in performance management for the workforce. Specifically,
I describe examples in three areas: scorecards, dashboards, and data
visualizations.
The overall goal of this book is to describe new ways government
is using tools to inform decisions about the workforce at the state and
local levels. The book moves beyond standardized performance metrics
designed to serve federal agency requirements and discusses how government uses tools that can be used to provide up-to-date information
for government.

Notes
1. See Current Employment Statistics, http://www.bls.gov/jlt/jltover.htm#scope
and Job Openings and Labor Turnover Survey, http://www.bls.gov/web/empsit/
cesprog.htm#Coverage (last updated February 1, 2019).
2. See Occupational Employment Statistics Overview, http://www.bls.gov/oes/oes_
emp.htm (last updated February 1, 2019).
3. “Job Openings and Labor Turnover Survey Overview,” Bureau of Labor Statistics,
https://www.bls.gov/jlt/jltover.htm#scope (last modified July 14, 2014).
4. “The Conference Board Employment Trends Index,” Conference Board, https://
www.conference-board.org/data/eti.cfm (accessed January 14, 2020).
5. The Employment Projections program uses data from the Occupational Employment Statistics, Current Employment Statistics, and the Current Population Survey.
The methodology is clearly outlined in. https://www.bls.gov/emp/documentation/
projections-methods.htm (accessed October 10, 2019).
6. Survey of Employer Provided Training was provided in 1993 and 1995. My
research shows that this was the last time the federal government actually did a
formal survey of firm-supported training.

2
What Is the Role of
Government in the Workforce?
This book is primarily about workforce data and its use by government, but to understand what data are used or are needed, it is essential
to understand how the government defines its role in the workforce and
the policies it implements. This chapter provides an overview of workforce development programs. It reviews recent changes in the accountability provisions for federal workforce programs and discusses how
those changes impacted data requirements and metrics for workforce
development.

OVERVIEW OF U.S. WORKFORCE POLICIES
Workforce development policies are focused on lower-paid or lessskilled workers. They are managed by multiple federal agencies, but
the largest ones are governed through the U.S. Department of Labor
(USDOL). Table 2.1 provides a list of the five biggest USDOL programs in terms of budget and staffing in FY 2015. The Employment
and Training Budget was over $9 billion in 2017 (U.S. Department of
Labor 2018; Wandner 2015; Wandner and Eberts 2014). The next largest program is the Bureau of Labor Statistics (BLS), which operates
the Labor Market Information system in collaboration with state governments. The other three programs—Occupational Safety and Health
Administration, Mine Safety and Health Administration, and the Wage
and Hour Division—each oversee important functions for U.S. workers
and employers.
The bulk of U.S. spending on job training and workforce development is part of the Employment and Training administration’s budget,
including the Adult and Dislocated programs of WIOA, which served
1.2 million people in FY 2017 (U.S. Department of Labor 2019). This
program assists in retraining low-skill workers. Individuals receive ser-
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Table 2.1 Largest Department of Labor Programs (FY 2017)
Budget
Full-time FTE
Program
($ 000s), 2017
(approx.), 2017
Employment and Training
9,189,260
1,121
Administration
Bureau of Labor Statistics
607,842
2,339
Occupational Safety and
551,736
1,999
Health Administration
Mine Safety and Health
375,172
2,152
Administration
Wage and Hour Division
230,068
1,756
SOURCE: U.S. Department of Labor FY 2018 Budget in Brief, https://www.dol.gov/
sites/dolgov/files/legacy-files/FY2018BIB_0.pdf (accessed April 13, 2020).

vices operated at the local level but administered by a state system.
Training can take various forms; some workers receive services such as
on-the-job training within companies, while others receive funding to
participate in community or technical college training. However, training is comparably a very small part of WIOA and has shrunk as a portion of the expenditures at the local and state level as states and local
workforce boards have faced rising costs and fewer resources (Holzer
2012; Wandner 2015).
Resources for workforce programs have declined since the 1990s.
The three biggest traditional workforce programs (the Adult, Dislocated
Worker, and Wagner/Peyser) have shrunk in terms of funding and number of people serviced. Funding for the Wagner-Peyser Act declined
from a peak of $839 million in 1995 to $664 million in 2014. The Adult
program contracted significantly in the same period, falling from its
high of $1.9 billion in 1984 to $800 million in 2013. In contrast, funding for the Dislocated Worker program dropped from $1.3 billion in
2000 to $1 billion in 2014. Table 2.2 shows the full trend of funding for
the core workforce programs in the United States. In 2008, the federal
government began providing significant new resources to UI benefits
and, in 2009, through the American Recovery and Reinvestment Act of
2009 (ARRA). Between 2008 and 2010, workforce programs received
over $10 billion in one-time investments. These were temporary, however, and have since declined (Wandner 2013). Funding for programs
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Table 2.2 Workforce Program Budgets ($), Selected Years, 1984–2015

Year
1984
1985
1994
1995
2004
2005
2006
2007
2008
2009
2010
2011
2012
2013
2014
2015

WagnerPeyser
740,398
777,398
832,856
838,912
786,887
780,591
715,883
715,883
703,377
703,576
703,576
702,169
700,842
664,184
664,184
664,184

WIA
Adult
1,886,155
1,886,151
988,021
996,813
893,195
889,498
864,199
826,105
861,540
861,540
861,540
769,576
770,811
730,624
766,080
766,080

WIA
Dislocated
223,000
222,500
894,400
982,840
1,171,408
1,184,784
1,189,811
1,112,046
1,183,840
1,183,840
1,182,120
1,061,807
1,008,151
955,591
1,001,598
1,001,598

CTE State
Grants
742,731
842,148
1,180,477
1,107,847
1,327,846
1,326,107
1,296,306
1,296,306
1,271,694
1,271,694
1,271,694
1,131,503
1,130,857
1,071,866
1,125,000
1,125,000

Adult
Education
Grants
100,000
101,963
299,808
273,843
590,233
585,233
579,552
579,563
567,468
639,567
639,567
607,443
606,295
574,667
577,700
597,700

NOTE: Budget numbers are all in current non-inflation-adjusted dollars.
SOURCE: Data drawn from Wandner (2015, Table 6.1).

explicitly for youth, such as the WIOA Youth programs or JobCorps,
have also declined in recent years.
Reduced funding for job training reflects a reduction in federal
interest in antipoverty programs. In the mid-1990s, the federal TANF
program was shifted to a block grant. This was done for several reasons, but a primary goal of the Clinton administration in 1996 was to
change the approach to poverty alleviation. Research from the 1970s
to the 1990s portrayed poor people as dependent on welfare, leading to
a call for time limits for individuals receiving federal support. Despite
attempts to encourage job training through legislation in the 1980s and
1990s, interest in poverty reduction through welfare reform waned,
leading to a decline in support from lawmakers for workforce development overall. Furthermore, policy focused on providing unemployment
benefits during the recession.
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Eligibility for workforce development services varies depending on
background and labor market experience. While some programs serve
low-income people almost exclusively, others have an income cutoff for
eligibility. The current eligibility for the WIOA Adult program includes
no income screen, only a rule that individuals are legally eligible to
work in the United States, are at least 18 years old, and, for males,
are registered for selective service. A priority level of service exists
for individuals who are “basic skills deficient.” In contrast, the Youth
program of WIOA contains regulations limiting access to low-income
individuals, specifically excluding individuals who received TANF
assistance anytime in the previous six months or who have incomes
above the poverty line. It also serves youth with more substantial barriers to employment, such as lack of education or incarceration. The
Dislocated Worker eligibility deliberately includes individuals laid off
from work due to competition from overseas (trade) or workers who
are dislocated. The criteria for these programs do not include income
but rather focus on the separation from work. Eligibility for workforce
development services, therefore, depends on the specific provisions in
federal and state law.
The WIOA programs serve a range of workers and youth with barriers to employment. The Dislocated Worker program serves those
who have significant experience in the labor market and earned relatively high salaries. People are eligible for services if they have lost
jobs because of foreign competition. Dislocated workers can have
many years of work experience and still require skills training (Harlow,
Neilson, and Hawley 2014).
It is difficult to quantify how many workers might need workforce
development services. Wandner (2015) estimates the number of longterm dislocated workers since the 1980s and uses it as a proxy for total
demand for workforce services. He estimates that two million workers
were long-term unemployed or dislocated in 2002 (p. 135), and that
the number grew to four million in 2013. However, using estimates
of long-term dislocated workers to determine potential need could
understate the demand for workforce development, making it difficult
to get an accurate assessment of the number of workers needing training or reemployment services. Some workers do not collect UI benefits
and therefore are not counted. For example, individuals who are selfemployed or work for small employers are not eligible for unemploy-
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ment benefits. Without a clear idea of the number of workers who need
assistance and an understanding of what assistance is needed, government policies may be insufficiently funded or unsuccessful.
Conceptualizing Workforce Development
Government training services often include vocational training or
higher education, and are frequently delivered through Perkins funding
or by state systems of higher education. Incorporating vocational training or higher education into the definition of workforce development is
important, as many occupations for which workers are training require
certificates or degrees only available from higher education institutions
(see Jacobs and Hawley 2009). This broader vision of workforce development is one that recently has become more widely accepted in practice, if not in theory (Hawley 2015). Wandner (2015) and Holzer (2012)
both include discussions of three widely used federal programs (Career
and Technical Education, Adult Education, and Pell Grants) in overviews
of the U.S. workforce system. These programs have grown or remained
stable since the 1990s. In 2014, Career and Technical Education funds
totaled $1.1 billion—about the same as the $1.2 billion spent in 2000.
Adult Education has seen funds increase from $560 million to almost
$600 million in the same period of time. Both Adult Education and
Career and Technical programs provide educational services for many of
the same kinds of clients and receive support through Workforce Innovation core programs. However, there is little information on the actual
overlap in service use between adults in workforce retraining and those
in college or career readiness. In our work with Ohio data, we note that
on an annual basis about 9–10 percent of workers who complete either
WIOA Adult or Dislocated Worker training programs are also enrolled
in adult Career and Technical Education programs or community and
technical colleges (Harlow, Neilson, and Hawley 2014). An even smaller
percentage of WIOA enrollees receive certificates or degrees.
There is some basis for extending the definition of workforce development to include Pell Grants, as Holzer (2012) articulates, which are
available to those who participate in vocational courses (Jacobson,
LaLonde, and Sullivan 2005). The growth in Pell over the past 20 years
(to approximately $35 billion in 2011) is due to the fact that many workers are going back to school and using Pell to pay for career training. As
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Seftor and Turner (2002) document, at its peak in 1992, 62 percent of
Pell Grants went to independent students. Jacobson, LaLonde, and Sullivan (2005) provide the best estimates of the impact of Pell Grants for
adult displaced workers. Because eligibility for Pell Grants is based on
prior year incomes, and displaced workers tend to have high incomes
prior to being laid off from work, displaced workers’ participation
in Pell Grants is low. However, adults in college entering with lower
incomes—from periods of unemployment or from jobs not tracked by
federal UI regulations—may be accessing Pell Grants more frequently.
States are more actively exploring Pell Grant use to encourage workforce development access by adults in higher education.
The completion rates for vocational certificates and degrees nationally are very low (Holzer 2012). In Ohio, specifically, adults comprise
a large fraction of enrollments in the community and technical college
sector. In 2015, for example, of the 171,141 students in community colleges, 69,065 were aged 25 or older. Completion rates for adults, however, are similar to overall completion rates for college-age students. It
is not unusual for adults in the state system to have a completion rate
of 14–18 percent of the entering cohort at any given college (Hawley
2010). As a point of comparison, completion rates (three-year associate’s degree completion in community college) were 15 percent for the
class of 2014 in Ohio. Overall degree or certificate completion is important for states and the country as a whole because of potential increases
in the skills of the labor force as a whole (Seftor and Turner 2002).
Additionally, TANF and Supplemental Nutrition Assistance Program (SNAP) each have official subprograms that support training for
adult clients. As the number of SNAP participants has grown almost
exponentially over the past few years, the potential importance of
SNAP Employment and Training as a mechanism to fund retraining of
underemployed workers has also increased. The state of Washington,
for example, has expanded SNAP Employment and Training to include
28,000 people in 2014, up from about 3,000 in 2008 (Kaz 2015). The
National Skills Coalition (2014) reported that 3.3 million people were
enrolled in SNAP Employment and Training programs in FY 2012.
There is little evidence about the educational outcomes of SNAP
Employment and Training funds, or the degree to which SNAP recipients improve skills using federal or state funds (National Skills Coalition 2014). Turner, Danziger, and Seefeldt (2006) document the use of
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financial aid, including state as well as federal programs, by women in
a state welfare (TANF) program.
Every Government Accountability Office (GAO) report on the
workforce system concludes that there are too many workforce development programs, complicating attempts to provide government support
for adults entering and completing college. In 2003, for instance, the
report identified 44 federally funded programs delivering employment
and training (GAO 2003). In 2011, there were 47 programs operated by
nine federal agencies (GAO 2011). The government consistently documents a wide range of institutional involvement in workforce training. The message from the GAO is the same: agencies were operating
fragmented networks of programs without coordinating to ensure that
services were being delivered effectively and efficiently (GAO 2000,
2003, 2011). The same kind of criticism of the workforce system has
existed since at least 1992 (GAO 1992).
This critique of the fragmented nature of the workforce system is
echoed at the state level. State strategic plans frequently identify the
duplication of workforce programs as a major policy problem. Several
states have issued their own reports that comment on the issue. The
State Auditor of Washington (2015), for example, issued a performance
audit in 2015 that concluded “overlap, fragmentation, and duplication.”
Ohio’s own auditor did a similar performance audit in 2013, noting that
“Ohio’s workforce system lacks centrally directed focus and guidance
on the strategic nature of training services” (Auditor of State of Ohio
2013).

U.S. PROGRAMS COVERING THE WORKFORCE—
HISTORICAL EVOLUTION
Workforce development as a coherent area of practice emerged in
the 19th and early 20th century. It was initially based on European models of apprenticeship training, but individual nations developed national
systems to address the needs of unemployed or underskilled workers
(Culpepper 2003; Dorn 2007; Kincheloe 1999). In the 19th century, the
United States was specifically worried about the influx of new immigrants from Europe. Immigrants needed new education and training
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programs because the individuals lacked the skills in demand for the
industrial economy. Adult and vocational-technical education expanded
dramatically in the early decades of the 20th century to address this
need for skills training among new immigrants (Kincheloe 1999).
While the United Kingdom developed systems to deal with the
unemployed during this time, Germany, France, Austria, and Italy continued to emphasize apprenticeship development (Arndt 1988). The
primary focus of early British workforce policy was to serve the truly
poor—those without any resources. The United Kingdom’s New Poor
Act of 1834 established programs for unemployment, including a way
of identifying the truly poor (King 1995). However, benefits for training were mostly reserved for union members until the development of
a system of labor exchanges in the early 20th century. In Germany and
much of Austria, Switzerland, and Italy, a system of apprenticeships
remained largely in force as the primary tool for dealing with skills
training during the 19th century.
Around the turn of the 20th century, countries created systems for
workforce development that dealt with unemployment and skills training, including public welfare programs; training and support for workers, including those serving in the war; and the establishment of vocational schools (Dorn 2007; Grubb and Lazerson 2004). In a detailed
look at government actions around World War I, Dorn (2007) describes
the specific efforts made to train technically skilled workers for the
war economy. In the United Kingdom, the system of labor exchanges
expanded after 1909 and linked work placement with welfare benefits
(King 1995).
In the United States, the two world wars and the Great Depression
led to a dramatic increase in programs developed specifically for the
workforce. A good example is the Full Employment Act, a far-reaching
piece of legislation first introduced in Congress in the 1930s. The proposal gave government the authority to address unemployment for all
working-age adults, in much the same way that government provided
targeted employment for artists or skilled trade workers during the
Great Depression (Dorn 2007; Weir 1992). However, when passed in
1945 in a much reduced form, it allowed the federal government to promote economic outcomes including employment but did not generate
new efforts to build a federal employment system.
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This movement toward vocational education emerged after a century of experimentation with formal training for occupations in Europe
and the United States. One of the drivers for early secondary schooling
in Europe was to systematize the previously decentralized apprenticeship training structures (Anderson 2004). However, the central reason
for the emergence of vocational education systems had to do with economic development, and the sense that countries needed to train workers explicitly for new occupations (Benavot 1983; Grubb and Lazerson
2004).
In the United States, the Smith-Hughes Act of 1917 was the first federal level effort to develop a national workforce policy. The act established state-level funding for vocational education in specific fields,
focusing on high school–level education and specifically on the needs
of education for industrial production. The legislation was revised in
minor ways until the 1960s but laid a foundation for vocational schooling for youth. By the mid-1960s, the number of youth educated in vocational schools grew to over three million a year. The current vocational
education law, the Carl D. Perkins Career and Technical Education Act,
was funded at $1.1 billion in 2015.
Despite this attention to workforce programs, most nations created
disparate systems of workforce development that duplicated services
and had conflicting missions. Regions throughout the United States and
Europe created many training programs and attempted to support the
dislocated or unemployed workers. But the programs often had little
relationship with each other. Uncoordinated workforce systems reflect
the federal governance structures of the United States and Europe,
where national governments exist with strong local or regional structures, often with conflicting programs and policies. A lack of focus along
with federalized government organization resulted in the fragmented
proliferation of government services that addressed similar issues—
ultimately, many workers were left out because of the programs’ rigid
eligibility criteria. State and local efforts to cover these individuals
added to system complexity.
The workforce systems have garnered much criticism as they
have evolved. Broadly described, these criticisms reflect the following
beliefs:
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There is no system that integrates education and training for
work. The U.S. workforce system is fragmented and not very well
coordinated at the state and local levels. Funding continues to be separated into multiple streams. Many different training programs exist, but
as discussed earlier in the chapter, the WIOA system is separate from
the vocational-technical education training at the federal level. Moreover, even within WIOA the different services are not integrated consistently. Federal and state governments have attempted to address these
weaknesses, but as the examples from Ohio and Washington present,
the systems are still perceived as fragmented and poorly coordinated.
The amount of funding is inadequate. As described above, funding for workforce programs has dropped significantly in recent decades.
At the same time, workforce participation is stagnant, and demands
placed on the workforce system to improve access to work or retrain
for in-demand jobs is increasing. It is highly likely that as the pace
of technological change continues to increase, workforce development
will face demands to improve services and performance.
The evidence that programs have been successful is weak, at
best, which raises questions about the designs federal grants have
supported. Few services in the workforce development system have
been studied systematically. When programs have been studied, such
as the long-term career pathways evaluation or the replication study for
the Center on Employment and Training from MDRC, it can be difficult
to transmit these findings to policy changes (Kemple and Willner 2008;
Miller et al. 2005). Generally, we expect that workforce development
programs will improve earnings or increase employment rates, but the
scope of the problem continues to increase as technology and structural
changes in the labor market have dramatically increased dislocation in
the labor market.
Attempts to involve firms in training or education are limited.
Workforce development as we defined it is focused on the needs of
individuals, particularly low-income workers. In recent years, however,
legislation increased programmatic focus on services to firms (Hawley
2015). Specifically, in the recent WIOA legislative reforms, the representation of firms on local and state governance boards has increased.
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Moreover, Ohio, for one, has focused further on the needs of businesses
by emphasizing that the workforce development system needs to train
workers for in-demand jobs or increasing the representation of firms on
statewide governance boards.

REGULATION OF THE WORKFORCE
Government responsibility for the workforce has emerged over
time. A hundred years ago, very few governments set systematic labor
standards or administered large-scale workforce training programs.
Prior to the Great Depression, education largely ended at high school or
even elementary school. Significant numbers of workers, particularly
those from rural areas, minority groups, or immigrants, had little or no
schooling, which led to wide disparities in the kinds of work that individuals could get. Moreover, worker protections were minimal, leading
to high rates of injury from work and child labor.
Workforce regulation varies from highly structured programs,
such as the mine safety programs that administer safety and remediation efforts in difficult environments, to funding for job training efforts
under WIOA. One way to categorize these programs is to differentiate between active and passive labor market efforts (see Table 2.3).
The term active labor market policies refers to programs designed to
Table 2.3 Active and Passive Labor Market Programs in the
United States
Active
Passive
Public employment
Wagner-Peyser Act
services
Temporary support
Workforce Innovation
for disadvantaged
and Opportunity Act (e.g.,
workers
Rehabilitation Services,
Adult Education, Job
Training)
Labor market supports
Unemployment Insurance;
(financial)
Disability Insurance
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increase labor market participation, especially for those who are disenfranchised. For example, youth require active programs to transition
into the labor market, as do prisoners (Carcillo and Grubb 2006). In
contrast, passive programs address unemployment payments or spending on income transfers. These distinctions are informal at best.
The U.S. education system is a state responsibility at the K–12
level. Each state constitution contains language used to govern the provision and funding of education through secondary school. Even after a
century of federal involvement in K–12 education and massive attempts
under the last three presidents to expand oversight from Washington,
states still fund 40–45 percent of all expenditures in K–12 schooling.
In contrast, higher education and workforce development are a patchwork of regulatory responsibilities. States operate systems of higher
education and coordinate planning and funding that comes from state
tax revenues, but independent boards govern these institutions. Governance for K–12 is squarely within the state constitutional framework
for each state.
Historically, services provided for workforce training were mainly
funded from federal sources and a collaborative implementation effort
between state and local government. Using WIA and current WIOA
legislation, a network of workforce boards supervises services in local
jurisdictions, while a larger group of one-stop career centers directly
provides services in communities throughout the nation. Each state has
a different number of workforce boards and one-stop career centers.
There is no minimum or maximum number in each local jurisdiction.
Nationally, there are over 600 workforce boards and approximately
2,500 one-stops. The numbers have dropped in recent years, from 3,600
in 2003 to 2,500 in 2013—a 30 percent decline. States eliminated more
than 1,000 workforce centers in the decade before 2013, disproportionately impacting services in rural areas. However, while the number of
organizations has declined, many states have provided services online.
As Wandner (2015, pp. 130–131) notes, there was a “gradual but profound change in the mix of services that job seekers receive . . . and
state workforce administrators . . . believe the change generally represents a degradation of the quality of services.” States have attempted to
provide additional services through online tools.
According to Wandner (2015), the future of the workforce system
is one with fewer resources and less capacity, more services provided
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through technology, ongoing reductions in the availability of training
services, and services that cost additional money. States are also consolidating local workforce investment boards (LWIBs), with nine states
replacing multiple LWIBs with a single administrative agent in charge
of managing local workforce administration. In Ohio, for example,
the state has experimented with a comprehensive online portal (OhioMeansJobs.com), which provides a range of services online for workers, employers, and policymakers. The online services allow the state
to reach people more easily, and can potentially compensate for reductions in local services. Individuals can access support services such as
resumé formatting, job search data, and information outside of the state.
Some workers will need in-person services because of limited language
and technology skills or access, but there is potential to reduce barriers
to receiving some services.

3
Evidence-Based Decision Making
Working to reform the public school system in Chicago in the 1920s,
a superintendent named William McAndrew tried to set up accountability measures for teachers. McAndrew defined a term called pupilchange scores to measure student learning over the course of a year. He
attempted to insert this measurement technique into a teacher evaluation system in Chicago; he combined pupil change with knowledge
of teacher command of classrooms to determine teacher ratings (see
Goldstein 2014). Principals were directed to gather information on
teachers to determine school-level performance and thereby identify
teachers or principals who needed to be fired. Needless to say, the unions
in Chicago schools (which were allied with the Teamsters) successfully
fought the imposition of this form of performance measurement. This
anecdote shows how difficult it is to use data to measure performance
of workers. These efforts were part of attempts to introduce scientific
management in government. Public administration professionals were
successful at documenting the performance problems with manual and
skilled laborers (Jacobs 2019). However, educated workers such as
teachers or their unions fought the use of methods to rationalize performance management.
This historical example illustrates several important and longstanding issues in public management decision making. Firstly, the
public sector has struggled for nearly a century to identify valid measures of public services outcomes, such as education or training. It is
remarkable not that administrators in government were attempting to
measure teacher outcomes in the 1920s, but that the same conflicts are
occurring in contemporary American government.1 Second, we consistently question how the measures we use represent the underlying
activity. For example, we use productivity as a measure of the output
from work. However, productivity for a factory worker looks very different from productivity for a teacher. Additionally, measuring the output of a worker in a school requires you to separate the impact of the
teacher from factors such as poverty. This case also provides an early
social science lesson about the topic of causality. McAndrew wanted,
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just as economists or government officials do now, to measure the true
impact of a teacher on student learning. It remains difficult to do so, not
only because we often define the wrong measures for the task, but also
because we have very little control over the teacher work. Individual
teachers cannot be standardized in the same way as a factory worker
(Murnane and Willett 2010).
We begin this chapter by summarizing a contemporary view of
data-based decisions, drawing on the theoretical literature on data use
and decision making. We then turn to historical uses of performance
measures in the workforce development system, and subsequently
explore both the legacy of the measurement from WIA and review current understanding of WIOA.

DEFINITION OF DECISION MAKING AND OVERVIEW
OF THEORY BEHIND GOVERNMENT DECISIONS
Governments make decisions on everything from land use to
resource allocations for education, all of which require a process considerate of the unique circumstances involved—there is no single approach
to any decision making. As the complexity of government has evolved
over time, so has the nature of its decisions. The U.S. government has
dramatically increased the scope of its laws, regulations, and administrative apparatus. At the beginning of the 20th century, there was no
formal minimum age for work, and individuals entered the workforce
largely through family farming or obtained jobs in industry by migrating to the city. The education system changed in response to the Industrial Revolution. As the political and economic environments changed
in subsequent decades, the workforce development system shifted. For
example, in response to the increase in demand for skilled workers, the
military in both World Wars I and II developed tools to teach technical
skills to large numbers of recruits. After World War II, higher-education
institutions expanded dramatically because of the GI Bill and increased
demands from returning soldiers for college education.
Three examples help us understand how the role of government dramatically increased. First, the industrial revolution mechanized production, and firms required skilled labor to operate the machinery. States
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began to develop vocational schooling based on models promoted by
Massachusetts and New York in the late 19th century, which led to federal funding and supervision of vocational-technical schooling with the
Smith-Hughes Act of 1917 (Kincheloe 1999). A second example concerns expansion of job training. In World War II, the military developed
programs to train workers through Training Within Industry, providing
technical training to incumbent workers. This led to human resource
development programs in companies (Jacobs and Jones 1995). Third,
as industry grew after the war, local school systems developed compulsory high schools (through grade 12) (Brint and Karabel 1989). For
much of the 20th century, high schools, vocational programs, and community colleges competed for the same students instead of working in a
community to achieve collective ends.
It is generally thought that government’s job is to solve public problems, and to make policies and implement decisions to provide support
for solutions. Budgeting plays a key role in this process, and spending
reflects priorities of the administrations in power. In recent decades,
governments have worked hard to measure public output and performance. Because of the increase in the use of performance management,
governments have begun to use data more actively.
Bardach’s Practical Guide for Policy Analysis (2000)—a commonly used framework for describing decision making and government—uses the metaphor of a policy cycle to outline an eight-step
process focused on policy analysis from a broader perspective. After
defining the problem and constructing alternatives, individuals decide
which policy will help overcome the problem. The act of deciding,
however, depends on having explicit rules for comparison of program
effectiveness. This is often referred to as a “market model” or “cost
benefit analysis” approach. Bardach’s models make sense when both
the problem and the solution are easy to define and have straightforward
solutions. For example, public health crises often emerge because of a
disease for which there are vaccines, such as polio or measles. While
it is difficult to eradicate polio, it is possible to do so. Moreover, since
polio is preventable with a vaccine, the necessary tool is readily available to most governments. Other, more mundane problems in this category include garbage collection or water purification. But problems in
the workforce are both hard to define and difficult to fix. An individual
who is unemployed is defined as looking for work but needs help to

42 Hawley

find a job. However, fixing the problem (unemployment) might require
education or job training; some individuals might require significant
government assistance to get a job. Moreover, there may be barriers
to employment, such as mental health problems or prior incarceration.
Because these are problems that have no optimal solution, government
needs to generate solutions that are acceptable to the maximum number
of people, but may not meet everyone’s needs (Balint et al. 2011).
Policy models can help describe the range of decisions that need
to be made. A policy model on workforce development can describe
the need for job training, and even the political environment; however,
it does not say how to make a decision. Practitioners of public policy
analysis are left to their own devices—specifically to the tools that different disciplines provide for decision making—to draw conclusions
for action. For example, economists commonly compare the difference
in returns to employment as a decision criterion for training investments. The training program that has the largest return deserves additional funding. Psychologists might compare satisfaction with job training as a measure of its effectiveness (Noe 2008), while human resource
development professionals use criteria based on the application of skills
in firms (Jacobs and Jones 1995; Swanson 2001). Each discipline has its
own set of decision rules.
Decisions also tend to be political in nature. As Wildavsky (1979)
describes, many researchers believe the job of policy analysis is to
speak truth to power, meaning policy analysts tell government decision
makers about both the negative and positive outcomes of public policies. The hope is that involvement of researchers trained in traditional
economic analysis will result in government decision makers making
the correct decision based on the available scientific evidence. This
decision making requires that evaluators weigh the costs and benefits.
The process is neither trivial nor objective, making the job of evaluators more difficult and also hard to defend to government or public
audiences.
There is a history of both using economic logic to make decisions
and examining the shortcomings of decisions rooted solely in economic
frameworks. One of the most significant examples involves the decision in East Asia to invest in education after World War II. The assertion (based on economic theory) was that investment in elementary
and secondary education would spur economic growth (Arndt 1988;
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World Bank 1993). The economic crisis of 1997 in Asia revealed that
educational investments were important to economic growth, but also
that industrial development was a critical part of economic development (Ashton et al. 2002; World Bank 2000). Public policy studies from
the World Bank subsequently noted that the South Korean military and
large firms played a significant role in economic development. The fact
that South Korea invested heavily in education after the 1960s was an
important factor in economic development, but it was only part of the
story.
Asian countries in the post–World War II era developed because
governments subsidized certain firms, picking winners, and built an
educated workforce. Moreover, Asian governments picked winning and
losing firms. For example, large South Korean conglomerates called
chaebol, such as Samsung or Hyundai, benefited from industrial policy
at the expense of small and medium-sized firms. In the wake of the
economic crisis in 1997, many chaebol failed. While the South Korean
state had prioritized education as a focus of public policy, its industrial
policy favored a few.
A second example concerns the institutional structure of vocational
training in Germany. In the post–World War II era, German states developed an organizational structure governing training in apprenticeships.
Thus, decisions about which apprenticeships to develop, the curriculum
for the programs, and placements of apprentices in business were made
in conjunction with firms, unions, and educational partners (Culpepper
2003). Interestingly, this institutional structure turned out to be quite
difficult to replicate outside the original West German states. Culpepper’s case studies (2003) in East Germany and France demonstrated
that it was difficult to get firms to cooperate and train workers together.
Small manufacturing firms continued to train workers independently
and poach workers from other firms in the same towns, instead of operating joint training programs. Developing a collective approach to training requires that firms fundamentally change their approach to human
resources.
U.S. states share many similar powers with the German regional
government. Studies that compare East Asian systems with those in cities (such as Cleveland) show that the tight linkages between schools
and employers bring better economic outcomes for metropolitan areas
(Berry and Aram 2002). In Ohio, data tools (such as the Central Ohio
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Compact Dashboard) link education, government, and business together
by providing information that identifies skills gaps in the local community (Chapter 5 discusses this in detail).
These examples from Germany and the United states make it clear
that economic theory alone is insufficient to understand the ways that
government makes decisions. A strictly economic logic does not work
to describe government use of data in decision making or, specifically,
how government makes resource allocations to education to improve
the workforce.
The final example of using economic logic to make decisions in
public administration comes from Deborah Stone, whose widely cited
book Policy Paradox stands in direct contrast to the rationalist model
enshrined in traditional economic logic and used in training policy. The
science of decision making, as Stone (2012) describes it, is encapsulated
by the metaphor of the polis. Compared to a market model of decision
making, the polis model operates with the community at its center and
structure, which has both cultural and political aspects. There are common explanations for community decisions, including morality, altruism, and public interest motivations. As Stone notes, decisions require
balancing individual or self-interest (economic thinking) and public or
collective interests (polis thinking).
Stone (2012, Chapter 8) provides some guidance on the domain
of decision making that is most relevant to this book—measurement
and performance. Stone notes, “The fundamental issues of any policy
conflict are always contained in the question of how to count the problem” (p. 183). For example, the decision of how and whom to count as
unemployed has evolved over time and is ambiguous. Are individuals
who are out of work and not looking for work “unemployed” or are they
instead “out of the labor force”? Given that a low unemployment rate
makes government look good if it remains low, the decision of how to
define unemployment is an inherently political activity that is addressed
by thinking about the rules of the polis, not strictly those of economic
theory.
Problems with measuring poverty illustrate how decisions are inherently political. Government decides to set a poverty level for a family
of four at a very specific level (in 2016 this number was $24,300) and
restricts access to federal benefits based on this threshold. This level,
the type of income counted, and even the basket of goods and services
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individuals need to buy annually (such as housing and food) are economic and political decisions. Indeed, as Blank (2008, p. 243) notes,
“Poverty is an inherently vague concept.” However, as the measurement of poverty is a political process, the definition of a financial measure denoting extreme economic insecurity is subject to the vagaries of
a political horse trading between the legislative and executive branches
of government, but with concrete consequences for ordinary people.
Poverty, for example, might be an accurate measure at the point in time
when the poverty rate is developed, but it becomes increasingly less
useful as the rate lags behind changes in the distribution of income.

THE ROLE OF DATA IN DECISIONS
Data-based decision making is increasingly gaining importance.
The research community emphasizes the development of certain methods or analytical techniques. The American Recovery and Reinvestment Act data website (www.data.gov) is an example of government
efforts to provide data in a transparent way. For many years the website
was an excellent source of information on government spending across
the states. At the state level, administrative data systems have dramatically expanded, thanks to Statewide Longitudinal Data System grants
provided by the U.S. Department of Education to build student record
management systems. Similarly, the Department of Labor’s Workforce
Data Quality Initiative has seeded the development of integrated individual level workforce data in the majority (over 30 as of 2019) of U.S.
states. At the local level there are many examples of extensive data
system development to support decision making. Eubanks (2018), who
describes the child welfare data system Pittsburgh built to identify the
risk of childhood abuse and neglect, highlights one example of efforts
at the local level to offer citizens data to make decisions. Pittsburgh’s
child welfare data system was designed to provide a second level of
review for busy social workers. The system provides a score driven by a
computer algorithm that social workers compare with their own review
score of childhood risk (Eubanks 2018).
Another example comes from Fantuzzo and Culhane (2015), who
describe how a network of communities, including Philadelphia and
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Cleveland, have used local data to help cities serve the homeless more
actively. Data on the homeless populations are difficult to collect given
that individuals experience homelessness differently and often resist
counting. Moreover, political leaders frequently do not want to document persistent homelessness, as it can be a dramatic illustration of the
failure of government to serve the people.
Despite these specific examples of the availability and use of data
on government operations, theoretical scholarship of how governments
use data to make better decisions is underdeveloped. Understanding
the ways data are used in decision making requires detailed knowledge
of the contextual factors in specific communities. O’Neil (2016), for
example, describes how “a model’s blind spots reflect the judgments
and priorities of its creators” (p. 21). Models represent the goals and
ideology, despite the fact that individual researchers have increasingly
sophisticated statistical modeling tools. Decisions about what data to
collect, how the measures are calculated, and to what end government
data are used mean that data-based decision making is increasingly
political. A measure such as poverty or homelessness is the result of a
political process.
An excellent example of how local context can make decision making and data more subjective comes from Flood (2010) on the use of
data and statistical modeling for fire fighting in New York City during
the 1960s and 1970s. Although the New York City Fire Department
referred to models originally developed by the RAND Corporation, the
ruling elite strongly influenced decisions to locate firehouses and manpower in their communities. As a result, New York’s poorest and most
diverse neighborhoods suffered a shortage of fire service and, inevitably, experienced a wave of destructive, uncontrolled fires.
Flood (2010) concluded that data-based decision making led to a
reduction in the services many communities needed, often because poor
and minority communities did not have the political power to influence
decisions in their favor. The effect of political and social systems on the
rational use of data for decisions impacted not just fire services but also
other education and economic development programs (Weick 1976).
In the 1960s and 1970s the U.S. Department of Labor (USDOL)
and the Census Bureau developed new longitudinal data systems to
help federal and state government make better decisions. Government
and researchers began increasing their use of longitudinal data—such
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as the Continuous Work History Sample from the Social Security
Administration or the Continuous Wage and Benefit History (CWBH)
data from USDOL—to study changes in employment or mobility (Ashenfelter and Solon 1982). To get more information, the agencies linked
together longitudinal data records on wages with benefits files, such
as unemployment benefits receipt (Borus 1982; Borus and Tash 1970).
The CWBH network of states produced a range of reports in the 1970s
and 1980s and showed that for some topical areas there was a way to
use administrative data to make decisions about unemployment (Borus
1979). Moreover, Borus (1979) laid out methods for using both SSA
and DOL data to measure the effectiveness of workforce development
(Comprehensive Economic and Trade Agreement [CETA]) programs
on individuals.
Many of the limitations of data-based decision making are technical. In Borus’s early work (1979, 1982) with longitudinal data, he noted
that the early unemployment wage record files only existed for select
states, limiting their usefulness for comprehensive studies that looked
into national or regional economic outcomes. Moreover, examples
of research employment outcomes for specific workforce programs,
such as Borus’s (1979) work on vocational rehabilitation or later statespecific work in Ohio (Gordon, Schanff, and Shaw 2004), reveal some
of the issues with studying programs in isolation. In both cases, specific
programs (such as CETA or Vocational Rehabilitation) are treated without being able to link data from education, or even from broader health
and human services.
Scholars in the 1960s and 1970s developed techniques to link data
to decision making. Public policy theorists emphasized classical economic thinking, where policymakers would carefully consider evidence and revise programs to ensure they are successful (Arndt 1988).
For example, the Bureau of Labor Statistics (BLS) produced regular
reports—many for several decades—on wages, unemployment, productivity, and economic growth, and the research topics have been the
focus of regular BLS work for its entire history (Goldberg and Moye
1985). The Occupational Outlook Handbook, for one, was first produced in 1949 to provide returning service members with employment
information (Goldstein 1999). It is unclear, however, what impact these
reports had on decision making. While many academics actively participated in the annual production of these specific reports, it is hard to
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say how BLS reports were used in legislation, budget setting, or scholarship. It is clear that they were influential, based on the historical study
by Goldberg and Moye (1985). However, we lack policy studies showing how the annual reports or special topic studies produced by BLS or
other labor agencies were used to make decisions. There is a body of
academic scholarship describing academic studies and decision making as “loosely coupled,” a term used to describe disconnects between
systems like government and researchers (Nelson et al. 1987; Prewitt,
Schwandt, and Straf 2012). Linkages exist, but data and scholarly evidence are not used directly in policymakers’ actions.
Scholarship on the use of data in decision making evolved from
American sociologist and educational scholar Carol Weiss’s (1977)
research, which described a process of research utilization. Under the
rationalist model, governments compare the results of different research
studies and make policy based on the most effective policies studied by
scientists. Weiss, however, argued that research “provides the intellectual background of concepts, orientations and empirical generalizations
that inform policy” (p. 544). She emphasized that research informs, not
determines, decisions and defines this as the “enlightenment function of
research.” In later publications, Weiss expanded more broadly on this
theory of evaluation and generated a richer understanding about different ways data (and research findings more formally) are used in public
policy making (Weiss 1979; Weiss-Hirschon 1999).
Weiss (1979, 1998) derived a way to categorize the use of research
knowledge that informs the use of data more generally. She noted
that there are four ways in which research knowledge is utilized:
1) instrumental use—using knowledge directly to deal with a problem;
2) conceptual use—research that informs policy thinking; 3) tactical
use—research that uses evidence to support or challenge a specific idea
or program; and 4) imposed use—mandates to require use based on evidence. A fifth strategy that is applicable here, identified by other scholars, is symbolic or ritual use—collecting data with no real intent to use
the information (Prewitt, Schwandt, and Straf 2012).
While Weiss’s research was based largely on improving the use
of findings (she developed tools such as stakeholder analysis, which
would bring researchers and policymakers closer together), other
scholars stressed the technical development of tools that would allow
researchers to connect data to decisions. The introduction of personal
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computers gave researchers new resources to develop tools that packaged data in ways that helped governments make better decisions. For
example, Edward Tufte was a trailblazer in defining appropriate ways
to present data (Tufte 1974, 2001). In the 1970s and 1980s, he worked
to develop a critical set of tools to evaluate tables and charts used to
summarize complex quantitative results, such as regression models.
Tufte’s initial monograph from 1974 provided rules about standards
for numbering or labeling visual representations of results, while his
glossy books from later decades provided essentially inspirational guidance on how to generate interest in visualizations. His work is largely
responsible for the field of science visualization, and gave researchers
working in library science and engineering tools for data visualization
(Börner 2010). This work was very important to the subsequent development of dashboards, scorecards, and websites designed to translate
data into decisions. Dashboards are designed to help monitor the situation and create understanding. As such, online dashboards continue a
long-standing tradition in USDOL to produce regular reports on a range
of topics, including productivity and wages.
Data visualization recently has become an influential methodology for capturing information about the structure of data, as well as
enabling researchers and policy officials to explore ideas. The proliferation of computer tools such as Tableau enables interested laypeople as
well as experienced professionals the opportunity to create compelling
data visualizations. Advice books and how-to manuals have emerged
to assist the creative class in generating these images (Knaflic 2015;
Yau 2013). They show professionals and policy bystanders alike how
to create interesting visual representations of data. Infographics are an
extension of these visual tools, and a formal mechanism for describing how government or nonprofits have used data in more direct ways.
Every community has organizations that practice this kind of engaged
data work. In Ohio, for example, the Community Research Partners is
one example of an “engaged organization” practicing data visualization. Nationally, many organizations carry out this work; Jobs for the
Future and Workforce Data Quality Campaign consistently put together
additional data visualization examples. There are even national associations for community organizations that provide models and data code to
help assemble these data resources, such as UPENN’s Actionable Intelligence for Social Policy program and the STRIVE Partnership.

50 Hawley

Data visualizations are informative and can help describe relationships between variables or illuminate geographic variation, but they
offer a limited set of information. A good data visualization focuses
on a specific topic instead of a complex relationship among data elements. Chapters 4–5 describe ways in which state governments have
used information resources to develop dashboards or data visualizations. Dashboards should not be mistaken for research. Research or
evaluation evidence, “information associated with the results of the
outcomes of an evaluation,” is the result of an explicit data collection
and analysis process (Cousins and Leithwood 1986, p. 332). Visualizations can provide a simple illustration or quantitative relationships
of bivariate relationships, but cannot offer theoretically rich or multivariate relationships. Even very popular data visualizations, such as
Minard’s famous description of the French military losses in 1812–13,
are flawed. The map shows numerical losses of French forces, but as
others have pointed out, it cannot explain why Napoleon suffered such
extensive losses. Causal analysis, which allows researchers to recommend instrumental or imposed recommendations about program effects,
requires much more complex analyses (Murnane and Willett 2010).
Visualization of data increasingly has been used to build tools such
as dashboards or scorecards, and these efforts enable policymakers to
easily access research and analysis. The William T. Grant Foundation
has awarded a series of grants over the past 10 years to improve the use
of data in decision making. These grants have encompassed areas such
as K–12 education and child welfare (Tseng and Nutley 2014), and the
studies have led to a better understanding of the relationship between
data and decisions in a range of program areas. Identifying ways that
state education agencies use data to improve school performance is one
example (Massell, Goertz, and Barnes 2012). One finding that resonated with prior research on data utilization is the fact that staff in state
agencies prefer to use research designed for action, such as tools, rather
than academic studies.
Turning data into decisions requires more than selecting decision
criteria favored by one discipline or another. Organizations need to use
evidence to make decisions. Data utilization can be improved by welldesigned dashboards, as well as by a greater focus on performancebased management. By using common metrics across geographic locations (counties, states) to document and monitor performance over
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time, government entities are promoting data utilization. In Ohio, for
example, counties monitor performance for individuals from programs
like WIOA or TANF based on comparable statistics from common measures that were developed at the federal level.

PERFORMANCE MEASUREMENT
The decisions that government enact on the workforce change over
time but generally are related to improving either labor market attachment (jobs) or educational qualifications (training). Aside from subsidies
for youth summer employment or tax benefits for hiring some workers, government has limited power to improve the economic outcomes
of current or future workers. It regulates wages for low-paid workers
through minimum wage laws and can help improve skills of individual
workers through job training or by subsidizing postsecondary education.
However, government does not create jobs in the private sector.
The federal government directly provides educational services for
some workers through contracts with states, localities, and private providers. The JobCorps program, which provides training for youth in the
trades, is an important example. It was established in the 1960s as part
of the Economic Opportunity Act under President Johnson (Johnson
et al. 1999). In the 1990s, an evaluation of the program found that one
quarter of the 110 nationwide centers were operated by the government; the remainder were operated by contractors directly reporting to
USDOL (Schochet, Burghardt, and McConnell 2008). That finding was
essentially the same in 2015.
In contrast, WIOA funds but does not directly administer programs
such as the Adult or Dislocated Worker programs. WIOA provides individual training vouchers to participants that could be used in a wide
range of institutions on an Eligible Training Provider list (D’Amico
et al. 2004). More importantly, just as under WIA, the current system
funded under WIOA varies widely across states. Training in and of
itself is not mandated in legislation. States and local one-stops have a
lot of choice on who receives training, and, because of limited funding,
a small fraction of Americans enrolled in the WIOA system get access
to training in any program (D’Amico et al. 2004).
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Creating data systems that can be the basis for decision making in
government is difficult because the federal government does not provide workforce development services. Federal agencies maintain limited control over program design and delivery (Klerman 2005). Government provides resources through WIOA to organizations under contract
in exchange for meeting performance “outcomes,” such as helping
the unemployed find work (Klerman 2005). Currently, performance
standards are used to monitor most of the major workforce programs,
including WIOA, the Supplemental Nutrition Assistance Program, and
Temporary Assistance for Needy Families. All of these programs measure program effectiveness and monitor performance standards (Heckman et al. 2011).
The workforce system has used performance standards since the
1980s. Beginning with the Job Training Partnership Act (JTPA), the
federal government designed performance standards—such as an adult
employment rate and a youth termination rate—to monitor the effectiveness of employment and training supports in the United States. The
employment rate for adults reported the percentage of adults’ employment when they were terminated from the program. The youth termination rate counted several key outcomes for youth, including employment after termination, completing a GED, and continuing education
(Heckman, Smith, and Taber 1996). Despite this clarification, and the
expansion of “common measures” to include additional federal programs, the essential composition of the measures remains very similar
to those developed under WIA.
Table 3.1 provides a summary of the common measures as described
under WIOA rules. Historically, the JTPA system has focused on
employment and training outcomes for the most needy who can benefit
and are in need of employment (Klerman 2005). This long-term goal is
stated in WIOA as “to increase . . . particularly for those with barriers
to employment, access to and opportunities for the employment, education, training and support services they need to succeed in the labor
market” (P.L. 113-29: Sec. 2). This goal is operationalized in different
ways, usually in the workforce domain by setting goals for employment
and earnings increases. The federal WIOA legislation has the primary
goal of increasing labor market attachment and earnings. The program
measures under JTPA have in essence been continued under the current
WIOA legislation with some minor changes.
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Table 3.1 Performance Measures under JTPA, WIA, and WIOA
JTPA and WIA
Adult measures
Entered employment Percentage of adults who
got a job by end of the first
quarter after program exit.

WIOA (common
measures for all programs)
Percentage of adult participants
employed in the first quarter
after the exit quarter.

Employment
retention

Percentage of adults who had
a job in the third quarter after
exit, of the number that had
a job in the first quarter after
exit.

Percentage of adults who are
employed in both the second
and third quarters after the exit
quarter.

Average earnings

Postprogram earnings
increases related to
preprogram earnings (after
six months).

Postprogram earnings in the
second and third quarters after
the exit quarter (after the first
quarter).

Employment and
credential rate

Percentage of adults
employed in the first quarter
after exit and received a
credential by the end of the
third quarter after exit.

Youth measures (older)
Placement in
Percentage of older youth not
employment or enrolled in post-secondary
education
education or advanced
training in the first quarter
after program exit and
obtained a job by the end of
the first quarter after exit.

Percentage of youth who are
in employment (inc. military)
or enrolled in postsecondary
education and/or advanced
training/occupational skills
training in the first quarter
after the exit quarter (of those
who are not in postsecondary
education or employment).

Percentage of older youth not
enrolled in post-secondary
education or advanced
training in the first quarter
after program exit and have
a job by the end of the third
quarter after exit.

Percentage of youth
participants who attain a
diploma, GED, or certificate
by the end of the third quarter
after the exit quarter (of
those who were enrolled in
education).

Postprogram earnings
relative to preprogram
earnings

Percentage of youth
participants who increase
one or more educational
functioning levels (of the outof-school youth who are basic
skills deficient).

SOURCE: Courty et al. (2011) and USDOL (n.d.).
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However, under JTPA, WIA, or WIOA, the federal government has
not required follow-up or monitoring of individuals receiving core services. Only those individuals who receive staff-assisted services, such
as job training or case management, are required to be tracked and measured (Courty et al. 2011). This subset of workers is likely to receive
benefits from WIOA services, while self-service-only participants may
not receive enough assistance to have an impact on short- or long-term
employment outcomes such as the common measures. The WIOA regulations have clarified which individuals must be counted as participants for the purposes of the common measures in 2016. Participants
are “reportable individuals” who have received something in addition
to self-directed services. Self-directed services include job search supports. Fewer people receive actual training services.
The common measures under WIOA apply to many programs. In
prior legislation the performance measures applied to a more limited set
of federal policies. Currently, virtually all legislation is to use the same
measures in Table 3.1. This includes USDOL programs such as JobCorps and WIOA, as well as education programs. There are supplementary measures for many programs, but the major elements are the same.
To give a sense of what kind of information we receive from the
common measures, Table 3.2 details outcomes in 2015 for Ohio for
Adult, Dislocated Worker, and Youth programs.
Some hidden facts in statewide performance data raise questions
about the use of common measures, and about the ways in which organizations change their actions to manage particular results. For example, Ohio negotiates a statewide goal for performance for WIOA that
it regularly meets. Ohio is not unique in this success; most states have
met or exceeded their goals for WIOA Adult and Dislocated Worker
programs in 2015. Success is reflected at the federal level; the nation
met the goals across all states. However, if a performance standard such
as employment is not varying enough to reveal differences in success,
the reality is that the goal-setting process might be flawed.
As described later in Chapter 5, Washington state provides annual
reports on the effectiveness of most federal programs, including WIOA.
Hollenbeck and Huang (2006) note that the quasi-experimental net
impact estimates supplement federal performance measures. These
estimates describe the change in a key measure, such as earnings or
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Table 3.2 Statewide Performance (2015) for WIOA Adult and Dislocated
Worker Programs (Ohio)

Performance measure
Adult programs
Entered employment (%)
Retention rate (%)
Average earnings ($)
Dislocated workers
Entered employment (%)
Retention rate (%)
Average earnings ($)

80% of
Negotiated Negotiated
Actual Performance
goal
goal
performance
status
79
89
15,800

63.2
71.2
12,640

84.5
89.5
16,060

Exceeds
Exceeds
Exceeds

81
92.5
19,250

64.8
74
15,400

88.4
93.4
20,221

Exceeds
Exceeds
Exceeds

SOURCE: Data from DOL program documents, https://www.doleta.gov/Performance/
Results/AnnualReports/PY2015/OH.pdf (accessed April 13, 2020).

employment. In this respect, they mirror the Chicago teacher calculations that we described in the beginning of this chapter, in that they
allow one to look at growth over time as opposed to average wage levels. The net impact estimates offer causal effects of the outcomes of job
training. They are not as conclusive as true experimental procedures
(Murnane and Willett 2010). Under the right circumstances, the statistical methods underlying net impact analysis can provide strong evidence
of program effectiveness. (Pohl et al. 2009).
Moreover, Washington performance standards and net impact
reports illustrate that state government can develop a process for assessing program performance over time that goes beyond the federal measures. In addition to developing net impact measures, the state also created a website that assembles these annual reports and a biennial survey
to gain insight into customer satisfaction with the workforce system.
With the combination of the improvements in the technical data from
the net impact estimates and the customer service data, Washington has
developed a strong basis for sound workforce program decision making. Although some states, such as Ohio, have developed state performance measurement systems, none have gone as far as Washington in
incorporating net impact estimates.
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CONCLUSION
Policymakers consistently focus on the need for better data to make
decisions. Data are needed to both assess program effectiveness and
ensure that resources are allocated correctly. States need greater access
to data and better coordination among agencies to link files. Legal policies are interpreted in narrow ways, often because public policies are
administered by different agencies. And the specter of privacy confuses action by preventing data use (Foster et al. 2017; Lane, King,
and Schwarz 2013). However, a new approach to data-based decision
making is emerging. Administrative data systems present a compelling
picture for agency leaders, offering tantalizing possibilities in terms of
the types of workforce questions that can be explored.
While there are many different ways to build an administrative data
system (Foster et al. 2017), some guiding principles are useful. Initially,
states must create longitudinal data systems, encompassing critical
workforce data such as the UI Wage Record files. In constructing a data
system, it is important to build a legal framework that allows for data
sharing among government agencies. A government system must regulate the use of the data and must include procedures for examining the
quality of products that use the data. While data utilization is important,
data systems need funding to operate.
Longitudinal data systems face difficult problems documenting programs at the local level in enough detail to be useful to local providers.
It is difficult to both store and analyze longitudinal data at the individual
level. How do we actually make sure that data are used to make better
decisions? In this respect, scholars in medicine have been trying for
decades to understand at the patient level how verbal interactions in the
examination room can be used as the basis for medical decision making. Doctors use the patient interview in addition to charts and medical
information to make decisions on the fly about what course of treatment is necessary and appropriate (Mischer 1985). In education, scholars have a history of looking at video data of classroom interactions to
better understand what teacher actions will improve student outcomes.
Organizations, however, make different decisions than individual
actors, such as teachers or principals. Little (2012) notes that we need
to both “zoom-in” and “zoom-out” of the interactions. By examining
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both how data are used by individual teachers (for example, to correct
reading deficiencies), and by institutions (to allocate resources across
activities), we can build a new organizational form that utilizes data to
make decisions effectively.

Note
1. On the issue of teacher evaluation, see American Educational Research Association Council (2015).

4
What Works in
Performance Measurement
Improving the Use of Data in State
and Local Workforce Systems
The performance standards used in WIOA are well crafted. As
Heckman et al. (2011) have documented, the measures themselves
have changed little in recent years, as they have been used in much
the same form under JTPA and WIA. However, as designed, the standards are limited in several ways. Most critically, standards as used
under the workforce system continue to reward administrators when
they meet performance targets. As a result, local workforce employees
select individuals for programs with an understanding that some will
benefit more from these services. However, this has the appearance of
“cream-skimming”—when local-level administrators select individuals
who are the most likely to succeed rather than those who may need the
services the most (Heckman et al. 2011; Heckman, Heinrich, and Smith
2011; Heckman and Smith 2011).
The standard economic model, discussed in Chapter 3, does not
always help in understanding how local administrators make use of
research evidence. In the local workforce setting, this model predicts
that caseworkers and administrators would act to maximize the present value of net impacts (Heckman et al. 2011). However, this model
may not reflect the actual decision-making process that caseworkers
engage in. For example, caseworkers might make decisions to serve
specific populations or particular subgroups, such as economically disadvantaged workers (Barnow 1992; Courty et al. 2011; Heinrich 2000).
The fact that local actors are subjective in their decisions about participant selection is an important verification that decisions are inherently
political.
Because administration of workforce systems is a shared responsibility, local and state rules influence decisions about who receives
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services. While the state sets overall resource allocation for workforce
programs and design implementation rules for programs, local government is responsible for much of the frontline administration of the
programs. A consequence of this arrangement, which is referred to as
“state supervised, locally administered,” is that decisions are made at
the discretion of individuals occupying different levels of government.
The state government, for example, designs the scope of the program
(within the parameters that the federal agencies allow), allocates funding levels, and monitors program performance in different ways than
the federal government.
The local county or regional offices, in contrast, design rules for
participant selection, select providers of services for workforce programs, and hire staff to carry out core functions. Despite this division of
authority, the literature is thin on the operation of workforce development systems and how this arrangement works in practice (Decker and
Berk 2011). There is a long-standing effort through WIA to reward highperforming boards. Wandner and Wiseman (2011) describe the limits of
using monetary incentives to improve services at the local level. They
conclude that local workforce boards could not receive enough funding from the high-performing incentives to improve program outcomes.
More generally, local jurisdictions negotiate with states to provide
workforce services under WIOA; there is often tension between the
two. Tensions arose, for example, when Ohio and one of the regional
workforce boards, Area 7, disagreed on the structure of the regional
workforce board. Area 7 is composed of 43 counties across Ohio that
encompass both small rural communities and larger urban counties. The
state questioned whether the board could successfully represent all of
the disparate regions. In 2015, USDOL eventually decided that the local
communities could continue to be represented by a single board. This
incident in Ohio shows the checks and balances of the current governance system in workforce development, and the role of the federal
government as both funder and arbiter of final rules.
The public policy literature accepts the political nature of decision making (Stone 2012). However, there are few studies of workforce development at the local level that explicitly study the process of
creating decisions (Fung and Zdrazil 2004; Giloth 2004; Hawley and
Taylor 2006; Melendez, McCormick, and Hawley 2008). Workforce
development organizations are understudied as political institutions.
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We know a lot about the economic outcomes associated with training
through workforce organizations, but little about how these organizations operate.
There are some exceptions in the literature. An early series of studies by Heckman, Smith, and Taber (1996) describes the ways that local
caseworkers use data to decide which participants receive services.
Interestingly, they find that workforce development outcomes improve
when caseworkers have more discretion, including the ability to target
resources to the most needy. Heinrich (1999) also studied caseworkers.
She investigates the use of performance standards at the local level and
finds that because standards emphasize short-term goals (such as immediate employment), they may influence caseworkers to enroll people
who are potentially more successful.
Thoughtful work by Giloth (2003, 2004) from the early years of WIA
implementation provides some local context for public policy deliberation around workforce development. Using what might be thought of as
an institutional or community development framework, Giloth (2004)
studies communities that enacted citywide efforts to operate secondchance workforce development programs. In places such as Milwaukee (Fung and Zdrazil 2004) or Denver (Clarke 2004), Giloth (2004)
describes the governance of workforce systems in cities. In Milwaukee,
for example, the authors describe the cooperation among nonprofits,
education systems, and the city in operating workforce training under
WIA (Fung and Zdrazil 2004). In Denver, Clarke (2004) describes the
strong mayoral control and regional nature of the labor market, with
administrators working across programs to accomplish objectives.
Local decisions, however, are not the same as state-level decisions,
and very little scholarship examines the role of the state itself in workforce decisions. The state is a complex actor and has not been treated
as such in most of the scholarship on decision making in workforce
development. States have jurisdiction over some of the most important details of workforce development. In the current regime, WIOA
requires states to produce a “state plan” that offers a four-year strategy
for the workforce systems. The plans, delivered in 2016, provide insight
into the kinds of decisions that state governments make. Indiana’s plan,
for example, is limited to the traditional workforce programs, including all programs under WIOA legislation, such as Adult and Dislocated
Worker programs. Ohio’s plan, in contrast, seeks to combine delivery of
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traditional workforce programs in addition to Perkins Career and Technical programs. The plans were intended to enable states to coordinate
across programs, including TANF and WIOA, although the evidence
that states are successful in doing so is inconclusive (Cielinski 2017).
The state plans do provide a framework for describing the kinds of
decisions that states are making regarding workforce development. In
addition to deciding which programs need to be coordinated across the
government, states can define the kinds of participants to be included;
the use of integrated strategies, such as work-based learning or career
pathways; the allocation of funding for training; and how the state will
improve services for youth (CLASP 2016). The state plans do not, however, go into detail about all the different decisions that states make
regarding workforce development. This includes addressing the following questions: What kind of economy does the state look to create in the
future? How many jobs and what kind of jobs will be available? What
is the relationship between the workforce and K–12 education systems?
The answers are important to guide decisions regarding goal setting,
planning, and evaluation of state activities. As we discussed in Chapter
2, many states are still grappling with labor market forecasting, a practice that allows states to develop predictions about the kinds of jobs that
will be available in the future.
The larger literature on public policy at the state level is not particularly useful in helping us understand what functions the state performs
compared to those taken by the federal or local government. In general,
the education system and the workforce systems are controlled by different levels of government. Federal agencies have little control over
K–12 schooling, which remains firmly under the control of the states.
Each state has its own standards, curriculum, testing requirements, and
teacher licensure systems. While the school systems share many common elements, with textbooks and standards becoming increasingly
consistent across states, they remain constitutionally separate systems.
Operationally, however, local government maintains the lion’s share of
control over day-to-day activities in K–12 schooling.
The literature on workforce development, however, focuses on the
role of the federal government. Despite the local provision and state
planning, federal decisions are central to the existence of the workforce
delivery system. More than 2,000 local sites around the country operate in various legal arrangements with the county, state, and federal
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authorities. The current operations are problematic because the federal
government funds the workforce system, but local agencies make the
public policies at the county or city level.
The remainder of this chapter explains how states have addressed
workforce development, the structure of those efforts, what strategic
goals they are trying to achieve, and how data use is (or is not) central
to those decisions. There are rich data on the state of Ohio because the
university and state partners have long been engaged. Hopefully, Ohio’s
experience—both positive and negative—will provide a good model
for the rest of the nation.

OHIO—DATA ANALYTICS AND STATE GOVERNMENT
Overview of Workforce System
Ohio’s workforce system is large and complex, befitting a state of
11.6 million people in 2015. The state includes large cities, such as
Cleveland, Columbus, and Cincinnati, as well as smaller metropolitan
areas like Dayton, Akron, and Toledo. According to the 2010 Census,
the rural population in Ohio is about 2.5 million. As with any urban
community, there are pockets of poverty in Cleveland and Akron. However, according to data from the 2018 American Community Survey,
much of the rural southeast of the state has high poverty rates—above
25 percent (Ohio Development Services Agency 2019). Much of the
demand for workforce services comes from these poor but diverse
areas. Ohio’s labor force contained 5.7–6.0 million jobs between 2007
and 2015, mostly located in its metropolitan areas. In recent years, jobs
have grown consistently in Ohio. Annually, Ohio added about 35,000
jobs (Ohio Department of Job and Family Services 2017). Compared
to the rest of the country, Ohio’s population is older and has fewer educated workers (though they are increasing). Ohio is a large Midwestern
state with over 600 K–12 districts, two- and four-year colleges, and
a network of vocational schools that is very accessible to the broader
Ohio population. The public workforce system is operated through 20
workforce development areas. These areas include single-county operations in Columbus and Cleveland, as well as massive regional systems
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such as Area 7, which serves as the coordinator for 43 counties. These
workforce areas serve Ohio’s 88 counties and over 95 OhioMeansJobs
(OMJ) centers. The centers are a common institutional form for the
state, providing a “single point of entry” for a range of coordinated
services. Organizationally, each OMJ is controlled by the workforce
board chair and board staff. The board provides back-office services
(such as human resources and financial management) for the network
of centers in each jurisdiction. The services each center provides vary
but include those legally required by the state plan. A review of state
plans for each county does show, however, that many of the linkages to
programs under the state rules are “in process” rather than in place. For
example, through the Comprehensive Case Management and Employment Program, Ohio youth are offered an array of services, including
mental health treatment and vocational training, in addition to traditional WIOA services (Hawley and Munn 2017).
At the state level, Ohio has a central Office of Workforce Transformation housed within the governor’s office. This office centralizes
strategic planning for workforce development. The Ohio Department of
Job and Family Services is the primary office in the state that deals with
workforce development. The agency divides responsibility for many of
the different federal programs with other agencies in the state, such as
the Opportunities for Ohioans with Disabilities agency, which handles
the rehabilitation services program, and the Ohio Department of Higher
Education, which provides the Adult Basic Literacy and Education
programs.
Strategic Goals
Ohio’s goals for workforce development are similar to other states
in that there is an emphasis on both short-term goals of getting people
back to work and the long-term outcomes preparing skilled workers
for in-demand jobs. The state’s workforce development plan for WIOA
and the internal strategic plan that the Governor’s Office produces
have similar objectives, including providing many ways to apply for
and receive services using unified forms, application procedures, and
locations. Additionally, Ohio’s programs focus on “in-demand” jobs,
requiring the state to carry out surveys and data analysis to identify
labor shortfalls. Each region or local OMJ center is also required to

What Works in Performance Measurement 65

provide its own plan on an annual basis, spurring demand for common data and analytics by county and center staff. The state is oriented
toward job growth and considers the workforce system to be a collaborative partner with economic development. Therefore, the state seeks
out data on the supply and demand of jobs and the education credentials
of workers. Finally—although not directly connected to the workforce
development plan but illustrative of the state’s forward thinking—Ohio
recently adopted a goal of preparing 65 percent of the workforce with
some form of postsecondary credential by 2025.
This variety of goals creates demand for research and analysis, but
also for the development of data dashboards and scorecards that can
serve as visual informational tools for state and local governments. The
data tools, therefore, are a central part of the delivery that agencies can
expect to receive from the data center.
Data Analytics and Government
The state of Ohio uses data analytics systems because of a series of
projects completed by individual agencies. In 2002, for example, Ohio
contracted with Florida to provide a model for data exchange based on
Florida’s existing Florida Education and Training Placement Information Program (MGT of America Inc. 2002). Additionally, Ohio partnered with USDOL in two research and data efforts, the Administrative
Data Research and Evaluation (ADARE) effort and the Workforce Data
Quality Initiative (WDQI) from 2004 to 2016. These two federal-state
partnerships led to the integration of many labor and education data
systems and significant policy research for state government. In both,
our organization at Ohio State University was a partner with the state
of Ohio and USDOL.
The success of these two projects led to a partnership between the
state and Ohio State University to create the Ohio Longitudinal Data
Archive in 2010. The archive integrated data from a range of state
agency sources, including education, workforce development, and
higher education. The data eventually led to an informal state partnership among agencies called OhioAnalytics, which coordinates access
to state data through the Ohio Longitudinal Data Archive. Our team at
Ohio State supports this effort at the state level, staffing the technical
and policy research services required under the activities.
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Ohio has taken major steps to use data analytics to improve system performance in workforce development overall. Unlike Washington or Florida, there is no formal legislation that dictates specific,
periodic reports to be provided on a regular basis. However, the strategic plans developed by the Governor’s Office of Workforce Transformation require that the state generate a Workforce Success Measures dashboard. This dashboard (described in detail in Chapter 5) is a
standardized tool that all major programs under WIOA use to examine
performance across measures that closely mirror the federal government’s common measures. Annual data are produced at different levels
of geographic performance, including economic development regions
and counties. The dashboard presents data from 2009 to the present.
The Ohio Department of Higher Education has a need for supply
and demand data on Ohio schools and occupations. To identify the supply data, the department examines the production by degree programs
across K–12, higher education, and workforce training. This information can then be compared with existing labor demand information that
the Ohio Labor Market Information Office assembles. Using these two
sources, the state can make better decisions about how to bridge the
gap in demand for occupations that experience shortages. The data are
currently put together in a tool that is accessible online through the
OhioMeansJobs website.
Finally, the state has plans to use data analytics more generally to
improve system performance. Many of the state workforce programs
are interested in using tools such as machine learning or predictive
analytics to identify individuals who need services, or monitor fraud
and abuse of programs. These more forward-thinking efforts are gradually being incorporated into state policy using the biennial budget process. A recently released request for proposals from the state of Ohio
reveals that while state agencies have thousands of data systems, they
are maintained separately and therefore not used to solve collective
problems. “Unlocking this data would allow the state to identify and
drive meaningful social change” (Department of Administrative Services 2017, p. 1).
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STATE OF WASHINGTON—MEETING WORKFORCE NEEDS
OVER TIME
Overview of Workforce System
Washington has a workforce system with the same basic parameters as Ohio’s. The state’s population of more than 7 million people
is concentrated in and around the Seattle area, although there are other
significant urban areas such as Spokane and the U.S. side of greater
Vancouver. The rural population in Washington is only about 16 percent, according to the 2010 census. While poverty in Washington is
distributed differently than in Ohio, the two states have pockets of poverty in both urban and rural areas. The latter area has lagged in significant economic growth because of job loss in historical industries such
as lumber mills. The areas in the eastern part of the state have higher
average levels of poverty, although some Seattle-area communities also
experience concentrated poverty.
The labor force in Washington has over three million people, making
it about half the size of Ohio’s workforce. Employment in Washington
State has increased substantially in recent years; even since the Great
Recession, the state has outpaced employment growth over the nation
as a whole. Therefore, the demands from Washington are different than
in Ohio. The turnaround in employment is attributed to manufacturing,
which has seen an increase in hiring since the recession, albeit overall
employment in manufacturing has dropped from peak levels in earlier
decades (as in Ohio). These details provide context for the demands on
the workforce development system.
Washington’s workforce system is divided into 12 regions that oversee workforce development councils. These regions oversee a network
of career centers. Workforce expenditures in Washington State include
funding across community and technical colleges, vocational schools,
and the traditional workforce system. The 55 programs spent about
$930 million on an annual basis (State Auditor of Washington 2015).
Strategic Goals
Washington’s workforce development goals share many similarities
with Ohio. On balance, the state is focused on creating jobs and serving
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workers who are left behind by changes in employment. Washington
officially includes TANF in its WIOA plan, unlike Ohio, which combines some aspects of TANF with WIOA but only for youth. Washington’s workforce goals are similar to Ohio because the federal programs
(e.g., Adult, Dislocated Worker) are the same across all states. As with
the Ohio program, Washington focuses on performance monitoring of
regional and local workforce programs, and provides reporting to the
state legislature.
The conditions for data-based research in Washington are better
than in Ohio, if only because the state statutes for research and data
storage are clearly specified. The legislature, for example, provides for
a periodic evaluation of workforce programs, and the P20 Workforce
Data system in Washington is part of the state revised code. Finally,
since Washington’s analyses are done mostly within state government
and by government workers, the data system itself is more stable.
Government and Data
Washington shares some similarities with Ohio in the focus on
data, but it has a much longer history. Beginning in the 1970s, Washington participated in evaluations of wages and benefits sponsored
by USDOL, including the Continuous Wage and Benefit History system (Borus 1982). It was the only state that maintained the Continuous Wage and Benefit History file in the 1970s and has a much longer
record of administrative data use than other states. Like Ohio, Washington also participated in the ADARE system. Washington has three
research organizations in state government: the Employment Security
Department (ESD), the Education Research and Data Center (ERDC),
and the Workforce Training and Education Board.
The three organizations participate in several ongoing and occasional data projects that inform decision making at the state level. Washington State’s ESD developed a dashboard that provides performance
measures for its regional workforce areas. Moreover, the ESD carries
out regular activities in labor market information systems, providing
data on occupational composition of agencies, as well as staffing data.
The ESD has also provided data for net impact studies of training. The
Washington Training and Education Coordinating Board provides performance data on the workforce and participates in federal data sharing
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under Federal Employee Data Exchange. It conducts the annual evaluations of workforce programs in Washington, including state programs.
These reports are published online and serve as a source of information
comparing workforce outcomes across federal and state programs. The
Education Research and Data Center in the Office of Financial Management for the Governor’s Office provides a lot of the infrastructure for
the data system in the state and produces many mandated reports under
legislative authority. The ERDC conducts a range of workforce and
education studies on an annual basis, develops dashboards and scorecards, and maintains research on education systems.

THE STATUS OF DATA-BASED DECISION MAKING
CAPACITY IN STATES
WIOA emphasizes the use of data to “drive customer and frontline
staff decision-making, to hold state workforce agencies and local workforce entities accountable for outcomes and to inform program and policy making” (Chocolaad and Wandner 2017, p. 12). This goal requires
the complex use of data resources that are not often brought together,
applied with methods that require specialized evaluation and statistical
skill, and a commitment by state political authorities to make use of
results from studies, even if they are not completely positive.
Recent work by Chocolaad and Wandner (2017) provides a careful
review of the research databases in a range of states, and the Workforce
Data Quality Campaign’s (WDQC) annual review gives readers a sense
of the relative capacity of states in terms of data. Additionally, research
studies on data systems provide a longer historical perspective on the
use of data for decisions in states.
What Data Do States Maintain?
The WDQC report (2015) rates all 50 states on the elements that,
among other things, indicate the comprehensive nature of all state workforce data systems. It reveals that, over time, states have expanded their
ability to link data from education and employment and developed the
capacity to match employment data across states. Specifically, 28 of 50
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states have the data systems in place to determine if graduates get jobs,
and 30 states have mutual arrangements to share employment data with
other states. These two indicators provide confirmation that, nationally,
states are matching UI data. These systems, however, have blind spots.
Most of the state data systems that link graduates to jobs do not include
all graduates because they restrict analyses to easily documented credentials, such as four-year undergraduate degrees, and exclude harder
to measure results from adult education or vocational training. The gaps
are systematic and thus bias the results of most state systems. Some
states have private higher education institutions, but others do not. It
just depends on the specific rules in the state regulations. For example, Ohio’s Higher Education Information system does not include any
student-level data on private institutions except for high school students
taking courses that are paid for by the state.
Detailed information on the kinds of data that states maintain is
more difficult to obtain. Chocolaad and Wandner (2017) describe which
data states maintain by major federal program. Of the 41 states that
responded to their survey, the following data systems were kept by all
states: UI wage record data; workforce system data, such as unemployment benefits or WIOA Title 1; and labor market information from the
BLS. Almost three quarters of states maintained longitudinal data files
that included the WDQC data systems. Less than two-thirds (61 percent) maintained administrative data from other systems, such as registered apprenticeships or higher education.
This section provides a more detailed understanding of what states
maintain, and also reveals the limitations of the WDQC indicators. On
one hand, all states clearly maintain the core UI records necessary to do
employment tracking within states. But, surprisingly, only two-thirds of
states have linked these data to sources outside their state labor departments. Given that the WDQC survey also reveals that many states indicate they are “in progress” on “linking graduates to jobs,” we should
maintain a healthy skepticism about the current capacity for states to
link graduates to workforce data. Moreover, it is difficult to tell what a
state’s actual capacity for these linkages is unless details are available.
Some states (for example, Ohio, Washington, New Jersey, Virginia) can
match many additional data sets to workforce outcomes, but other states
demonstrate they are unable to match anything. Based on the core goal
of examining long-run outcomes of education, the more appropriate
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measure of capacity is a sliding scale, where state capacity to link data
changes with the willingness of the agencies to share data with research
and analysis units. In some states (e.g., Washington, Florida) these linkages are mandated by legislative language, while in others (e.g., Texas,
Ohio) the willingness to match depends on the year, budget, and legal
permissions.
Additionally, much of the capacity to answer critical questions in
state analyses depends on consistently pushing the envelope to integrate additional data systems. Accordingly, efforts to combine sources
such as TANF and SNAP data with workforce or education outcomes
are politically risky and unlikely to occur without the heavy hand of
federal mandate. The main problem here is that states do not govern
data systems with one single agency or through one legal mechanism.
Rather, separate legal documents (e.g., Federal Education Rights and
Privacy Act [FERPA], Health Insurance Portability and Accountability
Act) govern pieces of the data systems. Since there is no single overarching legal document that governs what data states can and cannot
combine, state legal counsels are left without roadmaps and tend to look
negatively on the requests to match across data sets. Therefore, it is the
legal frameworks that need combining. Since these data systems are
established by federal law in some cases, and state statute in others,
improving this situation requires that both states and the federal government take concerted and coordinated action.
What Research Questions Do States Consistently Address?
Agencies are driven by conflicting research demands but also pursue some common research goals over time. State statutes provide useful insight on research priorities, revealing that a handful of states have
very clear research demands. For example, in Washington, the legislature requires a report every five years on the employment outcomes
experienced by unemployment benefit recipients. Florida’s Education Training Placement Information Program is mandated to provide
employment outcome information on a wide range of education and
workforce programs. In recent years, other states have added legislative language that requires follow-up of graduates or those who complete training. Such concrete requests in legislative language improve
the linkages between policy decision makers and the data managers or
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research staff. Without the data linkages, these research efforts would
be impossible.
Research agendas are occasionally set by a formal state process.
For example, the Ohio Education Research Center negotiates research
objectives with our governance board on an annual basis. This governance board exists by mutual agreement of the agencies but is not
codified in statute. A version of Ohio’s research agenda for 2015 outlined research in four basic domains: K–12 schooling, higher education,
workforce, and human services. Within each of these domains, we pursue individual projects that address needs of the agencies, but the larger
agenda is mutually agreed upon by the governance board. Other states,
such as Mississippi, New Jersey, and Texas, produce similar research
agendas. A governance board may also be legislatively required to produce a state research agenda, as is the case in Maryland.1
Even when they do not publish formal agendas, workforce agencies have regular research priorities. Chocolaad and Wandner (2017)
provide a schema for these questions, indicating that the most common
questions occur in the following five domains: 1) program impacts and
effectiveness, 2) program performance and outcomes, 3) development
of labor market data, 4) customers and their barriers to employment,
and 5) program administration and operations. Questions in the first two
categories are often contracted out to external research groups, as they
require technical methods to carry out the work. However, questions in
the last three categories focus mostly on internal use of workforce data
and therefore offer structure for internal planning.
Political Will
Research findings will have little traction without buy-in from
state and local agencies. While there are several political and institutional reasons research findings may not be utilized, there are ways that
researchers can improve the likelihood that data will be used and findings understood.
Firstly, data-based research needs excellent data to be successful.
This might seem like an obvious point, but the reality is that much of
what states study requires sophisticated data drawn from across administrative agencies. To study the outcomes of higher education requires
employment data as well as access to microdata from the university
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system. Good data are more common than they used to be, but because
some systems (such as those for UI Benefits and Wages or Workforce
Program) are antiquated, it is difficult to merge their data with other
files. In a 2010 study by the National Association of State Workforce
Agencies, the average age of the technical system behind the UI benefits and tax authority across all states was 22 years, and the oldest UI
system was 42 years. While many states keep investing in technology to
modernize data storage and collection, the structure of current systems
often hinders easy access to data. Addressing these barriers requires the
political will to improve data and technology for system management
through state investments, and this requires commitment from political
leadership.
Secondly, researchers should be aware of significant legal issues
and prepared to negotiate. As Appendix 4.1 describes, legal barriers
to state data access exist. Different files face unique legal challenges.
FERPA requires significant approvals for data on K–12 or higher education to be used by states or outside researchers, which is fundamental for education agency and program evaluation. Rules surrounding
UI data specify the ways that data can and cannot be used to address
research concerns. Moreover, in merging workforce data from other
states there are significant barriers because of the rules surrounding the
Wage Record Interchange System (WRIS2), which currently provides
access to states to match individuals who receive training or education in a specific state but who end up working outside the home state.
However, both the legal rules surrounding the use of WRIS2 and the
technical procedures for submitting data to be matched mean that this
resource is underutilized. There are few states that use the WRIS2 data
system on a regular basis. Other significant federal rules that pose legal
and political hurdles include regulations surrounding federal systems
such as TANF, SNAP, or the Federal Employee Data Exchange, all of
which are governed by federal statute. Using these files requires working with legal counsel and often active consent by political agents in
state government, such as an agency director.
Finally, political will is reinforced when researchers and state government create governance structures that can provide oversight by
groups such as WDQC or WDQI. The standards of data governance,
as outlined by groups such as the Data Quality Campaign or the Workforce Data Quality Initiative, make it clear that governance concerns
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both data and process. Proper data governance provides political actors
with a chance to deny or approve studies and be aware of the findings
over time. Appendix 4.2 provides some advice for states and localities
attempting to build data governance.

Note
1. For the research agenda in Ohio and Mississippi see Chocolaad and Wandner
(2017). For Maryland, the agenda is available on line at https://mldscenter.maryland
.gov/ResearchAgenda.html (accessed April 13, 2020).
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Appendix 4A
Legal Regulations That Inform Data Sharing
FAMILY EDUCATIONAL RIGHTS AND PRIVACY ACT
The federal education law is known as FERPA, and must be a central
legal concern for any state wishing to better utilize its education data. Overall,
FERPA prohibits the release of individual student data, except under certain
exceptions. The rule establishes that the Personally Identifiable Information
(PII) (student name for example) is protected, and explicit consent must be
in place for students before any data are released. FERPA includes an audit
and evaluation exception that allows for state or local education authorities
to cooperate with an integrated data system (IDS) to access student records in
order to, “facilitate future evaluations of federal or state-supported education
programs by creating linked data” (Privacy Technical Assistance Center, 2017,
pp. 8−9). The data system must meet the following criteria (pp. 8–9):
1) “The state or local educational authority designates the IDS lead as its
‘authorized representative’ for the purposes of auditing or evaluating
a federal- or state-supported educational program on its behalf.”
2) “The state or local educational authority enters into a written agreement with the IDS lead.”
3) “The state or local educational authority uses reasonable methods to
ensure to the greatest extent practicable that the IDS Lead uses, protects, and destroys the PII from education records in compliance with
FERPA’s requirements.”
4) “The state or local educational authority must ensure that a record of
each request for access to and each disclosure of PII from the education records of each student is maintained, which includes the names
of any additional parties to whom the PII is disclosed and their legitimate interests, unless the record is maintained instead by the educational agency or institution from which the PII originated.”
A second exception applies to school districts designating an IDS lead as
a school official, and where it is determined that there is a legitimate educational interest in the PII, as defined in the school’s annual FERPA notification
of rights. The outside IDS agent must perform a service for which a school
would otherwise use its own employees. As stated by PTAC, “the IDS Lead
may perform, for the school district, the function of linking and storing educa-
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tion data, including maintaining security and controlling access to the data.”
(PTAC, 2017, p. 10). The data system must meet the following criteria (p. 11):
1) “The entity seeking to participate in the IDS is a school district.”
2) “The IDS Lead performs an institutional service or function for which
the school district would otherwise use employees.”
3) “The school district has determined that the IDS Lead has a ‘legitimate educational interest’ and needs access to the PII to perform the
required institutional service or function for the school district.”
4) “The school district’s annual notification of FERPA rights includes
criteria for who is designated as a school official and what constitutes a legitimate educational interest and the IDS Lead meets these
criteria.”
5) “The IDS Lead is under the direct control of the school, with respect
to the use and maintenance of the PII.”
6) “The IDS Lead is subject to the same conditions governing the use
and re-disclosure of the PII that apply to other school officials under
FERPA.”
UNEMPLOYMENT COMPENSATION BENEFITS, TAX
AND WAGE RECORDS; WORKFORCE INNOVATION AND
OPPORTUNITY ACT (WIOA); AND FEDERAL WAGNERPEYSER ACT
Both Code of Federal Regulations 20 (Section 603) and the final regulations of the Workforce Innovation and Opportunity Act (Final Rule) are necessary in legal agreements when wage records and job training data are to be
used. While the CFR 20 603 makes it difficult to share UI records, the WIOA
Rule requires the use of UI records for program accountability and regulations.
WIOA makes it clear that states are required to participate in evaluations “to
the extent practicable (e.g., the disclosure would not interfere with the efficient
administration of State UC law)” (WIOA Final Rule). Specifically, states must
conduct evaluations of the following:
•

Evaluations of Core Programs under WIOA;

•

Evaluations of Section 169 Title I of WIOA;

•

Evaluations under section 242(c)(2)(D), and sections 12(a)(5), 14,
and 107 of the Rehabilitation Act of 1973 (applied with respect to
programs carried out under Title I of that Act); and

•

Evaluations under section 10(b) of the Wagner-Peyser Act.
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Disclosure for studies is permissible under the following conditions:
•

Disclosures on the basis of informed consent (meaning consent is
obtained by the individual or employer);

•

Disclosures to public officials for use in the performance of official
duties;

•

Disclosures to agents or contractors of public officials (including universities, or the state education authority).

For guidance on the UI Benefits and WIOA Rules, see USDOL (2015,
2016); the following:
DOL final rule issued August 19, 2016 (https://www.doleta.gov/wioa/about/
final-rules/).
UIPL No. 20-15 – “Unemployment Insurance and the Workforce Innovation and Opportunity Act of 2014” (USDOL 2015).
TEGL No. 7-16 – “Data Matching to Facilitate WIOA Performance
Reporting” (USDOL 2016).
Some additional rules often come into play, including the following:
•

Relevant portions of state law. Each state has its own laws that govern
the use and confidentiality of micro data.

•

HIPAA

•

Temporary Assistance to Needy Families

•

Supplemental Nutrition Assistance Program

For additional reading on the issues of legal access to state administrative
data see the following Brady et al. (2001) and Foster et al. (2017).
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Appendix 4B
Governance Suggestions
When we started the Ohio Longitudinal Data Archive, we based our
structure on the available evidence from prior statewide data systems, such as
ADARE, which provided an example of statewide governance in Maryland,
Florida, and Texas, three of the states that maintained strong data systems over
decades (Stevens 2012). Florida, for example, had a model system called Florida’s Education Training Placement Information Program (MGT of America
Inc. 2002). This system, along with the model from Washington (Chocolaad
and Wandner 2017), provided examples for Ohio. Additionally, a group of university research centers in Maryland and Texas, among others, showed how
these centers could be set up within the university context. The ADARE states
were coordinated by USDOL and David Stevens from the Jacob Franz Center at the University of Baltimore (Stevens 2012). I mention these examples
because they provide context to the governance suggestions. In essence, what
I am offering here are not prescriptions but cautionary guidance. Institutional
context is more critical than any specific set of organizations or data systems
linked together. Each state is unique.
WHAT IS THE PURPOSE OF THE DATA CENTER?
Data centers generally have a similar overall goal: to facilitate linking data
from at least two state agencies to assist with evaluation, auditing, or to otherwise monitor critical outcomes. These outcomes are usually related to economic outcomes, such as employment or unemployment. Data centers do not,
therefore, need to be created to link data from a single agency; that task is best
done by the agency’s chief information office.
Data centers may or may not have broader research or evaluative goals.
Some states are invested in providing data to internal or external researchers,
and others are less so. It is entirely likely, however, that the explicit focus
in the WIOA legislation to participate in evaluation when possible will provide an inducement to generate new research uses and thus coordinate with
scholars. There is also increased emphasis on accountability in public policy;
thus, for most states, the purpose of a state data center is to provide the public
with access to information on investments and outcomes in the state education
system (Fung 2013). Ohio and Texas, for example, each use employment as a
primary measure of success in the technical education sector, which requires
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higher education institutions to match employment records. These systems
work because of performance funding provisions in state law.
Finally, many states have a purpose of “benchmarking” or improving performance compared with other states. This is possible only if there are comparable data across jurisdictions. Benchmarking requires significant access to
data that we can compare statewide. One limitation of benchmarking is the
availability of data across state lines. Several data systems can enable crossstate data sharing, coordinated by both USDOL (WRIS2) and the U.S. Census
(LEHD) (Abowd, Haltiwanger, and Lane 2004; Andersson, Holzer, and Lane
2005).
WHAT ORGANIZATIONAL FORM WILL LEAD TO
ACCOMPLISHMENT OF THESE OBJECTIVES?
The question of organizational form is best answered within the state context. Some states, such as Washington and Florida, have worked together to
create longitudinal data systems inside government. Washington’s exists in the
governor’s office, and Florida maintains its system in the Department of Education. Other states, such as Ohio, Illinois, and Texas, have created systems in
universities. In Ohio, the system is a university-state partnership. This partnership first developed during ADARE, and the Workforce Data Quality Initiative grant applications were explicitly written to strengthen that relationship.
ADARE specifically was a cross-state program funded by the Department of
Labor and required university partners to work collaboratively with state agencies on data storage and analysis.
The university-based center has certain advantages. Where the state law
makes the university a part of the state government, there is less difference
between a government agency and a university. Universities also have access
to a wide range of skilled talent and recruit often, while governments are more
often constrained by hiring rules. Student involvement in data centers can be
useful because students often become new employees of agencies after they
train in state universities. Thirdly, universities are used to working on soft
funding and have staffing and IRB systems in place to manage the complex
procurement processes required.
HOW IS COLLABORATIVE DATA GOVERNANCE CREATED?
States require consistent involvement with the data system. We recommend the following steps:
•

Create an explicit statute authorizing the data system and core funding
for the technical aspects.
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•

Generate governance committees with the following roles:
◦

Executive committee: consists of agency directors and the lead
administrator who serves as director for the center. This committee supervises the lead administrator, assigns new work, and
works with the legislature to ensure that funding and support for
the center continues.

◦

Research committee: supervises the work of the center on a
day-to-day basis, enacting the goals assigned by the executive
committee.

◦

Data committee: provides technical knowledge of data systems
and linkage procedures, and attends to research needs of agencies
internally.

The center requires a governance manual. Examples with additional details
can be found from the Data Quality Campaign.
HOW IS A CENTER SUSTAINED?
Data are too important to be maintained entirely with soft funding. State
needs for data will continue to grow, and states are increasingly turning to data
centers to meet research needs. Hence, it is mandatory to have some funding
(and legal authority) in a state law and budget. However, sustainability is also
a function of how the data are used. If data are not used in a significant way
in state policy and reporting, the center is unlikely to be successful in the long
run.

5
Performance Management
for Workforce Development
WIOA legislation focuses on performance measurement in workforce development. As with past programs, individual workforce
development programs will be required to publish detailed data on
the performance of specific education and training programs online.1
The majority of employment and training programs share performance
measures. This includes Adult Basic Literacy Education and vocational
rehabilitation, as well as the traditional Adult and Dislocated Workers
Act and the Wagner-Peyser Act. Youth-related programs have slightly
different measures.
The core performance measures are focused on understanding the
transition to work and education from employment and training programs. The primary measures focus on employment within the first year
of program exit and education or training credential acquisition after
exit from the programs. It is important to note that these measures are
applied uniformly to all WIOA programs.
The federal government has moved toward more integrated performance measures to ensure services are aligned. As described in Chapter 3, several federal reports have urged the government to streamline
workforce programs (GAO 2000). At the same time, as government has
been working to reduce duplication and overlap in program services,
the performance measurement movement has been sweeping all areas
of government. Weather forecasting, health care, public finance, and
workforce development all have been actively promoting data access
through standardized websites. The most famous government accountability tool on the web perhaps was the www.recovery.gov website,
which existed from 2008 to 2014 during the height of the Great Recession and subsequent recovery-oriented actions. Though the site was discontinued in 2014, it spawned an interest in tracking financial contracts
at the state level. Ohio, for example, makes all financial data from its
universities available online (www.ohiocheckbook.com). This state-
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level focus on transparency raises the bar for the kinds of activities that
government should undertake when it comes to performance tracking.
More broadly, the field of public administration has long believed
in the value of data as a tool to improve management and outcomes
for public programs. The earliest tools used by government to compare
the performance of different programs came from the decision-support
methods in the 1970s and 1980s (Keen 1980). Decision support was
conceptualized as technological tools to help make decisions. Critically,
they were adaptive—responsive to changing needs of potential users.
Using decision-support tools, public administration scholars identified
instances where scorecards or dashboards can help government make
better decisions. Kettl (2012) provides an overview of the emergence
of decision support.
When government leaders and scholars turned to workforce issues
in the post–World War II era, they developed a series of methods called
manpower planning to describe tools used to help government make
links between supply of and demand for workers in the economy (Richter 1984, 1986; Spalletti 2008). Manpower planning shares certain attributes with decision-support tools. Its goal was to ensure that the supply
of people produced through education or training was sufficient to meet
the level demanded in the economy (Davis 1966). Manpower planning
was designed to be adaptive, helping government plan investments in
education or training, but it lacks a formal connection to management
information systems. It was, however, discredited as a methodology,
largely because the approach was hard to use in a dynamic labor market. When labor is largely controlled by government (as in the Soviet
Union or China), or when the country is small (as with Singapore), it is
possible to use manpower planning to relate labor supply and demand.
In these cases, production is well-known and steady, so governments
can project the number of workers needed to meet production targets.
However, most economies are difficult to forecast because economic
output varies significantly in any market of size and scale.
As Richter (1986) argues, recognizing the analytical complexity
of the problem does not prohibit government from attempting to project labor demand or from asking educational institutions to be more
responsive to economic demand. However, the complexity of the problem does require that government acquire and use data and methods that
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permit them to project the demand for workers within a dynamic labor
market.
In the 1980s, private IT firms began to step into the field of administrative data to meet demand from government for complex and readily
available data. Aggregated data from various online job postings have
proven to be critical to the development of modern manpower planning
by providing metrics on job growth and field of work. Moreover, technology has improved the quality of performance measurement tools and
resolved some of the chief weaknesses of manpower planning as it was
practiced in its heyday of the 1960s and 1970s. Data tools (like the
ACS) and labor market surveys like the Job Openings and Labor Turnover Survey allow government to generate data at the individual worker
level, and often to follow workers over time. Older manpower planning
data relied on regular survey data at the regional or state level.
Modern workforce development practice uses many tools that have
their roots in the decision-support methods of the post–World War II
era. The current statistical surveys and projections that the Bureau of
Labor Statistics conducts through its Washington and State Labor Market Information offices have many similarities to the work done with
manpower planning in the 1960s. The federal government generates a
10-year estimate of labor demand by occupational area used by state
and local government to forecast the demand for specific educational
degree programs. However, the resulting analyses are difficult to use
without qualification. For example, labor demand forecasts are available for a specific period, say, 2008–2018 or 2010–2020, and are based
on long-run demand for workers in specific jobs but reflect an average
educational level at that specific time. Thus, if an occupation changes
the relative demand for workers over time (e.g., as happened with nursing), the forecasts are not accurate.
This chapter reviews some of the tools that have been developed
in recent years to use administrative records and produce better performance data for government. We include tools with which we have
some familiarity and experience, including those presented at the Workforce Data Quality Initiative (WDQI). Finally, we highlight state-level
tools because administrative data systems have been developed most
actively at this level of government. While there are many ways to display performance data, we focus on the following three: dashboards,
scorecards, and data visualizations.
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DASHBOARDS
Dashboards—a visual representation of performance measure—
were originally developed by academics, policymakers, and practitioners working within the framework of the decision-support model
(Keen 1980). A dashboard in this context is a technological tool that
provides a visual representation of performance measures using pie
charts, graphs, and bar graphs. By providing these dashboards, governments can help interested parties track the high-level performance of
specific programs or systems. The Workforce Data Quality Campaign
(WDQC 2016) reports that dashboards are focused on program effectiveness and offer a small number of indicators (Leventoff, Wilson, and
Zinn 2016). Because they provide a bird’s-eye view of programs, dashboards are aimed at policymakers rather than frontline workers, who
need data at a high level for making decisions. The most formal and
systematic state use of dashboards is in Washington, where dashboards
are authorized in the state revised code. We provide two examples of
dashboards here from Ohio, one from the workforce side and a second
from K–12 education.
Example 1: Workforce Success Measures
The Workforce Success Measures (WSM) is a dashboard that our
research team in Ohio built.2 The tool was completed initially in 2013
and has been updated on a regular basis since then. Under the terms of
the Workforce Development Strategic Plan that the state provided for
the Governor’s Office of Workforce Transformation, Ohio is required
to provide annual comparative and standardized outcomes for participants in training and education programs funded through a range of
federal workforce efforts. The WSM includes information on the following statutory programs: 1) ABLE; 2) Adult WIA/WIOA programs,
including Adult, Dislocated Worker, and Youth programs; 3) Vocational
Rehabilitation; and 4) Carl Perkins Act participants.3
The purpose of the WSM is to give administrators the ability to
monitor program performance on key metrics and compare program
performance across type of program and geography. The measures used
include the number of individuals completing the program, the number
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of these individuals subsequently employed in Ohio, the median earnings of these individuals, employment stability, college enrollment, and
education and training credentials earned. The dashboard is populated
with data that is currently reported in administrative records (i.e., existing records collected in the course of routine operations) provided by
the Ohio Department of Job and Family Services, the Ohio Department
of Higher Education, and Opportunities for Ohioans with Disabilities.
The WSM is a collaborative effort between the state of Ohio and
Ohio State University. The WSM was originally conceived of as a static
report, but the Ohio Education Research Center received a contract
to build and maintain a dashboard. Ohio lacked the data resources to
assemble the success measures because program data are maintained
by individual agencies and not routinely matched or analyzed using
common frameworks. This is a common problem with administrative
data at the state level across the country. In the process of implementing Ohio’s WDQI Grants (we received grants in rounds one and three
of the competition), Ohio State University put together a data system to
facilitate work with data resources across the state agencies. The data
system, the Ohio Longitudinal Data Archive (http://ohioanalytics.gov/),
now exists as a separate collaborative effort between the state of Ohio
and the university.
Each of the success measures reports is available at the state, regional
(i.e., JobsOhio economic development regions), county, and provider
levels. The reports are available for each year from 2009 to 2013. They
are lagged since individuals must have completed a program, and have
had the opportunity to work, go to school, or get additional training
after completing the program. That usually means a delay of about one
year between program exit and measurement.
Since its debut, the WSM dashboard has been expanded, and modifications have been made to the data resources to enable better data
reporting. The success measures are a work in progress for Ohio, and
they serve as a key resource for the state to help understand comparative performance across geography and program type. There are three
important lessons for other states and jurisdictions:
1) The need for and purpose of the dashboard must be clear. Ohio’s
Governor’s Office of Workforce Transformation needed a data
tool to help understand comparative performance across disparate programs in different state agencies. Filling a specific need
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or purpose is perhaps the most important part of dashboard
development.
2) The data systems required to develop the dashboards should be
in place. In Ohio, the federal WDQI grants seeded the development of the data infrastructure, creating the foundation the
state needed to carry out this work.
3) The state needs technical expertise in dashboard design and
evaluation to enable the development of these tools. State
agencies do not usually have the staff capacity to carry out
these projects on their own.
At the same time, dashboards have weaknesses that limit their
usefulness by workforce administrators. Data are only available from
administrative systems after a period of time, usually 9–12 months.
The data lag is a major limitation, especially with the new requirements under WIOA for data on work experiences of program participants prior to completion. To comply with the requirement that programs provide employment information that is current, states will need
to reduce the lag between data collection and incorporation of the data
into a dashboard.
Additionally, state agencies and the Governor’s Office of Workforce Transformation expect that county workforce agencies and political leaders at the local level will use data from the dashboard. However, the expectation of habitual use does not resonate with the counties
themselves. When the dashboard is used at the local level, it serves to
provide support for grant applications or strategic plans, not to guide
decisions on services. The dashboard data cannot substitute for registration systems or client engagement tools that facilitate daily or immediate decisions. The next example provides a tool that does more to
facilitate real-time decision making.
Example 2: Student Success Dashboard
Ohio developed a pilot tool to assist school district personnel with
understanding the factors that drive students to drop out of high school.
The dashboard was developed in response to legislative mandate enacted
through the Ohio Revised Code, which requires the development of a
research-based tool that could be used by local schools to identify high
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school students in need of assistance.4 The Ohio Department of Education funded the development of the Student Success Dashboard as an
option for school districts to use in response to this mandate.
The Student Success Dashboard provides secure access for approved
personnel in schools to data on student performance, and serves as a
mechanism to help categorize students that might be in need of assistance at the beginning of a school year. The tool is a type of “early
warning system” to keep school personnel abreast of student performance on an ongoing basis. The long-term purpose of the dashboard is
to serve as a consolidated resource for information on student test performance and attendance, as well as a variety of other measures thought
to influence student dropout decisions, such as student discipline.
The specific tool was built using the EdFi platform, provided for
free through the Dell Foundation to schools and other entities serving
educational systems.5 The EdFi platform provides a series of dashboard
modules that allow data managers to customize information in different
ways, depending on the needs of the agencies and users. For example,
in the Ohio Student Success Dashboard, the system provides access to
information primarily concerning risk assessment for students. These
data include information on three areas: student risk of dropout, student
risk of repeating a grade, and student risk of not graduating on time. The
risk is represented by a statistical model calibrated using prior years of
student data and predicting the likelihood of the student experiencing
one of the three outcomes using the student’s historical data.
Data dashboards are presented for three classes of users: superintendents, principals, and teachers (https://studentsuccess.chrr.ohio-state
.edu/home). Each has permission to work with data for the relevant
group of students. The dashboard shows the overall number and percentage of students enrolled in the example district that are at risk of
dropping out, repeating a grade, and not graduating on time. Additional
functions include information on students by grade level, and an ability
to display only groups of students that fall into a specific risk category
(high, medium, and low).
The purpose of the Student Success Dashboard is to meet a legislative mandate for a research-based, locally tailored tool. The empirical
basis for the models comes from a common framework for systems
in other states. Massachusetts, for example, maintains an early warning system that is based on a similar statistical practice (Massachusetts
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Department of Elementary and Secondary Education and American
Institutes for Research 2013).
Creation of the dashboard was possible because of a partnership
between the State Department of Education, Ohio State University, and
individual school districts. This dashboard requires individual schools
to partner with both the state and the university to provide a tool to the
teachers. Individual dashboards for schools are embedded using single
sign-on technology into district-level education systems, making the
systems accessible only to the approved users.
There are two drawbacks to this dashboard, and they reveal much
about the state of data systems on education and training in the United
States. The first limitation is that, as with the WSM dashboard, data are
available only after program completion. Ohio’s data systems are built
to provide annual data to schools via the Report Cards and Value-Added
Reports, but not to provide daily or weekly data. The data feeds that
would be required to provide real-time data are not easily obtained in
Ohio. Other states, such as Arkansas, have fewer obstacles to obtaining
real-time data. For each district, Arkansas has an EdFi dashboard that
includes daily and weekly attendance and test measures. The data are
provided through a similar single sign-on process to schools but are
updated every evening (Glover 2015).
Secondly, Ohio’s system works with many different information
systems at the local level. Ohio has over 600 local school districts,
and there remains no standard tool that districts use to access the data
files. There are a range of local and national providers of data management systems at the local level. Access to dashboards remains difficult
because of the limitations proprietary firms place on their software and
the fact that school districts do not have the technology personnel to
customize software.

SCORECARDS
The term scorecard is used loosely and emerged in its current form
in 1990s business literature. Business authors popularized scorecards
as ways to demonstrate that firms were achieving on key dimensions
(Becker and Huselid 2006). As WDQC notes, scorecards generally are
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developed more for students, workers, or other frontline staff than for
policymakers or agency heads. As a high-level summary of performance, often of data available in a dashboard system, scorecards might
focus on measures that are generally used by all, such as completion
rates, rather than specific indicators that might be used by only a few
people (Leventoff, Wilson, and Zinn 2016).
Example 1: Workforce Data Quality Campaign
WDQC, a project of the National Skills Coalition, is a partnership
between nonprofit organizations, states, and the federal government.
It provides a scorecard on an annual basis, grading state-level performance on workforce data. There are 12 items on the State Blueprint
that WDQC manages, including information on whether the state has
linked up education and employment data (which most states have at
this point), as well as items on industry credentials or career pathways,
things on which most states have made little or no progress.
The WDQC survey and report are based on a very similar data
quality survey that is maintained by the Data Quality Campaign (DQC)
and has captured annual trends in state-level data capacity for K–12
and higher education data. The indicators from DQC and WDQC are
used by states and other organizations to compare the progress made
across the country in putting longitudinal data systems in place. The
fact that the data are on very similar metrics across the entire country
is a strength of scorecards. Additionally, they allow comparison over
time on a standard set of metrics. The drawbacks are that the data are
only as good as the responses from the states, and often the surveys are
filled out by different agencies and people in different years, leading to
inconsistencies in the data elements.
Example 2: Workforce Training Results (Washington)
The state of Washington produces an annual set of reports that
provide standardized information on the program outcomes for 11 different training and education programs. These reports are among the
most interesting examples of workforce data and analysis. They include
information on the employment outcomes of training and education
programs, as well as employer satisfaction and net impact estimates of
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program outcomes. These last two elements require the state to carry
out surveys of employers, and to conduct complex statistical calculations to identify the long-run employment outcomes for programs.
The annual reports are collectively called the Workforce Training
Results. For each program, there is a single long-form report that summarizes program outcomes in a range of areas, many of which overlap
with the outcomes we document in Ohio. The reports try to answer
some core questions, namely, the following five:
1) Did participants get the skills they needed?
2) Did participants get a job, and how much were they paid?
3) Were employers satisfied with the preparation workers
received?
4) Has the program made a difference in the participant’s success?
5) Did participants and the public receive a return on their
investment?
The core indicators they compare for all programs include the
following:
• employment
• earnings
• skills
• participant satisfaction
• employer satisfaction
• net employment impact
• participant return on public investment
• taxpayer return on investment
Additionally, program participants are identified by gender and
race. Each of the 11 programs contains detailed sections along the core
indicator areas. There are some differences among the program reports.
For example, some of the programs (like private career colleges) do
not receive ROI scores, and others (like secondary career and technical
education) lack data because participants were not surveyed during the
review period.
The Washington Training Results reports include both dashboard
and scorecard elements; a written summary serves as a kind of annual
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dashboard, and an annual scorecard displays summary statistics for the
programs. Because the Training Results report includes findings from
the employer survey, net impact calculations, and ROI numbers, it provides a robust picture of Washington’s workforce for decision makers,
ensuring that the data reports are used extensively by legislative and
executive leaders in the state (Hollenbeck and Huang 2006). As Washington continues to produce reports annually, the Workforce Training
Results provide a growing repository for national leaders in workforce
data, and serve as an example of strong and effective data-based tools
for decision making.6

DATA VISUALIZATION TOOLS
A third practical expression of the performance management trend
is loosely termed visualization tools, which are harder to define than
dashboards or scorecards. Visualizations have become common in data
journalism and the nonprofit sector as tools for quickly providing a
snapshot of data in a way that offers some point or view. They typically
are static in representation. Many researchers have taken advantage of
the technological innovations in website development and software to
post and use data-rich displays that allow the user to modify filters to
the data and thus answer questions of particular interest to them. There
is a wide array of these visualizations, in part because programs like
Tableau are being used much more frequently among state and research
communities.
One type of data visualization is essentially a class of dashboards
that provide more flexible access to data. These dashboards offer the
user an opportunity to modify the data request in ways that meet their
own demands, instead of offering a single view that is supposed to meet
the needs of all potential users. Our own Workforce Success Measures,
for example, provides a query system that allows users to compare
county performance on workforce measures.
The ability to draw out data interactively is what makes data visualization tools different from dashboards in general; this capability allows
for potentially any modification of report deliverables desired by the
user. Individuals who want to visualize relationships, say, between the
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demand for jobs and the supply of potential workers, can explore specific groups of individuals or specific educational programs.
One of the major problems in workforce development that states
have is understanding the relationship between educational supply and
demand (Froeschle 2015). The principle objective of any of the data
tools that states develop is to document the difference between the supply of a specific occupation and the demand for a specific occupation.
Many states want to be sure that the educational production of a specific
state is keeping up with the demand by employers. Information on supply and demand is critical to help colleges answer questions about what
kinds of programs to close or which ones to expand.
Supply and demand analysis is currently popular at the state level.
As a result, there are a number of excellent examples of states producing flexible data visualization tools that allow the users to manipulate
either the occupations analyzed or aspects of the different sources of
supply and demand. An early example of a supply and demand data tool
is found in Florida. Beginning in 2011, Florida calculated supply and
demand of jobs in Microsoft Excel, sorting reports by regional level or
educational institution. This chapter demonstrated that data tools have
moved on to providing a range of quarterly calculations in an Excel
format that allows the user to sort by region or educational level. New
tools in Ohio and Kentucky provide information in a visually accessible
way, and in the process enable users to utilize the information more
easily.
Example 1: Tableau Data Visualization from Ohio
This interactive visualization represents a subset of Ohio graduates
of public higher education institutions and their subsequent employment industries.7 The tool is designed to explore the flow of students
from particular degree types into various industries in Ohio and their
resulting earnings. Using the dropdown menus at the top, the user can
choose which graduation year and degree level (such as associate’s,
bachelor’s, or master’s) to investigate, as well as the number of years
between graduation and employment.
The visualization includes a bar on the left, which represents the
subject in which a graduate earned his or her degree. The bar on the
right represents the industry in which the graduate is employed. The
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lines (which end up looking like streams or pathways) between the columns represent the number of graduates of each degree type employed
in each industry. We assigned degrees to 1 of 31 subject areas and firms
to 1 of 20 industries. The sliders at the top left allow the user to limit the
visualization to the largest subjects and industries, with the orange bar
at the bottom representing an “other” aggregate category.
By hovering a cursor over either a bar or a line between the bars,
the average income for that category will appear. If there is one subject
or one industry the user is interested in exploring, clicking on that bar
will highlight either the lines to or from that bar. The arrow on the top
right under the heading “Year(s) Post Graduation” allows the user to
scroll through iterations of the visualization between one and six years
postgraduation.
Example 2: Data Visualization from Kentucky Postsecondary
Feedback Reports
The state of Kentucky recently developed a range of interactive
and static reports on education and the workforce. They are developed
by the Kentucky Center for Education and Workforce Statistics. The
center provides reports for K–12, postsecondary, and adult education
by matching workforce data with education records. One tool that the
center produces is the Postsecondary Feedback Report, which provides
undergraduate and graduate enrollment data for Kentucky highereducation institutions; it also examines majors in colleges and the transfer patterns of students in colleges.8
Using pull-down menus, we can examine the median wages and
percent employed in Kentucky after graduation. Data are also available
documenting the industry of employment and a helpful set of bar charts
on the changes in wages three and seven years after graduation. As with
the Tableau tools in Ohio, the data are presented by institution and sector (private, public).
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Notes
1. While the final performance rules have not been released as of the preparation for
this book, the legislation lays out the basics for the performance system.
2. https://workforcesuccess.chrr.ohio-state.edu/home (accessed January 15, 2020).
The Workforce Success Measures has been profiled by the National Association
of State Workforce Agencies: https://www.naswa.org/reports/evidence-building
-capacity-in-state-workforce-agencies (accessed January 15, 2020).
3. Ohio’s Unified State Workforce Plan is available online. http://workforce.ohio
.gov/Portals/0/USP%202014.pdf (accessed January 15, 2020).
4. 3313.6020 Policy on career advising: C:1—“Beginning in the 2015–2016 school
year, each district shall identify students who are at risk of dropping out of school
using a method that is both research-based and locally based and that is developed
with input from the district’s classroom teachers and guidance counselors.” http://
codes.ohio.gov/orc/3313.6020 (accessed January 15, 2020).
5. The EdFi system includes both data standards that help education information
systems combine data in common ways and data tools such as dashboards and
an education information operational data store. http://www.ed-fi.org/ (accessed
November 19, 2019).
6. The Workforce Training Results dashboard could be the subject of a very interesting study on data use on public decision making. There were similar studies done
on the K–12 education sector, providing a glimpse at how leaders use data for
decisions in unique ways.
7. The visualization can be found at http://tinyurl.com/olnzzrb (accessed November
19, 2019).
8. The feedback reports from Kentucky can be found on the Kentucky Statistics
website: https://kystats.ky.gov/ (accessed January 15, 2020).

6
Improving Engagement and
Methods to Strengthen Data Use
This book describes how state and local governments throughout
the United States use workforce data to make decisions. The data systems continue to evolve from their nascent forms in the 1980s, thanks
to increased attention and technological improvements in decision science tools. Change is incremental but haphazard. The Workforce Data
Quality Initiative (WDQI)—a USDOL program in place since 2010—
has encouraged states to use data more actively. Its primary goal is to
strengthen longitudinal data systems in state government. It was modeled on the Statewide Longitudinal Data Systems from the Department
of Education.
WDQI is primarily a technical effort focused on strengthening data
systems. Accordingly, most of the states have used the program to build
longitudinal data systems. While it is necessary for states to develop
systems to assist with data-based decision making, they cannot stop
with system design. Without a plan for how to use the data, decision
processes will not change and performance improvement will not be
realized. States should invest in decision support by strengthening data
science and evaluation capabilities inside state government, while also
working more closely with external groups that have experience to
share. Using data requires understanding the principles of data utilization and research design and, to a greater extent, developing a sensitivity to transparency.
Consequently, even a technical effort like WDQI requires political
changes. Data system expansion and change require that states shift
capabilities internally to improve the use of data. Legislatures need
to update state code to authorize greater data sharing. Agencies need
to fight for additional resources to improve staffing and attract highly
skilled data scientists to use the new data resources.
These changes require organizational improvements in government
as much as they require technical change in the database systems. Legislators and administrative professionals must use data to inform their
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decisions. Workforce agency administrators must take practical steps to
engage with the data. This is a piecemeal effort. There is no silver bullet
that will make programs use performance data or convince states to take
the lead on system development or interoperability; rather, it depends
on hundreds of different actions from government, businesses, and individuals. Ultimately, data utilization is a process of culture change.

SUMMARY OF BOOK
Chapter 1 explains how vital the workforce is to economic change
and discusses the importance of skills to manage the workforce at the
state level. The motivation for writing this book was to argue that the
advantages of using Big Data can and should be applied to workforce
system improvement.
Workforce development programs are government run and outdated. The current model for workforce development has relied on a
similar set of public policies for much of the last century. Workforce
data are critical for reevaluating the programs. The federal and state
governments have rewritten public policy to require significant use of
performance measures. The new accountability systems rely on common measures that require new data resources. These data include traditional sources such as the UI Wage Records, as well as newer data from
many other sectors.
Workforce systems have difficulty using data to make decisions.
There is a lack of a defined body of practice for local workforce development professionals. Unlike other professions, workforce development agents do not share a common educational path, and therefore
changing practice at the local level is more difficult.
Chapter 1 also outlines data that government keeps on the workforce, providing a baseline for the entire book. Three kinds of data
were introduced: 1) survey information, such as the Current Employment Survey and the Occupational Employment Statistics; 2) administrative records, particularly those reviewing the role of UI and other
economic data sources; and 3) real-time data sources, such as jobposting information from the internet. The chapter concludes with
a description of information that is not currently captured in any of
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these data sources in a systematic way, including occupational data and
vocational certificates.
Chapter 2 provides an overview of government’s role in the U.S.
workforce policy system and reviews the number of clients requiring
federal support. Overall, workforce development services are crucial
to low-income workers, as well as individuals receiving unemployment benefits. Moreover, the chapter highlights the increased role
for workforce development in serving higher-income or currently
employed workers. While many programs do have income limits to
restrict services to the neediest, federal funds are available for workers who simply need retraining or have been displaced from employment because of competition from other countries. Unfortunately, the
growth in the importance of workforce development has occurred as
funding has declined, thereby leaving states and local communities
struggling to meet the needs for workforce development services from
a broader range of individuals. Additionally, Chapter 2 compares the
workforce system in the United States with other countries. The United
States spends proportionately less money on workforce training than
the OECD as a whole, and a much smaller fraction of the labor force
receives UI benefits.
Chapter 3 examines the theoretical and practical understanding
of evidence-based decision making in workforce development. Many
examples illustrate the important role data play in decision making,
but very few theoretical frameworks help us work with government
to improve program outcomes. The discussion of the literature on economic decision making reveals that data have primarily served as a tool
for selecting effective programs. In contrast, scholarship from sociology and evaluation describes the conditions under which data can be
translated into program changes. In the 1970s and 1980s, scholars such
as Carol Weiss constructed classification schemes that identify data
used by policymakers.
The chapter also asserts that performance measurement systems
ensure that states report data to the federal government, but do not guarantee that the resulting data are used to inform practice. Performance
measures are used consistently in workforce investment programs at
the federal level. The WIOA programs have a common set of outcome
measures that states are required to use to ensure the effectiveness of
programs. While WIOA has made important changes for data systems,

100 Hawley

there is room for improvement. States should follow the lead of Washington, which uses net impact analysis to measure the relative effectiveness of workforce programs.
Chapter 4 describes cases where government uses data to make better decisions. To provide a baseline understanding, a detailed review
of workforce development literature identifies examples where the use
of data in decision making is explicitly described. The literature on
local government highlights the ways workforce data are embedded in
decision-making practices in counties and cities. Workforce development practitioners have difficulties using data to inform decisions in
part because the workforce policies are still federal, and accountability
is split between federal and state offices. In contrast, the K–12 system
is primarily responsible to local taxpayers and states, which helps to
ensure that frontline workers in education make use of data in decisions. Many states now use student data to measure teacher effectiveness, while at the federal level, workforce programs are judged primarily on annual measures.
To illustrate the use of data at the state level, Chapter 4 also examines the experiences of Ohio and Washington. Ohio has gone beyond
compliance with federal measures and implemented a system of integrated performance metrics. Data systems in Ohio have grown in recent
years, leading to the adoption of strategic goals and the development of
a workforce longitudinal data system. Washington, on the other hand,
made structural decisions to strengthen the linkages between workforce
data and decision making. Trade-offs between building a data system
in state government (Washington) versus a university (Ohio) are examined. The chapter concludes by reviewing the types of data states maintain in longitudinal systems, and the research or policy questions that
they are attempting to answer through the use of these data systems.
Chapter 5 offers examples of how states connect data to decisions.
It describes three types of tools: dashboards, scorecards, and data visualizations. A discussion of two dashboards built in Ohio—one for the
Workforce Development office and a second for school districts—illustrates how dashboards can be used and how they differ in the kind of
decisions that can be made. Two scorecards, including the Workforce
Data Quality Campaign and the net impact reports from Washington,
illustrate how these tools differ in the level of detail from dashboards
with a higher level and more standardized set of data. The chapter con-
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cludes with a discussion of how data visualizations can assist with decision making by providing two examples using Tableau developed in
Ohio and Kentucky.

FIGHTING GOVERNMENT INERTIA: NEXT STEPS FOR
WORKFORCE DECISION MAKING
Governments can make program changes to facilitate data systems
used in state decision making. These changes are divided into three
areas: improving engagement with data, tightening the coordination of
decisions among government actors, and increasing the transparency
of data.
Engagement
Technical data systems are isolated, even within government.
Agency staff who manage data are not positioned to dramatically
increase data utilization. As technical staff, they are experts in the computer science aspects of data, not in how to interpret data for decisions.
Moreover, the staff are primarily responsible for compiling performance reports, not in making sure reports are used by agency or local
staff. Typically, they are technical staff who do not work directly with
program administration or the delivery of services at the agency level.
Few staff know what the data systems collect or can explain complex
data to the rest of government. The isolation of technical systems from
the rest of administrative structures and activities prevents engagement
by policymakers and frontline staff at both the state and local levels.
Workforce development professionals in local boards and county
offices require training to effectively use data to make decisions. The
legislature needs data to ensure that programs are achieving the intended
results and to provide transparency for taxpayers. Agency leaders need
the data to manage public programs in ways that ensure they can meet
legislative demands. Local government requires data to benchmark performance across the different jurisdictions. Calls for data sharing are
increasingly important as government engages in “performance funding” and “performance-based budgeting.”
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Improving business involvement with workforce data could be
particularly useful to expand engagement with data systems, as hiring drives many of the priorities in the workforce development system. Government can focus training on areas that businesses perceive
to have growth potential for future occupations. Private businesses are
already represented on state boards of workforce development and chair
local workforce systems, but the needs of business do not typically
inform the data tools, dashboards, and scorecards that states produce.
One problem with this effort is that businesses tend to see involvement
with the workforce system as a form of corporate social engagement
or volunteering, not as a critical part of their human resource strategy
(Hawley and Taylor 2006). Therefore, developing business engagement
with workforce data requires shifting the view of firms overall toward
the workforce system as a component of their business plan.
Ohio has built the online Supply Tool, designed to engage with private business and help firms with hiring and workforce planning needs.1
It provides information on growing occupations and directs businesses
to postsecondary institutions that train these workers. It includes data
on key indicators such as the number of current workers in growth
occupations and the wage levels in different parts of the state for these
occupations.
The use of workforce data in program administration would also
benefit from the participation of staff occupying multiple levels of the
workforce development area. The workforce system is complex and
includes employees from diverse local organizations, such as one-stop
centers, community colleges, and career technical schools. Historically,
program staff and technical staff have not been engaged in collaborative
data utilization in a systematic fashion. Because of this silo approach
to workforce development, local workforce employees do not have a
sense of the integrated decision making that is possible from longitudinal data systems.
Some promising practices are available that could help local agencies increase their use of workforce data. One example is the Kentucky feedback reports, available from the Kentucky Center Statistics.2
County reports are developed to provide answers to basic questions
that workforce systems might have. For example, “What is the educational attainment of people in my region?” Or, “What industries provide employment in my region?” These reports are useful because they
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answer questions any local workforce employee might have as they
seek to help individuals respond to changing economic conditions.
Coordinated Decision Making
States have made considerable progress coordinating decision making in the workforce system. WIOA requires a state to declare the programs that will be coordinated as part of the state’s workforce plan.
Washington has gone beyond the regular USDOL programs to include
efforts such as TANF in the workforce plan. Moreover, many states
now have state-level strategic plans that are expansive in their scope
and objectives. Ohio and Washington, for example, have annual reports
issued by the coordinating bodies for workforce in their states. The
plans provide the states with opportunities to set objectives, monitor
performance, and link workforce with other efforts such as health promotion, economic development, or poverty reduction.
These coordinating bodies can be strengthened to improve the likelihood that they make data-based decisions. First, the legislature must
establish the responsibility of a state workforce coordinating board to
engage in planning throughout the workforce systems, including programs such as Vocational Rehabilitation or TANF that are usually not
housed in the same agency as workforce development functions. Second, there should be enough staff supporting the coordinating board
to carry out critical monitoring and planning functions. Many of the
state coordinating boards need additional research and evaluation staff
to ensure that the coordinating boards have the capacity to produce data
tools for the state. Third, it may be beneficial to write data needs into
law, as Washington, Florida, and Virginia have done in recent years.
When reporting is written into statute, it sharpens the responsibility of
the state board, leading to the possibility that data will be used in funding and performance reporting decisions.
Transparency
Keeping government open, and making it responsive to the needs
of citizens while also protecting privacy and maintaining security, is
a critical issue with which many states are wrestling. As Fung (2013,
p. 184) notes, “Transparency is a solution to the problems that lack

104 Hawley

of information poses.” In other words, through transparency, citizens
protect individual interests and control the organizations that affect our
lives. Transparency in U.S. government has increased markedly in the
workforce area. For example, President Obama created the College
Scorecard, providing employment information for degree programs in
the United States based on standardized federal data. This scorecard is a
major technical achievement, integrating employment and higher education data. There are limitations to the kinds of data in the system, but
the data do help identify colleges that are worth attending and potentially colleges that do not help improve student earnings.
Of course, most U.S. workers are not college educated, and the College Scorecard caters to young, entry-level workers. What kind of transparency do we need for job training or poverty reduction programs?
What kind of national (or state) program could we create to ensure
that individuals get the information they need to evaluate government
programs and outcomes? The data sources for these hypothetical tools
are not much different from those used in the College Scorecard, and
we would argue that the workforce outcomes of people in registered
apprenticeships or workforce training are no less important to citizens
than outcomes for those in college.

TECHNICAL DEVELOPMENTS
Workforce data systems are complex both in their design and in their
management. They require technical attention from both an information
technology perspective and a data science and governance perspective.
Improving data systems requires technical changes to the databases,
as well as improvements in the methodologies researchers are using to
study these data. In addition, the age and functionality of state systems
vary considerably, making system updates difficult to plan and coordinate across governments.
Continuing to Improve Data Systems
Data systems need to be modernized, but the emphasis on technical
improvements is less important to decision making than the degree to
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which the data are maintained in ways that can be linked to help answer
critical questions. State agencies need to change their line of questioning from, “What technical improvements need to be made to data storage?” to “How will these data be used to improve government?” We
also need to improve the kinds of data stored in state systems. Data
from workforce development need to be used in conjunction with data
from other programs to be most useful to state and local governments.
Modernization also requires attention to governance issues. Where
a data system is based, who has access to it, and to what extent it is
being used are important factors. One of the most important data systems is the Longitudinal Employer-Household Dynamics (LEHD) file
from the U.S. Census. This system links most of the UI state systems
to enable examination of key outcomes such as job changes or business
hiring. In an early effort to demonstrate the value of the LEHD, scholars
studied the transition of low-wage workers into the labor force (Abowd,
Haltiwanger, and Lane 2004; Andersson, Holzer, and Lane 2005). This
book demonstrates the ways that integrated administrative data should
be used, and helps to lay the groundwork for critical scholarship on jobs
over time. However, the LEHD is not widely used because it can only
be accessed directly through the U.S. Census Research Data Centers.
State governments require data that can be linked across states used
internally for decision making. It is impractical for them to have to rely
on the Census Bureau for analytical support.
Therefore, improving data systems will require additional regional
linkages to ensure that government can use data to understand the flow
of people and jobs among states. These data are currently shared with
the federal government at the Census Bureau and USDOL, but are not
shared systematically across other regions or agencies. One exception is
an effort started by the Western Interstate Commission for Higher Education to share data regionally. This organization has created a method
of linking data from member states to examine the flow of students and
jobs between four states in the West.
Prediction as a Tool
Most of the workforce data tools in the United States use descriptive data. This means that individual program data are used to describe
outcomes of individual training. Despite the utility of these data, many
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government decisions require data about what might happen. Knowing
what might happen in the future to unemployed workers if they receive
training or knowing what the outcomes of training will be requires
building more sophisticated analytical capacity. The ability to create
statistical models that incorporate prediction requires significant staff
expertise in statistics, econometrics, and computer science.
A good overview of the kinds of prediction that can be done is available in textbooks and manuals from states that have built prediction
tools already (Kuhn and Johnson 2013). Massachusetts’s work on its
Early Warning System for education is especially well documented;
researchers define the statistical models in manuals on the system (Massachusetts Department of Elementary and Secondary Education and
American Institutes for Research 2013). Predictive tools are also used
extensively in labor market research by private firms. The Education
Advisory Board offers Student Success Platform, a tool designed for
colleges to predict student success based on student record data.
One goal, therefore, is simply to increase the use of these prediction tools. The traditional tools used at the federal level to offer labor
market insights can be a basis for additional individual-level tools that
will help frontline workforce development managers develop strategies
to improve the success of workforce training.
Simulation and Modeling
Population- or individual-level modeling has been used extensively
within operations research and public policy to understand the effectiveness of policy interventions (Sterman 2000). System dynamics
models use population-level data to describe the structure of a social
or economic system, employing differential equations to understand
the impact of different policy interventions on key trends over time.
For example, Ghaffarzadegan, Lyneis, and Richardson (2011) employ
a system dynamics model to study welfare reform. In recent years,
system dynamics models have been employed to explore the research
workforce, assessing what impact policy changes at NIH may have on
the availability of skilled labor (Ghaffarzadegan, Hawley, and Desai
2013; Larson, Ghaffarzadegan, and Xue 2014).
A second stream of work uses agent-based models to examine workforce dynamics. These are individual-level models, employing much
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the same kind of data as traditional econometric models. However,
agent-based models allow for more active manipulation of policy interventions and assumptions about individual preferences and behaviors.
A paper prepared for the NIH used agency-based models to examine
the transition from college to work to assist government with decisions
on resource allocation (Hawley 2013; Maurer 2018). These models can
potentially improve government’s ability to respond to changes in individual demand for education, as well as explicitly modeling the supply
of workers.
Dynamic models are particularly worth exploring for workforce
development systems. Manpower planning created a continuing
demand for information based on traditional methods of forecasting.
These tools are still used by government to create projections (Spalletti
2008). However, agent-based models allow decision makers to make
localized projections, examine the heterogeneity of the labor market,
and explore the interactions of workers and the labor market with the
education system.

Notes
1. The Workforce Supply Tool is available through the OhioMeansJobs website:
https://workforcesupply.chrr.ohio-state.edu/ (accessed December 10, 2019).
2. https://kcews.ky.gov/ (accessed December 10, 2019).
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