Models of biological systems often have many unknown parameters that must be determined in order for model behavior to match experimental observations. Commonly-used methods for parameter estimation that return point estimates of the best-fit parameters are insufficient when models are high dimensional and under-constrained. As a result, Bayesian methods, which treat model parameters as random variables and attempt to estimate their probability distributions given data, have become popular in systems biology. Bayesian parameter estimation often relies on Markov Chain Monte Carlo (MCMC) methods to sample model parameter distributions, but the slow convergence of MCMC sampling can be a major bottleneck. One approach to improving performance is parallel tempering (PT), a physics-based method that uses swapping between multiple Markov chains run in parallel at different temperatures to accelerate sampling. The temperature of a Markov chain determines the probability of accepting an unfavorable move, so swapping with higher temperatures chains enables the sampling chain to escape from local minima. In this work we compared the MCMC performance of PT and the commonly-used Metropolis-Hastings (MH) algorithm on six biological models of varying complexity. We found that for simpler models PT accelerated convergence and sampling, and that for more complex models, PT often converged in cases MH became trapped in non-optimal local minima. We also developed a freely-available MATLAB package for Bayesian parameter estimation called PTEMPEST (http://github.com/RuleWorld/ptempest), which is closely integrated with the popular BioNetGen software for rule-based modeling of biological systems.
I. INTRODUCTION
Mathematical and computational models have been gaining widespread use as tools to summarize our understanding of biological systems and to make novel predictions that can be tested experimentally [12] , [21] . Doing this requires a model to be correctly parameterized. Parameter estimation, the process of inferring model parameters from experimental data, typically involves defining a cost function that quantifies the discrepancy between the model output and the data, and then performing a search for parameterizations that minimize the cost [2] , [22] .
There are many commonly-used methods for finding parameter sets that minimize the model cost. These can broadly be divided into gradient-based and gradient-free methods. Gradient-based methods are local optimization methods that iteratively use the gradient of the cost function to compute a search direction and step length, followed by updating the parameters and checking for convergence [2] . Popular gradient-based methods in systems biology include gradient descent, Newton's method, the Gauss-Newton algorithm, and the Levenberg-Marquardt algorithm [1] . However, these methods can fail to find the global minimum when landscapes are discontinuous or multimodal, as is frequently the case for large biological models, which can have many more parameters than independent data points to constrain the model [25] .
Gradient-free methods have the advantage that the landscape need not be smooth, but local search methods, such as the Nelder-Mead simplex, become inefficient for highdimensional problems [11] . Gradient-free global optimization methods such as genetic algorithms and particle swarm optimization can be effective at finding optimal solutions in high-dimensional spaces [19] . However, the combination of high-dimensional parameter spaces and the limited amount of data available from typical biological experiments often means that multiple parameter combinations equivalently describe the experimental data, which is referred to as the parameter identifiability problem [13] . When parameters are non-identifiable, a single parameter set is insufficient to describe the feasible space of parameters associated with a model.
Bayesian methods solve this problem naturally by attempting to estimate the probability distribution of the model parameters given the experimental data [22] , which allows simultaneous determination of best-fit parameters and parameter sensitivities, while also providing a framework to introduce prior information that the modeler may have about the parameters. Bayesian methods include likelihood-based approaches, such as Markov Chain Monte Carlo (MCMC) methods [9] , and likelihood-free approaches, such as Approximate Bayesian Computation (ABC) [22] .
MCMC is commonly used in systems biology, but slow convergence is often a major bottleneck for standard sampling algorithms, such as Metropolis-Hastings (MH) [9] . The development of modular and rule-based software for model construction and simulation [16] , [23] , [36] , allows for the construction of increasingly complex models (e.g., [7] ), which combined with the increasing availability of singlecell data [35] motivates the need for accelerated methods for Bayesian parameter estimation. Parallel tempering (PT) is a physics-based MCMC method that efficiently samples a probability distribution and can accelerate convergence over conventional MCMC methods [8] . This method has been widely used for molecular dynamics simulations to sample the conformational space of biomolecules [15] , [29] , but is less common in systems biology [10] , [24] , [25] . Here, we describe key algorithmic elements of the method, provide a software implementation, and evaluate its performance on a series of biological models of increasing complexity.
The remainder of this paper is organized as follows: In Sec. II, we describe the MH and PT algorithms as well as the ABC and ABC-SMC methods used by the software ABC-SysBio [22] , which we will later use for comparison. We also include a brief description of the PTEMPEST software for Bayesian parameter estimation. In Sec. III we present a series of examples of increasing complexity to test the performance of PT relative to MH with regards to quality of fit, convergence speed, and sampling efficiency. We include a comparison with ABC-SysBio and further show an application of using Bayesian methods with Laplace priors to achieve model reduction. Finally, in Sec. IV we discuss our main findings, limitations, and areas for future work.
II. METHODS
Bayesian parameter estimation methods infer the posterior distribution that describes the uncertainty in the parameter values that remains even after the data is known [22] . The probability of observing the parameter set θ given the data Y is given by Bayes' rule
where p(Y |θ) is the conditional probability of Y given θ, which is described by a likelihood model, and p(θ) is the independent probability of θ, often referred to as the prior distribution on model parameters. This distribution represents our prior beliefs about the model parameters, and can be used to restrict parameters to a range of values or even to limit the number of nonzero parameters, as discussed further below.
A. MCMC Methods
MCMC methods for parameter estimation sample from the posterior distribution, p(θ|Y ), by constructing a Markov chain with p(θ|Y ) as its stationary distribution. The key required elements are:
Assuming the model is continuous (e.g., an ordinary differential equation (ODE) model) and Gaussian experimental measurement error, the likelihood function is given by
where S is a list of the observed species and T is a list of the time points at which observations are made. PTEMPEST allows other likelihood models, such as the built-in t-distribution [34] , or any user-supplied function.
• Prior distributions on the parameters to be estimated. Uniform priors are a common choice when little is known about the parameters except for upper and lower limits. Priors can also be introduced to simplify a model by reducing some of its parameters to zero, a process called regularization. For example Lasso regularization [27] penalizes the sum of absolute values of parameters (the L1 norm), and Ridge regression [37] penalizes the sum of the squared parameter values (the L2-norm). • A proposal function to define the probability distribution for the next parameter set to sample given the current set. A common choice is a normal distribution centered at the current value with a userspecified variance, which determines the effective step size. PTEMPEST uses a single adaptive step-size to determine the change in all parameters, but there are other MCMC implementations which permit different step sizes to govern changes in different directions in parameter space [9] .
Following Metropolis et al. [26] , we define the energy of a parameter set θ as
where L and p are the likelihood and prior distribution functions defined above.
1) Metropolis-Hastings algorithm: The Metropolis-Hastings (MH) algorithm is one of the most popular MCMC methods [6] . If we assume a symmetric proposal function, i.e., the probability of moving from a parameter set θ i to θ j equals that of moving from θ j to θ i , then the algorithm to sample from p(θ|Y ) is as follows: 1) Select an initial parameter vector θ 0 that has energy E (θ 0 ) and set i = 0. 2) Parallel Tempering: One of the key differences between MH and PT is the existence of a temperature parameter, β, that scales the effective "shallowness" of the energy landscape. Several Markov chains are constructed in parallel, each with a different β. A Markov chain with a β value of 1 samples the true energy landscape, while higher temperature chains have lower values of β and sample shallower landscapes with the acceptance probability now given by min(1, e −βΔE ). Higher temperature chains accept unfavorable moves with a higher probability and therefore sample parameter space more broadly. Tempering refers to periodic attempts to swap configurations between high and low temperature chains. These moves allow the low temperature chain to escape from local minima and improve both convergence and sampling efficiency [8] . The PT algorithm is as follows: 1) For each of N swap attempts (called "swaps" for short) a) For each of N c chains (these can be run in parallel) i) Run N MCMC MCMC steps ii) Record the values of the parameters and energy on the final step.
b) For each consecutive pair in the set of chains in decreasing order of temperature, accept swaps with probability min(1, e ΔβΔE ), where ΔE = E j − E j −1 , and Δβ = β j − β j −1 , and E j and β j are the energy and temperature parameter respectively of the j chain.
Adapting the step size and the temperature parameter can further increase the efficiency of sampling [8] . However, varying parameters during the construction of the chain violates the assumption of a symmetric proposal function (also referred to as "detailed balance"), and it is advisable to do this during a "burn-in" phase prior to sampling.
3) Implementation:
In this work we present PTEMPEST, a MATLAB-based tool for parameter estimation using PT that is integrated with the rule-based modeling software BioNetGen [16] . Models specified in the BioNetGen language (BNGL) can be exported as ODE models that are called as MATLAB functions by PTEMPEST. The BioNetGen commands writeMfile or writeMexfile are used to export models in MATLAB's M-file format, which uses MATLAB's built-in integrators, or as a MATLAB MEX-file, which encodes the model in C and invokes the CVODE library [17] , which is usually much more efficient in our experience. For additional compatibility, models can be imported into BioNetGen in the System Biology Markup Language (SBML) [18] , or the user can write their own cost function in MATLAB. The Bayesian parameter estimation capabilities of PTEMPEST complement those of another tool for performing parameter estimation on rule-based models, BioNetFit [30] .
PTEMPEST uses adaptive step sizes and temperatures. The user provides the following hyper-parameters to control sampling: initial step size, initial temperature, and adaptation intervals and target acceptance probabilities for steps and swaps. At given intervals, the step acceptance probabilities and swap acceptance probabilities are calculated, and the step sizes and chain temperatures are adjusted to bring the step and swap acceptance probabilities closer to their target values respectively. For example, if the step acceptance rates are too high, the step size will be increased and vice versa. Similarly, if the swap acceptance rates are too high, the chain temperatures will be increased and vice versa. Although there are a considerable number of hyperparameters associated with this method, we have found that the default values provided in PTEMPEST generally work well in practice.
The MATLAB source code for PTEMPEST along with model and data files used in the experiments described below are available at http://github.com/RuleWorld/ptempest.
B. Approximate Bayesian Computation methods
1) ABC rejection: The simplest ABC algorithm is a rejection algorithm [32] , which involves repeatedly sampling a parameter vector θ i from the prior distribution, simulating the model with the sampled parameters, and calculating the discrepancy (often in the form of a distance function) between the simulated data Y sim and the experimental data Y expt . If the discrepancy is below a threshold, , θ i is accepted as a member of the posterior distribution; otherwise, it is discarded and another θ i is drawn. This process continues until the number of samples reaches a specified number, resulting in an approximation of the distribution p(θ|Y sim −Y expt < ), which in the limit of → 0, will approach the true posterior distribution p(θ|Y expt ).
2) Approximate Bayesian Computation-Sequential Monte Carlo (ABC-SMC): The ABC rejection algorithm can suffer from low acceptance rates [32] . The ABC-SMC algorithm uses a tolerance schedule to decrease , and sequentially constructs approximate posterior distributions of increasing accuracy, which eventually converge to the true posterior distribution [22] , [32] . We use ABC-SMC to generate the results shown in Sec. III-B
C. Metrics for algorithm performance comparisons
In our analyses we fit ODE models to synthetic data generated using fixed parameter values. For the comparison to ABC presented in Sec. III-B we used synthetic data with additional noise, as was provided in the ABC-SysBio example files.
For models containing 3-6 parameters, both the MH and PT algorithms find the global minimum, and we compared the performance using convergence time and sampling efficiency. The convergence time is defined as the number of MCMC steps before the energy drops below a specified threshold, determined empirically [4] . For PT convergence time is based on the number of MCMC steps in the lowest temperature chain. With uniform priors and data simulated without noise, the negative log likelihood approaches zero when the chain converges to the global minimum.
The sampling efficiency is defined as the ratio of the range of the posterior distribution to the range of the prior distribution, either for a model parameter that is known to be uniformly distributed, or for an added control parameter that does not contribute to the model output and therefore should be uniformly distributed.
For more complex models (11-25 parameters), we do not always obtain parameter sets that fit the data. In this case we compare the algorithms in terms of the negative log likelihood of the best fit parameter sets. In the case of uniform priors, this directly corresponds to the minimum energy attained by the Markov chain.
To compare disparate algorithms in terms of the total amount of computational resource used, we allowed each to perform a specified number of model integrations. For MH the number of model integrations is the number of MCMC steps, while for PT it is the number of MCMC steps times the number of chains run in parallel. For ABC algorithms, which use rejection sampling, the number of model integrations equals the total number of parameter sets evaluated to generate the desired number of samples.
III. RESULTS

A. Michaelis-Menten Kinetics
We start with a simple model to demonstrate how Bayesian methods can identify constrained parameter relationships even when individual parameters are unidentifiable. The Michaelis-Menten model describes enzyme substrate kinetics using the following scheme:
When the total enzyme concentration, [E ] T is much smaller than that of the substrate, the rate of product formation is given by Figure 1A-B ). However, on average MH required 4203 MCMC steps to reach convergence, while PT required 369 ( Figure 1C ). Thus, even though each PT step needs 4 times as many model integrations, the total number of model integrations is smaller than for MH. This is consistent with the observation made in [8] , that PT with M chains of length N can be more efficient than a single-chain Monte Carlo search of length M N. PT also has higher sampling efficiency for k r and k f compared to MH ( Figure 1D ).
As we would expect from the non-identifiability of k f and k r , the posterior distributions of log 10 (k r ) and log 10 (k f ) are uniform across the prior ( Figure 1E ), but their ratio is constrained ( Figure 1F ). log 10 (k cat ) is an identifiable parameter and has a constrained distribution centered at −2 ( Figure 1E ). The distributions shown in Figures 1E,F were obtained using PT with 4 chains run for 1,000,000 MCMC steps. 
B. mRNA self-regulation
In this section we compare the efficiency of ABC-SMC, PT and MH for parameter estimation on a simple model of mRNA self-regulation (Figure 2A) . The ABC-SysBio software is distributed with example files to estimate the parameters of this model assuming uniform priors using the ABC-SMC algorithm. The model has 5 parameters, one of which is fixed [22] . The quality of fit is defined as the Euclidean distance between the fitted trajectory and the data. For the ABC-SMC algorithm we extended the default 18-step tolerance schedule provided in ABC-SysBio from 50-15 to a 23-step schedule from 50-5 and set the ensemble size as 100. We ran ABC-SMC 50 times, and found that each run used an average of 6.7 × 10 4 model integrations. We then ran 50 repeats of 4-chain PT for 16750 MCMC steps, and of MH for 6.7 × 10 4 MCMC steps, using a likelihood function with 1% Gaussian error. The sampling efficiency of PT and MH was compared using a control parameter as described above. The quality of fit produced by the MCMCbased algorithms is substantially higher than what we get from ABC-SMC ( Figure 2B-D) . PT takes fewer steps to reach convergence ( Figure 2E ), and has higher sampling efficiency than MH given the same number of model integrations ( Figure 2F ).
C. Model reduction with Lasso
In this section we demonstrate the use of MCMC approaches to perform model reduction, by coupling parameter estimation with regularization. Lasso regularization penalizes the L1-norm of the parameter vector while minimizing the cost function during parameter estimation. This performs variable selection by finding the minimum number of non-zero parameters required to fit the data [31] . The Lasso penalty is equivalent to assuming a Laplace prior on the parameters [27] , and the width of the prior is inversely related to the regularization parameter that governs the strength of the penalty. Here, we present an example of using the Bayesian Lasso for model reduction, and compare the use of PT and MH for this problem. A core model of negative feedback regulation with three processes (blue arrows in Figure 3A ) was simulated to get a synthetic trajectory for species A using a value of 10 for all three rate constants ( Figure 3C ). Three extraneous process were added to the model (red arrows in Figure 3A) , so that only a subset of the reactions in the reaction scheme are required to fit the data. We constructed a likelihood function assuming 2% Gaussian error, and assumed Laplace priors of width b on each of the 6 model parameters, where b is the regularization parameter that needs to be tuned. High values of b, i.e., wide priors, will not impact the log likelihood but will not achieve much variable selection. Conversely for low values of b most of the parameters will go to 0 at the cost of degrading the log likelihood.
Here, we tested a range of b values. For each we ran PT with 500,000 MCMC steps 50 times to obtain a distribution of negative log-likelihood values ( Figure 3B ). Figure 3C shows examples of fitted ensembles obtained with different regularization strengths. We chose the smallest value of b, 0.5, that does not significantly increase the negative log likelihood ( Figure 3B ), and used this for further analysis.
The posterior distributions for the model parameters obtained with regularization show the extraneous parameters peaking at 0, while the essential parameters have well defined distributions that peak close to their true values ( Figure 3D, top row) . Without regularization the extraneous parameters p 1 , p 2 and p 5 (red boxes in Figure 3D ) take on non-zero values and make the other parameters unidentifiable ( Figure 3D, bottom row) . PT converges faster than MH ( Figure 3E ), but the sampling efficiencies calculated over 200,000 MCMC steps are comparable ( Figure 3F ).
D. Calcium signaling
The models considered so far have a relatively small number of parameters and both MH and PT achieve convergence readily. For models with more parameters and more complex dynamics, convergence becomes difficult to achieve. As an example, we consider a four-species model of calcium oscillations that has 12 free parameters [20] . The model describes the dynamics of G α subunits of the G-protein, active PLC, free cytosolic calcium, and calcium in the endoplasmic reticulum. We generated synthetic data for free cytosolic calcium ( Figure 4A ), and constructed a likelihood function assuming 20% Gaussian error. The 12 free parameters were sampled in log-space with uniform priors, 6 units wide and centered at the true values. We generated 100 random initial parameter sets, and from each starting point sampled using MH, PT with 4 chains (PT-4) and PT with 6 chains (PT-6). Only a fraction of the chains converged to the global minimum in 500,000 MCMC steps. Figure 4A shows an example of an MH chain that has converged to a local minimum with high energy, and another of a PT chain that has converged to the global minimum. The distributions of minimum energy for chains obtained from each algorithm ( Figure 4B) show that PT-6 found better fits than PT-4, which in turn did better than MH, which returned highly variable results and frequently did not reach the global minimum.
E. Negative feedback oscillator
We also considered the three species negative feedback oscillator from Tyson et al. [33] , to evaluate the more difficult case of fitting a model to complex dynamics of multiple species. We generated synthetic data for all three model species under conditions where all three species undergo sustained oscillations. 11 model parameters are sampled in log-space, with uniform priors that are 10 units wide and centered at the true values. The likelihood function is a t-distribution with 10% error. We generated 15 random initial parameter sets, and from each starting set ran MH, PT with 4 chains (PT-4) and PT with 6 chains (PT-6) for 500,000 MCMC steps. Figure 5A shows examples of chains converging to different minima. The top row shows an example of convergence to a high energy. As in the case of calcium signaling, PT with 6 chains outperforms PT with 4 chains, which in turn outperforms the MH algorithm in finding the global minimum ( Figure 5B ). Interestingly, the data that we generated did not sufficiently constrain the frequency of oscillations exhibited by the model, and we find parameter sets corresponding to different frequencies that all fit the data. Figure 5C shows the posterior distributions of the 11 model parameters corresponding to the fit shown in the middle panel of Figure 5A , obtained using PT with 6 chains. The first parameter shows 3 clear peaks, one of which is centered at the true value. Separating the parameter sets corresponding to these peaks shows that they correspond to specific differences in oscillation frequencies that are all part of the fitted ensemble ( Figure 5D ), reinforcing the need to use Bayesian methods with such problems.
F. Growth factor signaling model
Finally we apply MH and PT to a substantially larger model that has 24 parameters -a rule-based model of Shp2 regulation in growth factor signaling [3] that generates 149 species and 1032 reactions. We generated synthetic data for the micromolar concentration of phosphorylated receptors (pYR), an observable that combines the time courses of 136 model species, and constructed a likelihood function assuming 2% Gaussian error. The parameters were sampled in log-space with a uniform prior on the interval [−6, 6]. We generated 25 random initial parameter sets, and from each starting point we obtain Markov chains with 200,000 MCMC steps using MH and PT with four chains. Figure 6A shows chain convergence to different minima, and Figure 6B shows that PT more consistently finds good fits than MH.
IV. DISCUSSION
In this study we have shown that even with relatively simple biochemical models, there are significant benefits to using PT over MH in terms of convergence speed and sampling efficiency. With more complex models we found that given a fixed budget of MCMC steps MH often fails to find the global minimum, whereas PT consistently succeeds. We also showed an example in which Bayesian parameter estimation can effectively perform model reduction through the introduction of a regularizing prior. While ABC methods constitute a popular class of alternative methods for Bayesian parameter estimation in cases where likelihood models are expensive or not available (such as for stochastic models), we found that PT outperformed ABC for parameter sampling on a relatively simple ODE model. Our direct performance comparison supports the previous observation [22] that likelihood-based methods are preferable to likelihood-free methods when likelihood models are feasible to compute, such as with ODE models.
One limitation of our evaluation procedure is that we have not attempted to compare wall clock times for the different algorithms. Instead, as a performance metric we have used the number of MCMC steps or the number of model integrations required, which are independent of the implementation. In practice, the fits reported in Sec. III can all be performed on a typical workstation computer in times ranging from a few minutes for the smallest model (Michaelis-Menten) to a few hours for the largest model (growth factor signaling). However, we found that despite requiring the same number of model integrations per processor per step, the single-chain MH sampling ran significantly faster per step (20-30%) in terms of wall clock time than PT with four or six chains. Preliminary tests showed that these differences likely arise from the requirement in our current implementation for each chain to complete a fixed number of steps before a swap is attempted. Parallel efficiency decreases when trajectories on different processors take different amounts of time to complete. We found that the difference in wall clock time decreased when the PT chains are all run at the same temperature, but so do the algorithmic benefits. When chains are run at different temperatures, the high temperature chains tend to sample parameter space more broadly, which results in greater variability in the model integration time [5] and causes slow down due to the synchronization requirement. We plan to investigate asynchronous swapping between chains in order to alleviate this problem.
Another limitation of the current work is that the comparisons were made using specific choices for the hyperparameters that control the PT algorithm, such as those that control step sizes for the moves and temperatures. Adjustment of these may result in further improvements to sampling efficiency and convergence rates. We would also like to investigate the effect of using different proposal functions, such as Hessian-guided MCMC [9] , as well as different likelihood models.
While we have restricted our MCMC comparisons to MH, there has been considerable work toward improving the efficiency of MCMC methods, such as Differential Evolution Adaptive Metropolis (DREAM) [28] and Delayed Rejection Adaptive Metropolis (DRAM) [14] . It would be interesting to investigate whether parallel tempering could be fruitfully combined with these approaches.
Finally, PT, as it has been presented and used to this point both here and in the molecular simulation literature, is only a moderately parallel algorithm because it uses just a handful of chains. It remains to be seen whether using a much larger number of chains would retain the advantages of sampling simultaneously at multiple temperatures and result in further acceleration.
