Parameter estimation in complex models arising in real data applications is a topic which still attracts a lot of interest. In this article, we study a specific data and parameter augmentation method which gives us the opportunity to estimate more easily the parameters of the initial model. For this reason, the notion of Gaussian randomization of a model with respect to some of its parameters is introduced. The initial model can be regarded as a submodel of the resulting extended incomplete data model. Under the assumption that the initial model has a unique maximum likelihood estimator (MLE) and that the likelihood function is continuous we prove that the extended model has a unique MLE with common values for the parameters of the MLE which correspond to the initial model. We also prove the reverse direction. Moreover, an appropriate stochastic version of an EM (Expectation-Maximization) algorithm is suggested to make parameter estimation feasible. In particular, we describe how the regularized particle filter of [21] can be used in this frequentist-based approach to perform the Monte Carlo E-step at each iteration of the stochastic EM algorithm. This regularized version is particularly adapted to the framework of Gaussian randomization since the last iterations of the EM algorithm are characterized by low variance in the parameter distributions. A toy example with available analytic solutions, a synthetic example and a real data application with scarce observations to the LNAS (Log-Normal Allocation and Senescence) model of sugar beet growth are presented to highlight some theoretical and practical aspects of the proposed methodology.
Introduction
The current paper is motivated by the need to have a simpler method to perform parameter estimation in plant growth models which are usually characterized by complex parameterization and scarce experimental data. Nevertheless, our proposed method is generic and could be used in any statistical model under certain conditions that we state in the sequel. The basic idea consists in interpreting some of the parameters of the model as the means of unobserved states following normal distributions with unknown variances.
The resulting data and parameter augmentation method enable us to estimate more easily the parameters of the initial model with the help of an iterative state estimation technique for the extended model. The term Gaussian randomization is introduced for such type of modifications. The proposed method should not be confused with the Bayesian approach. The variance parameters involved in the Gaussian randomization are assumed to be unknown in contrast to the Bayesian approach in which normal priors are selected for the parameters of the model.
The estimation is performed in the classical framework of incomplete data models via an appropriate stochastic variant of an EM-type algorithm [11] . In contrast to classical stochastic variants ( [6] , [27] , [10] ) the proposed regularized particle-filter EM algorithm is particularly adapted to the extended model resulting from the Gaussian randomization, since the last iterations of the algorithm are performed under very low variance scenarios.
Some recent efforts to obtain appropriate stochastic EM-type algorithms for complex models arising in plant growth model applications can be found in [25] and [26] . These algorithms are designed for a non-explicit M-step and a numerical maximization algorithm is involved as well in one of the conditional maximization steps. In this paper we present a simple way of turning a non-explicit M-step into an explicit one and opt for the postregularized particle filter (post-RPF, e.g., [21] , [23] and [16] ) to perform the E-step. We mention that the use of this type of particle filter was restricted until now to Bayesian type estimation.
The method is proved to be well-adapted for mathematical models of plant growth and more generally in life sciences, for which model parameterization is generally a difficult process. Such type of models are characterized by a large number of interacting processes with a large number of model parameters, nonlinear dynamics and scarce data for parameter estimation, resulting from costly experimental data acquisition. Bayesian inference methods offer interesting perspectives to cope with such characteristics, mostly due to their robustness when confronted to scarce data, and have been used for this pur-pose in plant growth modeling ( [28] , [13] ). However, in such situations the influence of a priori distributions is prevalent ( [7] ) while it is generally not easy to assess precisely.
Our approach can be seen as an effort to combine the robustness of Bayesian methods while preserving the prevalence of observation data and the interest of point estimation for mechanistic plant models, in which the biophysical meaning and value of parameters are crucial.
The paper is organized as follows. In Section 2, we introduce the notion of Gaussian randomization and present a theoretical framework for transforming the parameter estimation problem in the initial model into a problem that can be solved with the help of an appropriate EM-type algorithm in the resulting incomplete data model. In Section 3,  we illustrate this idea in a toy Gaussian model, where analytic solutions are available. In Section 4, we first describe a parametric model which arises in the description of the sugar beet growth, then give a state space model representation and finally apply the idea of Gaussian randomization for this model. In Section 5, we introduce a regularized particle filter approximation of the E-step of the EM algorithm in order to make feasible parameter estimation and give a synthetic example. In order to illustrate the performance of the algorithm with real data, we present in Section 6 a case study with irregular observations (scarce data) from the sugar beet plant.
Gaussian randomization
Let us consider an arbitrary parametric statistical model m {(Ω, A, P µ ); µ ∈ M }, where M is a euclidean subset, and a random vector Y (representing the data vector) defined on this probability space and taking values in a measured space {(Y, B, ν)}, where ν is a reference measure. In this paper the vector Y admits a density p(y; µ) w.r.t. ν for each µ ∈ M and for a given observation Y = y, the likelihood function is denoted by L(µ).
The following assumption will be used in the sequel:
ii) The model has a unique MLE µ * , i.e., for all µ ∈ M, 0 ≤ L(µ) ≤ L(µ * ), and the second inequality is strict for µ = µ * .
Let us suppose that maximization of L(µ) or log L(µ) w.r.t. some of the parameters of µ is very difficult to perform. In particular, let us decompose the unknown parameter µ = (µ 1 , µ 2 ), where µ 1 could represent a part of the parameter vector that could not be updated explicitly in an iterative conditional maximization procedure by fixing µ 2 . The general idea consists in considering an enlarged model, by adding parameters and hidden variables to the existing model, in such a way that maximization w.r.t. to the augmented parameter vector in the enlarged model is equivalent to the initial maximization problem.
In this direction, we give a first definition. Let d x denote the dimension of a vector x. We treat the case where µ 1 ∈ R dµ 1 . 
is an incomplete data model, which consists in: i) a Gaussian hidden vector Θ, where Θ ∼ N dµ 1 (µ 1 , Σ),
ii) an observed vector Y , where the conditional distribution of Y given Θ = θ depends only on the parameter µ 2 and satisfies: p(y|θ; µ 2 ) = L(θ, µ 2 ).
Let us take σ 2 = (σ 2 i ) 1≤i≤dµ 1 ∈ (R * + ) dµ 1 to be a minimal vector representation of the corresponding covariance matrix Σ. The parameterization corresponding to m(µ 1 ) is
Let us now assume that we allow some variance parameters of Θ to be null. This is equivalent to say that the corresponding parameters are not randomized. Denote by µ 11 the subvector of µ 1 with associated strictly positive variances. According to Definition 1-i) this model is no longer a Gaussian randomization of m w.r.t. µ 1 but rather a Gaussian randomization of m w.r.t. µ 11 . In order to treat in a common framework the class of all Gaussian randomizations of m w.r.t. to subvectors of µ 1 we allow null variances in the parameterization. Most importantly, if σ 2 is assigned to the null vector 0 dµ 1 , then the parameter φ = (µ 1 , µ 2 , 0 dµ 1 ) could be identified with the parameter µ = (µ 1 , µ 2 ) of the initial model m. In this way m could be understood as a submodel of m(µ 1 ). In the sequel we justify theoretically this intuition. Let us first state the following lemma. Proof: First, we compute the likelihood functionL(φ) of the extended model m(µ 1 ). We
where Θ ∼ N dµ 1 (µ 1 , Σ) according to Definition 1-i). By using Definition 1-ii) and Assumption 1-ii) we get successively that for any φ ∈ Φ,
and this completes the proof.
In order to justify the existence of the MLE in this extended model, we need to extend the likelihood function of m(µ 1 ) to parameter values which include null variances as explained at the beginning of this section and give the correct interpretation in this type of boundary values. We will need the following lemma.
J be the subvectors of σ 2 ∈ R dx with components indexed by I and J respectively. If we consider the family of non-singular random vectors
where Σ I is a singular covariance matrix which results from Σ by putting σ 2 J = 0 J . In particular, if I = ∅, then
x.
Proof: We denote by φ σ 2 , φ σ 2 I and φ 0 the characteristic functions of X σ 2 , X σ 2 I and the constant vector x respectively. It suffices to show that as σ 2
In particular, if I = ∅, then Σ I is the null matrix and by (4), φ σ 2 converges pointwise to φ 0 .
Let also µ I be the subvector of µ 1 with components indexed by I, and σ 2 I , σ 2 J and Σ I as given in Lemma 2. We havẽ
where L(µ) is the likelihood function associated with the initial model m.
Proof: By (3) the likelihoodL(φ) is expressed as the expectation of the random variable L(Θ, µ 2 ), where Θ ∼ N dµ 1 (µ 1 , Σ). For clarity, let us denote {Θ σ 2 } the family of random vectors Θ indexed by σ 2 . Then, we can rewrite (3) as
If we apply Lemma 2 for the family {Θ σ 2 }, we have that for any (µ 1 , σ 2 I ),
or equivalently, for any continuous and bounded function f :
where we have used the characterization of weak convergence of a family of random vectors (indexed by a continuous parameter) to a random vector in a specific limit point.
By Assumption 1, the likelihood function L(µ) is continuous on M and bounded by L(µ * ).
Consequently, for any µ 2 , the function g : R dµ 1 → R, where µ 1 → L(µ 1 , µ 2 ) is continuous on M 1 and bounded. Using this and (6), we have
where Θ I,σ 2 I is the subvector of Θ σ 2 indexed by I. In the last expectation σ 2 i > 0 only for i ∈ I and consequently the last term corresponds to the analogue of (5) for an equivalent representation of the likelihood function associated to the m(µ I ) Gaussian randomization of m. If I = ∅, then obviously the last term coincides with L(µ) and the proof is complete. 
L(µ, 0 dµ 1 ) = L(µ).
With similar arguments as in the proof of Proposition 1 we can deduce from the continuity of L(µ) on M thatL(φ) is continuous on Φ (as (µ, σ 2 ) → (µ 0 , σ 2 0 ) ∈ Φ show that (Θ µ 1 ,σ 2 , µ 2 ) converges weakly to (Θ µ 1,0 ,σ 2 0 , µ 2,0 )). Consequently, both equations (8) and (9) determine the continuous extension ofL from Φ toΦ by using Proposition 1. 
L(φ * ) = L(µ * ).
Conversely, if Assumption 1-i) holds and the MLE φ * associated with the model m µ 1 exists and is unique, then it determines a unique MLE µ * associated with the model m and satisfies (10) and (11) .
Proof: ⇒) The restriction ofL(φ) on Φ = M × (R * + ) dµ 1 is upper bounded by L(µ * ) by Lemma 1. Now, if φ ∈Φ \ Φ, take the nonempty set J = {j ∈ {1, . . . , d µ 1 } : σ 2 j = 0} and I the complement of J. Then,L(φ) can be expressed as the left-hand member of equations (8) or (9) . By the same equations we obtain thatL(φ) equals the likelihood function of the extended modelm(µ I ) or of the initial model m respectively. Therefore, by applying Lemma 1 for µ I or by Assumption 1 respectively, we infer thatL(φ) is upper bounded by L(µ * ) also onΦ \ Φ, and consequently onΦ. By (9) we have thatL(µ * , 0 dµ 1 ) = L(µ * ) and consequently the MLE exists and if it is unique it satisfies (10) and (11) . We have that (µ * , 0 dµ 1 ) ∈ M × {0} dµ 1 and by Assumption 1 and (9), it is unique on this set. Let us now
Take the nonempty set I = {i ∈ {1, . . . , d µ 1 } : σ 2 i > 0} and J the complement of I. By (8), (3), the remark following (7) and our assumption, we havẽ
where µ ′ 2 concatenates the components of µ 1 indexed by J and µ 2 . Since by Assumption 1, the function L(µ) is upper bounded by L(µ * ), we obtain that the random variable L(Θ I , µ 
where the second equality follows by Assumption 1 and the last equality follows from the fact that Θ I follows a non-singular multivariate normal distribution, so it induces on (R dµ I , B(R dµ I )) a measure which is absolutely continuous w.r.t. the Lebesgue measure which assigns measure 0 to the singleton {µ * I }. We conclude that for any φ ∈ M × R dµ 1 + \ {0} dµ 1 , we haveL(µ, σ 2 ) < L(µ * ) and consequently the MLE φ * is unique. ⇐) If an MLE exists onΦ, thenL is upper bounded onΦ byL(φ * ), and consequently is upper bounded on M × {0} dµ 1 by the same value. By (9) this implies that L is upper bounded on M byL(φ * ). If φ * ∈ M × {0} dµ 1 , then (10) and (11) are satisfied for some µ * ∈ M . Since the upper bound of L is attained on µ * the MLE exists. It is also unique, since if µ * 1 and µ * 2 are two distinct MLE, then (µ * 1 , 0 dµ 1 ) and (µ * 2 , 0 dµ 1 ) are two distinct MLE associated with m µ 1 , and this contradicts the initial assumption. Now we will show that
and J the complement of I. By applying (12) for φ * we haveL
If L(µ I , (µ ′ 2 ) * ) <L(φ * ) for all µ I ∈ R dµ I then this would contradict (13) . So, we conclude that there exists µ * *
is an MLE, which contradicts the assumption of uniqueness. Therefore, φ * ∈ M × {0} dµ 1 and the proof is complete.
A consequence of Theorem 1 is that we can transfer the maximization problem corresponding to the initial model m to a maximization problem corresponding to the model m µ 1 . But since the latter is formulated as an incomplete data problem, we could design an appropriate version of the EM-algorithm to solve the maximization problem or more often a stochastic variant of the EM-algorithm (Expectation-Maximization, see [11] ) to handle the usually non-explicit state estimation problem. It is noteworthy that if all parameters belonging to µ are randomized then the M-step becomes explicit. Otherwise, a GEM (G:Generalized) or stochastic GEM could be used to find the MLE. An example of this kind could be an ECM (C:Conditional), see [20] , where parameters are updated in a cyclic fashion. In the following Proposition we give the form of the Q-function, and the update formulas for the randomized parameter µ 1 .
be the current parameter update associated with the model m µ 1 . The update equations for the parameter (µ 1 , σ 2 ) are given by:
and µ 2 can be updated independently by maximizing
Proof: Since φ ′ ∈ M × (R * + ) dµ 1 , this parameter corresponds to the Gaussian randomization m(µ 1 ) and by the definition of the Q-function and Definition 1 we have
The last term in the right-hand member of equation (18) depends only on µ 2 and coincides with (16) , while the first term denoted by
Consequently, the last statement of this theorem is true. By using the independence of the components of Θ and the density of the normal distribution we have that Q 1 can be maximized equivalently as follows:
Consequently, it is elementary to show by relation (19) that (14) and (15) hold.
Remark 1.
A question which arises naturally concerns the adaptation of this method in the case that some of the components of the parameter µ have range different than R.
Then a Gaussian randomization as explained in Definition 1 cannot be applied directly and a modification is needed by suitable reparameterizations whenever possible. Examples of this kind are given in subsection 4.3.
A toy example of Gaussian randomization
In order to illustrate the proposed method, we start this section by a simple example where the MLE is known. In the next section we consider an application to a model which arises from plant growth modeling and the MLE has no explicit form.
Let us consider a simple Gaussian model. In particular, take a vector Y = y of n i.i.d.
We study the effect of Gaussian randomization when i) σ 2 y is known and ii) σ 2 y should be estimated. Let us first treat case i). Since the initial model m is Gaussian it is well-known that the MLE exists, is unique and is given by the sample mean, that is, µ * y =ȳ. Now assume that a Gaussian randomization is introduced for the parameter µ y . In particular, set µ = µ y and consider the Gaussian randomization m(µ). In this case,
where 1 n is the column-vector of ones and I n is the identity matrix of rank n. By writing,
where {ξ, ǫ i ; i = 1, . . . , n} are mutually independent standard Gaussian random variables, we get easily that
where the elements of the covariance matrix Σ σ 2 are given by
Notice that in the extended model m(µ) the r.v. {Y i } n i=1 are no longer independent. Now, we take φ = (µ, σ 2 ), Φ = R × R * + and we write the equivalent log-likelihood in the sense of maximizatioñ
By Theorem 1, we should have that a continuous extension ofL(φ) from Φ toΦ = R × R + is feasible, the MLE exists in the extended model, is unique and is given by φ * = (µ * , 0).
As far as the extension is concerned, we verify by (23) that lim
is the likelihood function of the initial model m, and consequently a continuous extension is possible. In order to verify the aforementioned properties of the MLE, it is advantageous to use the simple form of the covariance matrix Σ σ 2 given by (22) . We can easily get that
and also that
Now, by inserting (24) and (25) in (23), we get
By taking the partial derivative of (26) w.r.t. µ we get
By setting (27) equal to zero, we get indeed as unique solution µ * the sample meanȳ. By inserting this solution into (26) the third term of the right-hand member of (26) gets null.
So, the maximization w.r.t. σ 2 is equivalent to the maximization of the first term, which is a strictly decreasing function of σ 2 and consequently attains its maximum at σ 2 = 0.
This shows that φ * = (µ * , 0) as expected. Conversely, and this is the most interesting direction in applications, since the MLE has the form (µ * , 0) in the extended model, we conclude by Theorem 1 that µ * is the MLE in the initial model.
It is noteworthy that in interesting problems that this idea can be applied, the direct maximization problem in the extended model will in general be no easier than the maximization in the initial model. But, its formulation as a hidden variable model gives directly a recursive procedure via an appropriate version of the EM algorithm to estimate the parameters of the model. In this example the M-step is explicit since the conditional distribution of Θ given Y is normal. Let φ ′ denote the current update of φ. We obtain easily that
Consequently, by Proposition 2, the update equations for µ and σ 2 are given by the mean and the variance of this normal distribution respectively. Note also that the likelihood of the extended model given by (23) has a unique stationary point which coincides with the MLE, so the sequence of EM iterates given by (28) is guaranteed to converge to the MLE.
Let us now treat case ii). The previous analysis shows that the MLE of (µ y , σ 2 ) does not involve the parameter σ 2 y and for this reason the MLE of µ y and σ 2 are identical with those of case i). After maximizingL(φ) given by (23) with respect to (µ y , σ 2 ), the MLE of σ 2 y can be obtained by maximizing the function 2 , that is, the sample variance, which obviously coincides with the MLE of the initial model of i.i.d. normal observations.
The point here is that these parameters that conditional on the others can be solved explicitly (as function of the others) in the initial likelihood formulation, they still keep this advantage when estimated with the EM algorithm. Indeed, in this example the second term of the Q-function given by (16) can be written as:
By maximizing the above quantity we get:
where µ y and σ 2 are the current updates of µ y and σ 2 given by (28) , and since µ y → µ * and σ 2 → 0, we conclude by (30) that σ 2 y converges to (σ 2 y ) * .
Remark 2. It is noteworthy that the addition of these artificial parameters does not affect the MLE of the initial model, even if one could think at first sight that the extended model is not identifiable. For example, consider the extreme and trivial case where n = 1 and σ 2 y is known. We have one available observation and two parameters µ y and σ 2 to estimate.
But in fact here, the subsequent degeneration of σ 2 to zero, which we know that it is the true value, causes no problem. On the contrary, notice the difference if one wished to estimate in the initial model µ y and σ 2 y jointly (a truly non identifiable model). We have
lim
We deduce that the likelihood function is unbounded and the MLE does not exist. Additionally, it does not admit any continuous extension to be able to approach from the larger model the obvious solution µ y = y when µ y is the only parameter to be estimated.
An application to a plant growth model
Let us consider a nonlinear dynamic stochastic model of individual plant growth, the LNAS (Log-Normal Allocation and Senescence) model [8] , whose aim is to describe the growth of the sugar beet plant in terms of the evolution of its biomass (mass for living organisms) with a daily time step. This model can therefore be regarded as a simplified version of the GreenLab model [18] which is more adapted to experimental trials when only compartment data are available.
Description of the model
In this example, we present the case where the structure of the sugar beet can be simplified as the set of two types of organ compartments, the leaves and the root, from now on labeled as compartment 1 and 2 respectively. The development of sugar beet can be described via three basic mechanisms, biomass production, biomass allocation to these compartments and leaf senescence.
First, we describe the procedure of biomass production. The initial mass of the plant, corresponds to the mass of the seed and is denoted by q 0 . The subsequent biomasses q n , n ≥ 1, result from photosynthesis and under no modeling errors are assumed to be given by an adaptation of the empirical Beer-Lambert law [14] ,
where µ a is a strictly positive biological parameter related to the radiation use efficiency, q g n is the total mass of green leaves at day n (leaves that are still (photosynthetically active), PAR n is the photosynthetically active radiation at the n-th day and λ an empirical parameter. In [18] , λ is decomposed in the product of the Beer-Lambert extinction coefficient k by the specific leaf area divided by S p , a characteristic surface related to inter-individual competition.
In the sequel, for notational simplicity, we denote by F n the function given by (33) which relates q n with q g n by omitting the dependence on the other variables. In order to give some flexibility to this model and to explain some observed variability around the theoretical values given by (33), we consider a modified model of the form:
where Q n and Q g n are the stochastic counterparts of q n and q g n respectively, related via the function F n given by (33), and {ξ q n } n≥1 is an independent sequence with ξ q n ∼ N (0, σ 2 q ). Now, we describe the procedure of biomass allocation. Since we assume two organ compartments, the allocation of each produced biomass Q n is divided into two parts, one for the leaves compartment and one for the root. Let G(x; µ, σ 2 ) denote the distribution function of the log-normal distribution with location and scale parameters given by µ and σ respectively, and G c (x; µ, σ 2 ) its corresponding survival function, that is, G c (x) = 1 − G(x). Let also τ be the cumulative daily temperature (thermal time in ❽.days) and define the function
where γ 0 , γ f are parameters such that 0 < γ 0 < γ f < 1. The allocated percentage to compartment 1 (leaves) on day n associated with thermal time τ n , denoted by Γ n , is assumed to be a logit-normal distribution with mean the logit transform of γ(τ n ; γ 0 , γ f , µ γ , σ 2 γ )) and variance σ 2 γγ , that is,
where ξ γ n ∼ N (0, σ 2 γγ ). In this way, the total leaf mass and the total root mass can be computed recurrently by:
where the initial conditions Q f 0 = Q r 0 = 0 hold, Q n and Γ n satisfy (34) and (36) respectively.
The last important process to consider is leaf senescence. We model with the following equation the senescent leaf mass Q s n until day n, which corresponds to the part of the total leaf mass at day n that is no longer photosynthetically active (it may have already fallen from the plant or is still on the plant but yellow). We assume that
By (39) we deduce directly that the total green leaf mass is given by:
The potentially available data consist in the compartment mass measurements {Q g n , Q r n } N n=1 , where N is a given time horizon, observed under measurement errors. Let us denote Z n,1 and Z n,2 the measurements of Q g n and Q r n respectively corrupted by error. In particular, we assume that for n = 1, . . . , N ,
where {ǫ g n , ǫ r n } n≥1 are mutually independent and ǫ g n ∼ N (0, σ 2 g ), ǫ r n ∼ N (0, σ 2 r ).
We are now in the position to represent the model given by equations (34)-(41) as a state space model.
State space model representation
A possible choice of the state vector of the model is X n = (Q f n , Q r n ). In order to have the state and the observation equation of the model we need the following representation:
Y n = R n (X n , ǫ n ; µ),
where X n = (X n,1 , X n,2 ) = (Q f n , Q r n ) and {ξ n } n≥1 and {ǫ n } n≥1 are appropriately chosen sequences of random vectors. The parameter vector of our model is denoted by µ and includes all structural parameters {µ a , λ, µ γ , σ 2 γ , γ 0 , γ f } eventually together with some of error variances {σ 2 γγ , σ 2 q , σ 2 g , σ 2 r }. In the following lemma we explicit the state equation and the observation equation corresponding to our model.
Lemma 3. The model given by equations (34)-(41) can be described as a state space model. The state equation is given by the following system of equations:
X n+1,1 = Φ n,1 (X n , ξ n ; µ) = X n,1 + F n G c (τ n ; µ s , σ 2 s ) X n,1 ; µ a , λ e ξ n,
X n+1,2 = Φ n,2 (X n , ξ n ; µ) = X n,2 + F n G c (τ n ; µ s , σ 2 s ) X n,1 ; µ a , λ e ξ n,1
where {ξ n } n≥1 is an independent from X 0 sequence of mutually independent bi-dimensional centered Gaussian random vectors with diagonal covariance matrix and variances σ 2 1 and σ 2 2 for X n,1 and X n,2 respectively. The observation equation is given by
where {ǫ n } n≥1 is an i.i.d. sequence of 2-dimensional centered Gaussian random vectors with diagonal covariance matrix, variances σ 2 i for each ǫ n,i , i = 1, 2, and assumed to be independent from {ξ n } n≥1 .
Proof: Due to the choice of the state vector X n = (Q f n , Q r n ) and equations (37) and (38), we only have to show that Γ n Q n and (1 − Γ n )Q n coincide with the second summand of the right-hand member of (44) and (45) respectively. In both terms the numerator is common and equals Q n . Indeed, this can be deduced by (34) by substituting Q g n with its expression in (40). Let us now denote by φ : (0, 1) × R → R such that φ(x, y) = log(x/1 − x) + y. Note by (36) that the left-hand member of this equation corresponds to the logit transformation of Γ n , which is the inverse of the standard logistic sigmoid function. We deduce that
and 1 − Γ n = 1 1 + e φ(γ(τn),ξ n,2 ) =
By multiplying both members of (47) and (48) with Q n given by (34) and substituting these expressions in the state equations we obtain (44) 
Gaussian randomization of the plant growth model
In this part we apply the ideas developed in Section 2 for the state space model described in Lemma 3. Assume for simplicity of presentation that all error variances {σ 2 γγ , σ 2 q , σ 2 g , σ 2 r } are known or a priori fixed to some values. The interest will be focused on the estimation of the structural parameters and let µ = (µ a , λ, µ γ , σ γ , γ 0 , γ f ). Note also that this state space model can equivalently be described as a non-homogeneous hidden Markov model [5] , and usual estimation techniques are based on some variant of the EM algorithm, by combining an approximation of the E-step and a usually explicit M-step. Nevertheless, we can easily see that even in the complete log-likelihood of this model there is no explicit solution for µ, therefore leading to a non-explicit M-step. Otherwise, conditional maximization approaches should be invoked and this often leads to complicated generalized EM-type algorithms (see, eg., [25] ), where a numerical maximization procedure should be implemented as well. It is also well known (see, eg., [19] ) that the EM-type sequences do not necessarily converge to the true MLE (if it exists). In typical plant growth models with a large number of parameters, it is very difficult to ensure the existence of the MLE and the subsequent convergence of the EM iterates to the true MLE. The best that we can hope is to have a robust algorithm and the solutions to the initial maximization problem to be biologically relevant. For this reason, we take Assumption 1 for granted.
Let us first consider a suitable reparameterization of the state space model m in such a way that a Gaussian randomization can be applied. Let µ = (µ a , λ, µ γ , σ γ , γ 0 , γ f ). By The parameter of the extended model is given by φ = (η, σ 2 ) ∈ R 6 ×(R * + ) 6 . By Proposition 2, the problem of parameter estimation of φ is transformed in an iterative state estimation problem. Starting with a fixed value φ (0) , the EM-update equations given by (14) and (15) produce a sequence φ (n) which converges to a stationary point of the initial likelihood.
Unfortunately, the conditional moments involved in these equations cannot be computed explicitly for nonlinear models of this type and for this reason we need to implement a stochastic variant of the EM-algorithm to approximate them. In order to tackle this problem, we describe in the next section an appropriate particle filtering method.
Particle filtering approximation of the E-step
At each iteration of the EM-algorithm, given the current parameter update φ ′ , our objective is to approximate E φ ′ Θ | Y 0:n = y 0:n and Var φ ′ (Θ i | Y 0:n = y 0:n ) 1≤i≤dµ 1 where n corresponds to the observation length, since the update equations for the parameters of the model given in Proposition 2 generally lead to non-explicit solutions. This is also the case for the specific application that we present in the previous section. One could think of several alternative algorithms to make this approximation, like Markov chain Monte-Carlo or particle filters. In this paper we opt for the latter type of algorithms.
The Monte-Carlo particle filters (PFs) have been studied a lot in the literature. The most adapted to our application context can be cast into the framework of the generic sequential importance sampling (SIS) algorithm, or SISR, when a resampling step is introduced (see, e.g., [1] or [12] ). The first efficient implementation of Monte-Carlo particle filters of this type dates back to Gordon, Salmond and Smith (1993). The authors give a generic formulation of the bootstrap PF, using importance sampling ideas in the correction step and systematic use of resampling in order to avoid degeneracy of the particle filter. For this reason, the algorithm is also named SIR algorithm (sampling/importance resampling). The term interacting particle filter (IPF) is also used by [9] for the same PF algorithm. For other names of the same algorithm see [1] (page 178) and the references therein. Before describing an appropriate particle filter for our purposes let us explain how the filtering approach is feasible in our context.
The filtering approach
In our application context the initial model m is a state space model and Θ can be considered as a part of the hidden state vector. The most natural way of dealing with Θ dynamically in time is to construct copies Θ n which remain constant in time, that is, for all n, we have Θ n = Θ n+1 . Despite these constant dynamics, the version of the particle filter that we describe in the sequel enables us to modify sequentially in time the distribution of Θ given the increasingly data vector. The corresponding augmented state vector will be denoted by X a n = (X n , Θ n ). In this context, all we need to approximate is E φ ′ Θ n | Y 0:n = y 0:n and Var φ ′ (Θ n,i | Y 0:n = y 0:n ) 1≤i≤dµ 1 . If we have a way to approximate the intractable filtering density p(x a n |y 0:n ) by a suitablep(x a n |y 0:n ), then since x a n = (x n , θ n ), we can obtain an approximation of the first two conditional moments of Θ n given the complete data vector with the help of the marginalp(θ n |y 0:n ). In this direction, we describe in the sequel an appropriate particle filtering technique to make this approximation.
The regularized particle filter
A particular feature of the Gaussian randomization is that the optimal variance parameters equal zero (see Theorem 1) . When the variances are close to zero, and this will indeed happen after some iterations of the EM-algorithm, classical particle filters cannot perform well. This is due to the fact that the particles make a discrete approximation of the filtering distribution and consequently degenerate easier under a low variance scenario due to the resampling mechanism (this is known as sample impoverishment). A successful strategy to overcome this problem was devised in [21] with the so-called postregularized particle filter (post-RPF). The regularization refers to the use of a kernel smoothing method to change the discrete approximation of the filtering density (induced by the weighted particles in the classical IPF) into an absolutely continuous approximation. The term post-RPF is used to indicate that the regularization step takes place after the correction step. A comprehensive exposition of RPFs and improvements can be found in [22] and some theoretical results in [15] and [16] . In [21] and [23] , the authors compare the performance of the RPFs with the IPFs in some classical tracking problems. Let us now describe the adaptation of this method in our context.
We denote by K the regularization kernel (usually Epanechnikov or Gaussian) associated to X a n and by K h the rescaled kernel given by:
where h > 0 is the bandwidth parameter and d is the dimension of the state vector. In our application, we used the Gaussian kernel and with M particles the optimal bandwidth parameter (when the underlying density is Gaussian) is given by (see, eg., [22] ):
Let us assume that at the end of the n-th step, the estimate of p(x a n |y 0:n ) is given by:
p(x a n |y 0:
n )} is the weighted sample before the regularization step. The basic filtering step can be described as follows:
❼ Sampling with regularization: For all i = 1, . . . , M :
is the square root of the empirical covariance matrix (whitening is used)
❼ Correction step and regularization:
-Setw
As far as the regularization is concerned, it is noteworthy to mention the recent approach presented in [24] (see also [4] ). The authors proposed a particle filter where a convolution kernel is used to regularize the likelihood of the observations as well. The new filter, called convolution particle filter, seems to be more appropriate to use when the likelihood cannot be computed explicitly or when signal-to-noise ratio is very low or very high (see, eg., [24] ).
A simulation case study for a plant growth model
With the purpose of testing the performance of the proposed algorithm, we performed simulations based on the true experimental conditions of one experiment conducted by the French institute for Sugar beet research in 2010 (see [2] for a detailed description of the experimental protocol). Here, we present the results of simulations in two different scenarios: (i) the complete dataset is observed, that is, 320 observations (from day 1 to day 160) and (ii) we have only access to 28 which exactly correspond to the 14 dates of measurement in the 2010 experiment. In this way, we can assess the consequences of the missing information in parameter estimation.
The details of the model are given in Section 4.3. Different strategies were compared for the augmentation of the Monte Carlo sample size (geometric and quadratic) and a large constant sample size was also used to have a more ideal (but more expensive) EM algorithm (150000 particles for the restricted dataset and 40000 for the complete dataset).
Two different initializations were carried out in each case and the averaging technique ( [5] ) was used to smooth parameter estimates after a small burn-in period. As a stopping rule we used the one proposed in [3] , which claims convergence when the relative change in the estimates from three successive iterations is reasonably small [3] . A conditional version of RPF-EM is implemented with the aim of providing reasonable estimates for the noise parameters (8 conditional steps for the estimations of the noise parameters).
The parameters' real values and the estimation results are presented in Table 1 . The standard errors of the variability of parameter estimates from independent runs of the algorithm (20 repetitions based on the same dataset) are also given, which corresponds to the algorithmic uncertainty. The log-likelihood values of the estimates are estimated by the means of 10 independent evaluations (the standard errors were small, approximately 0.005).
In Table 1 , we give an idea of the influence of the initial distribution. Note that for the complete dataset the estimates based on these two different initializations are very close, which suggests a negligible effect of the initial distributions. However, in the case Table 1 : Comparison of the estimations from two different initializations, both for the restricted (150000 particles) and the complete dataset (40000 particles). ♠ : estimated loglikelihood based on the restricted dataset (14 dates); ♣ : estimated log-likelihood based on the complete dataset (160 dates). of the restricted dataset, there is a difference in the estimates of the last three parameters (γ f , µ γ , σ γ ) and the effect of the initialization seems to be non negligible, especially in the case of σ γ . This can be explained by the sensitivity of model outputs Q g and Q r to parameters. A sensitivity analysis of the LNAS model based on Sobol's method was presented in [8] and showed that the last three parameters are the least influential ones among the six which were estimated. The increased variability of these parameters (see the corresponding standard deviations) from independent runs of the algorithm (20 repetitions) based on the same dataset is also an argument in this direction, since the great loss of information seems to affect their estimation quality. The results of loglikelihood evaluations also seem to suggest that despite that the estimated MLE could slightly differ from two different initializations, the most sensitive functional parameters can be estimated without difficulty even in the case of the restricted dataset, together with the observation and model noise parameters. By comparing the estimation results (with the same initialization) between the restricted and the complete dataset, we also conclude that the estimates of the most influential parameters are closer to the real values with the complete dataset than the restricted one, as expected, due to the great amount of missing information.
In Fig. 1 , we illustrate the convergence of the estimations of the six functional parameters (for the restricted dataset) based on a single run of the algorithm. The uncertainty related to parameter estimation is evaluated by parametric bootstrap. As a better approximation of the MLE, we considered the means from the estimates of both initializations.
In Table 2 we present the results that we obtained with a bootstrap sample of size 100.
Except for the least influential parameters, the bootstrap means are very close to the MLE in the case of the complete dataset, but when a great amount of data is missing a small bias is introduced. By comparing the standard deviations of the estimates for the complete and the restricted dataset, it is clear that the additional amount of information reduces considerably the standard deviations of all the estimated parameters, except for the 3 least influential functional parameters. Moreover, the standard deviations of γ f and σ γ are prohibitively high to allow for reliable estimations. However, for all the other parameters, despite the increased standard deviations in the case of the restricted dataset, we finally get reliable estimates of the true values within the range of one standard In order to alleviate the burden of a large constant number of particles, we implemented and compared two different strategies of increasing the sample size during iterations, that is, a geometric and a quadratic increase. The geometric increase provided better results.
In Table 3 , we compare the results of the geometric increase with those that we obtained with the constant number of particles. The increase of the particles' number takes place every time that the Monte Carlo error in the evaluation of the Q-function is considered to be significant, for example, by detecting a zig-zagging in parameter estimates. Without a strong effort to optimize the increasing strategy, the computational time was reduced by 23%. The results show that the geometric increase induces slightly higher variability in the estimates among different runs of the algorithm than in the case with a constant particle number. Consequently, the gain in computational time from the decrease of the total number of simulations is counterbalanced by this effect. In Table 4 : Experimental dataset provided by the French institute for Sugar beet research (ITB) based on an experiment in 2010. 14 dates of measurement are available (denoted by n). The observation vector contains the averaged mass (from 50 plants) per square meter of green leaf compartment (denoted by Y n,1 ) and root compartment (denoted by Y n,2 ) in g.
The details of the model are given in Section 4.3. The estimation results are presented in Table 5 together with estimated standard errors from 20 independent runs. The Monte Carlo sample size was increased geometrically and other implementation details can be found in Section 5.3.
Note that the influence of the initialization is negligible for all the parameters but σ γ , which is the least influential parameter. This is also suggested by the small difference of the log-likelihood evaluations at the corresponding solutions. The variability from independent runs of the algorithm was relatively high for the modeling noise parameters (σ q , σ γγ ), but by averaging a moderate number of independent runs a better precision can be obtained.
The uncertainty related to parameter estimation was assessed by parametric bootstrap, by averaging the estimates obtained from both initializations. In Table 6 , we present the means and the standard deviations of a 100-bootstrap sample. Notice that the estimates of the 3 most important parameters (high sensitivity indices) are very satisfactory, with low standard deviations relatively to their mean values. Nevertheless, the estimations from the least influential parameters are less satisfactory with higher standard deviations as expected from the synthetic case in Section 5.3. A small bias in the mean estimated values from the bootstrap sample also confirms the difficulty in estimating these parameters.
Note also that the estimates of the noise parameters are satisfactory. Table 6 : Uncertainty assessment of estimates based on the 2010 experimental dataset performed by parametric bootstrap.
Conclusion
In the context of complex dynamic stochastic models, parameter estimation is a difficult and challenging problem. For a likelihood-based approach, many complex stochastic EM-type algorithms have been proposed to approach the maximum likelihood estimator.
In real data applications the M-step is never explicit and complex numerical algorithms should be combined to make parameter estimation feasible. The proposed Gaussian randomization process allows us to make the M-step explicit and to circumvent the numerical difficulties, under the assumption that the initial model has a unique maximum likelihood estimator. The proposed RPF-EM algorithm, which consists of an E-step performed by the post-regularized particle filter circumvents classical problems such as the divergence of the filters induced by weak noises and low variance scenarios during the last iterations of the algorithm. Additionally, noise related variance parameters can easily be estimated by conditional maximization steps. Synthetic examples and results based on a real dataset suggest that the proposed algorithm performs well when confronted to scarce observations. As a conclusion, the proposed RPF-EM algorithm based on Gaussian randomization appears as a promising alternative for robust estimation of plant growth models, and moreover in a general way for models in life sciences.
