ABSTRACT Generalized low-density parity-check (GLDPC) codes, where single parity-check constraints on the code bits are replaced with generalized constraints (an arbitrary linear code), are a promising class of codes for low-latency communication. In this paper, a practical construction of quasi-cyclic GLDPC codes is proposed, where the proportion of generalized constraints is determined by an asymptotic analysis. We analyze the complexity and performance of the message passing decoder with various update rules (including standard full-precision sum-product and min-sum algorithms) and quantization schemes for a GLDPC code over the additive white Gaussian noise (AWGN) channel and present a constraint-to-variable update rule based on the specific codewords of the component codes. The block error rate performance of the GLDPC codes, combined with a complementary outer code, is shown to outperform a variety of stateof-the-art code and decoder designs with suitable lengths and rates for the 5G ultra-reliable low-latency communication regime over an AWGN channel with quadrature PSK modulation.
I. INTRODUCTION
Fifth-generation (5G) systems aim to increase the capacity of existing mobile networks by a factor of 1000 [1] , supporting an extremely high user density, as well as numerous deviceto-device and machine communications. Ultra Reliable Low Latency Communication (URLLC) constitutes one of the critical operating regimes in 5G, since it will enable low-cost and power-efficient anywhere and anytime signalling services [2] . The selected channel code must have an excellent error rate performance in a specific range of block lengths and code rates; low computation complexity, low latency, low cost and higher flexibility are also critical [3] .
A number of potential candidate codes for 5G URLLC have been proposed recently. A representative summary can be found in three recent papers [3] - [5] , where, among the coding schemes compared, low-density parity-check (LDPC), polar codes, and convolutional/turbo codes stand out in the comparisons. To meet the predicted constraints of a host of machine-to-machine (M2M) communications, Sybis et al. [4] consider a low coding rate R = 1/12 and short block lengths (480 bits or 2400 bits). A polar code stands out in the performance comparison, although this solution is limited by the decoding delay imposed by the sequential nature of successive cancelation (SC) decoding algorithms, which ultimately limits the decoding throughput. Further, polar code design is channel dependent, hence not versatile for mobile fading channels. In [3] , the comparison focuses on larger coding rates, R = 1/3, R = 1/2, and R = 2/3, with similar block lengths to [4] . As in [4] , a polar code with SC decoding combined with a cyclic redundancy check (CRC) outperforms turbo and LDPC codes; however, LDPC codes exhibit relatively good performance over all the coding rates and block lengths considered without the aid of a CRC outer code. Similar conclusions are drawn in [5] , where the low complexity and high-throughput decoder implementations associated with iterative message passing schemes are emphasized to be desirable in practice.
Generalized LDPC (GLDPC) block codes were first proposed by Tanner [6] , and are constructed by replacing some/all of the single parity-check (SPC) constraint nodes in the Tanner graph of a conventional LDPC code by more powerful generalized constraint (GC) nodes, where the GC nodes can correspond to any linear block code with block length K , and the sub-code associated with each GC node is referred hereafter to as a component code. GLDPC codes are suitable for low complexity message passing decoding like conventional LDPC codes, and have many potential advantages compared to them, including large minimum distance [7] , [8] , good iterative decoding performance [9] , fast decoding convergence speed [10] , and low error floors [11] , [12] . Examples of component codes used in the literature are Hamming codes [7] , Hadamard codes [13] , and expurgated random codes [11] , [14] .
Our goal in this paper is to present generalized low-density parity-check (GLDPC) block codes as a strong candidate for URLLC that, so far, has been largely ignored by the community. We will show that quasi-cyclic GLDPC (QC-GLDPC) codes combined with simple hard-decision decoded outer codes are able to surpass the decoding performance reported in [3] and [4] with iterative message passing decoding algorithms. To this end, we propose a novel GLDPC design methodology that has its roots in a recent contribution by some of the authors [15] . In that paper, it is shown that the tradeoff between rate and iterative decoding threshold presents a unique optimal operational point where the gap to capacity is minimized as we vary the proportion of GC nodes in the GLDPC code graph. Using a GLDPC code operating at exactly this rate, we first optimize a quasicyclic (QC) graph lifting to avoid harmful small structures in the graph. The QC structure also has the benefit of efficient hardware implementation [16] - [19] and analysis [20] , [21] . The locations of GC nodes are optimized to avoid weak areas in the graph (i.e., many variables connected together using only SPC nodes). As the GLDPC optimal operational rate is typically larger than the target rate (e.g., R = 1/12), we combine the optimized GLDPC code with a complementary lowcomplexity hard-decision decoded outer code that is designed to match the overall rate to the desired target. Note that the use of a hard-decision decoded outer code allows for flexible and low-complexity rate adaptation. To the best of our knowledge, the idea of combining a GLDPC code with an outer code as a viable solution for low latency 5G URLLC is novel in the area. We note that we do not propose any class of turbolike decoding scheme, in which the inner (G)LDPC code and the outer code exchange messages iteratively [22] - [25] . In our proposal, to keep the complexity low, the hard-decision outer code cleans up some of the errors remaining after the GLDPC decoding stage and its decision is not feedback to the GLDPC decoder.
In particular, we propose exemplary designs using (J , K )-regular QC-GLDPC codes with degree-2 variable nodes (J = 2), which allow efficient implementation of the GLDPC message passing decoder, since variable nodes only have to propagate (pass) incoming messages without performing any computation. We note that, unlike a conventional LDPC code, a (2, K )-regular GLDPC code has good distance properties and message passing performance [26] . We consider schemes with degree K = 6, K = 7, and K = 15 constraint nodes and propose designs that can meet a variety of target coding rate constraints up to R = 1/2. To reduce decoding complexity, we propose different suboptimal decoding algorithms in which we investigate the effect of varying the number of decoding iterations, update rules (including a hybrid min-sum GLDPC decoder), and message quantization. Even with such practical limitations, performance comparisons with the candidates proposed in [3] and [4] show that remarkable error control performance can be achieved over the AWGN channel with QPSK modulation. Ultimately, this paper aims to present general design rules for QC-GLDPC and demonstrate their strength and suitability as candidates for power-constrained devices, such as those in 5G URLLC applications.
The remainder of the paper is structured as follows: In Section II, we introduce the GLDPC code ensembles and the notation used to characterize the degree distribution (DD) of the ensemble. Section III presents the practical code design process for 5G URLLC. In Section IV we investigate the message passing process of GLDPC codes, including suboptimal message-passing update rules, finite-precision with uniform quantization, the effects of different maximum iteration numbers, and the decoding complexity. In Section V, we compare the performance of the designed code with the codes proposed in [3] and [4] . Finally, in Section VI we conclude the paper with a discussion of our results.
II. BACKGROUND
In this section, we introduce the notation used to define the properties of the GLDPC code ensembles considered in this paper. We restrict our attention to (J , K )-regular graphs, where J is the variable node degree and K is the check node degree, since regular graphs are attractive for VLSI decoder implementation and possess robust finite-length scaling behavior [27] .
Following [15] , we consider a GLDPC code ensemble that is obtained from an LDPC code ensemble (e.g., an LDPC code ensemble defined by a protograph [28] , a QC ensemble, or following a degree distribution (λ(x), ρ(x))) by replacing a randomly-chosen fraction ν of SPC nodes with identical GC nodes corresponding to a linear (K , K − m) component code, while the remaining constraint nodes are SPC nodes. Here K is the block length of the component code, K − m is the dimension of the code, and m is the number of rows in the parity check matrix of the linear component code. The Tanner graph of a GLDPC code from such an ensemble with block length N is illustrated in Fig. 1 . The Tanner graph of any code in this ensemble contains N variable nodes, c check nodes, ν J K N GC nodes, and (1 − ν) J K N SPC nodes. We refer to the LDPC ensemble obtained by taking ν = 0 as the underlying LDPC code ensemble or simply the underlying ensemble. The design rate of the underlying ensemble R 0 is given as R 0 = 1 − J /K and the design rate R J ,K ,ν of the GLDPC ensemble is given by R J ,K ,ν = R 0 − ν(1 − R 0 )(m − 1). We assume that the incoming edges to every degree-K GC node are assigned uniformly at random to each position of the component code. 1 In the rest of the paper, as the component code at GC nodes we will present exemplary design results for : 
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This code is taken from the database [29] , [30] , which implements the tools proposed in [31] to design block codes with the largest distance spectrum. Note that all ensembles only contain degree-2 variable nodes, which allows simpler message passing as a result of their low density. While the (2, 15)-regular GLDPC code ensemble better accommodates larger coding rates (roughly up to R = 1/2), the (2, 6) and (2, 7) ensembles have better decoding complexity due to the lower graph density. These two ensembles illustrate the GLDPC complexity/performance trade-offs. Following the design methodology proposed in this paper, we note it may be possible to find GLDPC ensembles that achieve better complexity-performance tradeoffs. For example, as described in Section IV-D, the additional decoding complexity of the (2, 15)-regular GLDPC is significant due to the high rate component codes. In this regard, as described in [15] , alternative regular/irregular GLDPC ensembles with less graph code complexity could be considered. Using the asymptotic analysis proposed in [15] for a binary erasure channel (BEC), we investigate the tradeoff between rate and the iterative-decoding threshold as a function of ν for the (2, 6)-regular, (2, 7)-regular, and (2, 15)-regular GLDPC ensembles. The results are shown in Fig. 2 . Observe that the asymptotic gap to capacity, which is also a crucial parameter in the finite-length behavior of iteratively-decoded LDPC ensembles [27] , is minimized for ν = 0.75 in the (2, 6)-regular, and (2, 7)-regular cases, and for ν = 0.80 in the (2, 15)-regular case. Beyond these values of ν, the gap to capacity increases and, as we will see in the next section, dramatically impacts the finite-length performance of the code. In light of these results, we propose to combine R 2,6,0.75 = 1/6 (2, 6)-regular GLDPC codes, R 2,7,0.75 = 0.286 (2, 7)-regular GLDPC codes, and R 2,15,0.8 = 0.547 (2, 15)-regular GLDPC codes with low-complexity hard-decoded outer codes to match the target coding rate. In particular, the (2, 6)-regular GLDPC codes can be used as a component of the concatenated scheme when the target rate is below R = 1/6, the (2, 7)-regular GLDPC codes when the target rate is below R = 0.286, and the (2, 15)-regular can be used when the target rate is below R = 0.547.
III. PRACTICAL GLDPC CODE DESIGN FOR 5G URLLC
In this section, we investigate several aspects of code design, including QC graph lifting, placement of GC nodes, and outer code design/code rate matching. 
A. CODE DESIGN PARAMETERS
In [3] and [4] , several coding-rates and block lengths are considered to test coding schemes candidate for URLLC. As exemplary scenarios, we will compare our proposed scheme (QC-GLDPC combined with an appropriate outer code to match the rate) with some of the URLLC candidates in [3] and [4] using the following specifications:
• Overall coding rate R: R = 1/12 [4] , R = 1/3, and R = 1/2 [3] .
• Information length M : M = 40 bits [4] , M = 170, and M = 256 bits [3] .
• Block length N : N = 480 bits [4] , N = 512 bits [3] . The design parameters of our proposed schemes are listed in Table 1 . As we describe in the sequel, the granularity of the QC-structure in the underlying GLDPC graph slightly restricts the design parameters. As a consequence, the proposed coding schemes may not exactly match the above specifications, but we stress that our comparisons will always be fair with the results of [3] and [4] in the sense that our proposed constructions will have slightly larger coding rates and smaller block lengths.
B. QC GRAPH LIFTING
The underlying LDPC code ensemble for a given length N can be drawn from a random ensemble defined by a degree distribution (λ(x), ρ(x)), from a semi-structured protographbased ensemble, or from the structured sub-ensemble of QC codes, where the permutation matrices selected in the protograph-based construction are restricted to be circulant. It is well known that the algebraic structure of QC codes allows simple encoding using shift registers, with a complexity linear in the block length [32] . Properly-designed QC graphs have been shown to perform as well as computergenerated random LDPC codes, regular or irregular, in terms of bit-error performance, block-error performance, and error floor for codes with short to moderate block lengths [16] .
We first write the parity-check matrix H of the underlying (2, K )-regular QC-LDPC code, lifted from the all-ones base matrix of size s × s with lifting factor s i,j and code length N = sK , as
where In order to guide our design, we randomly sampled 100 codes from the (2, 6)-regular QC GLDPC ensemble with block length 474 (using a random placement of the fraction ν = 0.75 of GC nodes in the graph) and empirically determined the dominant error objects over the BEC at moderate to high SNRs. The two structures that were found to dominate the code performance in error floor region are shown in Fig. 3 . Fig. 3 (a) corresponds to two 4-cycles connected by a GC node and Fig. 3 (b) corresponds to an 8-cycle composed of SPC nodes. Both of these objects, and some other less dominant objects not shown here, can be eliminated simply by increasing the girth g of the base LDPC graph. Following [21] , to ensure that the H matrix defined in (3) has a girth of at least 2(i + 1), a necessary and sufficient condition is
, and k t = k t+1 .
1) DESIGN OF THE (2, 6)-REGULAR UNDERLYING QC GRAPH
Given that all of the check nodes have degree 6 and that s should be chosen to be a prime, we selected s = 79, which gives a slightly smaller block length of 474 bits than the 480 bits used in [4] . The resulting (2, 6)-regular matrix has the form
.
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There are many possible ways of choosing s 1,j , 1 ≤ j ≤ 5, to maximum girth and/or improve code performance. We remark at this point that girth optimization is greatly facilitated by the low-density (2, 6)-regular structure. Note that (2, 6)-regular LDPC codes have poor distance properties. In fact, any QC-LDPC code in the form of (5) has d min ≤ 6, independent of s [33] . This implies, in turn, that the largest girth we can achieve is g = 12 in the base LDPC code, since a cycle of length 2c implies the existence of a codeword of weight c in a (2, K )-regular code. In order to choose the shift parameters, we can make use of [ In Fig. 4 , we plot the GLDPC bit error rate performance obtained on the BEC of several (2, 6)-regular, (2, 7)-regular, and (2, 15)-regular underlying LDPC code ensembles, including QC-LDPC codes constructed using the shift parameter set in (6), (7) and (8) (girth g = 12), all with girth 12. The (2, 6)-GLDPC code and the (2, 7)-GLDPC code have ν = 0.75 of GC nodes in the graph, while the (2, 15)-GLDPC code ensemble has ν = 0.8 GC nodes in the graph. We also include the GLDPC performance when we use underlying QC-LDPC codes constructed following the power method with [a, b] = [3, 5] (girth g = 6), unstructured randomly constructed graph codes, and randomly constructed semi-structured protograph-based codes (but not QC). All simulations were allowed at most I max = 50 decoding iterations. We remark that the waterfall performance of all codes of a given rate are similar, but the GLDPC error floor is optimized for the QC-LDPC underlying codes the proposed QC designs, which demonstrates that the robustness against error floor is inherited by the code after a certain fraction of SPC nodes are replaced by GC nodes (recall that our earlier motivation to increase the girth to remove harmful objects from the graphs of the GLDPC codes.) Finally, note that the (2, 15)-regular QC-LDPC code displays a steeper error rate decrease, potentially giving rise to a lower error floor.
C. LOCATION OF THE GC NODES
After the underlying QC-LDPC code graph is designed, we turn our attention to the locations of the GC nodes.
72006 VOLUME 6, 2018 FIGURE 5. BLER over an AWGN channel with QPSK modulation for the proposed (2, 6)-regular GLDPC coding scheme with different locations of GC nodes in the graph. Results were obtained using a rate R outer = 40/79 outer code (see Table 1 ) that corrects up to 15 errors.
As discussed in Section II, the optimal proportion, from a threshold perspective, is that a 0.75 percent of the check nodes should be replaced by GC nodes in the (2, 6)-regular and (2, 7)-regular cases. This fraction increases to the 0.8 in the (2, 15)-regular case. In Fig. 5 , we show the average performance (red circles) of the proposed rate R = 1/12 (2, 6)-regular QC-GLDPC code, including a rate R outer = 40/79 outer code (see Table 1 ) that corrects up to 15 errors, 2 obtained over 600 randomly chosen GC node locations (all using the same underlying QC graph). The GLDPC message passing decoder (see Section IV) is run for 5 iterations. We also highlight the best performing case (blue triangles), which achieves a gain of 0.2 dB over the average at a BLER equal to 10 −5 . We further include the performance of a GLDPC code with a hand-crafted location of GC nodes (black squares) that are intended to give poor performance by ensuring that the remaining SPC nodes in the graph are all connected to the same set of variable nodes, thereby creating a weak region in the GLDPC graph and resulting in significant performance loss. With such a large fraction of GC nodes in the graph, the performance of the resulting GLDPC code is reasonably robust with respect to the locations of the GC nodes in the graph, unless we specifically create regions of the graph with multiple local SPC nodes are connected to the same set of variables. However, there is likely to be a larger variance in performance for smaller fraction of GC nodes. 2 As described in Section III-D, this is rather a conservative assumption.
D. TARGET CODING RATES
To adapt the designed GLDPC code to other target rates, such as those in the 5G URLLC regime, we consider techniques to lower the coding rate and improve the error correcting capability. Among others, this could be achieved by adding more GC nodes and/or utilizing an outer code. (Similarly, the rate could be increased by using fewer GC nodes and/or puncturing.) Both approaches have advantages and disadvantages. From Fig. 2 , we observe that the gap to capacity grows as we move away from the optimal operational point of the given GLDPC ensemble, i.e., if we decrease the GLDPC coding rate R J ,K ,ν by including a larger fraction of GC nodes in the graph. This will certainly impact the GLDPC finite-length performance, since it is well known that the gap to capacity is one of the critical parameters of the finite-length scaling law of iteratively decoded LDPC code ensembles [27] . As an alternative, we propose to maintain the GLDPC coding rate at its optimal point ν (from an asymptotic perspective), i.e., use a rate R 2,6,0.75 = 1/6 (2, 6)-regular GLDPC code with ν = 0.75, a rate R 2,7,0.75 = 0.286 (2, 7)-regular GLDPC code with ν = 0.75, or a rate R 2,15,0.80 = 0.547 (2, 15)-regular GLDPC code with ν = 0.8, and lower the rate accordingly by using a rate R outer low-complexity hard-decoded outer code. As a representative comparison, in Fig. 6 we compare the BLER performance of a rate R 2,6,0.875 = 40/474 ≈ 1/12 GLDPC code, obtained by selecting ν = 0.875, versus that of the rate R 2,6,0.75 = 1/6 GLDPC code with a rate R outer = 40/79 outer code (resulting in approximately the same overall coding rate R = 1/12, see Table 1 ). Note that we assume a systematic generator matrix. In all our VOLUME 6, 2018 simulations, the outer code is applied with a genie over the whole block, i.e., we correct up to a certain amount of errors over the whole block assuming a worst-case scenario that those bits are all information bits. Results with an actual implementation of the systematic scheme can only be better. The outer code can be chosen to be any (n, k) linear block code of appropriate length and rate to meet the target, such as a (79, 40) shortened BCH code. We would expect to use a low-cost, high-speed, hard-decision decodable code for the outer code. With a block length of 79 bits and a rate R outer = 40/79, we can conservatively assume that the outer decoder can correct up to 15 errors [32] . For this comparison, both (2, 6)-regular GLDPC codes were randomly constructed following the protograph method with randomly placed GC nodes (similar results are obtained for different random draws of the matrices). The GLDPC message passing decoder (see Section IV) is run for at most I max = 5 iterations in both cases. The results show that the higher rate GLDPC code, optimized for threshold, with a hard-decision outer code has significantly better performance than the GLDPC code alone that was constructed by adding more GC nodes. Note that, in addition to good waterfall performance, we do not observe an error floor down to a BLER of 10 −8 with the outer code version.
IV. GLDPC MESSAGE PASSING
In this section, we discuss the message passing update decoding rules for the iteratively decodable GLDPC code. Compared to the conventional belief propagation update rules for LDPC decoders, the only difference here is how to process probabilistic messages at the GC nodes. In this regard, the processing depends on the chosen component code. We take the (2, 6)-regular GLDPC code as a running example in this section. As described in Section II, the component code used at GC nodes is a shortened (6, 3) Hamming code, with generator matrix given in (1) and codebook C (6, 3) written in matrix form as 
The GLDPC update rule at GC nodes is determined by the component codebook C (6, 3) . Let j denote the input LLR message coming from the j-th variable node connected to the GC node, where index j, j = 1, 2, . . . , 6, corresponds to the jth input to the component code. Let˜ j denote the output LLR message to be sent to the j-th variable node. In Appendix A, we show that˜ j , j = 1, 2, . . . , 6, can be computed as follows
where I[·] denotes the indicator function, C (6, 3) i,m denotes the m-th bit of the i-th codeword, i = 1, 2, . . . , 8, * = max j j , and we use the log-sum-exp trick to avoid numerical issues in the evaluation of the exponential terms. 3 * can be efficiently computed using a digital comparator. Note that at variable nodes and SPC nodes the message passing update rules used are those for standard LDPC decoding [34] . Hereafter, we refer to the update rule in (10) as the sum-product algorithm (SPA) GLDPC decoder. Also, in the following we denote the maximum number of message passing iterations as I max . A hard-decision stopping rule is implemented so the decoding terminates when all parity check conditions (at both SPC and GC nodes) are satisfied.
A. MIN-SUM DECODING ALGORITHMS
It is well known that floating-point operations such as log(·) or exp(·) increase the decoder implementation complexity and its power-consumption [35] , [36] . In the following we explore several simplifications of the SPA update rules in (10) and investigate the effect on decoder performance. First, we adapt the min-sum decoding algorithm for LDPC decoders [34] to the GC node update rules as
Comparing (10) and (11), we have replaced the log(·) and exp(·) operators by a simpler maximum-search operator that can be efficiently implemented with a digital comparator. The decoding algorithm based on these update rules is referred hereafter as the min-sum algorithm (MSA) GLDPC decoder.
In Fig. 7 , we compare the performance of the (2, 6)-regular 3 The log-sum-exp trick is defined as follows: let a Table 1 ) and different decoding algorithms.
GLDPC code with the R outer = 40/79 outer code (see Table 1 ) achieved by the full-precision SPA decoder in (10) with the MSA decoder in (11) . Several combinations of SPA and MSA update rules at either SPC nodes and/or GC nodes are considered. In all cases, we consider a relatively large maximum number of message passing iterations (I max = 50) so that we can assume in all cases that the decoder has been run until convergence. The performance loss is only numerically relevant at large SNR, where the MSA decoder at both GC and SPC nodes loses approximately 0.3 dB at a BLER equal to 10 −5 compared to full precision SPA at both types of nodes. We note that it is well known that offset min-sum and scaled min-sum algorithms have been shown to achieve very little to no performance loss when compared to SPA. We have not investigated such improvements to (11) in this paper, leaving it for future work.
B. FINITE-PRECISION WITH UNIFORM QUANTIZATION
Along with low complexity MSA decoding update rules, it is practically relevant to study the effects of quantizing the messages with finite-precision. Here, we consider uniform quantization since it is widely used in practice [37] . We use 1 bit to encode the LLR sign. After analyzing the empirical LLR distribution using 5·10 6 distribution. Therefore, even though a non-uniform quantizer could allow more precision at small values of the decimal part, it is expected that a 3 bit uniform quantizer would provide an acceptable reconstruction. To verify our expectation, we also include the quantized MS decoder performance when I max = 50 using both 6 bits (1 sign + 2 integer + 3 decimal) and 5 bits (1 sign + 2 integer + 2 decimal) for LLR quantization in Fig. 7 . Observe that, compared to full precision MSA decoding, the performance loss with 6 bits is numerically negligible.
C. THE EFFECTS OF DIFFERENT MAXIMUM ITERATION NUMBERS
The number of decoding iterations is usually limited in practice since it determines the latency and throughput of the system and it heavily impacts the energy consumption of the decoding circuitry [38] . In Fig. 9 we evaluate the robustness of the different decoding algorithms considered as we reduce the number I max of allowed iterations. Curves with circle markers denote full-precision SPA decoding, where we can observe that an approximately 0.25 dB loss at a BLER of 10 −4 is incurred when I max is set to only 5 iterations compared to I max = 50. When full precision MSA (square markers) and the same number of iterations is used, this loss is essentially doubled, close to 0.6 dB at a BLER of 10 −4 . The loss increases up to approximately 1 dB when quantized MSA (triangle markers) is considered. Therefore, suboptimal decoding rules may require a larger number of (less complex) iterations to maintain acceptable performance. With I max = 10 the performance loss of each case (when compared to the I max = 50 case) is essentially reduced to half that of I max = 5.
It is important to note that the performance degradation reported is comparable to that reported for non-generalized LDPC codes with a standard MSA decoder [39] . Therefore, it is expected that better complexity/performance tradeoffs TABLE 2. Decoding complexity of R = 1/12 coding schemes.
FIGURE 9.
BLER over an AWGN channel with QPSK modulation for the (2, 6)-regular GLDPC code with an R outer = 40/79 outer code (see Table 1 ) and different decoding algorithms.
can be achieved if more robust implementations of MSA decoding strategies (e.g., attenuated MSA, offset MSA, approximated MSA) are implemented. A in-depth survey of these methods can be found in [40, Ch. 5] .
D. DECODING COMPLEXITY
For the sake of complexity comparison with other URLLC coding schemes proposed in the literature, particularly those in [3] and [4] , we now determine the computational complexity of the GLDPC decoder by enumerating the number of additions, subtractions, multiplications, divisions, comparisons, max (min) operations, and look-up table operations.
Most of these operations correspond to one equivalent addition, whereas the comparison operation, in most cases, corresponds to two equivalent additions [4] . In the following, we ignore the hard-decision decoding complexity of the outer code, as the additional complexity is negligible compared to the GLDPC message passing complexity. Also, note that this study does not differentiate between floating point operations (such as those in a SPA decoder) and the simpler operations required by a MSA decoder. It is nonetheless informative to compare with the results in [3] and [4] , as the authors there used the same metrics for complexity.
For the (2, 6)-regular GLDPC code, according to (10) the update of every GC node requires 19 × K additions/subtractions. Also, the SPA update at SPC nodes requires 10 × K multiplications/divisions [34] . Furthermore, note that the variable node degree is J = 2, hence there is only one addition to perform when updating the variable nodes, and thus the decoding complexity per iteration for variable node is J × N = 948. Altogether, the decoding complexity per iteration is J N K ν19 K +J N K (1−ν)10 K +JN = JN (11 + 9ν) = 16827, given J = 2, N = 474, and ν = 0.75. If I max denotes the maximum iteration number, the decoding complexity (in the worst case) is 16827 × I max . Similarly, for the (2, 7)-regular GLDPC code, we obtain 48 × K additions/subtractions to update the output messages at every GC node, and 12 × K multiplications/divisions to output messages at every SPC node, and 994 additions to update variable nodes. Thus, the decoding complexity per iteration is J
given J = 2, N = 469, and ν = 0.75. The decoding complexity (in the worst case) is I max × 187600. Finally, by following a similar procedure, we can show that the worst-case complexity for the (2, 15)-regular GLDPC code is I max × 10671378.
For the case R = 1/12 with M = 40 information length, in Table 2 we include a complexity comparison with different coding schemes proposed in [4] . Recall that the GLDPC decoding complexity is dominated by the GC update rule in (10) , which requires a full enumeration over the component code codebook. The small codebook of the shortened (6, 3) Hamming code in (1) and the (7, 4) Hamming code explain the comparable complexity of the (2, 6)-regular and (2, 7)-regular GLDPC code w.r.t. to the coding schemes in [4] . However, the (15, 11) component code given by (2) spans a codebook of size 2048, which explains the near 1000 times complexity factor in Table 2 . As it is shown in the next section, both GLDPC coding schemes provide remarkable performance gains, even up to 1 dB or more, at different rates and target error probabilities.
Several options can be explored to find GLDPC code ensembles with better performance/complexity tradeoffs that are also able to scale to larger coding rates. For example, to explore existing algorithms in the literature to perform approximate soft-decoding of algebraic codes at polynomial cost [41] - [43] . This would dramatically reduce the complexity of the (2, 15)-regular GLDPC code, for instance, by using (15, 11) Hamming codes instead of the code in (2) . Alternatively, less dense regular/irregular GLDPC ensembles can be used, such as those investigated in [15] , where the asymptotic performance of some quasi-regular GLDPC ensembles were analyzed, along with puncturing to adapt to larger coding rates. An exhaustive analysis of all this possible design alternatives, including the effect of sub-optimal softdecoding methods at GC nodes, is beyond the scope of this paper, in which our main goal is to bring attention to the remarkable performance that GLDPC codes achieve in the short finite-length regime and highlight their potential for practical URLLC applications in 5G and beyond.
V. EXPERIMENTAL RESULTS
We now compare the BLER performance over the AWGN channel of the overall rate R = 1/12, 1/2, and 1/3 coding schemes summarized in Table 1 versus those with same rates proposed in [3] and [4] , which include turbo codes with BCJR decoding, LDPC codes with MSA decoding and offset MSA decoding, polar codes with successive cancellation list (SCL) decoding and a CRC outer code, and convolutional codes with BCJR decoding, among others. Specific details on these coding schemes are given [3] , [4] , here we just reproduce their simulation results for the sake of comparison.
To simulate the GLDPC coding scheme, we apply the usual hard-decision syndrome stopping rule for the decoder and, as discussed in Section III-D, we assume a worst scenario where all the remaining errors after GLDPC coding coincide with information bits of a systematic-encoded outer code. The GLDPC message passing is run for up to I max = 5 iterations with full-precision SPA decoding. Fig. 10 shows the performance of rate R = 1/12 ≈ 0.0834 coding schemes proposed in [4] with M = 40 information bits and a block length of N = 480 bits. We include the performance of the following GLDPC designs (first three rows in Table 1 ):
• Rate R = 40/474 ≈ 0.0844 (2, 6)-regular QC-GLDPC code with a rate R outer = 40/79 outer code (see the first row of Table 1 ), resulting in a block length N = 474. We conservatively assume that the outer code can decode up to 15 errors.
• Rate R = 40/469 ≈ 0.0853 (2, 7)-regular QC-GLDPC code with a rate R outer = 40/138 outer code (see the second row of Table 1 ), resulting in a block length N = 469. We conservatively assume that the outer code can decode up to 45 errors. Table 1 ) compared to several other rate R = 1/12 coding schemes with M = 40 information bits proposed in [4] .
• Rate R = 40/465 ≈ 0.0860 (2, 15)-regular QC-GLDPC code with a rate R outer = 40/254 outer code (see the third row of Table 1 ), for which we again conservatively assume that it can correct up to 80 errors [32] .
In all cases, the performance gain is a 1.5 dB at a BLER equal to 10 −5 over the SCL decoded polar code. The (2, 15)-regular QC-GLDPC code achieves even a larger gain at the cost of increased complexity (see Section IV-D). The (2, 7)-regular QC-GLDPC code outperforms the (2, 6)-regular ensemble for high SNRs with a similar complexity, and is less than 1 dB away from the (2, 15)-regular QC-GLDPC code at a BLER equal to 10 −5 where the decoding complexity is roughly three orders of magnitude smaller.
In Fig. 11 , we extend the analysis to higher rates and we compare our proposed schemes with those in [3] . In Fig. 11(a) , we consider the rate R = 233/465 ≈ 0.5010 (2, 15)-regular QC-GLDPC code with a rate R outer = 233/254 outer code coding scheme (third row of Table 1 ) and block length N = 465. Its BLER performance is compared with codes of slightly lower rate R = 1/2 and larger block length N = 512 bits. At low-to-moderate SNR values, the performance gain achieved is remarkable, despite that in this case (probably related to the high rate outer code used) it appears to vanish with increasing the SNR. In Fig. 11(b), FIGURE 11 . BLER over an AWGN channel with QPSK modulation for (a) the proposed rate R = 233/465 (2, 15)-regular GLDPC coding scheme (third row of Table 1 ) compared to rate R = 1/2 coding schemes with M = 256 information bits and N = 512 block length proposed in [3] and (b) the rate R = 155/465 (2, 15)-regular GLDPC coding scheme (last row of Table 1 ) compared to rate R = 1/3 coding schemes with M = 170 information bits and block length N = 512 proposed in [3] . We also include the performance of a rate R = 0.335 (2, 7)-regular GLDPC coding with ν = 0.667 of GC nodes in the graph with M = 156 information bits, block length N = 469, and no outer code.
we consider the rate R = 155/465 (2, 15)-regular GLDPC coding scheme (last row of Table 1 ), and we compare its performance with rate R = 1/3 coding schemes with M = 170 information bits and block length N = 512 proposed in [3] . The (2, 15)-regular GLDPC code achieves a gain w.r.t. to state-of-the-art of almost 1.5 dB at BLER of 10 −4 . In Fig. 11(b) , we also include a (2, 7)-regular GLDPC coding scheme designed to match the target coding rate of 1/3, in which the fraction of GC nodes in the graph is slightly reduced compared to the optimal fraction ν = 0.75 that yielded R ≈ 0.286. By setting ν = 0.667, the coding rate is slightly above 1/3 (R = 0.335). In Fig. 11(b) we also show the performance of such a design using the (2, 7)-regular QC graph with N = 469 and no outer code. Observe that, even without an outer code, the (2, 7)-regular GLDPC code shows a important gain w.r.t. the rest of the coding schemes at small to moderate SNR values (almost 2 dB at BLER 10 −1 ). This indicates that performance would dramatically improve as long as we can accommodate an outer code that cleans up a small fraction of remaining errors. This is indeed shown to be the case in Fig. 10, where the (2, 7) -regular GLDPC code demonstrated excellent performance with comparable complexity. Further, the (2, 7)-regular GLDPC code could be considered for coding rates up to R = 0.287, while the (2, 6)-regular GLDPC code can only go up to R = 1/6.
Recall that in all cases (including those in Fig. 10 ) our proposed schemes have slightly larger rate and smaller block length; even so, large performance gains are reported. These results demonstrate the potential of the proposed design methodology: an inner GLDPC code optimized asymptotically for threshold and proportion of GC nodes, with finite length QC design based on eliminating problematic objects along with a relatively simple, off-the-shelf, hard-decision decoded outer code that cleans up the remaining errors. With such a performance gain, we believe our proposed design approach is a strong candidate for future URLLC standards.
VI. CONCLUSIONS
In this paper, we presented a novel coding scheme suited for applications such as 5G URLLC. The approach is based on combining an inner GLDPC code with a simple outer hard-decision decoded outer code (e.g., a BCH code). Asymptotically, the proportion of the GC nodes is optimized for threshold while, for good finite-length performance, the GLDPC code is constructed with a simple regular quasi-cyclic graph which is attractive for analysis and VLSI implementation. Our results demonstrate that we can achieve remarkable gains compared to existing schemes in the literature.
Throughout the paper, a (2, 6)-regular QC-GLDPC code, a (2, 7)-regular QC-GLDPC code, and a (2, 15)-regular GLDPC code were used as examples. With the first example, we demonstrate that significant performance gains with comparable complexities (w.r.t. the state-of-the-art) can be achieved at very low coding rates. For a (2, 15)-regular GLDPC code, we demonstrate that these gains can also be achieved at higher rates. The naive brute-force enumeration decoding of the (15, 11) component code results in a larger overall complexity than state-of-the-art competitors; however, we are confident that GLDPC ensembles with more favorable performance/complexity tradeoffs can be found using the design methodologies presented in this paper, including the use of lower complexity (sparser) ensembles combined with puncturing techniques.
APPENDIX A UPDATE RULES OF THE GC NODES FOR THE (6,3) SHORTENED HAMMING CODE
Let vector (p i0 , p i1 ) denote the probabilistic input message coming from the ith variable connected to the GC node, where p i0 + p i1 = 0 and index i, i = 1, 2, . . . , 6, corresponds to the ith position of the component code. Similarly, we denote by (p i0 ,p i1 ) the probabilistic output message extrinsic probabilities from the GC node to the ith variable node connected to it.
According to the (6,3) Hamming codebook in (9), we can check by enumeration that, for instance, we can computẽ p 10 andp 11 
which is decided by the biggest exponent of the subtrahend and the minuend using the log-sum expression. The expression in (13) can be easily generated for all output messages in the GC nodes as follows. Let C (6, 3) i,m denote the m-th bit of the i-th codeword, where C (6, 3) i,m is given in (9). Then we havẽ 
