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ABSTRACT
YUKI YAYAMA: Dimensions of compact invariant sets of some expanding maps
(Under the direction of Professor Karl E. Petersen)
In this dissertation, we study the Hausdorff dimension and measures of full Hausdorff
dimension for a compact invariant set of an expanding nonconformal map on the torus
given by an integer-valued diagonal matrix. The Hausdorff dimension of a “general
Sierpinski carpet” was found by McMullen and Bedford and the uniqueness of the measure
of full Hausdorff dimension in some cases was proved by Kenyon and Peres. We extend
these results by considering a general Sierpinski carpet represented by a shift of finite
type. Applying results of Ledrappier, Young, and Shin, we study the Hausdorff dimension
of such a general Sierpinski carpet for the case when there is a saturated compensation
function. We give some conditions under which a general Sierpinski carpet has a unique
measure of full Hausdorff dimension and study the properties of the unique measure.
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CHAPTER 1
Introduction
The Hausdorff dimensions of self-affine sets and measures of full Hausdorff dimension
have been sought by many people [10],[18],[25]. Hausdorff dimensions are used to mea-
sure the complexity of sets which are similar to Cantor sets.
Gatzouras and Peres [10] raised the following open problems:
Question 1: Let T be a continuous expanding map on a Riemannian manifold M .
Let K be a T -invariant compact subset of M . What is the Hausdorff dimension of K?
Is there an ergodic measure of full Hausdorff dimension? Is it unique? What are the
properties of the measure(s) of full Hausdorff dimension?
For the case whenK is a compact T -invariant subset of S1, where f(x) = bx mod 1, b >
1, b ∈ N, Furstenberg showed that
dimHK =
h(f |K)
log b
.
Therefore, by using the variational principle for topological entropy (see Section 2.1) and
the formula by Billingsley [4] that
dimHµ =
hµ(f)
log b
,
we see that there is an ergodic measure µ with µ(K) = 1 such that dimHK = dimHµ.
More generally, Ruelle [32] considered a C1+α(α > 0) conformal expanding map f on
a smooth Riemannian manifold and a repeller K for f and showed that the Hausdorff
dimension of K is the unique root of Bowen’s equation:
PK(−s log |df |) = 0.
Moreover,
dimHK =
hµ(f)∫
K
| log df |dµ = dimHµ,
where µ is the unique equilibrium state of the Ho¨lder continuous function −s log |df |.
Bedford [2] and McMullen [25] answered the questions on Hausdorff dimension in-
dependently for a non-conformal case. They found the Hausodorff dimension for a
compact invariant subset of a non-conformal expanding map of the torus by finding
a measure of full Hausdorff dimension which is Bernoulli. Fix m < l, where m, l are
positive integers greater than or equal to 2. Let T be the toral endomorphism given by
T (x, y) = (lx mod 1,my mod 1). They considered a compact T -invariant subset of the
torus which is called a “general Sierpinski carpet” by McMullen. We call this carpet an
“NC (noncomformal) carpet” in this thesis. By using a coding map constructed with a
Markov partition for T , one obtains a symbolic representation which is a full shift on
finitely many symbols. The following is a brief description of the set. At the first step,
draw (l − 1) vertical lines and (m− 1) horizontal lines in the unit square to get lm con-
gruent rectangles. Shade some of the rectangles in the square and erase the parts that
are not shaded. At the second step, in each shaded rectangle, draw again (l− 1) vertical
lines and (m − 1) horizontal lines to get lm congruent rectangles, and shade again the
corresponding (smaller) rectangles as in the first step. Erase parts that are not shaded
at this step. Repeating this process, we get a compact T -invariant set in the unit square
which we call an NC carpet. Suppose R is a set of rectangles chosen to be shaded at the
first step. McMullen [25] showed that the Hausdorff dimension of the set is given by
logm(
m−1∑
j=0
t
logl m
j ),
where tj is the number of members of R in the j the row in the unit square.
Using the Ledrappier-Young formula, which gives the Hausdorff dimension of an er-
godic measure in terms of the entropy of the measure and the entropy of the projection
of the measure to the space of leaves of the strong unstable foliation, and a Markov
partition, Gatzouras and Peres [10] reformulated the problems in geometry (Question 1)
as problems in symbolic dynamics:
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Question 2: Let X be a topologically mixing shift of finite type and let Y be a subshift
which is a factor of X. Let π : X → Y be the factor map. For each α ≥ 0, the weighted
entropy function φα : M(X) → R on the space of shift-invariant probability measures on
X is defined by
φα(µ) = hµ(σX) + αhπµ(σY ).
For each fixed α ≥ 0, consider all the ergodic shift-invariant measures µ on X which
maximize φα. Is there a unique measure which maximizes φα? What are the properties
of the measure(s) which maximize φα?
Here X is a symbolic representation of a compact T -invariant set, Y is a symbolic
representation of the space of leaves of the strong unstable foliation, and π is a factor
map that maps the measure µ on X to the projection of µ to Y (see Gatzouras and Peres
[10]). Note that for our noncomformal toral endomorphisms the strong and weak folia-
tions are given by the horizontal and vertical lines (circles) (see Kenyon and Peres[18]
and Ledrappier-Young formula in page 19). Shin [33] showed how to use compensation
functions to approach this problem.
Definition 2.1.30. [39] Let S : X → X, T : Y → Y be continuous maps of
compact metric spaces and π : X → Y be a continuous surjection with π ◦ S = T ◦ π. A
compensation function for (S, T, π) is a function F ∈ C(X) with
PX(S, F + φ ◦ π) = PY (T, φ) for all φ ∈ C(Y ),
where PX(S, ·) is the pressure of S and PY (T, ·) is the pressure of T . If π has a compen-
sation function of type G ◦ π ∈ C(X) with G ∈ C(Y ), we say that G ◦ π ∈ C(X) is a
saturated compensation function.
Shin characterized the measures that maximize φα when there is a saturated com-
pensation function for π.
Theorem 2.1.39. [33] Let X,Y be subshifts and let π : X → Y be a factor map.
Suppose π has a saturated compensation function G ◦ π. Then the set of all ergodic
3
shift-invariant measures µ on X which maximize φα is the set of equilibrium states of
(α/(α + 1))G ◦ π ∈ C(X).
Therefore, when there is a saturated compensation function, the question of find-
ing the ergodic measures of full Hausdorff dimension is reduced to that of finding the
equilibrium states of a constant multiple of the compensation function.
Thus we can ask first for conditions under which there is a saturated compensation
function. Some are known by Shin [34],[35].
Suppose now that there is a saturated compensation function G◦π for π. Then Ques-
tion 2 is restated as follows.
Question 3: Let X be a topologically mixing shift of finite type and let Y be a sub-
shift which is a factor of X. Denote by π the factor map. Is the equilibrium state
for (α/(α + 1))G ◦ π unique? What are the properties of the equilibrium states for
(α/(α + 1))G ◦ π?
Kenyon and Peres [18] showed that for an NC carpet there is a unique measure of full
Hausdorff dimension. They also showed that if T is a (linear) expanding endomorphism of
the d-dimensional torus which has integer eigenvalues, then for any T -invariant subset K
of the torus, there is a T -invariant ergodic measure of full Hausodrff dimension. Gatzouras
and Peres [11] studied the existence of ergodic measures of full Hausdorff dimension when
T has the form f(x1, x2) = (f1(x1), f2(x2)), where f1 and f2 are conformal expanding
maps. In particular, they proved that if T is a noncomformal expanding endomorphism
given by a diagonal matrix as on page 2, then
dimH(K) = sup
µ∈ERGf (K)
dimH(µ),
where ERGf (K) is the set of T -invariant ergodic measures supported by K.
In Chapters 3 and 4, we consider Questions 2 and 3 and give partial answers. We
generalize from the case of full shifts that has been studied so far to the case when X
and Y are topologically mixing shifts of finite type. In a variety of situations, we are
able to prove uniqueness of the equilibrium state, and thus uniqueness of the measure
of full Hausdorff dimension on the corresponding (further) generalized carpet. We call
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the carpet an SFT (shift of finite type)-NC carpet. We can also determine the Hausdorff
dimensions of the carpets and basic properties of the equilibrium states, such as whether
they are Gibbs or have Bernoullli natural extensions. Besides the results of Gatzouras-
Peres and Shin mentioned above, key ingredients of our approach are the work on grid
functions by Hofbauer [13], and Markley-Paul [24], and on functions in the Bowen class
by Walters [40], as well as on g-measures by Coelho and Quas [8]. Our positive theorems
narrow the possibilities for where an example of nonuniqueness of the measure of maximal
Hausdorff dimension might be found. Example 4.6.2, Example 4.6.4, and Example 4.15.4
do not satisfy the hypotheses of any of our theorems and hence are possible candidates or
at least indicate the kind of example that may have nonuniqueness. For Example 4.6.4,
neither the existence of a saturated compensation function nor the uniqueness for it is
not known.
We begin by considering, in Chapter 3, the case when the alphabet of Y has only two
symbols. Unless Y is trivial, there is a singleton clump, so we assume that π−1{1} = {1}.
By assuming certain conditions on the transition matrix of X and the growth rates of
fibers, we can prove the following result, which is part of our Main Theorem. (The
remaining parts of the Main Theorem provide similar conclusions in the cases when
h(XB) = 0 or h(XB) > 0 and B is irreducible.)
Main Theorem. Fix r = 3, 4, · · · . Let X ⊂ {1, 2, · · · , r}N be a topologically mixing
shift of finite type, Y = {1, 2}N or Y ⊂ {1, 2}N a shift of finite type, and π : X → Y a
one-block factor map such that π−1{1} = {1}. Let A be the transition matrix of X and
let B be the (r − 1) × (r − 1) submatrix of A corresponding to the indices 2, 3, · · · , r
(giving the transitions among the symbols in π−1{2}). Suppose that h(XB) > 0 and there
exists a > 1 such that the following two conditions hold:
(i) lim
n→∞
|π−1[12n−11]|
|π−1[12n1]| =
1
a
, and (ii) h(XB)(= lim sup
n→∞
ln |π−1[2n]|
n
) = ln a.
Then
(a) There exists a compensation function G ◦ π ∈ C(X) such that G ∈ C(Y ).
(b) For all 0 ≤ τ < 1, τG ◦ π has a unique equilibrium state.
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(c) If G ◦ π is a grid function (under added conditions, see Chapter 3 for more
details), then (σX , µ) is exact, and hence strongly mixing.
(d) The unique equilibrium state µ is Gibbs if and only if there exist K1, K2 > 0
such that
K1 ≤ a
n
|π−1[12n1]| ≤ K2
for all n ≥ 1.
(e) If the unique equilibrium state µ is Gibbs, then the natural extension of (σX , µ)
is isomorphic to a Bernoulli system.
We demonstrate particular SFT-NC carpets to which this theorem applies, finding
their Hausodrff dimensions, showing uniqueness of their measures of full Hausdorff di-
mension, and studying the properties of these measures. Our main examples in Chapter
3 are the first two examples in Chapter 3. In the first example, there is a saturated
compensation function in the Bowen class (a nice class for which uniqueness of the equi-
librium state is guaranteed). In the second example, a saturated compensation function
is not in the Bowen class, but it is a grid function as in [24]. We demonstrate in this
example (and in the Main Theorem) how a saturated compensation function which has
the form of a grid function helps to produce uniqueness of the equilibrium state.
In Chapter 4, we extend the results of Chapter 3 to the case when the alphabet of Y
has more than two symbols. The approach we use to establish uniqueness of the equilib-
rium state is again based on determining when a saturated compensation function is a grid
function or is in the Bowen class. Let B be the transition matrix of π−1{2, 3, · · · , k}. We
first state two results, depending on whether h(XB) = 0 (Theorem 4.2.1) or h(XB) > 0
(Theorem 4.7.1). Then we study another particular situation that is not covered by these
results, namely the case when the matrix B has a certain block form (Theorem 4.12.1).
This is a special case of a reducible matrix B.
Theorem 4.12.1. Let X ⊂ {1, a21, a22, · · · , a2r2 , a31, · · · , a3r3} be a topologically mixing
shift of finite type with positive entropy, Y = {1, 2, 3}N or Y ⊂ {1, 2, 3}N a shift of finite
type with positive entropy, and π : X → Y a one-block factor map such that π−1{1} =
{1}, and π−1{i} = {ai1, · · · , airi} for i = 2, 3. Suppose that 23 and 32 are allowable words
in Y . Let B2 be the submatrix of A corresponding to the indices a
2
1, · · · , a2r2 (giving the
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transitions among the symbols in π−1{2}) and let B3 he submatrix of A corresponding
to the indices a31, · · · , a3r3 (giving the transitions among the symbols in π−1{3}). Denote
by XB2 the shift of finite type determined by B2 and by XB3 the shift of finite type
determined by B3. Suppose (Bi)
n 6= 0 for all n, for each i = 2, 3.
(1) Suppose that for each i = 2, 3 there exists bi ≥ 1 such that
lim
n→∞
|π−1[1in−11]|
|π−1[1in1]| =
1
bi
,
and
h(XBi) = ln bi.
Then there exists a compensation function G ◦ π ∈ C(X) such that G ∈ C(Y ).
(2) Suppose in addition that bi > 1, i = 2, 3, and that there exist K1(i), K2(i) > 0
such that
K1(i) ≤ b
n
i
|π−1[1in1]| ≤ K2(i) for all n.
Then there is a G ∈ C(Y ) such that G ◦ π is a compensation function and
G ◦ π ∈ Bow(X, σ). Hence τG ◦ π ∈ Bow(X, σ) for all τ ∈ R.
Examples for which uniqueness of the equilibrium state for a saturated compensation
function is open are Example 4.6.2 and Example 4.15.4 in Chapter 4. A saturated
compensation function in Example 4.6.2 is not evidently a grid function, but it is the
sum of two grid functions. A saturated compensation function in Example 4.15.4 is not
in the Bowen class, but it is the sum of a grid function and a function in the Bowen class.
Finally, we consider the case when Y has more than 2 symbols and the matrix B is
reducible and does not have a block form given as in the hypothesis of Theorem 4.12.1.
Using properties of irreducible components of B, under some conditions (see below) a
saturated compensation function is guaranteed to be in the Bowen class.
Theorem 4.16.1. Fix k = 3, 4, · · · . LetX ⊂ {1, a21, a22, · · · , a2r2 , a31, · · · , a3r3 , · · · ak1, · · · ,
akrk}N be a topologically mixing shift of finite type with positive entropy, Y = {1, 2, · · · , k}N
or Y ⊂ {1, 2, · · · , k}N a shift of finite type with positive entropy, and π : X → Y a one-
block factor map such that π−1{1} = {1}, and π−1{i} = {ai1, · · · , airi} for 2 ≤ i ≤ k.
Let B be the submatrix of A corresponding to the indices a21, · · · , akrk (giving the tran-
sitions among symbols in π−1{2, · · · , k}). Suppose B is reducible. For 2 ≤ i ≤ k, let
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Bi−1 be the transition matrix for the shift of finite type on symbols in π
−1{i}. Suppose
B1, B2, · · · , Bk−1 are the irreducible components of B. Assume that each Bi is primitive
or Bi = [0] for each i. Then there exists a saturated compensation function G◦π ∈ C(X)
such that G ∈ C(Y ) and, for all τ ∈ R, τG ◦ π ∈ Bow(X, σ).
Theorem 4.16.1 is still valid for the case when all members of two distinct communi-
cating classes are mapped to the same symbol, as long as the corresponding irreducible
matrices have the same maximum eigenvalues or one of the corresponding irreducible
matrices has either [0] or [1].
Finally, in Chapter 5, we list some questions and possible directions for future work
suggested by the foregoing, such as the fundamental question on nonuniqueness of mea-
sures of full Hausdorff dimension, a question on other expanding maps on the torus
(in particular, maps given by non-diagonal integer-valued matrices), and a question on
Hausdorff dimensions of SFT-NC sponges (NC carpets on an n-dimensional torus).
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CHAPTER 2
Background
2.1. Definitions and Theorems
In this section, we review definitions and theorems that will be used later. For details,
see [5], [9], [17], [19], and [38].
Let {1, 2, · · · , n} be a finite set. Let Σ+n = {1, 2, · · · , n}N be the set of infinite one-
sided sequences of symbols in {1, 2, · · · , n}. Let Σn = {1, 2, 3. · · · , n}Z be the set of
infinite two-sided sequences of symbols in {1, 2, · · · , n}. Let N(x, y) = max{m : xi =
yi for |i| < m}. We define a metric on Σ+n and Σn by
d(x, y) =


(1
2
)N(x,y) if x 6= y
0 otherwise .
Then Σ+n and Σn are both compact metric spaces. A word or block w = w1w2 · · ·wl of
length l is a sequence of symbols in {1, 2, · · ·n} of finite length l. Using a word w of
length l in Σ+n or Σn, a cylinder set is defined by
t[w1w2 · · ·wl] = {x : xt = w1, · · · , xt+l−1 = wl}.
The shift maps σ : Σ+n → Σ+n and σ : Σn → Σn are defined by (σ(x))i = xi+1 for all
i. The dynamical system (Σ+n , σ) is called the one-sided full shift on n symbols, and the
dynamical system (Σn, σ) is called the two-sided full shift on n symbols. We call a closed
shift-invariant subset of a full shift a subshift. Let (X, σ) be the one-sided full shift on n
symbols. Given an n× n matrix A with entries 0 or 1, define
XA = {(xk)k∈N∪{0} ∈
∞∏
k=0
{1, 2, · · ·n} : Axk,xk+1 = 1}.
A shift of finite type is any such subshift XA together with the restriction of the shift
map. Similarly, we define a shift of finite type (XA, σ), for a two-sided full shift (X, σ).
A is called the transition matrix for X. We associate with A and XA the directed graph
GA and whose vertex set is {1, 2, · · · , n} for which there is an edge from i to j if and
only if Aij = 1. A shift of finite type X is irreducible if for each i, j there is an n(i, j)
such that A
n(i,j)
i.j > 0. X is a topologically mixing shift of finite type if and only if there
exists p > 0 such that Ap > 0. Fix an index i and let p(i) = gcd{k : (Ak)ii > 0}. Then
p(i) is called the period of index i. When A is irreducible, the period of every index is
the same and it is called the period of A. If a matrix has period one, it is called aperiodic.
A matrix is called primitive if it is irreducible and aperiodic.
If X is a compact metric space and T : X → X is a homeomorphism, let M(X,T )
denote the space of all T -invariant Borel probability measures on X. For each µ ∈
M(X,T ), hµ(T ) denotes the measure-theoretic entropy of T with respect to µ.
Definition 2.1.1. Let E be a subset of a metric space X. Define for s ≥ 0 and δ > 0
Hsδ (E) = inf{
∞∑
i=1
|Ui|s : E ⊂ ∪∞i=1Ui diam Ui ≤ δ, each Ui is open in X.}.
Then define
Hs(E) = lim
δ→0
Hsδ (E).
The Hausdorff dimension of a set E is defined as
dimH(E) = inf{s : Hs(E) = 0}.
Definition 2.1.2. The Hausdorff dimension of a Borel probability measure µ on a
metric space X is defined by
dimH(µ) = inf{dimH B : B is a Borel set with µ(B) = 1}.
We refer to a measure µ with dimH(µ) = dimH X as a measure of full Hausdorff dimension
for X.
We next review the definitions of the pressure functional. They can be given by using
open sets, spanning sets, or separated sets. Here we give the definitions of pressure in
terms of spanning sets and separated sets.
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Let T : X → X be a continuous map on a compact metric space. Let C(X) be
the space of real-valued continuous functions on X. For f ∈ C(X) and n ≥ 1, let
Snf(x) =
∑n−1
k=0 f(T
k(x)).
Definition 2.1.3. For each n = 1, 2, · · · , define the metric dn on X by
dn(x, y) = max
0≤i≤n−1
d(T i(x), T i(y)).
Let n be a natural number, ǫ > 0. A subset F of X is said to an (n, ǫ)-spanning set if
for all x ∈ X there exists y ∈ F with dn(x, y) ≤ ǫ.
Definition 2.1.4. For f ∈ C(X), n ≥ 1 and ǫ > 0 put
Qn(T, f, ǫ) = inf{
∑
x∈F
e(Snf)(x)|F is an (n, ǫ)-spanning set for X}.
Definition 2.1.5. For f ∈ C(X) and ǫ > 0, put
Q(T, f, ǫ) = lim sup
n→∞
1
n
lnQn(T, f, ǫ).
Definition 2.1.6. For f ∈ C(X), let P (T, f) denote limǫ→0 Q(T, f, ǫ). P (T, f) is
called the pressure of f , and f is called the potential function.
Definition 2.1.7. The map P (T, ·) : C(X) → R ∪ {∞} defined above is called the
topological pressure of T .
We note that P (T, 0) = h(T ), the topological entropy of T . We can also obtain the
definition of pressure by using separated sets.
Definition 2.1.8. Let dn be as in Definition 2.1.3. Let n be a natural number,
ǫ > 0. A subset E of X is said to be an (n, ǫ)-separated set if x, y ∈ E, x 6= y, implies
dn(x, y) > ǫ.
Definition 2.1.9. For f ∈ C(X), n ≥ 1 and ǫ > 0 put
Pn(T, f, ǫ) = sup{
∑
x∈E
e(Snf)(x)|E is an (n, ǫ)-separated subset of X}.
Definition 2.1.10. For f ∈ C(X) and ǫ > 0, put
P (T, f, ǫ) = lim sup
n→∞
1
n
lnPn(T, f, ǫ).
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Proposition 2.1.11. If f ∈ C(X), then P (T, f) = limǫ→0 P (T, f, ǫ).
Let Σ+r be the one-sided full shift with r symbols. Let X ⊂ Σ+r be a subshift, and let
f ∈ C(X). For each n ≥ 1 and y ∈ X, let Snf(y) =
∑n−1
i=0 f(σ
iy). Then the topological
pressure P (T, f) has the following form.
Proposition 2.1.12. Let (X, σ) be a subshift. The for each f ∈ C(X),
P (f) = lim
n→∞
ln(
∑
x0x1···xn−1
exp(supSnf(y))),
where the supremum is taken over all y ∈ 0[x0 · · ·xn−1] = {y ∈ X : yi = xi, 0 ≤ i ≤ n−1}.
The following theorem characterizes the pressure function.
Theorem 2.1.13. (Variational Principle for Pressure) Let T : X → X be a
continuous map on a compact metric space X and let f ∈ C(X). Then the topological
pressure P of T is given by
P (T, f) = sup{hµ(T ) +
∫
fdµ|µ ∈M(X,T )}.
Definition 2.1.14. Let T : X → X be a continuous map on a compact metric space
X and let f ∈ C(X). A member µ of M(X,T ) is called an equilibrium state for f if
P (T, f) = hµ(T ) +
∫
fdµ.
Conditions under which a potential function has a unique equilibrium state and the
properties of the unique equilibrium states have been studied by many people [8], [14],
[40]. Following are conditions for uniqueness of the equilibrium state and classes of
functions that are known to have unique equilibrium states.
Definition 2.1.15. Let (X, σ) be a one-sided shift of finite type. For each f ∈ C(X),
we define the Perron-Frobenius operator Lf : C(X) → C(X), φ→ Lfφ, by
Lfφ(x) =
∑
y∈σ−1x
ef(y)φ(y).
Definition 2.1.16. Let (X, σ) be a one-sided shift of finite type. We say that f ∈
C(X) satisfies the RPF condition if there are λ > 0, h ∈ C(X) with h > 0, and
ν ∈M(X, σ) for which Lfh = λh, L∗fν = λν, ν(h) = 1, and
lim
n→∞
||λ−mLmf φ− ν(φ)h||∞ = 0
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for all φ ∈ C(X). The measure µ defined by µ(φ) = ν(hφ) is called RPF measure.
Theorem 2.1.17. [13] Let (X, σ) be a one-sided shift of finite type and suppose that
f ∈ C(X) satisfies the RPF condition. Then µ = νh is the unique equilibrium state for
f.
Definition 2.1.18. Let (X, σ) be a topologically mixing one-sided shift of finite type
and let f ∈ C(X). A Borel probability measure µ on X is called a (Bowen) Gibbs measure
(corresponding to f) if there are C1, C2 > 0 and P > 0 such that
C1 ≤ µ0[x0x1 · · · xn−1]
exp(−Pn+ Snf(x)) ≤ C2
for every x ∈ X and n ≥ 1.
Definition 2.1.19. Let (X, σ) be a one-sided shift of finite type. For f ∈ C(X) and
n = 1, 2, · · · , we define varng by
varn(f) = sup{|f(x)− f(y)| : x, y ∈ X, xi = yi for all 0 ≤ i ≤ n− 1}.
Definition 2.1.20. Let (X, σ) be a one-sided shift of finite type. We say that f ∈
C(X) has summable variation if
∑∞
n=1 varn(f) <∞.
It is known that if f has summable variation, then it satisfies the RPF condition and
hence it has a unique equilibrium state, and, moreover, the unique equilibrium state is
(Bowen) Gibbs [5]. Walters [40] showed that there is a slightly larger class of functions
that have a unique equilibrium state.
Definition 2.1.21. Let (X, σ) be a one-sided shift of finite type. Bow(X, σ) is
defined by
Bow(X, σ) = {f ∈ C(X) : sup
n≥1
varn(Snf) <∞}.
We observe that if f ∈ C(X) has summable variation, then f ∈ Bow(X, σ).
Theorem 2.1.22. [40] Let (X, σ) be a one-sided topologically mixing shift of finite
type. If f ∈ Bow(X, σ), then f has a unique equilibrium state µ, and the natural
extension of (X, σ, µ) is measure-theoretically isomorphic to a Bernoulli system.
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By Theorem 1.14 in [40], the unique measure above in Theorem 2.1.22 satisfies the
RPF condition.
The concept of g-measure was introduced by Keane [16]. Conditions for uniqueness
of g-measures have been studied by many people: see for example, [8],[14],[37].
Definition 2.1.23. Let (Σ+n , σ) be the one-sided full shift on n symbols. The func-
tion g is called a g-function if g is a continuous function from Σ+n to (0, 1) such that∑n−1
i=0 g(ix) = 1.
Definition 2.1.24. Let (X, σ) be a one-sided shift of finite type. Let
G = {g ∈ C(X) : g(x) > 0 for all x ∈ X and
∑
y∈σ−1x
g(y) = 1 for all x ∈ X}.
If g ∈ G, then µ ∈M(X, σ) is called a g-measure if L∗log gµ = µ.
Coelho and Quas [8] gave conditions for g-measures to be unique and to have the
Bernoulli property.
Theorem 2.1.25. [8] Let (Σ+n , σ) be the one-sided full shift with n symbols. Suppose
g is a continuous function from Σ+n to (0,1). For each i = 1, 2, · · · , let ai = (n/2) vari(g).
Suppose that there is r ≥ 1 such that
∞∑
k=r
k∏
i=r
(1− ai) = ∞.
Then there is a unique g-measure µg, and (Σ
+
n , σ, µg) has a Bernoulli natural extension.
We note that Theorem 2.1.25 remains true in the case of shifts of finite type. We
will apply Theorem 2.1.25 to Example 3.14.2 in Chapter 3. Note that Example 3.14.2
satisfies the hypothesis of Theorem 2.1.25.
Hofbauer [13] gave conditions for uniqueness (and nonuniqueness) of equilibrium
states for some special kinds of potential functions. Markley and Paul [24] extended his
ideas, introducing some generalizations that they called grid functions. They considered
conditions for such functions to have unique equilibrium states.
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Definition 2.1.26. Let (X, d) be a metric space. Let Y be the set of nonempty,
closed, bounded subsets of X. Define the Hausdorff metric on Y as
dH(A,B) = max{sup
x∈A
inf
y∈B
d(x, y), sup
y∈B
inf
x∈A
d(x, y)}.
Then (Y, dH) is a complete metric space.
Definition 2.1.27. [24] Let (X, σ) be a subshift of (Σn, σ), the two-sided full shift
with n symbols. Consider a partition P = {ρ(X),M0,M1, · · · } of the one-sided full shift
Σ+n satisfying the following conditions:
(a) ρ(X) = {x ∈ Σ+n : there exists w ∈ X with x = w0w1w2 · · · }.
(b) Each Mn is closed and open for n = 0, 1, 2 · · · .
(c) limn→∞Mn = ρ(X), where the limit is taken with respect to the Hausdorff metric on
the closed subsets of Σ+n .
(d) There exists K0 ∈ N such that if 0[B] is any cylinder set defined by a block B whose
length is larger than K0 and such that 0[B]∩ ρ(X) 6= ∅, then there exists j(B) such that
0[B] ⊂Mj(B).
(e) For each positive integer s, there is a length l0(s) > K0 such that j(B) ≥ s whenever
B = B′bl = b0b1 · · · bl−1bl is a block with l ≥ l0(s), 0[B]∩ ρ(X) = ∅ and 0[B′]∩ ρ(X) 6= ∅.
Now consider
G(X,P) = {g =
∞∑
n=0
anχMn : lim
n→∞
an = 0} ⊂ C(Σ+n ).
We call G(X,P) the set of grid functions associated with (X, σ) and the partition P.
For example, define G : {1, 2}N → R by
G(y) =


1/n if y ∈ [2n1], n ≥ 1
0 if y ∈ [1] ∪ {2∞}.
Let M0 = [1] and Mn = [2
n1] if n ≥ 1, and let X = {2∞}. Then ρ(X) = {2∞}, and
P = {ρ(X),M0,M1, · · · } is a partition of {1, 2}N. G is a grid function associated with
(X, σ) and the partition P.
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Theorem 2.1.28. [24] Suppose g ∈ G(X,P). Then g satisfies the RPF condition if
and only if P (g) > h(X). If P (g) > h(X), then the unique equilibrium state for g is νh,
where ν and h are as in Definition 2.1.16.
If (X, σ) is a one-sided topologically mixing shift of finite type and f : X → R is a
continuous function, then the dual operator L∗f always has a probability measure ν as
an eigenvector corresponding to a positive eigenvalue. Therefore Proposition 2.2 in [24]
is still valid when X is a topologically mixing shift of finite type. Hence we note that
Theorem 2.1.28 and Theorem 2.1.29 (below) remain valid in the case of topologically
mixing shifts of finite type.
Markley and Paul in [24] also gave some properties of the function h defined in
Definition 2.1.16.
Theorem 2.1.29. [24] Suppose g ∈ G(X,P) and P (g) > h(X). Then h is constant
on any cylinder set C whose length is larger than K0 and such that C ∩ ρ(X) = ∅, where
K0 is as in Definition 2.1.27.
We now introduce the definition of compensation functions. Boyle and Tuncel [6]
introduced the concept, and Walters developed its properties [39]. Compensation func-
tions are related to relative pressure, which was introduced in [21], and studied further
in [39], in relation to compensation functions.
Let S : X → X, T : Y → Y be continuous maps on compact metric spaces. Let
π : (X,S) → (Y, T ) be a continuous surjection with π ◦ S = T ◦ π. Then the map π is
called a factor map. Denote by PX(S, ·) and PY (T, ·) the topological pressure functionals
of S and T, respectively.
Definition 2.1.30. A compensation function for (S, T, π) is a function F ∈ C(X)
with
PX(S, F + φ ◦ π) = PY (T, φ) for all φ ∈ C(Y ).
If π has a compensation function of type G ◦ π ∈ C(X) with G ∈ C(Y ), we say that
G ◦ π is a saturated compensation function.
Now we define relative pressure.
16
Definition 2.1.31. For y ∈ Y , let
Pn(S, π, f, δ)(y) = sup{
∑
x∈E
e(Snf)(x)|E is an (n, δ)-separated set and E ⊂ π−1(y)}.
Let
P (S, π, f)(y) = lim
δ→0
lim sup
n→∞
1
n
lnPn(S, π, f, δ)(y).
We call P (S, π, f)(y) the relative pressure of f over y ∈ Y .
We remark that P (S, π, f)(y) can be defined by using open sets or spanning sets as
in the definition of pressure (see [39]). Continuing to consider a factor map π : (X,S) →
(Y, T ) as above, for each µ ∈M(X,S), define its relative entropy over (Y, T ) to be
hµ(S|T ) = hµ(S)− hµ◦π−1(T ).
(This can also be defined in terms of fiber measures-see [30].) The following result was
shown in [21].
Theorem 2.1.32. (Relative Variational Principle) P (S, π, f) : Y → R is Borel
measurable for all f ∈ C(X), and for each m ∈M(Y, T ) and f ∈ C(X),∫
P (s, π, f)dm = sup{hµ(S|T ) +
∫
fdµ|µ ∈M(X,S) and µ ◦ π−1 = m}.
Let (X, σX) and (Y, σY ) be both one-sided subshifts or both two-sided subshifts. The
following theorems characterize compensation functions.
Theorem 2.1.33. [39] Let (X, σX), (Y, σY ) be subshifts, and let π be a factor map.
For F ∈ C(X), the following conditions are equivalent.
(i) F is a compensation function.
(ii)
∫
P (σX , π, F )dm = 0 for all m ∈M(Y, σY ).
Theorem 2.1.34. [39] Let (X, σX), (Y, σY ) be subshifts, and let π be a factor map.
For each n ≥ 1 and y ∈ Y , let Dn(y) consist of one point from each nonempty set
π−1(y) ∩ 0[i0i1 · · · in−1]. Then for all f ∈ C(X),
P (S, π, f)(y) = lim sup
n→∞
1
n
ln(
∑
x∈Dn(y)
e(Snf)(x)).
Petersen and Shin [31] gave a finite-range definition of the relative pressure function
that is different from Definition 2.1.31 and gave some properties of the relative pressure.
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Definition 2.1.35. [31] (X, σX), (Y, σY ) be subshifts, and let π be a factor map.
Let Dn(y) be defined as in Theorem 2.1.34. Let Bn(X) denote the set of n blocks in X,
and B(X) = ∪nBn(X). For a potential function f, define a block map F : B2(X) → R
by F (b0b1) = exp(f(x)) for any x ∈ [b0b1]. For a block B = b1 · · · bn ∈ B(X), define
sf (B) = F (b1b2)F (b2b3) · · ·F (bn−1bn),
and for a block w ∈ B(Y ), define Sf (w) = ΣBsf (B), where the sum is taken over all
B ∈ B(X) that are mapped to w by π. Define
P (S, π, f)(y) = lim sup
n→∞
1
n
ln(
∑
x∈Dn(y)
sf (x0x1 · · ·xn−1)).
Theorem 2.1.36. [31] Let (X, σX), (Y, σY ) be subshifts, and let π be a factor map.
For each n = 1, 2, · · · and y ∈ Y , denote by Fn(y) a set consisting of exactly one point
from each nonempty cylinder [x0 · · ·xn−1] ⊂ π−1[y0 · · · yn−1]. Then, for each f ∈ C(X),
P (S, π, f)(y) = lim sup
n→∞
1
n
ln(
∑
x∈Fn(y)
e(Snf)(x))
almost everywhere with respect to every invariant measure on Y .
The following corollary of Theorem 2.1.33 is immediate by Theorem 2.1.34, if we let
f = G ◦ π.
Corollary 2.1.37. [34] Let (X, σX), (Y, σY ) be subshifts, and let π be a factor map.
Let G ∈ C(Y ) and SnG(y) =
∑n−1
i=0 G(σ
n
Y (y)). Then G ◦π is a compensation function for
π if and only if ∫
Y
lim sup
n→∞
1
n
[ln(eSnG(y) · |Dn(y)|)]dν = 0
for all ν ∈M(Y, T ).
We will study some compact invariant sets to see whether they have unique measures
of full Hausdorff dimension. The following definitions and theorems have key roles in
helping to solve the problem.
Definition 2.1.38. [28] Let X be a compact metric space and f : X → X be
an expanding map. A Markov partition for an expanding map f is a finite cover R =
{R1, · · · , Rt} of X by members such that:
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(1) each rectangle Ri is the closure of its interior int Ri,
(2) int Ri∩ int Rj 6= ∅ unless i = j,
(3) each f(Ri) is a union of rectangles Rj.
Theorem 2.1.39. [18] (Ledrappier-Young formula) Let m < l, where m, l are
positive integers greater than or equal to 2. Let S be the endomorphism of the 2-torus
X given by S(x, y) = (lx mod 1,my mod 1). Let µ be an ergodic S-invariant measure
on X. Let π be the projection of X onto the y-axis Y (≃ S1), let T be the map defined
on Y by Ty = my mod 1, and let πµ = µπ−1. Then
dimH µ =
1
log l
hµ(S) + (
1
logm
− 1
log l
)hπµ(T ).
Theorem 2.1.40. [33] Let (X, σX), (Y, σY ) be subshifts and let π be a factor map.
Suppose that π has a saturated compensation function G ◦ π,G ∈ C(Y ). For α ≥ 0, let
Kα be the set of all ergodic shift-invariant measures µ on X which maximize
φα(µ) = hµ(σX) + αhπµ(σY ).
Then for each α ≥ 0, Kα is the set of equilibrium states of (α/(α + 1))G ◦ π ∈ C(X).
Theorem 2.1.41. (Perron-Frobenius Theorem)[23] Let A be an irreducible and
aperiodic matrix with maximum eigenvalue λ. Let v, w be right, left Perron eigenvectors
for A, i.e., vectors v, w > 0 such that Av = λv, wA = λw, and normalized so that
w · v = 1. Then
(An)ij = (viwj + ǫij(n))λ
n,
where ǫij(n) → 0 as n→∞.
Definition 2.1.42. [23] Let (X, σ) be a shift of finite type on a set S of finitely
many symbols. For i, j ∈ S, we say that i communicates with j if there is a path in the
graph GA (see page 10) from i to j and also a path from j to i, and thus i · · · j and j · · · i
are allowable words. Communication is an equivalence relation, and members of S are
partitioned into communicating classes.
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2.2. NC carpets and SFT-NC carpets
In this section, we will define NC carpets and SFT-NC carpets in the 2-torus which are
both compact invariant sets of non-conformal endomorphisms. We then give a formula
for the Hausdorff dimensions of carpets for which a saturated compensation exists (when
they are represented in symbolic dynamics as in Question 2 in the Introduction).
Fix two positive integers l and m, l > m ≥ 2. Let T be the endomorphism of the
torus T2 = R2/Z2 given by T (x, y) = (lx mod 1,my mod 1). Let P = {[ i
l
, i+1
l
]× [ j
m
, j+1
m
] :
0 ≤ i ≤ l − 1, 0 ≤ j ≤ m − 1} be the natural Markov partition (see page 18) for T.
Label [ i
l
, i+1
l
] × [ j
m
, j+1
m
] by the symbol (i, j). Using this partition, we form a symbolic
representation of the map T on the torus as follows. Define (Σ+lm, σ) to be the full shift
on lm symbols, {(i, j) : 0 ≤ i ≤ l − 1, 0 ≤ j ≤ m− 1}. This is the full shift given by the
Markov partition. Consider the coding map χ : Σ+lm → T 2, defined by
χ({xk, yk}∞k=1) = (
∞∑
k=1
xk
lk
,
∞∑
k=1
yk
mk
).
Let σ : Σ+lm → Σ+lm be the usual shift map. Then (Σ+lm, σ) is called a symbolic representa-
tion of (T2, T ). Let R = {(a1, b1), (a2, b2), · · · , (ar, br)} be a subalphabet of the symbols
of P. The NC carpet K(T,R) is defined by
K(T,R) = {(
∞∑
k=1
xk
lk
,
∞∑
k=1
yk
mk
) : (xk, yk) ∈ R}.
Then K(T,R) is a compact T -invariant subset of the torus. McMullen showed in [25] by
finding a Bernoulli measure of full Hausdorff dimension that
(2.1) dimHK(T,R) = logm(
m−1∑
j=0
t
logl m
j ),
where tj is the number of those i for which (i, j) ∈ R. It was shown by Kenyon and
Peres [18] that there is a unique measure of full Hausdorff dimension on K(T,R).
Next we define an SFT-NC carpet. Denote by A a transition matrix among the
members of R, that is, A is a matrix with rows and columns indexed by R and entries 0
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or 1. Then the SFT-NC carpet K(T,R,A) is defined by
K(T,R,A) = {(
∞∑
k=0
xk
lk+1
,
∞∑
k=0
yk
mk+1
) : (xk, yk) ∈ R,
A(xk,yk)(xk+1,yk+1) = 1 for all nonnegative integers k}.
This is also a compact T -invariant subset of the torus. Note that if A has 1 in all its
entries, then the symbolic representation of K(T,R,A) is the full shift on r symbols.
The followings are our questions from the Introduction:
(1) What is the Hausdorff dimension of an SFT-NC carpet?
(2) Is the measure of full Hausdorff dimension unique?
(3) What are the properties of the measures of full Hausdorff dimension?
Let T,R,A,K(T,R,A) be defined as above. Let X = Σ+A and let π : X → Y be
the factor map determined by the 1-block map π(xk, yk) = yk. Let Y = π(X). Using the
coding map (see page 20) and the Ledrappier-Young formula (see page 19), we can obtain
a formula for the Hausdorff dimension of an SFT-NC carpet when there is a saturated
compensation function for π. The following are corollaries of Theorem 2.1.40 of Shin and
the Ledrappier-Young formula.
Corollary 2.2.1. Suppose there is a saturated compensation function G ◦ π ∈
C(X), G ∈ C(Y ). Then the Hausdorff dimension of the SFT-NC carpet K(T,R,A) is
given by
dimH K(T,R,A) =
P ((α/(α + 1))G ◦ π)
logm
.
Suppose in addition that the saturated compensation function satisfies the RPF condition
(see page 13). Let λ be the eigenvalue of the Perron-Frobenius operator defined as in
Definition 2.1.16. Then
dimH K(T,R,A) = logm λ.
Proof. Let µ be an ergodic T -invariant measure on K(T,R,A). Then, using the natural
coding map (see page 20), there is a measure µ¯ on X that is mapped to µ. Since the
coding map is bounded to one (see [26]), using the Ledrappier-Young formula, we get
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dimHµ =
1
log l
hµ(T ) + (
1
logm
− 1
log l
)hπµ(y → my)
=
1
log l
[hµ¯(σX) + (logm l − 1)hπµ¯(σY )].
By hypothesis, there is a saturated compensation function for π. Therefore, by the proof
of Theorem 2.1.40 [33], we have
PX(
α
α + 1
G ◦ π) = 1
α + 1
sup
µ∈M(X)
{hµ(σX) + αhπµ(σY )}.
Letting α = logm l − 1, we get
dimH K(T,R,A) = sup
µ∈M(K(T,R,A))
dimH µ (see [11])
=
1
log l
sup
µ¯∈M(X)
{hµ¯(σX) + (logm l − 1)hπµ¯(σY )}
=
1
log l
(α + 1)P (
α
α + 1
G ◦ π)
=
P ((α/(α + 1))G ◦ π)
logm
.
This proves the first part.
For the second part, it is enough to show
P (
α
α + 1
G ◦ π) = log λ.
Let ϕ = (α/(α+ 1))G ◦ π. Since (α/(α+ 1))G ◦ π satisfies the RPF condition, there are
λ > 0, h ∈ C(X) with h > 0, and ν ∈M(X, σ) for which Lϕh = λh, L∗ϕν = λν, ν(h) = 1,
and
lim
n→∞
||λ−mLmϕ φ− ν(f)h||∞ = 0 for all f ∈ C(X).
By [13], the unique equilibrium state µ for ϕ is µ = νh. If we let
ϕ¯ = (α/(α + 1))G ◦ π + log h− log h ◦ σ − log λ,
then µ is the g-measure for g = eϕ¯ [13]. Using the same arguments as in the proof of
Corollary 3.3 (i) [37], we get P ((α/(α + 1))G ◦ π) = log λ. ¤
Next we will put McMullen’s result on Hausdorff dimension into our general frame-
work, showing how it can be recovered by using the Ledrappier-Young formula and
Theorem 2.1.40 of Shin. Recall that K(T,R) is an NC carpet (see page 20).
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Corollary 2.2.2. [25] The Hausdorff dimension for K(T,R) is given by formula
(2.1).
Proof. We first find a saturated compensation function G ◦ π. Note that in this case the
matrixA has 1 in all its entries. Relabel the members ofR so that there are k, 1 ≤ k ≤ r =
(|R|), c1, c2, · · · , ck, 1 ≤ ci ≤ r for each i = 1, · · · , k, and b˜1, b˜2, · · · , b˜k ∈ {0, 1, · · · ,m−1}
such that
π(ai, bi) = b˜1 for all 1 ≤ i ≤ c1,
π(ai, bi) = b˜2 for all c1 + 1 ≤ i ≤ c1 + c2,
...
π(ai, bi) = b˜k for all
k−1∑
j=1
cj + 1 ≤ i ≤
k∑
j=1
cj.
Clearly,
∑k
j=1 cj = r and |π−1(b˜i)| = ci. For each y ∈ Y , let li = the number of b˜i in
y0y1y2 . . . yn−1. Then |π−1[y0y1y2 . . . yn−1]| = c1l1c2l2 . . . cklk . Define
G(y) = − ln ci if y0 = b˜i for 1 ≤ i ≤ k.
Then
(G ◦ π)(x) =


− ln c1 if x0 ∈ {(a1, b1), (a2, b2), · · · , (ac1 , bc1)}
− ln c2 if x0 ∈ {(ac1+1, bc1+1), (ac1+2, bc1+2), · · · , (ac1+c2 , bc1+c2)}
...
− ln ck if x0 ∈ {(ac1+c2+···+ck−1+1, bc1+c2+···+ck−1+1), · · · ,
(ac1+c2+···+ck , bc1+c2+···+ck)}.
We can easily check, using Theorem 4.5 in [39], that G◦π is a saturated compensation
function for π. Since (α/(α+ 1))G ◦ π is locally constant, where α = logml− 1, it has a
unique equilibrium state µ which is Markov. The stochastic matrix P for µ is found by
similar arguments as in [26]. This gives us
hµ(T ) = −
k∑
i=1
c
1/(α+1)
i
β
log
c
−α/(α+1)
i
β
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and ∫
G ◦ πdµ =
k∑
i=1
c1/(α+1)
β
log c−1i ,
where β =
∑k
i=1 c
1/(α+1)
i . Therefore,
dimHµ =
P ((α/(α + 1))G ◦ π)
logm
=
hµ(T ) + (α/(α + 1))
∫
G ◦ πdµ
logm
=
log(
∑k
i=1 ci
log lm)
logm
.
This agrees with McMullen’s result (2.1).
¤
We will give partial answers to the second and third questions beginning on page 56
in Chapter 3.
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CHAPTER 3
The Main Theorem
3.1. Statement of the Main Theorem
Let X ⊂ {1, 2, · · · , r}N, Y ⊂ {1, 2}N be shifts of finite type, and let π : X → Y be
a one-block factor map. In this chapter, we first state the Main Theorem. In short, it
says that if the topological entropy of the shift of finite type on symbols in π−1{2} is
given by ln a for some a ≥ 1, and the growth rate of the number of cylinder sets of π−1 of
the cylinder sets [12n1] is given by 1/a, then there is a saturated compensation function
which has a unique equilibrium state. Consequently, the corresponding SFT-NC carpet
(see page 21) has a unique measure of full Hausdorff dimension. In addition, we obtain
properties of the unique measure, such as the Gibbs property and the Bernoulli property.
We give the proof of the Main Theorem and then present examples that illustrate the
theorem starting on page 56. We will consider the extensions of the Main Theorem to
the case when Y has more than two symbols in Chapter 4.
In this section we will employ the following convention.
Convention: For a block W of length k on {1, 2}N, we define |π−1W | by the num-
ber of blocks of length k in X mapped to W under π. We define |π−1[12n1]| = 1 if
π−1[12n1] = ∅. This is because then we may write |π−1[12n−11]|/|π−1[12n1]| = 1 for
π−1[12n−11] = π−1[12n1] = ∅, and it works well when we define the compensation func-
tion G : Y → R.
For the main theorem we will need the following additional hypothesis.
Condition [C]
Let M¯n = π
−1[2n1] for n ≥ 1 and Z¯ = π−1{2∞}.
(1) Z¯ is a shift of finite type such that if T is the transition matrix of Z¯, ΣT is the
two-sided shift of finite type on {2, · · · , r}Z determined by T , and ΣT |+ is the projection
of ΣT to a one-sided subshift, then ΣT |+ = Z¯.
(2) limn→∞ M¯n = Z¯, where the limit is taken in the Hausdorff metric.
Main Theorem. Fix r = 3, 4, · · · . Let X ⊂ {1, 2, · · · , r}N be a topologically mixing
shift of finite type with positive entropy, Y = {1, 2}N or Y ⊂ {1, 2}N a shift of finite type
with positive entropy, and π : X → Y a one-block factor map such that π−1{1} = {1}.
Let A be the transition matrix of X and let B be the (r − 1) × (r − 1) submatrix of
A corresponding to the indices 2, 3, · · · r (giving the transitions among the symbols in
π−1{2}). Denote by XB the shift of finite type determined by B. Let 0 ≤ τ < 1.
(I) Suppose that h(XB) = 0.
1. Suppose that there is n ≥ 1 such that Bn = 0. Then there is a compensation
function which is locally constant.
2. Suppose for every n that Bn 6= 0 and that the following two conditions hold:
(i)
lim
n→∞
|π−1[12n−11]|
|π−1[12n1]| = 1.
(ii)
h(XB) = lim
n→∞
ln |π−1[2n]|
n
= 0.
Then
(a) There exists a compensation function G ◦ π ∈ C(X) such that G ∈
C(Y ).
(b) τG ◦ π has a unique equilibrium state µ.
(c) Under Condition [C] above, (σ, µ) is exact, hence strongly mixing.
(d) The unique equilibrium state µ is Gibbs if and only if supn |π−1[12n1]| <
∞.
(e) If the unique measure µ is Gibbs, then the natural extension of (σ, µ)
is isomorphic to a Bernoulli system.
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(II) Suppose that h(XB) > 0 and that the following two conditions hold:
(i)′ There exists a > 1 such that
lim
n→∞
|π−1[12n−11]|
|π−1[12n1]| =
1
a
.
(ii)′
h(XB) = lim sup
n→∞
ln |π−1[2n]|
n
= ln a.
Then
a. There exists a compensation function G ◦ π ∈ C(X) such that G ∈ C(Y ).
b. τG ◦ π has a unique equilibrium state µ.
c. Under Condition [C] above, (σ, µ) is exact, hence strongly mixing.
d. The unique equilibrium state µ is Gibbs if and only if there exist K1, K2 > 0
such that
K1 ≤ a
n
|π−1[12n1]| ≤ K2
for all n ≥ 1.
e. If the unique equilibrium state µ is Gibbs, then the natural extension of
(σ, µ) is isomorphic to a Bernoulli system.
(III) Suppose that h(XB) > 0 and that B is irreducible. Let a be the largest positive
eigenvalue of B and suppose also that the following condition holds.
lim
n→∞
|π−1[12n−11]|
|π−1[12n1]| =
1
a
.
Then
a. There exists a compensation function G ◦ π ∈ C(X) such that G ∈ C(Y ).
b. τG ◦ π has a unique equilibrium state µ.
c. Under Condition [C] above, (σ, µ) is exact, hence strongly mixing.
d. If the unique equilibrium state µ is Gibbs, then the natural extension of
(σ, µ) is isomorphic to a Bernoulli system.
Remarks 3.1.1. (1) The hypothesis that X be topologically mixing is not necessary
for (I)2(a), (II)a, or (III)a.
(2) In particular, if B is primitive, then (II)a,b and c hold. Then the unique equilibrium
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state is Gibbs and the natural extension of (σ, µ) is isomorphic to a Bernoulli system.
Also, a saturated compensation function G ◦ π ∈ Bow(X, σ) and so it satisfies the RPF
condition. These are proved below (see page 49 f.f.)
(3) A saturated compensation function G ◦ π is not always a grid function even when G
is a grid function.
The following lemmas will help with the proof of the theorem. We continue to assume
that X,Y, Z¯, M¯n, π, a, A,B and τ are as above.
Lemma 3.1.2. Suppose for every n that Bn 6= 0. Then 2∞ is a sequence in Y .
Proof. Let Wn be the set of allowable words in π
−1{2} of length n ≥ 1. Since Bn 6= 0,
there exist i, j depending on n such that Bni,j 6= 0. So for each n there exists an allowable
word of length n. Consider all allowable words. Since there are finitely many states, there
exists i1 ∈ {2, . . . , r} such that i1 is the initial symbol of a word in Wn for infinitely many
n. We now consider the sequence {a1k}∞k=1 of allowable words with the initial symbol i1
listed so that the length of the word a1k is less than or equal to the length of the word
a1k+1 for each k ≥ 1. Note that for all n > 1, there exists K(n) depending on n such
that length of the word a1k > n for all k > K(n). Next we consider the second symbol
of a1k, k ≥ 1. Since there are only finitely many states, there exists i2 ∈ {2, . . . , r} such
that i2 is the second symbol for infinitely many k. Now extract the subsequence {a2k}∞k=1
of allowable words with the second symbol i2 from {a1k}∞k=1. By repeating this process,
for n ≥ 1, we get the sequence {ank}∞k=1 of allowable words with n th symbol jn for some
jn ∈ {2, · · · r}. Since {ank}∞k=1 is a subsequence of {ask} for s = 1, 2, · · · , n− 1, the initial
n-block of ank is j1j2 · · · jn for each k ≥ 1. Let Bk = [j1 · · · jk]. Then each Bk is a cylinder
set in X and Bk 6= ∅ because X is irreducible. Since {Bk} is a decreasing sequence of
compact subsets of X, ∩∞k=1Bk consists of exactly one point b, b ∈ X. Since, for each
l ≥ 1, we have that π(b)l = π(jl) = 2, we get π(b) = 2∞. ¤
Lemma 3.1.3. Suppose µ ∈M(Y ). Let
E1 = {y ∈ Y : y = y0 · · · yp−12∞ for some p ≥ 1, y 6= 2∞}
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and
E2 = {y ∈ Y : y = y0 · · · yp−11∞ for some p ≥ 1, y 6= 1∞}.
Then µ(E1) = µ(E2) = 0.
Proof. We show that µ(E1) = 0. Since µ is a σ-invariant measure, we have, for each
p ≥ 1,
µ({2∞}) = µ(σ−p({2∞})) = Σµ({y0y1 · · · yp−12∞}),
where the sum is taken over all allowable words y0 · · · yp−12, including 2∞. Therefore,
µ({y0y1 · · · yp−12∞}) = 0 for all y0y1 · · · yp−1 6= 2p.
Since E1 is a countable union of sets of measure zero, we get µ(E1) = 0. Similarly, we
have µ(E2) = 0. ¤
Observe also that we have
(3.1) |π−1[12k]]| ≤ |π−1[2k]|, |π−1[12k1]]| ≤ |π−1[2k1]|
for all k ≥ 1, and
(3.2) |π−1[1k2k11k′12k2 · · · 2kl−11k′l−12kl1]| = |π−1[12k11]||π−1[12k21]| · · · |π−1[12kl1]|
for all k, k1, k
′
1, k2, · · · , kl−1, k′l−1, kl ≥ 1, for any l ≥ 1, because π−1{1} = {1}.
Now we return to the proof of the Main Theorem. For (I), define G : Y → R as
(3.3) G(y) =


ln(|π−1[12k−11]|/|π−1[12k1]|) if y ∈ [2k1], k ≥ 2
ln(1/|π−1[121]|) if y ∈ [21]
0 if y ∈ [1] or y = 2∞.
We prove the statements in the order (I)2(a), (I)1, (I)2(b), (II)a, (II)b, (I)2(d), (II)d,
(I)2(e) and (II)e, (Remarks 3.1.1(2)), (III)abd, (I)2(c), (II)c and (III)c.
29
3.2. Proof of (I)2(a)
We show that G ◦ π is a compensation function for π under the hypothesis of (I)2 by
showing that
∫
Y
lim sup
n→∞
1
n
[ln(e(SnG)(y)|Dn(y)|)]dν = 0 for all ν ∈M(Y ).
(see Corollary 2.1.37, page 18.)
By Lemma 3.1.3, it is enough to show that
(3.4) lim sup
n→∞
1
n
[ln(e(SnG)(y)|Dn(y)|)] = 0 for all y ∈ Y \ (E1 ∪ E2).
3.2.1. Case 1 . We consider the case when y /∈ E1 ∪ E2 ∪ {1∞, 2∞}.
Case 1 : Let n > 2 be fixed and consider the first n states y0y1 · · · yn−1 of y ∈ Y.
We consider first the case when y /∈ E1 ∪ E2 ∪ {1∞, 2∞} and y0 = 2 and yn−1 = 1.
Fix such a y ∈ Y. Then there exist k1, k′1, · · · , kl, k′l ≥ 1, where ki for 2 ≤ i ≤ l, k′i for
1 ≤ i ≤ l, and l depend on y and n, and k1 depends on y, such that k1+k′1+· · ·+kl+k′l = n,
and y = 2k11k
′
1 · · · 2kl1k′l · · · . Then
|Dn(y)| = |π−1[2k11]||π−1[12k21]| · · · |π−1[12kl1]|
and
(SnG)(y) = ln
|π−1[12k1−11]|
|π−1[12k11]| + ln
|π−1[12k1−21]|
|π−1[12k1−11]| + · · ·+ ln
1
|π−1[121]|
+ ln
|π−1[12k2−11]|
|π−1[12k21]| + ln
|π−1[12k2−21]|
|π−1[12k2−11]| + · · ·+ ln
1
|π−1[121]|
...
+ ln
|π−1[12kl−11]|
|π−1[12kl1]| + ln
|π−1[12kl−21]|
|π−1[12kl−11]| + · · ·+ ln
1
|π−1[121]|
= ln
1
|π−1[12k11]||π−1[12k21]| · · · |π−1[12kl1]| .
Therefore,
|Dn(y)|e(SnG)(y) = |π
−1[2k11]|
|π−1[12k11]| ,
which is a constant depending on y and is greater than or equal to 1. Therefore, for all
y /∈ E1 ∪ E2 ∪ {1∞, 2∞}, and y0 = 2 and yn−1 = 1,
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lim sup
n→∞
(1/n)[ln(e(SnG)(y)|Dn(y)|)] = 0.
Case 2 : Let n be fixed as in Case 1 in 3.2.1. Consider next the case when y /∈ E1∪
E2∪{1∞, 2∞} and y0 = yn−1 = 2. Fix y ∈ Y. Then there exist k1, k′1, · · · , kl−1, k′l−1, kl ≥ 1
(where ki for 1 ≤ i ≤ l, k′i for 1 ≤ i ≤ l − 1, and l depend on y and n), and there exists
t ≥ 0 (where t depends on y and n), such that k1 + k′1 + · · · + kl−1 + k′l−1 + kl = n and
y = 2k11k
′
1 · · · 2kl−11k′l−12kl2t1 · · · . We will examine sequences by several cases depending
on kl and t, which depend on our fixed n and y. Then
|Dn(y)| ≤ |π−1[2k11]||π−1[12k21]| · · · |π−1[12kl−11]||π−1[12kl ]|
and
(SnG)(y) = ln
|π−1[12k1−11]|
|π−1[12k11]| + ln
|π−1[12k1−21]|
|π−1[12k1−11]| + · · ·+ ln
1
|π−1[121]|
...
+ ln
|π−1[12kl−1−11]|
|π−1[12kl−11]| + ln
|π−1[12kl−1−21]|
|π−1[12kl−1−11]| + · · ·+ ln
1
|π−1[121]|
+ ln
|π−1[12kl+t−11]|
|π−1[12kl+t1]| + ln
|π−1[12kl+t−21]|
|π−1[12kl+t−11]| + · · ·+ ln
|π−1[12t1]|
|π−1[12t+11]|
= ln
|π−1[12t1]|
|π−1[12k11]||π−1[12k21]| · · · |π−1[12kl−11]||π−1[12kl+t1]| .
(3.5)
If we let C(y) = |π−1[2k11]|/|π−1[12k11]|, then
(3.6) |Dn(y)|e(SnG)(y) ≤ C(y) |π
−1[12t1]||π−1[12kl ]|
|π−1[12kl+t1]| .
Now fix ǫ > 0. Then by (I)2(i), there exists N ∈ N such that
(1− ǫ)|π−1[12t+11]| ≤ |π−1[12t1]| ≤ (1 + ǫ)|π−1[12t+11]|
for all t ≥ N. Therefore, in the case when t = t(y, n) ≥ N, kl = kl(y, n) ≥ 1, we have
that
|π−1[12t1]| ≤ (1 + ǫ)kl|π−1[12t+kl1]|,
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and so
|π−1[12t1]|
|π−1[12t+kl1]| ≤ (1 + ǫ)
kl ≤ (1 + ǫ)n.
For the same fixed ǫ > 0, by (I)2(ii), there exists N¯ ∈ N such that
ln |π−1[2k]|
k
< ǫ for all k ≥ N¯ .
So
(3.7) |π−1[2k]| ≤ ekǫ for all k ≥ N¯ .
For 1 ≤ k ≤ N¯ − 1, let
β = max
1≤k≤N¯−1
ln |π−1[2k]|
k
.
Then
ln |π−1[2k]|
k
≤ β for all 1 ≤ k ≤ N¯ − 1
and so
(3.8) |π−1[2k]| ≤ eβN¯ for all 1 ≤ k ≤ N¯ − 1.
Now consider n such that t = t(y, n) ≥ N and kl = kl(y, n) ≥ N¯ . By (3.7), we have for
such n that
|Dn(y)|e(SnG)(y) ≤ C(y)(1 + ǫ)n|π−1[12kl ]|
≤ C(y)(1 + ǫ)n|π−1[2kl ]|
≤ C(y)(1 + ǫ)neklǫ
≤ C(y)(1 + ǫ)nenǫ.
Therefore, taking the increasing subsequence of {ni}∞i=1 of such n, we have
lim sup
i→∞
1
ni
ln(e(SniG)(y)|Dni(y)|) ≤ lim sup
i→∞
ni ln(1 + ǫ) + niǫ
ni
= ln(1 + ǫ) + ǫ
< 2ǫ.
(3.9)
32
Now consider n such that t = t(y, n) ≥ N and 1 ≤ kl = kl(y, n) < N¯. By (3.8), we have
for such n that
|Dn(y)|e(SnG)(y) ≤ C(y)(1 + ǫ)n|π−1[12kl ]|
≤ C(y)(1 + ǫ)n|π−1[2kl ]|
≤ C(y)(1 + ǫ)neβN˜ .
Taking the increasing sequence {ni}∞i=1 of such n, we have that
lim sup
i→∞
1
ni
ln(e(SniG)(y)|Dni(y)|) ≤ lim sup
i→∞
ni ln(1 + ǫ)
ni
= ln(1 + ǫ)
< ǫ.
(3.10)
Now consider n such that 0 ≤ t = t(y, n) < N and kl = kl(y, n) ≥ N¯ . Let
M = max
0≤t≤N−1
|π−1[12t1]|.
Then by using (3.7) and 1 ≤ |π−1[12t+kl1]|, referring to (3.6), we get for such n that
|Dn(y)|e(SnG)(y) ≤ C(y)M |π−1[2kl ]|
≤ C(y)Menǫ.
Thus taking the increasing subsequence {ni}∞i=1 of such n,
(3.11) lim sup
i→∞
1
ni
ln(e(SniG)(y)|Dni(y)|) ≤ ǫ.
Consider n such that 0 ≤ t = t(y, n) < N and 1 ≤ kl = kl(y, n) < N¯. By (3.8), for such
n, we have
|Dn(y)|e(SnG)(y) ≤ C(y)M |π−1[2kl ]|
≤ C(y)MeβN¯ .
Thus for the increasing subsequence {ni}∞i=1 of such n,
(3.12) lim sup
i→∞
1
ni
ln(e(SniG)(y)|Dni(y)|) ≤ 0.
Therefore, by (3.9) through (3.12), whenever y /∈ E1 ∪E2 ∪ {1∞, 2∞} and y0 = yn−1 = 2,
we have
lim sup
n→∞
(1/n)[ln(e(SnG)(y)|Dn(y)|)] < 2ǫ.
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Since ǫ > 0 is arbitrary,
lim sup
n→∞
(1/n)[ln(e(SnG)(y)|Dn(y)|)] ≤ 0.
By Case 1 and Case 2 , for y0 = 2 and y /∈ E1 ∪ E2 ∪ {1∞, 2∞}, we get
lim sup
n→∞
(1/n)[ln(e(SnG)(y)|Dn(y)|)] ≤ 0.
Note that from above in Case 1 we have that |Dn(y)|e(SnG)(y) ≥ 1 for y with yn−1 = 1.
Therefore, by the definition of limsup, for y such that y0 = 2 and y /∈ E1∪E2∪{1∞, 2∞},
we also have
lim sup
n→∞
(1/n)[ln(e(SnG)(y)|Dn(y)|)] ≥ 0.
Therefore, we conclude that
lim sup
n→∞
(1/n)[ln(e(SnG)(y)|Dn(y)|)] = 0
for all y /∈ E1 ∪ E2 ∪ {1∞, 2∞} and y0 = 2.
Case 3 : Let n > 2 be fixed, as in Case 1 . Consider the case when y /∈ E1 ∪ E2 ∪
{1∞, 2∞} and y0 = yn−1 = 1.
Let y = 1k2k11k
′
1 · · · 2kl1k′l · · · , where k, k1, · · · kl, k′l ≥ 1 (where ki for 1 ≤ i ≤ l, k′i for
1 ≤ i ≤ l, k, and l depend on y and n), such that k + k1 + k′1 + · · · + kl + k′l = n. Then
|π−1[12k11k′11]| = |π−1[12k11]|, so that by (3.2)
|Dn(y)| = |π−1[12k11]||π−1[12k21]| · · · |π−1[12kl1]|,
and
(SnG)(y) = ln
1
|π−1[12k11]||π−1[12k21]| · · · |π−1[12kl1]| ,
so that
|Dn(y)|e(SnG)(y) = 1.
Now as in Case 1 , for y such that y0 = yn−1 = 1 and y /∈ E1 ∪ E2 ∪ {1∞, 2∞}, we have
that
lim sup
n→∞
(1/n)[ln(e(SnG)(y)|Dn(y)|)] = 0.
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Case 4 : Let n > 2 be fixed, as in Case 1 . Consider the case when y /∈ E1 ∪ E2 ∪
{1∞, 2∞} and y0 = 1 and yn−1 = 2.
Let y = 1k2k11k
′
1 · · · 1k′l−12kl2t1 · · · , where k, k1, k′1, · · · k′l−1, kl,≥ 1 (where ki for 1 ≤ i ≤ l,
k′i for 1 ≤ i ≤ l − 1, and l depend on y and n, and k depends on y), and t ≥ 0 (where t
depends on y and n), such that k + k1 + k
′
1 + · · ·+ k′l−1 + kl = n. Since
|Dn(y)| ≤ |π−1[12k11]||π−1[12k21]| · · · |π−1[12kl−11]||π−1[12kl ]|
and
(3.13) (SnG)(y) = ln
|π−1[12t1]|
|π−1[12k11]||π−1[12k21]| · · · |π−1[12kl−11]||π−1[12kl+t1]| ,
we have
|Dn(y)|e(SnG)(y) ≤ |π
−1[12t1]||π−1[12kl ]|
|π−1[12kl+t1]| .
Now we use similar arguments as in Case 2 . (C(y) is replaced by 1.)
By Case 3 and Case 4 , similar arguments as in page 34 show that
lim sup
n→∞
(1/n)[ln(e(SnG)(y)|Dn(y)|)] = 0,
for all y /∈ E1 ∪ E2 ∪ {1∞, 2∞}, and y0 = 1.
3.2.2. Case 2. We consider the case when y = 2∞.
Note first that 1 ≤ |Dn(y)| by Lemma 3.1.2. Since 1 ≤ |Dn(y)| ≤ |π−1[2n]| and
(SnG)(y) = 0 for all n, we have
1 ≤ |Dn(y)|e(SnG)(y) ≤ |π−1[2n]|.
By (I)2(ii), we conclude that for y = 2∞,
lim sup
n→∞
(1/n)[ln(e(SnG)(y)|Dn(y)|)] = 0.
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3.2.3. Case 3. We now consider the case when y = 1∞.
Since for all n we have |Dn(y)|=1 and (SnG)(y) = 0, for y = {1∞},
lim sup
n→∞
(1/n)[ln(e(SnG)(y)|Dn(y)|)] = 0.
Therefore, (3.4) is satisfied and so G ◦ π is a compensation function for π under the
hypotheses of (I)2.
Remark 3.2.1. Shin [34] gave a sufficient condition for the existence of a saturated
compensation function for the case when X ⊂ {1, 2, · · · , r}Z is a topologically mixing
shift of finite type, Y = {1, 2}Z or Y is the golden mean subshift, and π−1{1} = {1}.
The compensation function is defined on the two-sided shift space Y. The construction
of a compensation function on one-sided subshifts in this thesis is slightly different, and
the sufficient conditions for the existence of a saturated compensation functions are also
slightly different. But the approach here to show the existence of a saturated compensa-
tion function by using Corollary 2.1.37 is the same as the approach in [34], and there may
be relations between these two compensation functions, i.e., they may be cohomologous.
3.3. Proof of (I)1
We show that for G defined as in (3.3), G ◦ π is a compensation function. Note that G
is locally constant, because Bn = 0 for some n ≥ 1 implies that there exists n1 > 0 such
that, using our convention, |π−1[12n1]| = 1 for all n ≥ n1. Since 2∞ is not allowed, it is
enough to show that (3.4) holds for 3.2.1 and 3.2.3 above. Note that (I)2(i) and (I)2(ii)
are both satisfied. Therefore, the proof of (I)2(a) shows that G ◦ π is a compensation
function for π under the hypothesis of (I)2(a).
3.4. Proof of (I)2(b)
To show the uniqueness of the equilibrium state, we observe first that (α/(α+ 1))G is a
grid function (see page 15). Since X is a topologically mixing shift of finite type, Y is
a topologically mixing shift of finite type and we can extend Y naturally to a two-sided
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shift of finite type Y˜ in Σ2. Let Z={2∞}. Then Z is a compact σ-invariant set of Y˜ .
Define
M0 = [1] and Mn = [2
n1] for all n ≥ 1.
Then ρ(Z) is defined in [24] by
ρ(Z) = {y ∈ Y : there exists w ∈ Z with y = w0w1w2 · · · } = {2∞}.
Consider the partition P = {ρ(Z),M0,M1 · · · } of Y . Then, with (I)2(i),G is a grid
function associated with Z and P, i.e., G ∈ G(Z,P) (see page 15). Now we show that
(α/(α+1))G ◦π has a unique equilibrium state. We use three Theorems from [30], [33],
[34], and [39] which yield a corollary that helps to prove the uniqueness.
Theorem 3.4.1. [39] Suppose (X, σX), (Y, σY ) are subshifts and π : (X, σX) →
(Y, σY ) is a factor map. Suppose F ∈ C(X) is a compensation function. Let µ ∈ M(X)
and φ ∈ C(Y ). Then µ is an equilibrium state of F + φ ◦ π if and only if µ ◦ π−1 is an
equilibrium state of φ and µ is a relative equilibrium state of F over µ ◦ π−1.
Theorem 3.4.2. [30] Let (X, σX) be an irreducible shift of finite type, (Y, σY ) a
subshift, and π : (X, σX) → (Y, σY ) a factor map. Suppose that there is a symbol a of
Y whose inverse image is a singleton, which is also denoted by a. Then every ergodic
measure on Y which assigns positive measure to [a] has a unique preimage of maximal
entropy.
Theorem 3.4.3. [34] Let X ⊂ {1, 2, · · · , r}Z be a shift of finte type, Y = {1, 2}Z a
full shift or Y ⊂ {1, 2}Z a shift of finite type, and π : X → Y a factor map such that
π−1{1} = {1}. Suppose G ∈ C(Y ) and G ◦ π is a compensation function. Then
G(2∞) = − lim sup ln |π
−1[2n]|
n
.
Corollary 3.4.4. Fix r = 3, 4, · · · . Let X ⊂ {1, 2, · · · , r}N be a topologically mixing
shift of finite type, Y = {1, 2}N or Y ⊂ {1, 2}N a shift of finite type, and π : X → Y a
one-block factor map such that π−1{1} = {1}. Suppose there is a saturated compensation
function G ◦ π for π. Then, for any α > 0, if −(1/(α + 1))G has a unique equilibrium
state, then (α/(α + 1))G ◦ π has a unique equilibrium state.
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Proof. Let ν be an ergodic equilibrium state for −(1/(α+1))G. Let µ be a preimage of ν
with maximal entropy. We first show that µ is a relative equilibrium state of G ◦ π over
ν. By using the relative variational principle [39], we have
∫
P (σX , π,G ◦ π)dν = sup{hµ(σX |σY ) +
∫
G ◦ πdµ : µ ∈M(X), µ ◦ π−1 = ν}
= sup{hµ(σX)− hµ◦π−1(σY ) +
∫
G ◦ πdµ ◦ π−1 : µ ∈M(X),
µ ◦ π−1 = ν}
= sup{hµ(σX) : µ ∈M(X), µ ◦ π−1 = ν} − hν(σY ) +
∫
Gdν.
Therefore, µ is a preimage of maximal entropy if and only if it is a relative equilibrium
state of G ◦ π over ν. By Theorem 3.4.1, using φ = −(1/(α + 1))G and F = G ◦ π, µ is
an equilibrium state of (α/(α + 1))G ◦ π.
Next we show that ν([1]) > 0. Assume ν([1]) = 0. Then ν(2∞) = 1, and so
PY (− 1
α + 1
G) = hν(σY )−
∫
1
α + 1
Gdν
= − 1
α + 1
G(2∞)
=
1
α + 1
h(XB).
The last equality holds by Theorem 3.4.3. By the definition of compensation functions,
we have that
(3.14) PY (− 1
α + 1
G) = PX(
α
α + 1
G ◦ π).
By [33], for any α > 0, we have that
(3.15) PX((
α
α + 1
)G ◦ π) = 1
α + 1
sup{hµ(σX) + αhµ◦π(σY )}.
Now take the Shannon-Parry measure µmax. Since Since XB ( X and X is topologically
mixing, by Theorem 4.4.7 and Corollary 4.4.9 in [23], we have h(X) > h(XB). Therefore,
PY (− 1
α + 1
G) = PX(
α
α + 1
G ◦ π) ≥ 1
α + 1
hµmax(σX)
=
1
α + 1
h(X) >
1
α + 1
h(XB).
(3.16)
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This is a contradiction. Therefore, ν[1] > 0, and so ν has a unique preimage of maximal
entropy by Theorem 3.4.2. Therefore, there is a unique preimage µ of equilibrium state
of ν.
Now by hypothesis ν is the unique equilibrium state for −(1/(α + 1))G. Thus ν is
ergodic [38]. Suppose now that there are two equilibrium states µ1, µ2 for (α/(α+1))G◦π.
Then, by the above, they are distinct preimages of maximal entropy of ν, and this is a
contradiction. Therefore, there is unique equilibrium state for (α/(α + 1))G ◦ π. ¤
Now we finish the proof of (I)2(b). By Corollary 3.4.4, it is enough to show that
−(1/(α + 1))G has a unique equilibrium state. Since −(1/(α + 1))G is a grid function,
using Theorem 3.6 in [24], it is enough to show that
PY (− 1
α + 1
G) > h(Z).
This is clear by (3.16), because h(Z) = 0. Therefore, (α/(α + 1))G ◦ π has a unique
equilibrium state.
Remark 3.4.5. If Y=Σ+2 and G is as above, then we can show that (−1 + t)G has
a unique equilibrium state for any t ∈ R by [13]. Thus tG ◦ π has a unique equilibrium
state for all t ∈ R.
Next we consider the existence of compensation functions for the case h(XB) > 0
under conditions (II)(i)′ and (ii)′ .
3.5. Proof of (II)a
We adapt the preceding arguments. To begin with, we can no longer have G(2∞) = 0
because h(XB) > 0. So we define G : Y → R as
(3.17) G(y) =


ln(|π−1[12k−11]|/|π−1[12k1]|) if y ∈ [2k1], k ≥ 2
ln(1/|π−1[121]|) if y ∈ [21]
− ln a if y = 2∞
0 if y ∈ [1].
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We show that G ◦ π is a compensation function for π under the hypotheses of (II). By
Lemma 3.1.3, it is enough to show that (3.4) is satisfied.
3.5.1. Case 1 . We consider the case when y /∈ E1 ∪ E2 ∪ {1∞, 2∞}.
Case 1 : Let n > 2 be fixed and consider the first n states y0y1 · · · yn−1 of y ∈ Y.
We consider first the case when y /∈ E1 ∪ E2 ∪ {1∞, 2∞} and y0 = 2 and yn−1 = 1.
Fix such a y ∈ Y. Let y = 2k11k′1 · · · 2kl1k′l · · · , where k1, k′1, · · · kl, k′l ≥ 1 (where ki for
2 ≤ i ≤ l, k′i for 1 ≤ i ≤ l, and l depend on y and n and k1 depends on y), such that
k1 + k
′
1 + · · · + kl + k′l = n. By repeating the same arguments as in Case 1 in 3.2.1, we
have the same conclusions.
Case 2 : Let n > 2 be fixed, as in Case 1 in 3.5.1. Consider now the case
when y /∈ E1 ∪ E2 ∪ {1∞, 2∞} and y0 = yn−1 = 2. Fix y ∈ Y. Then there exist
k1, k
′
1, · · · , kl−1, k′l−1, kl ≥ 1 (where ki for 1 ≤ i ≤ l, k′i for 1 ≤ i ≤ l−1, and l depend on y
and n), and t ≥ 0 (where t depends on y and n), such that k1+k′1+· · ·+kl−1+k′l−1+kl = n,
and y = 2k11k
′
1 · · · 2kl−11k′l−12kl2t1 · · · . Then by repeating the arguments as in Case 2 in
3.2.1, we again get
(3.18) |Dn(y)|e(SnG)(y) ≤ C(y) |π
−1[12t1]||π−1[12kl ]|
|π−1[12kl+t1]| .
From this point we modify the previous arguments slightly to take into account that
a > 1. Fix ǫ > 0 small enough so that ǫ + 1/a < 1. By II(i)′, there exists N ∈ N such
that
(
1
a
− ǫ)|π−1[12t+11]| ≤ |π−1[12t1]| ≤ (1
a
+ ǫ)|π−1[12t+11]|
for all t ≥ N.
Therefore, in case when t = t(y, n) ≥ N and kl = kl(y, n) ≥ 1, we have that
(3.19)
|π−1[12t1]|
|π−1[12t+kl1]| ≤ (
1
a
+ ǫ)kl .
Taking the same ǫ > 0, by (II)(ii)′, there exists N¯ ′ ∈ N such that
ln |π−1[2k]|
k
< ǫ+ ln a for all k ≥ N¯ ′.
So we have
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(3.20) |π−1[2k]| ≤ akekǫ for all k ≥ N¯ ′.
For 1 ≤ k ≤ N¯ ′ − 1, let
β′ = max
1≤k≤N¯ ′−1
ln |π−1[2k]|
k
.
Then we have
|π−1[2k]| ≤ eβN¯ ′ for all 1 ≤ k ≤ N¯ ′ − 1.
Now consider n such that t = t(y, n) ≥ N and kl = kl(y, n) ≥ N¯ ′. Referring to (3.18),
for such n, we get
|Dn(y)|e(SnG)(y) ≤ C(y)(1
a
+ ǫ)kl |π−1[12kl ]|
≤ C(y)(1
a
+ ǫ)kl |π−1[2kl ]|
≤ C(y)(1
a
+ ǫ)klakleklǫ
≤ C(y)(1 + aǫ)kleklǫ
≤ C(y)(1 + aǫ)nenǫ.
Thus, taking the increasing subsequence {ni}∞i=1 of such n, we have that
lim sup
i→∞
1
ni
ln(e(SniG)(y)|Dni(y)|) ≤ lim sup
i→∞
ni ln(1 + aǫ) + niǫ
ni
= ln(1 + aǫ) + ǫ
< (a+ 1)ǫ.
(3.21)
Next consider n such that t = t(y, n) ≥ N and 1 ≤ kl = kl(y, n) < N¯ ′. Let
K1 = max
1≤n≤N¯ ′−1
|π−1[2n]|.
Then, since ǫ+ 1/a < 1, we have for such n that
|Dn(y)|e(SnG)(y) ≤ C(y)(1
a
+ ǫ)kl |π−1[12kl ]|
≤ C(y)K1.
Therefore, for the increasing sequence {ni}∞i=1 of such n, we have that
(3.22) lim sup
i→∞
1
ni
ln(e(SniG)(y)|Dni(y)|) = 0.
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Consider now n such that 0 ≤ t = t(y, n) < N and kl = kl(y, n) ≥ N¯ ′. We consider two
cases; the case of kl + t ≥ N and the case of 1 ≤ kl + t < N .
Consider the first case, kl + t ≥ N . Let
M1 = max
0≤t≤N−1
|π−1[12t1]|
|π−1[12t+11]| .
Note that if M1 ≥ 1, then, for all 0 ≤ t ≤ N − 1, we have MN−t1 ≤ MN1 , and if M1 < 1,
we have MN−t1 ≤ 1. Let
M¯1 = max{MN1 , 1}.
Then, for such n, we have that
|Dn(y)|e(SnG)(y) ≤ C(y) |π
−1[12t1]||π−1[12kl ]|
|π−1[12kl+t1]|
≤ C(y)( |π
−1[12t1]|
|π−1[12t+11]| · · ·
|π−1[12N−11]|
|π−1[12N1]| )(
|π−1[12N1]|
|π−1[12N+11]| · · ·
|π−1[12kl+t−11]|
|π−1[12kl+t1]| )|π
−1[2kl ]|
≤ C(y)M1N−t(1
a
+ ǫ)kl+t−N |π−1[2kl ]| (using (3.19))
≤ C(y)M1N−t(1
a
+ ǫ)kl+t−Nakleklǫ (using (3.20))
≤ C(y)M¯1(1
a
+ ǫ)−N(1 + aǫ)kleklǫ
≤ C(y)M¯1(1
a
+ ǫ)−N(1 + aǫ)nenǫ.
Taking the increasing subsequence {ni}∞i=1 of such n, we have that
lim sup
i→∞
ln(e(SniG)(y)|Dni(y)|)
ni
≤ lim sup
i→∞
ni ln(1 + aǫ) + niǫ
ni
= ln(1 + aǫ) + ǫ
< (1 + a)ǫ.
(3.23)
Now consider the second case. Suppose we have 0 ≤ t = t(y, n) < N, kl = kl(y, n) ≥
N¯ ′ and 1 ≤ kl + t < N. Note that then 1 ≤ kl < N − t ≤ N. Let
M2 = max
1≤t≤N
|π−1[2t]| and m1 = min
1≤t≤2N
|π−1[12t1]|.
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Then for n such that 0 ≤ t = t(y, n) < N, kl = kl(y, n) ≥ N¯ ′, we have that
|Dn(y)|e(SnG)(y) ≤ |π
−1[12t1]||π−1[12kl ]|
|π−1[12kl+t1]|
≤ |π
−1[2t]||π−1[2kl ]|
|π−1[12kl+t1]|
≤ M2
2
m1
.
Thus taking the increasing subsequence {ni}∞i=1 of such n, we have that
(3.24) lim sup
i→∞
ln(e(SniG)(y)|Dni(y)|)
ni
= 0.
Next consider n such that For 0 ≤ t = t(y, n) < N and 1 ≤ kl = kl(y, n) < N¯ ′. Then,
for such n,
|Dn(y)|e(SnG)(y) ≤ |π
−1[12t1]||π−1[12kl ]|
|π−1[12kl+t1]| ≤M2e
β′N¯ ′ .
Therefore, taking the increasing subsequence {ni}∞i=1 of such n, we have that
(3.25) lim sup
i→∞
ln(e(SniG)(y)|Dni(y)|)
ni
= 0.
By (3.21) through (3.25), whenever y0 = yn−1 = 2 and y /∈ E1 ∪ E2 ∪ {1∞, 2∞}, we
have that
lim sup
n→∞
(1/n)[ln(e(SnG)(y)|Dn(y)|)] ≤ (1 + a)ǫ.
Since ǫ > 0 is arbitrary,
lim sup
n→∞
(1/n)[ln(e(SnG)(y)|Dn(y)|)] ≤ 0.
Using similar arguments as in page 34 in 3.2.1, we conclude that we conclude that,
for all y such that y0 = 2 and y /∈ E1 ∪ E2 ∪ {1∞, 2∞},
lim sup
n→∞
(1/n)[ln(e(SnG)(y)|Dn(y)|)] = 0.
Case 3: Let n be fixed as in Case 1 in 3.5.1. Consider the case when y /∈ E1 ∪E2 ∪
{1∞, 2∞} and y0 = yn−1 = 1.
The same arguments as in Case 3 in 3.2.1 go through, giving us the same conclusions.
Case 4 : Let n be fixed as in Case 1 in 3.5.1. Consider the case when y /∈
E1 ∪ E2 ∪ {1∞, 2∞} and y0 = 1, yn−1 = 2. Let y = 1k2k11k′1 · · · 1k′l−12kl2t1 · · · , where
k, k1, k
′
1, · · · k′l−1, kl,≥ 1 (where ki for 1 ≤ i ≤ l, k′i for 1 ≤ i ≤ l − 1, and l depend on
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y and n and k depends on y, and t ≥ 0, and where t depends on y and n), such that
k + k1 + k
′
1 + · · ·+ k′l−1 + kl = n. Since
|Dn(y)| ≤ |π−1[12k11]||π−1[12k21]| · · · |π−1[12kl−11]||π−1[12kl ]|
and
(SnG)(y) = ln
|π−1[12t1]|
|π−1[12k11]||π−1[12k21]| · · · |π−1[12kl−11]||π−1[12kl+t1]| ,
we have
|Dn(y)|e(SnG)(y) ≤ |π
−1[12t1]||π−1[12kl ]|
|π−1[12kl+t1]| .
Now we use similar arguments as in Case 2 in 3.5.1 (C(y) is replaced by 1).
By Case 3 and Case 4 , we get for all y such that y0 = 1 and y /∈ E1∪E2∪{1∞, 2∞},
lim sup
n→∞
(1/n)[ln(e(SnG)(y)|Dn(y)|)] = 0,
for all y such that y0 = 1 and y /∈ E1 ∪ E2 ∪ {1∞, 2∞}.
3.5.2. Case 2. Now we consider y = 2∞. Note first that if B is irreducible, we have that
|π−1[2n]| = |Dn(2∞)| for each n. In general, by Lemma 3.1 in [34], there exists A > 0
such that A|π−1[2n]| ≤ |Dn(2∞)| for all n ≥ 1.(The Lemma is proved for the two-sided
case, but the same proof works for the one-sided case.) Since
A|π−1[2n]| ≤ |Dn(2∞)| ≤ |π−1[2n]|
and, for all n, we have that (SnG)(y) = −n ln a, we get
Aan|π−1[2n]| ≤ |Dn(y)|e(SnG)(y) ≤ an|π−1[2n]|.
By (II)(ii)′, we conclude that
lim sup
n→∞
(1/n)[ln(e(SnG)(y)|Dn(y)|)] = 0,
for y = 2∞.
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3.5.3. Case 3. Now we consider y = 1∞. We use the same arguments as in 3.2.3. There-
fore, (3.4) is satisfied, and so G◦π is a compensation function for π under the hypotheses
of (II).
3.6. Proof of (II)b
We use similar arguments as in 3.4. By Corollary 3.4.4, it is enough to prove that
(−1/(1+α))(G+ln a) has a unique equilibrium state, because this implies that −(1/(α+
1))G has a unique equilibrium state. Observe that (−1/(1+α))(G+ln a) is a grid function
associated with the same compact invariant set Z = {2∞} and partition P as in 3.4. Thus
we show the uniqueness by showing that
PY (− 1
α + 1
(G+ ln a)) > h(Z),
and so
PY (− 1
α + 1
(G+ ln a)) > 0.
Since G is a compensation function for π,
PY (− 1
α + 1
(G+ ln a)) = PY (− 1
α + 1
G)− 1
α + 1
ln a
= PX(
α
α + 1
G ◦ π)− 1
α + 1
ln a.
(3.26)
By (3.15) and (3.16), we have that
PX(
α
α + 1
G ◦ π) > 1
α + 1
h(X).
Hence, using h(X) > h(XB),
PY (− 1
α + 1
(G+ ln a)) = PX(
α
α + 1
G ◦ π)− 1
α + 1
ln a
≥ 1
α + 1
(h(X)− h(XB)) > 0.
(3.27)
This gives the uniqueness of the equilibrium state for (α/(α + 1))G ◦ π.
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3.7. Proof of (I)2(d)
We obtain the following lemma by using theorems in [13] and [40].
Lemma 3.7.1. Suppose (X, σ) is a one-sided topologically mixing shift of finite type.
Let ϕ ∈ C(X). Then an equilibrium state for ϕ is Gibbs if and only if ϕ ∈ Bow(X, σ).
Remark 3.7.2. It is a consequence of this lemma that if an equilibrium state for ϕ
is Gibbs, then it is the unique equilibrium state for ϕ (since ϕ ∈ Bow(X, σ)).
Proof. We follow the arguments in [13]. Suppose first that there is an equilibrium state
µ for ϕ which is Gibbs. Then there exist λ,C1, C2 > 0 such that
C1 ≤ µ(0[x0x1 · · · xn−1])
λ−ne(Snϕ)(x)
≤ C2
for every x ∈ X,n. For y, z ∈ 0[x0x1 · · ·xn−1], we have
C1e
(Snϕ)(y) ≤ λnµ(0[x0x1 · · ·xn−1]) ≤ C2e(Snϕ)(z).
Taking logarithms, we get
lnC1 + (Snϕ)(y) ≤ lnC2 + (Snϕ)(z).
Therefore,
(Snϕ)(y)− (Snϕ)(z) ≤ ln C2
C1
.
Changing y and z, we get
|(Snϕ)(y)− (Snϕ)(z)| ≤ ln C2
C1
.
Therefore,
vn(Snϕ) = sup{|(Snϕ)(y)− (Snϕ)(z)| : yi = zi for 0 ≤ i ≤ n− 1} ≤ C2
C1
,
and so ϕ ∈ Bow(X, σ).
Conversely, suppose that ϕ ∈ Bow(X, σ). Let λ = eP (ϕ). Then there exists unique
measure ν ∈ M(X) with L∗ϕν = λν, and the unique equilibrium state for ϕ is µ = νh,
where h : X → [a, b] is a measurable function, 0 < a < b, Lϕh = λh and
∫
hdν = 1. Let
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M be a number such that AM > 0 and K be the number of symbols in alphabet for X.
Then, by [40], ν satisfies
1
evn(Snϕ)λMeM‖ϕ‖
≤ ν(0[x0x1 · · ·xn−1])
λ−ne(Snϕ)(x)
≤ KMevn(Snϕ) e
M‖ϕ‖
λM
.
Since ϕ ∈ Bow(X, σ), we have vn(Snϕ) ≤ L for some L. Therefore
ν(0[x0x1 · · ·xn−1])/(λ−ne(Snϕ)(x))
is bounded by constants, and so ν is Gibbs. Hence µ = νh is also Gibbs. ¤
Lemma 3.7.3. Under the assumptions of (I)2, |π−1[12n1]| is bounded for all n if and
only if the unique equilibrium state of ϕ = τG ◦ π is Gibbs.
Proof. Suppose first that |π−1[12n1]| is not bounded. Assume that the unique measure
µ is Gibbs. We use the arguments in the proof of Lemma 3.7.1. Consider y ∈ 0[2n1] and
z = 2∞. Then y, z ∈ 0[2n] and |(Snϕ)(y) − (Snϕ)(z)| = ln |π−1[12n1]|, referring to (3.5)
and the fact that Snϕ(2
∞) = 0 for all n, and this is not bounded. This is a contradiction
to the fact that µ is Gibbs.
Conversely, suppose that |π−1[12n1]| ≤ K for all n. We show that the unique measure
is Gibbs by showing that ϕ = τG ◦ π ∈ Bow(X, σ), that is,
sup
n
vn(Snϕ) <∞.
Case 1: Consider x and x′ such that π(xi) = π(x
′
i) for all i ≥ 0. Then
(3.28) |(Snϕ)(x)− (Snϕ)(x′)| = 0 for all n.
Case 2 : Consider x and x′ such that π(xi) = π(x
′
i) for all 0 ≤ i ≤ n − 1 and
π(xn−1) = π(x
′
n−1) = 2.
(i) Suppose π(x) = 1k12l11k22l2 · · · 1lt2β1 · · · , where k1 + l1 + · · ·+ lt = k < n, k+β ≥
n, π(xn−1) = 2, and π(x
′) = 1k12l11k22l2 · · · 1lt2γ1 · · · , where k1 + l1 + · · · + lt = k <
n, k + γ ≥ n, π(x′n−1) = 2. Then, referring to (3.13),
(3.29) |(Snϕ)(x)− (Snϕ)(x′)| = τ | ln |π
−1[12β−(n−k)1]||π−1[12γ1]|
|π−1[12β1]||π−1[12γ−(n−k)1]| |.
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We want to show that this is bounded for any β, γ, n, k above. Since, by assumption,
1 ≤ |π−1[12n1]| ≤ K for all n, clearly,
(3.30) 0 ≤ |(Snϕ)(x)− (Snϕ)(x′)| ≤ 2τ lnK.
(ii) Suppose π(x) = 1k12l11k22l2 · · · 1lt2β1 · · · , where k1 + l1 + · · ·+ lt = k < n, k+β ≥
n, π(xn−1) = 2, and π(x
′) = 1k12l11k22l2 · · · 1lt2∞. Then, referring to (3.13),
(3.31) |(Snϕ)(x)− (Snϕ)(x′)| = τ | ln |π
−1[12β−(n−k)1]|
|π−1[12β1]| |.
We want to show that this is bounded for any β, γ, n, k above. Clearly,
(3.32) 0 ≤ |(Snϕ)(x)− (Snϕ)(x′)| ≤ τ lnK.
Case 3: Consider x and x′ such that π(xi) = π(x
′
i) for all 0 ≤ i ≤ n − 1 and
π(xn−1) = π(x
′
n−1) = 1. Then
(3.33) |(Snϕ)(x)− (Snϕ)(x′)| = 0,
because ϕ(xn−1 · · · )− ϕ(x′n−1 · · · ) = 0 for π(xn−1) = π(x′n−1) = 1.
By Equations (3.28), (3.30), (3.32), and (3.33), τG ◦ π ∈ Bow(X, σ). Therefore, by
Lemma 3.7.1, the unique equilibrium state for τG ◦ π is Gibbs.
¤
3.8. Proof of (II)d
Lemma 3.8.1. Under the assumptions of (II) of the Main Theorem, the unique equi-
librium state µ is Gibbs if and only if there exist K1, K2 > 0 such that
(3.34) K1 ≤ a
n
|π−1[12n1]| ≤ K2 for all n ≥ 1.
Proof. We use similar arguments as in Lemma 3.7.3. If there are no such K1 and K2,
then we can see that µ is not Gibbs by replacing G(2∞) = 0 by G(2∞) = − ln a in the
proof of Lemma 3.7.3.
Conversely, assuming that there are such K1 and K2, we will show that the unique
equilibrium state is Gibbs by showing that τG ◦ π ∈ Bow(X, σ). Let ϕ = τG ◦ π.
Case 1: Consider x, x′ as in Case 1 in the proof of Lemma 3.7.3. Then (3.28) holds.
Case 2: Consider x, x′ as in Case 2 in the proof of Lemma 3.7.3.
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(i) Consider x, x′ as in Case 2 (i) in the proof of Lemma 3.7.3. We need to show that
the expression in (3.29) is bounded. Note that
an
K2
≤ |π−1[12n1]| ≤ a
n
K1
for all n.
Therefore, direct computations give us
|(Snϕ)(x)− (Snϕ)(x′)| ≤ 2τ ln K2
K1
.
(ii) Consider x, x′ as in Case 2 (ii) in the proof of Lemma 3.7.3. We need to show
that
(3.35) |(Snϕ)(x)− (Snϕ)(x′)| = τ | ln a
n−k|π−1[12β−(n−k)1]|
|π−1[12β1]| |
is bounded for all β, k, n. Note that this is slightly different from (3.31), because G(2∞) =
0 is replaced by G(2∞) = − ln a. By direct computations, we get
|(Snϕ)(x)− (Sn)(x′)| ≤ τ ln K2
K1
.
Case 3: Consider x, x′ as in Case 3 in the proof of Lemma 3.7.3. Then (3.33) holds.
Therefore, we conclude that ϕ = τG ◦ π ∈ Bow(X, σ). By Lemma 3.7.1, the unique
equilibrium state is Gibbs.
¤
3.9. Proof of (I)2(e) and (II)e
By Lemma 3.7.1, if the unique measure is Gibbs, then τG ◦ π ∈ Bow(X, σ). Therefore,
by [40], the natural extension of (σ, µ) is isomorphic to a Bernoulli system.
3.10. Proof of Remarks 3.1.1 (2)
In order to show the uniqueness, we observe that (II)(i)′ and (ii)′ are both satisfied if B
is primitive. Let a be maximum eigenvalue of the matrix B. Then (II)(ii)′ is satisfied
because we have
h(XB) = lim sup
n→∞
log |π−1[2n]|
n
= ln a > 0.
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(Note that this also holds when B is irreducible.) Now we show that (II)(i)′ is satisfied.
The proof is a straightforward application of the Perron-Frobenius Theorem. Let V1 =
{c ∈ {2, 3, ..., r} : A1c 6= 0} and V2 = {d ∈ {2, 3, ..., r} : Ad1 6= 0}. Then
|π−1[12n1]| =
∑
c∈V1,d∈V2
B
(n−1)
c,d .
Let u be a nonnegative row eigenvector corresponding to the eigenvalue a, and let v be
a nonnegative column eigenvector corresponding to a. Since B is primitive, using the
Perron-Frobenius theorem, we have that
B
(n)
c,d = (ucvd + εc,d(n))a
n, where εc,d(n) → 0 as n→∞.
Therefore,
|π−1[12n−11]|
|π−1[12n1]| =
an−2
∑
c∈V1,d∈V2
(ucvd + εc,d(n− 2))
an−1
∑
c∈V1,d∈V2
(ucvd + εc,d(n− 1)) ,
and so we have
lim
n→∞
|π−1[12n−11]|
|π−1[12n1]| =
1
a
.
Hence we conclude that (II)(i)′ and (ii)′ are both satisfied when B is primitive. There-
fore, if B is primitive, (α/(α + 1))G ◦ π has a unique equilibrium state.
We next prove that the unique equilibrium state is Gibbs, and the natural extension
of (σ, µ) is isomorphic to a Bernoulli system.
Lemma 3.10.1. Suppose that B is primitive. Then there exist K1, K2 > 0 such that
K1 ≤ a
n
|π−1[12n1]| ≤ K2 for all n.
Proof. Let
V1 = {ci ∈ {2, 3, · · · r} : A1ci 6= 0}
and let
V2 = {dj ∈ {2, 3, · · · r} : Adj1 6= 0}.
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Let |V1| = s and |V2| = t. Then by the Perron-Frobenius Theorem, applied to B with
maximum eigenvalue a and positive left and right eigenvectors u, v for a,
|π−1[12n1]| =
t∑
j=1
s∑
i=1
(Bn−1)cidj
=
t∑
j=1
s∑
i=1
[ucivdj + ǫcidj(n− 1)]an−1,
(3.36)
where ǫcidj(n) → 0 as n→∞ for each i, j. Therefore, for each i, j, there existmi,j,Mi,j, N(i, j) ∈
N such that
0 < mi,j ≤ ucivdj + ǫcidj(n) ≤Mi,j for all n ≥ N(i, j).
So there exist m,M,N ∈ N such that
0 < m ≤ ucivdj + ǫcidj(n) ≤M for all n ≥ N, 1 ≤ i ≤ s, 1 ≤ j ≤ t.
Therefore,
(
t∑
j=1
s∑
i=1
m)an−1 ≤ |π−1[12n1]| ≤ (
t∑
j=1
s∑
i=1
M)an−1,
for all n ≥ N. Let
t∑
j=1
s∑
i=1
m = m¯ and
t∑
j=1
s∑
i=1
M = M¯.
Then
m¯an−1 ≤ |π−1[12n1]| ≤ M¯an−1 for all n ≥ N.
Let
L = max{|π−1[12n1]| : n = 1, 2, · · ·N − 1},
so that (by our Convention-see page 25)
1 ≤ |π−1[12n1]| ≤ L for all 1 ≤ n ≤ N − 1.
¤
Therefore, by Lemma 3.7.1 and Lemma 3.8.1, if B is primitive, then the unique equilib-
rium state µ is Gibbs and τG ◦ π ∈ Bow(X, σ). Hence by [40] the natural extension of
(σ, µ) is isomorphic to a Bernoulli system. Also, since τG ◦ π ∈ Bow(X, σ), it satisfies
the RPF condition by Theorem 1.14 in [40].
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3.11. Proof of (III)a, b, and d
Note that the hypotheses of (III) imply those of (II), namely (II)(i)′ and (II)(ii)′. Thus
(III)a and (III)b follow directly from the proof above of (II)a and (II)b. We now show
that the unique equilibrium state µ is Gibbs. By Lemma 3.8.1, it is enough to show that
(3.34) holds.
Lemma 3.11.1. Let p be the period for the matrix B. There exist N,A1, A2 > 0 such
that
A1a
np+l ≤ |π−1[12np+l+11]| ≤ A2anp+l
for all l ∈ {0, 1, · · · p− 1}, n ≥ N.
Proof. First observe that there exists N1 ∈ N such that |π−1[12k1]| > 1 for all k ≥ N1.
For suppose that |π−1[12k1]| = 1 for infinitely many n, say
ank = |π−1[12nk1]| = 1 for all k ≥ 1.
Then
|π−1[12nk−11]|
|π−1[12nk1]| = |π
−1[12nk−11]| ≥ 1.
This is a contradiction to the hypothesis of (III) because 1/a < 1.
If we take n > N1/p, then |π−1[12np+l+11]| > 1 for all l ∈ {0, 1, · · · , p − 1}. Let
l ∈ {0, 1, · · · p− 1} be fixed. Fix an index i ∈ {2, · · · r} and define the (pairwise disjoint)
cyclic subsets D0, D1, · · ·Dp−1 by
(3.37) Dk = {j ∈ {1, 2, · · · , p− 1} : (Bnp+k)ij > 0 for some n ∈ N}.
Let ci ∈ V1, dj ∈ V2, ui, vj be defined as in the proof of Lemma 3.10.1. For each state
ci ∈ V1, let N(ci) ∈ {0, 1, · · · p − 1} be such that ci ∈ DN(ci). Similarly, for each state
dj ∈ V2, let N(dj) ∈ {0, 1, · · · p − 1} such that dj ∈ DN(dj). By the Perron-Frobenius
Theorem (see [23] section 3-5),
|π−1[12np+l+11]| =
∑
i,j
N(dj)−N(ci)=l
(Bnp+l)cidj
=
∑
i,j
N(dj)−N(ci)=l
(ucivdj + εci,dj(n))a
np+l
(3.38)
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With εci,dj(n) → 0 as n→∞ for each i, j. Therefore, for each i, j, there existN(i, j),mi,j,Mi,j
such that
0 < mi,j ≤ ucivdj + ǫcidj(n) ≤Mi,j for all n ≥ N(i, j).
So there exist m,M,N2 such that
0 < m ≤ ucivdj + ǫcidj(n) ≤M for all n ≥ N2, 1 ≤ i ≤ s, 1 ≤ j ≤ t.
Now let N3 > max{N1/p,N2}. Then
|π−1[12np+l+11]| ≥ manp+l
for all n ≥ N3. Similarly,
|π−1[12np+l+11]| ≤
∑
i,j
N(dj)−N(ci)=l
(ucivdj + εci,dj(n))a
np+l
≤
∑
i,j
Manp+l
for all n ≥ N3. Therefore, for all n ≥ N3, for l ∈ {0, 1, · · · , p− 1}, we have that
manp+l ≤ |π−1[12np+l+11]| ≤ (
∑
i,j
M)anp+l.
Now the lemma is proved. ¤
Now we finish the proof of (III)d. For 1 ≤ k < N3p+ 1, let
M1 = max
1≤k≤N3p
ak
|π−1[12k1]| ,
and
m1 = min
1≤k≤N3p
ak
|π−1[12k1]| .
Therefore, (3.34) is proved. Thus by Lemma 3.8.1 the unique equilibrium state µ is
Gibbs, and by Lemma 3.7.1 (as in 3.9), τG ◦ π ∈ Bow(X, σ). This implies [40] that the
natural extension of (σ, µ) is isomorphic to a Bernoulli system.
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3.12. Proof of (I)(c)
Note first that G is a grid function (see page 15), but G ◦ π is not necessarily a grid
function, although it is close in form to a grid function. Let
M¯0 = π
−1[1] = [1] and M¯n = π
−1[2n1] for n ≥ 1.
Let Z¯ = π−1{2∞}. Recall Condition [C]: we are assuming that (1) Z¯ is a shift of finite
type such that if T is the transition matrix of Z¯, ΣT is the two-sided shift of finite type on
{2, · · · , r}Z determined by T , and ΣT |+ is the projection of ΣT to a one-sided subshift,
then ΣT |+ = Z¯, and (2) limn→∞ M¯n = Z¯, where the limit is taken in the Hausdorff
metric.
Let W be the two-sided shift of finite type which is the natural extension of Z¯. Then
ρ(W ) by definition is
ρ(W ) = {x ∈ X : there exists w ∈ W with x = w0w1 · · · }.
Then we have W = ΣT and so ρ(W ) = W |+ = ΣT |+ = Z¯ by Condition [C] (2). Thus
P = {ρ(W ), M¯0, M¯1, M¯2, · · · } is a partition of X. So G ◦ π is a grid function associated
with W and P, i.e., G ◦ π ∈ G(W,P).
We show first that in this case for any 0 ≤ τ < 1, τG ◦ π satisfies the RPF condition
(see page 12). For each τ ∈ (0, 1), find α > 0 such that τ = α/(α + 1). Define ϕ =
(α/(α + 1))G ◦ π. Since ϕ is a grid function associated with W and P, by Theorem 3.6
in [24], it is enough to show that
(3.39) PX(ϕ) > h(W ).
Note that h(W ) = h(Z¯) = 0 because h(XB) = 0. By (3.15) and (3.16), if we denote the
Shannon-Parry measure by µmax, we have that
PX(ϕ) ≥ 1
α + 1
hµmax(σX) =
1
α + 1
h(X) > 0.
Thus (3.39) is established, and hence ϕ satisfies the RPF condition. So there exist
λ > 0, h ∈ C(Σ+A) with h > 0, and ν ∈M(Σ+A) for which
Lϕh = λh, L
∗
ϕν = λν, ν(h) = 1,
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and
lim
n→∞
||λ−nLnϕf − ν(f)h||∞ = 0 for all f ∈ C(Σ+A).
By [13], the unique equilibrium state µ for ϕ is µ = νh. If we let
ϕ¯ = (α/(α + 1))G ◦ π + log h− log h ◦ σ − log λ,
then µ is the g-measure for g = eϕ¯ [13]. Since Lnϕ¯f → µ(f) uniformly for all f ∈ C(X)
[13], by using the same arguments as in the proof of Theorem 3.2 [37], we conclude that
(σ, µ) is an exact endomorphism, hence strongly mixing.
3.13. Proof of (II)(c) and (III)(c)
We use similar arguments as in 3.12. Let M¯n, Z¯,W,P, µmax be as in 3.12. Suppose
Condition [C] is satisfied. Then, using simlar arguments as in the proof of (I)(c), (G +
ln a)π is a grid function associated with W and P. We show that τ(G+ ln a) ◦π satisfies
the RPF condition for 0 ≤ τ < 1. Find α > 0 such that τ = α/(α + 1). Since (α/(α +
1))(G + ln a) ◦ π is a grid function associated with W and P, by [24], it is enough to
show that
(3.40) PX(
α
α + 1
(G+ ln a) ◦ π) > h(W ).
Note that h(W ) ≤ ln a, because h(XB) = ln a. Since XB ( X and X is topologically
mixing, by Theorem 4.4.7 and Corollary 4.4.9 in [23], we have that h(X) > ln a. Using
(3.15) we have that
PX(
α
α + 1
(G+ ln a) ◦ π) = PX( α
α + 1
)(G ◦ π) + α
α + 1
ln a
=
1
α + 1
sup{hµ(σX) + αhµ◦π(σY )}+ α
α + 1
ln a
≥ 1
α + 1
hµmax +
α
α + 1
ln a
=
1
α + 1
h(X) +
α
α + 1
ln a > ln a.
Therefore, (3.40) is established. By [24] (α/(α + 1))(G + ln a) ◦ π satisfies the RPF
condition and hence has a unique equilibrium state. Denote by µ the unique equilibrium
state. Using the definition of pressure, observe that (α/(α + 1))G ◦ π also has the same
unique equilibrium state µ. Since (α/(α + 1))(G+ ln a) ◦ π satisfies the RPF condition,
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using similar arguments as in 3.12 (replace (α/(α+1))G◦π with (α/(α+1))(G+ln a)◦π),
we conclude that (σ, µ) is an exact endomorphism and so strongly mixing.
Now the Main Theorem is proved.
3.14. Examples
We will apply the Main Theorem to study SFT-NC carpets. Let T,R,A,K(T,R,A),
X, Y, π, α be defined as in page 21. In Chapter 2, using the natural coding map, the
Ledrappier-Young formula, and Theorem 2.1.40 of Shin, we have seen that if there is
a saturated compensation function G ◦ π ∈ C(X), G ∈ C(Y ), finding measures of full
Hausdorff dimension for K(T,R,A) is equivalent to finding equilibrium states for (α/(α+
1))G◦π. We now present particular SFT-NC carpets and find measures of full Hausdorff
dimension and properties of the measures.
Example 3.14.1.
Let T be the toral endomorphism given by T (x, y) = (5x mod 1, 3y mod 1). Let
P = {[ i
5
, i+1
5
]× [ j
3
, j+1
3
] : 0 ≤ i ≤ 4, 0 ≤ j ≤ 3} be the natural Markov partition for T. Let
R = {(2, 2), (1, 1), (3, 1), (4, 1)} be the subalphabet of the symbols of P. Note that each
member of R corresponds to a member of the Markov partition. Let A be the transition
matrix of the members of R given by
A =


1 1 0 0
1 0 0 1
0 1 0 1
1 0 1 1


.
Then the SFT-NC carpet K(T,R,A) is defined by
K(T,R,A) = {(
∞∑
k=0
xk
5k+1
,
∞∑
k=0
yk
3k+1
) : (xk, yk) ∈ R,
A(xk,yk)(xk+1,yk+1) = 1 for all nonnegative integers k}.
(See Figure 3.3.) We will find the Hausdorff dimension of K(T,R,A), show the unique-
ness of measures of full Hausdorff dimension, and study the properties of the measure.
Let X = Σ+A and let π be the factor map π(xk, yk) = yk. Set Y = π(X). Then Y is a
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Figure 3.1. SFT-NC carpet in Example 3.14.1-STEP 1
Figure 3.2. SFT-NC carpet in Example 3.14.1-STEP 2
Figure 3.3. SFT-NC carpet in Example 3.14.1-STEP 3
shift of finite type on 2 symbols {1, 2} with the transition matrix
C =

 1 1
1 1

 .
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Denote (2, 2) by 1, (1, 1) by 2, (3, 1) by 3, and (4, 1) by 4 for simplicity. Then π is a
factor map such that π(1) = 2, π(2) = π(3) = π(4) = 1 (note that 1 here corresponds to
2 in the Main Theorem and 2 here corresponds to 1 in the Main Theorem). Let µ be an
ergodic measure on K(T,R,A). Denote by B the transition matrix of π−1{1}. Then
B =


0 0 1
1 0 1
0 1 1

 .
177
oo // 2
²²
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π // 177
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]];;;;;;;;;;;;;;;;;;
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Figure 3.4. X,Y, and π in Example 3.14.1
Now we apply the Main Theorem to our setting. Note that A3 > 0, B3 > 0, and
h(XB) > 0. B is primitive. Since B is primitive, the hypotheses of (II) of the Main
Theorem are all satisfied, by (II)a and b of the Main Theorem, there exists a unique
equilibrium state µ¯ for (α/(α+1))G◦π. Hence the corresponding measure µ on K(T,R,A)
is the unique measure of full Hausdorff dimension. Again because B is primitive, the
hypothesis of (II)d of the Main Theorem is satisfied. Therefore, the unique measure is
Gibbs, and so by (II)e of the Main Theorem the natural extension of (T, µ) is isomorphic
to a Bernoulli system. By Lemma 3.7, G ◦ π ∈ Bow(X, σ). Thus G ◦ π satisfies the
RPF condition (Theorem 1.14 in [40]). Using Corollary 2.2.1, the Hausdorff dimension
of K(T,R,A) is given by
dimH K(T,R,A) =
P ((α/(α + 1))G ◦ π)
log 3
= log3 λ,
where λ is the eigenvalue of the Ruelle operator L(α/(α+1))G◦π defined as in Definition
2.1.16.
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Example 3.14.2.
Let T be the toral endomorphism given by T (x, y) = (3x mod 1, 2y mod 1). Let
P = {[ i
3
, i+1
3
] × [ j
2
, j+1
2
] : 0 ≤ i ≤ 2, 0 ≤ j ≤ 1} be the natural Markov partition for T.
Let R = {(1, 0), (0, 1), (2, 1)}. Note that each member of R corresponds to a member of
the Markov partition. Let A be the transition matrix of the members of R given by
A =


0 1 0
1 1 1
1 0 1

 .
Then the SFT-NC carpet K(T,R,A) is defined by
K(T,R,A) = {(
∞∑
k=0
xk
3k+1
,
∞∑
k=0
yk
2k+1
) : (xk, yk) ∈ R,
A(xk,yk)(xk+1,yk+1) = 1 for all nonnegative integers k}.
(See Figure 3.9.)
Figure 3.5. NC carpet and SFT-NC carpet carpet in Example 3.14.2-
STEP 1
We will show the uniqueness of measures of full Hausdorff dimension and study their
properties. As in the previous example, set X = Σ+A and let π be the factor map
π(xk, yk) = yk. Set Y = π(X). Then Y is a shift of finite type on 2 symbols {0, 1} with
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Figure 3.6. NC carpet K(T,R) in Example 3.14.2-STEP 2
Figure 3.7. NC carpet K(T,R) in Example 3.14.2-STEP 3
the transition matrix
C =

 0 1
1 1

 .
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Figure 3.8. SFT-NC carpet K(T,R,A) in Example 3.14.2-STEP 2
Figure 3.9. SFT-NC carpet K(T,R,A) in Example 3.14.2-STEP 3
If we denote (1, 0) by 1, (0, 1) by 2, and (2, 1) by 3, then π(1) = 0, π(2) = π(3) = 1. Let
α = log2 3− 1. Then the transition matrix B of symbols in π−1(1) is given by
B =

 1 1
0 1

 .
61
2 gg
²²
1
xx
88qqqqqqqqqqqqqq
ff
MM
MM
MM
MM
MM
MM
MM
π // 0 oo // 1 gg
3 gg
Figure 3.10. X,Y, and π in Example 3.14.2
Now we apply the Main Theorem. Clearly, we have |π−1[01n0]| = n and h(XB) = 0.
Therefore, (I)2(i) and (ii) of the Main Theorem are satisfied. By (I)2(a) of the Main
Theorem, we know the existence of a saturated compensation function G ◦π. G : Y → R
is defined by
G(y) =


ln((n− 1)/n) if y ∈ [2n1], n ≥ 2
0 if y ∈ [1] ∪ [21] ∪ {2∞}.
By (I)2(b) of the Main Theorem, letting τ = (α/(α + 1)), (α/(α + 1))G ◦ π has a
unique equilibrium state µ¯. Therefore, the corresponding measure µ on K(T,R,A) is
the unique measure of full Hausdorff dimension. Observe that Condition [C] is satisfied.
Therefore, by (I)2(c) of the Main Theorem, (T, µ) is exact, and hence strongly mixing.
By (I)2(d) of the Main Theorem, the unique measure µ is not Gibbs because
sup
n
|π−1[01n0]| = ∞.
We cannot apply (I)2(e) of the Main Theorem, because µ is not Gibbs.
Since Condition [C] is satisfied, (α/(α + 1))G ◦ π is a grid function and the RPF
condition is satisfied. Hence by Corollary 2.2.1, the Hausdorff dimension of K(T,R,A)
is given by
dimH K(T,R,A) =
P ((α/(α + 1))G ◦ π)
log 2
= log2 λ,
where λ is defined as in Definition 2.1.16.
We now approximate P ((α/(α+ 1))G ◦ π). We will find a lower bound of P ((α/(α+
1))G ◦ π). This gives us an approximation of λ. Let β = (α/(α + 1)). Consider a lower
62
bound for ∑
x0x1···x3m−1
exp( sup
y∈[x0x1···x3m−1]
S3mφ(y)).
First note that the number of allowable cylinder sets of the form [x0x1 · · · xn−1] in Σ+A
of length m is 3 · 2m−1. Now we consider the cylinder set [x0x1 · · ·x3m−1], where 221, 331
or 231 appears k times in total somewhere in x0x1 · · ·x3m−1. So there are i1, i2, . . . , ik such
that xilxil+1xil+2 ∈ {221, 331, 231} for l = 1, 2, . . . , k. 1 ≤ k ≤ m. If y ∈ [x0x1 · · ·x3m−1]
and if 221, 231, or 231 appears in x0x1 · · ·x3m−1 in total of k times, then the direct
computation shows that
S3mϕ(y) ≥ β[k ln(1/2) + (3m− 3k) ln(2/3)].
Using this, we have a lower bound
exp( sup
y∈[x0x1···x3m−1]
S3mϕ(y)) ≥ (2
3
)3mβ.
This implies by the direct computation that
P (ϕ) ≥ lim
m→∞
log[3 · 23m−1 · (2
3
)3mβ]
3m
≥ log((2
3
)β · 2) > 0.
Therefore, we get λ ≥ (2/3)β · 2. Now our question is to determine whether the natural
extension of (T, µ) is isomorphic to a Bernoulli system. We cannot apply (II)(e) of the
Main Theorem, because the unique measure is not Gibbs. But we know by the proof of
(I)2(c) of the Main Theorem that the unique measure is a g-measure (see page 14). We
will use Theorem 2.1.25 of Coelho and Quas (see page 14) and approximation of λ above
to show that the natural extension of (T, µ) is isomorphic to a Bernoulli system.
Let ϕ = (α/(α+ 1))G ◦ π. Let β be defined as above. Let h ∈ C(X) be an eigenfunc-
tion of the Perron-Frobenius operator with corresponding eigenvalue λ. Then the unique
measure µ is a g-measure for g = (α/(α + 1))G ◦ π + log h− log h ◦ σ − log λ.
Applying Theorem 2.1.25, it is enough to show that
∞∑
n=r
n∏
i=r
(1− 3
2
vari(g)) = ∞ for some r ≥ 1,
where
g(x) =
eϕ(x)h(x)
h ◦ σ(x)λ.
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We show this by the following three steps.
Step 1) Show that there is a K0 ≥ 1 such that vari(log g) ≤ ln(i/(i−1))2β for i ≥ K0 +1.
Step 2) Show that vari(g) ≤ (i/(i− 1))2β − 1)/λ for i ≥ K0 + 1.
Step 3) Show that there is r ≥ 1 such that
∞∑
n=r
n∏
i=r
[(1− 3
2
vari(g))] = ∞ for some r ≥ 1.
Step (3) follows from Step (2) easily:
Suppose vari(g) ≤ ((i/(i− 1))β − 1)/λ for i ≥ K0 + 1. Then we have that
1− 3
2
vark(g) ≥ 1− 3
2
((
k
k − 1)
2β − 1) 1
λ
for k ≥ K0 + 1. Since λ > 3/2 (by the approximation of λ above), we have that
1− 3
2
((
k
k − 1)
2β − 1) 1
λ
≥ (k − 1
k
)2β
for large K
′
0. Now take K0 = max{K0 + 1, K ′0}. Then
n∏
i=K0
[1− 3
2
vari(g)] ≥ (K0 − 1
n
)2β.
Therefore,
∞∑
n=K0
n∏
i=K0
[1− 3
2
vari(g)] ≥
∞∑
n=K0
(
K0 − 1
n
)2β = ∞.
Step (2) also follows from Step (1) easily. Thus we show Step(1).
First note by definition that
vari(log g) = vari(ϕ¯)
= sup{|ϕ(x)− ϕ(y) + ln h(x)h(σy)
h(σx)h(y)
| : xk = yk, for all 0 ≤ k ≤ i− 1}.
By proposition 3.3 in [24], we know that h is constant on any cylinder set B of length
larger than K0 such that B ∩ {2k3∞, 2∞ : k ≥ 0} = ∅ for some K0. Define M∞ =
{2k3∞, 2∞ : k ≥ 0}. Use this fact to show first that vari(ϕ) ≤ ln(i/(i−1))2β for i = K0+1.
Using the properties of h, we have the following three cases.
(I) [x0x1 · · ·xK0 ] ∩M∞ = ∅ and [x1x2 · · ·xK0 ] ∩M∞ = ∅
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(II) [x0x1 · · ·xK0 ] ∩M∞ 6= ∅ and [x1x2 · · ·xK0 ] ∩M∞ 6= ∅
In this case, [x0x1 · · ·xK0 ] ∈ [2K0+1] ∪ [3k0+1] ∪ [2k13k2 ], k1 + k2 = K0 + 1.
(III) [x0x1 · · ·xK0 ] ∩M∞ = ∅ and [x1x2 · · ·xK0 ] ∩M∞ 6= ∅
In this case, [x0x1 · · ·xK0 ] ∈ [12K0 ] ∪ [12k13k2 ] with k1 + k2 = K0, k1 ≥ 1.
Clearly for cylinder sets of type (I), we have that h(x) = h(y) and h(σx) = h(σy).
Therefore,
varK0+1(ϕ)|cylinder sets of type I ≤ sup{|ϕ(x)− ϕ(y)| : xk = yk for all 0 ≤ k ≤ K0}.
Therefore, we have that
varK0+1(ϕ)|cylinder sets of type I ≤ ln[(
K0 + 1
K0
)2β].
For cylinder sets of type (II), we can similarly show that
varK0+1(ϕ)|cylinder sets of type II ≤ ln[(
K0 + 1
Ko
)2β],
by showing that
(3.41) |ϕ(x)− ϕ(y) + ln h(x)h(σy)
h(σx)h(y)
| ≤ ln(K0 + 1
Ko
)2β
for x, y ∈ [x0x1 · · ·xK0 ] ∈ [2K0+1] ∪ [3K0+1] ∪ [2k13k2 ].
We will need to consider the following cylinder sets of type (II).
(i) x, y ∈ [2K0+1],
a. x ∈ [2n1], y ∈ [2m1], n,m ≥ K0 + 1;
b. x ∈ [2n1], y = 2∞;
c. x ∈ [2n1], y ∈ [2n3k], k ≥ 1;
d. x ∈ [2n1], y = 2n3∞;
e. x = 2∞, y = 2n3∞;
(ii) x, y ∈ [3K0+1];
a. x ∈ [3n1], y ∈ [3m1], n,m ≥ K0 + 1;
b. x ∈ [3n1], y = 3∞;
(iii) x, y ∈ [2k13k21];
a. x ∈ [2k13k21], y ∈ [2k13k31], k1 + k2 ≥ K0 + 1, k3 ≥ k2, k1 ≥ 1;
b. x ∈ [2k13k21], y = 2k13∞, k1 ≥ 1;
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c. x ∈ [2K0+13l], y = 2∞, l ≥ 1;
d. x = 2k13∞, y = 2k23∞, k1, k2 ≥ K0 + 1.
The idea to show (3.41) is to write h(x), h◦σ(x), h(y), h◦σ(y) as infinite series by using the
property that h is an eigenfunction of the Perron-Frobenius operator with corresponding
eigenvalue λ. For simplicity, we only consider the case (i)a. Let x ∈ [2K0+11], y = 2∞.
We show that
|ϕ(x)− ϕ(y)| ≤ ln(K0 + 1
K0
)2β.
Similar arguments work for the other cases. Since
|ϕ(x)− ϕ(y)| = | ln( K0
K0 + 1
)β + ln
h(x)
h(σx)
|,
it is enough to show that
1 ≤ h([2
K0+11]
h([2K01])
≤ ln(K0 + 1
K0
)β.
Using the Perron-Frobenius operator, we have that
h([2K01]) =
1
λ
[h([12K01]) + h([2K0+1])(
K0
K0 + 1
)β].
Similarly,
h([2K0+11]) =
1
λ
[h([12K0+11]) + h([2K0+21])(
K0 + 1
K0 + 2
)β].
Note that we have h([12K01]) = h([12K0+11]), because [12K0 ] ∩ M∞ = ∅. Let C =
h([12K01]). Repeating this argument, we have that
h([2K01]) =
C
λ
n−1∑
i=0
[
K0
β
λi(K0 + i)β
] +
1
λn
(
K0
K0 + n
)βh([2K0+n1]) for all n ≥ 1.
Letting n→∞, we have that
h([2K01]) =
C
λ
∞∑
i=0
K0
β
λi(K0 + i)
β
.
Similarly, we have
h([2K0+11]) =
C
λ
∞∑
i=0
(K0 + 1)
β
λi(K0 + 1 + i)
β
.
This implies that
h(x)
h(σx)
=
h([2K0+11])
h([2K01])
≤ ln(K0 + 1
K0
)β.
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It is easy to see by direct computation, using the infinite series, that
1 ≤ h(x)
h(σx)
.
Now the result follows.
We will continue to present examples that illustrate the Main Theorem (without pre-
senting particular SFT-NC carpets). For each example, we can construct a corresponding
SFT-NC carpet and obtain the (unique) measure of full Hasusdorff dimension and the
properties of the measure as in the previous examples.
Example 3.14.3.
We give an example that illustrates (I)1 of the Main Theorem. Let X ⊂ {1, 2, 3}N and
Y ⊂ {1, 2}N be the shifts of finite type determined by allowing the transitions marked
on Figure 3.1. Define π by π(1) = 1 and π(2) = π(3) = 2.
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Figure 3.1. X,Y, and π in Example 3.14.3
Then we have
A =


1 1 1
1 0 0
1 0 0


and
B =

 0 0
0 0

 .
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Since A2 > 0 and B = 0, the hypothesis of (I)1 is satisfied. Therefore, there exists a
locally constant function G, G ∈ C(Y ) such that G ◦ π is a compensation function, and,
for any 0 ≤ τ < 1, τG ◦ π has a unique equilibrium state. G : Y → R is defined by
G(y) =


− ln 2 if y ∈ [21]
0 otherwise.
Example 3.14.4.
We next present an example that illustrates (II) of the Main Theorem without B
being primitive.
Let X ⊂ {1, 2, 3, 4}N and Y = {1, 2}N be the shifts of finite type determined by
allowing the transitions marked on Figure 3.2. Define π by π(1) = 1, and π(2) = π(3) =
π(4) = 2.
177
// 2 ggAA
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¤¤
π // 177
oo // 2 gg
377
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Figure 3.2. X,Y, and π in Example 3.14.4
Then we have
A =


1 1 0 1
0 1 1 0
1 1 1 0
1 0 0 1


and
B =


1 1 0
1 1 0
0 0 1

 .
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Then A3 > 0, h(XB) = ln 2, and B is reducible. Since, for n ≥ 2, |π−1[12n1]| = 2n−2 + 1,
lim
n→∞
|π−1[12n−11]|
|π−1[12n1]| =
1
2
.
Thus the hypotheses of (II) are both satisfied. Therefore, there exists a compensation
function G ◦ π ∈ C(X) with G ∈ C(Y ), and, for any 0 ≤ τ < 1, τG ◦ π has a unique
equilibrium state µ. G is defined by
G(y) =


ln((2n−3 + 1)/(2n−2 + 1)) y ∈ [2n1], n ≥ 2
− ln 2 y = 2∞
0 y ∈ [1] ∪ [21].
Note that Condition [C] is satisfied if we put T = B. Therefore, (σ, µ) is exact, and hence
strongly mixing. Observe also that
1 ≤ 2
n
|π−1[12n1]| ≤ 4 for all n.
Therefore, the unique equilibrium state µ is Gibbs and the natural extension of (σ, µ) is
isomorphic to a Bernoulli system. The Hausdorff dimension of a corresponding carpet is
given by logm λ, where λ is defined as in Definition 2.1.16.
Example 3.14.5.
This example shows that the hypothesis of (III) is not satisfied automatically when
XB is irreducible.
Let X ⊂ {1, 2, 3, 4}N and Y = {1, 2}N be the shifts of finite type determined by
allowing the transitions marked on Figure 3.3.
177
oo // 2AA
¢¢¤¤
¤¤
¤¤
¤¤
¤¤
¤¤
¤¤
¤¤
¤¤
π // 177
oo // 2 gg
3
OO
4
]];;;;;;;;;;;;;;;;;;
//oo
Figure 3.3. X,Y, and π in Example 3.14.5
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Then we have
A =


1 1 0 0
1 0 1 0
1 1 0 1
1 0 1 0


.
Then
B =


0 1 0
1 0 1
0 1 0

 .
The matrix B is irreducible and has maximum positive eigenvalue
√
2. However,
|π−1[12n1]| = 2|π−1[12n1]|
if n is odd, for n ≥ 3, and
|π−1[12n1]| = |π−1[12n1]|
if n is even, for n ≥ 4. Therefore, limn→∞(|π−1[12n−11]|/|π−1[12n1]|) does not exist in
this case.
Example 3.14.6.
We next present an example that satisfies the hypotheses of (III). Let X ⊂ {1, 2, 3, 4}N
and Y = {1, 2}N be the shifts of finite type determined by allowing the transitions marked
on Figure 3.4.
1 oo // 2AA
¢¢¤¤
¤¤
¤¤
¤¤
¤¤
¤¤
¤¤
¤¤
¤¤
π // 1 oo // 2 gg
3
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]];;;;;;;;;;;;;;;;;;
//oo
Figure 3.4. X,Y, and π in Example 3.14.6
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Then we have
A =


0 1 1 1
1 0 1 0
1 1 0 1
1 0 1 0


.
Then
B =


0 1 0
1 0 1
0 1 0

 .
The matrix B is irreducible and has maximum positive eigenvalue
√
2. Observe that this
example is slightly different from the previous example because 1i and i1 are allowable
words for all 2 ≤ i ≤ 4. Note that by the Perron-Frobenius Theorem, applied to B with
maximum eigenvalue
√
2 and positive left and right eigenvectors u, v for
√
2, we have
|π−1[12n1]| =
∑
1≤i,j≤3
(Bn−1)i,j
=
∑
1≤i,j≤3
[uivj + ǫij(n− 1)](
√
2)n−1
where ǫij(n) → 0 as n → ∞ for each i, j. Since 1i and i1 are allowable words for all
2 ≤ i ≤ 4, we get
lim
n→∞
|π−1[12n−11]|
|π−1[12n1]| =
1√
2
.
Thus the hypotheses of (III) are satisfied. Observe also that Condition [C] is satisfied
if we put T = B. Therefore, there exists a compensation function G ◦ π ∈ C(X) with
G ∈ C(Y ), and, for any 0 ≤ τ < 1, τG ◦ π has a unique equilibrium state. G is defined
by
G(y) =


ln(|π−1[12n−11]|)/(|π−1[12n1]|) y ∈ [2n1], n ≥ 2
− ln 3 y ∈ [21]
− ln√2 y = 2∞
0 y ∈ [1].
Note that it is difficult to find the exact value of (|π−1[12n−11]|/|π−1[12n1]|). The unique
equilibrium state µ is Gibbs, and the natural extension of (σ, µ) is isomorphic to a
Bernoulli system. Moreover, (τ, µ) is exact and hence strongly mixing, because Condition
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[C] is satisfied. The Hausdorff dimension of a corresponding carpet is given by logm λ,
where λ is defined as in Definition 2.1.16.
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CHAPTER 4
Extensions of the Main Theorem to the case when Y has more
than two symbols
4.1. Introduction
We want to generalize the Main Theorem to the case when the alphabet of Y can
have more than two symbols. In constructing an SFT-NC carpet K(T,R,A), this corre-
sponds to the case when the members of R (which is a subset of the symbols representing
members of a Markov partition for T ) represent partition cells in more than two rows
(see page 20). From Section 4.2 to Section 4.6, we will consider the case when h(XB) = 0
(with the notation as in the Main Theorem) and then consider the case when h(XB) > 0
from Section 4.7 to Section 4.11. From Section 4.12 to Section 4.15, we will obtain an
analogous result in a particular situation covered not by these theorems, namely when
the transition matrix of Y has a certain block form. This is the first special case of a
reducible matrix B in this chapter. Finally, in Section 4.16 we consider another partic-
ular case of a reducible matrix B. If π−1{i}, 2 ≤ i ≤ k, are the communicating classes
of B and the corresponding irreducible components are all topologically mixing, we will
get a similar result. We present examples following each theorem and see that Example
4.6.2 and Example 4.15.4 are the candidates for nonuniqueness of the equilibrium state
for a saturated compensation function. For Example 4.6.4, neither the existence of a sat-
urated compensation function nor the uniqueness of the equilibrium state for a saturated
compensation function (if it exists) is known.
If Y is a shift of finite type on two symbols, we have seen that there is a saturated
compensation function which is a grid function. If Y is a shift of finite type on k symbols,
there is a saturated compensation function G ◦ π,G ∈ C(Y ), but, G is not evidently a
grid function. Under added conditions (see Condition [C′]), it is a grid function, and we
can show the uniqueness of the equilibrium state for such functions by using arguments
from [24]. This approach is used in Theorem 4.2.1 and Theorem 4.7.1. In Theorem
4.12.1 and Theorem 4.16.1, we will prove the uniqueness of the equilibrium state for a
saturated compensation function by showing that it is in the Bowen class.
4.2. Theorem 4.2.1-an extension to the case when h(XB) = 0
We will use the following convention throughout the chapter.
Convention:
We define |π−1[1y0y1 · · · yn−11]| = |π−1[y0y1 · · · yn−11]| if π−1[1y0y1 · · · yn−11] = ∅.
Let X ⊂ {1, a21, a22, · · · , a2r2 , a31, · · · , a3r3 , · · · , ak1, · · · , akrk}N, Y = {1, 2, · · · , k}N or Y ⊂
{1, 2, · · · , k}N be shifts of finite type, and letB′ be the transition matrix of {2, 3, · · · , k} in Y.
Condition [C′]
(1) If ΣB′ is the two-sided shift of finite type on {2, 3, · · · , k} determined by B′, and
ΣB′|+ is the projection of ΣB′ onto a one-sided shift of finite type, then ΣB′|+ = YB′ .
(2) The ratio
|π−1[1y1y2 · · · yn−11]|
|π−1[1y0y1 · · · yn−11]|
is constant in n, for all allowable words y0 · · · yn−11 of length (n + 1) in Y such that no
yi = 1.
Theorem 4.2.1. Fix k = 3, 4, · · · . Let r2, · · · , rk ∈ N, let aji (j = 2, · · · , k; i =
1, · · · , rk) be symbols, and let X ⊂ {1, a21, a22, · · · , a2r2 , a31, · · · , a3r3 , · · · , ak1, · · · , akrk}N be a
topologically mixing shift of finite type with positive entropy. Let Y = {1, 2, · · · , k}N
or Y ⊂ {1, 2, · · · , k}N be a shift of finite type with positive entropy and π : X → Y a
one-block factor map such that π−1{1} = {1} and π−1{i} = {ai1, · · · , airi} for 2 ≤ i ≤ k.
Let A be the transition matrix of X, let B be the submatrix of A corresponding to the
indices a21, · · · , akrk (giving the transitions among symbols in π−1{2, · · · , k}) and let B′
be the transition matrix of {2, 3, · · · , k}. Assume that Bn 6= 0 for all n. Denote by XB
the shift of finite type determined by B and by YB′ the shift of finite type determined by
B′. Let 0 ≤ τ < 1. Suppose the following hypothesis I is satisfied.
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I. h(XB) = 0 and the following condition holds: For each y ∈ YB′ ,
lim
n→∞
|π−1[1y1y2 · · · yn−11]|
|π−1[1y0y1 · · · yn−11]| = 1,
where the limit is taken along the sequence of n → ∞ for which yn−11 is allowable in
YB′ .
Then
(a) There exists a compensation function G ◦ π ∈ C(X) such that G ∈ C(Y ).
(b) Under Condition [C′] above, G is a grid function.
(c) If G is a grid function constructed in b above, τG ◦ π has a unique equilibrium
state.
Remarks 4.2.2. (1) If YB′ is irreducible, then Condition [C
′](1) is satisfied automat-
ically. In particular, if XB is irreducible, then Condition [C
′](1) is satisfied.
(2) G ◦ π is not always a grid function even when G is a grid function.
We continue to assume that X,Y, π,A,B,B′ and τ are as above.
Let
E1 = {y ∈ Y : y = y0 · · · yp−11∞ for some p ≥ 1, y 6= 1∞}
and
E = {y ∈ Y : σp(y) ∈ YB′ for some p > 1, σi(y) /∈ YB′ for i = 0, 1, · · · , p− 1}.
Since we have k symbols in Y, we consider E ⊃ E2, instead of E2 in the proof of the Main
Theorem. Note by Lemma 3.1.3 in the Main Theorem that µ(E1) = 0 for all µ ∈M(Y ).
4.3. Proof of a
Now we begin the proof of the theorem. We use similar arguments as in 3.2. Define
G : Y → R as
G(y) =


ln(|π−1[1y1y2 · · · yn−11]|/|π−1[1y0y1 · · · yn−11]|) if y ∈ [y0y1 · · · yn−11], yi 6= 1, n ≥ 2,
ln(1/|π−1[1y01]|) if y ∈ [y01],
0 if y ∈ [1] ∪ YB′ .
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We show that G◦π is a compensation function for π under hypothesis I of Theorem 4.2.1
by showing that
(4.1) lim sup
n→∞
1
n
[ln(e(SnG)(y)|Dn(y)|)] = 0 for all y ∈ Y \ E1.
4.3.1. Case 1. We consider the case when y /∈ E1 ∪ E ∪ YB′ ∪ {1∞}.
Case 1: Let n > 2 be fixed and consider the first n states y0y1 · · · yn−1 of y ∈ Y. We
consider first the case when y /∈ E1 ∪ E ∪ YB′ ∪ {1∞} and y0 6= 1 and yn−1 = 1.
Fix such a y ∈ Y. Then there exist s1, s2, · · · , sq, t1, · · · , tq, where q ≥ 1 (q depends on y
and n), such that si is a word of length n(i) ≥ 1 in YB′ , and y = s11t1 · · · sq1tq · · · with∑q
i=1 n(i) +
∑q
i=1 ti = n. Thus
|Dn(y)| = |π−1[s11]||π−1[1s21]| · · · |π−1[1sq1]|
and
(SnG)(y) = ln
1
|π−1[1s11]||π−1[1s21]| · · · |π−1[1sq1]| .
(See page 30 for details.) Therefore,
e(SnG)(y)|Dn(y)| = |π
−1[s11]|
|π−1[1s11]| ,
which is a constant depending on y and is greater than or equal to 1. Therefore, for such
y,
lim sup
n→∞
(1/n)[ln(e(SnG)(y)|Dn(y)|)] = 0.
Case 2: Let n be fixed as in Case 1. Consider next the case when y /∈ E1∪E∪YB′ ∪
{1∞}, and y0 6= 1, yn−1 6= 1. Fix y ∈ Y. Then there exist s1, s2, · · · , sq, t1, · · · , tq, such
that q ≥ 1 (q depends on y and n), si is a word of length n(i) ≥ 1 in YB′ , t1, t2, · · · tq ≥ 1,
y = s11
t1 · · · 1tq−1sq1tq · · · , where sq = y(q)0 y(q)1 · · · y(q)i0 · · · y(q)n(q)−1, yn−1 = y(q)i0 , and, defining
t0 = n(0) = 0, i0 + 1 +
∑q−1
i=0 n(i) +
∑q−1
i=0 ti = n.
For example, for q = 1 and n < n(1), we write
y = s11
t1 · · · = y(1)0 y(1)1 · · · y(1)i0 · · · y(1)n(1)−11t1 · · · ,
where yn−1 = y
(q)
i0
, and i0 + 1 + n(0) + t0 = n. For q > 1, we write
y = s11
t1 · · · sq−11tq−1sq1tq · · · = s11t1 · · · sq−11tq−1y(q)0 y(q)1 · · · y(q)i0 · · · y(q)n(q)−11tq · · · ,
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where yn−1 = y
(q)
i0
and i0 + 1 +
∑q−1
i=0 n(i) +
∑q−1
i=0 ti = n.
Then, for q > 1,
|Dn(y)| ≤ |π−1[s11]||π−1[1s21]| · · · |π−1[1sq−11]||π−1[1y(q)0 · · · y(q)i0 ]|
and
(SnG)(y) = ln
|π−1[1y(q)i0+1 · · · y(q)n(q)−11]|
|π−1[1s11]| · · · |π−1[1sq1]| .
(See page 31 for more details.)
If we let C ′(y) = |π−1[s11]|/|π−1[1s11]|, then
(4.2) e(SnG)(y)|Dn(y)| ≤ C ′(y)
|π−1[1y(q)0 y(q)1 · · · y(q)i0 ]||π−1[1y(q)i0+1 · · · y(q)n(q)−11]|
|π−1[1sq1]| .
For q = 1,
|Dn(y)| ≤ |π−1[1y(1)0 · · · y(1)i0 ]|
and
SnG(y) = ln
|π−1[1y(1)i0+1 · · · y(1)n(1)−11]|
|π−1[1s11]| .
Therefore, (4.2) holds also for q = 1. Now fix ǫ > 0. Since h(XB) = 0, if we let An = the
number of allowable words in a21, · · · , akrk of length n, then there exists N ∈ N such that
lnAn
n
< ǫ for all n ≥ N.
So
(4.3) An ≤ enǫ for all n ≥ N.
If we let Cn be an allowable word in {2, 3, · · · , k} of length n, then
|π−1[Cn]| ≤ An < enǫ for all n ≥ N.
Let
β = max
1≤n≤N−1
lnAn
n
.
Then
An ≤ eβN for all 1 ≤ n ≤ N − 1,
and so
(4.4) |π−1[Cn]| ≤ eβN for all 1 ≤ n ≤ N − 1.
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Now we want to approximate
|π−1[1y(q)0 y(q)1 · · · y(q)i0 ]||π−1[1y(q)i0+1 · · · y(q)n(q)−1]|
|π−1[1sq1]| .
For n such that i0 = i0(y, n) ≥ N − 1 and n(q) = n(q)(y, n) ≥ N + i0 + 1, since
|π−1[1sq1]| ≥ 1, we get
|π−1[1y(q)0 y(q)1 · · · y(q)i0 ]||π−1[1y(q)i0+1 · · · y(q)n(q)−11]|
|π−1[1sq1]| ≤ e
2nǫ.
For n such that i0 = i0(y, n) < N − 1 and n(q) = n(q)(y, n) ≥ N + i0 + 1, or i0 =
i0(y, n) ≥ N − 1 and n(q) = n(q)(y, n) < N + i0 + 1, we have
|π−1[1y(q)0 y(q)1 · · · y(q)i0 ]||π−1[1y(q)i0+1 · · · y(q)n(q)−11]|
|π−1[1sq1]| ≤ e
βN+nǫ.
For n such that i0 = i0(y, n) < N − 1 and n(q) = n(q)(y, n) < N + i0 + 1, we get
|π−1[1y(q)0 y(q)1 · · · y(q)i0 ]||π−1[1yqi0+1 · · · y(q)n(q)1]|
|π−1[1sq1]| ≤ e
2Nβ.
Therefore, by using similar arguments as in Case 2 in 3.2.1, for y /∈ E1 ∪E ∪ YB′ ∪ {1∞}
with y0 6= 1 and yn−1 6= 1, we have that
lim sup
n→∞
(1/n)[ln(e(SnG)(y)|Dn(y)|)] ≤ 2ǫ.
Since ǫ > 0 is arbitrary,
lim sup
n→∞
(1/n)[ln(e(SnG)(y)|Dn(y)|)] ≤ 0.
By Case 1 and Case 2, for y0 6= 1 and y /∈ E1 ∪ E ∪ YB′ ∪ {1∞}, we get
lim sup
n→∞
(1/n)[ln(e(SnG)(y)|Dn(y)|)] ≤ 0.
Note that from above in Case 1 we have that e(SnG)(y)|Dn(y)| ≥ 1 for y with yn−1 = 1.
Therefore, by the definition of limsup, for y such that y0 6= 1 and y /∈ E1∪E∪YB′∪{1∞},
we have
lim sup
n→∞
(1/n)[ln(e(SnG)(y)|Dn(y)|)] ≥ 0.
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Therefore, we conclude that
lim sup
n→∞
(1/n)[ln(e(SnG)(y)|Dn(y)|)] = 0
for all y /∈ E1 ∪ E ∪ YB′ ∪ {1∞}, y0 6= 1.
Case 3: Let n > 2 be fixed, as in Case 1. Consider the case when y /∈ E1∪E∪YB′ ∪
{1∞} and y0 = 1 and yn−1 = 1. Fix such a y ∈ Y. Then there exist s1, s2, · · · , sq, t1, · · · , tq,
where q ≥ 1 (q depends on y and n), such that si is a word of length n(i) ≥ 1 in YB′ ,
t1, t2, · · · , tq ≥ 1, and y = 1t1s11t2 · · · sq−11tqsq · · · , where 1tq = y(q)0 y(q)1 · · · y(q)i0 · · · y(q)tq ,
y
(q)
i0
= yn−1, and, i0 + 1 +
∑q−1
i=0 n(i) +
∑q−1
i=0 ti = n. Now if q > 1,
|Dn(y)| = |π−1[1s11]||π−1[1s21]| · · · |π−1[1sq−11]|
and
(SnG)(y) = ln
1
|π−1[1s11]||π−1[1s21]| · · · |π−1[1sq−11]| .(4.5)
Therefore,
e(SnG)(y)|Dn(y)| = 1.
For q = 1,
|Dn(y)| = 1 and (SnG)(y) = 0
also give us (4.5). Therefore, for such y,
lim sup
n→∞
(1/n)[ln(e(SnG)(y)|Dn(y)|)] = 0.
Case 4: Let n > 2 be fixed, as in Case 1. Consider the case when y /∈ E1∪E∪YB′∪{1∞},
and y0 = 1 and yn−1 6= 1. Fix y ∈ Y. Then there exist s1, s2, · · · , sq, t1, · · · , tq, where q ≥ 1
(q depends on y and n) such that si is a word of length n(i) ≥ 1 in YB′ , t1, t2, · · · , tq ≥ 1,
and y = 1t1s11
t2 · · · 1tqsq1 · · · where sq = y(q)0 y(q)1 · · · y(q)i0 · · · y(q)n(q)−1, yn−1 = y(q)i0 6= 1, and
i0 + 1 +
∑q−1
i=0 n(i) +
∑q−1
i=0 ti = n. Then similar arguments as in Case 2 give us
e(SnG)(y)|Dn(y)| ≤
|π−1[1y(q)0 y(q)1 · · · y(q)i0 ]||π−1[1y(q)i0+1 · · · y(q)n(q)−11]|
|π−1[1sq1]| .
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Now we use similar arguments as in Case 2 and get the same result as in Case 2 (C ′(y)
is replaced by 1). By Case 3 and Case 4 , using similar arguments as in page 34,
lim sup
n→∞
(1/n)[ln(e(SnG)(y)|Dn(y)|)] = 0.
for all y such that y0 = 1 and y /∈ E1 ∪ E ∪ YB′ ∪ {1∞}.
4.3.2. Case 2. Now we consider the case when y ∈ YB′ ∪ E ∪ {1∞}.
Case 1: Consider y with y ∈ YB′ . Since
1 ≤ |Dn(y)| ≤ |π−1[y0y1 · · · yn−1]|
and (SnG)(y) = 0, we have that (with An as in Case 2 in 4.3.1)
1 ≤ eSnG(y)|Dn(y)| ≤ |π−1[y0y1 · · · yn−1]| ≤ An.
Therefore, for such y,
lim sup
n→∞
(1/n)[ln(e(SnG)(y)|Dn(y)|)] = 0.
Case 2: Consider y with y ∈ E. Let y0 6= 1. Similar arguments hold for y with
y0 = 1. Then there exist a ∈ YB′ , s1, s2, · · · sq, t1, · · · , tq, where q ≥ 1, si is a word of
length n(i) in YB′ , and that y = s11
t1 · · · sq1tqa. Let p(y) =
∑q
i=1 n(i) +
∑q
i=1 ti. Take n
large enough so that p(y) < n. Let t = n− p(y). Then
1 ≤ |π−1[s11]| · · · |π−1[1sq1]| ≤ |Dn(y)| ≤ |π−1[s11]| · · · |π−1[1sq1]||π−1[1a0a1 · · · at−1]|.
Since
SnG(y) = ln
1
|π−1[s11]| · · · |π−1[1sq1]| ,
we have that
C ′(y) ≤ e(SnG)(y)|Dn(y)| ≤ C ′(y)|π−1[1a0a1 · · · at−1]|
≤ C ′(y)|π−1[a0a1 · · · at−1]|
≤ C ′(y)At
≤ C ′(y)An.
Therefore,
lim sup
n→∞
(1/n)[ln(e(SnG)(y)|Dn(y)|)] = 0.
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Case 3: Consider the case when y = 1∞. We use the same arguments as in 3.2.3.
4.4. Proof of b
First observe that G is not always a grid function (see examples starting on page 84).
Let Wn= all words of length n in YB′ . Now let Mn = ∪w∈Wn0[w1]. If Condition [C′] is
satisfied, then
ρ(ΣB′) = {y ∈ Y : y = w0w1 · · · , where w ∈ ΣB′}
= ΣB′|+ = YB′ .
Now observe that limn→∞Mn = ρ(ΣB′) in Hausdorff metric. If we let
P = {ρ(ΣB′),M0,M1,M2, · · · },
then G ∈ G(ΣB′ ,P).
4.5. Proof of c
Claim 4.5.1. Let X,Y, π be defined as in Theorem 4.2.1. Suppose that hypothesis
I is satisfied. Let G ◦ π be the saturated compensation function constructed in b under
Condition [C′]. Then for any α ≥ 0, −(1/(α + 1))G has a unique equilibrium state and
hence (α/(α + 1))G ◦ π has a unique equilibrium state.
Proof. We use similar arguments as in 3.4. Note first that we cannot use Theorem 3.4.3
in this setting, because Y is a shift of finite type on k symbols, and k > 2.
First we will show that−(1/(α + 1))G has a unique equilibrium state. Since−(1/(α + 1))G
is a grid function associated with P and ΣB′ , using Theorem 3.6 in [24], it is enough to
show that
(4.6) PY (− 1
α + 1
G) > h(ΣB′).
By the definition of compensation functions, we have that
PY (− 1
α + 1
G) = PX(
α
α + 1
G ◦ π).
Note again by [33] that we get
PX(
α
α + 1
G ◦ π) = 1
α + 1
sup
µ∈M(X)
{hµ(σX) + αhπµ(σY )}.
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Therefore, if we denote by µmax the Shannon-Parry measure on X, we get
PY (− 1
α + 1
G) ≥ 1
α + 1
hµmax(σX)
=
1
α + 1
h(X) > 0.
(4.7)
Hence we have (4.6), because h(XB) = 0 implies that h(YB′) = h(Σ
+
B′) = 0 and thus
h(ΣB′) = 0. Therefore, −(1/(α + 1))G ◦ π has a unique equilibrium state.
Now we will show that (α/(α + 1))G ◦ π has a unique equilibrium state. Let ν be
the unique equilibrium state for −(1/(α + 1))G. Recall that µ is a preimage of ν with
maximal entropy, and that happens if and only if µ is a relative equilibrium state of G◦π
over ν (see page 38).
Next we show that ν([1]) > 0 as in 3.4. Assume ν([1]) = 0. Then ν(YB′) = 1.
Therefore, by using the fact that G ≡ 0 on YB′ , we have that
PY (− 1
α + 1
G) = hν(σY )−
∫
1
α + 1
Gdν
= hν(σY )−
∫
YB′
1
α + 1
Gdν
= hν(σY )
≤ h(YB′) ≤ h(XB) = 0.
This is a contradiction to (4.7). Therefore, ν([1]) > 0 and there is a unique preimage µ
of maximal entropy of ν by Theorem 3.4.2. Thus by the same arguments as in 3.4, we
conclude that there is a unique equilibrium state for (α/(α + 1))G ◦ π. ¤
4.6. Examples for Theorem 4.2.1
We will give examples to illustrate Theorem 4.2.1.
For Example 4.6.1 and Example 4.6.3, we know the existence of a saturated compen-
sation function and uniqueness of the equilibrium state for it by Theorem 4.2.1. The
existence of a saturated compensation function is also covered by Theorem 4.12.1.
For Example 4.6.2, we know the existence of a saturated compensation function by
Theorem 4.2.1. It is also an example for Theorem 4.12.1. Neither Theorem 4.2.1 nor
Theorem 4.12.1 gives the uniqueness of the equilibrium state of a saturated compensation
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function. It looks like G does not look like a grid function. A saturated compensation
function in Example 4.6.2 can be expressed as a sum of two grid functions.
Example 4.6.4 is not covered by any of the other theorems in this paper. We do
not know either the existence of a saturated compensation function or uniqueness of the
equilibrium state for it (if it exists).
Example 4.6.1.
We first present an example of a factor map that satisfies both the hypothesis (I)
and Condition [C′]. Let X ⊂ {1, 2, 3, 4, 5}N and Y = {1, 2, 3}N be the shifts of finite
type determined by allowing the transitions marked on Figure 4.1, define π by π(1) =
1, π(2) = π(3) = 2, and π(4) = π(5) = 3.
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Figure 4.1. X,Y , and π in Example 4.6.1
Then we have
A =


1 1 1 1 1
1 1 1 0 0
1 0 1 0 0
1 0 0 1 1
1 0 0 0 1


and
B =


1 1 0 0
0 1 0 0
0 0 1 1
0 0 0 1


.
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Since h(XB) = 0, and |π−1[12n1]| = |π−1[13n1]| = n+1 for all n, hypothesis I is satisfied.
Then we have a compensation function G ◦ π ∈ C(X), where G ∈ C(Y ) is defined by
G(y) =


ln(n/(n+ 1)) if y ∈ [3n1] ∪ [2n1] for n ≥ 1,
0 if y ∈ [1] ∪ {2∞, 3∞}.
Condition [C′] is satisfied, and so G is a grid function. Thus by Theorem 4.2.1 (c), for
any τ ∈ (0, 1), τG ◦ π has a unique equilibrium state. The unique equilibrium state µ is
not Gibbs, by Lemma 3.7. (σ, µ) is an exact endomorphism, hence strongly mixing. To
show this, first note that we still do not know whether the RPF condition is satisfied.
But we can show that it is satisfied by using the fact that a constant multiple of G ◦ π is
also a grid function. Let M0 = [1] and Mn = [2
n1]∪ [3n1] for n ≥ 1. Then (α/(α+1))G◦π
is a grid function associated with ΣB and P = {ΣB,M0,M1, · · · }. We have
PX(
α
α + 1
G ◦ π) = 1
α + 1
sup
µ∈M(X)
{hµ(σX) + αhπµ(σY )}
≥ 1
α + 1
h(X) > 0 = h(XB)
Therefore, (α/(α + 1))G ◦ π satisfies the RPF condition by [24], and we conclude that
(σ, µ) is exact by using the same arguments as in 3.12. The Hausdorff dimension of a
corresponding carpet is given by logm λ, where λ is defined as in Definition 2.1.16.
Example 4.6.2.
Next we give an example of a factor map that satisfies hypothesis I but does not
satisfy Condition [C′]. Let X ⊂ {1, 2, 3, 4, 5, 6}N and Y = {1, 2, 3}N be the shifts of
finite type determined by allowing the transitions marked on Figure 4.2. Define π by
π(1) = 1, π(2) = π(3) = 2, and π(4) = π(5) = π(6) = 3.
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Figure 4.2. X,Y and π in Example 4.6.2
Then we have
A =


1 1 1 1 1 1
1 1 1 0 0 0
1 0 1 0 0 0
1 0 0 1 1 1
1 0 0 0 1 0
1 0 0 0 0 1


and
B =


1 1 0 0 0
0 1 0 0 0
0 0 1 1 1
0 0 0 1 0
0 0 0 0 1


.
Since h(XB) = 0, |π−1[12n1]| = n + 1, and |π−1[13n1]| = 2n + 1 for all n, hypothesis I
is satisfied. Then we have a compensation function G ◦ π ∈ C(X), where G ∈ C(Y ) is
defined by
G(y) =


ln(n/(n+ 1)) if y ∈ [2n1] for n ≥ 1,
ln((2n− 1)/(2n+ 1)) if y ∈ [3n1] for n ≥ 1,
0 if y ∈ [1] ∪ {2∞, 3∞}.
Condition [C′] is not satisfied and it looks like G does not look like a grid function for
any partition. We also have G ◦ π /∈ Bow(X, σ). To see this, let y ∈ [2n1]. Then
|Sn(2∞)− SnG(y)| = ln(n+ 1).
Therefore, varn(SnG) ≥ n+ 1, and so supn varn(SnG) = ∞. For this example we do not
know whether for all τ ∈ (0, 1), τG ◦ π has a unique equilibrium state or not. (But it
probably does.)
Example 4.6.3.
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We give another example of a factor map that satisfies both hypothesis I and Condi-
tion [C′]. Let X ⊂ {1, 2, 3, 4, 5}N and Y ⊂ {1, 2, 3}N be the shifts of finite type determined
by allowing the transitions marked on Figure 4.3. Define π by π(1) = 1, π(2) = π(3) = 2,
and π(4) = π(5) = 3.
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Figure 4.3. X,Y and π in Example 4.6.3
Then we have
A =


1 1 1 1 1
1 1 0 1 0
1 0 1 0 1
1 0 0 1 1
1 0 0 0 1


and
B =


1 0 1 0
0 1 0 1
0 0 1 1
0 0 0 1


.
Since h(XB) = 0, |π−1[12n1]| = 2, |π−1[13n1]| = n + 1, and |π−1[12k3n1]| = n + 1 for
all n, k, hypothesis I is satisfied. Then we have a compensation function G ◦ π ∈ C(X),
where G ∈ C(Y ) is defined by
G(y) =


ln(n/(n+ 1)) if y ∈ [3n1] for n ≥ 1,
0 if y ∈ [2] ∪ [1] ∪ {3∞}.
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Then Condition [C′] is satisfied and so G ◦ pi is a grid function. Then there exists a
unique equilibrium state for τG ◦ π for each 0 ≤ τ < 1. Now similar arguments as in
Example 4.6.1 follow.
Example 4.6.4.
We give an example of a factor map that does not satisfy hypothesis I of Theorem
4.2.1. Let X ⊂ {1, 2, 3, 4, 5}N and Y ⊂ {1, 2, 3}N be the shifts of finite type determined
by allowing the transitions marked on Figure 4.4. Define the factor map π by π(1) =
1, π(2) = π(3) = 2, and π(4) = π(5) = 3.
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Figure 4.4. X,Y, and π in Example 4.6.4
Then we have
A =


1 1 1 1 1
1 1 1 0 1
1 0 1 1 0
1 0 0 1 0
1 1 0 0 1


and
B =


1 1 0 1
0 1 1 0
0 0 1 0
1 0 0 1


.
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Since h(XB) = 0, |π−1[12n1]| = n + 1, |π−1[13n1]| = 2, and |π−1[12k3n1]| = k + 1 for all
n, k, we have
lim
n→∞
|π−1[12n−11]|
|π−1[12n1]| = limn→∞
|π−1[13n−11]|
|π−1[13n1]| = 1,
but
lim
n→∞
|π−1[12k−13n1]|
|π−1[12k3n1]| =
k
k + 1
6= 1.
Thus hypothesis I is not satisfied. In fact we can find G that satisfies (4.1) but it is not
continuous on Y. Such a G is defined by
G(y) =


ln(n/(n+ 1)) if y ∈ [2n1] for n ≥ 1,
ln(k/(k + 1)) if y ∈ [2k3n1] for n ≥ 1, k ≥ 1,
0 if y ∈ [1] ∪ [3n1] ∪ {2∞, 2k3∞}, k ≥ 0, n ≥ 1.
Now let y ∈ [2k3n1]. Then dH([2k3n1], 2k3∞) → 0 as n→∞. However,
|G(2k3n1)−G(2k3∞)| = ln k
k + 1
.
Therefore, G /∈ C(Y ). Since G is not continuous, G ◦ π is not continuous and so this is
not a saturated compensation function. Therefore, we do not know the existence of a
saturated compensation function (but a compensation exists by [40]).
4.7. Theorem 4.7.1-an extension to the case when h(XB) > 0
Now we want to extend Theorem 4.2.1 to the case when h(XB) > 0. Let X,Y, π, and
Condition [C′] be defined as in Theorem 4.2.1. There is again a saturated compensation
function G ◦ π ∈ C(X), G ∈ C(Y ), but G+ ln a is not evidently a grid function as in the
case when h(XB) = 0. It is a grid function under Condition [C
′], and then we can get
the uniqueness of the equilibrium state for G + ln a. Because h(XB) > 0, we need more
arguments to show the uniqueness.
Theorem 4.7.1. Fix k = 3, 4, · · · . Let r2, · · · , rk ∈ N, let aji (j = 2, · · · , k; i =
1, · · · , rk) be symbols, and let X ⊂ {1, a21, a22, · · · , a2r2 , a31, · · · , a3r3 , · · · , ak1, · · · , akrk}N be a
topologically mixing shift of finite type with positive entropy. Let Y = {1, 2, · · · , k}N
or Y ⊂ {1, 2, · · · , k}N be a shift of finite type with positive entropy and π : X → Y a
one-block factor map such that π−1{1} = {1} and π−1{i} = {ai1, · · · , airi} for 2 ≤ i ≤ k.
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Let A be the transition matrix of X, let B be the submatrix of A corresponding to the
indices a21, · · · , akrk (giving the transitions among symbols in π−1{2, · · · , k}) and let B′
be the transition matrix of {2, 3, · · · , k}. Assume that Bn 6= 0 for all n. Denote by XB
the shift of finite type determined by B and by YB′ the shift of finite type determined by
B′. Let 0 ≤ τ < 1. Suppose the following hypothesis II is satisfied.
II. h(XB) = ln a, a > 1, and the following condition holds: For each y ∈ YB′ ,
lim
|π−1[1y1y2 · · · yn−11]|
|π−1[1y0y1 · · · yn−11]| =
1
a
,
where the limit is taken along the sequence of n→∞ for which yn−11 is allowed in YB′ .
Then
(a) There exists a compensation function G ◦ π ∈ C(X) such that G ∈ C(Y ).
(b) Under Condition [C′], G+ ln a is a grid function.
(c) If G + ln a is a grid function constructed in b, τG ◦ π has a unique equilibrium
state.
Remarks 4.7.2. (1) If XB is irreducible, Condition [C
′](1) is automatically satisfied.
Suppose Condition [C′](2) is also satisfied. Let ΣB be the two-sided shift of finite type
with the transition matrix B and let Mn be defined as in the proof of Theorem 4.2.1
(b). Let P = {ρ(ΣB),M0,M1, · · · }. Then G + ln a ∈ G(ΣB,P). Therefore, τG ◦ π has a
unique equilibrium state for τ ∈ (0, 1).
(2)(G+ ln a) ◦ π is not always a grid function even when G+ ln a is a grid function.
(3) The hypothesis II seems to hold only in cases when XB is reducible, as in Example
4.11.1. We study the case when XB is reducible in Section 4.16. Our approach to prove
the existence of a saturated compensation function and uniqueness for it is different
from the one in Section 4.16. The proof of the uniqueness for a saturated compensation
function in Section 4.10 leads to Proposition 4.10.2 and the proof in Section 4.10 might
be useful later.
We continue to assume that X,Y, π,A,B,B′ and τ are as above.
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4.8. Proof of a
Define G : Y → R as
G(y) =


ln(|π−1[1y1y2 · · · yn−11]|/|π−1[1y0y1 · · · yn−11]|) if y ∈ [y0y1 · · · yn−11],
yi 6= 1, n ≥ 2,
ln(1/|π−1[1y01]|) if y ∈ [y01],
− ln a if y ∈ YB′
0 if y ∈ [1].
We show that G ◦ π is a compensation function for π under hypothesis II of Theorem
4.7.1. Let E1 and E be defined as in Theorem 4.2.1. Recall that Fn(y) = π
−1[y0 · · · yn−1]
and |Fn(y)| ≥ |Dn(y)|. We use Fn(y) instead of Dn(y) because a lower bound for Fn(y)
is easier to find than that for Dn(y). By [31], it is enough to show that
(4.8) lim sup
n→∞
1
n
[ln(e(SnG)(y)|Fn(y)|)] = 0 for all y ∈ Y \ E1.
4.8.1. Case 1. Consider the case when y /∈ E1 ∪ E ∪ YB′ ∪ {1∞}.
Case 1 : Let n > 2 be fixed and consider the first n states y0y1 · · · yn−1 of y ∈ Y.
We consider first the case when y /∈ E1∪E ∪YB′ ∪{1∞}, y0 6= 1, and yn−1 = 1. The same
arguments as in Case 1 in 4.3.1 go through.
Case 2 : Let n be fixed as in Case 1 . Consider next the case when y /∈ E1 ∪ E ∪
YB′ ∪ {1∞}, and y0 6= 1, yn−1 6= 1.
Fix y ∈ Y. Then there exist s1, s2, · · · , sq, t1, · · · , tq such that q ≥ 1 (q depends on y
and n), si is a word of length n(i) ≥ 1 in YB′ , t1, · · · , tq ≥ 1, and y = s11t1 · · · sq1tq · · ·
where sq = y
(q)
0 y
(q)
1 · · · y(q)i0 · · · y(q)n(q)−1, yn−1 = y(q)i0 , and, defining t0 = n(0) = 0, i0 + 1 +∑q−1
i=0 n(i) +
∑q−1
i=0 ti = n. Then, for q > 1,
|Fn(y)| = |π−1[s11]||π−1[1s21]| · · · |π−1[1sq−11]||π−1[1y(q)0 · · · y(q)i0 ]|
and
(SnG)(y) = ln
|π−1[1y(q)i0+1 · · · y(q)n(q)−11]|
|π−1[1s11] · · · |π−1[1sq1]| .
If we let C ′(y) = |π−1[s11]|/|π−1[1s11]|, then
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(4.9) e(SnG)(y)|Fn(y)| = C ′(y)
|π−1[1y(q)0 y(q)1 · · · y(q)i0 ]||π−1[1y(q)i0+1 · · · y(q)n(q)−11]|
|π−1[1sq1]| .
(4.9) also holds for q = 1.
Now fix ǫ > 0. Since h(XB) = ln a, if we let An = the number of all allowable words
in a21, · · · , akrk of length n, there exists N ∈ N such that
An ≤ enǫan for all n ≥ N.
If Cn is an allowable word in {2, 3, · · · , k} of length n, then we have
|π−1[Cn]| ≤ An < enǫan for all n ≥ N.
Let
β = max
1≤n≤N−1
lnAn
n
.
Then
(4.10) |π−1[Cn]| ≤ eβN for all 1 ≤ n ≤ N − 1.
Now as in Case 2 in 4.3.1, we approximate
|π−1[1y(q)0 y(q)1 · · · y(q)i0 ]||π−1[1y(q)i0+1 · · · y(q)n(q)−11]|
|π−1[1sq1]| .
We use similar arguments as in 3.5. By hypothesis II, there exists N¯ ∈ N such that
(4.11)
1
a
− ǫ < |π
−1[1y1y2 · · · yn−11]|
|π−1[1y0y1 · · · yn−11]| <
1
a
+ ǫ
for all n ≥ N¯ . Thus if n(q)− 1− i0 ≥ N¯ , then direct computation gives us
(4.12)
|π−1[1y(q)i0+1 · · · y(q)in(q)−11]|
|π−1[1y(q)0 · · · y(q)n−11]|
≤ (1
a
+ ǫ)i0+1.
Now consider n such that i0 = i0(y, n) ≥ N − 1 and n(q) = n(q)(y, n) ≥ N¯ + i0 + 1.
Then we get
|π−1[1y(q)0 y(q)1 · · · y(q)i0 ]||π−1[1y(q)i0+1 · · · y(q)n(q)−11]|
|π−1[1sq1]| ≤ (
1
a
+ ǫ)i0+1e(i0+1)ǫai0+1
≤ (1 + ǫa)nenǫ.
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Taking the increasing sequence {ni} of such n,
lim sup
i→∞
1
n
ln(e(SniG)(y)|Fni(y)|) ≤ (a+ 1)ǫ.
(See page 41 for more details.)
Next consider n such that i0 = i0(y, n) < N − 1 and n(q) = n(q)(y, n) ≥ N¯ + i0 + 1.
let
M = max
1≤n≤N
|π−1[y(q)0 · · · y(q)n−1]|.
Then
|π−1[1y(q)0 y(q)1 · · · y(q)i0 ]||π−1[1y(q)i0+1 · · · y(q)n(q)−11]|
|π−1[1sq1]| ≤ (
1
a
+ ǫ)i0+1M
≤ (1
a
+ ǫ)n(
1
a
+ ǫ)M.
Taking the increasing sequence {ni} of such n,
lim sup
i→∞
1
n
ln(e(SniG)(y)|Fni(y)|) ≤ (a+ 1)ǫ.
For the case i0 = i0(y, n) ≥ N − 1 and n(q) = n(q)(y, n) < N¯ + i0 + 1, we make
similar arguments as in Case 2 in 3.5.1. Replace
t by n(q)− 1− i0,
kl by i0 + 1,
|π−1[12t1]| by |π−1[1y(q)i0+1 · · · y(q)n(q)−11]|,
|π−1[12t+11]| by |π−1[1y(q)i0 · · · y(q)n(q)−1]|,
and |π−1[2kl ]| by |π−1[y(q)0 · · · y(q)i0 ]|.
For the case i0 = i0(y, n) < N − 1 and n(q) = n(q)(y, n) < N¯ + i0 + 1, we make
similar arguments as in Case 2 in 3.5.1, replacing t by n(q)− 1− i0 and kl by i0 + 1.
Thus we get
lim sup
n→∞
(1/n)[ln(e(SnG)(y)|Fn(y)|)] ≤ 0
for all y with y0 = yn−1 = 2, and y /∈ E1 ∪ ∪E ∪ YB′ ∪ {1∞}. (For details, see Case 2
3.5.1.)
By Case 1 and Case 2 , we get
lim sup
n→∞
(1/n)[ln(e(SnG)(y)|Fn(y)|)] ≤ 0,
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for y such that y /∈ E1 ∪ E ∪ YB′ ∪ {1∞}, y0 6= 1, and from above in Case 1 , we have
that e(SnG)(y)|Fn(y)| ≥ 1 for y with y0 6= 1, yn−1 = 1. Therefore, we conclude that
lim sup
n→∞
(1/n)[ln(e(SnG)(y)|Fn(y)|)] = 0
for all y with y0 6= 1, y /∈ E1 ∪ E ∪ YB′ ∪ {1∞}.
Case 3: Let n > 2 be fixed, as in Case 1 . Consider the case when y /∈ E1 ∪ E ∪
YB′ ∪ {1∞} and y0 = 1 and yn−1 = 1. Fix such a y ∈ Y. Then we use similar arguments
as Case 3 in 3.5 and Case 3 in 4.3.1 (replace Dn(y) by Fn(y)).
Case 4: Let n > 2 be fixed, as in Case 1. Consider the case when y /∈ E1 ∪ E ∪
YB′ ∪{1∞}, and y0 = 1 and yn−1 6= 1. Then we use similar arguments as in Case 4 in 3.5
and Case 4 in 4.3.1 (replace Dn(y) by Fn(y)).
By Case 3 and Case 4, we conclude that
lim sup
n→∞
(1/n)[ln(e(SnG)(y)|Fn(y)|)] = 0
for all y with y0 = 1, and y /∈ E1 ∪ ∪E ∪ YB′ ∪ {1∞}.
4.8.2. Case 2. We consider next the case when y ∈ E ∪ YB′ ∪ {1∞}.
Case 1 : Consider y such that y ∈ YB′ . Take n ≥ N¯ , and let p(y) = n − N¯ . Since
|Fn(y)| = |π−1[y0 · · · yn−1]| and (SnG)(y) = −n ln a, we have that
e(SnG)(y)|Fn(y)| =
1
an
|π−1[y0 · · · yn−1]|.
Now we will approximate the bounds of
|π−1[y0 · · · yn−1]|.
Clearly,
|π−1[y0 · · · yn−1]| ≤ An.
Also, by (4.11), we get
1
(1/a+ ǫ)n−N¯+1
|π−1[1yn−N¯+1 · · · yn−11]| < |π−1[1y0y1 · · · yn−11]|.
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Thus
1
(1/a+ ǫ)n−N¯+1
≤ |π−1[1y0y1 · · · yn−11]|
≤ |π−1[y0y1 · · · yn−11]|.
(4.13)
Therefore, we get
(
a
1 + aǫ
)−N¯+1(
1
1 + aǫ
)n ≤ e(SnG)(y)|Fn(y)| ≤ An
an
.
Using similar arguments as in Case 2 in 3.5, direct computations show that
lim sup
n→∞
(1/n)[ln(e(SnG)(y)|Fn(y)|)] = 0.
Case 2 : Consider y such that y ∈ E and y0 = 1. Similar arguments hold for
y with y0 6= 1. Then there exist a ∈ YB′ , s1, s2, · · · sq, t1, · · · , tq+1 such that q ≥ 1, si
is a word of length n(i) in YB′ , ti ≥ 1 and y = 1t1s11t2 · · · sq1tq+1a or y = 1t1a. For
y = 1t1s11
t2 · · · sq1tq+1a, let p(y) =
∑q
i=1 n(i) +
∑q+1
i=1 ti. For y = 1
t1a, let p(y) = t1. Take
n large enough so that p(y) < n. Let t = n− p(y). Then, for y = 1t1s11t2 · · · sq1tq+1a,
(SnG)(y) = ln
1
at|π−1[1s11]| · · · |π−1[1sq1] .
Now
|Fn(y)| = |π−1[1s11]| · · · |π−1[1sq1]||π−1[1a0 · · · at−1]|.
Therefore,
(4.14) e(SnG)(y)|Fn(y)| = 1
at
|π−1[1a0 · · · at−1]|.
(4.14) also holds for y = 1t1a, because for such y, we have
(SnG)(y) = ln
1
at
and |Fn(y)| = |π−1[1a0 · · · at−1]|.
So we have
|π−1[1a0 · · · at−1]|
at
≤ e(σnG)(y)|Fn(y)| ≤ |π
−1[a0 · · · at−1]|
at
.
If t ≥ N¯ , then let t− N¯ = p¯. Then by using (4.11), we get
1
at(1/a+ ǫ)t−N¯+1
|π−1[1at−N¯+1 · · · at−11]| ≤ |π−1[1a0 · · · at−11]|.
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Since |π−1[1at−N¯+1 · · · at−11]| ≥ 1, we get
(
1
1 + aǫ
)t(
a
1 + aǫ
)−N¯+1 ≤ e(SnG)(y)|Fn(y)|.
Note that t ≤ n, and so
(4.15) (
a
1 + aǫ
)−N¯+1(
1
1 + aǫ
)n ≤ e(SnG)(y)|Fn(y)|.
Also,
e(SnG)(y)|Fn(y)| ≤ |π
−1[a0 · · · at−1]|
at
=
At
at
=
An−p(y)
an−p(y)
.
(4.16)
If t ≤ N¯ , then
(4.17)
1
aN¯
≤ e(SnG)(y)|Fn(y)|.
By (4.15), (4.16), and (4.17), direct computations show that
lim sup
n→∞
(1/n)[ln(e(SnG)(y)|Fn(y)|)] = 0.
Case 3 : If y = 1∞, we use the same arguments as in 3.2.3.
4.9. Proof of b
Let ϕ = G+ ln a. Then ϕ : Y → R is defined by
ϕ(y) =


ln(a|π−1[1y1y2 · · · yn−11]|/|π−1[1y0y1 · · · yn−11]|) if y ∈ [y0y1 · · · yn−11], yi 6= 1, n ≥ 2,
ln(a/|π−1[1y01]|) if y ∈ [y01],
0 if y ∈ YB′
ln a if y ∈ [1].
Let Mn = ∪[y0y1 · · · yn−11] for n = 1, 2, · · · , where the union is taken over all allowable
words y0y1 · · · yn−11 of length (n+1) such that no yi = 1 for 0 ≤ i ≤ n−1. Let M0 = [1]. If
Condition [C′] is satisfied, then using the same arguments as in 4.4 we get ϕ ∈ G(ΣB′ ,P).
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4.10. Proof of c
Lemma 4.10.1. LetX,Y, π be defined as in Theorem 4.7.1. Suppose that hypothesis II
of Theorem 4.7.1 is satisfied. LetG◦π be the saturated compensation function, whereG is
constructed as in b under Condition [C′]. For any α > 0, if−(1/(α+1))G+(α/(α+1)) ln a
has a unique equilibrium state, then (α/(α + 1))(G + ln a) ◦ π has a unique equilibrium
state.
Proof. The proof is similar to that of (II)2a in the Main Theorem. By Theorem 3.4.1, we
know that µ is an equilibrium state of (α/(α + 1))(G+ ln a) ◦ π if and only if µ ◦ π−1 is
an equilibrium state of −(1/(α + 1))G+ (α/(α + 1)) ln a and µ is a relative equilibrium
state of G ◦ π over µ ◦ π−1 (set φ = −(1/(α + 1))G + (α/(α + 1)) ln a and F = G ◦ π in
Theorem 3.4.1).
Let ν be the unique (ergodic) equilibrium state for −(1/(α+ 1))G+ (α/(α+ 1)) ln a.
Let µ be a preimage of ν with maximal entropy. Recall that µ is a preimage of maximal
entropy if and only if it is a relative equilibrium state of G ◦ π over ν.
Next we will show that ν([1]) > 0. Assume ν([1]) = 0. Then ν(YB′) = 1. Since
G(YB′) = − ln a, we have
PY (− 1
α + 1
G+
α
α + 1
ln a) = hν(σY ) +
∫
YB′
(− 1
α + 1
G+
α
α + 1
ln a)dν
= hν(σY ) + ln a ≥ ln a.
(4.18)
Since µ◦π−1 = ν, ν(YB′) = 1, and ν ∈M(Y ), we get µ(XB) = 1. Since µ is an equilibrium
state of (α/(α + 1))(G+ ln a) ◦ π,
PX(
α
α + 1
G ◦ π + α
α + 1
ln a) = hµ(σX) +
∫
XB
(
α
α + 1
G ◦ π + α
α + 1
ln a)dµ
= hµ(σX) ≤ h(XB) = ln a.
(4.19)
Since G ◦ π is a compensation function, we have
PY (− 1
α + 1
G+
α
α + 1
ln a) = PX(
α
α + 1
G ◦ π + α
α + 1
ln a),
and so by using (4.18) and (4.19), we get
PY (− 1
α + 1
G+
α
α + 1
ln a) = PX(
α
α + 1
G ◦ π + α
α + 1
ln a) = ln a.
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Now by (3.15) and noting that h(X) > ln a, if we take the Shannon-Parry measure µmax
on X, we get
PX(
α
α + 1
G ◦ π + α
α + 1
ln a) = PX(
α
α + 1
G ◦ π) + α
α + 1
ln a
=
1
α + 1
sup
µ¯∈M(X)
{hµ¯(σX) + αhπµ¯(σY )}+ α
α + 1
ln a
≥ 1
α + 1
hµmax(σX) +
α
α + 1
ln a
=
1
α + 1
h(X) +
α
α + 1
ln a
> ln a.
This is a contradiction. Therefore, ν[1] > 0. By using same arguments as in 3.6, we
conclude that if −(1/(α + 1))G + (α/(α + 1)) ln a has a unique equilibrium state, then
(α/(α + 1))(G+ ln a) ◦ π has a unique equilibrium state. ¤
By Lemma 4.10.1 above, to prove Theorem 4.7.1 (c) it is enough to show that −(1/(α+
1))G+ (α/(α + 1)) ln a has a unique equilibrium state. Clearly we have
PY (− 1
α + 1
(G+ ln a)) ≥ h(YB′),
because of the Variational Principle.
Suppose we have
PY (− 1
α + 1
(G+ ln a)) > h(YB′).
Then by using [24],−(1/(α + 1))(G+ ln a) has a unique equilibrium state.
Suppose we have
PY (− 1
α + 1
(G+ ln a)) = h(YB′).
Then by Corollary 3.8. in [24], exactly one of the following happens:
(i) The set of equilibrium states for −(1/(α + 1))(G + ln a) is the set of measures of
maximal entropy for σYB′ .
(ii) The set of equilibrium states is the closed convex hull of measures of maximal entropy
for σYB′ and the unique equilibrium state ν for −(1/(α + 1))(G+ln a) such that ν(YB′) =
0.
We will show that −(1/(α + 1))(G+ ln a) has a unique equilibrium state by showing
that (i) does not happen. Assume that a measure ν¯ of maximal entropy for σYB′ is an
97
equilibrium state for −(1/(α + 1))(G + ln a). Let µ¯ be a preimage of ν¯ with maximal
entropy. Then µ¯ is a relative equilibrium state of G ◦ π over ν¯. Therefore we know by
[39] that µ¯ is an equilibrium state for (α/(α + 1))G ◦ π, and so
PX(
α
α + 1
G ◦ π) = 1
α + 1
sup
µ∈M(X)
{hµ(σX) + αhπµ(σY )}
=
1
α + 1
hµ¯(σX) +
α
α + 1
hν¯(σY )
=
1
α + 1
hµ¯(σX) +
α
α + 1
h(YB′).
Using the definition of compensation function and G(YB′) = − ln a, we get
PX(
α
α + 1
G ◦ π) = PY (− 1
α + 1
G ◦ π)
= hν¯(σYB′ ) +
1
α + 1
ln a
= h(YB′) +
1
α + 1
ln a.
Therefore,
hµ¯(σX)− ln a = h(YB′).
Since ν¯(YB′) = 1, we also have µ¯(XB) = 1. Thus
h(YB′) = hµ¯(σX)− ln a ≤ h(XB)− ln a = 0
This implies that h(YB′) = 0, and so we have
PY (− 1
α + 1
(G+ ln a)) = h(YB′) = 0.
However, taking the Shannon-Parry measure µmax on X and using 3.15 and h(X) > ln a,
we get
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PY (− 1
α + 1
(G+ ln a)) = PY (− 1
α + 1
G)− 1
α + 1
ln a
= PX(
α
α + 1
G ◦ π)− 1
α + 1
ln a
=
1
α + 1
sup
µ∈M(X)
{hµ(σX) + αhπµ(σY )} − 1
α + 1
ln a
≥ 1
α + 1
(hµmax(σX)− ln a)
=
1
α + 1
(h(X)− ln a) > 0.
This is a contradiction. Therefore, a measure of maximal entropy for σYB′ is not an equi-
librium state for (1/(α + 1))(G + ln a). Therefore, (ii) happens. Then there is a unique
equilibrium state for −(1/(α + 1))(G+ ln a).
The proof above can be generalized and the following proposition follows immediately.
Proposition 4.10.2. Fix k = 2, 3, · · · . Let X ⊂ {1, 2, · · · ,m}N be a topologically
mixing shift of finite type with positive entropy, Y = {1, 2, · · · , k}N or Y ⊂ {1, 2, · · · , k}N
a shift of finite type with positive entropy, and π : X → Y a one-block factor map.
Suppose there exists a partition P = {A,A1, A2 · · · } of Y, a two-sided subshift (Z, σ)
such that ρ(Z) = A, and a function G : Y → R defined by
G(y) =


an if y ∈ An,
−h(π−1(A)) if y ∈ A,
such that G + h(π−1(A)) is a grid function associated with (Z, σ) and P, and G ◦ π is
a saturated compensation function. Then for each α > 0, −(1/(α + 1))G has a unique
equilibrium state and the preimages of the unique equilibrium state with maximal entropy
are equilibrium states for (α/(α + 1))G ◦ π.
Proof. The proof is similar to that in 4.10. ¤
Remark 4.10.3. The conditions when the hypotheses above hold should be studied.
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4.11. Examples for Theorem 4.7.1
Now we give an example to illustrate the theorem. Example 4.11.1 is also an example
for Theorem 4.12.1.
Example 4.11.1.
We present an example that satisfies hypothesis II of Theorem 4.7.1. Let X ⊂
{1, 2, 3, 4, 5, 6}N and Y = {1, 2, 3}N be the shifts of finite type determined by allow-
ing the transitions marked on Figure 4.5, and define π by π(1) = 1, π(2) = π(3) = 2, and
π(4) = π(5) = 3.
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Figure 4.5. X,Y, and π in Example 4.11.1
Then we have
A =


1 1 1 1 1
1 1 1 0 0
1 1 0 0 0
1 0 0 1 1
1 0 0 1 0


and
B =


1 1 0 0
1 0 0 0
0 0 1 1
0 0 1 0


.
Let a = (1 +
√
5)/2. Then
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lim
n→∞
|π−1[12n−11]|
|π−1[12n1]| = limn→∞
|π−1[13n−11]|
|π−1[13n1]| =
1
a
,
and h(XB) = ln a. Therefore the hypotheses are satisfied. We have a compensation
function G ◦ π ∈ C(X), where G ∈ C(Y ) is defined by
G(y) =


ln(|π−1[12n−11]|/|π−1[12n1]|) if y ∈ [2n1] ∪ [3n1] for n ≥ 1,
− ln a if y ∈ {2∞, 3∞},
0 if y ∈ [1].
Since G + ln a is a grid function, τG ◦ π has a unique equilibrium state for 0 ≤ τ < 1.
Note that this is also an example to illustrate Theorem 4.12.1. Since G ◦ π is not only
a grid function, but also is in the Bowen class, there is a unique equilibrium state µ for
τG ◦ π which is Gibbs, and the natural extension of (µ, σ) is isomorphic to a Bernoulli
system (see Section 4.12 for details).
4.12. Theorem 4.12.1-an extension to the case when B has a block form
Now we want to consider a case when h(XB) ≥ 0 that is not always covered by
Theorem 4.2.1 or Theorem 4.7.1. In particular, we consider the case when Y is a shift
of finite type on three symbols such that 23 and 32 are not allowable words. We will
see in the following theorem that we have under the hypothesis of (1) below a saturated
compensation function G ◦ π ∈ C(X), where G ∈ C(Y ), which is not evidently in the
form of a grid function, but under the hypothesis of (2) below it is in the Bowen class.
In fact the hypothesis of (2) below gives an upper bound of varn(SnG). Therefore there
is a unique equilibrium state µ which is Gibbs, and the natural extension of (σ, µ) is
isomorphic to a Bernoulli system.
Theorem 4.12.1. Let X ⊂ {1, a21, a22, · · · , a2r2 , a31, · · · , a3r3} be a topologically mixing
shift of finite type with positive entropy, Y = {1, 2, 3}N or Y ⊂ {1, 2, 3}N a shift of finite
type with positive entropy, and π : X → Y a one-block factor map such that π−1{1} =
{1}, and π−1{i} = {ai1, · · · , airi} for i = 2, 3. Suppose that 23 and 32 are not allowable
words in Y . Let B2 be the submatrix of A corresponding to the indices a
2
1, · · · , a2r2 (giving
the transitions among π−1{2} and let B3 be the submatrix of A corresponding to the
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indices a31, · · · , a3r3 (giving the transitions among π−1{3}). Denote by XB2 the shift of
finite type determined by B2 and by XB3 the shift of finite type determined by B3. Let
(Bi)
n 6= 0 for all n, for each i = 2, 3.
(1) Suppose that for each i = 2, 3 there exists bi ≥ 1 such that
lim
n→∞
|π−1[1in−11]|
|π−1[1in1]| =
1
bi
,
and
h(XBi) = ln bi.
Then there exists a compensation function G ◦ π ∈ C(X) such that G ∈ C(Y ).
(2) Suppose in addition that bi > 1, i = 2, 3 and that there exist K1(i), K2(i) > 0
such that
K1(i) ≤ b
n
i
|π−1[1in1]| ≤ K2(i) for all n.
Then there is a G ∈ C(Y ) such that G ◦ π is a compensation function and
G ◦ π ∈ Bow(X, σ). Hence τG ◦ π ∈ Bow(X, σ) for all τ ∈ R.
In particular, if B2 and B3 are primitive, then the hypotheses of 1 and 2
are automatically satisfied, and so there exists G ∈ C(Y ) such that G ◦ π is a
compensation function and G ◦ π ∈ Bow(X, σ).
Remarks 4.12.2. (1) If Bi is reducible for i = 2 or 3, we do not always have G ◦ π ∈
Bow(X, σ) (see Section 4.15). If Bi is just irreducible, then the hypothesis of (2) is
satisfied, but the hypothesis of (1) may not be satisfied.
(2) We can generalize Theorem 4.12.1 for the case when the matrix of π−1{2, 3, · · · k} is
a direct sum of matrices of π−1{i} for i = 2, 3, · · · k.
(3) Suppose the hypothesis of (1) is satisfied. Then note if b1 = b2, then the hypotheses
of (1) of Theorem 4.7.1 is also satisfied but we still do not know whether Condition [C′]
is satisfied in Theorem 4.7.1. If b1 6= b2, then the hypothesis of (1) of Theorem 4.7.1 is
not satisfied. Therefore, Theorem 4.7.1 gives no information on existence of a saturated
compensation function.
(4) If B1 and B2 are both primitive, then (1) and (2) are automatically satisfied and
so G ◦ π ∈ Bow(X, σ). This case is also covered by Theorem 4.16.1. If B1 and B1 are
irreducible, then (2) is automatic and so G ◦ π ∈ Bow(X, σ) as long as (1) is satisfied.
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This case is also covered by Theorem 4.16.1 (Remarks 4.16.2(2)). Theorem 4.12.1 is also
applicable to the case when B1 and B2 are reducible, but this may also be covered by
Theorem 4.16.1 (Remarks 4.16.2(1)). We still give the proof of Theorem 4.12.1, because
it is easy to see the basic ideas used also in Theorem 4.16.1 and the proof is simpler than
that of Theorem 4.16.1.
We continue to assume that X,Y, π,B2, B3, b2, b3 and τ are as above.
4.13. Proof of (I)
We use similar arguments as in the proof of Theorem 4.7.1 (a). Define G : Y → R as
G(y) =


ln(|π−1[12n−11]|/|π−1[12n1]|) if y ∈ [2n1], n ≥ 2,
ln(|π−1[13n−11]|/|π−1[13n11]|) if y ∈ [3n1], n ≥ 2,
ln(1/|π−1[1i1]|) if y ∈ [i1], i = 2, 3,
− ln b2 if y = 2∞,
− ln b3 if y = 3∞,
0 if y ∈ [1].
We show that G ◦ π is a compensation function for π Define
E1 = {y ∈ Y : y = σp(y) = 1∞ for some p > 0, y 6= 1∞},
E2 = {y ∈ Y : y = σp(y) = 2∞ for some p > 0, y 6= 2∞},
and
E3 = {y ∈ Y : y = σp(y) = 3∞ for some p > 0, y 6= 3∞}.
Since we get µ(E1) = µ(E2) = µ(E3) = 0 for all µ ∈M(Y ) (see page 28), it is enough to
show that
(4.20) lim sup
n→∞
1
n
[ln(e(SnG)(y)|Dn(y)|)] = 0 for all y ∈ Y \ (E1 ∪ E2 ∪ E3).
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4.13.1. Case 1. Consider y such that y /∈ E1 ∪ E2 ∪ E3 ∪ {1∞, 2∞, 3∞}
Case 1 : Let n > 2 be fixed and consider the first n states y0y1 · · · yn−1 of y ∈ Y. We
consider first the case when y /∈ E1 ∪ E2 ∪ E3 ∪ {1∞, 2∞, 3∞} and y0 6= 1 and yn−1 = 1.
Fix such a y ∈ Y. Then there exist s1, s2, · · · , sq, t1, · · · , tq, where q ≥ 1 (q depends on
y and n), such that si = 2
n(i) or si = 3
n(i), n(i) ≥ 1 for all i ≥ 1, y = s11t1 · · · sq1tq · · ·
with
∑q
i=1 n(i) +
∑q
i=1 ti = n. Now similar arguments as in Case 1 in 4.3.1 hold.
Case 2 : Let n be fixed as in Case 1 . Consider next the case when y /∈ E1∪E2∪E3∪
{1∞, 2∞, 3∞}, and y0 6= 1, yn−1 6= 1. Fix y ∈ Y. Then there exist s1, s2, · · · , sq, t1, · · · , tq,
where q ≥ 1 (q depends on y), such that si = 2n(i) or si = 3n(i), i ≥ 1 and y =
s11
t1 · · · sq1tq · · · , such that sq = y(q)0 y(q)1 · · · y(q)i0 · · · y(q)n(q)−1, yn−1 = y(q)i0 , and defining
t0 = n(0) = 0, i0 + 1 +
∑q−1
i=0 n(i) +
∑q−1
i=0 ti = n. Then for q > 1, making similar
arguments as in Case 2 in 4.3.1 and letting C ′(y) = |π−1[s11]|/|π−1[1s11]|, we get
(4.21) e(SnG)(y)|Dn(y)| ≤ C ′(y)
|π−1[1y(q)0 y(q)1 · · · y(q)i0 ]||π−1[1yqi0+1 · · · yqn(q)−11]|
|π−1[1sq1]| .
(4.21) holds for q = 1 as in Case in 4.3.1. Now suppose sq = 2
n(q) (we have similar
arguments for sq = 3
n(q)). Fix ǫ > 0. Since h(XB2) = ln b2, there exists N ∈ N such that
ln |π−1[2n]|
n
< b2 + ǫ for all k ≥ N.
So
|π−1[2n]| ≤ b2nenǫ for all n ≥ N.
For 1 ≤ n ≤ N − 1, let
β = max
1≤n≤N−1
ln |π−1[2n]|
n
.
Then
|π−1[2n]| ≤ eβN for all 1 ≤ n ≤ N − 1.
Using similar arguments as in Case 2 in 4.8.1, we have that for y with y0 6= 1 and
y /∈ E1 ∪ E2 ∪ E3 ∪ {1∞, 2∞, 3∞},
lim sup
n→∞
(1/n)[ln(e(SnG)(y)|Dn(y)|)] ≤ 0.
(For details, see page 90.)
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By Case 1 and Case 2, we get
lim sup
n→∞
(1/n)[ln(e(SnG)(y)|Dn(y)|)] = 0,
for all y /∈ E1 ∪ E2 ∪ E3 ∪ {1∞, 2∞, 3∞} and y0 6= 1, as in 4.3.1
Case 3 : Let n > 2 be fixed, as in Case 1 . Consider the case when y /∈ E1 ∪
E2 ∪ E3 ∪ {1∞, 2∞, 3∞} and y0 = 1 and yn−1 = 1. Fix such a y ∈ Y. Then there
exist s1, s2, · · · , sq, t1, · · · , tq, where q ≥ 1, such that si = 2n(i) or si = 3n(i), and y =
1t1s11
t2 · · · sq−11tqsq · · · , where 1tq = y(q)0 · · · y(q)i0 · · · y(q)tq−1, y(q)i0 = yn−1, and defining t0 =
n(0) = 0, i0 + 1 +
∑q−1
i=0 n(i) +
∑q−1
i=0 ti = n. Now we use the same arguments as in Case
3 in 4.3.1.
Case 4 : Let n > 2 be fixed, as in Case 1. Consider the case when y /∈ E1 ∪
E2 ∪ E3 ∪ {1∞, 2∞, 3∞}, and y0 = 1 and yn−1 6= 1. Fix y ∈ Y. Then there exist
s1, s2, · · · , sq, t1, · · · , tq, q ≥ 1, such that si = 2n(i) or si = 3n(i), and y = 1t1s11t2 · · · 1tqsq1 · · ·
where sq = y
(q)
0 y
(q)
1 · · · y(q)i0 · · · y(q)n(q)−1, yn−1 = y(q)i0 6= 1,and i0+1+
∑q−1
i=0 n(i)+
∑q−1
i=0 ti = n.
Now we use similar arguments as in Case 4 in 4.3.1. By Case 3 and Case 4,
lim sup
n→∞
(1/n)[ln(e(SnG)(y)|Dn(y)|)] = 0,
for all y /∈ E1 ∪ E2 ∪ E3 ∪ {1∞, 2∞, 3∞}, and y0 = 1, as in 4.3.1.
4.13.2. Case 2. Consider y such that y ∈ {1∞, 2∞, 3∞}. Let y = 2∞. We use similar
arguments in 3.5.2 (replace B and a by B2 and b2). For the case y = 3
∞, we use similar
arguments. For y = 1∞, we use the same arguments as in 3.2.3.
4.14. Proof of (II)
We will show that τG ◦ π ∈ Bow(X, σ) under the hypothesis of (2).
Define
K2 = min
2≤i≤3
K1(i) and K3 = max
2≤i≤3
K2(i).
By the hypothesis of (2), there exist b2, b3 > 1 and K2, K3 > 0 such that
K2 ≤ b
n
i
|π−1[1in1]| ≤ K3 for all n ≥ 1, for each i = 2, 3.
We will use similar arguments as in Lemma 3.8.1 to show that τG ◦ π ∈ Bow(X, σ).
Let ϕ = τG ◦ π.
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Case 1 : Consider x and x′ such that π(xi) = π(x
′
i) for all i ≥ 0. Then
|(Snϕ)(x)− (Snϕ)(x′)| = 0 for all n.
Case 2: Consider x and x′ such that π(xi) = π(x
′
i) for all 0 ≤ i ≤ n − 1 and
π(xn−1) = π(x
′
n−1) = 2.
(i) Suppose π(x) = 1k1s11
k2s2 · · · 1kt2β1 · · · , where si = 2li or si = 3li , k1 + l1 + · · ·+kt =
k < n, k + β ≥ n, π(xn−1) = 2, and π(x′) = 1k1s11k2s2 · · · 1kt2γ1 · · · , k1 + l1 + · · · + kt =
k < n, k + γ ≥ n, π(x′n−1) = 2. Then,
|(Snϕ)(x)− (Snϕ)(x′)| = τ | ln |π
−1[12β−(n−k)1]||π−1[12γ1]|
|π−1[12β1]||π−1[12γ−(n−k)1]| |.
Now we want to show that this is bounded for any β, γ, n, k where β + k ≥ n, γ + k ≥
n, β ≥ 1, γ ≥ 1. This follows using the same arguments as in Lemma 3.8.1 we conclude
that it is bounded (see page 48 for more details). Similar results follow for the case of
π(xn−1) = π(x
′
n−1) = 3. .
(ii) Suppose π(x) = 1k1s11
k2s2 · · · 1kt2β1 · · · , where si = 2li or si = 3li , where k1 + l1 +
· · ·+ kt = k < n, k + β ≥ n, π(xn−1) = 2, and π(x′) = 1k1s11k2s2 · · · 1kt2∞. Then
(4.22) |(Snϕ)(x)− (Snϕ)(x′)| = τ | ln b
n−k
2 |π−1[12β−(n−k)1]|
|π−1[12β1]| |.
Using the same arguments as in Lemma 3.8.1 we conclude that this is bounded for any
β, n, k, where β + k ≥ n, β ≥ 1. (see page 48 for more details). We have the same results
for the case when 2 above is replaced by 3.
Case 3: Consider x and x′ such that π(xi) = π(x
′
i) for all 0 ≤ i ≤ n − 1 and
π(xn−1) = π(x
′
n−1) = 1. Then we make the same arguments as in Case 3 in Lemma 3.8.1.
In particular, if XB2 and XB3 are both irreducible, the hypothesis of (2) is satisfied
(see page 52 for more details) and therefore τG ◦ π ∈ Bow(X, σ), for all τ ∈ R.
4.15. Examples for Theorem 4.12.1
For Example 4.15.1, we know the existence and uniqueness of the equilibrium state
of a saturated compensation function by Theorem 4.12.1. This is also an example of
Theorem 4.16.1.
Example 4.15.2 is covered by Theorem 4.12.1 and Theorem 4.16.1 (Remarks 4.16.2(1))
for both existence and uniqueness of a saturated compensation function.
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Example 4.15.3 is not covered by Theorem 4.2.1, Theorem 4.7.1. Theorem 4.12.1
or Theorem 4.16.1 (Remarks 4.16.2(2)) is applied to show the existence of a saturated
compensation function, but not for the uniqueness of the equilibrium state. We can
show the uniqueness of the saturated compensation function by using arguments of grid
functions in [24].
Example 4.15.4 is not covered by Theorem 4.2.1, Theorem 4.7.1. The existence of a
saturated compensation function is found by Theorem 4.12.1 or Theorem 4.16.1 (Remarks
4.16.2(2)), but the uniqueness of the equilibrium state for the function is not known.
Example 4.15.1.
We first present an example that satisfies the hypotheses of (1) and (2) in Theorem
4.12.1. Let X ⊂ {1, 2, 3, 4, 5, 6}N and Y ⊂ {1, 2, 3}N be the shifts of finite type determined
by allowing the transitions marked on Figure 4.6, and define π by π(1) = 1, π(2) = π(3) =
2, and π(4) = π(5) = 3.
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Figure 4.6. X,Y, and π in Example 4.15.1
Then we have
A =


1 1 1 1 1
1 1 1 0 0
1 1 1 0 0
1 0 0 1 1
1 0 0 1 0


,
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B2 =

 1 1
1 1

 ,
and
B3 =

 1 1
1 0

 .
Let a = (1 +
√
5)/2. It is easy to see that
lim
n→∞
|π−1[12n−11]|
|π−1[12n1]| =
1
2
and lim
n→∞
|π−1[13n−11]|
|π−1[13n1]| =
1
a
and
h(XB2) = ln 2 and h(XB3) = 1/a.
The hypotheses of (1) and (2) are both satisfied, and hence there is G ∈ C(Y ) such that
G ◦ π is a compensation function, and τG ◦ π ∈ Bow(X, σ) for all τ ∈ R. Therefore,
there is a unique equilibrium state µ for τG ◦ π, the unique equilibrium state is Gibbs,
and the natural extenstion of (σ, µ) is isomorphic to a Bernoulli system. The Hausdorff
dimension of a corresponding carpet is given by logm λ where λ is defined as in Definition
2.1.16.
Example 4.15.2.
We next present an example that satisfies the hypotheses of (1) and (2), B2 reducible,
but still has τG ◦ π ∈ Bow(X, σ). Let X ⊂ {1, 2, 3, 4, 5, 6}N and Y ⊂ {1, 2, 3}N be the
shifts of finite type determined by allowing the transitions marked on Figure 4.7, and
define π by π(1) = 1, π(2) = π(3) = π(4) = 2, and π(5) = π(6) = 3.
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Figure 4.7. X,Y, and π in Example 4.15.2
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Then we have
A =


1 1 1 1 1 1
1 1 1 0 0 0
1 1 0 0 0 0
1 0 0 1 0 0
1 0 0 0 1 1
1 0 0 0 1 0


,
B2 =


1 1 0
1 0 0
0 0 1

 ,
and
B3 =

 1 1
1 0

 .
Let a = (1+
√
5)/2. Clearly we have that |π−1[12n1]| = |π−1[13n1]|+1 by constructions
of X,Y, and π, and
lim
n→∞
|π−1[12n−11]|
|π−1[12n1]| = limn→∞
|π−1[13n−11]|
|π−1[13n1]| =
1
a
.
Also,
h(XBi) = ln a for i = 2, 3.
Therefore the hypothesis of (1) is satisfied and we have a compensation function G ◦ π ∈
C(X), with G ∈ C(Y ) defined by
G(y) =


ln[(|π−1[13n−11]|+ 1)/(|π−1[13n1]|+ 1)] if y ∈ [2n1] for n ≥ 1,
ln(|π−1[13n−11]|/|π−1[13n1]|) if y ∈ [3n1] for n ≥ 1,
− ln a if y ∈ {2∞, 3∞}
0 if y ∈ [1].
Note that B2 is reducible. However, the hypothesis of (2) is satisfied, and so τG ◦ π ∈
Bow(X, σ). Since B2 is primitive and 12, 21, 13, and 31 are all allowable words in Y,
using the Perron-Frobenius Theorem, there exist A1, A2 > 0, and N ∈ N such that
A1a
n−1 ≤ |π−1[13n1]| ≤ A2an−1 for all n ≥ N.
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Therefore,
a
A2
≤ a
n
|π−1[13n1]| ≤
a
A1
for all n ≥ N.
Also,
an
A1an−1 + 1
≤ a
n
|π−1[13n1]|+ 1 ≤
an
A2an−1 + 1
for all n ≥ N.
Therefore,
a
A1 + 1
≤ a
n
|π−1[13n1]|+ 1 ≤
a
A2
for all n ≥ N.
Therefore, we get supn varn(SnG) < ∞. Hence τG ◦ π ∈ Bow(X, σ) for all τ ∈ R.
Therefore, there is a unique equilibrium state µ for τG ◦ π, the unique equilibrium state
is Gibbs, and the natural extenstion of (σ, µ) is isomorphic to a Bernoulli system. The
Hausdorff dimension of a corresponding carpet is given by logm λ where λ is defined as
in Definition 2.1.16.
Example 4.15.3.
We can easily see that the hypothesis of (1) is not enough to guarantee that G ◦ π
is in Bow(X, σ). We will see that if either B2 or B3 is reducible, we do not necessarily
have G ◦ π ∈ Bow(X, σ). Let X ⊂ {1, 2, 3, 4, 5}N and Y ⊂ {1, 2, 3}N be the shifts of
finite type determined by allowing the transitions marked on Figure 4.8 , and define π
by π(1) = 1, π(2) = π(3) = 2, and π(4) = π(5) = 3.
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Figure 4.8. X,Y, and π in Example 4.15.3
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Then we have
A =


0 1 1 1 1
1 1 1 0 0
1 0 1 0 0
1 0 0 1 1
1 0 0 1 1


,
B2 =

 1 1
0 1

 ,
and
B3 =

 1 1
1 1

 .
Since |π−1[12n1]| = n + 1, |π−1[13n1]| = 2n, h(XB2) = 0, and h(XB3) = ln 2, the
hypotheses of (1) is satisfied, but the hypothesis of (2) is not satisfied.
Then we have a compensation function G ◦ π ∈ C(X), where G ∈ C(Y ) is defined by
G(y) =


ln(n/(n+ 1)) if y ∈ [2n1] for n ≥ 1,
− ln 2 if y ∈ [3] for n ≥ 1,
0 if y ∈ [1] ∪ {2∞}.
It is clear that B3 is irreducible but B2 is reducible. Now we want to show that G /∈
Bow(Y, σ). Since G ◦ π ∈ Bow(X, σ) if and only if G ∈ Bow(Y, σ) (this is clear by
definition), it is enough to show that
sup
n
varn(SnG) = ∞,
where
varn(f) = sup{|SnG(y)− SnG(y′)| : y, y′ ∈ Y, yi = y′i for all 0 ≤ i ≤ n− 1}.
Now take y ∈ [2n1] and y′ = 2∞. Then SnG(y) = − ln(n+1) and SnG(y′) = 0. Therefore
we have that
varn(SnG) ≥ |SnG(y)− SnG(y′)|
= ln(n+ 1)
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Therefore, G ◦ π /∈ Bow(X, σ). However, we conclude that there is a unique equilibrium
state for G ◦ π. Let
M0 = [1],M1 = [3],Mn = [2
n1] for n ≥ 2.
Let
P = {ρ(2∞),M0,M1, · · · }.
Then G is a grid function associated with P and {2∞}. Therefore G has a unique equilib-
rium state, by using similar arguments as in 4.4. Now using similar arguments as in 4.4,
we conclude that G◦π has a unique equilibrium state µ. G◦π is also a grid function, and
(σ, µ) is exact and strongly mixing (see 3.12). The unique equilibrium state is not Gibbs
(see Lemma 3.7). We do not know whether the natural extension of (σ, µ) is isomorphic
to Bernoulli system or not , but we may be able to show it by using the theorem of
Coelho and Quas [8], as we used it in Example 3.14.2 (note that saturated compensation
functions of these two examples are similar).
Example 4.15.4.
We consider an example that satisfies the hypothesis of (1) but does not satisfy the
hypothesis of (2) in Theorem 4.12.1, and for which we do not know whether G has a
unique equilibrium state. Let X ⊂ {1, 2, 3, 4, 5, 6}N and Y ⊂ {1, 2, 3}N be the shifts of
finite type determined by allowing the transitions marked on Figure 4.9, and define π by
π(1) = 1, π(2) = π(3) = 2, and π(4) = π(5) = 3.
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Figure 4.9. X,Y, and π in Example 4.15.4
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Then we have
A =


1 1 1 1 1
1 1 1 0 0
1 0 1 0 0
1 0 0 1 1
1 0 0 1 0


,
B2 =

 1 1
0 1

 ,
and
B3 =

 1 1
1 0

 .
Let a = (1 +
√
5)/2. Then
lim
n→∞
|π−1[12n−11]|
|π−1[12n1]| = 0 and limn→∞
|π−1[13n−11]|
|π−1[13n1]| =
1
a
and
h(XB2) = 0 and h(XB3) = 1/a.
The hypothesis of (1) is satisfied. Since |π−1[12n1]| = n+ 1, the hypothesis of (2) is not
satisfied. We have a compensation function G ◦ π ∈ C(X), where G ∈ C(Y ) is defined
by
G(y) =


ln(n/(n+ 1)) if y ∈ [2n1] for n ≥ 1,
ln(|π−1[13n−1]|/|π−1[13n]|) if y ∈ [3n1] for n ≥ 1,
− ln a if y = {3∞},
0 if y ∈ [1] ∪ {2∞}.
Since G /∈ Bow(Y, σ), we have G ◦ π /∈ Bow(X, σ). Note that G = φ1 + φ2, where φ1 and
φ2 are grid functions defined by
φ1(y) =


ln(n/(n+ 1)) if y ∈ [2n1] for n ≥ 1,
0 if y ∈ [1] ∪ [3] ∪ {2∞}
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and
φ2(y) =


ln(|π−1[13n−1]|/|π−1[13n]|) if y ∈ [3n1] for n ≥ 1,
− ln a if y = {3∞},
0 if y ∈ [1] ∪ [2].
Moreover, note that φ2 ∈ Bow(Y, σ) because ΣB3 is topologically mixing. Thus φ2 ◦ π ∈
Bow(X, σ). Note also that φ1 has a unique equilibrium state by using arguments for grid
functions, and φ1 ◦ π is a grid function on X and it has a unique equilibrium state by
similar arguments as in Example 3.14.2. But we do not know whether G and G ◦ π have
unique equilibrium states (but they probably do).
4.16. Theorem 4.16.1-an extension to the case when B is reducible and has
a block triangular from
We now want to consider another particular setting in which B is reducible. We
continue to use the convention in page 74.
Theorem 4.16.1. Fix k = 3, 4, · · · . LetX ⊂ {1, a21, a22, · · · , a2r2 , a31, · · · , a3r3 , · · · , ak1, · · · ,
akrk}N be a topologically mixing shift of finite type with positive entropy, Y = {1, 2, · · · , k}N
or Y ⊂ {1, 2, · · · , k}N a shift of finite type with positive entropy, and π : X → Y a one-
block factor map such that π−1{1} = {1}, and π−1{i} = {ai1, · · · , airi} for 2 ≤ i ≤ k.
Let B be the transition matrix for the shift of finite type on symbols in π−1{2, · · · , k}
and suppose B is reducible. For 2 ≤ i ≤ k, let Bi−1 be the transition matrix for
the shift of symbols in π−1{i}. Suppose B1, B2, · · · , Bk−1 are the irreducible compo-
nents of B. Assume that each Bi is primitive or Bi = [0] for each i. Then there exists
a saturated compensation function G ◦ π ∈ C(X) such that G ∈ C(Y ) and, for all
τ ∈ R, τG ◦ π ∈ Bow(X, σ).
Remarks 4.16.2. (1) Suppose under the same hypotheses of Theorem 4.16.1, all
members of two distinct communicating classes are mapped to the same symbol b in Y .
Let A1, A2 be corresponding irreducible components, each of which is primitive. If A1
and A2 have the same maximum eigenvalues, then Theorem 4.16.1 is still valid. Also, if
at least one of A1 and A2 has a matrix [0] or [1], then Theorem 4.16.1 is still valid.
(2) Suppose Bi is irreducible but not primitive for some 1 ≤ i ≤ k − 1. Then the same
arguments as below work except those for the continuity of G. We may need additional
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assumptions as in (III) of the Main Theorem.
(3) B has a block triangular form after relabeling the symbols in X.
4.16.1. Proof of Theorem 4.16.1.
Proof. Throughout the proof, the key part is to estimate |π−1[y0y1 · · · yn]|, where all
yi 6= 1. By hypothesis, there are k − 1 communicating classes, and symbols in each
communicating class are mapped to the same symbol in Y under π. Therefore the number
of cylinder sets of length n on symbols in π−1{2, 3, · · · , k} can be approximated by
applying the Perron-Frobenius Theorem to count words of finite length of symbols in
π−1{i} and counting the number of edges whose initial and terminal states lie in different
communicating classes.
We now begin with the proof. Without loss of generality, we assume that Bi is
primitive for all 1 ≤ i ≤ k − 1. If Bi = [0] or [1] for some i, it means that if ci is the
symbol in the irreducible component Bi, then for all possible n ≥ 1 such that cni is allowed
in X, we have that |π−1[π(cin)]| = 1. This does not affect the proof below.
Since Bi is primitive for all 1 ≤ i ≤ k−1, for each corresponding maximum eigenvalue
bi, we have h(XBi) = ln bi. Let B
′ be the transition matrix of π−1{2, 3, · · · k}. Define
E1, E2, and E3 by
E1 = {y ∈ Y : y = y0 · · · yp−11∞ for some p ≥ 1, y 6= 1∞},
E2 = {y ∈ YB′ : y = y0 · · · yp−1j∞ for some p ≥ 1, σi(y) 6= j∞ for 2 ≤ j ≤ k, 0 ≤ i ≤ p−1},
and
E3 = {i∞ : i = 2, 3, · · · , k.}.
Define G : Y → R by
G(y) =


ln(|π−1[1y1 · · · yn−11]|/|π−1[1y0y1 · · · yn−11]|) if y ∈ [y0 · · · yn−11], yi 6= 1
ln(|π−1[y1y2 · · · yp−1]|/|π−1[y0y1 · · · yp−1]| if y ∈ E2 and σp(y) ∈ E3, p > 1
− ln |π−1[y0]| if y ∈ E2 and σ(y) ∈ E3,
− ln bi if y ∈ E3,
0 if y ∈ [1].
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We have µ(E1) = µ(E2) = 0 by similar arguments as in Lemma 3.1.3. We will show that
G ◦ π is a saturated compensation function for π by showing that
(4.23) lim sup
n→∞
1
n
[ln(e(SnG)(y)|Fn(y)|)] = 0 for all y ∈ Y \ (E1 ∪ E2).
Case (I)
We consider the case when y /∈ E1 ∪ E2 ∪ E3 ∪ {1∞}.
(i) Let n > 2 be fixed and consider the first n states y0y1 · · · yn−1 of y ∈ Y. We consider
first the case when y /∈ E1 ∪ E2 ∪ E3 ∪ {1∞} and y0 6= 1 and yn−1 = 1.
Using similar arguments as in Case 1 in 4.3.1 for such y, we get
lim sup
n→∞
(1/n)[ln(e(SnG)(y)|Fn(y)|)] = 0.
(ii) Let n be fixed as in (i). Consider next the case when y /∈ E1 ∪ E2 ∪ E3 ∪ {1∞},
and y0 6= 1, yn−1 6= 1. Fix y ∈ π−1{2, · · · k}. Then there exist s1, s2, · · · , sq, t1, · · · , tq such
that q ≥ 1 (q depends on y and n), si is a word of length n(i) ≥ 1 of symbols of {2, · · · k},
t1, · · · , tq ≥ 1, and y = s11t1 · · · sq1tq · · · where sq = y(q)0 y(q)1 · · · y(q)i0 · · · y(q)n(q)−1, yn−1 = y(q)i0 ,
and, defining t0 = n(0) = 0, i0 + 1 +
∑q−1
i=0 n(i) +
∑q−1
i=0 ti = n.
For example, for q = 1 and n < n(1), we write
y = s11
t1 · · · = y(1)0 y(1)1 · · · y(1)i0 · · · y(1)n(1)−11t1 · · · ,
where yn−1 = y
(q)
i0
, and i0 + 1 + n(0) + t0 = n. For q > 1, we write
y = s11
t1 · · · sq−11tq−1sq1tq · · · = s11t1 · · · sq−11tq−1y(q)0 y(q)1 · · · y(q)i0 · · · y(q)n(q)−11tq · · · ,
where yn−1 = y
(q)
i0
and i0 + 1 +
∑q−1
i=0 n(i) +
∑q−1
i=0 ti = n.
Then, for q > 1,
|Fn(y)| = |π−1[s11]||π−1[1s21]| · · · |π−1[1sq−11]||π−1[1y(q)0 · · · y(q)i0 ]|
and
(SnG)(y) = ln
|π−1[1y(q)i0+1 · · · y(q)n(q)−11]|
|π−1[1s11]| · · · |π−1[1sq1]| .
If we let C ′(y) = |π−1[s11]|/|π−1[1s11]|, then direct computations show that
(4.24) e(SnG)(y)|Fn(y)| = C ′(y)
|π−1[1y(q)0 y(q)1 · · · y(q)i0 ]||π−1[1y(q)i0+1 · · · y(q)n(q)−11]|
|π−1[1sq1]| .
(4.24) also holds for q = 1.
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We will study
(4.25)
|π−1[1y(q)0 y(q)1 · · · y(q)i0 ]||π−1[1y(q)i0+1 · · · y(q)n(q)−11]|
|π−1[1sq1]| .
We will find bounds for (4.25). We want to approximate
|π−1[1y(q)0 y(q)1 · · · y(q)i0 ]|, |π−1[1y(q)i0+1 · · · y(q)n(q)−11]|, and |π−1[1sq1]|.
(Note that 1sq1 is an allowable word, and so 1y
(q)
0 y
(q)
1 · · · y(q)i0 is an allowable word. But we
do not know whether 1y
(q)
i0+1
· · · y(q)n(q)−11 is allowable. If it is not allowable, by convention,
replace |π−1[1y(q)i0+1 · · · y(q)n(q)−11]| by |π−1[y(q)i0+1 · · · y(q)n(q)−11]|. Thus |π−1[y(q)i0+1 · · · y(q)n(q)−11]| ≥
1.) To do this, we first use properties of the matrices Bi. By hypotheses, there are k − 1
communicating classes in XB, C1, · · ·Ck−1. By relabeling them, we have C1, · · · , Ck−1,
where there is no arrow from members of Ci to members Cj when i < j in the graph of
X (see [23]). For a fixed i, consider si. Since si is a word of length n(i) in π
−1{2, 3, · · · , k},
there exist ci,1, ci,2, · · · , ci,l(i) in {2, 3, · · · k}, (which are all distinct) andm(i, 1),m(i, 2), · · · ,
m(i, l(i)) ∈ N such that
si = c
m(i,1)
i,1 c
m(i,2)
i,2 · · · cm(i,l(i))i,l(i) .
Note that we have l(i) ≤ k − 1, because there are k − 1 communicating classes in XB.
Next we use the property of Bi being primitive for each i. Fix i = r. Since br is
the maximum eigenvalue of the corresponding matrix Br, using the Perron-Frobenius
Theorem, there exist dr, αr > 0, Nr such that
∑
(Br
(n))ij ≤ drbnr ,
and
αrb
n
r ≤ (Br(n))ij
for all n ≥ Nr. Let
N˜ = max
1≤r≤k−1
Nr, β = max
1≤r≤k−1
dr, and α = min
1≤r≤k−1
αr.
Then we get
∑
(Br
(n))ij ≤ βbnr and αbnr ≤ (Br(n))ij,
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for all i, j, 1 ≤ r ≤ k − 1, for all n ≥ N˜ . If n ≤ N˜ , for each r = 1, 2, · · · , k − 1, there are
Lr > 0 such that
(4.26)
∑
(Br
(n))ij ≤ Lr
Let M be the sum of the number of edges whose initial and terminal states lie in
different communicating classes, the number of edges whose initial states lie in 1 and
terminal states lie in other members of X, and the number of edges whose terminal
states lie in 1 and initial states lie in other members of X.
Now we will find bounds for |π[1sq1]|. We have
1sq1 = 1c
m(q,1)
q,1 c
m(q,2)
q,2 · · · cm(q,l(q))q,l(q) 1,
for some cq,1, cq,2, · · · , cq,l(q) ∈ {2, 3, · · · k}.
For simplicity, throughout the proof we consider only the case when m(q, i) ≥ N˜ for
all 1 ≤ i ≤ l(q). If there exists t such that m(q, t) < N˜ , we will also use (4.26) and we
get a similar conclusion as in the case of m(q, i) ≥ N˜ for all 1 ≤ i ≤ l(q).
Since
c
m(q,i)
q,i ≥ αbm(q,i)cq,i
for each i, and there is at least one edge from cq,i to cq,i+1, for all 1 ≤ i ≤ l(q)− 1, we get
(4.27) αl(q)bm(q,1)cq,1 · · · bm(q,l(q))cq,l(q) ≤ |π−1[1sq1]|.
Also, since
c
m(q,i)
q,i ≤ βbm(q,i)cq,i
for each i, and there are at most M choices from one communicating class to another,
from 1 to a communicating class, or a communicating class to 1, we get
(4.28) |π−1[1sq1]| ≤ βl(q)bm(q,1)cq,1 · · · bm(q,l(q))cq,l(q) Mk.
Next we will find bounds for |π−1[1y(q)0 y(q)1 · · · y(q)i0 ]| and |π−1[1y(q)i0+1 · · · y(q)n(q)−11]|. Note
that we have following two cases.
Case 1: y
(q)
i0
= y
(q)
i0+1
, i.e., π−1(y
(q)
i0
) and π−1(y
(q)
i0+1
) are in the same communicating
class.
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Case 2: y
(q)
i0
6= y(q)i0+1, i.e., π−1(y(q)i0 ) and π−1(y(q)i0+1) are in distinct communicating
classes.
Suppose we have Case 1 . Then there exists t0, 1 ≤ t0 ≤ l(q), cq,t0 ∈ {2, 3, · · · k} such
that y
(q)
i0
= y
(q)
n−1 = cq,t0 . Let
−(i0 + 1) +
t0∑
i=1
m(q, i) = d.
Then
(4.29) |π−1[1y(q)0 y(q)1 · · · y(q)i0 ]| ≥ αt0bm(q,1)cq,1 · · · bm(q,t0−1)cq,t0−1 b
m(q,t0)−d
cq,t0
and
(4.30) |π−1[1y(q)0 y(q)1 · · · y(q)i0 ]| ≤ βt0bm(q,1)cq,1 · · · bm(q,t0−1)cq,t0−1 b
m(q,t0)−d
cq,t0
Mk.
Also,
(4.31) |π−1[1y(q)i0+1 · · · y(q)n(q)−1]| ≥ αl(q)−t0+1bdcq,t0b
m(q,t0+1)
cq,t0+1
· · · bm(q,l(q))cq,l(q) ,
and
(4.32) |π−1[1y(q)i0+1 · · · y(q)n(q)−1]| ≤ βl(q)−t0+1bdcq,t0 · · · b
m(q,l(q))
cq,l(q)
Mk.
Using (4.27),(4.30), and (4.32), we get
|π−1[1y(q)0 y(q)1 · · · y(q)i0 ]||π−1[1y(q)i0+1 · · · y(q)n(q)−11]|
|π−1[1sq1]| ≤ (
β
α
)l(q)βM2k
≤ (β
α
)kβM2k.
Using (4.28),(4.29), and (4.31), we get
|π−1[1y(q)0 y(q)1 · · · y(q)i0 ]||π−1[1y(q)i0+1 · · · y(q)n(q)−11]|
|π−1[1sq1]| ≥ (
α
β
)l(q)α
1
Mk
≥ (α
β
)kα
1
Mk
.
Therefore (4.25) is bounded in Case 1 .
Suppose we have Case 2 . Then similar arguments as in Case 1 show that
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(
α
β
)k
1
Mk
≤
|π−1[1y(q)0 y(q)1 · · · y(q)i0 ]||π−1[1y(q)i0+1 · · · y(q)n(q)−11]|
|π−1[1sq1]| ≤ (
β
α
)kM2k.
Therefore, (4.25) is bounded both in Case 1 and Case 2 . Therefore, when y /∈
E1 ∪ E2 ∪ E3 ∪ {1∞}, and y0 6= 1, yn−1 6= 1, we get
lim sup
n→∞
1
n
[ln(e(SnG)(y)|Fn(y)|)] = 0.
(iii) Let n > 2 be fixed, as in Case 1(i). Consider the case when y /∈ E1∪E2∪E3∪{1∞}
and y0 = 1 and yn−1 = 1. Fix such a y ∈ Y. Then we use similar arguments as Case 1(i).
(iv) Let n > 2 be fixed, as in Case 1(i). Consider the case when y /∈ E1∪E2∪E3∪{1∞},
and y0 = 1 and yn−1 6= 1. Then we use similar arguments as in Case 1(ii).
Case (II)
Consider the case when y ∈ E3 ∪ {1∞}. We first consider the case when y ∈ E3. Let
y = 2∞. Then
e(SnG)(y)|Fn(y)| = |π
−1[2n]|
bn2
.
Thus
lim sup
n→∞
1
n
ln[e(SnG)(y)|Fn(y)|] = lim sup
n→∞
1
n
[(ln |π−1[2n]|)− n ln b2]
= (lim sup
n→∞
1
n
(ln |π−1[2n]|)− ln b2 = 0.
For y = i∞, 2 ≤ i ≤ k, we use similar arguments. For y = 1∞, we use similar arguments
as in the proof of (I)2(a) in the Main Theorem.
Finally we want to show that G is continuous. Note again that Bi is primitive all
1 ≤ i ≤ k− 1. We use the Perron-Frobenius theorem as in the proof of Remarks 3.1.1(2).
The proof is similar to that of Remarks 3.1.1(2)(see 3.10). This proves the first part.
Now we want to show the remaining part, that G ◦ π ∈ Bow(X, σ). It is enough to
show that there exists A > 0 such that
varn(Sn(G ◦ π)) ≤ A for all n.
Fix n ≥ 2 and consider x, x′ ∈ X such that xi = x′i ∈ X for all 0 ≤ i ≤ n− 1. Then
we have the following cases.
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(I) π(xi) = π(x
′
i) for all i ≥ 0.
(II) π(xn) = π(x
′
n) 6= 1.
1. 1 appears both in x and x′ for some i > n− 1.
2. 1 appears in x for i > n− 1 but not in x′ when i > n− 1.
(i) π(x′n−1) = π(x
′
i) for all i ≥ n− 1.
(ii) π(x′) = · · · i∞ for some i ∈ {2, 3, · · · k}, where i 6= π(x′n−1).
3. 1 does not apprear in x or x′ for i ≥ n− 1.
(i) π(xn−1) = π(xi) = π(x
′
i) for all i ≥ n− 1. (This is inculded in (I).)
(ii) π(x) = · · · i∞, π(x′) = · · · j∞, i, j ∈ {2, 3, · · · k}, where π(xn−1) 6=
i, π(x′n−1) 6= j.
(iii) π(x) = · · · i∞, where π(xn−1) 6= i, and π(x′n−1) = π(x′i) for all i ≥ n.
(III) π(xn) = π(x
′
n) = 1.
Suppose that we have x and x′ of type (I). Consider x, x′ such that π(x) = π(x′) for
all i ≥ 0. Then we have
|(Sn(G ◦ π))(x)− (Sn(G ◦ π))(x′)| = 0
for all n.
Suppose we have x and x′ of type (II). Consider x and x′ such that xi = x
′
i for all
0 ≤ i ≤ n− 1, and π(xn−1) = π(x′n−1) 6= 1. Suppose x0 = x′0 6= 1 (similar arguments hold
for x0 = x
′
0 = 1.) Suppose 1 appears both in x and x
′ for some i > n. Then
π(x) = s11
t1 · · · sq−11tq−1sq1tq · · · , q ≥ 1,
where si is a word of k − 1 symbols of length n(i), i ≥ 1, sq = y(q)0 y(q)1 · · · y(q)i0 · · · y(q)n(q)−1,
with y
(q)
i0
= yn−1, and i0 + 1 +
∑q−1
i=0 n(i) +
∑q−1
i=0 ti = n. Similarly,
π(x′) = s11
t1 · · · sq−11tq−1s′q1t
′
q · · · , q ≥ 1,
where s′q is a word of k− 1 symbols of length n′(q), s′q = y(q
′)
0 y
(q′)
1 · · · y(q
′)
i0
· · · y(q′)n(q′)−1, with
y
(q′)
i0
= y′n−1, and i0 + 1 +
∑q−1
i=0 n(i) +
∑q−1
i=0 ti = n. Note that y
(q)
i = y
(q′)
i for 0 ≤ i ≤ i0
by hypotheses.
For q > 1, by direct computation we get
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(4.33) |(Sn(G ◦ π))(x)− (Sn(G ◦ π))(x′)| = | ln
|π−1[1y(q)i0+1 · · · y(q)n(q)−11]||π−1[1s′q1]|
|π−1[1y(q′)i0+1 · · · y(q
′)
n(q′)−11]||π−1[1sq1]|
|
For q = 1, (4.33) still holds. We will show that
(4.34)
|π−1[1y(q)i0+1 · · · y(q)n(q)−11]||π−1[1s′q1]|
|π−1[1y(q′)i0+1 · · · y(q
′)
n(q′)−11]||π−1[1sq1]|
is bounded for any q ≥ 1 and n(q) ≥ i0. As in the first part part of the proof, we write
sq as
sq = c
m(q,1)
q,1 c
m(q,2)
q,2 · · · cm(q,l(q))q,l(q) ,
where cq,1, cq,2, · · · , cq,l(q) ∈ {2, 3, · · · k},m(q, t) ∈ N for all 1 ≤ t ≤ l(q). Let yn−1 = y(q)i0 =
cq,t0 , t0 ≤ l(q). Let
−(i0 + 1) +
t0∑
i=0
m(q, i) = t1 ≥ 0
We again consider only the case when m(q, i) ≥ N˜ for 1 ≤ i ≤ l(q), by the same reason
as in the first part of the proof. Then we get
|π−1[1y(q)i0+1 · · · y(q)n(q)−11]| = |π−1[1ct1q,t0cm(q,t0+1)q,t0+1 · · · cm(q,l(q))q,l(q) 1]|.
Similarly, let
s′q = c
m(q′,1)
q′,1 c
m(q′,2)
q′,2 · · · cm(q
′,l(q′))
q′,l(q′) .
Note that cq,i = cq′,i for 1 ≤ i ≤ t0 and m(q, i) = m(q′, i) for 1 ≤ i ≤ t0 − 1. If we let
yn−1 = y
q′
i0
= cq′,t0 and let
−(i0 + 1) +
t0∑
i=0
m(q′, i) = t′1 ≥ 0,
then
|π−1[1y(q′)i0+1 · · · y(q
′)
n(q′)−11]| = |π−1[1c
t′1
q,t0c
m(q′,t0+1)
q′,t0+1
· · · cm(q′,l(q′))q′,l(q′) 1]|.
Now using α, β, and bi for 1 ≤ i ≤ k − 1 as in the first part of the proof, we get
(4.35) |π−1[1ct1q,t0cm(q,t0+1)q,t0+1 · · · cm(q,l(q))q,l(q) 1]| ≤Mkβl(q)−t0+1bt1cq,t0b
m(q,t0+1)
cq,t0+1
· · · bm(q,l(q))cq,l(q) ,
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again using that we have at most M choices from a symbol in a communicating class to a
symbol in another communicating class, 1 to other symbols, or symbols in π−1{2, 3, · · · , k−
1} to 1. Also,
(4.36) |π−1[1ct1q,t0cm(q,t0+1)q,t0+1 · · · cm(q,l(q))q,l(q) 1]| ≥ αl(q)−t0+1bt1cq ,t0bm(q,t0+1)cq,t0+1 · · · b
m(q,l(q))
cq,l(q)
.
By similar arguments, we get bounds for |π−1[1ct′1q′,t0c
m(q′,t0+1)
q′,t0+1
· · · cm(q′,l(q′))q′,l(q′) 1]| (replace
q by q′) Also,
(4.37) |π−1[1sq1]| ≤Mkβl(q)bm(q,1)cq,1 bm(q,2)cq,2 · · · bm(q,l(q))cq,l(q) ,
and
(4.38) |π−1[1sq1]| ≥ αl(q)bm(q,1)cq,1 bm(q,2)cq,2 · · · bm(q,l(q))cq,l(q) .
We again get similar bounds for |π−1[1s′q1]|(replace q by q′).
Recall that m(q, i) = m(q′, i) for all 1 ≤ i ≤ t0−1 and cq,i = cq′,i for all 1 ≤ i ≤ t0−1.
By (4.35),(4.36),(4.37), and (4.38), and similar bounds for
|π−1[1ct′1q′,t0c
m(q′,t0+1)
q′,t0+1
· · · cm(q′,l(q′))q′,l(q′) 1]| and |π−1[1s′q1]|,
we get
|π−1[1y(q)i0+1 · · · y(q)n(q)−11]||π−1[1s′q1]|
|π−1[1y(q′)i0+1 · · · y(q
′)
n(q′)−11]||π−1[1sq1]|
≤M2k(β
α
)2l(q)−t0+1
≤M2k(β
α
)2(k−1).
The last inequality holds because we have 1 ≤ t0 ≤ l(q) and l(q) ≤ k − 1. Therefore,
(4.34) is bounded above. Similarly, (4.34) is bounded below. Thus we proved that the
expression in (4.33) is bounded for x and x′ of type (II)1.
Next we consider x and x′ of type (II)2(i). Consider x and x′ such that xi = x
′
i for
all 0 ≤ i ≤ n− 1 and π(xn−1) = π(x′n−1) 6= 1. Let x be defined as the same as x of type
(II)1 (see page 121). Let π(xn−1) = π(x
′
n−1) = N. Define x
′ as
π(x′) = s11
t1 · · · 1tq−1s′q, q ≥ 1,
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where s′q is a word of k − 1 symbols of length n′(q) such that s′q = y(q
′)
0 y
(q′)
1 · · · y(q
′)
i0
N∞,
with y
(q′)
i0
= y′n−1 = N. Note that y
(q)
i = y
(q′)
i for 0 ≤ i ≤ i0. Let BN−1 be the transition
matrix of π−1(N). Let bN−1 be maximum eigenvalue of BN−1. As in the case of type (I),
we can write sq as
sq = c
m(q,1)
q,1 c
m(q,2)
q,2 · · · cm(q,l(q))q,l(q) ,
where cq,1, cq,2, · · · , cq,l(q) ∈ {2, 3, · · · k},m(q, t) ∈ N for all 1 ≤ t ≤ l(q). We again consider
the case when m(q, i) ≥ N˜ for 1 ≤ i ≤ l(q). Let yn−1 = y(q)i0 = cq,t0(= N), t0 ≤ l(q), and
let
−(i0 + 1) +
t0∑
i=0
m(q, i) = t1 ≥ 0
Then we can write s′q as
s′q = c
m(q,1)
q,1 c
m(q,2)
q,2 · · · cm(q,t0−1)q,t0−1 N∞
(where yn−1 = y
(q′)
i0
= N). Then we get
(Sn(G ◦ π))(x) = ln
|π−1[1ct1q,t0cm(q,t0+1)q,t0+1 · · · cm(q,l(q))q,l(q) 1]|
|π−1[1s11]| · · · |π−1[1sq1]| ,
and
(Sn(G ◦ π))(x′) = ln 1|π−1[1s11]| · · · |π−1[1sq−11]||π−1[cm(q,1)q,1 · · · cm(q,t0−1)q,t0−1 ]|bm(q,t0)−t1N
.
Thus
|(Sn(G ◦ π))(x)− (Sn(G ◦ π))(x′)|
= ln
b
m(q,t0)−t1
N |π−1[1ct1q,t0cm(q,t0+1)q,t0+1 · · · cm(q,l(q))q,l(q) 1]||π−1[cm(q,1)q,1 · · · cm(q,t0−1)q,t0−1 ]|
|π−1[1sq1]| .
Now we find bounds for
(4.39)
b
m(q,t0)−t1
N |π−1[1ct1q,t0cm(q,t0+1)q,t0+1 · · · cm(q,l(q))q,l(q) 1]||π−1[cm(q,1)q,1 · · · cm(q,t0−1)q,t0−1 ]|
|π−1[1sq1]| .
Using (4.35)and (4.38), and bcq,t0 = bN , similar arguments as in the case of type (I)1 show
that
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b
m(q,t0)−t1
N |π−1[1ct1q,t0cm(q,t0+1)q,t0+1 · · · cm(q,l(q))q,l(q) 1]||π−1[cm(q,1)q,1 · · · cm(q,t0−1)q,t0−1 ]|
|π−1[1sq1]| ≤M
2k−2(
β
α
)l(q)
≤M2k−2(β
α
)k−1.
(4.40)
The last inequality holds because l(q) ≤ k−1. Now we will find a lower bound for (4.39).
Using (4.36) and (4.37), and bcq,t0 = bN , similarly, we get
b
m(q,t0)−t1
N |π−1[1ct1q,t0cm(q,t0+1)q,t0+1 · · · cm(q,l(q))q,l(q) 1]||π−1[cm(q,1)q,1 · · · cm(q,t0−1)q,t0−1 ]|
|π−1[1sq1]| ≥
1
M2k−2
(
α
β
)l(q)
≥ 1
M2k−2
(
α
β
)k−1.
Hence we showed that the expression in (4.33) is bounded for x and x′ of type (II)2(i).
We make similar arguments for the cases (II)2(ii),(II)3(i),(ii),(iii).
Finally we consider the case when x and x′ are of type (III). Consider x, x′ such that
π(xi) = π(x
′
i) for all 0 ≤ i ≤ n−1, and π(xn−1) = π(xn−1) = 1. Then direct computation
shows that
|(Sn(G ◦ π))(x)− (Sn(G ◦ π))(x′)| = 0
for all n.
Therefore, varn(Sn(G ◦ π)) is bounded and thus supn varn(Sn(G ◦ π) < ∞. Hence
G ◦ π ∈ Bow(X, σ) and so for all τ ∈ R, τG ◦ π ∈ Bow(X, σ).
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4.16.2. Examples for Theorem 4.16.1. We first present an example that illustrates
Theorem 4.16.1. It is not covered by any of the other theorems in this paper. Then we
present an example for which all members in two distinct communicating classes with
distinct largest eigenvalues for the corresponding irreducible components are mapped to
the same symbol. The same result as in Theorem 4.16.1 holds in this example.
Example 4.16.3.
Let X ⊂ {1, 2, 3, 4, 5, 6}N be the shift of finite type with transition matrix A given
below. Define π by π(1) = 1, π(2) = π(3) = 2, and π(4) = π(5) = π(6) = 3. Let B be
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the transition matrix for the shift of finite type on the symbols in π−1{2, 3}. Then we have
A =


0 0 0 1 0 1
0 1 1 0 0 0
1 1 0 0 0 0
0 0 0 0 1 1
0 1 0 0 0 1
0 1 0 1 0 0


and
B =


1 1 0 0 0
1 0 0 0 0
0 0 0 1 1
1 0 0 0 1
1 0 1 0 0


.
Then A5 > 0. There are two communicating classes for XB, C1 = {2, 3} and C2 =
{4, 5, 6}, and π−1{2} = {2, 3} and π−1{3} = {4, 5, 6}. For i = 1, 2, let Bi be the irre-
ducible matrix corresponding to Ci. Then
B1 =

 1 1
1 0


and
B2 =


0 1 1
0 0 1
1 0 0

 ,
and both are primitive ((B2)
5 > 0). Thus the hypothesis of Theorem 4.16.1 is satisfied.
Therefore, there there is a saturated compensation function G ◦ π ∈ C(X), G ∈ C(Y ),
such that, for all τ ∈ R, τG ◦ π ∈ Bow(X, σ). Therefore, for all τ ∈ R, there is a unique
equilibrium state µ for τG ◦ π, which is Gibbs and the natural extension of (µ, σ) is
isomorphic to a Bernoulli system.
Example 4.16.4.
This is an example of a case when the hypothesis of Theorem 4.16.1 is not satisfied,
but the result remains true. Let X ⊂ {1, 2, 3, 4, 5, 6, 7, 8, 9, 10}N be the shift of finite type
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with transition matrix A given below. Define π by π(1) = 1, π(i) = 2 for 2 ≤ i ≤ 6 and
π(i) = 3 for 7 ≤ i ≤ 10. Let B1 be the transition matrix for the shift of finite type on
the symbols in π−1{2} and B2 be the transition matrix for the shift of finite type on the
symbols in π−1{3}. We have
A =


1 1 1 1 1 1 1 1 1 1
1 1 1 0 0 0 1 0 0 0
1 1 1 1 0 0 1 0 0 0
1 0 0 1 1 1 1 0 0 0
1 0 0 1 1 1 1 0 0 0
1 0 0 1 1 1 1 0 0 0
1 0 0 0 0 0 1 1 1 1
1 0 0 0 0 0 1 1 1 1
1 0 0 0 0 0 1 1 1 1
1 0 0 0 0 0 1 1 1 1


Thus
B1 =


1 1 0 0 0
1 1 1 0 0
0 0 1 1 1
0 0 1 1 1
0 0 1 1 1


and
B2 =


1 1 1 1
1 1 1 1
1 1 1 1
1 1 1 1


.
There are three communicating classes for XB (with the notation as in Theorem
4.16.1). C1 = {2, 3} and C2 = {4, 5, 6}, and C3 = {7, 8, 9}. For i = 1, 2, 3, let Bi be the
irreducible matrix corresponding to Ci. Then
B1 =

 1 1
1 1

 ,
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B2 =


1 1 1
1 1 1
1 1 1

 ,
and
B2 =


1 1 1 1
1 1 1 1
1 1 1 1

 ,
Thus the maximum eigenvalues for B1, B2 are distinct and all the members in two distinct
communicating classes with distinct maximum eigenvalues for corresponding matrices
are mapped to the same symbol, 2. Although the hypothesis of Theorem 4.16.1 is not
satisfied, we show that the conclusion of Theorem 4.16.1 still holds.
Direct computations give us
(4.41) |π−1[12n1]| = 2n + 3n + 3n−1(1− (2
3
)n−1), |π−1[13n1]| = 4n for n ≥ 1,
and
(4.42) |π−1[12p3q1]| = 4q−1[2p + 3q + 3p−1(1− (2
3
)p−1)] for p, q ≥ 1.
Define G : Y → R by
G(y) =


ln(|π−1[12p−13q1]|/|π−1[12p3q1]|) if y ∈ [2p3q1], p, q ≥ 1
ln(|π−1[12p−11]|/|π−1[12p1]|) if y ∈ [2p1], p ≥ 1
ln(|π−1[13q−11]|/|π−1[13q1]|) if y ∈ [3q1], q ≥ 1
ln(|π−1[2p−1]|/|π−1[2p]|) if y = 2p3∞, p ≥ 1
− ln 3 if y = 2∞,
− ln 4 if y = 3∞,
0 if y ∈ [1].
We first show that G ◦ π is a saturated compensation function. By arguments as in the
proof of Theorem 4.16.1, it is enough to show that
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(i) There exist α, β such that for any n = 1, 2 · · · and any allowable word y0 · · · yn−11
in Y , where yi 6= 1, 1 ≤ i0 ≤ n− 1,
(4.43) α ≤ |π
−1[1y0y1 · · · yi0 ]||π−1[1yi0+1 · · · yn−11]|
|π−1[1y0 · · · yn−11]| ≤ β.
(ii) G is continuous on Y.
Both of these hold by direct computations using (4.41) and (4.42). Thus G ◦ π is a
saturated compensation function. Using (4.41) and (4.42), similar arguments as in the
proof in Theorem 4.16.1 also gives us G ◦ π ∈ Bow(X, σ).
Remark 4.16.5. As a simple example, consider X ⊂ {1, 2, 3, 4, 5, 6}N be the shift of
finite type with transition matrix A′ which is the submatrix of the matrix A above, where
the transition matrix of {7, 8, 9, 10} is taken out. Then it is easy to see that conditions
(II)(i) and (ii) in the Main Theorem are satisfied and that the hypothesis of (II)d is also
satisfied. Therefore, there is a saturated compensation function G ◦ π which is in the
Bowen class.
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CHAPTER 5
Future Directions
Question 1 Can we have an example of an SFT-NC carpet (or an NC-carpet
corresponding to another subshift not necessarily of finite type) that does not have a
unique measure of full Hausdorff dimension? Can some of the measures of full Hausdorff
dimension fail to be Bernoulli? Can we characterize failure of uniqueness of measures of
Hausdorff dimension for the carpets (in terms of compensation functions)?
We would need to find a saturated compensation function G ◦ π ∈ C(X), where
G /∈ Bow(Y, σ), because G ∈ Bow(Y, σ) if and only if G ◦ π ∈ Bow(X, σ) (this is clear
by the definition). We do not know whether there could be an SFT-NC carpet that does
not have a unique measure of full Hausdorff dimension. We have Example 4.6.2. and
Example 4.15.4., for which the uniqueness of the equilibrium state for a saturated com-
pensation function is not known. For Example 4.6.4. neither the existence of a saturated
compensation function nor the uniqueness of the equilibrium state for it, if it exists, is
known. Considering the case when two symbols in the same communicating classes in
XB have distinct images under π (stated below in Question 2) would help, because we
may get a saturated compensation function G ◦ π such that G ◦ π /∈ Bow(X, σ) and G is
not in the form of grid function.
Question 2 Is Theorem 4.16.1 still valid if all members in two distinct com-
municating classes with distinct maximum eigenvalues for the corresponding irreducible
matrices are mapped to the same symbol in Y ? (See Example 4.16.4 in page 126.)
If so, then this also gives us a result for the case which is not mentioned in Chapter
3, i.e., the case when the transition matrix of π−1{2} is reducible. In order for Theorem
4.16.1 to be valid under the hypothesis above, it is enough to show that there exist α, β
such that for any n = 1, 2 · · · and any allowable word y0 · · · yn−11 in Y , where yi 6= 1,
1 ≤ i0 ≤ n− 1,
(5.1) α ≤ |π
−1[1y0y1 · · · yi0 ]||π−1[1yi0+1 · · · yn−11]|
|π−1[1y0 · · · yn−11]| ≤ β.
We may still need to prove continuity of a saturated compensation function. It will be
helpful to use maximum eigenvalues corresponding to the irreducible components of B
(with the notation as in Theorem 4.16.1) in order to approximate the value in the middle
in (5.1). It seems that irreducible components give ideas on whether there is uniqueness
of the equilibrium state of a saturated compensation function when it exists.
We can ask more questions relating to Theorem 4.16.1. For example, we can consider
the case when two symbols in the same communicating class in XB have distinct images
under π. Example 4.6.4 in Chapter 4 is an example of this type. We do not know the
existence of a saturated compensation function and uniqueness of the equilibrium state
for it for this example. All these questions will help us to consider the existence of a
saturated compensation function and uniqueness of the equilibrium state for it for the
case when there is no singleton clump. We also note that if B is aperiodic and Y has
more than two symbols, we may need more work to approximate the value in the middle
of (5.1) above.
Question 3 Let T be an expanding map given by a non-diagonal matrix
A =

 a b
c d

 ,
where a, b, c, d ∈ Z. For a compact T -invariant subset of the torus, is there an ergodic
measure of full Hausdorff dimension? If so, is it unique? What are the properties of such
measure(s)?
Note that in this case the existence of measures of full Hausdorff dimension is not
known. In order to set up this problem in symbolic dynamical systems, we first need to
find a Markov partition. After finding the coding map from the Markov partition, we
need to find X,Y (see Question 2 in the Introduction). Let N = |detA|. Bedford [3], and
Ito and Ohtsuki [15] showed that there is a Markov partition consisting of N elements.
Ito and Ohtsuki also showed that if µ is the Lebesgue measure on the torus then the
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partition is a Bernoulli partition. (A Bernoulli partition is a partition such that for any
choice of distinct powers i1, · · · , ir ∈ N and not necessarily distinct Aij in the partition,
i = 1, · · · , r,
µ(T−i1Ai1 ∩ T−i2Ai2 ∩ · · ·T−irAir) = µ(Ai1)µ(Ai2) · · ·µ(Air).
Therefore, (T2, µ, T ) is isomorphic to a one-sided Bernoulli system.) We can label each
member of the Markov partition and choose a subset of members of the Markov par-
tition to define a subshift and hence a corresponding compact T -invariant subset of
the torus. Now we want to find X and Y so that we can apply the Ledrappier-Young
formula, but we will need more arguments to find Y. Also, Stolot [36] gave a “con-
struction of extended Markov partitions” for the particular toral endomorphism given by
T (x, y) = ((3x+ y) mod 1, (x+ y) mod 1), and this may also be useful.
Question 4 What is the Hausdorff dimension of an SFT-NC sponge (an NC carpet
on an n-dimensional torus)? Is there any measure of full Hausdorff dimension? If so, is
it unique? What are the properties of the measure(s)?
The n-dimensional Ledrappier-Young formula [18] will help. If T is a toral endo-
morphism given by a diagonal matrix Diag(m1,m2, · · · ,mr), where mi are integers with
mi < mi+1 for i = 1, 2, · · · , r− 1 and µ is an ergodic T -invariant probability measure on
the r-torus,
dim(µ) =
r∑
ν=1
(
1
logmν
[h(πνµ)− h(πν−1µ)],
where the entropy h(πνµ) is with respect to the endomorphism Diag (m1, · · · ,mν) of
the ν-torus and h(π0µ) = 0 by convention. The existence of measures of full Hausdorff
dimension of a compact T -invariant set is known by [18].
If r = 3, we get
(5.2) dimµ =
1
logm3
(h(π3µ) + αh(π2µ) + βh(π1µ)),
where α = 1 − logm2 m3 and β = logm2 m3 − logm1 m3. Thus we need to find the
measure(s) that maximize the right-hand side of (5.2). To do it, first using the natural
Markov partition for T, define by X to be a symbolic representation of a compact T -
invariant subset (an SFT-NC sponge) of the 3-torus, Y to be a symbolic representation
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of the projection of the compact T -invariant subset of the 3-torus to the 2-torus (the
first two coordinates), and Z to be a symbolic representation of the projection of the
compact T -invariant subset of the 3-torus to the 1-torus (the first coordinate). Define
π1 : (X, σX) → (Y, σY ) to be the projection to the first two coordinates and π2 : (Y, σY ) →
(Z, σZ) to be the projection to the first coordinate. Note that π1 and π2 are factor maps
and so π1 ◦ π2 is also a factor map. Then we need to find an ergodic shift-invariant
measure on X that maximize
hµ(σX) + αhπ1µ(σY ) + βhπ1π2µ(σZ).
So we have a sequence of factor maps rather than just one, complicating the symbolic
dynamics considerably.
Question 5 Can we approximate the Hausdorff dimension of an SFT-NC carpet?
We want to approximate the eigenvlaue of the Perron-Frobenius operator (see Corol-
lary 2.2.1). The numerical methods given in [20] could help to approach this problem,
because we can form the discretized Ruelle operator (see Chapter 3) in our setting.
Question 6 What is the Hausdorff measure in its dimension of an SFT-NC carpet
K(T,R,A) (with notation as in 2.2) represented by a shift of of finite type?
Peres [27] showed that the NC carpets of McMullen and Bedford have infinite Hau-
sodrff measures in their dimensions, except in the cases where the Hausdorff dimension
coincides with the box dimension. He conjectured that an SFT-NC carpet K(T,R,A)
also has infinite Hausdorff dimension if A is primitive and if the Hausdorff dimension of
the set is less than the box dimension of the set.
Question 7 Can we find the Hausdorff dimensions of NC carpets corresponding
to other subshifts, not necessarily of finite type? If T is a 2-dimensional β-shift on T 2
and K is some compact T -invariant set, what is the Hausdorff dimension of K?
Question 8 We can ask questions on more general dimensions, for example, rela-
tions between the Hausdorff dimension and dimension for Poincare´ recurrence (see [1]).
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Note that the dimension for Poincare´ recurrence takes into account the action of the map
as well as the geometry of the compact invariant set.
Consider a dynamical system (Rm, T ). Let F ⊂ Rm be a T -invariant set. For each
Z ⊂ F , let Bǫ(Z) be the class of finite or countable covers of Z by balls of diameter less
than or equal to ǫ. For an open ball B ⊂ Rm, the Poincare´ recurrence time is defined as
τ(B) = inf{τ(x,B) : x ∈ B}, where τ(x,B) is the first return time of x ∈ B to B. Given
C ∈ Bǫ(Z), α, q ∈ R, define
Mξ(α, q, ǫ, C, Z) =
∑
B∈C
ξ(τ(B))q|B|α,
where |B| stands for the diameter of the set B and ξ(t) = exp(−t) or ξ(t) = 1/t. Define
Mξ(α, q, ǫ, Z) = inf{Mξ(α, q, ǫ, C, Z) : C ∈ Bǫ(Z)},
where the infimum is taken all over C ∈ Bǫ(Z), and let
mξ(α, q, Z) = lim
ǫ→0
Mξ(α, q, ǫ, Z).
Define
α(q, ǫ, Z) = sup{α : mξ(α, q, Z) = ∞}.
We define the spectrum of dimension for Poincare´ recurrence specified by ξ as the function
α(q, ξ) = α(q, ǫ, F ). The dimension for Poincare´ recurrences specified by ξ is defined by
the value q0(ξ) = sup{q : α(q, ξ) > 0}.
The spectrum of dimension for topologically mixing shifts of finite type Σ+A is known
[1]. Let the distance on Σ+A be d(ω, ω
′) = a−n, provided ωi = ω
′
i for 0 ≤ i ≤ n − 1 and
ωn 6= ω′n. Take ξ(t) = exp(−t). Then we have α(q) = (h(σ) − q)/ log a, where h(σ) is
the topological entropy of σ. Also, q0 = h(σ). Considering that α(0) = h(σ)/ log a =
dimH(Σ
+
A), the spectrum of dimension is a family connecting the Hausdorff dimension
and topological entropy (see [1]). The spectrum for conformal repellers is also known [1].
Can we find the spectrum for NC carpets?
Question 9 Let X,Y be subshifts and let π : X → Y be a factor map. Exactly
when can we find a continuous compensation function, i.e., a function f : X → R
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satisfying
PX(f + φ ◦ π) = PY (φ)
for all φ ∈ C(Y )? If there is no such continuous f, can we always find a measurable one?
To what extent can any such (measurable but not continuous) function substitute for a
compensation function in the above arguments?
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