Modern outdoor self-localizing computer vision applications require descriptors more than repeatability. The descriptors need to be invariant to light conditions and transformation changes to give support for efficient classification. This paper investigates a new framework based on the genetic algorithm to create and optimize extensible modular descriptors for specific outdoor environments. The algorithm returns descriptors with improved efficiency and classification performance. It controls the image processing and machine learning parameters and optimizes the descriptor size by activating the necessary modules. To show the strength of the descriptor, we compared it with the most commonly used standard descriptors on speed, accuracy, and invariance to light conditions, image resolution changes, scale, affine transformation, rotation, and classification. The results show that it has an average result in transformation invariance, and its description ability in sparse areas is significantly better than that of the most-used descriptors. The descriptor was also integrated into an augmented reality algorithm to create a self-regulating segmentation application.
I. INTRODUCTION
When we perform localization or segmentation tasks in computer vision using visual input, it is essential to be able to compare the descriptions of the visual features taken from the incoming images. The quality of these descriptions (referred to as descriptors) directly influences the effectiveness of computer vision algorithms. A descriptor can work very efficiently but be expensive and slow to compute, or it can be quick and cheap but have low invariance for different image conditions and scenarios.
The emerging technologies of self-driving cars, outdoor mobile augmented reality (AR) applications, and robotics require accurate self-localization and visual odometry, efficient simultaneous localization and mapping (SLAM), tracking, place recognition, object classification, and hazard The associate editor coordinating the review of this manuscript and approving it for publication was Naveed Akhtar . detection algorithms, among others. The growing expectations demand robust, highly skilled and specialized descriptors that provide more than merely a tracking ability.
The problem is twofold: first, to create a descriptor that is robust and invariant under lighting and environmental changes; second, to reduce its size without losing its descriptive capability. We aim to show that our optimization framework with a modular structure can create short, scene-specific descriptors with high robustness for classification operations. The primary approach is to create and train light modular descriptors composed of simple mathematical calculations that are chosen for the selected environment, with machine learning techniques using EDD [1] as a base. The algorithm chooses the necessary modules and values for the scenery during the optimization period and concatenates the resulting modules into a descriptor. Our long-term goal is to enable the system to recognize scene characteristics and set the descriptor's composition to curtail the calculated and stored data.
A. RELATED WORKS
There are many works in computer vision aiming to strengthen descriptors for light-changing environments. These works follow different approaches to calculate or optimize low-level features.
OSID [2] creates a histogram of ordered intensity over patches. The descriptor is robust against monotonic illumination changes but weakens in an outdoor environment with nonuniform and temporal changes that change the distribution. The local intensity order pattern (LIOP) [3] ranks the intensity values to create the descriptor, but the dimension of the feature vector grows greatly with the increment of the patch size around the keypoint.
DIRD [4] uses quantized, previously normalized Haar wavelet responses for its feature vectors, but the size of its descriptor after quantization is still a 216-element-long vector.
Other works optimize the calculated descriptor results with machine learning algorithms. References [5] and [6] use principal component analysis to reduce the dimensionality of SIFT [7] and SURF [8] . They manage to reduce the dimensionality below 32 and maintain the performance of the original methods, which is beneficial in repetitive matching tasks to compare a large number of vectors. However, as [9] points out, they also maintain low invariance for illumination changes and bring extra calculation time into the process. Boosted gradient maps [10] make a more discriminative description by boosting floating point and binary feature vectors with additional computation. Each of these works focuses on using a fixed chain of calculations to obtain a fixed-sized descriptor or a reduced size for an existing descriptor. To make it more effective for color information, [11] extends SIFT with a color descriptor. This addition makes it more distinctive for colorful objects but extends the length of an already broad descriptor with another 121 values. A different method is to use a light image-processing element for invariant local features such as image moments [12] , which creates a scale-and rotation-invariant descriptor but is only applicable in constrained environments in vehicle detection scenarios.
Using a different approach for creation and optimization, [13] - [15] break the descriptor creation pipeline into elements and concatenate them after optimization using learning approaches. This procedure creates different numbers of descriptors with different characteristics, but they fail to optimize the image-processing steps during feature creation.
The use of evolutionary algorithms (EAs) in computer vision is not very common because, by their core nature, they take a long time to obtain the final results. References [16] , [17] apply genetic algorithms (GAs) with Fourier descriptors for object recognition, where the GA serves as a query function for large image datasets. They report improved results compared to the original local features, but the recognition is a time-consuming process. GAs are also applied to select or to create and optimize a descriptor for a specific job or environment. Reference [18] uses a GA to select a subset of values from calculated SIFT features. Reference [19] applies a GA to increase the compactness of the Hölder descriptor [20] with a result of 70% reduction on the original feature vector. These methods optimize descriptors for a specific environment but only benefit from those specific descriptors' invariant features. Reference [15] uses evolution strategies (ES) [21] to develop generations of descriptors to find the best fit for an environment. The results are highly optimized but still broad descriptors, and they use dimension reduction on the final results, adding an extra calculation for the feature computation. GA was also used for optimization methods in combination with a machine learning algorithm [22] to optimize descriptors with medical images, where the latter technique served as a prediction model. However, these works use existing descriptor calculation methods and focus merely on descriptor acquisition, failing to control the image acquisition and preparation process.
The above works aim to create descriptors that function in a broad spectrum of areas. As this is hard to achieve, different techniques were introduced to extend or optimize existing local features to make them invariant across environmental changes. Other works only focus on stabilizing the descriptors for one type of variability. Using GAs opened up an opportunity to create multiple specialized feature descriptors. This paper presents a flexible, extensible framework using a GA that can optimize a feature descriptor regarding invariance, size and segmentation power. The algorithm automatically creates a descriptor based on the training database characteristics. The first part of the article gives the details of following the steps of the framework. The second part presents the results and discussion.
II. RELATED TECHNOLOGY A. IMAGE DESCRIPTORS
Image detection and classification algorithms must describe the properties of the visual information in a particular way. Camera-based localization techniques follow the same operational steps of feature detection, description and matching. The detection process is responsible for gathering interest points from the image where there is enough local information or diversity of intensities or patterns for the description period. The retrieved local descriptors have to consist of reproducible, invariant and unique features, but the calculation process might vary widely, depending on (1) the computation technique used (e.g., histogram-or gradientbased), (2) the component data type (e.g., floating-point or binary), and (3) the application environment (e.g., indoors or outdoors). An object can be classified into a category only if the corresponding descriptor resembles the ones in a class characteristic. Thus, the local features must exhibit invariance, robustness, distinctiveness and efficiency. In other words, the descriptors over a keypoint have to contain enough and precise enough information to result in a match when it is compared with another descriptor for a similar 
B. RANDOM FOREST
The complexity of the project architecture ( Fig. 1 ) implies using a fast machine learning algorithm to reduce calculation, as it is needed for every genome in a generation. We choose the random forest algorithm, as it has a fast and robust process to calculate its learning models and subsequently make predictions, and according to [23] , it is ''one of the most accurate general-purpose learning techniques''.
The random forest [24] is a high-potential discriminative classifier that is able to process large feature sets and is not affected by high dimensionality [25] . This multiclass learning model recursively builds an ensemble of a predefined number of binary decision trees (T ) injected with randomness during the training period. The final class (κ) predictions (p) of a feature vector (v i ) are gathered from the votes (p τ ) at the end leaves of these ensembles, as shown in (1) .
The previously mentioned randomness is integrated into the forest in the course of the training time at two moments: the random feature selection and the split selection. First, the algorithm selects random sets of input features by bootstrap aggregation, and second, it uses a random subset of features to calculate the best split throughout the tree building process [24] . These steps enable the random forest to produce highly precise predictions without overfitting.
Our framework also applies the ''bag of keywords'' method [26] to efficiently segment the feature classes at the pixel level. This approach uses high-level semantic image groups called ''vocabularies'' to train the machine learning algorithms. These techniques, used in combination with color descriptors, achieve better segmentation results [25] , [27] .
C. GENETIC ALGORITHM
The GA is an effective stochastic algorithm that virtually recreates natural selection and genetics. It has been successfully applied in machine learning and optimization problems [28] . It was chosen because of the construction of our algorithm. The GA uses fixed-size bit strings, while other EA strategies, such as ES, apply real-valued vectors to encode the information [29] . Our scenario, the composition of individuals, reduces the weight and complexity of the genetic population by using binary-coded genomes. The binary coding enables us to represent complex parameters and descriptor structures, which would be more challenging using merely real-valued elements. The base of our design is Goldberg's [30] simple genetic algorithm (SGA) (Algorithm 1). The algorithm creates and maintains a population of a fixed number of individuals (genomes) and modifies their composition based on probability, genetic operations-selection, crossover, and mutation-and an evaluation function. The algorithm runs until it reaches one of the termination criteria by creating the last generation or reaching the optimum score termination threshold.
Algorithm 1 Simple Genetic Algorithm Pseudocode
1: Initialize Population with randomly generated genomes 2: repeat 3: Evaluation with the objective function for accuracy and invariance evaluation 4: Select individuals for mating 5: Mate individuals to produce offspring 6: Mutate offspring 7:
Insert offspring into population 8: until the termination criteria are met 9: end procedure
1) INITIAL POPULATION
The genetic algorithm creates an initial population where the members (individuals) are fixed-length binary strings. The length of the genome depends on the precision and complexity of the environment and task. Binary strings can be created in various ways. The most common is that the algorithm generates them randomly; another option is to import a preset population or specify a single individual that will be permuted by the genetic algorithm.
2) EVALUATION
This specified function estimates an objective score for each individual in the population of each generation. Depending on the project goal (minimization or maximization), the score can increase or decrease before it reaches its optimum value. The raw objective scores are linearly scaled to obtain the fitness score [31] . This fitness score is used during the reproduction operation for the creation of new offspring.
3) GENETIC OPERATORS
There are three key operators-reproduction, crossover and mutation-which are controlled by their probability parameters (P R , P C , P M ).
a: THE REPRODUCTION
or selection operation is the method by which an individual is selected for mating. There are many different strategies to choose an individual-rank, roulette wheel, and tournament selector, among others-and their use depends on the goal of the optimization.
b: THE CROSSOVER
or mating operation defines the method of creating new offspring from the selected individuals. The crossover swaps sections between the parental genomes. The randomly selected crossover point-a point between 1 and N-1, where N is the number of elements in the genome-specifies the section starting point. For example, parental genomes g 1 and g 2 (N = 15) with crossover point 4 create the following siblings g 1 and g 2 :
c: THE MUTATION operator produces random changes in each genome structure. This can be beneficial because it causes the result to escape from a local optimum. For example, the ''Flip'' mutator, with probability P M , changes binary values from 1 to 0 or 0 to 1.
D. PARALLEL TRACKING AND MAPPING
Parallel tracking and mapping (PTAM) [32] has been chosen for the project not only for its ability to track and translate the feature points of an unknown environment into 3D map points but also for its architecture, which offers the opportunity to run data processing without breaking the feature-tracking ability, and for the large amount of data provided by the system. The essence of the method is encapsulated in the name of the system. The feature-tracking and map-making are separated into two parallel threads.
1) TRACKER
The tracker processes every frame received from a hand-held camera and estimates the camera pose relative to the map. The initialization sets up the base of the map used by the tracker throughout the course. The following steps are taken during tracking: 1) A four-level greyscale image pyramid is created to run the FAST-10 corner detector [33] and estimate a prior for the camera pose E CW in the world coordinate frame.
2) The map points are projected from the worldcoordinates frame to the camera-centered-coordinates frame. 3) To find the map point on the image, the current frame is searched for 50 map points over a large radius on each pyramid level. 4) The new camera pose is computed and updated from the found patch positions. 5) The system re-projects a far larger number of potentially visible image patches and performs a tight patch search on the same image. 6) The system evaluates the tracking quality. If it falls under the Shi-Tomasi score-based threshold, the tracker runs as normal but is not allowed to send a new keyframe to the mapmaker. If poor tracking continues for a few frames and the system is not able to connect with previous keyframes, tracking is considered lost, and recovery is initiated. If the tracking is correct, the final pose estimate is computed for the frame.
2) THE MAPMAKER
The simultaneously running mapmaker is initialized from a stereo-pair image and extended with every newly added keyframe. A total of 1000 2D FAST corners are tracked between the pair, from which the five-point algorithm and RANdom SAmple Consensus (RANSAC) estimate and triangulate the base map. After the initialization, the system inserts a keyframe a minimum distance in space and time after the last keyframe, and with epipolar search, a correspondence is established with the new keyframe. Because full bundle adjustment for all the keyframes would be an increasingly expensive task in a steadily growing map, local bundle adjustment is used after the first two frames. The map consists of a collection of data: 1) M point features, where every jth point:
• represents an 8 × 8 square texture patch • has coordinates p jW = (x jW y jW z jW 1) T • has unit patch normal n j • is referenced to the source patch of the image pyramid VOLUME 8, 2020 2) N keyframes, each of which contain:
• a snapshot taken by the camera • a four-level greyscale image pyramid • the transformation matrix between a unique camera-centered coordinate frame and the world Despite the robustness of the application, [32] describe various ways that the system can fail. During tracking, rapid camera movements can decimate the tracked corner features, and repeated and sparse structures produce a large number of outliers. Throughout the mapping, PTAM fails when the information inserted into the map is incorrect and when the ''real-world scene'' changes substantially and permanently. PTAM does not have descriptions of the keypoints and does not contain the information about the object's type and nature from which the points are detected. Such structural information could help the system to recover from a tracking and registration failure, as [34] proposed in their work.
III. DESCRIPTOR CALCULATION
In this section, we detail how the scheme creates a scene-dedicated descriptor (Fig. 1 ). Each element of the algorithm is responsible for size reduction and descriptor invariance: the module bank for storing the building blocks that hold the image-processing functions for the descriptor; the activation function for dimensionality reduction, which also delivers information about the relationship between the structure of the descriptor and the scene characteristics; and the objective function with the training period for shaping the descriptor depending on the features of the database.
The starting parameters for the genetic algorithm we used for mutation are: 0.01, crossover; 0.8, Roulette wheel reproduction parameter.
A. STRUCTURE OF THE CHROMOSOME
The binary chromosome obtained from the genetic algorithm typically represents a solution to an optimization problem. In the GA, a binary string represents a real number, and the length of the chain depends on the precision requirements. In our case, these strings serve two purposes: the first part administers the image processing and evaluation functions, and every 3 bits of the string represent a position in the control parameter vectors (Fig. 2) ; the second part of the genome regulates the descriptor assembly switching descriptor module values on or off (Fig. 2 ). During this stage, the algorithmbased on the current genome-sets the image processing and evaluation parameters and assembles the modular descriptor. The 211-element genome is a composite of two-a 26-and a 185-element-binary substrings (Fig. 2 ). The first 26 bits of the genome specify ten different vector positions. Each vector contains a list of parameters corresponding to an image-processing or evaluation stage. The binary strings < b 0 b 1 . . . b n > are converted to decimal numbers using (3) so the corresponding value can be selected from the parameter vector. The selected parameters cover the most important stages of the optimization, with the possibility of enhancing the precision, speed, and complexity of the descriptor, among other characteristics.
The binary string size was limited to 3 bits (8 parameters), but it can be extended. The parameter values were chosen based on the optimal values mentioned in the corresponding articles. The parameter categories, the binary strings and parameters, are as follows:
(1) Color space -3 bits -Eight different color spaces: RGB, Lab, L * u * v * , XYZ, HSV, HLS, YC B C R , and Opponent RGB. The different color channels were chosen because careful color scale selection can lead to better stability under transformations [35] .
(2) Patch Radius -3 bits -Defines the patch size by Patch width , Patch height = 2 × Radius + 1. The radius values were 3, 4, 5, 6, 7, 8, 9, and 10.
The following parameters are set in the Gaussian filter
+y 2 2σ 2 (4) to smooth the image to obtain the prominent edges during Canny edge detection:
(3) Filter Kernel -3 bits -The width and height of the 2D Gaussian blur kernel. Values: 1, 3, 5, 7, 9, 11, 13, and 15.
(4) Sigma -3 bits -Gaussian kernel standard deviation. Values: 0.8, 1.1, 1.5, 3, 6, 12, 24, and 30.
The next sequences define three random forest parameters for better learning capacities. (9) Canny Threshold -3 bits -These values specify the lower threshold of the edge evaluation function. The upper and lower threshold ratio is 3 : 1. A pixel is accepted as an edge if the pixel gradient is higher than the upper threshold or it is between the two thresholds but connected to a pixel above the upper threshold. Values: 15, 25, 35, 45, 55, 65, 75, and 85.
(10) Pixel Gradient Calculator -1 bits -This selects the method for image gradient calculation for the later gradient angle calculation. Values: Sobel and Sharr.
B. IMAGE PROCESSING
Before calculating the descriptor, we process the incoming images through various image processing steps to obtain the necessary module information. The functions process the whole image and store it to later import the patch for the module calculation. The main processing functions are as follows:
(1) Histogram Equalization -Histogram equalization gives poor results if it is applied to the RGB color channels separately. The RGB image is transformed into the YC B C R color space because it preserves the detailed information of the luminance component better than any other color space [36] . We perform histogram equalization on the Y intensity plane and transform it back to the RGB color space.
(2) Image Blurring -Using a Gaussian blur with the preset parameters in the Preprocessing stage, the image is blurred and stored.
(3) Color Space Transform -The blurred image is transformed into one of the genome-specified color spaces.
(4) Distance Transform -This calculates the Canny edges and then the Euclidean distance of each pixel from these edges.
(5) Calculate Image Gradients -The gradients g x and g y of the image are calculated using the image gradient calculator:
The angles (θ) are computed from the resulting gradients. (6) Invariant Color Features -The blurred RGB image is used to calculate the invariant color features of [37] and [38] .
C. MODULE BANK AND ACTIVATION
The second part of the genome controls the descriptor assembly (Fig. 2) . The 185-element binary substring is divided into smaller sub-strings. These sub-strings are the binary representations of the modules. They have a length equal to the number of values produced by the corresponding module, and each binary value specifies that the corresponding value is active (=1) or inactive (=0). For example, if a module m n -which returns four values in total-is represented by the string b n =< 1001 > in the genome, m 1 and m 4 are inserted into the descriptor as active values and the inactive m 2 , m 3 are removed. If a module has only inactive elements, the algorithm flushes it from the descriptor module list. This organization provides the flexibility to extend the module list infinitely. The following features, filters, and calculations are contained in our module bank:
(1) Normalized Position -2 values -2D normalized image coordinates of the patch centers (np(1) = I x /I width , np(2) = I y /I height ) to aid in classification. The points at the top of an image are more likely classified as roof or sky, those at the bottom as street, and those in the middle as wall, door or window.
(2) Mean(µ) and Standard Deviation(σ ) of each color channel -6 values -To obtain descriptive color information while not overloading the descriptor, we calculate only the µ and σ of each channel of the actual color space:
where I (x, y) is the pixel value at the x, y position and N is the number of pixels.
To obtain shape information, we calculate the 2 nd , 3 rd , 4 th and 5 th normalized color moments for each channel over the image patch. First, the zeroth-(M 00 ) and first-order (M 10 ,M 01 ) raw image moments are calculated by
x y x i y j I (x, y).
Then, the two components of the patch centroid are found:
The central moment-where the sum of the subscript elements p, q ∈ N of µ pq specifies the order of the moment-is defined as:
Finally, the moment is normalized by a proper power of µ 00 : 
(8) Gevers color-invariant l features (l 1 , l 2 , l 3 ) -6 values -Mean (µ) and standard deviation (σ ) of the photometric color-invariant features for both matte and shiny surfaces [37] for each RGB channel:
(9) Gevers Color-Invariant c Features (c 1 , c 2 , c 3 ) -6 values -Mean (µ) and standard deviation (σ ) of the photometric color-invariant features for matte and dull surfaces [37] for each RGB channel:
(10) Geusebroek Color-Invariant C and H Features -4 values -Mean (µ) and standard deviation (σ ) of [38] : (14) Gradient Angles -45 values -The average gradient angles. The average of an entire patch, the averages of 4 subregions in each patch (Fig. 3 ) and the differences in these gradient averages (θ 00−11 , θ 00−12 , θ 00−21 , θ 00−22 , θ 11−12 , θ 11−21 , θ 11−22 , θ 12−21 , θ 12−22 , and θ 21−22 ). To guarantee 4 subregions, their size was set to a radius r, as the patch width is 2 × r + 1. 
D. DATASETS

E. OBJECTIVE FUNCTION
We split the objective function into two functions to evaluate each individual: a segmentation (Algorithm 2) and an invariance (Algorithm 3) optimization function. Both functions return objective scores that are later converted in each cycle to fitness scores. The results of each evaluation operation can be weighted to strengthen a specific feature or invariance. For example, if we would like the descriptor to be more accurate in classification, we would multiply the segmentation scores by larger values; consequently, the genetic algorithm only accepts genomes with lower scores and therefore better segmentation results. Evaluation setup for specific invariance 3: repeat 4:
Algorithm 2 Objective Function Pseudocode -Accuracy
Image transformation 5:
Descriptor Extraction for all keypoints for the image pair 6: Brute Force descriptor vector matching 7: Result storing 8: until the last test image is reached 9: until all invariance has been tested 10: Result plotting by invariance case 11: end procedure
The results of each genome's random forest were turned into a confusion matrix. This served for the precision calculation and comparison and for measuring the patch classification correctness by the overall recognition rate and the average recognition rate of each feature descriptor defined by the genomes.
We measured the speed of two different elements: 1. How much time our algorithm spends on average to calculate a descriptor for a single keypoint (average descriptor extraction time), and 2. How long the algorithm takes to run an evaluation on a trained forest and segment an image from beginning to end (average segmentation time).
The descriptor invariance on Rotation, Affine Transform, Blur and Resize was tested on a pair of identical images by transforming just one and keeping the other in the original format. Using
for the rotation, in the resize operation, center refers to the rotation point around which the image is being turned, and angle is the rotation angle in degrees (positive values indicate a counterclockwise rotation). For the affine transformation (Fig. 5 ), we used A = a 00 a 01 a 10 a 11 2×2 B = b 00 b 10 2×1
where T is the transformation matrix built from the rotation A and translation matrix B. The affine transformation is applied to both the keypoints and image pixels, and then the descriptors are matched with the Brute Force function.
To compute the framework, we used OpenCV 3.4.1 [43] for the image processing and machine learning calculation and GAlib [31] for the genetic algorithm on a Linux system (Ubuntu 18.04) with 15.6 GB RAM and an Intel R Core TM i7-4790 3.60 GHz×8 CPU. The genetic algorithm computed the objective score for 50 genomes during 250 generations, in other words, it trained 12500 forests and processed 100000 transformation evaluations during optimization.
F. GLOBAL EVALUATION
To compare the calculated modular descriptors with the mainstream descriptors (SIFT, SURF, ORB, BRIEF, BRISK, FREAK, LATCH, and EDD), we used performance evaluation metrics to evaluate the segmentation. We used the same keypoint extractor and transformation functions for the evaluation. To show how close the correct predictions were to the actual conditions, we measured Accuracy:
The precision or positive predictive value is the percent of the selected instances that are correct.
PPV =
TruePositives TruePositives + FalsePositives (20) The recall or true positive rate is the measure of the retrieval performance. It shows the ratio of the total retrieved relevant examples and the total relevant instances.
TPR =
TruePositives TruePositives + FalseNegatives
The specificity or true negative rate measures the ratio of the correctly classified negative instances to the total negative instances.
TNR = TrueNegatives TrueNegatives + FalsePositives
The negative predictive value is the percent of negative instances that are correctly selected from the actual model.
NPV = TrueNegatives TrueNegatives + FalseNegatives
The F-measure is used to evaluate and present a more balanced result for the performance of the predictions using precision and recall: 
IV. APPLICATION IN AR
To enhance PTAM, we integrated the segmentation function and a new modular descriptor into the parallel tracking and mapping application. There were three points where we made modifications to the algorithm: 1) At the start, the system loads the trained ''Random Forest'' for the classification process. 2) After stereo initialization, the algorithm calculates the feature descriptors at the position of the first set of points on the virtual map. 3) Between the tracking and mapping modules, based on the newly tracked corner points, the descriptors are calculated and their classes are set.
V. RESULTS
The optimization framework was run three times with different initial populations of 50 members for 250 generations, with a 1% likelihood of mutation, 80% likelihood of crossover, and the roulette wheel selection method. In Fig. 6 (a) , we can observe that the best objective scores of each population continuously decrease throughout the optimizations, reaching a minimum between the 200th and 240th generation and terminating the process at 250 generations. We choose this termination point, as our experiments showed that after this point, the objective score does not decrease further. We see that the algorithm produces differently configured descriptors but has stable results. Fig. 7 shows how the descriptor segmentation ability grows and stabilizes throughout the generations by plotting the growth of the evaluation metrics. This can be observed on the Pareto front ( Fig. 6 (b) ) of the two objective functions. Each population's best solution reaches its balanced point, marked by the Pareto front (red line), where neither of the two objective functions can decrease further without weakening the other function's results. Based on the Pareto front, the results show that the created descriptor (and the calculation modules used) favors the transmission of semantic rather than geometric information, as the algorithm reached better objective scores on the segmentation than on the invariance objective.
The final optimized parameters and the descriptor configurations are listed in Table 1 and Table 3 . Interestingly, three different genetic optimizations with 250 generations each did not produce a dominant control parameter combination. An exception to this is the patch radius of 10 pixels, which results in a patch with a width and height of 21 pixels. This covers a wide area on the image, importing a significant quantity of information but slowing the calculation process. We can also notice that a small but deep random forest is as strong as a large but moderately deep forest. The algorithm also preferred a relatively low Canny threshold for edge detection to obtain the best results in the Distance Transform.
The size of the descriptor vector was reduced from 188 to 90 (Table 3) on average, which alleviates storage units on the processing device. We note that multiple modules did not produce robust features in this environment; therefore, the algorithm used only a reduced number of them. These are the 4 th and the 5 th central moments, the H and C features and the eigenvalues. Additionally, almost half of the features of the Hu moments, affine moments, and gradient angles were not necessary to have a reliable descriptor.
We contrasted the three modular descriptors with the most used descriptors' performance with the same random forest training parameters and keypoint extraction methods. Table 2 reports the accuracy, precision, recall, specificity, negative predictive value, and F-measure of all the tested descriptors with the Brighton dataset. Fig. 10 presents the segmentation results visually on the evaluated image. After genetic optimization to a specific scene, the modular descriptors developed a higher class recognition power. We can observe that the proposed modular descriptor performs the best in areas where there is little descriptive information (i.e., the ''Wall'' and ''Other'' classes), and the F score shows that our descriptor has the best testing results except in the ''Doors & Windows'' class, where the dense edge information favors the SIFT descriptor.
The invariance test results-using the Oxford and TILDE datasets-plotted on separate graphs with the average match rate on the y-axis and the transformation case on the x-axis are shown in (Fig. 8 and 9 ). The graphs show that the descriptors developed good average invariance in both light and transformation change cases compared to the most commonly used descriptors.
The results of the implementation of the new optimized modular descriptor can be compared with the following two image pairs in Fig. 11 and in Fig. 12 . The left image shows the virtual map built by PTAM, and the right image visualizes the interest points by augmenting the real video feed. Where we can observe that the descriptor efficiency correlates with the measured values in Table 2 , the descriptor performs weakly around the ''Doors & Window'' areas but is robust in the other areas. The color code in the images in Fig. 11 (PTAM's original output) represents the source level of the interest points in the four-level image pyramid. The red points are from level 0, the yellow points are from level 1, green are from level 2, and blue are from level 3. In contrast, in the ''Other'' class, the yellow points are from the ''Window'' class, the green points are from the ''Roof'' class, and the blue points are from the ''Wall'' class. The images show that the classification capability of the descriptor is still limited in the areas around the window because the function uses the keypoints that were extracted from the edge and corner areas.
The calculation time of the modular descriptor is still one of the highest among the descriptors (Fig. 13) . The complexity of the calculation is still too high, and the number of calculation steps needs to be reduced considerably. This is because the calculation process goes through the same steps as in the genetic process. In other words, it calculates all modules and module elements even though this is not needed in the descriptor. After removing all the unnecessary calculations, the descriptor will be considerably faster.
VI. CONCLUSION
The presented framework generates descriptors, training and improving their efficiency for classification. The algorithm controls the image processing and random forest parameters and optimizes the descriptors' size by managing the active modules and values. Our results indicated that while the mainstream descriptors showed good results both in feature detection and invariance, our modular descriptor trained and optimized for a specific scenario can have better classification accuracy and similar invariance to environmental changes.
As the results show, the framework has various characteristics to exploit. It does not optimize only the size of an existing descriptor as in [15] ; rather, the list of calculation modules and image processing parameters can be extended and refined for extraction. Moreover, the algorithm can optimize to a specific type of invariance using the weights in the evaluation function.
After genetic optimization for a specific scene, the modular descriptor developed a higher class recognition power and became more invariant to transformation changes. Its balanced F-Measure is the best-except in the ''Doors and Windows'' class-among the contrasted descriptors. On the other hand, the standard deviation of the descriptor's classification results is high. This shows that the difference between the strongest and weakest results is high and the descriptor's architecture needs to be stabilized ( Table 2 ).
Our method suggests that it is possible to create a stable and invariant descriptor. After the various optimization processes, the results show that when it has a high segmentation power, it has above average invariance against transformation and environmental changes. After fine-tuning in the current composition of the framework, the segmentation results can be further improved. Increasing the weights for the segmentation in the objective function, adding more random forest training parameters to the genetic algorithm and temporarily deactivating the invariance optimization-as it needs different calculation characteristics-would strengthen the classification power of the descriptor. Additionally, the lower performance, resulting from changes in the pretrained environment, can be fine-tuned by adding new training images.
Nevertheless, the description methods require new calculation modules to improve the invariance results, as the framework in its current composition could not conclusively address this issue.
Although our design requires new calculation modules and image processing steps to create a better-performing feature extractor, it paves the way for a new type of method to create a stable, widely used descriptor.
Based on the results, a new, two-cycle recognition function is proposed, where the first-class best-recognized class results are removed from the second classification period. New modules would be designed to enhance the invariance to lighting condition changes and the sensitivity to edge information.
In future work, we will investigate whether it is possible to further generalize the descriptor with a larger dataset, or whether it is only valid in dedicated environments. Additionally, we will evaluate which environments affect which parameters and features in the framework. In this way, we will have a better understanding of what calculation elements should be used for each environment.
VII. CODE AVAILABILITY
The source-code for this work is available from https://github. com/andras-takacs/modularDescriptorOptimizer.
