Abstract-In this paper we derive a reduced model, that is, a model in terms of independent generalized coordinates, for the equations of motion of closed-chain mechanisms. We highlight the fact that the model has two special characteristics which make it different from models of open-chain mechanisms. First, it is defined locally in the generalized coordinates. We therefore characterize the domain of validity of the model in which the mechanism satisfies the constraints and is not in a singular configuration. Second, it is an implicit model, that is, parts of the equations of motion are not expressed explicitly. Despite the implicit nature of the equations of motion, we show that closed-chain mechanisms still satisfy a skew symmetry property, and that proportional derivative (PD)-based control with so-called simple gravity compensation guarantees (local) asymptotic stability. We discuss the computational issues involved in the implementation of the proposed controller. The proposed modeling and PD control approach is illustrated experimentally using the Rice planar delta robot which was built to experiment with closed-chain mechanisms.
I. INTRODUCTION

M
ANY of the kinematic chains that are popular today have the links connected sequentially starting from a fixed base. The last link in the chain is connected from one end to a previous link but is free from the other end resulting in an open link chain or "open kinematic chain." Typically, each link is connected to the previous link in the link chain by a joint (revolute, prismatic, or spherical) and all of the joints are actuated. In the robotics literature, we usually refer to open kinematic chains as "serial robots." Some kinematic chains differ from this structure in which the links are connected in series as well as in parallel combinations forming one or more closed-link loops. We will refer to these mechanisms as "closed kinematic chains" or "closed-chain mechanisms." Typically, not all joints of closed-chain mechanisms are actuated. In the robotics literature, we refer to these mechanisms as "parallel robots." The simplest characterization of this class is that of the so-called fully parallel robots [44] which consist of a set of serial links Manuscript received January 16, 1998 . This work was supported in part by the National Science Foundation under Grant CMS-9900194. Recommended by Associate Editor, D. Gruver.
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Publisher Item Identifier S 1063-6536(00)02963-8. each connected to a fixed base from one end, and connected to a common moving platform on the other end resulting in a closed-chain mechanism. Fig. 1 shows planar examples of an open kinematic chain (serial robot) and a closed kinematic chain (parallel robot). For closed-chain mechanisms, the actuators are typically placed lower (closer to the base or on the base itself) in the link chain. This makes the moving parts lighter which can lead to greater efficiency and faster acceleration at the endeffector. Closed-chain mechanisms offer also greater rigidity to weight ratio. Therefore, they are more suitable for fast assembly lines. Many mechanical systems, such as slider-cranks, are inherently closed-chain mechanisms. On the other hand, many other designs are intentionally built with closed-chains because of the favorable mechanical properties they offer over systems with open-chain structure. Among the early closedchains, the Stewart platform [56] is the most popular one. It has been used as a basis for designing many robotic applications including flight simulators and some robotic machining applications. Other popular closed-chain mechanisms include the Swiss 3-degree of freedom (dof) Delta robot [9] , and its French/Japanese extension the 6-dof Hexa robot [51] . For open-chain mechanisms, there exists in the dynamics and robotics literature a well established formulation of the equations of motion [26] , [55] and a wealth of control results have been developed during the last two decades (see [1] and [48] for recent surveys). In the absence of friction and other disturbances, the standard model for the dynamics of an open-chain mechanical system not in contact with the external environment, can be obtained using for example Lagrangian dynamics [26] and is given by the following set of ordinary differential equations [55] : (1) 1063-6536/00$10.00 © 2000 IEEE where 1 vector of link positions; inertia matrix; represents the Coriolis and centrifugal terms; represents the gravitational terms; input torque. Note that the equations of motion defined in (1) above have the following properties.
1) The number of second-order differential equations in (1), namely , corresponds to the number of dof of the open-chain system. 2) All elements of (1) are defined explicitly.
3) The domain of definition of the generalized coordinate in (1) is the whole -dimensional real space, i.e., . Along with these properties, the equations of motion above have other fundamental properties that have been fully exploited to facilitate control system design [19] . These properties consist of first the symmetry, positive definiteness and the boundedness of the inertia matrix [21] - [24] , and the boundedness of , second the existence of an independent control input for each dof, third the linearity in parameters of (1), and fourth the skew symmetry of for a suitable choice of , a consequence of which is the passivity of the map . A full spectrum of control laws have been generated during the last decade using the above model while fully exploiting the properties above. Note that most of these control laws were designed to insure global stability properties thanks to property G3 above.
Unlike open-chain mechanisms, the derivation of dynamic equations of motion for closed-chain mechanisms suitable for controller design is still a research topic because of the complexity of the kinematics and dynamics analyses.
The literature on the derivation of dynamic equations of motion of closed-chain mechanisms falls into three categories. In the first category, the equations of motion are derived for a particular closed-chain or a closed-chain with a specific structure [15] - [17] , [25] , [27] , [30] , [39] , [40] , [52] . For these special closed-chains, it is often possible to derive explicit closed-form equations of motion in terms of the actuated joint variables which are usually equal to the number of degrees of freedom. Hence, the resulting dynamic equations are similar to open-chain equations of motion, (1), with identical properties except property G3. In this case the domain of definition of the generalized coordinate is a compact (i.e., bounded and closed) set corresponding to a subset of the workspace that is free of structural singularities. It follows that in this case, all the control laws for open-chain mechanisms are applicable to closed-chain mechanisms with the only difference that the guaranteed (Lyapunov) stability conclusions will at best be local.
In the second category, the equations of motion are derived for general closed-chain structures but they are mostly suited for 1 In the following discussions < denotes the set of real numbers, < is the usual n-dimensional vector space over <, and < denotes the set of all n2 m matrices with real elements. A neighborhood of a point x x x 2 < , denoted N , is an open set in < containing the point x x
x . simulation and computation of the dynamic terms and are not best suited for model-based control design [7] , [8] , [31] , [33] , [41] , [42] , [46] , [54] , [65] . A popular method to derive such equations of motion, which originated from the work of Wittenburg [66] , is to first virtually cut open the closed-chains at joints that are not actuated and then derive the equations of motion of the resulting open-chains. If the closed-chain mechanism has dof, then suppose the number of differential equations for the corresponding open-chains is . The latter (differential) equations along with the (algebraic) holonomic constraints corresponding to the virtually cut joints then constitute the full equations of motion of the dof closed-chain expressed as a set of differential algebraic equations (DAEs). After elimination of the Lagrange multipliers originating from the constraints in the full equations, a set of differential equations results. In this context, the difficulty of extending the existing wealth of control laws of open-chains to closed-chains lies in the fact that we end up with a number of differential equations larger than degrees of freedom, and hence the extension is not trivial.
In the third category, effort is made to generate for general dof closed-chains exactly second-order nonlinear differential equations similar to (1) . The first attempt to propose this approach is attributed to Uicker [62] who formulated this problem for general closed chains. He first formulated the equations of motion in terms of, say , dependent generalized coordinates and then eliminated holonomic constraints to end up with independent differential equations with independent generalized coordinates corresponding to the number of dof of the closed-chains. He clearly noted that getting explicit differential equations is impossible in general because the relationship between the dependent and independent generalized coordinates, referred to in his work as "loop equations," is not an explicit one and must be solved for by an iteration process. More recent related work includes [45] - [47] where the conclusions of Uicker [62] were reemphasized. In particular, [45] realized the possible extension of existing open-chain control strategies to closed-chains if the "loop equations" can be explicitly solved.
The literature on the control of closed-chain mechanisms includes basically two classes of results. The first class consists of nonmodel based control laws such as proportional integral derivative (PID) control [2] , [34] , [57] , artificial intelligencebased methods [5] , [6] , [18] , force feedback control [36] , [43] , [57] , and teleoperator assisted hybrid control [3] . Of course, no guarantee of stability and performance can be expected from the previous approaches. The second class includes model-based control laws in which two special results are available. The first consists of control laws that are devised for special closed-chain structures for which explicit equations of motion exist; examples include optimal control [38] , learning control [35] , and other [60] . The second consists of controllers devised for general closed-chain mechanisms for which the "loop equation" is assumed, without justification, to be solvable explicitly. An example is the adaptive control law of [64] .
In this paper, we exploit the fundamental idea of Uicker [62] to obtain a formulation of the dynamics equations of closed-chain mechanisms in terms of independent generalized coordinates, which we will refer to in this paper as "reduced model." The usefulness of this formulation is in its ability to allow for the extension of model-based advanced control law designs of open-chains to closed-chains. We particularly show in this paper that the developed "reduced model" has two fundamental properties which make it different from the familiar dynamics models of open-chains [see (1) ]. First, it is defined locally in the generalized coordinates in a compact set domain with boundaries that are not easily characterizable in general. One contribution of this paper is the characterization of the boundaries of this domain using results from the Kantorovich theorem [58] . The characterization of the boundaries of the domain of definition of the equations of motion is a prerequisite to properly perform control law design and stability analysis. The second property of the equations of motion of closed-chain mechanisms is that they are implicit because of the implicit nature of the "loop equations." This gives rise to a new challenge in control law design, implementation and stability analysis as the implicit part of the dynamic model needs, for model-based controllers, to be computed on-line using numerical iterations, and furthermore the computation needs to be almost instantaneous with guaranteed convergence. Any successful control design needs to take these two special properties into consideration. We show in this paper, thanks to a skew symmetry property we prove, that PD with the so-called simple gravity compensation, evades the on-line numerical computations, and guarantees Lyapunov asymptotic stability for any general closed kinematic chain mechanism. The results of this paper are finally illustrated using an experimental closed-chain mechanism.
This paper is organized as follows. In Section II, we outline the formulation of the equations of motion of closed-chain mechanisms and highlight the special properties of the model and its fundamental differences with respect to the equations of motion of open-chain mechanisms. Furthermore we explicitly characterize the boundaries of the domain of definition of the equations of motion. In Section III, we prove a skew symmetry property and show that PD with so-called simple gravity compensation guarantees asymptotic stability for general closedchain mechanisms. In Section IV, we illustrate the modeling and control results of the paper using the experimental Rice planar delta robot. Finally in Section V, conclusions are drawn.
II. DYNAMICS MODEL DEVELOPMENT
A. Problem Formulation
Let an dof holonomic mechanical multibody system consist of a collection of rigid bodies described by the following differential equation: (2) where . is a vector of the generalized coordinates, is the inertia matrix, represent the centrifugal and Coriolis terms, and is the gravity vector. The holonomic system will be called the free system. It represents either a collection of several blocks of interconnected open-chain rigid-body subsystems, or a collection of free (unconstrained) rigid bodies in which case the inertia matrix is constant and block diagonal, and is the null matrix (see Fig. 2 ).
We now consider constraints applied at the free system and assume the following:
Assumption II.1: Assume we represent the constraints by independent scleronomic holonomic constraints given by (3) where is at least twice continuously differentiable. Note II.1: A consequence of Assumption II.1 is that is of full rank, a property which will be exploited in the paper.
With the introduction of the constraints (3), the generalized coordinates are restricted to a subspace of , namely, where
It follows from standard results in analytical dynamics [26] that the free system (2), with imposed constraints (3), has -dof, and hence there exist independent generalized coordinates , where , such that the system can be written in a reduced form as follows (see Fig. 2 ): (5) where inertia matrix; centrifugal and Coriolis vector; gravity vector. Remark II.1: In many situations, we may be able to choose the generalized coordinates to coincide with the variables of the actuated joints in which case the equations of motion (5) can be written as (6) where is the applied generalized force vector. The reduced model (5) or (6) of the constrained system look similar to the equations of motion of standard open-chain interconnected rigid bodies, (1) . For this reason, we focus in this section on ways of getting the reduced model representation (5) of the constrained system using the corresponding dynamics (2) of the free system and the constraints (3). Our purpose in this section is therefore to use the given information about the free system and the constraints and derive the reduced model and characterize its domain .
B. Dependent and Independent Generalized Coordinates
The dependent generalized coordinates with which we initially described the free system, as given by (2) , are in general readily visual. For example, they may represent the joint variables (angles and displacements) of a link, the Cartesian coordinates of its center of gravity, or its orientation. The independent generalized coordinates with which we would like to describe the constrained system (5) can be chosen to satisfy the following twice continuously differentiable parameterization:
The parameterization (7) is usually easy to obtain explicitly. For example, and since the constrained system has -dof, we may simply pick appropriate components of the vector . In general, we may prefer to choose the components of which correspond to the variables of the actuated joints. In such cases, we can write , where is a constant matrix operator which "picks" the needed components of .
Using the constraint (3) and the parameterization (7) we write q
and define
In relation to (8) and (9), define
and . Further note that . We now define the set We say that the system is in a singular configuration when is an element of but is not an element of . It follows that is the workspace region in the coordinates where the constrained system satisfies the constraints and in addition is not in a singular configuration.
Remark II.2: A useful mechanical system should satisfy the constraints and should not be permanently in a singular configuration. Consequently, in general. If this is not the case, the system should be mechanically redesigned. Hence, it is reasonable to assume that contains nonempty regions which, of course, are not necessarily connected.
We now have the following result. Lemma II.1: For any given point , let . Then there exist a neighborhood of , and a neighborhood of , such that for any , there exists a unique , such that (12) Furthermore (13) where (14) Proof of Lemma II.1: For any given point we have by definition , , and . Therefore, we conclude, using the classical implicit function theorem [59] , that in neighborhoods of and of , the equation determines uniquely as a continuously differentiable function of , namely, . Equation (14) follows from taking the derivative of (8), namely and rewriting it as follows:
We now let denote the largest subset of containing for which the unique parametrization (12) holds. We denote the corresponding domain of by . Hence, we have a diffeomorphism from to as follows: . Note that the parameterization (12) cannot in general be expressed explicitly in an analytical form. It can only be computed iteratively by numerically solving (11) which, as proved in Lemma II.1, admits a unique solution when . With an estimate of the domain including its boundaries as will be proposed in a later section, a numerical iterative algorithm, such as Newton-Raphson algorithm, can be set up in such a manner that for a given , a convergent solution with a given accuracy can be obtained in a finite number of iterations. A detailed study of such an iterative algorithm can be found in [12] and [13] .
C. Reduced Model
We now reconsider the constraint (3) which, due to its assumed differentiability properties (Assumption II.1), can be differentiated twice with respect to time and hence we obtain (15) (16) It is a standard result from classical dynamics [26] that the constrained system is completely described by the following algebraic-differential equation obtained from using (2) and (15): (17) (18) where is the vector of Lagrange multipliers and represents the constraint generalized force vector. Equivalently, using (16), we obtain (19) Since the inertia matrix is positive definite, and the constraints (3) are by assumption independent, hence is of full rank (refer to Note II.1), it follows that the coefficient matrix of the left side of (20) is nonsingular and that (20) has a unique solution for and in particular for . Consequently, a complete description of the constrained system in terms of dependent coordinates is given by (17) with explicitly solved for.
We now consider the virtual work expression associated with the dynamics of the constrained system (17), namely It is clear from (17) that for any set of . Assuming that conform to the instantaneous constraints, then the virtual work of the constraints vanishes, that is, , and consequently (20) Noting from (13) that we have , and using (20) , it follows that Since the generalized coordinates are independent, we obtain (21) Taking the derivative of (13) , that is, , and combining with (21), we obtain the equations of motion of the constrained system in terms of as follows: (22) where (23) (24)
where is given by (14) . We now present the first main result of the paper in the following theorem the proof of which follows from the previous derivations.
Theorem 1: The equations of motion of the constrained system expressed in terms of independent generalized coordinates , as given in (5) and repeated here for convenience (26) are obtained by combining (22) (13) (27) where the existence of is insured by the implicit function theorem.
The reduced model described above in (27) has two special characteristics which make it different from regular models of open-chain mechanical systems. First, the above reduced model is valid only (locally) in in a compact set . Second, since the parameterization is implicit, it is an implicit model.
D. Characterization of the Domain of Definition
One can easily be misled to the conclusion that any singularity-free connected domain where the Jacobian (10) is nonsingular throughout, say , could be considered as a candidate for the domain in which a diffeomorphism (12) exists throughout. This is the result of the improper extensions of some well known results like the implicit function theorem or Rolle's theorem. It is worthwhile to emphasize that if the Jacobian (10) is nonsingular at a given vector point, then the implicit function theorem will only guarantee a diffeomorphism (12) in a neighborhood of the point with unspecified boundaries. On the other hand, if the Jacobian (10) is nonsingular throughout a compact set, then Rolle's theorem provides a global domain where a diffeomorphism (12) exists throughout a compact set; but this is guaranteed for single variable functions only. The best way to correct the fallacious intuition that Rolle's theorem works for multivariable functions is to study closed-chain mechanisms that can go from one joint configuration to another without passing through singularities [29] , [49] . There exist so-called global implicit function theorems [28] , [53] as well as a generalization of Rolle's theorem presented in [50] , both of which provide explicit boundaries of the domain and extend the traditional implicit function theorem [59] by imposing additional conditions for the existence of a diffeomorphism between two precise sets. Unfortunately these conditions are hard to characterize for a given physical system. In conclusion, it is not generally easy to explicitly characterize the boundaries of the domain .
On the other hand, if one would be satisfied with a conservative estimate of the boundaries of the domain of , the approach that exploits Kantorovich theorem [58] gives relatively good results with only modest computational effort. Without getting into too much details (cf. [12] ), this approach necessitates certain properties of the function in (9): the latter has to be a polynomial with no monome of degree higher than two. In case these conditions are not satisfied, a remedy would be to rewrite the expression of . In fact, note that is obtained from (8), and a small modification of and in this system would transform into the desired form. For example, if we had with and then we modify this system to have with and Note that adding equation ( ) eliminates and , while adding ( ) and ( ) "breaks" the monomes of degree higher than two. The change of variables made in this operation is very simple, which implies that the set characterized in the new variable could be easily interpreted in terms of the original variables.
The function , now polynomial with no monome of degree higher than two, satisfies a rather remarkable property: its Jacobian is globally Lipschitz in , that is, where is the infinity norm.
This property is the result of the fact that each element of the matrix is affine since it is obtained by taking the derivative of a polynomial of degree two. Due to the equivalence of norms in [32] , [63] , the Lipschitz property is valid for all norms; the infinity norm in particular facilitates the computation of the Lipschitz constant . In fact, the latter is easily obtained [13] from the expression of by setting to zero all monome of degree zero, changing the signs to , replacing all variables by one, summing the elements of each line and taking the maximum of the resulting vector . For example, if we take the Jacobian resulting from the function of the above example, we obtain Kantorovich theorem [58] , which can be exploited in our case thanks to the Lipschitz property established above, plays a central role in the Theorem 2 that follows. Due to limited space, the reader is referred to [11] - [13] for detailed proof of Theorem 2.
Theorem 2: The explicit radius of the domain centered at , that is is given by the following expression:
where is a diagonal matrix with the given argument and is the vector constructed similar to the method of example (28).
III. PD-BASED CONTROL STRATEGIES
To investigate the applicability of PD-based control strategies for closed-chain mechanisms with guaranteed stability properties, we first consider two important issues with respect to the reduced model (27) , namely, the skew symmetry property, and the computation of the gravity vector.
Lemma III.1-Skew Symmetry: The matrix is skew symmetric.
Proof of Lemma III.1: Using (23) and (24), we have where . First, note that and hence is skew symmetric. Second, note that for the free system, the matrix is skew symmetric.
Since is also skew symmetric for any matrix with appropriate dimension, in particular for , it follows that is skew symmetric. Hence is skew symmetric since it is the sum of two skew symmetric matrices.
The computation of the gravity vector involves essentially the computation of the parameterization , the computation of expression (14) , and the substitution of both in (25) . The parameterization is in general impossible to compute explicitly, but a simple algorithm could be formulated to numerically compute it. In fact, it was discussed earlier that a numerical iterative algorithm, such as Newton-Raphson algorithm, can be set up in such a manner that for a given , a convergent solution with a given accuracy can be obtained in a finite number of iterations [12] , [13] . The gravity vector is consequently computed using the expressions (14) and (25) . In conclusion, the computation of the gravity vector is numerically well posed.
Let us now consider a set-point (regulation) problem in which it is required that the vector reach a constant desired value . Define , and :
. We consider a PD-based control strategy for general closed-chain mechanisms that guarantees Lyapunov asymptotic stability.
A. PD Plus Simple Gravity Compensation
We consider the most general case of closed-chain structures in which the parametrization , and hence the gravity vector expression , are implicit expressions. We propose a control law which consists of compensating for the gravity at the desired position only, an idea presented first in [4] , later in [37] , and then in [61] for serial link (open-chain) manipulators. The control law is given by (28) Note that the term 2 in (28) is constant and can therefore be numerically computed off-line. In addition, since the computation is performed off-line, can be computed to any degree of accuracy. Hence, it is safe to write
. Combining the equations of motion (27) and the control law (28) and using , we obtain (29) It can be easily seen that ( , ) is an equilibrium. We now consider the following function:
where is the potential energy of the plant (27) so that . Note that is a locally positive definite function, hence a suitable Lyapunov function candidate to prove asymptotic stability, if is positive definite, insuring that the equilibrium and is unique . 2 The subscript "c" emphasizes that the quantity in question is computed numerically.
We now present the second main result in this paper. (29) is given by Note that we substituted (29) and used the skew symmetry property of which we established earlier in Lemma III.1. We therefore conclude that the equilibrium and is locally stable. It is now a standard procedure to invoke LaSalle's theorem to conclude (local) asymptotic stability.
Remark III.1: For some closed-chain structures, it may be possible to express the parametrization explicitly in an analytical form. Consequently, the gravity vector will also be expressed explicitly. Furthermore, a domain could be directly obtained without reference to the method discussed in Theorem 2. It follows that all the control laws for open-chain mechanisms could also be applied in this case with the only restriction that the guaranteed (Lyapunov) stability conclusions will be local. For example, consider the following PD plus full gravity compensation control law (30) where and are diagonal positive definite constant matrices. The control law (30) along with the equations of motion (27) guarantee local asymptotic stability for set point control (see [20] for details).
IV. AN EXPERIMENTAL CASE STUDY
A. The Rice Planar Delta Robot (RPDR)
The RPDR was designed and built at Rice University as a test-bed to perform experiments on closed-chain mechanisms (see Fig. 3 ). The link configuration is shown in Fig. 4 . It has four links connected through revolute joints. Two of the links (Links 1 and 2) are actuated with dc motors while the other two links (Links 3 and 4) are passive. It can be seen that the RPDR has two dofs. Thus, the number of inputs are selected to match the number of degrees of freedom. Even though we will show that explicit equations of motion can be obtained for this system, it can still be used to illustrate the modeling and control ideas presented in this paper for more general closed-chain mechanisms. Furthermore, the explicit equations of motion will enable us to We next derive the equations of motion for the RPDR using the formulation derived earlier in the paper. The first step in deriving the equations of motion is selecting the "free system." In our free system, the robot is virtually cut open at the end-effector, resulting in two serial robots each having two dofs (see Fig. 5 ). As defined in the figure, , , and are, respectively, the mass, distance to the center of mass, and length of link . The inertia of link about the line through the center of mass parallel to the axis of rotation is denoted by . The parameters corresponding to Links 1 and 3 are defined similar to the parameters of Links 2 and 4 even though they are not shown in the figure. Thus the constraint equations are due to point being coincident with point and are given by as shown in (31) at the bottom of the next page, where is the generalized coordinate vector of the free system. Note that since the actuated joints are Joints 1 and 2 for the RPDR, we choose the generalized coordinate vector of the constrained system to be . Our next objective will be to derive expressions for each of the terms appearing in (27) for the RPDR to obtain the equations of motion. We begin with the parameterization , which is given by (32) Now by combining (31) and (32) and differentiating with respect to , we obtain (33) as shown at the bottom of the next page, for where, , , , and . Now from (14) we have the following expression for : We next premultiply (34) with and taking the time derivative (35) where can be obtained by differentiating (33) with respect to time. Next we will derive expressions for ,
, and that appear in (23)- (25) . The following expressions were derived using the Lagrangian method: (36) where (37) where , , and
where m/s is the gravitational acceleration constant. At this point we have derived the equations of motion of the RPDR in terms of . The only remaining task is the derivation of the parameterization . In general, it is not possible to derive an analytic expression for , and it must be computed Hence, (39) and (40) combined represent the parameterization . This completes the derivation of the equations of motion of the RPDR In summary, the equations of motion of the RPDR are given by (27) where , , , , , and are defined in (36)- (38), (35), (34) , and (39) plus (40) , respectively.
We next characterize a compact domain, a subset of , where the parameterization exists. It turns out that for the RPDR, if we select a simply connected region that is free of singularities, the parameterization will exist in that region. As discussed earlier, this is of course not the case for more general complex systems. Therefore, our first objective was to characterize the singular points of the RPDR from (33), we see that . Consequently, the singular points of the RPDR are those for which , for
. By substituting these into the constraint equations (31), we were able to solve for all of the singular points of the RPDR These are plotted in Fig. 6 which shows the entire workspace of the RPDR (corresponding to the range 180 to 180 for Joints 1 and 2). We considered two cases corresponding to being even and being odd. The two cases led to two types of singularities. There are infinitely many singularities of the first type which occur when is odd. The second type occurs when is even and the robot loses control of Links 3 and 4 in these configurations. There are two singularities of this type for the RPDR as shown in Fig. 6 . For our experiments we chose the singularity free region where and . The application of the result of Theorem 2 to the RPDR is illustrated in Fig. 7 : For four different centers , the extreme (i.e., boundary) configurations of the robot in the domain are shown. Table I contains this information in quatitative form.
This example shows that the domain is very small near singularities. This example, in which comparison with Fig. 6 is possible, also shows that radius of the domain computed using Theorem 2 is conservative. Nevertheless, for more complicated systems a detailed analysis like the one given in Fig. 6 will not be feasible, in which case Theorem 2 is the best method available. Most importantly, explicit characterization of a domain , no matter how small, is a prerequisite for performing stability analysis. The latter is not meaningful in an -neighborhood domain provided by the implicit function theorem.
B. Experimental PD Control Study
The RPDR is controlled with an IBM PC to which it is interfaced through a DSP board made by dSPACE [14] . Position feedback of Links 1 and 2 are provided with optical encoders. Velocity feedback is provided by differentiating the position and filtering with a low-pass filter implemented in software. The dSPACE board computes the control law in real time based on the position/velocity feedback and outputs the desired torque at the motors.
The link parameters were calculated and verified by measurement. These are presented in Table II . In addition to the inertia represented in , there is a constant inertia due to the motors and the transmission on Joints 1 and 2. These constant inertias were measured to be 10 kg m . The distance between the axes of Joints 1 and 2 was measured to be m.
1) Experimental Results and Simulations-Point to Point Motion:
For our experiment, we chose the point to point trajectory shown in Fig. 8 which is within the singularity free region . The initial configuration is given by and while the final configuration is given by and . Our next objective was to compute the parameters of the PD with simple gravity compensation control law (28) , namely Based on the identified system parameters, we computed the gravity vector at the desired configuration off-line. In order to account for the frictional effects, we estimated Coulomb friction at the desired configuration and added that to . Since the effect of viscous friction is to increase , there was no need to account for it. We selected to be diagonal with each element equal to 11 N-m/rad which was sufficient to satisfy the requirements of Theorem 3 for this experiment. The matrix was also selected diagonal with the first element 0.65 and the second element 0.6 N-m-s/rad. The values of the elements of were selected by trial and error to make the system close to critically damped.
In order to compare the experimental results with the theoretical predictions, we performed a simulation. During the simulation we integrated the equations of motion of the RPDR, combined with the control law (28) , to generate the solution trajectories. We used the Runge-Kutta algorithm to perform the integration in Matlab. For the simulation, we had the same initial configuration and final desired configuration that was used for the experiments. The simulation and experimental results are presented in Fig. 9 . The dashed curves correspond to the simulation results while the solid curves correspond to the experimental results. It can be seen that the experimental and simulation results match well. The slight deviations can be attributed to inexact modeling of friction and other unmodeled dynamics in the system. Furthermore, it can be seen that the robot achieved the desired goal within approximately 0.3 s. It can be seen that the experimental results confirmed the theoretical predictions.
2) Experimental Results and Simulations-Repetitive Point to Point Motion:
In some industrial applications, parallel robots are used to perform rapid pick and place routines. In a pick and place routine, a robot moves to one point, picks up an object, carries it to another point, and places the object at that point. In this section we present experimental and simulation results of the RPDR Performing rapid pick and place type motions.
The RPDR was programmed to move repetitively between the initial configuration of Fig. 8 (say ) and the final configuration (say ). The algorithm performs the following routine.
1) Implement control law (28) with . 2) After steady state is achieved wait 2.5 s with the control law unchanged. 3) Implement control law (28) with . 4) After steady state is achieved wait 2.5 s with the control law unchanged. 5) Go to Step 1. As in the point to point motion experiment of Section IV-B1, we compensated for Coulomb friction at the desired configuration. The matrices and were also selected to be the same as in the previous experiment. A simulation was also performed using the model developed in previous sections. The experimental results and the simulation results are presented in Fig. 10 . As in the previous case, the dashed curves correspond to the simulation results while the solid curves correspond to the experimental results. The results show that the robot completed the motion in under 0.3 s and achieved the desired configuration within reasonable tolerances. The simulation and the experimental results seem to agree quite well.
V. CONCLUSION
In this paper, we developed a procedure to derive the equations of motion of general closed-chain mechanisms. We presented a detailed process to obtain reduced models described in terms of independent generalized coordinates. We showed that the obtained model has two very special properties which make it different from models of open-chain mechanisms. The first property is that the model is defined locally in the generalized coordinates. This is due to the use of the implicit function theorem in the development of the reduced model which can only guarantee the existence of the solution of a zero of a function in some neighborhood (small local domain with unspecified boundaries). We therefore used results from Kantorovich theorem to characterize the domain of validity of the model in which the mechanism satisfies the constraints and is not in a singular configuration. The second property of the reduced model is that it is implicit in the sense that some expressions in the equations of motion are not expressed explicitly because of the use of the implicit function theorem in its development.
The local nature of the reduced model implies that control results can at best guarantee local stability properties. Furthermore, the implicit nature of the model could be a source of difficulty when implementing model-based control laws. The reason is that the implicit terms in the model need to be computed (i.e., by iteratively solving for zeros of nonlinear functions) in a fraction of the sampling period. Even though the numerical computation is well posed, it still needs to be performed quite fast.
The control law presented in this paper for the regulation problem, which is originally proposed for open-chain mechanisms, evades the need for on-line computation of the implicit expressions of the model. We also showed that the proposed reduced model satisfies a skew symmetry property similar to open kinematic chains. It followed that PD-based control with simple gravity compensation (in which the gravity vector is computed at the desired constant configuration) guarantees asymptotic stability. This stability result is local, though, because of the local nature of the domain of definition of the reduced model.
We have experimentally validated the results of this paper using the RPDR which was designed and built at Rice University as a test-bed to perform control experiments on closed-chain mechanisms. Explicit equations of motion of the RPDR were obtained which still allowed us to illustrate the general modeling and control ideas presented in this paper for more general closed-chain mechanisms. Furthermore, the explicit equations enabled us to completely characterize the full domain of definition of the model and consequently to compare with the results obtained in the paper that estimate the boundaries of this domain.
Work is in progress to address the tracking problem in which the on-line computation of the implicit parts of the model will be mandatory. The issues that need to be addressed are basically first the mathematical ability to characterize a sizable domain of definition of the model where tracking is performed, and second the consequences of errors in computing the implicit expression of the model in terms of stability and performance.
