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Resum
Aquest projecte ha estat desenvolupat a l’empresa UPCnet. Respon a la necessitat de millorar la
seguretat i el tractament de dades que generen els servidors que componen les aplicacions sobre les
quals s’implementara` el sistema.
L’objectiu d’aquest projecte e´s tenir un sistema pilot per comenc¸ar a entendre i saber com funciona
i quina utilitat te´ per a les aplicacions que es desenvolupen en l’empresa. Un cop s’hagi acabat amb
aquesta prova pilot es decidira` si s’implementa a me´s aplicacions o no, sempre depenent de les conclu-
sions i exemples trets d’aquesta prova.
Resumen
Este proyecto se ha desarrollado en la empresa UPCnet. Surge como respuesta a las necesidades de
mejorar la seguredad y el tratamiento de datos que generan los servidores que componen las aplicaciones
sobre las quales se implementa el sistema.
El objetivo de este proyecto es tener un sistema piloto para para empezar a entender y saber como
funciona y que utilidad tiene para las aplicaciones que se quieren desarrollar en la empresa. Una vez
hecho el proyecto, con esta prueba piloto se decidira´ si se implementa en ma´s aplicaciones o no, siempre
dependiendo de las conclusiones y ejemplos sacados en esta prueba.
Abstract
The project has been developed in the company UPCnet. Respond to the need to improve the safety
and the treatment of data generated by the servers that make up the applications on which the system
will be implemented.
The aim of this pilot project is to have a system and to begin to understand how it works and what use
is for applications that are developed in the company. Once done with this pilot will decide whether
or not implemented in the other applications, always depending on the findings of this test shots and
examples.
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Cap´ıtol 1
Introduccio´
En aquest primer apartat d’explicara` la contextualitzacio´ del projecte i tambe´ una breu descripcio´ de
l’estat de l’art en el qual es troba aquest projecte.
1.1 Context
Aquest projecte te´ com a objectiu la posada en marxa d’un sistema de gestio´ d’esdeveniments i in-
formacio´ de seguretat (SIEM[1], de l’angle`s Security Information and Event Management), mot per
definir els productes que combinen el tractament d’informacio´ de seguretat (SIM, de l’angle`s Security
Information Management) i el tractament d’esdeveniments de seguretat (SEM, de l’angle`s Security
Event Management), i neix amb la intencio´ de millorar la seguretat i qualitat dels serveis que s’utilit-
zen a nivell UPC[2] (Universitat Polite`cnica de Catalunya) que so´n proporcionats per l’empresa on es
desenvolupa aquest projecte, UPCnet[3].
Tambe´ es prete´n tenir un millor control en el recolliment de dades de les ma`quines que poden resultar
u´tils, en moltes ocasions, per arribar a assolir el coneixement complet sobre l’esdeveniment que es
vulgui estudiar.
Aix´ı doncs, els objectius principals del projecte so´n:
• Posada en marxa del sistema SIEM
• Desenvolupar el projecte en un entorn empresarial
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Aquesta tecnologia s’utilitza per analitzar les dades dels esdeveniments de seguretat en temps real i
per a la gestio´ de les amenaces externes, alhora tambe´ per recol·lectar, analitzar i generar informes de
les dades de log a efectes d’acompliment normatiu o legal, i forense. Tambe´ permet fer una indexacio´
i correlacio´ dels logs dels sistemes on esta` implementat, de forma que pot ajudar a trobar la causa
de possibles problemes dins les ma`quines, aix´ı com tambe´ facilitar la cerca i lectura de les dades que
generen.
Per muntar aquest sistema, com s’explica posteriorment en aquest document, es fara` servir el client
gratu¨ıt del software anomentat Splunk[4], el qual utilitza la filosofia del SIEM. Apart del client base,
on li pots indicar les dades que es vol que reculli, indexi, i analitzi, te´ aplicacions especialitzades per
a diferents aplicacions.
Aquest software, funciona amb la metodologia d’orquestracio´ que es basa en tenir un servidor ma`ster
on es centralitza i es te´ tota la informacio´, i els clients individuals a cada servidor que s’encarreguen
de passar-li al ma`ster tota la informacio´.
Actualment aquest problema no es tracta de cap forma, per aixo` es vol implementar aquesta solucio´.
Fins ara, per saber que` ha passat a les ma`quines, per buscar algun patro´ entre els errors o per gestionar
les dades com a elements de seguretat, s’ha de fer de la forma tradicional havent d’accedir a les ma`quines
que tenen la informacio´ que es vol, i buscar aquesta informacio´ entre els arxius de la ma`quina i des
de la terminal. Per tot aixo`, es suposa que aquest projecte sera` u´til, ja que el software que volem
extendre, fa aquestes funcions de forma que per als te`cnics, seria me´s fa`cil i eficient fer tot aquest
tractament de dades.
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1.2 Estat de l’art
Seguidament, s’ha realitzat un estudi per tal de saber quina e´s la situacio´ actual referent al software
escollit i el sistema en si, si hi ha altres universitats que tinguin aquest sistema o si hi ha variants en
el tipus de client i software escollit depenent de l’empresa, per tal de mostrar quina e´s la realitat en la
qual ens trobem.
Despre´s de realitzar un estudi ben diferenciat, s’ha trobat aquesta informacio´.
1.2.1 Variants del client
Hi ha diverses empreses que ofereixen aquest servei.
A continuacio´ se’n fara` un breu ana`lisi dels clients que ofereixen aquestes empreses, els quals es van
tenir en compte per tal de desenvolupar el projecte. Despre´s d’aquest breu ana`lisi, es detalla el perque`
es va acabar escollint el software anomenat Splunk.
McAfee[5]:
En aquesta empresa defineixen el seu SIEM com un SIEM potent i d’alt rendiment que reuneix
les dades d’amenaces i riscos per a proporcionar la major informacio´ de seguretat per aconseguir
respostes ra`pides i gestionar els registres de forma senzilla. Fins aqu´ı es veu que me´s o menys, e´s
la definicio´ que se li ha donat al SIEM en l’inici del projecte.
Cal dir que, aquest empresa, apart del SIEM base, indica que, com a part del marc que tenen
anomenat Security Connected, el software d’aquestes caracter´ıstiques al que anomenen McAfee
Enterprise Security Manager, es pot integrar amb McAfee ePolicy Orchestrator (McAfee ePO),
McAfee Risk Advisor y McAfee Global Threat Intelligence, que so´n altres productes de carac-
ter´ıstiques similars, i on tots junts proporcionen el context necessari per a gestionar riscos de
seguretat de forma auto`noma i adaptativa.
Amb aixo` cal dir que aquesta empesa no proporciona nome´s un software, si no que, el que propor-
cionen, so´n ma`quines directament preparades i configurades de forma esta`ndard per la mateixa
empresa, i ma`quines per a les quals, o`bviament, s’hauria de demanar un suport extra per a poder
resoldre incide`ncies que puguin sorgir.
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Sabent tot aixo`, es pot arribar a la conclusio´, contrastada i verificada, de que aquest client e´s un
client de pagament i amb un preu el qual no indiquen a la web, fet que genera una impressio´ de
que sera` un preu elevat i sobretot, si es volen integrar les diferents ma`quines que nombren per tal
de tenir un SIEM amb la qualitat amb la que el defineixen.
HP[6] - ArcSight:
ArcSight e´s el nom d’aquest software fet per l’empresa HP.
Defineixen aquest producte com un SIEM que te´ una bona relacio´ qualitat-preu i proporciona
ana`lisis avanc¸ats de seguretat per identificar amenaces i gestionar el risc.
Tambe´ e´s un software compost per diverses aplicacions petites que juntes fan un SIEM potent i de
qualitat. E´s un client de pagament, preu del qual tampoc s’indica a la web, i donen l’oportunitat
de provar-ho amb un client que e´s gratu¨ıt durant 30 dies, fet que per al projecte no era rellevant
ja que amb un mes, no hi ha prou temps com per poder portar a terme aquest projecte.
IBM[7]:
Expliquen sobre el client, que proporciona visibilitat pra`cticament a temps real per a la deteccio´
i prioritzacio´ d’amenaces, redueix i prioritza alertes per a proporcionar una llista de possibles
casos en investigacions, habilita una gestio´ d’amenaces me´s eficient i genera informes detallats
sobre l’activitat de l’usuari i l’acce´s a dades per a ajudar a la gestio´ d’aquest tipus de dades.
Un cop llegit aquest para`graf, veiem que no e´s un software que es surti de la l´ınia dels explicats
anteriorment.
Com els deme´s, no e´s un client gratu¨ıt si no que e´s de pagament i amb un cost bastant elevat. La
difere`ncia, fins ara amb els deme´s, e´s que aquest no es compon de petites aplicacions, n’e´s una de
ja creada i preparada per a totes les caracter´ıstiques esmentades en el para`graf anterior.
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LogRhythm[8]:
Aquesta empresa proporciona, com McAfee, una ma`quina amb tot el sistema SIEM que han
implementat.
Defineixen el seu producte com la segu¨ent generacio´ de SIEM, que analitza tots els logs disponibles
i les dades de les ma`quines, i ho combina per treure dades tant del servidor com de la xarxa.
L’arquitectura que ofereixen s’assegura que quan una amenac¸a es detectada, es pot tenir acce´s
ra`pidament a una vista global de l’activitat que s’esta` produint.
Aquest tambe´ e´s un software de pagament, el qual tampoc apareix el preu a la web, s’ha de con-
tactar directament amb l’empresa, pero` per ser tambe´ una ma`quina, es calcula que me´s o menys,
estara` al nivell del que ofereix McAfee, potser una mica menys, per ser una empresa menys cone-
guda.
AlienVault[9] - OSSIM:
OSSIM e´s el nom que pren el software d’aquesta empresa. Les caracter´ıstiques que en donen so´n
que, proveeix agregacio´ entre logs i correlacio´ entre ells, inclou deteccio´ d’intrusio´ a la xarxa (NIDS,
de l’angle`s Network intrusion detection), deteccio´ d’intrusio´ a la ma`quina (HIDS, de l’angle`s
Host-based intrusion detection) i deteccio´ d’intrusio´ a la wifi (WID, de l’angle`s Wireless intrusion
detection), utilitza l’opcio´ temps real per veure intrusions, ofereix un context d’amenaces complet
per poder veure pas a pas el context i investigar be´ l’amenac¸a, proveeix la informacio´ en menys
d’una hora, i finalment, combina diferents caracter´ıstiques per proveir informacio´ de qualsevol
tipus en una plataforma web.
Com podem comparar, aquest software e´s molt semblant al que s’ha escollit finalment. Per les
seves caracter´ıstiques, era, juntament amb l’escollit, el que me´s s’adaptava a les necessitats de
l’empresa, tot i aixo`, es va descartar per ser de pagament. Hi ha una llice`ncia de 30 dies de prova
disponible, pero` com passa amb el software de HP, 30 dies no so´n suficients com per poder portar
a terme aquest projecte.
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Manage Engine[10] - EventLog Analyzer:
Aquest software combina agregacio´ de logs, permet aplicar forensics sobre els logs, correlacio´ i
alertes per esdeveniments, monitoreig de fitxers, ana`lisi de logs, interf´ıcie per a l’usuari i acce´s a
totes les dades per a possibles auditories.
Semblar ser un software prou competent tambe´, com per escollir-lo per a aquest projecte, se’l va
acabar descartant perque` si que te´ versio´ gratu¨ıta, pero` hi havien poques funcionalitats disponibles
a comparacio´ amb la de pagament.
Splunk:
Les caracter´ıstiques que s’expliquen d’aquest software so´n que recol·lecta i indexa qualsevol dada
generada en qualsevol ma`quina en temps real. Aixo` inclou dades en streaming d’aplicacions que
estan sent utilitzades, de web servers, de bases de dades, de la xarxa, de ma`quines virtuals, de
sistemes operatius, sensors i molts me´s. Nome´s cal apuntar Splunk a les dades, i immediatament
comenc¸a a recollir-les i indexar-les, i per tant, es pot comenc¸ar immediatament a buscar i analitzar
dades.
Aquest software esta` tant gratu¨ıt com de pagament. Tot i aixo`, les caracter´ıstiques entre una
versio´ i l’altra, no canvia tant en el nu´mero de caracter´ıstiques tot i que en tenen algunes de
diferents, si no que el canvi me´s rellevant e´s la quantitat de dades que pot rebre per dia, ja que
Splunk te´ un sistema de tarifes que varia depenent de la quantitat de dades que es vol que rebi.
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1.2.2 Panorama universitari
A continuacio´, s’explicara` breument com esta` aquest tema del SIEM dins del panorama universitari
en el qual ens trobem.
Donat que d’entre les universitats, com entre d’altres institucions, no e´s comu´ exposar la seguretat que
hi ha muntada en els seus sistemes, no s’ha trobat molta informacio´ al respecte a com ho poden tenir
muntat i si e´s diferent a la idea que es te´ per a aquest projecte.
Tot i aixo`, el CESCA[12] (Centre de Supercomputacio´ de Catalunya) va planificar que, en un temps,
totes les universitats catalanes, haurien de tenir un sistema com aquest muntat per a les seves apli-
cacions. Hi ha un document datat el 2009 on hi apareix el plec de cla`usules administratives per a la
planificacio´ i l’especificacio´ de requisits per a la gestio´ de registres de seguretat.
En aquest plec de cla`usules administratives, s’exposa que una de les tasques e´s la implementacio´ d’una
solucio´ de gestio´ de registres de seguretat compartida, inicialment, per totes les universitats associades
a l’ACUP[13] (Associacio´ Catalana d’Universitats Pu´bliques) les quals so´n, la Universitat de Barcelona
(UB), la Univeristat Auto`noma de Barcelona (UAB), la Universitat Polite`cnica de Catalunya (UPC),
la Universitat Pompeu Fabra (UPF), la Universitat de Girona (UdG), la Universitat Rovira i Virgili
(URV), la Universitat de Lleida (UdL) i la Universitat Oberta de Catalunya[14](UOC). El projecte
que s’obre amb aixo` consisteix en l’ana`lisi, principalment, de les necessitats de les universitats amb
la gestio´ de registres de seguretat, ja que nome´s l’existe`ncia d’una funcio´ de gestio´ dels registres de
seguretat garanteix que es generen i conserven amb suficient informacio´ durant els terminis legalment
exigibles.
La revisio´ rutina`ria dels registres de seguretat permet identificar incidents de seguretat, infraccions
de les normatives de seguretat, activitat fraudulenta i problemes operatius poc temps despre´s de la
seva produccio´. Tambe´ so´n importants per a realitzar activitats d’auditoria i d’ana`lisi forense, el que
permet oferir suport a les recerques internes.
Tot i no tenir informacio´ certa del que finalment ha fet cada universitat que composa l’ACUP, es sabut
per alguns dels nostres te`cnics, que a la UOC, hi ha un projecte semblant a aquest, que consisteix en
fer un estudi de viabilitat i, si s’escau, implementar-lo sobre les seves plataformes.
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Comentar tambe´, que el projecte que havia preparat el CESCA, pot estar enllestit i s’exposara` en un
breu per´ıode de temps a les universitats. Tot i que aquest projecte esta` me´s relacionat amb l’evide`ncia
judicial ja que esta` me´s enfocat a la e-gestio´, es continuaria amb aquest projecte de muntar el SIEM
per al tractament d’esdeveniments i correlacio´ d’errors.
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Cap´ıtol 2
Ana`lisi de requisits
En aquest apartat es fara` un ana`lisi dels actos principals del projecte i tambe´ de l’abast que ha de
tenir aquest projecte. Finalment, es fara` un breu ana`lisi sobre quina podria ser la seva continuacio´.
2.1 Actors
En aquest projecte tenim diferents actors implicats, tant de l’empresa on es fa el projecte, com el client
de l’aplicacio´ sobre la qual es munta, dels quals se’n fara` un ana`lisi a continuacio´.
2.1.1 UPCnet
Considerem l’empresa on es desenvolupara` el projecte, UPCnet, com un stakeholder a part dels treba-
lladors que la componen, ja que l’empresa en general, es beneficiara` al tenir aquest sistema, almenys
de cara al seu client principal que e´s la UPC. Tambe´ una possible reduccio´ de les hores de te`cnics si
finalment, es munta aquest sistema a tots els serveis i entorns.
Es beneficiara` ja que pot garantir me´s seguretat en les aplicacions que es fan servir a la universitat, i
li ofereix aquest sistema a un cost baix, almenys de moment i mentre no calgui mirar-se de posar el
client de pagament.
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2.1.2 Treballadors d’UPCnet
Els treballadors d’UPCnet, hauran de saber tot el referent al sistema, no es sap si es fara` formacio´,
pero` en qualsevol cas, ha d’existir una documentacio´ sobre les possibles funcionalitats per possibles
consultes dels membres del backoffice.
• Coneixenc¸a del software: hauran de saber quin e´s el software que s’esta` utilitzant, aix´ı com
tambe´ on poder-ne trobar informacio´ i el mateix software per als diferents sistemes i arquitectures,
per si cal instal·lar-lo en algun sistema nou o algun que no el tingui.
• Coneixenc¸a del sistema: s’hauran de fer manuals i/o formacions sobre com e´s aquest sistema
que es munta i el qual passaran a administrar, fet que comporta certes caracter´ıstiques:
– Saber com funcionen les indexacions i com es pot organitzar i quina e´s la informacio´ que hi
ha al ma`ster.
Entre aquesta informacio´, que es podra` consultar des de la web, hi ha alertes, visualitzar
report, crear grups de dades...
– Saber com afegir nous servidors per a que rebin les dades. Des de la web, es poden afegir
noves dades a indexar, per tant, s’haura` de fer un manual de com fer-ho.
– Saber com trobar la informacio´ i com buscar-la entre totes les dades que enviaran els ser-
vidors amb el client al ma`ster, per tal de que, si ho necessiten consultar, no preguin estona
buscant i sa`piguen trobar-ho d’una forma efectiva.
• En cas d’error: els te`cnics hauran de saber que fer en cas de fallada del sistema. Hauran de
saber restaurar-lo, quines implicacions pot tenir que hagi fallat i com solucionar el tema i que
tot continu¨ı funcionant correctament.
• En cas d’atac: s’haura` de saber que fer en cas de que es detecti un atac al sistema o a algun
dels servidors. Saber recone`ixer-ho, com investigar-ho i com intentar evitar-ho i treure’n tota la
informacio´ que es pugui de l’atac per tal d’informar completament al cap que supervisi l’equip
que administrara` el sistema.
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2.1.3 Usuaris de la comunitat universita`ria
Tota la gent de la comunitat universita`ria en la que ens trobem, que ve a ser estudiants, PDI i PAS,
que utilitzen serveis oferts per l’empresa, estan considerats com a stakeholders.
Aixo` es dona perque`, tot i que ells no ho utilitzaran expl´ıcitament, estan utilitzant l’aplicacio´ en la
qual es munta el sistema, per tant en poden sortir beneficiats i/o perjudicats depenent de si utilitzen
be´ i de forma leg´ıtima o no l’aplicacio´.
2.1.4 La UPC
Apart de la gent que compon la comunitat universita`ria, es pot considerar a la UPC com un stakehol-
der me´s. Aixo` e´s degut a que, donat que en algun moment totes les universitat hauran de tenir algun
sistema de seguretat millor que el que tenen actualment, llavors es donara` el cas en que la universitat
ja el tindria, fet que la beneficiara`.
Tambe´ es pot beneficiar en cas de que es necessiti informacio´ que s’hagi d’extraure del sistema, per
soluciona algun problema o error que hi hagi hagut referent amb l’aplicacio´ i amb la comunitat.
2.2 Abast
Aquest projecte te´ un abast definit que s’ha d’assolir, pero` tambe´ te´ molta feina futura que s’anira`
implementant i explorant a mesura que s’avanci i es puguin tenir els recursos necessaris.
L’a`mbit d’actuacio´ so´n els serveis oferts per UPCnet a la UPC, en especial els serveis relacionats amb
l’autenticacio´ d’usuaris, mitjanc¸ant l’LDAP de la UPC i la gestio´ de la xarxa troncal i local i e-mail.
Dins d’aquest a`mbit s’utilitzara` l’eina Splunk per a explotar la informacio´ obtinguda pels logs dels
equips. Aquesta eina permet dotar d’una nova visio´ dels serveis, que era inabastable, abans de l’adopcio´
d’aquest projecte.
Aixo` suposara` una millora de la qualitat dels serveis, gra`cies a l’obtencio´ d’indicadors que permeten la
presa de decisions abans de l’ocurre`ncia dels problemes. A me´s, l’automatitzacio´ de l’explotacio´ dels
logs suposa una reduccio´ de la dedicacio´ del personal assignat i, per tant, una disminucio´ dels costos
del servei.
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Aquesta reduccio´ d’hores dels administradors permet l’aplicacio´ dels mateixos a tasques que ofereixin
major valor afegit, incrementant per tant, la ja de per si alta qualitat dels serveis sota l’abast.
De cara al futur, quedara` fer acabar el muntatge si no s’ha pogut finalitzar amb el termini establert. Si
s’aconsegueixen els resultats esperats, quedara` continuar amb les segu¨ents aplicacions que es fan servir
a la universitat, i de les quals s’ha de millorar la seguretat i la gestio´ de logs que hi ha actualment, de
tot aixo`, se’n parlara` amb me´s deteniment me´s endavant d’aquest document.
2.3 Continuacio´ del projecte
Un cop arribat a aquest punt, on s’han identificat els actors implicats al projecte, l’abast i el context,
queda definir com es continuara` el projecte.
Despre´s de llegir i comparar tota la informacio´ disponible sobre els clients SIEM que hi han al mercat
actualment, es decideix escollir Splunk per tal de muntar el sistema SIEM i basar la resta del projecte
en el disseny sobre aquesta plataforma.
Les raons d’escollir-lo van ser principalment perque` les prestacions que dona la variant gratu¨ıta ens
semblaven adients per a la finalitat del projecte, i per la simplicitat del client. Splunk facilita el client
gratu¨ıtament per a tots els sistemes operatius que hi tenim (Solaris, Aix, Red Hats, Ubuntu i Win-
dows). Hi ha la possibilitat de en qualsevol moment, passar a la llice`ncia de pagament, que com s’ha
dit, te´ alguna funcio´ me´s a poder utilitzar.
Parlant de la simplicitat del client, es va escollir aquest ja que, comparant-lo amb els deme´s, aquest,
tot i tenir una certa diferenciacio´ entre el client del servidor ma`ster i el client dels servidors que envien
les dades, no hi ha la necessitat, com en altres empreses, de fer-ho via mo`duls o amb complexitat
alta. Si que hi ha una diferenciacio´, ja que el client del ma`ster e´s el client esta`ndard, i recomanen que
als servidors que enviaran les dades, s’instal·li un client anomenat ”forwarder”[11] que s’ocupa millor
d’enviar les dades i d’establir connexions ja que ja va preparat amb aquesta intencio´.
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Amb tot aixo`, la continu¨ıtat del projecte sera` muntar aquest sistema SIEM amb aquest software escollit
sobre els serveis que ofereix UPCnet a la UPC per veure quant d’u´til pot ser tenir aquesta infraes-
tructura tant per a l’empresa com per a la universitat, i veure si realment aquests actors descrits
anteriorment en poden treure un benefici clar, almenys s’espera, que per part de l’empresa sigui u´til
pel que s’ha descrit anteriorment, caldra` veure si pot tenir tambe´, aquest impacte positiu sobre la
universitat.
La finalitat del projecte sera` acabar amb un petit sistema pilot muntat i funcionant on es puguin treure
exemples de la seva funcionalitat i unes conclusions de com pot beneficiar als serveis que s’ofereixen.
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Cap´ıtol 3
Planificacio´ del projecte
En aquest cap´ıtol es fara` un ana`lisi de ls tasques que sorgeixen de l’objectiu i abast del projecte. Tambe´
s’explica el temps i la planificacio´ resultant, despre´s de 4 mesos de projecte, d’aquestes tasques. Es
podra` veure doncs, la seva evolucio´ real dins d’aquests mesos, i tambe´ les alternatives als possibles
riscos i desviacions que poden sorgir durant el desenvolupament del projecte.
3.1 Descripcio´ de les tasques
Aquest projecte es pot dividir en tres tasques principals, que es desglossen i s’expliquen amb detall a
continuacio´.
1. Estat de l’art i orientacio´ del projecte, que inclou:
• Cerca d’informacio´
• Tria del client
2. Realitzacio´ de les proves
3. Montatge del sistema, que inclou:
• Montatge del ma`ster
• Muntatge de servidors
• Comunicacions entre servidors i ma`ster
• Tractament de dades
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• Documentacio´
La primera tasca e´s la de buscar informacio´ sobre els diferents clients de SIEM i escollir el que millor
s’adapta a les nostres necessitats i posicio´ econo`micament.
La segona tasca e´s la realitzacio´ de proves amb el client escollit, i finalment, la tercera sera` la d’imple-
mentar el sistema sobre un/s servei/s que ofereix UPCnet.
3.1.1 Estat de l’art i orientacio´ del projecte
Dins d’aquesta tasca hi ha dos subtasques diferenciades. Una e´s buscar informacio´ sobre el SIEM i
els clients que hi han disponibles al mercat, esmentat a l’ana`lisi que s’ha fet anteriorment en aquest
mateix document. L’altra subtasca diferenciada e´s escollir el software que me´s ens conve´, i tambe´,
buscar tota la informacio´ disponible sobre aquets software, informacio´ per saber que requereix i com
s’implementa, per a almenys, tenir clar un mı´nim coneixement al moment de la preinstal·lacio´.
• Cerca d’informacio´: havent decidit sobre que` es feia el projecte, va comenc¸ar la recerca i inves-
tigacio´ de com aquest sistema podia ser u´til per als serveis que ofereix l’empresa i dels softwares
disponibles que hi han al mercat actualment.
Fent aquesta recerca, es van trobar diferents empreses que proporcionaven aquest tipus de softwa-
re, com s’ha explicat en l’apartat 1.2.1 (Estat de l’art) d’aquest document, on s’ha fet una breu
explicacio´ de cada software disponible al mercat.
Despre´s de trobar totes les empreses que ho ofereixen, es va fer una cerca de com instal•lar ca-
dascuna i del funcionament del SIEM que oferia cada empresa, aix´ı com tambe´, el cost econo`mic
de cada client, per tal de tenir una comparativa i poder decidir quin client era el me´s adient.
• Tria del client: un cop es tenia tota la informacio´ referent a les coses importants, com la ins-
tal•lacio´, impacte, viabilitat econo`mica de cada client..., es va posar en comu´ i es va decidir quin
era el software que me´s convenia a l’empresa.
Al ser un projecte pioner dins la empresa, es va triar el client gratu¨ıt Splunk, per tal de fer-ho
com a mostra del que pot fer aquest muntatge, ja que si el projecte surt be´, hi ha la intencio´ de
posar-ho a nivell de l’entorn de produccio´ a me´s serveis que s’utilitzen dins la UPC.
Potser despre´s, si la UPC accepta tenir aquest sistema, es podria passar al client no gratu¨ıt
d’Splunk, pero` per a aixo`, s’ha d’acabar aquest projecte i tenir un exemple presentable de com
pot ser u´til i beneficio´s per a la comunitat universita`ria en la que ens trobem.
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Aquesta tasca es va dur a terme per l’equip de direccio´ de projecte, i les diferents parts de l’equip
van participar en les reunions espec´ıfiques i en la presa de decisions que correspon a cada membre de
l’equip.
3.1.2 Realitzacio´ de les proves
Aquesta segona tasca, consisteix en, un cop escollit el client que s’utilitzara`, fer proves amb aquest
client per veure com funciona, com es fa la instal·lacio´ i com fer el tractament de les dades. Tot aixo`,
per tal de passar a una implementacio´ real tenint clar que` i com fer les coses per tal d’estar segurs
que no es perjudicara` res de les ma`quines on s’instal·lara`, ja que tot i ser entorn de preproduccio´ i
desenvolupament, no es vol malmetre cap ma`quina de cap entorn per no haver fet un estudi i proves
previ sobre el que s’instal·lara`.
Dins d’aquesta tasca, s’haura` d’implementar un ma`ster i almenys un servidor client per tal de poder
provar de fer les instal·lacions i les comunicacions, tot abans de comenc¸ar pels servidors dels serveis
amb els quals es faran les primeres mostres.
A aquesta tasca se li atribueix un mes aproximadament i amb uns costos baixos ja que les ma`quines
on es provara` el sistema, seran ma`quines virtuals de baix nivell.
3.1.3 Montatge del sistema
Aquesta e´s la segona tasca gene`rica i e´s a la que me´s hores dedicare´ aquests mesos, ja que s’ha de tenir
un sistema funcionant al finalitzar el projecte i amb un resultats presentables.
Dins d’aquesta tasca hi han diferents subtasques, com ja s’ha dit anteriorment, aquestes so´n:
• Montatge del ma`ster
• Muntatge de servidors
• Comunicacions entre servidors i ma`ster
• Tractament de dades
• Documentacio´
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A continuacio´, es fara` una explicacio´ extensa sobre cada subtasca esmentada.
• Montatge del ma`ster: la primera de les subtasques d’aquest apartat e´s el muntatge del servi-
dor ma`ster. A aquest servidor, e´s on s’enviaran tots els logs i dades de les aplicacions i del sistema
que es vulgui indexar i tenir inventariats al SIEM, per tal de que sigui me´s co`mode revisar tots
els documents que s’hagin de mirar per a investigar sobre atacs o errors dins de l’aplicacio´ o les
ma`quines.
Per a muntar el ma`ster, caldra` descarregar-se el client de la web de Splunk1, i posar-lo al servidor
que volem que sigui el ma`ster. Despre´s de la instal•lacio´ s’ha de fer la configuracio´ de la captura
de dades d’altres servidors, aixo` s’explicara` posteriorment, a la subtasca que li correspon.
A aquesta subtasca de li atribueix una setmana i el cost del muntatge de la ma`quina que com-
porta la creacio´ i posta a punt de la ma`quina, i les hores de te`cnic en aquesta posta a punt i en
la implementacio´ del sistema.
• Muntatge de servidors: la segu¨ent subtasca consisteix en configurar d’alguna forma les
ma`quines de les qual es volen rebre, ndexar i analitzar dades.
Per a fer aixo`, s’ha d’escollir quina forma sera` la me´s efectiva. Es disposa de dos possibilitats, la
primera consisteix en instal•lar el client d’Splunk a cadascun dels servidors tal i com recomana el
software. Per a aquesta mesura caldria descarregar-se els clients per a tots els diferents sistemes
operatius i arquitectures que te´ cada servidor2. Despre´s caldria fer la instal•lacio´ servidor a
servidor, i comprovar que el client s’arranca be´ i funciona correctament.
L’altra opcio´ seria configurar el cron de cada servidor per tal de que copi¨ı els arxius que es
vulguin passar al ma`ster a la carpeta que se’ls indiqui. Des del ma`ster, la consulta de dades es
fa des d’una interf´ıcie web, a la qual se li pot afegir arxius des d’una carpeta local, per tant,
caldria crear una carpeta per cada servidor o per cada tipus de d’arxiu, i fer que cada nit, els
servidors, copi¨ın els arxius indicats a la carpeta corresponent del ma`ster via secure copy. Per fer
aixo`, caldria creuar certificats per tal d’evitar que no es faci per falta de contrasenyes.
Finalment es va decidir l’opcio´ d’instal•lar el client, ja que no es te´ ple coneixement de com
funciona el sistema i del que costara` el muntatge, i el fet de creuar certificats i que en un servidor
hi hagi les contrasenyes de tots els servidors dels quals es vulguin introduir les dades, genera una
mica de desconfianc¸a. A banda, el fer-ho via el mateix software, es podra` fer servir l’opcio´ de
veure les dades a temps real, en canvi, si es fes via cron, no hi hauria aquesta opcio´ ja que nome´s
es passarien les dades un cop al dia.
1Web on descarregar-se el client: http://es.splunk.com/download
2Web on descarregar-se el client: http://www.splunk.com/download/universalforwarder
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A aquesta subtasca se li atribueixen dos setmanes aproximadament, i un cost mig, ja que s’in-
tentara` fer-ho d’una forma que ens permeti economitzar temps i cost.
• Comunicacions entre servidors i ma`ster: la tercera subtasca e´s, configurar la comunicacio´
entre tots els servidors i el ma`ster, per tal de que els arxius arribin al servidor principal. Per a fer
aixo`, potser ens cal obrir ports o crear noves regles al firewall existent, ja que ens podem trobar
servidor que estan a zones me´s segures, i servidors que estan a zones menys segures, i tots, han
d’aconseguir arribar al ma`ster.
Despre´s de decidir per quins ports passara` la informacio´, s’haura` de configurar cada client amb
l’opcio´ ”forwarding”3, amb la qual se li indica per quin port enviara` les dades cap al servidor
ma`ster, que estara` configurat com a ”receiver”4, per a indicar-li que sera` qui rebi totes les dades
dels altres servidors per X ports que s’aniran configurant.
Aquesta configuracio´ es pot fer de diverses formes, me´s endavant s’explicara` la forma com s’ha
fet.
A aquesta subtasca se li atribueixen quatre setmanes aproximadament a causa de la desconei-
xenc¸a del funcionament i el nu´mero de ma`quines a configurar. Tindra` un cost una mica elevat a
causa de les hores de te`cnic de fer les configuracions pertinents.
• Tractament de dades: finalment, quedara` la tasca de preparar la web i ordenar totes les dades
que hi han per a tractar.
Per a aixo`, quan ja tinguem tota la configuracio´ enllestida de com passar la informacio´, caldra`
indicar-li al servidor que e´s qui rep les dades i com ha d’indexar els arxius que li arriben.
S’ha de comprovar encara, com es poden fer els grups de logs, com es poden indexar depenent
del que es tracta en cada log, tambe´ com crear les alertes per tal de que saltin alertes quan es
trobi alguna cosa que pugui incitar a pensar que hi ha hagut un atac o una modificacio´ greu dins
del servidor, i totes les opcions que dona aquest software per a aquest tipus de servei.
Un cop es sa`piga com funciona tot el que s’ha anomenat en el para`graf anterior, caldra` posar-ho
en pra`ctica i posar les dades ordenades per tal de poder consultar-les ra`pidament i amb efica`cia.
Me´s endavant s’explica com es va fer tot finalment.
A aquesta subtasca se li atribuiran unes tres setmanes aproximadament i amb un cost que tambe´
inclou les hores de te`cnic.
3Splunk forwarding - software que se’ls hi posa al que seran les ma`quines sobre les quals es vol analitzar i recol·lectar
les dades. Aquest passa la informacio´ al client base d’Splunk que tindra` el servidor central del sistema.
4Receiver atribut que se li dona al client del software base que rebra` les dades de les ma`quines i tindra` tot al informacio´.
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• Documentacio´: aquesta e´s una altra tasca que forma part del projecte, tot i que no e´s impor-
tant per al muntatge que es vol dur a terme, sera` important per a pro`xims muntatges i tambe´
per poder fer la memo`ria de tot el que s’ha fet.
La documentacio´ haura` de contenir tot el que es faci per tal de que funcioni el sistema, des del
me´s mı´nim detall, com les arquitectures i sistemes operatius dels servidors que formaran part,
com grans trets de perque` es resolen d’aquesta forma les decisions que s’han de prendre, per
tal de que despre´s, es pugui valorar per a futurs projectes, si l’opcio´ escollida dins del context
d’aquest projecte pot ser u´til, o si, per un canvi de caracter´ıstiques i context, s’adapten millor
les altres opcions entre les quals es poden escollir.
Aquesta documentacio´ passara` a estar dins l’aplicacio´ de documentacio´ que te´ interiorment l’em-
presa, i haura` de ser comprensible i clara per tal de que qualsevol persona de l’equip actual
i/o posterior, en pugui fer un bon u´s per a futures actualitzacions del sistema actual o futures
instal•lacions a altres aplicacions.
Aquestes so´n les tasques generals d’aquest projecte, segurament, i davant la desconeixenc¸a del software
i del seu funcionament, aniran apareixent tasques i problemes a mesura que s’avanci en la posta en
marxa del sistema que es prete´n muntar.
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Aqu´ı hi poso el diagrama de gantt sobre la planificacio´:
Figura 3.1: Diagrama de Gantt
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3.2 Temps estimat
El temps estimat que ha sortit despre´s de fer la planificacio´ el podem veure a la taula segu¨ent:
Tasca Temps
Estat de l’art i orientacio´ del projecte 30h.
Realitzacio´ de les proves 80h.
Creacio´ del servidor ma`ster 5h.
Instal·lacio´ del client i manteniment 35h.
Realitzacio´ de les comunicacions 15h.
Tractament de dades 120h.
Total 285h.
Taula 3.1: Temps estimat
3.3 Valoracio´ d’alternatives i pla d’accio´
Els riscos en un projecte informa`tic tenen causes i consequ¨e`ncies. Abans de comenc¸ar un projecte
s’ha d’investigar els riscos potencials que pot haver-hi. Per aquesta rao´ e´s necessari fer una ana`lisi de
possibles riscos, una valoracio´ d’alternatives i finalment idear un pla d’accio´ per dur-les a terme.
Tots els punts so´n importants, ja que, anant pas a pas, s’ha d’aconseguir tenir el muntatge del sistema
al acabar el projecte. Per a realitzar aquest muntatge cal fer les tasques esmentades amb temps i cura
per tal de poder-ho deixat tot lligant i funcionant, i tambe´ anar documentat totes les decisions que es
prenen, el perque` i com es realitzen les tasques esmentades anteriorment.
El projecte, i per tant, les tasques, han d’estar finalitzades cap a principis de gener, per tal de poder fer
la defensa del projecte dins del per´ıode que es te´. De moment, es calcula acabar al desembre per tal de
poder tenir un mes de marge per a possibles imprevistos i problemes que puguin sorgir, ja que, com que
no es coneix com funciona el que es vol fer, no es saben encara els possibles problemes que poden sorgir.
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Per tant, tot i la complexitat del sistema a implementar i el nombre de tasques a realitzar, sembla que
esta` tot encarrilat perque` el desenvolupament sigui un e`xit i acabi en el temps previst. Pero` no hem
d’oblidar que aquest e´s un projecte que tindra` una continu¨ıtat en el futur ja sigui amb actualitzacions
o amb el manteniment del sistema que es deixara` funcionant.
De totes formes, despre´s d’haver fet un ana`lisi s’ha intentat detectar els riscos principals. Aquests
poden ser:
Demora en l’entrega del projecte
E´s un dels riscos principals del projecte, ja que si s’ha de dedicar me´s hores, aixo` posa en risc el mun-
tatge. Si una tasca s’endarrereix tot el proce´s quedara` alterat, pero` de la mateixa manera si qualsevol
tasca es fa me´s ra`pid es comenc¸ara` la segu¨ent immediatament.
Previsio´ temporal inadequada: a causa de la falta d’experie`ncia
E´s possible que alguna de les tasques consumeixin me´s hores de les que es creu inicialment.
Probabilitat: Molt alta.
Impacte: Menor si es detecta a temps; cr´ıtic altrament.
Pla d’accio´: Assignar-hi me´s recursos si n’hi ha i limitar l’abast del projecte. Tornar a estimar les
hores.
Interrupcio´ del desenvolupament per causes externes
S’ha de tenir compte imprevistos com ara: malaltia, operacions en l’oficina o servidors o problemes
te`cnics per citar alguns.
Probabilitat: Baixa.
Impacte: Baix.
Pla d’accio´: Gestionar la planificacio´ temporal. Si la interrupcio´ e´s de me´s d’una setmana i no es
poden recuperar les hores, comprovar la limitacio´ de l’abast.
En aquest projecte no es poden definir moltes alternatives de projecte. Hi ha un seguit de decisions a
prendre, on les opcions es podrien catalogar com a alternatives, pero`, aquestes decisions so´n essencials
per al desenvolupament del projecte, i es decidira` el que me´s conve´ a l’entorn que s’esta` fent servir i a
les caracter´ıstiques de les nostres ma`quines i xarxa, en el moment oportu´.
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3.4 Metodologia i rigor
Scrum e´s un proce´s en el qual s’apliquen de manera regular un conjunt de bones pra`ctiques per tal
de treballar de forma col•laborativa i obtenir el millor resultat possible en un projecte. A Scrum es
realitzen entregues parcials, en aquest cas, s’anava informant de les tasques aconseguides a mesura que
s’anaven realitzant satisfacto`riament.
Amb aquesta metodologia, un projecte s’executa en blocs temporals, en aquest cas, els necessaris per
tasca. Cada interaccio´ ha de proporcionar un resultat complet, un increment del producte i que sigui
susceptible a ser entregat al client, en aquest cas, a ensenyar les mostres aconseguides als te`cnics que
els hi podia ser u´til.
Per tal de realitzar aquest projecte es seguira` aquest proce´s. Per tant, per a seguir les tasques esmen-
tades i aconseguir els objectius proposats, es faran reunions amb importa`ncia quan s’hagin de prendre
decisions, i reunions setmanals, aproximadament, on s’anira` fent un seguiment de la feina que s’esta`
realitzant. En aquestes reunions, tambe´ s’avaluara` si la feina feta e´s satisfacto`ria i amb el resultat que
s’esperava o si s’han de fer modificacions.
Per tal de poder portar un control de totes les tasques que s’han de fer i de les que es van realitzant, es
fara` servir el Trello[17] compartit amb els altres interessats/integrants del projecte, i on s’haura` d’anar
indicant els avanc¸os i/o problemes que van sorgint, per tal de fer les reunions efectives i poder tractar
tots els temes tal i com estan el dia de la reunio´.
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Cap´ıtol 4
Disseny
En aquest cap´ıtol es tracta i s’explica de forma no te`cnica, les tecnologies que es faran servir, analitzant
que e´s i com funciona Splunk, i com seguir els procediments dels quals s’ha anat parlant per tal de
poder complir l’objectiu final de tenir aquest sistema funcionant.
4.1 Entorn de desenvolupament
El disseny de l’aplicacio´ requereix un coneixement de la tecnologia que s’utilitzara`. Per tant, a conti-
nuacio´ es descriuran les tecnologies que es faran servir.
Per a realitzar aquest projecte, caldra` un servidor on hi estigui instal·lat el client base, i servidors amb
dades suficients per tal de poder crear exemples consistents.
La comunicacio´ entre aquests servidors es fa via ports. Amb aquesta comunicacio´ pel port que se
li indica a cada servidor amb el client instal·lat (per a aquests servidors, ens cal la variant Splunk
Forwarder, com s’ha explicat anteriorment), ja es podran enviar dades i es passaria a fer el tractament
de dades. Per tant, no ens fara` falta configurar cap protocol extra.
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4.1.1 Descripcio´ del servidor
El servidor que es va crear com a servidor de proves, e´s un servidor creat al Cloud de la UPC.
Es una ma`quina amb un hardware de baix nivell, ja que no li calia una hardware complex a causa de
la poca intrusio´ que suposa el software i la poca quantitat de dades que es volien analitzar a les proves.
Despre´s, aquesta ma`quina de proves, va utilitzar-se com a ma`quina ma`ster per al sistema, com que
ja s’havia comenc¸at amb les configuracions de les proves, es va decidir continuar utilitzant-la. Quan
es va fer la transformacio´, i la inicial passa a ser la ma`quina ma`ster del sistema pilot que es crea en
aquest projecte, se li va haver d’augmentar la memo`ria de disc i el nombre de processadors a causa de
la quantitat de dades que va comenc¸ar a rebre i a haver d’analitzar. En el cap´ıtol segu¨ent s’explica
me´s detalladament de que es compon aquesta ma`quina.
Com a sistema operatiu es fara` servir Linux, ja que per compatibilitats, e´s el me´s senzill a utilitzar i
a fer les configuracions pertinents per a les comunicacions.
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4.2 Arquitectura Splunk
Un Security Event Management e´s una pec¸a de software que pot agafar com entrada fonts de log i
d’altres alertes provinents d’una gran varietat de sistemes com poden ser firewalls, routers, servidors,
PC’s, etc ... i proporcionar informacio´ sobre esdeveniments inusuals i que necessitaran ser objecte
d’una investigacio´ posterior. Els beneficis d’un sistema SIEM so´n posar a disposicio´ dels analistes
informacio´ agregada procedent de diversos sistemes, tant a nivell de xarxa com d’aplicacio´, i permetre
veure la possible gravetat d’un esdeveniment i alhora poder tenir acce´s a bases de dades que descriuen
les debilitats comunes de la vulnerabilitat i la seva explotacio´.
Figura 4.1: Estructura SIEM
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A continuacio´, una imatge on es pot visualitzar el diagrama ba`sic d’un sistema SIEM, que hauria de
ser acomplert per qualsevol prove¨ıdor de software hauria de ser el segu¨ent:
Figura 4.2: Diagrama ba`sic d’un SIEM
En general tenim que hi ha cinc capacitats cr´ıtiques que s’analitzaran en el projecte i que estaran
absolutament lligades a l’estudi de la eina me´s adequada per a la UPC, dins aquest estudi de viabilitat:
1. Administracio´ i gestio´ de logs.
2. Informes d’acompliment normatiu.
3. SEM
4. Desplegament de la eina, projecte i simplicitat de suport i manteniment.
5. Facilitat i comprensibilitat dels ana`lisis i informes.
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4.2.1 Descripcio´ del client per al ma`ster
Com s’ha explicat anteriorment, el software difere`ncia entre si el client e´s per al ma`ster o per als ser-
vidors que envien les dades. Realment es podria posar el mateix a tots els llocs, pero` el que s’utilitza
per a enviar les dades, ja esta` preparat per a aixo` i e´s me´s fa`cil de fer les configuracions pertinents i
tambe´, e´s menys invasiu que el client per al ma`ster.
A tot aixo`, el client s’anomena igual que el software, Splunk Enterprise. Aquest client el tenen disponi-
ble a la web, on t’has de registrar per a poder-te’l descarregar, i esta` per a diferents sistemes operatius
i diferents arquitectures, de tot aixo`, se’n parlara` me´s extensament al cap´ıtol segu¨ent.
Aquest software, en aquest cas per al ma`ster, es recomana que estigui instal·lat en una ma`quina que
sera` exclusivament per a fer aquesta funcio´, ja que tot i ser un software poc intrusiu, en aquest cas
recollira` totes les dades que interessin de les ma`quines que es vulguin, i per tant, la memo`ria de la seva
BBDD (Base de dades), pot augmentar considerablement de mida.
A banda, les cerques que es vulguin guardar com a reports (d’aixo` se’n parlara` al cap´ıtol segu¨ent),
tambe´ ocuparan memo`ria, per tant, es recomana una ma`quina amb prou disc com per poder emmagat-
zemar grans quantitats de dades. S’ha de tenir en compte pero`, que aquest software permet balancejar
les dades entre diferents ma`quines on totes fan de ma`ster, per si e´s necessari tenir me´s d’una ma`quina
com a ma`ster.
La insta`ncia que rep les dades se l’anomena ”receiver”, i e´s, normalment, un indexador Splunk Enter-
prise, tot i que tambe´ podria ser un altre ”forwarder”, que e´s la variant per a enviar les dades.
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La configuracio´ del sistema e´s la que es mostra a la segu¨ent imatge:
Figura 4.3: Esquema del sistema Splunk
Aquesta tipologia e´s de les me´s comunes, molts forwarders enviant les dades a una insta`ncia del Splunk
Enterprise (com es pot veure en la imatge anterior), on l’indexador e´s l’anomenat abans receiver. Hi
ha una ma`quina que rep les dades amb el client base, i altres, amb sistemes operatius diferents, que
so´n els que envien les dades al ma`ster mitjanc¸ant el client espec´ıfic (forwarder). Amb la seva poca
empremta, l’universal forwarder te´ un impacte mı´nim al les ma`quines on resideix.
Altres tipus de configuracions del ma`ster:
A banda de la tipologia ba`sica per a la consolidacio´ de dades exposada anteriorment (la imatge anterior
en fa refere`ncia i e´s la tipologia que s’ha utilitzat en aquest projecte), hi ha diferents tipologies per al
sistema[19].
A continuacio´ es fara` una breu mencio´ de cada tipus, ja que e´s possible que en algun moment es vulgui
canviar la tipologia per a poder millorar el tractament de dades i/o les comunicacions.
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Load balancing: El balanceig de ca`rrega simplifica el proce´s de distribucio´ de dades a trave´s de
diversos indexadors per manejar situacions com ara un volum alt de dades, l’escalat horitzontal de
dades per millorar el rendiment de recerca, i la tolera`ncia a fallades. En l’equilibri de ca`rrega, les dades
so´n sequ¨encialment enrutades a diferents indexadors i en intervals especificats.
Els forwarders realitzen el balanceig de ca`rrega automa`ticament, en que` un forwarder canvia de receiver
a intervals de temps establerts.
En aquest diagrama, tres forwarders estan realitzant un balanceig de dades entre dos receivers:
Figura 4.4: Esquema del sistema balancejat d’Splunk
Encaminament i filtrat: En l’enrutament de dades, els forwarders enruten els esdeveniments a una
insta`ncia especifica d’Splunk Enterprise o a un grup de tres servidors, en base a criteris com la font
(source), tipus de font (sourcetype), o els patrons en els mateixos esdeveniments. L’encaminament a
nivell d’esdeveniments requereix un heavy forwarder (aquest concepte s’explica a l’apartat segu¨ent).
Figura 4.5: Esquema del sistema d’encaminament i indexacio´ d’Splunk
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Clu´sters de forwarders i indexadors: Es poden utilitzar forwarders per enviar dades a nodes
iguals en un clu´ster indexador. Es recomana l’u´s de forwarders de ca`rrega equilibrada per a aquest
propo`sit.
Aquest diagrama mostra dos d’aquest tipus de forwarders que envien dades a un clu´ster:
Figura 4.6: Esquema d’un sistema de clu´ster d’Splunk
Forwarding de sistemes no Splunk Es poden enviar dades prima`ries a un sistema de tercers (third-
party system), com ara un agregador de syslog. Aixo` es pot combinar amb l’enrutament de dades,
enviament d’algunes dades a un sistema que no e´s Splunk i altres dades a un o me´s servidors de Splunk
Enterprise.
Aqu´ı, 3 forwarders enruten dades a dos servidors Splunk Enterprise i un sistema no Splunk:
Figura 4.7: Esquema d’un sistema amb forwarders de sistemes no Splunk
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Reenviament immediat: Per fer front a alguns casos d’u´s avanc¸ats, e´s possible que es vulgui
inserir un forwarder immediat entre un grup de forwarders i l’indexador. En aquest tipus d’escenari,
els forwarders originals envien dades a un forwarder consolidat, que despre´s envien les dades a un
indexador.
Casos d’u´s t´ıpics so´n situacions on es necessita un ı´ndex intermedi, ja sigui per als requisits de ”store-
and-forward”o fer possible la cerca localitzada. Tambe´ es pot utilitzar un forwarder intermedi si es te´
alguna necessitat de limitar l’acce´s a l’indexador; per exemple, per raons de seguretat.
Per habilitar el reenviament intermedi, cal configurar el forwarder com un forwarder i un receiver a la
vegada.
4.2.2 Descripcio´ del client per als servidors
Per als servidors, com s’ha explicat en l’apartat anterior, s’instal·la una versio´ menys intrusiva per a
la ma`quina i preparada per a fer l’enviament de les dades.
Hi ha tres tipus de clients1:
• Universal forwarder: e´s una versio´ simplificada, dedicat de Splunk Enterprise que conte´ nome´s
els components essencials necessaris per reenviar dades als receptors.
• Heavy forwarder: e´s un exemple complet d’Splunk Enterprise, amb algunes caracter´ıstiques
deshabilitades per aconseguir un disseny me´s compacte.
• Light forwarder2: e´s tambe´ una insta`ncia completa d’Splunk Enterprise, amb la majoria de les
caracter´ıstiques deshabilitades per aconseguir el menor impacte possible. L’Universal forwarder,
amb la seva empremta encara me´s petita te´ una funcionalitat similar, e´s a dir, reemplac¸a a aquest
per a gairebe´ tots els propo`sits.
1Url amb la informacio´: http://docs.splunk.com/Documentation/Splunk/latest/Forwarding/
Typesofforwarders
2El light forwarder s’elimina a partir de la versio´ 6.0
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En gairebe´ tots els aspectes, l’Universal forwarder constitueix la millor eina per a la transmissio´ de
dades als indexadors. La seva principal limitacio´ e´s que nome´s envia dades no analitzades, com es
descriura` me´s endavant. Per tant, no es pot utilitzar per encaminar les dades basades en els continguts
de l’esdeveniment. Per a aixo`, s’ha d’utilitzar el heavy forwarder. Tampoc pot indexar dades de forma
local, nome´s el heavy forwarder pot indexar i enviar.
Per a aquest projecte, s’ha escollit l’Universal forwarder per la simplicitat del software (com ja s’ha
mencionat anteriorment), tambe´ sabent que suposa una carregar menor a la ma`quina, i e´s me´s fa`cil
d’aprendre a configurar. A continuacio´, s’explicara` una mica me´s sobre aquest client.
L’Universal forwarder e´s un forwarder de poc pes. S’utilitza per a recopilar dades de va`ries entrades
i transmetre les dades a un servidor de Splunk Enterprise per a poder indexar-les i fer-ne cerques.
Tambe´ pot reenviar dades a un altre forwarder, com un pas intermedi abans d’enviar posteriorment
les dades a l’indexador.
L’u´nic objectiu de l’Universal forwarder e´s que transmeti informacio´. A difere`ncia d’una insta`ncia
completa d’Splunk Enterprise (el que es posa al ma`ster), no es pot utilitzar per a indexar i cercar
dades. Per a aconseguir un major rendiment i una empremta me´s lleugera, te´ diverses limitacions:
• No pot fer cerques, indexacions o alertes.
• No pot parsejar dades.
• No envia dades de sortida via el syslog.
• No inclou una versio´ integrada de Python.
Properament s’explicara` en aquest mateix document el procediment d’instal·lacio´ i funcionament.
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Tipus de dades que es poden transmetre:
A continuacio´ es fara` una breu explicacio´ sobre el tipus de dades que poden transmetre els forwarders.
Poden transmetre tres tipus de dades:
• Raw data (dades prima`ries - dades no manipulades)
• Parsed data (dades analitzades al detall)
• Unparsed data (dades no analitzades al detall)
El tipus de dades que pot enviar depe`n del tipus de forwarder que e´s, a me´s de com es configuri.
L’Universal forwarder i el Light forwarder poden enviar Raw Data i Unparsed Data. En canvi el
Heavy forwarder, pot enviar Raw Data i Parsed Data.
Per a les dades prima`ries, el flux de dades s’envia via TCP (Transmission Control Protocol), no es
converteix al format de comunicacions d’Splunk. El forwarder nome´s recull les dades i els envia. Aixo`
e´s particularment u´til per enviar dades a un sistema no Splunk.
Referent a les dades no analitzades (Unparsed Data), l’Universal forwarder realitza el processament
mı´nim. No examina el flux de dades, pero` si marca tota la sequ¨e`ncia amb metadates per identificar
la font (source), el tipus de font (source type) i el servidor(host). Tambe´ divideix el flux de dades en
blocs de 64K i realitza algun timestamp rudimentari, per a casos en que l’indexador de recepcio´ no
tingui marques de temps. L’universal forwarder no identifica, examina o etiqueta esdeveniments.
Per a les dades analitzades (Parsed Data), l’u´nic que les pot enviar en aquest concepte e´s el heavy
forwarder.
Els formats de dades analitzades o no (Parsed o Unparsed) es referencien com a ” cooked data”(analitzada
mı´nimament, engloba Parsed i Unparsed Data) per a separar-la de les dades que no s’han d’analitzar.
Per defecte, els forwarders envien aquest tipus de dades, per a enviar dades prima`ries s’ha de canviar un
atribut a l’arxiu de configuracio´ outputs.conf (sendCookedData=false), les configuracions necessa`ries
s’explicaran al segu¨ent cap´ıtol me´s te`cnicament.
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4.3 Descripcio´ de les tecnologies potencials
En aquest subapartat, es fara` una breu explicacio´ sobre quin tipus de tecnologies s’utilitzara` i per a
que es faran servir. No s’exemplificaran te`cnicament ja que aixo` s’explica en el cap´ıtol segu¨ent.
Per a dur a terme aquest projecte, les tecnologies que me´s s’utilitzaran, apart del SIEM en si, so´n:
• Llenguatge per a fer scripts:
S’hauran de fer scripts per a filtrar els logs que es passaran al sistema, aix´ı com tambe´, per tal
de poder complementar el sistema del ma`ster amb l’ordre dels logs que li arriben de tots els
servidors.
• Eines per al tractament de fitxers de text:
Es fara` servir per a la creacio´ de scripts, i el tractament d’aquests, i tambe´ per al tractament de
fitxers de configuracio´ d’Splunk, ja que e´s molt u´til per a treure informacio´ de fitxers via consola.
• Protocol per a accedir a les ma`quines:
E´s fara` servir un protocol segur per tal de poder accedir a les ma`quines remotament a trave´s de
la xarxa. S’haura` d’accedir tant per a la instal·lacio´ com per a les configuracions.
• Control de versions:
S’utilitzara` un control de versions de fitxers per tal de tenir controlades les versions dels scripts
i les modificacions que es van fent, i que tothom hi pugui accedir i modificar si ho creu oportu´
d’una forma controlada.
• Editor de text:
S’utilitzara` un editor de text de la`tex per a escriure els documents de les entregues que es van
tenint durant el projecte.
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4.4 Descripcio´ de les eines de treball
Fins aqu´ı queda explicada l’aplicacio´ en si i les tecnologies que es faran servir, principalment, durant el
projecte. A continuacio´ s’expliquen altres tecnologies emprades per al desenvolupament del projecte.
Es fara` una petita divisio´ entre eines de software i eines mes de hardware.
4.4.1 Software
Per una banda, software que s’utilitzara` durant el muntatge del sistema:
• Serveis UPC:
Conjunt se serveis que ofereix l’empresa a la UPC sobre els quals s’instal·lara` el SIEM. Com que
so´n proves, es posara` sobre els entorns de desenvolupament o preproduccio´.
• Software per a l’orquestracio´ de servidors:
Aquest tipus de software es fara` servir, principalment, per a la instal·lacio´ massiva del client en
ma`quines. La idea e´s muntar algun tipus d’script amb aquest tipus de software que permeti fer
la instal·lacio´ del client a moltes ma`quines a la vegada, aix´ı com tambe´ la configuracio´ pertinent
per a l’enviament de dades, de forma que no tingui un elevat cost en hores de te`cnic, si no que
aquestes seran per a la creacio´ del que permetra` fer aquesta instal·lacio´ massiva.
Per una altra banda, una breu explicacio´ sobre el software relacionat. Aquest software, sera` del qual
se n’extraura` informacio´ i s’enviara` al ma`ster per fer-ne la correlacio´ i la indexacio´.
• BBDD:
Es treuran dades de les bases de dades d’algunes ma`quines, el que me´s es tindra` en compte per
a aquest tractament del sistema pilot seran les consultes fetes a certes bases de dades de les
ma`quines dels serveis.
• Servidors web:
Es trauran dades tambe´ del servidors web, aixo` ens permetra` accedir al nombre de connexions
als serveis, i tambe´ la informacio´ que queda registrada als logs d’aquest tipus de software sobre
les connexions i les accions fetes als serveis.
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4.4.2 Hardware
Aquest apartat faltara` profunditzar-lo ja que no hi ha un hardware clar de moment. Totes les ma`quines
seran virtuals, per tant, ara per ara, en aquest apart s’incloura` la virtualitzadora, me´s explicada
te`cnicament al cap´ıtol segu¨ent.
• Virtualitzadores: Es faran servir ma`quines virtuals dels entorns de desenvolupament i prepro-
duccio´ d’alguns serveis. Aixo` implica fer servir les virtualitzadores que hi han a l’empresa que
contenen les ma`quines virtuals on hi han aquests serveis que s’utilitzaran per a aquest muntatge.
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Cap´ıtol 5
Implementacio´
En aquest cap´ıtol es tractara` de forma me´s te`cnica els temes tractats en el cap´ıtol anterior. Despre´s
d’explicar com funciona el sistema, sota el t´ıtol d’implementacio´ s’explicara` com s’instal·la i configura,
aix´ı com tambe´ s’especificaran les tecnologies que s’utilitzaran durant el projecte.
5.1 Entorn de desenvolupament
La implementacio´ de l’aplicacio´ requereix un coneixement previ de la funcionalitat de la tecnologia que
s’utilitzara`, per saber a gran trets els passos a seguir.
Per a realitzar aquests passos, s’ha estat buscant informacio´ a partir de tot el que es va adquirir d’in-
formacio´ al cap´ıtol anterior. Per a comenc¸ar la instal·lacio´ del sistema, es comenc¸ara` pel servidor que
actuara` de ma`ster per a rebre dades, i despre´s es procedira` a la instal·lacio´ dels clients.
La comunicacio´ entre aquests servidors s’especificara` i es realitzara` un cop estigui tot instal·lat. Caldra`
decidir els ports a utilitzar i saber si s’han d’obrir regles als firewalls existents per tal de poder accedir
per als ports escollits.
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5.1.1 Descripcio´ del servidor
El servidor que es va crear com a servidor ma`ster de proves, e´s un servidor amb caracter´ıstiques
mı´nimes ja que no es preveia que el sistema de proves hague´s de rebre una gran quantitat de dades.
Les caracter´ıstiques d’aquesta ma`quina creada so´n:
• Esta` ubicada al CPD de la UPC (Edifici Omega), ja que pertany al Cloud de la UPC.
• Te´ un sistema operatiu: Ubuntu 12.04 LTS de 64 bits.
Aquest sistema inclou un disc de sistema de 10 GB.
• Tipus d’insta`ncia: Small@VM, que inclou:
– 1vCPU (2,2 GHz)
– 512 MB de RAM
– Preu anual: 287€
• Mida del disc, apart dels 10 GB que ja inclou la plantilla del sistema e´s: Small@disk
Volum de 10 GB Disc - Preu/any: 10,95€
Ha estat creada en una xarxa on hi han totes les ma`quines de proves de UPCnet que es poden crear
al Cloud. Se li pot donar la IP gene`rica o donar-li’n una de pro`pia, en aquest cas, se li va donar una
IP gene`rica i on hi havien diversos ports pu´blics oberts per accedir a diverses ma`quines.
Per a accedir a aquesta ma`quina s’ha de fer la comanda segu¨ent:
1 ssh -X -Y -p 24 root@IP_generica
En aquest cas activa`vem el X11 forwarding que permet executar aplicacions gra`fiques d’una ma`quina
remota exportant el display al nostre escriptori, realment no e´s necessari per a accedir a la nostra
aplicacio´, ja que ja ho fem via web, pero` e´s la forma esta`ndard per a accedir-hi a qualsevol ma`quina
del Cloud. El port 24 indica el port pu´blic que se li va donar al port 22 per tal de poder accedir a la
ma`quina ssh(TCP).
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Tambe´ va caler, per a aquesta IP, obrir al firewall, el port 24 per poder accedir a la ma`quina des de la
xarxa de l’empresa, o des de l’exterior inclu´s per poder treballar a casa, i tambe´, fer el mateix per al
port 8000, que e´s el port per on s’accedeix a la web, posteriorment s’extendra` aquest tema.
Un cop finalitzades les proves, s’havia de muntar un nou ma`ster per al sistema pilot. Despre´s de fer
un balanc¸ sobre on i com crear la ma`quina, es va acabar decidint que s’utilitzaria la mateixa ma`quina
que s’havia creat per a les proves.
Amb aixo` decidit, es van haver de fer canvis a la ma`quina per tal de poder fer front al nou sistema.
El primer canvi a realitzar va ser el canvi d’IP. Com s’ha explicat abans, se li havia donat una IP
gene`rica que compartia amb altres ma`quines de proves per a altres coses, doncs be´, es va canviar
aquesta gene`rica per una de pro`pia, per tal de poder fer me´s fa`cil l’accessibilitat a la ma`quina, tant per
ssh com per a les connexions amb els servidors. Ara s’accedia directament amb el nom de la ma`quina
(anomenada splunk) o per la IP pro`pia assignada:
1 ssh -X -Y root@splunk
2 ssh -X -Y root@IP_propia
Respecte al hardware, a mesura que s’avanc¸ava amb el projecte i se li anaven introduint me´s dades de
me´s servidors diferents, es van haver de fer canvis. Les caracter´ıstiques despre´s del canvi eren:
• La ubicacio´ e´s la mateixa que abans, CPD de la UPC (Edifici Omega).
• Te´ el mateix sistema operatiu: Ubuntu 12.04 LTS de 64 bits.
Aquest sistema inclou un disc de sistema de 10 GB.
• El tipus d’insta`ncia canvia, es passa d’una Small@VM a una XLarge@VM, que inclou:
– 2vCPU (2,2 GHz cadascuna)
– 4 GB de RAM
– Preu anual: 778,91€
• Mida del disc, apart dels 10 GB que ja inclou la plantilla del sistema e´s: Small@disk
Volum de 10 GB Disc - Preu/any: 10,95€
Finalment, va caler obrir els ports corresponents al firewall per tal de poder-hi accedir tant a la ma`quina
com a la web.
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5.2 Arquitectura Splunk
Al cap´ıtol anterior s’explicava com e´s i com funciona el sistema de forma no te`cnica, a continuacio´,
s’explicaran els apartats del cap´ıtol anterior amb part te`cnica, i especificant en tot moment els passos
que s’han hagut de seguir per a les instal•lacions i configuracions del software.
Abans d’especificar els clients, es fara` una breu explicacio´ del software i els processos que s’activen.
El proce´s principal s’anomena splunkd. Splunkd e´s un server C/C++ distribu¨ıt que s’encarrega de
l’acce´s, de processar i d’indexar els dades que arriben a la ma`quina. Tambe´ maneja les peticions de
cerques. Splunkd processa i indexa les dades a temps real via una se`rie de pipes, cadascuna feta per
una se`rie de processos.
Les pipes so´n fils individuals dins del proce´s splunkd, cadascun configurat amb un u´nic fragment
XML. Els processos so´n individuals, funcions en C o C++ que actuen sobre el flux de dades de TI que
passen a trave´s de la pipe. Les pipes poden passar dades entre si a trave´s de cues. Splunkd admet
ordres de recerca a la web per a fer les cerques sobre les dades i veure’n resultats.
Splunkd executa un servei web pel port 8089 amb SSL/HTTPS activat per defecte i tambe´ executa
un servei web pel port 8000 amb SSL/HTTPS desactivat per defecte.
Un altre proce´s que es crea e´s splunkweb que nome´s s’instal·la en servidors Windows pero`, com
altres processos dels quals es pot trobar informacio´ en aquesta web http://docs.splunk.com/
Documentation/Splunk/latest/Installation/Splunksarchitectureandwhatgetsinstalled
i que no s’explicaran ja que en aquest projecte s’han no s’han utilitzat servidors Windows.
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A continuacio´, una imatge on es pot veure l’arquitectura del software me´s te`cnicament:
Figura 5.1: Arquitectura del software
5.2.1 Descripcio´ del client per al ma`ster
Com s’ha explicat anteriorment, el software difere`ncia entre si el client e´s per al ma`ster o per als
servidors que envien les dades. En aquest apartat s’explicara` com instal·lar i configurar el client per
al servidor ma`ster.
Comenc¸ant per la instal•lacio´, s’ha de descarregar el client que s’adequ¨i al nostre sistema 1, recordem
un Linux de 64 bits, tot i aixo`, quan es busca el software a descarregar, es veu que no s’indica per
versions de sistema operatiu, si no que ho separen per versions de kernel, fet que facilita poder trobar
el client per a les ma`quines que s’utilitzen actualment als entorns, incloent les me´s antigues.
1Web per a descarregar el client: http://es.splunk.com/download
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Tot i aixo`, hi ha tota varietat de sistemes operatius, i per a les versions del sistema, en aquest cas, s’ha
fet sobre linux, amb una versio´ de kernel 3.2.0-27-generic. A continuacio´ es mostra una captura
amb la llista de sistemes operatius i els tipus de paquets.
Figura 5.2: Versions del client Splunk
Un cop localitzat el paquet concordant a la versio´ de kernel que te´ la ma`quina, es descarrega el paquet
.deb (splunk-6.1.4-233537-linux-2.6-amd64.deb) 2 ja que el .deb e´s el me´s senzill a instal·lar. Tambe´
haurem de tenir en compte de mirar que es compleixin els requisits mı´nims per al software3.
2Web per a descarregar la versio´ que hi ha a la ma`quina actualment: http://es.splunk.com/page/previous_
releases#x86_64linux
3Per mirar les taules de compatibilitats es pot accedir a aquesta web: http://docs.splunk.com/Documentation/
Splunk/latest/Installation/Systemrequirements
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Entre els requisits esta` comprovar que hi ha compatibilitat amb:
• Sistema operatius
• Navegadors
• Hardware que recomanen
• File systems compatibles
Si es compleixen aquests requisits, es pot continuar amb la instal·lacio´.
Un cop descarregat, el copiem a la ma`quina via scp:
1 scp splunk-6.1.4-233537-linux-2.6-amd64.deb root@splunk:/root/
Tot seguit, un cop esta` a la ma`quina, es procedira` a la instal·lacio´. Abans, pero`, s’ha de saber que el
software s’instal·lara` a la carpeta /opt, a la qual, hi haurem de tenir gigues disponibles per al software
i posteriorment, per a les dades. Per a instal·lar-lo, es fara` amb programa de gestio´ de paquets dpkg,
llavors, s’executara` la comanda segu¨ent per a instal·lar-lo,
1 dpkg -i splunk-6.1.4-233537-linux-2.6-amd64.deb
Un cop finalitza, queda iniciar-lo. Splunk Enterprise pot executar-se des de qualsevol usuari a nivell
local. Si s’executa des d’un usuari no root, s’ha d’estar segur que aquest usuari te´ els permisos suficients
per a llegir les dades que entraran a la ma`quina.
Per a iniciar splunk des de la terminal, s’ha d’executar la comanda segu¨ent des de directori arrel
d’splunk, $SPLUNK HOME/bin, on la variable d’entorn $SPLUNK HOME fa refere`ncia al directori on
s’ha instal·lat el client (/opt/splunk com s’ha dit anteriorment).
La comanda a executar e´s:
1 ./splunk start
La primera vegada que s’inicia splunk s’ha d’acceptar l’acord de llice`ncia. Es pot acceptar la llice`ncia
en un pas:
1 $SPLUNK_HOME/bin/splunk start --accept-license
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Un cop acceptada, apareixeran aquests l´ınies a la terminal:
1 Splunk> All batbelt. No tights.
2
3 Checking prerequisites...
4 Checking http port [8000]: open
5 Checking mgmt port [8089]: open
6 Checking appserver port [127.0.0.1:8065]: open
7 Checking kvstore port [8191]: open
8 Checking configuration... Done.
9 Checking critical directories... Done
10 Checking indexes...
11 Validated: _audit _blocksignature _internal _introspection ←↩
_thefishbucket history main msad msexchange perfmon ←↩
sf_food_health sos sos_summary_daily summary windows ←↩
wineventlog winesdeveniments
12
13 Done
14 Checking filesystem compatibility... Done
15 Checking conf files for problems...
16 Done
17 All preliminary checks passed.
18
19 Starting splunk server daemon (splunkd)...
20 Done
21 [ OK ]
22
23 Waiting for web server at http://127.0.0.1:8000 to be available... Done
24
25
26 If you get stuck, we're here to help.
27 Look for answers here: http://docs.splunk.com
28
29 The Splunk web interface is at http://localhost:8000
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Despre´s d’aixo`, nome´s queda accedir a la web per comprovar que tot funciona correctament i ja es te´
el ma`ster a punt per comenc¸ar a introduir dades.
Per a accedir a la web primer de tot, s’obre un navegador, i s’accedeix amb el nom o la IP de la
ma`quina:
1. http://nom de la maquina:port
2. http://IP:port
el port e´s el port que s’ha especificat durant la instal·lacio´ (per defecte e´s el port 8000).
Un cop s’hi ha accedit, es demana fer login amb usuari i password, on per defecte l’usuari e´s admin
i la password que ve epr defecte amb aquest usuari. Es recomana canviar aquestes dades despre´s
d’accedir-hi la primera vegada, i aquests so´n els passos que es van seguir en aquest projecte.
A continuacio´, es poden veure un parell d’imatges on es veu el login i la pa`gina principal un cop fet el
login.
Figura 5.3: Login per entrar a la web
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Figura 5.4: Pa`gina principal de la web
Tot seguit, es procedira` a l’explicacio´ del client del software per als servidors que envien dades.
5.2.2 Descripcio´ del client per als servidors
Per al client dels servidors que enviaran les dades, s’utilitzara` el client abans esmentat, l’splunk uni-
versal forwarder.
Per a instal·lar-lo a les ma`quines, s’han de seguir els mateixos passos que per al client ma`ster, anteri-
orment explicat.
En aquest cas, s’ha de descarregar el client que s’adequ¨i al nostre sistema de la ma`quina a la qual se
li instal•lara` i la qual enviara` dades al ma`ster 4. Efectivament, tambe´ ho distingeixen per lo versio´ de
kernel i no del sistema operatiu en si, s’haura` d’anar comprovant que s’instal•la la versio´ corresponent
amb els kernel de les ma`quines.
4Web per a descarregar el client: http://www.splunk.com/page/previous_releases
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Des d’aqu´ı, es segueixen els mateixos passos esmentats abans,
1. Descarregar el client
2. Copiar-lo a la ma`quina corresponent
3. Instal·lar-lo via el gestor de paquets dpkg o un altre si es tracta d’un sistema no Windows
4. Iniciar el client
5. Acceptar la llice`ncia
La difere`ncia a partir d’aqu´ı e´s que no accedim a la web, ja que aquest client no esta` configurat per a
aixo`, si no que es passa a configurar la comunicacio´ entre aquest client del servidor amb el client del
servidor ma`ster.
5.2.3 Comunicacio´ entre servidors
A continuacio´, es dedicara` aquest petit apartat a explicar com es configura la configuracio´ entre client
de dades i servidor ma`ster.
Un cop instal·lats els clients tant al ma`ster com al servidor client, i un cop tambe´, iniciats i comprovant
que funcionen, es procedeix a configurar la comunicacio´ que permetra` que el servidor que te´ les dades
li pugui enviar al que les ha de rebre.
Primer de tot, se li indica al servidor de dades, al que te´ el client per enviar dades, que te´ aquest client
forwarder i que aquesta e´s la seva funcio´, aixo` es fa amb la segu¨ent comanda:
1 ./splunk add forward-server 147.83.193.232:9998
Amb aixo`, se li indica que e´s un forwarder, a quina direccio´ IP li ha d’enviar les dades, en aquest cas
147.83.193.232, i finalment, el port pel qual li ha d’enviar les dades. Cal fer un reinici del client per a
que la configuracio´ s’actualitzi:
1 ./splunk restart
S’ha de tenir en compte que per a que el aquest servidor pugui enviar les dades per aquest port, se li
ha d’indicar tambe´, al servidor ma`ster que aquell port ha d’estar disponible com a ”receiver”, e´s a dir,
per a rebre dades.
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Aixo` es fa des de la web, a la segu¨ent imatge, es pot veure el menu´ des d’on accedim a l’apartat per a
poder configurar aixo`:
Figura 5.5: Menu´ per a les configuracions
Accedint a l’opcio´ sota el t´ıtol Data anomenat Forwarding and receiving, accedim a la segu¨ent
pantalla:
Figura 5.6: Menu´ per a configurar el forwarding i receiving
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Tot seguit, escollim l’opcio´ Configure receiving, i amb aixo`, s’arriba on es configuren els ports pels
quals rebra` les dades. Per afegir-ne un de nou escollim l’opcio´ new, i nome´s cal indicar el port que es
vol escollir.
A continuacio´ una imatge de com es queda la configuracio´ un cop introdu¨ıts alguns ports:
Com podem veure a la imatge anterior, en el nostre cas, hi tenim 4 ports configurats, un dels quals
esta` en deshabilitat i els altres tres habilitats. El que es troba deshabilitat e´s el que es feia servir per
a les proves, ja que un cop passats al sistema pilot, es va tallar l’enviament de dades de les ma`quines
de proves, ja que Splunk fa tarifes respecte a al quantitat de dades que s’envien, i d’aquesta forma,
es permetia que tot el flux de dades fos del sistema pilot i no de les proves, tot i que no es va arribar
al l´ımit en cap moment. El port 9999 es el que ve predefinit, i es van obrir el 9997 i 9996 per a les
ma`quines del sistema pilot.
Finalment, en el nostre cas, nome´s quedava obrir els ports desitjats al firewall de la ma`quina per tal
de que es pugui establir la connexio´. Despre´s d’aquests configuracions a les ma`quines corresponents,
ja s’ha establert la connexio´ entre els servidors, ara cal, indicar quines dades s’han d’enviar cap al
ma`ster.
Si es vol comprovar que s’ha establert be´ la connexio´ es pot comprovar amb la comanda segu¨ent:
1 ./splunk list forward-server
Tot seguit, nome´s queda especificar-li al servidor, quins arxius o carpetes es volen envir cap al ma`ster.
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Per a fer-ho, es fa servir la segu¨ent comanda:
1 ./splunk add monitor arxiu_a_enviar
2
3 #Un exemple podria ser amb els arxius de l'apache d'una maquina:
4 ./splunk add monitor /var/log/apache2/access.log
5 ./splunk add monitor /var/log/apache2/error.log
6
7 #Un altre exemple, afegint el log del software d'orquestracio de ←↩
servidors que es fa servir a l'empresa, puppet
8 ./splunk add monitor /var/log/puppet/http.log
Amb aixo`, s’han afegit aquests 3 arxius a splunk, per tal de que s’indexen i es puguin fer cerques, per
extraure’n la informacio´ que es vulgui.
Si es vol comprovar que efectivament han estat afegits correctament per enviar les dades, es pot fer
amb la comanda segu¨ent:
1 ./splunk list monitor
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Amb aquesta, ens apareixera` una llista dels arxius que aquesta ma`quina envia al ma`ster. Un exemple
el mostrem d’una ma`quina de proves que es va utilitzar al principi del projecte:
Figura 5.7: Exemple d’enviament d’arxius
La comunicacio´, tambe´ es pot fer des de la interf´ıcie web. Hi ha una opcio´ Add data que permet
afegir dades des de diferents recursos, la imatge a continuacio´ n’e´s una mostra del que permet:
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Figura 5.8: Opcions per afegir dades des de la web
En el cas d’aquest projecte, es va intentar fer des de la web, pero` despre´s d’algunes proves i de llegir
tot el que es va trobar referent a les comunicacions entre servidor, es va optar per fer servir l’opcio´
explicada anteriorment ja que es va veure que era la me´s efectiva pel temps que aportava, tot i que al
principi tambe´ es van tenir problemes, un cop ente`s tot, es va poder realitzar sense imprevistos a les
ma`quines que es van anar afegint al sistema.
Tambe´ s’ha de tenir en compte el moment que es vulgui instal·lar massivament als servidors, com que
a l’empresa es fa servir un software d’orquestracio´ de servidors es preveu que sera` me´s efectiu de la
forma que es va implementar que no des de la web.
Aquest software per als servidors s’anomena puppet, basat en ruby permet fer classes per a la ins-
tal·lacio´ i configuracio´ massiva de servidors, fet que permet, que en el moment que es vulgui instal·lar
Splunk, nome´s calgui fer una classe amb les comandes amb les que es van implementar les comunicaci-
ons i puppet ja faria la resta, cosa que permetria no haver d’invertir hores dels te`cnics en la instal·lacio´
i la configuracio´ del client als servidors.
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Aquesta va ser la rao´ principal d’escollir la forma d’implementar la comunicacio´ que s’ha explicat
anteriorment i no des de la web.
Finalment, un cop ja s’envien les dades dels clients al ma`ster, queda fer el tractament de dades que
s’envien per poder-ne extreure la utilitat que se li vol donar a aquest muntatge.
5.2.4 Tractament de dades
Aquesta tasca, e´s la que me´s va costar a causa de l’aprenentatge que s’ha de fer del llenguatge propi
d’Splunk per a fer cerques, aix´ı com tambe´, de la interf´ıcie i de la quantitat d’opcions que proporciona
el software sobre les cerques i els arxius.
Un cop arriben les dades al sistema, el mateix software les cataloga. Es pot buscar cada arxiu per la
ma`quina de la que prove´ (host), de la font d’on prove´ (directori i nom de l’arxiu, anomenat source) o
del tipus d’arxiu que e´s (sourcetype).
En les segu¨ents imatges hi ha una mostra de com estan indexats en aquestes categories els arxius que
hi han al sistema.
Figura 5.9: Seleccio´ per ma`quina
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Figura 5.10: Seleccio´ per font
Figura 5.11: Seleccio´ per tipus d’arxiu
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Des d’aquests menu´s, es pot escollir sobre quin arxiu es fara` la cerca, o simplement, quin arxiu o
ma`quina es vol consultar.
Un cop ja tenim sobre on volem buscar, sigui ma`quina, font o tipus d’arxiu, es passa a fer la cerca
corresponent o simplement, a poder consultar el log d’una forma me´s amigable del que es pot fer per
la terminal.
A continuacio´ es pot veure una imatge d’on es comencen a fer les cerques, i on es pot veure els menu´s
de les imatges anteriors (es poden veure fen un click al boto´ ”Data Summary”).
Figura 5.12: Inici de la cerca
Quan es fa una cerca, Splunk dona diferents opcions sobre que fer amb aquella cerca. Aixo` es te´ en
compte si estem fent una cerca que no e´s d’una u´nica consulta, e´s a dir, per a cerques que s’han de
fer amb una certa regularitat, es pot guardar per tal de que no s’hagi de pensar com fer-la cada cop.
A banda, tambe´ hi han altres opcions de les que proporciona aquest software que permeten agilitzar
aquest tema. A continuacio´ una explicacio´ de les possibilitats que hi han:
• Pivot: permet informar sobre un conjunt espec´ıfic de dades sense haver d’utilitzar el llenguatge
de cerques d’Splunk. S’identifica un conjunt de dades que es volen notificar i l’aplicacio´ genera
pivots que presenten diferents aspectes de les dades en forma de taules, gra`fics i altres visualit-
zacions ra`pidament.
• Reports: es basen en cerques individuals i poden incloure visualitzacions, estad´ıstiques i / o
esdeveniments.
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• Alertes: estableixen una condicio´ que quan es compleix, genera una accio´.
• Dashboards: es componen de mu´ltiples informes o cerques en l´ınia.
• Eventype: e´s un camp definit per l’usuari que simplifica la cerca, ja que permet classificar els es-
deveniments. Els tipus d’esdeveniments permeten classificar successos que tenen caracter´ıstiques
comunes.
Despre´s d’aquesta petita descripcio´ de les opcions me´s ba`siques que te´ l’Splunk, es mostraran algunes
cerques fetes per tal de mostrar una mica el funcionament de l’aplicacio´.
Splunk pot tenir diferents usuaris, llavors, tots aquests objectes creats per un usuari i els predetermi-
nats, i camps que es poden extreure i crear a partir dels logs, poden tenir diferents tipus de permisos:
• Privats: nome´s l’usuari que ha creat la cerca pot veure o utilitzar l’objecte, i nome´s a l’aplicacio´
on s’ha creat (aixo` e´s per si s’utilitzen algunes de les aplicacions extra que ofereix i es poden
afegir al client base).
• App: tots els usuaris tenen permisos per a consultar l’objecte o camp si l’aplicacio´ que s’esta`
utilitzant el conte´.
• Global: tots els usuaris poden consultar l’objecte o camp i es poden utilitzar en qualsevol apli-
cacio´.
Cerca ba`sica:
Tenint els arxius que hi han introdu¨ıts al sistema, exemples de cerques simples poden ser aquest:
1 host="baham1" #cerca per host
2 source="/var/log/debug" #cerca per source
3 sourcetype=sendmail_syslog #cerca per sourcetype
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En aquesta imatge, es poden veure els resultats del segon exemple.
Figura 5.13: Cerca d’exemple base
Hi han parts senyalades amb color per tal de poder explicar les diferents part de la interf´ıcie per a
quan es fa una cerca.
• Requadre roig : en aquesta barra s’indica la cerca que es vol fer. A banda del que hi ha ara, es
poden afegir me´s camps o paraules per a la cerca.
• Requadre rosa: indica la quantitat d’esdeveniments amb els que s’ha comparat la cerca indicada
al requadre anterior.
• Requadre lila: en aquest cas e´s una cerca on el resultat so´n esdeveniments, pero` es poden treure
resultats amb taules i amb gra`fiques, per aixo` les opcions ”statistics” i ”visualization”. El requa-
dre en verd e´s una petita gra`fica sobre els esdeveniments rebuts per moment que coincideixen
amb la cerca solicitada.
• Requadre taronja: indica els camps disponibles per veure i treure’n informacio´ que te´ aquest
arxiu.
• Requadre blau: mostra els resultats de la cerca. En aquest cas, els esdeveniments que conte´ el
log ”/var/log/debug”.
En aquestes cerques anteriors, es cerca nome´s per servidor, font i tipus d’arxiu. A partir d’aquesta
base, es poden fer cerques de tot tipus, alguns exemples.
63
5.2. ARQUITECTURA SPLUNK CAPI´TOL 5. IMPLEMENTACIO´
Exemple 1:
Figura 5.14: Exemple 1 d’una cerca
En la imatge anterior, es pot veure l’exemple de cerca al fitxer "/var/log/maillog".
En aquest cas, es filtrem totes les l´ınies del log que contenen una direccio´ from pero` ig-
norant les que contenen el mot milter, ja que en aquest cas, no interessa la informacio´
que poden aportar aquestes l´ınies.
En el llenguatge de cerques, el codi ha estat aquet:
1 source="/var/log/maillog" from=* NOT milter
Aquesta cerca, s’ha guardat com a report per tal de poder-ho consultar quan es ne-
cessiti. Aixo` resulta u´til ja que li estalvia estona al te`cnic que de comprovar, si se li
demana, si un missatge s’ha rebut correctament. Se li poden afegir me´s camps, com
l’e-mail, per tal de poder concretar me´s en certs casos si l’enviament ha estat correcte,
pero` de moment, amb aquest report, ja es tenen filtrades totes les l´ınies del log que
tracten la rebuda dels e-mails i si hi ha hagut error o no.
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Exemple 2:
Figura 5.15: Exemple 2 d’una cerca
Aquesta cerca es mostren el nu´mero de e-mails que tenen el concepte to, e´s a dir, que
s’han enviat per cada hora. No te´ en compte els nulls i el camp OTHER agrupa els que
no han estan entre els N destinataris que apareixen me´s.
El codi ha estat aquest:
1 source="/var/log/maillog" to=* | timechart span=1h count as←↩
to usenull=f
Aquesta cerca resulta u´til en el moment de treure indicadors i/o estad´ıstiques de l’ac-
tivitat de la ma`quina. Es pot modificar la cerca si es vol per dia, mes, any... D’aquesta
forma no cal entrar a la ma`quina per terminal per treure’n aquests nu´meros, de fet, una
de les avantatges d’Splunk e´s aquesta, no cal entrar a les ma`quines i obrir connexions
per a consultar els esdeveniments que es donen a les ma`quines, si els arxius estan inde-
xats i s’estan enviant al ma`ster, es pot fer des de la web, d’aquesta forma es redueix el
nombre de gent i de vegades que s’ha d’entrar a les ma`quines.
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Exemple 3:
Figura 5.16: Exemple 3 d’una cerca
En aquesta imatge e´s la mateixa cerca que abans, pero` en comptes d’agrupar-ho tot,
es distribueix per les direccions d’e-mail destinata`ries.
El codi ha estat el mateix d’abans pero` amb una petita modificacio´:
1 source="/var/log/maillog" to=* | timechart span=1h count by←↩
to usenull=f
El que ha canviat e´s, a la segona part de la cerca, on hi ha timechart span=1h
count by to usenull=f, aquest by o as fa que es mostri d’una forma o l’altra. El
timechart span=1h e´s per a definir que es vol per hores, i la part final, usenull=f
e´s per a eliminar tots els que tindrien el valor nul, ja que en aquest cas, no ens interessen.
Aixo` seria u´til tambe´ per a estad´ıstiques i/o indicadors.
Es mostra una imatge tambe´, del gra`fic que es pot treure amb aquesta cerca.
Es pot visualitzar en diferents formes de gra`fics. Aixo` es pot veure tambe´, si ho conver-
tim en un ”dashboard”, on es poden afegir panells i tenir, un panell amb el gra`fic i un
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Figura 5.17: Imatge 2 de l’exemple 3
altre amb la sortida del log, de forma que es poden relacionar les dos coses a la vegada.
Quan es crea un report, al finalitzar, l’Splunk mateix do´na l’opcio´ de poder fer aquell
report que s’ha creat, en un ”dashboard”tambe´.
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Exemple 4:
Figura 5.18: Exemple 4 d’una cerca
En aquesta cerca, es mostra, dels logs que arriben d’aquesta ma`quina, totes les l´ınies
de log que tenen de nu´mero de connexio´ 12941.
El codi ha estat aquest:
1 host="nom_de_la_maquina" conn=12941
Amb aquesta cerca es pot veure tots els esdeveniments dels logs que genera la ma`quina
i que responen al nu´mero de connexio´ 12941. Aixo` ens pot ser u´til per a l’exemple
segu¨ent.
68
5.2. ARQUITECTURA SPLUNK CAPI´TOL 5. IMPLEMENTACIO´
Exemple 5:
En aquest exemple, es plantejava la problema`tica d’haver de consultar dos logs de dos
ma`quines diferents per tal d’extreure una consulta que es fa sovint.
A l’entorn del LDAPPre, hi ha gent que entra a fer consultes, i sovint, arriben tiquets
demanant sobre quines consultes es fan. Per a fer aixo`, fins ara, s’havia d’anar a una
ma`quina que balanceja aquestes consultes entre dos ma`quines, i treure del log corres-
ponent (/var/log/xarxa/ldap-preF5.log) l’hora i la IP de la ma`quina a la que envia a
l’usuari. Amb aquesta informacio´, es feia una primera consulta a la ma`quina a la que
s’ha enviat la peticio´ i treure’n, del log corresponent (/var/log/debug), amb l’hora i
la IP del balancejador, el nu´mero de connexio´ que coincideix amb aquests dos camps.
Finalment, amb aquest nu´mero de connexio´, es feia una altra consulta al mateix log,
per veure que s’havia fet en aquesta connexio´.
Doncs be´, ara aixo` es pot fer amb dos consultes a l’Splunk, dos consultes que a me´s estan
guardades com a report, i per tant, nome´s s’haura` de canviar el nu´mero de connexio´
un cop es sap la que es vol consultar. S’ha fet el report amb un nu´mero base per tal de
poder-ho guardar, i el te`cnic corresponent ja se’n encarrega de canviar-ho, s’ha ensenyat
als te`cnics que solen resoldre aquests tiquets com fer aquestes consultes.
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A continuacio´ imatges d’aquests dos reports:
Figura 5.19: Exemple 5 d’una cerca - Imatge 1
En aquesta imatge es relaciona la IP del client, la IP del balancejador, la connexio´ i la
data i hora en que s’ha fet. D’aquesta cerca se’n extreu el nu´mero de connexio´ i es fa
la segu¨ent cerca.
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Figura 5.20: Exemple 5 d’una cerca - Imatge 2
En aquesta, es veu el resultat, el que s’ha fet en el nu´mero de connexio´ que s’ha consultat
sabent que coincideix amb l’hora i la IP del balancejador.
Els codis d’aquestes cerques so´n els segu¨ents.
Codi de la primera cerca:
1 source="/var/log/xarxa/ldap-preF5.log" | rename ←↩
IP_balacejador as IP_balancejador | join type=left ←↩
IP_balancejador [search source="/var/log/debug"] | table←↩
IPclient IP_balancejador conn _time
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Codi de la segona cerca:
1 source=/var/log/debug conn=30963| head
Amb aixo` s’ha aconseguit que els te`cnics no hagin d’accedir a dos ma`quines diferents
n’hi hagin d’executar les comandes per terminal per tal de resoldre aquestes peticions,
i tambe´, el temps que aixo` els comporta cada cop.
D’aquesta forma amb 4 clicks i un petit canvi, poden tenir la informacio´ que necessiten.
Una altre avantatge e´s que poden consultar les connexions de qualsevol dia i hora nome´s
fent una petita modificacio´ a la cerca. Aixo` resulta u´til un cop han expirat els logs a la
ma`quina i s’han eliminat, Splunk els conserva, i per tant, es poden veure esdeveniments
passats dels quals ja no es troba informacio´ a la ma`quina.
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5.3 Descripcio´ de les tecnologies potencials
En aquest apartat s’especificaran i s’explicaran les tecnologies potencials explicades al
cap´ıtol anterior. Recordem que abans s’havia explicat que faria servir aquestes tecno-
logies:
• Llenguatge per a fer scripts
• Eines per al tractament de fitxers de text
• Protocol per a accedir a les ma`quines
• Control de versions
Doncs be´, seguidament s’especifica que` s’ha fet servir per a cada tecnologia.
• Bash:
S’utilitzara` bash com a llenguatge per fer scirpts necessaris pel que s’ha indicat
anteriorment, e´s a dir, seran necessaris per a filtrar els logs que es passaran al
sistema, aix´ı com tambe´, per tal de poder complementar el sistema del ma`ster
amb l’ordre dels logs que li arriben de tots els servidors.
• Awk:
Awk e´s l’eina escollida per al tractament de fitxers. L’awk e´s un llenguatge in-
terpretat especialment dissenyat per al tractament de fitxers de text. Fa servir
strings, expressions regulars (regexp), i arrays associatius (hash). Incorpora tot de
conceptes impl´ıcits com el bucle principal d’entrada, delimitador de camp i deli-
mitador de registre, parsing automa`tic de camps, obrir i tancar fitxers, etc. Aixo`
facilita la creacio´ de programes molt compactes d’una sola l´ınia.
73
5.3. DESCRIPCIO´ DE LES TECNOLOGIES POTENCIALS CAPI´TOL 5. IMPLEMENTACIO´
• SSH:
L’SSH (Secure Shell) com a protocol per a accedir a les ma`quines. Aquest e´s el
protocol que utilitza el software que s’esta` fent servir per a l’enviament d’informacio´
entre servidors, i tambe´ e´s el que utilitzarem per accedir a les ma`quines i passar
fitxers com pot ser l’arxiu d’instal·lacio´ d’splunk.
• Git:
S’utilitzara` el Git per al control de versions per tal de tenir aquest control dels
scripts i tenir-los centralitzats i a disposicio´ de qualsevol membre de l’empresa.
Actualment, s’acaba de muntar un git per a tots els integrants de Backoffice.
• Sharelatex:
S’utilitzara` sharelatex per a escriure els documents a entregar durant tota la du-
racio´ del projecte. Sharelatex e´s una web on es pot escriure documents amb latex.
La mateixa web et proporciona mecanismes per a crear carpetes, arxius, afegir
imatges i compilar el document podent veure el pdf a cada compilacio´.
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5.4 Descripcio´ de les eines de treball
Un cop explicat el que compon principalment el sistema a nivell de hardware i software, a
continuacio´ s’expliquen altres tecnologies emprades per al desenvolupament del projecte.
5.4.1 Software
Per una banda, software que s’utilitzara` durant el muntatge del sistema e´s:
• Splunk[4]:
E´s el software escollit per al muntatge, anteriorment s’han explicat les raons per
les quals es va escollir aquest software i no un altre que tambe´ prove¨ıa el sistema
SIEM.
• Serveis UPC:
Com s’ha dit al cap´ıtol anterior, e´s el conjunt de serveis que ofereix l’empresa sobre
els quals s’instal·lara` el SIEM. Alguns dels serveis utilitzats han estat LDAPPre,
LDAPDes i servidors de correu entre d’altres.
• Puppet[15]:
Puppet com a software d’orquestracio´ de servidors. Ens sera` u´til per a instal·lar de
forma automatitzada el client a tots els servidors que componen l’aplicacio´. Aixo`
es podra` fer un cop s’hagi creat la classe de puppet que fasi la instal·lacio´, i es
verifiqui que funciona correctament. Com s’ha esmentat anteriorment.
Per una altra banda, una breu explicacio´ sobre el software relacionat. Aquest software,
sera` del qual se n’extraura` informacio´ i s’enviara` al ma`ster per fer-ne la correlacio´ i la
indexacio´.
• Postgres:
PostgreSQL e´s un potent sistema de base de dades, de codi obert. E´s el tipus de
BBDD que tenen algunes de les ma`quines que s’han introdu¨ıt al sistema i sobre la
qual s’ha treballat.
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• Apache:
Apache e´s un servidor HTTP (de pa`gines web) de codi obert multiplataforma
desenvolupat per Apache Software Foundation.
Presenta entre altres caracter´ıstiques missatges d’error altament configurables, ba-
ses de dades d’autenticacio´ i negociacio´ de continguts, pero` va ser criticat per la
manca d’una interf´ıcie gra`fica que ajudi a configurar-lo.
S’han introdu¨ıt dades d’alguns dels apaches que hi han a les ma`quines de serveis
web.
• Nginx:
E´s un servidor web / proxy invers lleuger d’alt rendiment i un proxy per protocols
de correu electro`nic ( IMAP / POP3).
E´s programari lliure i de codi obert, llicenciat sota la Llice`ncia BSD simplificada.
E´s multiplataforma, de manera que corre en sistemes tipus Unix (GNU / Linux,
BSD, Solaris, Mac OS X, etc.) i Windows.
5.4.2 Hardware
Com es va dir en cap´ıtol anterior, les ma`quines que es faran servir, so´n majorita`riament
virtuals, per tant, com a hardware, formaran part de les virtualitzadores que hi han al
CPD d’UPCnet.
• VMware:
La companyia VMware Inc.[16], e´s una filial de EMC Corporation que propor-
ciona la major part del programari de virtualitzacio´ disponible per a ordinadors
compatibles X86. Entre aquest programari s’inclouen VMware Workstation, i els
gratu¨ıts VMware Server i VMware Player. El programari de VMware pot funci-
onar en Windows, Linux, i en breu ho fara` en Mac OS X. El nom corporatiu de
la companyia e´s un joc de paraules usant la interpretacio´ tradicional de les sigles
”VM”en els ambients de computacio´, com ma`quines virtuals (Virtual Machines).
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Cap´ıtol 6
Valoracio´ econo`mica
En aquest cap´ıtol es tractaran les desviacions del projecte, les quals han provocat
canvis a la planificacio´ i al pressupost, fet que s’explicara` en me´s atencio´ a continuacio´.
I tambe´, s’expressara` la part de sostenibilitat del projecte i les lleis i regulacions a les
que pugui estar lligat el projecte.
6.1 Canvis en la planificacio´ del projecte
Al cap´ıtol 3 es parlava de la planificacio´ del projecte, doncs be´, la planificacio´ i el
gantt que hi apareixen e´s la planificacio´ real del projecte. La resultant despre´s de les
modificacions i imprevistos, per tant, al principi hi havia una planificacio´ que varia una
mica amb l’anteriorment explicada.
Dins de la planificacio´ anterior hi apareixien les mateixes tasques que s’han especificat
en el cap´ıtol 3, e´s a dir, no hi ha una variacio´ en quant a tasques, el que realment ha
fet que shagi de canviar aquesta planificacio´ e´s l’estimacio´ de temps que es pretenia
emprar per cada tasca.
A continuacio´, es mostra el diagrama de gantt inicial, i tot seguit, es fara` una compa-
rativa amb el diagrama real, especificat en el cap´ıtol anteriorment esmentat.
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Aqu´ı hi poso el diagrama de gantt sobre la planificacio´ inicial:
Figura 6.1: Diagrama de Gantt inicial
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Figura 6.2: Diagrama de Gantt real
Afegeixo tambe´, repetint el del cap´ıtol 3, el diagrama de gantt real per tal de poder-ne
fer una comparativa de forma que es puguin veure me´s o menys els dos sense haver de
tornar al cap´ıtol corresponent.
Doncs be´, com veiem, hi ha difere`ncia o`bvies entre els dos en quant a hores emprades
en les tasques, la llista de tasques, com he dit abans e´s la mateixa, pero` les hores varien.
Referent a la primera tasca, no hi ha hagut grans difere`ncies, s’ha modificat que real-
ment, es va tardar menys en decidir quin software es feia servir i, hi va haver menys
difere`ncia entre aquesta decisio´ i comenc¸ar amb les proves.
La primera difere`ncia o`bvia es dona a les tasques referents a les proves. Es preveia que
les proves duressin tres setmanes entre les tres tasques, quan finalment, van tenir una
duracio´ de set setmanes. Aixo` e´s degut a que es tenia la creenc¸a de que les tasques
de la comunicacio´ i el tractament de dades entre proves no seria molt laboriosa, ja que
en una primera lectura de la documentacio´, no es va veure que fossin tasques dif´ıcils
a realitzar durant les proves, tot i que ja es va preveure que per la part del sistema,
aquestes dos tasques tindrien me´s durada.
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Tot i aquesta primera lectura, un cop va arribar el moment de les comunicacions, es
van haver d’emprar me´s hores de les previstes. Va resultar ser una tasca me´s laboriosa
a causa de les diferents opcions que hi ha de fer la comunicacio´. Entre la lectura i cerca
d’informacio´ d’aquestes opcions i veure quina tenia me´s bon resultat i quina era la me´s
adient per al projecte, es va tardar me´s del previst. El resultat d’aquesta tasca esta`
explicat en el cap´ıtol anterior a l’apartat 5.2.3.
L’altra difere`ncia important esta` en el cos del projecte en si, el muntatge del sistema
pilot.
Com es pot veure als diagrames de gantt, es va preveure que totes les subtasques tin-
drien un pes important i sobretot, la tasca de les comunicacions entre servidors.
Com s’ha dit anteriorment, el ma`ster de proves va continuar sent el ma`ster del sistema,
per tant, no es van emprar me´s hores de les previstes tret les d’augmentar la capa-
citat de la ma`quina. Referent al muntatge dels clients (la instal·lacio´ del client a les
ma`quines), va resultar que les ma`quines sobre les quals es va instal·lar, tenien carac-
ter´ıstiques semblants en quant a kernel i sistema operatiu, fet que, juntament amb el
coneixement adquirit despre´s de la exhaustiva lectura de la documentacio´ que hi ha a la
web va fer que aquesta subtasca va acabar no essent tant laboriosa com es tenia prevista.
La subtasca segu¨ent e´s la de la comunicacio´ entre ma`quines. A causa dels problemes
que es van tenir a les proves realitzades, la cerca d’informacio´ i adquisicio´ de conei-
xement, va resultar que a aquesta subtasca que inicialment se li van assignar quatre
setmanes i mitja, va acabat realitzant-se en qu¨estio´ de dos o tres dies. Si entrava una
ma`quina nova al sistema, era la part a la que menys temps se li havia de dedicar. Aixo`
va resultar ser un canvi important sobre la planificacio´.
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Per finalitzar, l’u´ltim canvi important a tenir en compte e´s referent a la subtasca de
tractament de dades.
Inicialment es creia que amb quatre setmanes seria suficient per a saber fer un tracta-
ment de dades digne del projecte, i va resultar no ser aix´ı. Finalment se li han dedicat
vuit setmanes i mitja. Aixo` es degut a la gran varietat de cerques que es poden fer i
dades que es poden tractar. Amb tot aixo`, es considera que encara no e´s una subtasca
que hagi de finalitzar en aquest punt, si no que te´ continu¨ıtat.
Al ser la tasca que me´s pes ha guanyat, e´s el canvi considerable a tenir en compte de
la planificacio´, ja que al final, e´s a la subtasca a la que se li ha acabat dedicant me´s
temps, tot aixo`, sense tenir en compte la documentacio´, tasca que no ha variat en quant
a temps dedicat.
La documentacio´ e´s la u´nica que no ha variat ja que estava previst anar documentant
tots els progressos i aix´ı es va anar fent. Es podria dir, que ha estat la u´nica tasca que
no s’ha modificat en quant a pes d’hores emprades.
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6.2 Pressupost
En aquest apartat s’explicara` el pressupost del projecte, i tambe´ una comparativa amb
el pressupost inicial que s’havia estimat.
6.2.1 Identificacio´ dels costos
Per comenc¸ar, el pressupost esta` dividit en les tasques que hi han al projecte (explicades
al cap´ıtol 3), que so´n les segu¨ents:
1. Realitzacio´ de les proves
2. Muntatge del servidor ma`ster
3. Muntatge de servidors
4. Comunicacio´ entre servidors i ma`ster
A l’apartat segu¨ent se’n fara` el desglossament pertinent el pressupost.
6.2.2 Estimacio´ dels costos
A continuacio´, es desglossen els costos identificats abans, i se’n fa una breu comparativa
amb els costos incials.
Cost de les proves:
Per a aquest apartat es tindran en compte els costos de les ma`quines i de les hores
del te`cnic per a la realitzacio´ de les proves.
• Per a la creacio´ de les ma`quines al cloud, que han estat dos, una per al ma`ster
i una per a la ma`quina de proves, finalment nome´s ha quedat activa una, per
aixo`, nome´s es tindra` en compte una. Per tant, el cost ha estat de 25.53 (preu
ma`quina/mes) * 3 mesos (duracio´ de projecte) = 76.59e. (3 mesos fins que es va
fer l’ampliacio´ de la ma`quina).
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• Per al servidor ma`ster de proves es va crear una ma`quina al cloud d’unes carac-
ter´ıstiques superiors. Aixo` va tenir un cost de: 73.32 (cost de la ma`quina al mes)
* 2 mesos= 146.64e (2 mesos des de que es va fer l’ampliacio´).
• Referent a les hores de te`cnic, es va estimar que aquesta tasca tindria una durada
de 50 hores. Finalment ha estat una durada 83 hores ja que ha estat una tasca
laboriosa. Se li inclou les hores de creacio´ del servidor ma`ster. Per tant, queda un
cost final de: 40e/hora * 83 hores = 3320e.
• Per tant, el cost final d’aquesta tasca e´s de 3543,23e
Al pressupost inicial, aquesta tasca tenia una assignacio´ me´s baixa ja que no es tenia
en compte que es pogue´s tardar tant en les comunicacions. A me´s a me´s, es comptava
que les ma`quines virtuals creades estarien en funcionament els 5 mesos de projecte i se
les va incloure a aquesta tasca inicial. Aix´ı e´s que, a l’inici del projecte aquesta tasca
tenia un pressupost assignat de 1855.3e.
Cost del servidor ma`ster:
A aquesta tasca se li havia estimat un pressupost de 966.6e tenint en compte que
la ma`quina funcionaria els 5 mesos de projecte, i les hores de te`cnic de la creacio´
de la nova ma`quina que es tenia previst crear per al ma`ster.
Finalment, ha resultat un cost baix ja que pels canvis a la planificacio´, la creacio´
d’aquesta ma`quina va estar inclosa dins les proves, i la ma`quina ma`ster de proves
va resultar ser la que s’esta` utilitzant en l’actualitat com a ma`ster. Per tant, es te´
en compte l’estona d’adaptar el servidor existent de proves per a que fos el ma`ster.
Se li donara` un pressupost final de 40e/h de te`cnic * 2 hores = 80e. Sumant
aquestes dos hores s’arriba a l’estimacio´ de que s’han emprat 15 hores amb el
servidor ma`ster, com esta` especificat a la taula 1 (apartat 3.2 Temps estimat).
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Instal·lacio´ i manteniment del software:
A aquesta tasca se li havia assignat un cost de 1651.71e, comptant amb un preu
per al manteniment de les ma`quines i les hores de te`cnic en la instal·lacio´ del client.
Finalment i despre´s dels canvis en la planificacio´, ha quedat d’aquesta forma.
La instal·lacio´ del client no ha estat sobre sobre diferents entorns. De moment s’ha
instal·lat el client del software a algunes ma`quines d’aquests. Aquesta tasca va
portar poc temps ja que despre´s de la realitzacio´ de les proves i de l’aprenentatge
del software, ja es sabia com instal·lar-lo i no va portar gaires problemes. Per tant,
es contara` un pressupost de: 35 hores * 40e/hora del te`cnic = 1400e.
Com a cost de manteniment, no es tindra` en compte ja que al no ser un client
intrusiu, no variara` el cost del manteniment de les ma`quines de l’actual a quan
estigui instal·lat el client.
Cost de la realitzacio´ de les comunicacions:
Per a aquesta tasca, es tenien en compte les hores de te`cnic, i sorgia un cost de
2800e ja que se li donava una durada de 70 hores. Actualment, aquesta tasca
tindra` un cost de 600e que e´s el que costen 15 hores del te`cnic, ja que despre´s
d’adquirir els coneixements, s’ha tardat molt menys en realitzar aquesta tasca.
Cost del tractament de les dades:
A aquesta tasca se li va assignar un pressupost de 2000e(50 hores) tot i que no es
tenia del tot clar quant es tardaria en realitzar-la. Actualment, i arribats al final
del projecte, se li assigna un pressupost de 120h * 40e/h. = 4800e. S’ha estimat
que ha tingut una durada de 120 hores durant aquestes vuit setmanes que ha durat
la tasca.
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Com a resultat doncs d’aquests canvis, la taula de pressupost real queda de al segu¨ent
forma:
Concepte e/h e/mes Mesos o Hores Cost total
Cost de les proves - - - 3543,23e
Ma`quines - 25.53 3 mesos 76.59e
Hores de te`cnic 40 - 83 hores 3320e
Cost del servidor ma`ster - - - 226,64e
Ma`quina - 73.32 2 mesos 146.64e.
Hores de te`cnic 40 - 2 hores 80e.
Instal·lacio´ del client i manteniment - - - 1400e
Instal·lacio´ del client als servidors 40 - 35 hores 1400e
Manteniment de les ma`quines - - - -
Cost de les comunicacions 40 - 15 hores 600e
Cost del tractament de dades 40 - 120 hores 4800e
Total 10450,48e
Taula 6.1: Pressupost final estimat
6.2.3 Viabilitat econo`mica
Aquesta variacio´ i augment entre el pressupost inicial i final, es degut a que no es pre-
veia que la tasca de tractament de dades pogue´s necessitar aquesta quantitat d’hores
que s’han emprat despre´s de fer tot el que s’ha aconseguit en aquest projecte.
Es te´ en compte que aquesta variacio´ no e´s positiva, ja que al final, surt un projecte de
preu me´s elevat de l’esperat. Tot i aquest optimisme al principi i aquesta variacio´, no es
creu que sigui prou alta com per a dir que aquest projecte ha estat una mala inversio´.
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6.3 Sostenibilitat
A continuacio´, es parlara` de les vessants social, econo`mica i ambiental que te´ aquest
projecte. Es donara` un punt de vista del projecte per a cadascuna de les vessants.
Per a la vessant social, es pot tenir en compte que, com s’ha explicat anteriorment, hi
ha altres universitats que estan interessades en tenir un sistema com aquest per a les
seves plataformes, ja que es creu que tenir-lo, fara` estalviar hores en consultar i trobar
informacio´ als servidors sobre esdeveniments que passen a la ma`quina. Aixo` pot donar
la possibilitat de, en un futur, possibles col·laboracions en un projecte com aquest en
altres universitats.
Sobre la vessant econo`mica, com s’ha plantejat durant tot el projecte, hi ha la finalitat
d’estalviar hores de te`cnic en la consulta i cerca pels logs de les ma`quines al moment
de trobar errors i amenaces als serveis i ma`quines, per tant, suposa un estalvi econo`mic
en el pla general de l’empresa.
Finalment, tenint en compte la dimensio´ ambiental, no e´s un projecte on es gastin molts
recursos ja que nome´s hi ha la creacio´ i manutencio´ d’una nova ma`quina. S’estima que
el rendiment de les ja existents no hauria d’augmentar en exce´s ja que el software que es
fa servir no e´s molt intrusiu, i per tant, no generara` un augment del rendiment. De les
ma`quines que es fan servir de prova, una s’ha destru¨ıt durant el projecte i l’altra encara
se li esta` donant un u´s real, per tant, no suposaran un cost elevat per a l’empresa, ja
que la manutencio´ d’aquesta no suposa un preu elevat a destacar. A me´s, destruir la
ma`quina no te´ cap cost i es pot fer en qualsevol moment, com que so´n virtuals no s’han
d’invertir hores d’extraccio´ de la ma`quina del CPD o canvi per una altra ma`quina.
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6.4 Llei i regulacions
Sobre aquest tema, dir que les regulacions que hi han d’haver, e´s que no es pugui extreu-
re informacio´ personal dels usuaris dels entorns on s’implementara` el sistema. Cla`usula
ja en compliment ja que al tenir acce´s a les ma`quines que contenen els serveis de la
UPC, les dades dels usuaris de la comunitat so´n accessibles, i no se’n pot treure benefici
d’aquestes dades.
Una llei a tenir en compte en aquest projecte e´s la Llei orga`nica 15/1999, de 13 de
desembre, de proteccio´ de dades de cara`cter personal (LOPD)[20].
L’article 1 d’aquesta llei defineix el seu objectiu de garantir i protegir en el context
de tractament de dades personals, les llibertats pu´bliques, els drets fonamentals de les
persones f´ısiques i el seu honor i intimitat personal i familiar.
En aquest cas, no e´s un tema dif´ıcil a tractar. Com que tota la informacio´ arriba
amb IP’s, ports i url, so´n els te`cnics que estiguin fent servir Splunk els que hauran
d’identificar aquest usurari, url... En aquest sentit, els treballadors ja saben que han de
complir amb aquesta llei i no utilitzar informacio´ dels usuaris fora de l’empresa, com
s’ha dit en el para`graf anterior.
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Cap´ıtol 7
Conclusions i treball futur
En aquesta seccio´ s’explicaran les conclusions extretes despre´s d’haver acabat els 4
mesos de projecte i tambe´, el treball futur que queda per fer.
7.1 Conclusions
El projecte s’ha desenvolupat per als serveis que ofereix UPCnet a la UPC, per tal de
poder economitzar en quant a hores de te`cnic i per millorar la qualitat del tractament
de dades que generen les ma`quines que tenen allotjats aquests serveis i poder gestionar
possibles amenaces i errors.
El software escollit ha estat Splunk, i s’ha implementat a diferents ma`quines per tal de
poder fer un tractament de dades adient per a aquest sistema pilot que s’ha muntat
durant el projecte.
Primer s’ha fet un estudi de mercat sobre els diferents software SIEM que hi ha disponi-
bles actualment, i s’ha escollit el que me´s s’adaptava a la finalitat del projecte. Despre´s
s’ha fet una planificacio´ per saber quant de temps portaria cada tasca a realitzar, per
tant, s’ha fet al mateix temps, una llista de tasques a realitzar explicades al cap´ıtol 3.
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A partir d’aqu´ı s’ha fet una especificacio´ de com e´s el sistema que es pretenia muntar
i de com funciona el software escollit. Per acabar, la implementacio´ esta` explicada en
base a l’especificacio´, extenent, a me´s a me´s, les parts me´s te`cniques del projecte.
Tot i que s’ha vist que la planificacio´ es va fer una estimacio´ erro`nea, s’ha acabat amb
el temps establert el que es tenia pensat aconseguir. La finalitat era muntar un sistema
pilot que funcione´s i amb un tractament de dades representatiu, tot com a mostra per a
valorar, amb exemples reals, quant d’u´til sera` tenir aquest sistema muntat i funcionant
a tots els serveis que proporciona l’empresa. Per tant, es pot dir que els objectius del
projecte s’han complet:
1. Escollir un client per implementar un sistema SIEM. Es volia escollir el client me´s
adient i que fos complert per poder fer una mostra de com u´til pot ser per als
serveis un SIEM. S’ha acosneguit trobar i implementar aquest sistema de forma
correcta.
2. Tenir una sistema pilot amb una mostra representativa. En finalitzar aquest pro-
jecte hi ha una mostra de com funciona i un petit tast del que es pot fer amb
aquest tipus de sistema.
3. S’ha aconseguit implementar aquest sistema en un entorn empresarial. El projecte
s’ha desenvolupat en el marc d’una empresa, s’han gestionat adequadament les
restriccions i s’ha sabut aprofitar les oportunitats.
Altres objectius del projecte so´n l’assoliment de les compete`ncies gene`riques en qualsevol
enginyeria:
1. Entorn empresarial. El fet de treballar en una empresa m’ha perme`s demostrar la
capacitat d’adaptacio´ a les restriccions que imposa un entorn industrial.
2. Treball en equip i comunicacio´ oral. Tot i que en aquest projecte no hi ha hagut un
equip espec´ıfic, s’ha hagut d’interactuar, en certs moments, amb gent de l’equip
del que formo part dins l’empresa. Aixo` m’ha perme´s assolir compromissos i
coordinar-me amb altra gent.
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3. Aprenentatge auto`nom i u´s solvent dels recursos d’informacio´. El fet d’utilitzar
tecnologies que no coneixia, com e´s el cas del SIEM i l’Splunk, ha fet que hagi
utilitzat diferents recursos per suplir les mancances pre`vies.
4. Tercera llengua. Tot i que el projecte no ha estat escrit i presentat en angle`s,
aquesta llengua ha estat molt present durant tot el projecte. La documentacio
d’Splunk esta` en aquest idioma aix´ı com tambe´ el fo`rum on hi ha preguntes i
respostes d’altra gent que esta` utilitzant aquest software i que poden ser u´tils si
surten dubtes semblants.
Tambe´, l’assoliment de les compete`ncies associades a l’itinerari de la meva especialitat
(teconologies de la informacio´):
1. Definir, planificar i gestionar la infraestructura TIC de l’organitzacio´. S’ha hagut
de definir, planificar i implementar el SIEM des de l’inici i amb poc coneixement
sobre el sistema i sobre l’Splunk per part dels membres de l’empresa. Aixo` ha fet
que assol´ıs un grau de compromı´s alt amb el desplegament d’aquesta tecnologia.
2. Garantir que els sistemes TIC d’una organitzacio´ funcionen de forma adequada,
so´n segurs i estan adequadament instal•lats, documentats, personalitzats, mantin-
guts, actualitzats i substitu¨ıts, i que les persones de l’organitzacio´ rebin un correcte
suport TIC. Referent a aquest projecte, com s’ha comentat, una de les tasques
e´s deixar una bona documentacio´ per a que els treballadors, puguin saber, si ho
necessiten, com esta` implementat i com utilitzar el sistema fins al nivell que s’ha
assolit. Hi estara` indicada tambe´ la web amb tots els manuals importants per a
apendre me´s sobre el seu funcionament.
3. Integrar tecnologies de hardware, software i comunicacions (i ser capac¸ de desen-
volupar solucions espec´ıfiques de software de sistemes) per a sistemes distribu¨ıts i
dispositius de computacio´ ubiqua. El projecte es basa, en la integracio´ d’aquesta
tecnologia, amb aixo` s’ha hagut de tenir en compte el hardware de les ma`quines,
instal·lacio´ del software i realitzacio´ de les comunicacions.
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7.2 Treball futur
Aqest projecte te´ un treball futur molt clar i rellevant.
Per una banda, quedara` ampliar l’aprenentatge sobre el llenguatge per a cerques i de les
grans possibilitats que te´ aquest software per al tractament de logs. Aix´ı com tambe´,
extendre’l, si es veu convenient per part de l’empresa, a altres serveis i entorns d’aquests
serveis, per tal de poder extreure’n tot el fruit a l’aplicacio´.
Per una altra banda, a part d’utilitzar-lo per a logs i altres fitxers de les ma`quines,
actualment a l’empresa s’hi estan fent canvis i apareixera` una nova rama anomenada
Big Data. Amb l’aprenentatge que s’ha dut a terme durants aquest temps de projecte,
s’ha pogut veure que l’Splunk e´s una eina potencialment u´til per al tractament i ana`lisi
de dades. No nome´s indexa i fa un tracte de dades de logs, si no de qualsevol fitxer en
general que es vulgui indexar, analitzar i consultar, per tant, aquesta podria ser una
eina a extendre me´s alla` de Backoffice i dels serveis, si es crea aquesta l´ınea, pot ser
una eina u´til tambe´ a tenir en compte i explotar en aquesta linea de treball.
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Ape`ndix A
Estructura del directoris i fitxers
A continuacio´ es mostrara` l’estructura dels directoris i s’explicaran breument els arxius
me´s importants quan s’instal·la el software.
Com s’ha esmentat anteriorment, el software, quan s’instal·la, crea la seva estructura
de directoris i fitxers a la carpeta /opt/splunk.
Dins d’aquest directori, trobem els segu¨ents fitxers i directoris, als directoris se’ls afegeix
els arxius rellevants que s’han utlitzat i/o s’han consultat durant el projecte:
• /bin
• /lib
• /share
• copyright.txt
• license-eula.txt
• /etc
• /openssl
• /var
• /include
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• README-splunk.txt
Els fitxers que hi han serveix per a la llice`ncia, el copyright i un arxiu README on
s’indica la versio´ de l’Splunk i webs interessants que poden ser u´tils.
Respecte als directoris, se’n fara` una explicacio´ de cadascun a continuacio´:
/bin
En aquest directori hi ha tots els scripts i executables necessaris per a la que
funcioni el software. E´s des d’aquest directori des d’on s’inicia l’Splunk, i en el cas
dels forwarders, des d’on s’executa l’script splunk, amb el qual se’ls hi diu als
forwarders que han d’actuar com a tal i quins fitxers ha d’enviar cap al ma`ster.
A continuacio´, una imatge amb els fitxers que s’hi pot trobar en aquest directori:
Figura A.1: Directori /bin
Alguns dels arxius a destacar dins d’aquest directori a banda del script esmentat
abans, so´n:
• splunkd: daemon que esta` actiu mentre es te´ el software funcionant.
• dbmanipulator.py: s’utilitza per afegir o esborrar bases de dades quan
l’Splunk esta` parat.
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• Arxius de certificacio´: tots els scripts que al nom contenen els cara`cters CERT
so´n srcipts utilitzats per al certificat i la llice`ncia del software.
/lib
Aquest directori conte´ totes les llibreries pro`pies que necessita aquest software.
A continuacio´, una imatge sobre el contingut del directori:
Figura A.2: Directori /lib
/share
En aquest directori es troba els arxius de configuracio´ per a compartir objectes,
camps o arxius entre les diverses aplicacions i/o diversos ma`sters si es tenen. En
aquest projecte no es dona aquest cas, igualment, en la imatge segu¨ent es pot veure
el que hi ha al directori /share i el que hi ha al directori /share/splunk.
Figura A.3: Directori /share
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/openssl
En aquest directori es troben els arxius necessaris per als certificats i per a activar
SSL per poder accedir a la web. A continuacio´ es mostra una imatge dels arxius
que conte´.
Figura A.4: Directori /openssl
/include
Inclou la configuracio´ de python necessa`ria per als scritps fets en python que hi ha
al directori /bin.
Figura A.5: Directori /iclude
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/var
Conte´ tots els arxius que poden e´sser modificats sovint. A part, tambe´ conte´ tots
els logs del propi sistema i la base de dades que genera el propi Splunk amb totes
les dades que rep de les ma`quines. Aquests arxius es troben al directori anomenat
defaultdb/db. A continuacio´ una imatge on es mostra el contingut del directori
/var i tambe´, el que contenen els seus directoris.
Figura A.6: Directori /var
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/etc
Conte´ tots els arxius de configuracio´ i tambe´ els certificats del propi sistema. Tambe´
es troben els directoris on es podria veure les configuracions de les aplicacions
addicionals si se’n instal•la alguna i informacio´ de la llice`ncia que es te´ activa i les
que s’han tingut actives si s’ha canviat en algun moment.
Figura A.7: Directori /etc
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Arxius importants:
A continuacio´, una llista dels arxius importants de configuracio´ que s’ha d’anar en
compte al moment de modificar-los. Es recomana fer una co`pia a un altre directori,
modificar-lo i despre´s passar-lo al directori que toqui i sempre, havent fet una co`pia de
l’arxiu que hi havia funcionant, per poder fer marxa enrere en qualsevol modificacio´.
• alert actions.conf: crear alertes.
• app.conf: configuracio´ de les aplicacions.
• audit.conf: configurar l’auditoria i hasejar els esdeveniments.
• authentication.conf: Canvi entre l’autenticacio´ de Splunk incorporat o
LDAP i configurar LDAP.
• authorize.conf: configurar rols, incloent accessos granulars.
• commands.conf: connecta ordres de cerca en qualsevol script de cerca persona-
litzada.
• crawl.conf: configura el rastreig per trobar noves fonts de dades.
• default.meta.conf: Template que s’utilitza per a crear arxius de metadades
per a un aplicacio´.
• deploymentclient.conf: especifica el comportament dels clients del deploy-
ment server (servidor on es fa la implementacio´ del software).
• distsearch.conf: especifica el comportament de les cerques distribu¨ıdes.
• eventdiscoverer.conf: estableix terme sa ignorar del typelearner.
• event renderers.conf: configurar les propietats del event-rendering
• eventtypes.conf: crea les definicions dels event types.
• fields.conf: crea camps multivalors i afegeix la capacitat d’indexar camps.
• indexes.conf: gestiona i configura les propietats dels ı´ndex.
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• inputs.conf: configurar les entrades de dades
• instance.cfg.conf: designar i administrar la configuracio´ d’insta`ncies es-
pec´ıfiques d’Splunk. Aixo` pot ser u´til, per exemple, quan la identificacio´ dels
forwarders per recerques internes.
• limits.conf: configurar diversos l´ımits (com la mida ma`xima resultant o cer-
ques en temps real concurrents) per les ordres de cerca.
• literals.conf: personalitzar el text, com ara cadenes d’error de cerca, que es
mostren en la Web d’Splunk.
• macros.conf: crear i utilitzar macros per a les cerques.
• multikv.conf: configura regles d’extraccio´ per a esdeveniments com ps, netstat,
ls...
• outputs.conf: configurar el comportament dels forwarders.
• pdf server.conf: configurar l’Splunk PDF Server. L’aplicacio´ PDF server esta`
desfasada en Splunk Enterprise 6.0. La funcio´ es va eliminar en Splunk Enterprise
6.2.
• procmon-filters.conf: monitoreig del processament de les dades a Windows.
• props.conf: establir les configuracions pro`pies dels indexadors, inclosos la di-
fere`ncia de zona hora`ria, les regles de tipus de codi personalitzat i les prioritats
del patro´ de col·lisio´.
• pubsub.conf: definir un client personalitzat al deployment server.
• restmap.conf: crear punts finals REST personalitzats.
• savedsearches.conf: definir els informes ordinaris, els informes programats i
les alertes. Es guarda la configuracio´ dels objectes creats.
• searchbnf.conf: configureu l’assistent de cerca.
• segmenters.conf: configura la segmentacio´.
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• server.conf: habilitar l’SSL per al back-end de Splunk (comunicacions entre
Splunkd i Splunk web) i especificar les ubicacions de la certificacio´.
• serverclass.conf: definir classes del deployment server per a utilitzar-les amb
aquest servidor.
• serverclass.seed.xml.conf: configurar com afegir aplicacions a un client
de deployment al temps d’inici (En angle`s, Configure how to seed a deployment
client with apps at start-up time.).
• source-classifier.conf: termes que s’han d’ignorar (per exemple dades
sensibles) al moment de crear un tipus de font.
• sourcetypes.conf: arxiu que emmagatzema regles d’aprenentatge de tipus
font generada per la ma`quina.
• tags.conf: configurar etiquetes per als camps.
• tenants.conf: configura desplegaments en entorns multi-tenant (en desu´s).
• times.conf: definir rangs de temps personalitzats per al utilitzar-los en el mo-
ment de fer cerques.
• transactiontypes.conf: afegir tipus de transaccio´ addicionals per a quan es
facin cerques de transaccions.
• transforms.conf: configurar transformacions d’expressions regulars que s’han
de fer en les entrades de dades. S’utilitza en conjunt amb l’arxiu props.conf.
• user-seed.conf: establir un usuari i contrasenya per defecte.
• viewstates.conf: configurar vistes UI (com gra`fics) en Splunk.
• web.conf: configurar la web d’Splunk, per a activar HTTPS.
• wmi.conf: configurar el Windows Management Instrumentation (WMI) per a
les entrades de dades.
• workflow actions.conf: configura accions de flux de treball.
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Tot i que hi ha alguns arxius obsolets, e´s possible que es trobin quan s’instal·la
Splunk tot i que no es fan servir. Tambe´ es poden trobar en versions antigues del
software.
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