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Abstract
In recent years, good algorithms have been developed for finding the zeros of trigonometric polynomials and of ordinary
polynomials when written in the form of a truncated Chebyshev polynomial or Legendre polynomial series. In each case, the roots
can be found from the eigenvalues of a generalized Frobenius companion matrix whose elements are trivial functions of the Fourier
coefficients or Chebyshev coefficients. However, the QR method for computing the companion matrix eigenvalues has a cost that
grows proportionally to N3 where N is the polynomial degree. (By exploiting the special structure of the companion matrices, the
cost can be reduced to O(N2), but only for large N .) Here, we show that if the polynomial has definite parity, such as a trigonometric
polynomial composed only of cosines or a polynomial that is a sum only of Chebyshev polynomials of odd degree, one can exploit
these symmetries to halve the size of the problem. This reduces costs in the companion matrix method by a factor ranging between
four and eight. For trigonometric polynomials, we give transformations that dramatically reduce costs even if the roots are found
by an algorithm other than the companion matrix procedure. We further give reductions for trigonometric polynomials with double
parity symmetries which save a factor of sixteen to a factor of sixty-four in the companion matrix algorithm. Special functions such
as spherical harmonics, Mathieu functions, prolate spheroidal wavefunctions and Hough functions, all represented by truncated
Fourier series with double parity, are a rich source of applications.
c© 2007 Elsevier Ltd. All rights reserved.
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1. Introduction
The literature on finding the roots of a polynomial is vast. In applications, however, polynomials often arise in the
form of truncated Chebyshev series. For example, Chebyshev spectral methods compute an approximate solution to
a differential or integral equation in the form of a polynomial that is written as a sum of Chebyshev polynomials [1].
Since eighteen books devoted entirely to Chebyshev, Legendre and Fourier spectral methods have already been
published as catalogued in [2], it is obviously important to find the roots of truncated spectral series. Not only are
the zeros of the solutions often of interest themselves, but the problem of finding the maximum or minimum or
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inflection points of a function f (x) is really a problem in rootfinding: these points are all zeros of either the first or
second derivative of f (x). It is trivial through recurrences to obtain the Chebyshev coefficients of the derivatives of
f (x) from those of f (x) itself.
In addition, Boyd [3,4] showed that a good strategy for finding the real roots of a transcendental function on an
interval is to expand the function f (x) as a Chebyshev series and then find the zeros of the truncated Chebyshev
series. This is very effective, but only if the reliability of black box rootfinders for polynomials in the usual monomial
form can somehow be extended to polynomials in truncated Chebyshev series form.
One obvious strategy is to convert a polynomial in Chebyshev form into an ordinary polynomial and then apply
a standard polynomial-in-powers-of-x rootfinder. Unfortunately, the condition number for this conversion grows as
(1+√2)N , which means that this strategy is successful only for rather small N where N is the polynomial degree. A
better strategy is to directly form the Chebyshev companion matrix from the Chebyshev coefficients and then compute
the eigenvalues of the matrix, which are also the roots of the polynomial [5–9].
As discussed in [8,10], the companion matrix/QR algorithm is extremely stable and well-conditioned, provided
only the that matrix is “balanced” before the QR iterations begin. (This is automatic in Matlab and most other software
libraries.) The only drawback is cost: the number of floating point operations is O(10N 3) in the Chebyshev case.
In applications, one often encounters functions which are symmetric with respect to x = 0, that is f (x) = f (−x),
or functions that are antisymmetric such that f (x) = − f (−x). For such functions of “definite parity”, the Chebyshev,
Legendre, Hermite, Gegenbauer and Fourier series through degree N then contain only half as many non-zero terms
as a general series of the same degree. The cost of finding the roots of such symmetric or antisymmetric polynomials
can be reduced by a factor of eight by special methods that yield companion matrices or reduced problems with half
the size of the general case.
Boyd and Gally [10] developed a parity-exploiting reduction for Chebyshev polynomials which is briefly reviewed
without proofs below. Our first goal here is to give a similar treatment for general orthogonal polynomials. Our second
goal is to do the same to trigonometric polynomials. We shall not only discuss cosine and sine polynomials, but in
Section 6 will analyze the four special classes of polynomials which include, for example, only the even cosines or
the odd sines, and thus have definite parity with respect to both x = 0 and x = pi/2.
As a byblow of these developments, we give recursions for dividing a Fourier series or orthogonal polynomial
series by x . This is used to reduce functions of odd parity (i.e., antisymmetric with respect to the origin) to even
functions. Also, we give recursion relations for computing the orthogonal polynomials themselves that are parity-
respecting, and connect only polynomials of the same parity. When only orthogonal polynomials of even or odd
degree is needed, these recursions are more efficient than the usual three-term recurrences given in textbooks because
the parity-respecting recursions do not wastefully compute polynomials of the other parity.
It should be noted that faster O(N 2) eigensolving routines that exploit the special sparse structure of orthogonal
polynomial and trigonometric companion matrices have been developed as research codes [11]. However, in practice
most users will observe an O(N 3) cost of the QR algorithm for an N × N matrix anyway for two reasons. First,
these new methods are not yet incorporated into popular software libraries. Second, these algorithms have rather large
proportionality constants in front of the N 2, and therefore are not significantly faster than the standard QR scheme
except for rather large N . A further discussion of these issues is sufficiently complex to warrant a separate paper, and
will not be pursued further here. Note, though, that the parity reduction still produces savings of a factor of four even
with the new faster QR algorithms.
To motivate these parity-exploiting algorithms, we discuss several classes of special functions with parity
symmetries in the next section.
2. Special functions with parity
The following classes of special functions all may be approximated to arbitrary precision by a truncated Fourier
series with double parity symmetries:
(1) associated Legendre functions;
(2) prolate spheroidal functions;
(3) Hough functions;
(4) Mathieu functions.
338 J.P. Boyd / Computers and Mathematics with Applications 54 (2007) 336–349
The associate Legendre functions of integer order are the latitudinal factor of the spherical harmonics, which are the
eigenfunctions of the Laplace operator on the surface of a sphere. These functions are widely used in geophysics,
geodesy, and many other areas as reviewed in Chapter 18 of [1]. The associated Legendre functions Pmn (θ) are a
different set of basis functions for each superscriptm. Whenm is even, the functions can be expanded as a cosine series
in colatitude θ ; when m is odd, as a sine series. However, because the eigenfunctions are symmetric or antisymmetric
with respect to the equator, it always suffices to use a Fourier series with double parity, such as one composed only of
cos(2nθ) where n is an integer, to represent each mode.
The prolate functions are the generalizations of associated Legendre functions to the surface of a prolate spheroid.
These functions are useful to model scattering from raindrops and as approximations to Rossby waves in meteorology.
The Hough functions are the eigenfunctions of the trio of equations known collectively as Laplace’s tidal equations.
Their role in geophysics is described in the well-known book on atmospheric tides by Chapman and Lindzen [12,13].
Mathieu functions solve the Helmholtz equation in an elliptical coordinate; their many applications are described
in the book by McLachlan [14]. We shall do an example later in this article.
Spherical harmonics, prolate functions and Mathieu functions rate separate chapters in the NBS Handbook of
Mathematical Functions [15]. Hough functions have been omitted both from this book and its online successor, but
this omission cannot dim their great importance in meteorology and oceanography
It is impossible to catalogue all problems with parity or even double parity. These four classes of functions, all
with long histories, show that the problem of finding the roots of trigonometric polynomials with parity with respect
to both the origin and pi/2 has a long history and broad scope.
3. Chebyshev series with parity
Theorem 1 (Companion Matrix for Sum of Even Degree Polynomials). Define
S(x) ≡
N∑
j=0
a jT2 j (x) (1)
and the unsymmetric polynomial of half the degree and the same coefficients,
σ(y) ≡
N∑
j=0
a jT j (y). (2)
Then the roots of S(x) are given in terms of the roots y j of σ(y) by
x j = ± cos
(
1
2
arccos(y j )
)
, j = 1, 2, . . . , N . (3)
(Note that the symmetric polynomial S has twice as many roots as σ(y).) This formula is valid both for roots on the
interval x ∈ [−1, 1] and for roots off this interval.
An odd polynomial in Chebyshev form can always be converted into one of even parity (and lower degree) by
applying the following lemma.
Lemma 1 (Chebyshev Division-by-x). Let
A(x) =
N∑
j=0
a jT2 j+1(x) (4)
and
S(x) = A(x)
x
=
N∑
j=0
b jT2 j (x). (5)
Then the coefficients of the symmetric polynomial S(x) can be computed by
bN = 2aN (6)
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followed by the recurrence
b j = 2a j − b j+1, j = 1, . . . , N − 1 (7)
and
b0 = a0 − (1/2)b1. (8)
Proved in [10].
It is easy to show that an error  in an a j is propagated, without amplification, through all lower b j to produce a
maximum error no larger than j. Thus, the Chebyshev Division-by-x algorithm is numerically stable.
Theorem 2 (Companion Matrix for Sum of Odd Degree Polynomials). Define
A(x) ≡
N∑
j=0
a jT2 j+1(x). (9)
Apply the recursion of the lemma to obtain
S(x) = A(x)
x
=
N∑
j=0
b jT2 j (x). (10)
Define, exactly as in the previous theorem, the unsymmetric polynomial of half the degree and the same coefficients,
σ(y) ≡
N∑
j=0
b jT j (y). (11)
Then the roots of S(x) are given in terms of the roots y j of σ(y) by
x = 0,± cos
(
1
2
arccos(y j )
)
, j = 1, 2, . . . , N . (12)
This formula is valid both for roots on the interval x ∈ [−1, 1] and for roots off this interval.
4. Companion matrices for general orthogonal polynomials with parity
To find a parity-exploiting rootfinder for series of other kinds of orthogonal polynomials, we need a couple of
lemmas.
Lemma 2 (General Polynomials). If a set of polynomials ψn(z) satisfy a three-term recurrence relation such that
zψn = B(n)ψn+1 + D(n)ψn + E(n)ψn−1 (13)
then the zeros of the polynomial
fN (z) ≡
N∑
j=0
s jψ j (z) (14)
are the eigenvalues of the companion matrix with elements
Q jk =
D(0)δ1k + B(0)δ1,k−1, j = 1E( j − 1)δ j,k+1 + D( j − 1)δ jk + B( j − 1)δ j,k−1, j = 2, . . . , (N − 1)−B(N − 1)sk−1/sN + E(N − 1)δN−1,k + D(N − 1)δNk, j = N (15)
[8,9].
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For a quartic polynomial, for example, the companion matrix is∣∣∣∣∣∣∣∣∣
D(0) B(0) 0 0
E(1) D(1) B(1) 0
0 E(2) D(2) B(2)
−B(3)s0
s4
−B(3)s1
s4
−B(3)s2
s4
+ E(3) −B(3)s3
s4
+ D(3)
∣∣∣∣∣∣∣∣∣ . (16)
From the standard recursion relations for orthogonal polynomials, which connect polynomials of both even and
odd parity, one can always derive a modified recursion that involves only polynomials whose degrees differ by two
and whose parities are all the same. When solving a differential equation whose solution is known to have even parity,
it is wasteful to compute the even degree polynomials by computing the odd polynomials, too; the recursion in the
next lemma is more efficient.
Lemma 3 (Recursion for Even Polynomials Only). Suppose the φn(x) are a set of orthogonal polynomials with a
three-term recursion such that
xφn = µ(n)φn+1 + ν(n)φn−1. (17)
(This is of simpler form than in the previous lemma, but recall that a recursion of this form exists for all the standard
classes of orthogonal polynomials as catalogued in Appendix A of [1] or in [15].) Then
φn+2 = 1
µ(n)µ(n + 1) x
2φn − 1
µ(n + 1)
{
ν(n)
µ(n)
µ(n − 1)+ ν(n + 1)
}
φn − ν(n)ν(n − 1)
µ(n + 1)µ(n)φn−2. (18)
For the even degree polynomials, we make the notational change n → 2n and then the same recursion can be written
equivalently as
x2φ2n = B(n)φ2n+2 + D(n)φ2n + E(n)φ2n−2 (19)
where
B(n) ≡ µ(2n)µ(2n + 1), D(n) ≡ ν(2n)µ(2n − 1)+ ν(2n + 1)µ(2n),
E(n) ≡ ν(2n)ν(2n − 1). (20)
Proof. Elimination of the odd polynomials from the recursion formula for three adjacent values of n. 
Theorem 3 (Companion Matrix for Even Parity). Introducing the new coordinate
z ≡ x2 (21)
define polynomials in z which are related to the symmetric members of a set of orthogonal polynomials by
ψn(z) ≡ φ2n(x). (22)
Write the parity-preserving recursion of the previous lemma as
zψn = B(n)ψn+1 + D(n)ψn + E(n)ψn−1 (23)
then the roots of the polynomial
fN (x) ≡
N∑
j=0
s jψ j (x) (24)
are the eigenvalues of the companion matrix with elements
Q jk =
D(0)δ1k + B(0)δ1,k−1, j = 1E( j − 1)δ j,k+1 + D( j − 1)δ jk + B( j − 1)δ j,k−1, j = 2, . . . , (N − 1)−B(N − 1)sk−1/sN + E(N − 1)δN−1,k + D(N − 1)δNk, j = N (25)
where δ jk is the usual Kronecker delta.
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Proof. Application of the two previous lemmas.
To deal with polynomials of odd parity, we employ a two-step procedure. The first is to use the recursion described
in the following lemma to divide the odd polynomial by x and express the result as a series of polynomials of
even degree only. The second step is to apply the previous theorem and append the trivial root zero to the roots
of fN (x)/x . 
Lemma 4 (Division-by-x). Let
A(x) =
N∑
j=0
a jφ2 j+1(x) (26)
and
S(x) = A(x)
x
=
N∑
j=0
b jφ2 j (x) (27)
where the φ j satisfy a recurrence relation that can be put in the form
xφn = µ(n)φn+1 + ν(n)φn−1. (28)
Then the coefficients of the symmetric polynomial S(x) can be computed by
bN = aN/µ(2N ) (29)
b j = 1
µ(2 j)
{a j − ν(2 j + 2)b j+1}, j = N − 1, . . . , 0. (30)
Proof. Insertion of the recurrence into the equation
xS(x) = A(x) =
N∑
j=0
b j xφ2 j (x) (31)
and matching terms in the φ2 j−1(x). 
To apply the theorems above to different species of orthogonal polynomials, it is necessary only to insert the
appropriate recursion relations.
4.1. A Chebyshev alternative
Instead of working through these recurrences, a simple but effective strategy is to evaluate fN (x) at the usual
N + 1 Chebyshev interpolation points and perform a matrix–vector multiply or a fast cosine transform to recast fN as
a polynomial in Chebyshev form. One can then apply the simpler Boyd–Gally formulas given above.
4.2. The half-interval expansion alternative
A function which is symmetric with respect to x = 0 be expanded either in even Chebyshev polynomials on the
entire interval, x ∈ [−1, 1], or as a series of shifted Chebyshev polynomials T ∗n (x) ≡ Tn(2x − 1) on the half-interval,
that is,
f (x) =
∞∑
n=0
a2nT2n(x) =
∞∑
n=0
bnT ∗n (x), x ∈ [0, 1]. (32)
Odd functions have a similar expansion in T ∗n (x). One can obviously find the roots on the full interval by finding
the roots r j on the half-interval using the standard Chebyshev–Frobenius method in the variable y ≡ 2x − 1 and
converting the roots from y to x ; the roots on x ∈ [−1, 0] are just −r j .
In general, there is no advantage to doing this because to achieve the same accuracy, roughly the same number of
terms are needed in both approaches. If f (x) has singularities slightly off the real axis near x = 0, but not elsewhere,
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then the half-interval Chebyshev series in T ∗n (x) converges most rapidly because the singularities are near an endpoint
of the half-interval, and Chebyshev series cope best with singularities when these are near the endpoints as explained
in Chapter 2 of the author’s book [1]. When the singularities are near x = ±1/2, the full interval expansion is a little
better. One rarely knows enough about the behavior of a function in the complex plane to predict a priori which of
these alternatives will be realized.
Similarly, a symmetric function on the infinite interval can be expanded either as a series of even Hermite functions
on x ∈ [−∞,∞] or as a series of Laguerre functions on the semi-infinite interval, x ∈ [0,∞]. We shall not attempt to
catalogue all the possibilities because our philosophy is that the user should first find the most efficient or convenient
orthogonal polynomial representation, and then the theorems of this article and [5] provide the best way to find the
roots of whatever polynomial series is best.
The half-interval alternative is not attractive for trigonometric series because a periodic function, when restricted
to a half-interval, is generally not periodic on the half-interval. One could switch to a Chebyshev series for the half-
interval expansion, but trigonometric series are markedly superior to Chebyshev series for approximating periodic
functions as explained in Chapter 2 of [1].
5. Cosine and sine polynomials
The companion matrix for a general Fourier series, obtained through the transform z = exp(it), has complex-
valued elements. The cost is O(500N 3) for a polynomial of 2N + 1 terms, in part because of all the complex
arithmetic [5].
For the special case of a cosine or sine polynomial, one can use companion matrix ideas to obtain a much cheaper
algorithm (O(12N 3))that requires working with real-valued matrix elements only.
Theorem 4 (Cosine and Sine Fourier Series). [COSINE CASE] Let S(t) denote the cosine polynomial
S(t) ≡
N∑
j=0
a j cos( j t). (33)
Define the associated ordinary polynomial ξ(x) by
ξ(x) ≡
N∑
j=0
a jT j (x) (34)
where the T j are the usual Chebyshev polynomials. Then:
(1)
S(t) = ξ(cos(t)). (35)
(2) S(t) has a maximum of N distinct zeros on the interval t ∈ [0, pi].
(3) The roots of S(t) are the set tk,m where
tk,m = ± arccos(xk)+ 2pim, k = 1, 2, . . . , N ; m = any integer (36)
where the xk are the zeros of ξ(x). Only xk ∈ [−1, 1] give real-valued roots of the cosine polynomial in t ∈ [0, pi].
(4) The multiplicities of the roots of S(t) are the same as the multiplicities of the corresponding roots of ξ(x) except
when one of these roots coincides with an endpoint. If ξ(x) has a zero of multiplicity k at x = 1, then S(t) will
have a root of multiplicity 2k at t = 0. If ξ(x) has a zero of multiplicity k at x = −1, then S(t) will have a root
of multiplicity 2k at t = pi .
(5) If Nmult is the sum of the multiplicities of the roots on t ∈ [0, pi] and kpi and k0 are the multiplicities of the roots,
if any, at t = pi and t = 0, then
Nmult ≤ N + kpi + k0 ≤ 2N . (37)
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(6) The roots x j of ξ(x) are the eigenvalues of the N × N matrix whose matrix elements are C jk where, with δ jk as
the usual Kronecker delta function,
C1k = δ2,k, k = 1, 2, . . . , N (38)
C jk = (1/2)δ j−1,k + (1/2)δ j+1,k, j = 2, . . . , (N − 1), k = 1, . . . , N (39)
CNk = −ak−12aN + (1/2)δN−1,k, k = 1, . . . , N . (40)
[SINE CASE] Similarly, let A(x) denote the sine polynomial
A(t) ≡
N+1∑
j=1
b j sin( j t). (41)
(Note that this is a Fourier polynomial of degree 2N +2, not 2N.) Define the associated ordinary polynomial χ(x) by
χ(x) ≡
N+1∑
j=1
b jU j−1(x) (42)
where the U j (x) are the Chebyshev polynomials of the second kind [16,17].
Then it follows:
(1)
A(t)
sin(t)
= χ(cos(t)). (43)
(2) A(t) has a maximum of (N + 2) distinct zeros on the interval t ∈ [0, pi].
(3) The roots of A(t) are the set
tk,m = {0, pi,± arccos(xk)} + 2pim, k = 1, 2, . . . , N , m = any integer (44)
where the xk are the zeros of χ(x). Only xk ∈ [−1, 1] give real-valued roots of the sine polynomial on t ∈ [0, pi].
(4) The multiplicities of the roots of A(t) are the same as the multiplicities of the corresponding roots of χ(x) except
when one of these roots coincides with an endpoint. If χ(x) has a zero of multiplicity k at x = 1, then A(t) will
have a root of multiplicity (2k + 1) at t = 0. If χ(x) has a zero of multiplicity k at x = −1, then A(t) will have a
root of multiplicity (2k + 1) at t = pi .
(5) If Nmult is the number of roots counted according to their multiplicity on t ∈ [0, pi] and kpi and k0 is the
multiplicity of the roots, if any, at t = pi and t = 0, then
Nmult ≤ N + kpi + k0 + 2 ≤ 2N + 2. (45)
(6) The roots x j of χ(x) are the eigenvalues of the N × N matrix whose matrix elements are
CU1k = (1/2)δ2,k, k = 1, 2, . . . , N (46)
CUjk = (1/2)δ j−1,k + (1/2)δ j+1,k, j = 2, . . . , (N − 1), k = 1, . . . , N (47)
CUNk = −
bk
2bN+1
+ (1/2)δN−1,k, k = 1, . . . , N . (48)
(The elements are identical to those of the companion matrix for Chebyshev polynomials of the first kind except
for the replacement of one by a half in the first row and the replacement of a j by b j+1 in the last row.)
Proof. Because of the identity T j (cos(t)) = cos( j t) for all j and t [1,18,19], it follows that
S(arccos(x)) ≡
N∑
j=0
a jT j (x). (49)
In words, a Fourier cosine series is transformed into a Chebyshev polynomial series with the same coefficients by the
change of coordinate cos(t) = x . It then follows that the roots of the Chebyshev series for x ∈ [−1, 1] are mapped
into the roots of the cosine series on the corresponding interval t ∈ [0, pi].
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Under the same change of coordinate, U j (cos(t)) = sin([ j + 1]t)/ sin(t) for all j and t . Therefore,
A(arccos(x))
sin(arccos(x))
≡
N+1∑
j=1
b jU j−1(x). (50)
The second proposition on the maximum number of distinct roots on t ∈ [0, pi] follows from the Fundamental
Theorem of Algebra, which asserts that an ordinary polynomial of degree N may have at most N roots. In the sine
case, one must add the roots at t = 0 and t = pi since a sine polynomial is always zero at these points.
The third proposition follows by using the mapping x = cos(t) to map the roots of the associated polynomial to
those of the trigonometric polynomial. Because S(t) = S(−t) for all t due to the symmetry of cos(t) with respect to
t = 0, it follows that if t j is a root, then so is −t j . Similarly, the antisymmetry of A(t) implies that the negative of
every root is also a root.
The fourth proposition on the multiplicity of roots at the endpoints follows from Taylor expanding (1 − cos(t))m
about t = 0 and observing that the leading term is t2m , and similarly for the other endpoint.
The fifth proposition follows from the work of Barnett [9], Day and Romero [8] and Stetter [20] who have shown
how to derive the companion matrix for any orthogonal polynomial basis. 
The algorithm that follows from this procedure is straightforward: form the companion matrix directly from the
coefficients of either the cosine or sine polynomial, compute the eigenvalues, and then apply the mapping x = cos(t)
to transform the roots in x to the trigonometric argument t .
The cost-saving over the method for general Fourier series is twofold. First, if the coefficients a j and b j are real-
valued, then the companion matrices will be real-valued. This, alas, is not true for general case where the companion
matrix is always complex-valued except for the special case of a cosine series. Second, the size of the companion
matrix is N × N instead of (2N ) × (2N ). The result is that the cost is roughly O(12N 3) instead of O(500N 3), a
savings of about a factor of forty! (A factor of eight results from halving the size of the matrix; another factor of five
arises from replacing complex matrix elements with real elements.) Thus, to find the roots of a cosine or sine series, it
is strongly recommended that one use the Chebyshev methods instead of the general Fourier series algorithm.
6. Trigonometric polynomials with double symmetries
In applications, it is common to encounter Fourier series that have definite parity with respect to both t = 0 and
t = pi/2 [1], as for the Mathieu functions discussed in the next section. It would take us too far afield to explain why
such symmetries arise and how they can be identified in applications, but this is provided in Chapter 8 of [1]. Suffice
it to say that such symmetries are not particularly rare, even in such unlikely settings as computational turbulence
modelling [1].
When the doubly symmetric polynomials are even polynomials, one can merely change variable to y = 2t , and
can apply the earlier algorithms as follows.
Theorem 5 (Even Cosine and Even Sine Polynomials). Suppose
f (t) ≡
N∑
j=0
a j cos(2 j t), g(t) ≡
N+1∑
j=1
b j sin(2 j t). (51)
Define the associated polynomials
ξ(x) ≡
N∑
j=0
a jT j (x), χ(x) ≡
N+1∑
j=1
b jU j−1(x). (52)
Apply the methods of Section 5 to compute the roots ξk and χk of the associated polynomials, respectively. Then the
roots of f (t) are
tk,m = ±12arccos(ξk)+ pim, k = 1, 2, . . . N ; m = any integer (53)
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and similarly the roots of the even sine polynomial g(t) are
tk,m = 12 {0, pi,±arccos(χk)} + pim, k = 1, 2, . . . , N m = any integer. (54)
The following lemmas allow one to extend the analysis for even cosine and even sine polynomials to odd cosine
polynomials and odd sine polynomials.
Lemma 5 (Dividing Odd Cosines by cos(t)). Define
α(t) =
N∑
j=0
a j cos([2 j + 1]t) (55)
σ(t) = α(t)
cos(t)
=
N∑
j=0
c j cos(2 j t). (56)
Then the coefficients of the symmetric polynomial σ(t) can be computed by
cN = 2aN (57)
followed by the recurrence
c j = 2a j − c j+1, j = 1, . . . , N − 1 (58)
and
c0 = a0 − (1/2)c1. (59)
Proof. Trigonometric identities for the product of two cosines. 
Lemma 6 (Dividing Odd Sines by sin(t)).
β(t) =
N∑
j=0
b j sin([2 j + 1]t) (60)
and
τ(t) = β(t)
sin(t)
=
N∑
j=0
d j cos(2 j t). (61)
Then the coefficients of the symmetric polynomial τ(x) can be computed by
dN = 2bN (62)
followed by the recurrence
d j = 2b j + d j+1, j = 1, . . . , N − 1 (63)
d0 = b0 + (1/2)b1. (64)
Proof. Trigonometric identities for the product of a cosine with a sine. 
Theorem 6 (Roots of Odd Cosine and Odd Sine Polynomials).
(1) If α(t) is a sum of odd cosines only,
α(t) =
N∑
j=0
a j cos([2 j + 1]t) (65)
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then its roots are the union of the roots of cos(t) plus the roots of
σ(t) = α(t)
cos(t)
=
N∑
j=0
c j cos(2 j t) (66)
where σ is computed from α through Lemma 5.
(2) If β(t) is a sum of odd sines only,
β(t) =
N∑
j=0
b j sin([2 j + 1]t) (67)
then its roots are the union of the roots of sin(t) plus the roots of
τ(t) = β(t)
sin(t)
=
N∑
j=0
d j cos(2 j t) (68)
where τ is computed from β by Lemma 6.
Proof. Follows trivially from that of the lemmas. 
7. Numerical example: Mathieu functions
The Mathieu functions are the eigenfunctions of the differential equation
ut t + {λ+ q cos(2t)}u = 0 (69)
where q ≥ 0 is a constant parameter and λ is the eigenvalue, subject to the boundary conditions that u(t) = u(t+2pi).
They arise in a wide variety of physical and engineering applications [14,21,22] and are sufficiently important
to warrant an entire chapter in [15]. It is easy to numerically calculate the Mathieu functions through a Fourier
pseudospectral method: the eigenfunctions of the discretized differential equation are the Fourier coefficients for a
given eigenmode.
The Mathieu eigenfunctions fall into the four symmetry classes discussed in Section 6. Thus, the lowest odd sine
mode for q = 10 is given by
se1(t, 10) = 0.746 sin(t)+ sin(3t)+ 0.394 sin(5t)+ 0.0784 sin(7t)+ · · · . (70)
For this mode, for any q , all the even sines and all cosines have zero coefficients.
When the Mathieu functions are approximated by Fourier series, it follows that finding the roots of the Mathieu
functions is a problem of trigonometric rootfinding. However, to apply a method for a general trigonometric
polynomial is foolish: one would be forced to find the roots of a polynomial of degree 4N when the Mathieu series has
only N non-zero coefficients. One can reduce the cost by several orders of magnitude by using the special methods of
Section 6.
Fig. 1 shows an instructive example in which the Mathieu parameter q and the eigenmode were chosen arbitrarily.
The eigenproblem was solved using 60 odd sines; this was sufficiently large that the coefficients descend to a level,
marked “roundoff plateau”, and then flatten out. This level is roughly machine epsilon times the largest Fourier
coefficient. It is seemingly worrisome that the last ten Fourier coefficients are essentially random numbers. (Recall that
the double-symmetry methods use the routines for pure cosine or pure sine polynomials, and these in turn compute
Chebyshev companion matrices in which every element in the last row is divided by the highest coefficient — one of
those random numbers.) The bottom panel shows, however, that the errors in the roots are actually extremely small:
the maximum error in the “double-symmetry” method is only 4.2× 10−14!
For comparison, we also computed the roots using the sines-only method of Theorem 4, which required a
companion matrix that was 120× 120, and also the general trigonometric method of [5], which required a companion
matrix of size 240 × 240 for a Fourier series with only 60 non-zero coefficients. The largest difference from the
double-symmetry-exploiting algorithm was only 1.8 × 10−14! Thus, there is a huge efficiency penalty, but only a
negligible accuracy cost, for using methods that do not fully exploit available symmetries.
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Fig. 1. Upper left: the odd sine coefficients of the eleventh eigenfunction of Mathieu’s equation for the parameter q = 1000 and for the symmetry
class which is antisymmetric about t = 0 and symmetric with respect to t = pi/2. Upper right: a graph of the mode on a quarter of the periodicity
interval. Lower panel: errors using the double-symmetry-exploiting method versus root location.
Fig. 2. Upper left: the odd sine coefficients of the eleventh eigenfunction of Mathieu’s equation for the parameter q = 1000 and for the symmetry
class which is antisymmetric about both t = 0 and t = pi/2. Upper right and lower right: graphs of the mode on half of the periodicity interval with
a linear (top) and logarithmic scale (bottom). Lower left: errors using the double-symmetry-exploiting method versus root location.
We repeated these calculations for various modes with various N and all four of the symmetry classes, but the
results are too similar to those in the figure to be worth repeating with one exception. Fig. 2 is almost identical to the
previous figure except that the mode is now composed of even sine functions: {sin(2t), sin(4t), sin(6t), . . .}. Because
all the even sine functions have zeros at t = pi/2, the same is true of the Mathieu function. However, the logarithmic
plot of |se2(t; 1000)| shows that the amplitude decays exponentially fast as the zero is approached, as can be seen
from the Hermite function asymptotic approximations to the Mathieu function [15], so that the mode is smaller than
10−8 over a substantial interval around the root. This creates a problem of “dynamic range”, to borrow a term from
photography: the absolute Fourier series errors are roughly 10−15 over the whole interval, but because the Mathieu
function is exponentially small around the root at t = pi/2, the relative error in the Fourier series is around 10−8. As
a result, the absolute error for this root is the “outlier” visible in the lower left panel in Fig. 2 with a numerical value
of 3.2× 10−8.
The 240 × 240 companion matrix for general trigonometric functions actually yields a root which is slightly
complex-valued with an imaginary part of 1.3 × 10−8. A practical trigonometric rootfinder that seeks only the real
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Table 1
Transformations
Original series Transformed series
Even Cheby.: fN (x) =
∑N
j=0 a j T2 j (x) fN (cos[ 12 acos(y)]) =
∑N
j=0 a j T j (y)
Odd Cheby.: fN (x)x =
∑N
j=0 b j T2 j (x)
fN (cos[ 12 acos(y)])
cos[ 12 acos(y)]
=∑Nj=0 b j T j (y)
Cosine: fN (t) =
∑N
j=0 a j cos( j t) fN (arccos(x)) =
∑N
j=0 a j T j (x)
Sine: fN (t) =
∑N+1
j=1 b j sin( j t) fN (arccos(x)) =
√
1− x2∑N+1j=1 b jU j−1(x)
Even cosine: fN (t) =
∑N
j=0 a j cos(2 j t) fN ([1/2]arccos(x)) =
∑N
j=0 a j T j (x)
Even sine: fN (t) =
∑N+1
j=1 b j sin( j t) fN ([1/2] arccos(x)) =
√
1− x2∑N+1j=1 b jU j−1(x)
Odd cosine: fN (t)cos(t) =
∑N
j=0 c j cos(2 j t) fN ([1/2]arccos(x)) =
∑N
j=0 c j T j (x)
Odd sine: fN (t)sin(t) =
∑N
j=0 d j cos(2 j t) fN ([1/2] arccos(x)) =
√
1− x2∑Nj=0 d j T j (x)
roots should therefore truncate tiny imaginary parts, and accept a root as real-valued if the imaginary part (before
truncation) is very small.
Even in this rather extreme situation, however, the companion matrix method gives roots that would be more than
satisfactory for scientific and engineering applications. The double-symmetry-exploiting method of Theorem 5 has
the roots at t = 0 and t = pi/2 built-in — another reason for exploiting all parity symmetries whenever possible.
It is not sensible to present a more detailed set of numerical experiments because the algorithm for general
trigonometric polynomials reduces the problem to the companion matrix for ordinary, algebraic polynomials, and
the symmetry-exploiting methods use the companion matrices for Chebyshev polynomials. Extensive experience
shows that both the classical Frobenius matrix and their Chebyshev equivalents are remarkably well-conditioned
and numerically stable [8,23,4,6,10].
8. Summary
Onmodern workstations, finding the roots of a truncated spectral series is so inexpensive that it may be unimportant
to exploit parity symmetries. However, when one needs to explore a large parameter space, and thus solve many
polynomials, the simple strategies described here reduce costs by at least an order of magnitude.
Table 1 summarizes the transformations that exploit parity. The divisions by x or by cos(t) are accomplished
by recurrences stated earlier, which for example give the coefficients b j of the function fN (x)/x in terms of the
coefficients a j of the odd polynomial itself. The changes of coordinate from x to y or t to x connect the zeros of the
transformed, lower degree general polynomial in the right column to the roots of the higher degree polynomial with
parity symmetries which is listed in the left column. The goal is to find the roots of each series in the left column
by performing the cheaper calculation of the zeros of the transformed series in the new coordinate y or x in the right
column.
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