Abstract: General Election is one of the characteristics of a democratic country. One of the countries that embrace the democratic system is the state of Indonesia. Elections are a party of democracy in Indonesia to elect representatives of the people who will sit in parliament and provide great opportunities for the people of Indonesia to compete to appoint themselves to become members of the legislature. Research related to the election has been done by researchers is by using decision tree method or by using neural network. each method has its own weaknesses and advantages, but neural network methods can cover the weaknesses of the decision tree. The result of research using neural network method in predicting election result has accurate result value is still less accurate. In this research, we create neural network algorithm model and optimization with particle swarm optimization algorithm to increase attribute weight to all attributes or variables used, select attributes, and feature selection. whereas the Genetic Algorithm for predicting the performance of generalizations based on static properties of networks such as activation function and hidden neurons will be strong enough to find solutions. After testing with neural network algorithm to produce accurate value of 98.50% and AUC value of 0.982, further optimization done with particle swarm optimization obtained an accuracy of 98.85% and AUC value of 0.996. and then done the optimization testing with genetic algorithm obtained an accuracy value of 96.56% and AUC value of 0.925 So that both methods have a difference of accuracy that is equal to 0,35% and difference of AUC value equal to 0,14.
I. INTRODUCTION
General Election is one of the characteristics of democracy in the world. Indonesia is one of the world's most democratic systems [25] . It is seen at the democracy party every five years that serves to elect the future leaders of the nation who will represent the people sitting in parliament through the general election. General Election is a means of implementing the sovereignty of the people within the unitary state of the Republic of Indonesia based on Pancasila and the 1945 Constitution [22] .
Elections are a very important tool for the implementation of a democratic political system. Therefore, it is not surprising that many countries wishing to be called democratic states use elections as a mechanism to build legitimacy. The general election aims to elect members in parliament which are conducted under an open proportional system [22] . With a direct electoral system and a large number of parties then legislative elections provide a great opportunity for the people of Indonesia to compete to become members of the legislature. A proportional scenario is a type of parliamentary election that will represent the people in parliament. The problem with proportional selection is the difficulty of evaluating the exact number of seats (vacancies) won by each candidate. Because there is no guarantee that the ratio between the number of votes and the number of seats is an integer number [5] .
Predicted results of the general election need to be predicted. Such predictions or forecasts stimulate and require a theoretical framework to explain the regularities found in the data [21] . This encourages non-political scientists to make predictions or predictions about election outcomes in the future. For economic actors, political events such as elections can not be underestimated, as they can lead to both positive and negative risks to business continuity.
The predicted method of election results has been conducted by researchers, [5] predicted elections using the Bayesian inference method, [21] predicted using the Partido Revolucionario Institucional method, [3] research by predicting the variables that determine the election of the presidential candidate [20] predicted the election results using the Bayesian Estimator method. [17] conducted a study to predict the US presidential election using a decision tree. [18] predicted the election results with the model classification tree and neural network. [2] who predicted the election results using the neural network method.
Decision tree has advantages that have advantages in prediction because algorithm structure is easy to understand and the error rate is quite small while the weakness of decision tree algorithm is lower branch reliability becomes worse than the branch above it, decision tree produced is not optimal and can not use the sample larger [23] , because it's not easy to understand the big decision tree and the problem of overfitting data can happen with the limited targeted data set.
Neural networks can solve decision tree problems because they have a non-linear prediction, have excellent performance in parallel processing and the ability to tolerate errors [27] . This is very appropriate for the characteristics of predictive data on election results in this study. Neural network is a method often used to predict the results of legislative elections because the data presented for this method must be large and non linear [8] .
The most popular technique in neural network methods is the backpropation algorithm that is widely used to solve many realworld problems by building well-trained models that show good performance in some non-liner problems [19] .
The most popular neural network algorithm is the backpropagation algorithm. backpropagation algorithms have too slow convergent speeds that ultimately backpropagation algorithms are highly dependent on initial parameters such as number of inputs, hidden nodes, outputs, learning rates and network connection weights [19] . Another common problem is that there is a weakness in the need for large training data and less efficient optimizations [27] . This can be solved because the amount of training data in this research is 2268 records.
Particle swarm optimization (PSO) is an effective optimization algorithm that resolves the problems of a neural network algorithm that generally uses backpropagation algorithms [19] . Particle swarm optimization has more comparisons for feature selection and has superior performance for many optimization problems with faster and more stable convergence rates [13] . Characteristics of particle swarm optimization are social interactions that promote the sharing of information between particles that will assist in finding the optimal solution [19] . Particle swarm optimization has several parameters such as position, speed, maximum speed, acceleration of the constant and the weight of inertia. In Particle swarm optimization techniques there are several ways to optimize: increase attribute weight of all attributes or variables used, select attributes, and feature selection. While Genetic Algorithm is a technique to predict the performance of generalizations based on static properties of networks such as activation function and hidden neurons will be strong enough to find a solution [11] . This can solve the existing problems in the neural network method of optimization resulting less than optimal. In this research, particle swarm optimization will be applied to solve problems that occur in neural network by selecting feature on attribute weight to maximize performance of the generated model, while genetic algorithm will be applied for parameter selection in neural network that is neuron size, hidden layer and activation function which is appropriate and optimal so that the results of the legislative election predictions of DKI Jakarta are more accurate.
II. THEORETICAL REVIEW
Elections are one of the main pillars of a democratic country. The position of elections in differentiating a democratic political system or not is evident from some of the definitions put forward by some researchers. In a democratic country, elections are one of the main pillars to elect leaders who will later represent the people to sit in government.
Academic studies on democracy recognize two major categories of meaning, namely the concept of minimalism and maximalism. Minimalist or procedural democracy is imposed on political systems that carry out regular leadership changes through a free, open and independent electoral mechanism involving universal voting masses. While the concept of maximization is the implementation of elections is not enough for a political system to get the title of democracy because this concept requires respect for wider civil rights. General elections in Indonesia are divided from two parts, namely [25] :
Elections of new era
The election system is proportionally impure, which means the number of seat determinations is not determined by the number of people but also based on the administrative area. The election of the new order began in 1955 as the first election held in the country of Indonesia.
Elections of reform era
It is said to be a reformation election due to the election process in 1999 before the end of elections in 1997. The elections of the reform era began because the electoral products in 1997 were considered by governments and other institutions to be unreliable.
The electoral system of members of the People's Legislative Assembly based on the provisions of Law No. 7 of 2017 article 5 paragraph 1 of the system used in legislative elections is a proportional system with open lists, the electoral system of the Regional Representative Council is carried out by the district system representing many of the Law number 7 years 2017 article 5, paragraph 2. According to Law no. 7 year 2017, Participant election of member of representative of the people is political party participating in General Election, while election member of Regional Representative Council is individual. Electoral political parties may nominate as many as 120 per cent of the seats contested in any democratic and open election area and may nominate candidates with regard to women's representation of at least 30%. Political Parties Participants in the General Election shall be required by law to submit a list of candidates by sequence number (to obtain a Chair). Therefore, in terms of nomination of Law No. 7 of 2017 adopted a closed candidate list system.
Neural Network Algorithm
Neural network is an information processing system that has characteristics resembling a biological neural network in humans [6] . Neural networks are defined as computational systems in which architecture and operations are inspired by the knowledge of biological neurons in the brain, which is one of the artificial representations of the human brain that always tries to stimulate the learning process of the human brain [9] . The smallest component of a neural network is a unit commonly called a neuron that will transform the information received into another neuron [6] . Neural networks consist of two or more layers, although most networks consist of three layers: input layer, hidden layer, and output layer [7] . The neural network approach is motivated by biological neural networks. Roughly speaking, a neural network is a set of input / output units, where each connection has a weight associated with it. Neural networks have several properties that make them popular for clustering [15] . First, the neural network is a parallel and distributed inherent processing architecture. Second, the neural network learns by adjusting the weights of interconnection with the data. This allows the neural network to "normalize" the pattern and act as a feature (attribute) extractors for different groups. Third, the neural network processes numerical vectors and requires an object pattern to be represented by a quantitative feature only. Neural network consists of a collection of nodes (neurons) and relationships. There are three types of nodes (neurons) namely, input, hidden and output. Each relation connects two nodes with a certain weight and there is also a direction that shows the flow of data in the process [15] .
The node input is at the first layer in the neural network. In general each input node represents an input parameter such as age, gender, or income [16] . Hidden node is a node in the middle. This hidden node receives input from the input node on the first layer or from the hidden node of the previous layers. Hidden nodes combine all inputs based on the weights of connected relations, calculate, and provide output for the next layer. The node output represents predicted attributes [24] .
One advantage of using a neural network is that the neural network is strong enough with respect to the data. Because the neural network contains many nodes (artificial neurons) with weights assigned to each connection.
Neural network algorithms have other characteristics such as [9] : 1. Inputs can be either discrete or real values that have many dimensions. 2. The output is a vector consisting of several discrete or real values. 3. Can know the problem in black box, with only know the value of input and output only. 4. Able to handle learning to data that has noise (noise). 5. The shape of the target instructional function is unknown because it is simply the weight of the input value of each neuron. 6. Because it has to change a lot of weight value in the learning process, then the learning time becomes longer, so it is not suitable for problems that require fast time in learning. 7. Neural network of artificial learning results can be executed appropriately.
The most popular algorithm for neural network algorithms is the backpropagation algorithm [6] . The backpropagation method was originally designed for neural network feedforward, but in its development, this method was adapted for learning in other neural network models [9] . Backpropagation algorithm method is widely applied widely. backprogation has been successfully applied in various fields, including financial fields, handwriting recognition, voice recognition, control systems, image processing. Backprogation has become one of the most powerful computing methods [7] . The backpropagation algorithm has a very simple relation that is: if the output gives wrong result, then the weight is corrected so that its error can be minimized and the next network response is expected to be close to the correct value. The algorithm is also capable of fixing the weigher (hidden layer).
Langkah pembelajaran dalam algoritma bakpropagation adalah sebagai berikut [9] : 1. Initialize network weights at random (usually between -0.1 to 1.0). 2. For each data in the training data, calculate the input for the node based on the input value and the current network weight, using the formula: Input j = + ᶿj (1) 3. Based on the input of step two, then generate output. to node using sigmoid activation function:
4. Calculate Error value between the predicted value and the real value using the formula:
5. After Error value is calculated, then back to the previous screen (backpropagation). To calculate the Error value on the hidden layer, use the formula: Errorj = Output j (1-Output j ) k W jk (4) 6. Generated Error value from the previous step is used to update the relation weights using the formula:
Genetic Algorithm
The genetic algorithm is a heuristic search algorithm based on the mechanism of biological evolution [14] . The diversity in biological evolution is a variation of the chromosomes between individual organisms. This chromosome variation will affect the rate of reproduction and the level of ability of organisms to survive [10] .
Basically there are 4 conditions that greatly affect the evaluation process, namely as follows: a. ability of an organism to reproduce b. Presence of a population of reproductive organisms c. Existence of organisms in a population d. Differences ability to survive.
A stronger individual (fit) will have a higher survival rate and reproductive rate when compared with less fit individuals. Over a period of time (often known as generation), the population as a whole will contain more life-sustaining organisms [14] .
In the genetic algorithm, the search technique is carried out simultaneously on a number of possible solutions known as the population. Individuals in one population are called chromosomes. This chromosome is a solution that is still a symbol. The initial population is randomly constructed, while the next population is the result of the evolution of chromosomes through an iteration called by the generation [10] . In each generation, the chromosomes will go through an evaluation process using a measuring device called a fitness function. The fitness value of a chromosome will show the quality of the chromosome in that population. The next generation known as the term child (off spring) is formed from a combination of 2 current generation chromosomes that act as parent by using crossover operator. In addition to the cross carrier, a chromosome may also be modified using a mutation operator. The population of the new generation is formed by selecting the fitness value of the child's chromosome (off spring), and rejecting the other chromosomes so that the population size (number of chromosomes in a population) is constant. After doing various generations, then this algorithm will converge to the best chromosome of life [10] .
Let P (generation) be the popoulation of a generation, then a simple genetic algorithm consists of the following steps [10] : x Step 0: initialization Assume that the data is encoded in a string of bits (1 and 0). Determine the probability of crossover or pc Crossover rate and the probability of a mutation or muta mutation rate. Typically, pc is selected to be quite high (eg, 0.7), and pm is chosen very low (eg, 0.001)
x
Step 1: The selected population, consisting of a set of n chromosomes each length i.
Step 2: match the f (x) calculated for each chromosome in the population. x Step 3: repeat through the following steps until the offspring have been generated x Step 4: New chromosome population replaces the current population x Step 5: Check if the termination criterion has been met.
For example, is the average fitness change from generation to generation smaller? If convergence is reached, stop and report the results, otherwise go to step 2.
Particle Swarm Optimization Algorithm
Particle Swarm Optimization (PSO) is a population-based optimization technique developed by Eberhart and Kennedy in 1995, inspired by the social behavior of birds or fish [11] . Particle swarm optimization can be assumed as a group of birds in search of food in a region. The bird does not know where the food is, but they know how far the food is, so the best strategy to find the food is to follow the nearest bird from the food [26] . Particle swarm optimization is used to solve optimization problems.
Similar to the genetic algorithm (GA), the Particle swarm optimization performs a search using the population (swarm) of the individual (particles) to be updated from the iteration. Particle swarm optimization has several parameters such as position, speed, maximum speed, acceleration constant, and inertia weight [11] . Particle swarm optimization has more or better performance-search comparison for many optimization problems with faster and higher convergence rates more stable.
To find the optimal solution, each particle moves towards its previous best position and the best position globally. For example, the ith particle is expressed as: xi = (xi1, xi2, .... xid) in the d-dimensional space. The previous best position of the ith particles is stored and expressed as pbesti = (pbesti, 1, pbesti, 2, ... pbesti, d). The best particle index among all the particles in the group herd is expressed as gbestd. Particle velocity is expressed as: vi = (vi, 1, vi, 2, .... vi, d). Modification of particle velocity and position can be calculated using the current velocity and pbesti distance, gbestd as shown in the following equation [26] :
Where: Vi, d = speed of the i-th particles in the i-iteration w = Inertial weight factor c1, c2 = acceleration constants (learning rate) R = Random number (0-1) Xi, d = current position of the ith particle in the i-iteration pbesti = Best previous position of the i-particles gbesti = best particle among all the particles in one group or population n = Number of particles in the group d = Dimension Equation (6) calculates the new velocity for each particle (potential solution) based on the previous velocity (Vi, m), the location of the particle where the best fitness value has been achieved (pbest), and the global population location (gbest for global version, lbest for local version ) or local neighborhood on localized algorithm where the best fitness value has been reached. Equation (7) renews the position of each particle in the solution space. Two random numbers c1 and c2 are selfgenerated. The heavy use of w inertia has provided increased performance in a number of applications. The result of particle counting is particle velocity between intervals [0,1] [26].
Confusion Matrix
Confusion matrix provides the decisions obtained in traning and testing, confusion matrix provides an assessment of classification performance by object correctly or wrongly [12] . Confusion matrix contains actual information (actual) and predicted (predicted) on the classification system. The following table explanation about conusion matrix. e. NPV (negative predictive value) is the proportion of cases with a negative diagnosis, calculated using the equation:
3.4 ROC Curve ROC Curve (Receiver Operating Characteristic) is another way to evaluate the accuracy of the classification visually [1] . An ROC graph is a two-dimensional plot with a false positive proportion (fp) on the X axis and a true positive proportion (tp) on the Y axis. Point (0.1) is a perfect classification of all positive and negative cases [Bruce, 2016] . The false positive value is none (fp = 0) and the true positive value is high (tp = 1). Point (0,0) is a classification that predicts each case to be negative {-1}, and point (1,1) is a classification that predicts each case to be positive {1}. The ROC graph illustrates the trade-off between benefits ('true positives') and cost ('false positives'). Here are two types of curve ROC (discrete and continuous). 
Neural Network Method
Neural network algorithm is an algorithm for supervised training and is designed for operations on multilapis feed forward. The neural network algorithm can be described as follows: when the network is given an input pattern as a training pattern then the pattern goes to the units in the hidden layer to be forwarded to the outermost layer units.
The best results in the experiment is with accuracy produced by 98.50 and AUCnya 0.982. From the best experiments above we get the neural network architecture by generating six hiddden layers with seven input layer attributes and two output layers. Picture of neural network architecture shown in Figure 3 Particle Swarm Optimization has more or more superior performance search for more optimization problems with faster and more stable convergence rates. To find the optimal solution, each particle moves towards its previous best position and the best position globally. The best results in the experiment above is with accuracy produced by 98.85 and AUCnya 0.996.
Next step is to select the attributes used are gender, no. sequence of political parties, legitimate vote of the party, number of seats, election area, no. sequential caleg, legitimate voice caleg and 1 attribute as label that is result of election. From the experimental results by using the neural network algorithm based on particle swarm optimization obtained some attributes attributes that have an effect on the attribute weights: Juml. Acquired seats with weight of 0.143, no. sequential caleg with weight 0.344 and legitimate voice caleg with weight 1. Whereas other attributes such as: gender, party serial number, legitimate vote of party, election area and legitimate vote caleg no effect to attribute weight.
From the best experiments above we get the neural network architecture by producing fifteen hiddden layers with two input layer attributes and two output layers. Picture of neural network architecture shown in Figure 4 below Neural network algorithm can be described as follows: when the network is given an input pattern as a training pattern then the pattern goes to the units in the hidden layer to be forwarded to the outermost layer units. While the genetic algorithm is a heuristic search algorithm based on the mechanism of biological evolution. The diversity in biological evolution is a variation of the chromosomes between individual organisms. This chromosome variation will affect the rate of reproduction and the level of the organism's ability to survive. Testing using genetic algorithm based neural network obtained accuracy value 96.56% with value and value of AUC is 0.925. From the above test results, both evaluations using counfusion matrix and ROC curve proved that the results of algorithm-based neural network algorithm particle swarm optimization algorithm has a higher accuracy value than neural network algorithm and genetic algorithm. The accuracy value for the neural network algorithm model is 98.50%. The test using the particle swarm optimization neural network algorithm obtained accuracy value of 98.85 and the accuracy value for Genetic Algorithm model based on 96.56%. While the evaluation using ROC curve so as to produce the value of AUC (Area Under Curve) for neural network algorithm model to produce the value of 0.982 with Excellent Classification diagnostic value, and the AUC curve for optimization testing with particle swarm optimization of 0.996 with the value of Excellent Classification diagnosis, while the optimization algorithm genetics yields a value of 0.925 with an Excellent Classification diagnostic value.
Evaluation and Validation Analysis Model

IV. CONCLUSION
Based on experimental results conducted from the optimization analysis of neural network algorithm model and optimization with particle swarm optimization algorithm and genetic algorithm. The resulting model is tested to get accuracy, precision, recall and AUC value of each algorithm so that the test obtained by using neural network obtained accuracy value is 98.50% with precision value 91.20% and the value of AUC is 0.982. then testing by using the neural network algorithm based on particle swarm optimization to get accuracy value generated equal to 98.85 and AUC curve equal to 0.996. while testing by using genetic algorithm based neural network obtained accuracy value 96.56% with 91.28% precision value and the value of AUC is 0.925. it can be concluded that the testing of Jakarta legislative election model using neural network based on particle swarm optimization has accurate value and AUC curve better than the test using neural network algorithm based on genetic algorithm or just neural network itself.
