Modell-referenciás adaptív rendszerek tervezésének néhány problémája : Kandidátusi értekezés by Pham, Thuong Cat


MAGYAR TUDOMÁNYOS AKADÉMIA 
SZÁMÍTÁSTECHNIKÁI ÉS AUTOMATIZAbASI KUTATÓ INTÉZETE
MODELL-REFERENCIÀS ADAPTÍV RENDSZEREK 
TERVEZÉSÉNEK NÉHÁNY PROBLÉMÁJA
Kandidátusi értekezés
Irta:
PH AM THUONG CAT
Aspiráns vezető:
DR SOMLÓ JÁNOS 
a müsz.tud.kand.
Tanulmányok 7 2/1977.
A KIADÁÉSRT FELELŐS:
DR VÁMOS TIBOR
ISBN 963 311 055 6 
ISSN 0324-2951
Készült az
ORSZÁGOS MŰSZAKI KÖNYVTÁR ÉS DOKUMENTÁCIÓS KÖZPONT
Budapest. VIII.. Reviczky u. 6. 
házi sokszorosító üzemében. 
P. Janoch Gyula
3TARTALOMJEGYZÉK
A DISSZERTÁCIÓBAN HASZNÁLT JELÖLÉSEK ................... 7
I. BEVEZETÉS   * 123459
II. ALAPFOGALMAK ÉS IRODALMI ÖSSZEFOGLALÁS ...........   12
Következtetések ...................................  26
III. A HIPERSTABILITÁS FOGALMA ÉS NÉHÁNY ALAPTÉTELE
A MODELLREFERENCIÁS ADAPTÍV RENDSZEREK TERVEZÉSÉHEZ 29
3.1 A hiperstabilitás definíciói
A hiperstabilitás definíciói folyamatos
rendszerekre ...................................  29
A hiperstabilitás definíciói diszkrét rend­
szerekre ........................................ 9
3.2 Modell-referenciás adaptiv rendszerek tervezésekor
felhasznált néhány hiperstabilitás tétel .....  23
Folyamatos rendszerekre vonatkozó tételek
1. Tétel ........................................ 23
2. Tétel ........................................ 26
Diszkrét rendszerekre vonatkozó tételek
3. Tétel ........................................ 41
4. Tétel ........................................ 4 7
Késleltetéses rendszerekre vonatkozó tétel
5. Tétel .................   52
összefoglalás ...................................  55
IV. MODELL-REFERENCIÁS ADAPTÍV RENDSZEREK TERVEZÉSE ... 57
4.1 Folyamatos Modell-referenciás adaptiv rendszerek 57
4.1.1 Adaptiv irányitás paraméteradaptációval.
A PID adaptációs algoritmus ...............  57
Szimulációs példa ...........................  59
44.1.2 Adaptiv irányítás páráméteradaptációval el
nem érhető paraméterű folyamat esetén .....
4.1.3 Adaptiv irányítás jeladaptációval .........
4.1.4 Adaptiv identifikáció zajmentes esetben ....
4.1.5 Adaptiv identifikáció zajos esetben ........
Szimulációs példa ....................... '. . . IOl)
4.1.6 Nemlineáris folyamat adaptiv irányítása .... |()l
Szimulációs példa ............................ 11(1
4.1.7 Értékelés és következtetések ................  '' 1
4.2 Diszkrét modell-referenciás adaptiv rendszerek l! '
4.2.1 Adaptiv irányítás paraméteradaptálással.
A PID adaptációs algoritmus diszkrét esetben 117
Szimulációs példa ............................ 128
4.2.2 Adaptiv irányítás jeladaptációval ..........  130
Szimulációs példa ........................... 140
4.2.3 Modell-referenciás adaptiv identifikáció
zajmentes esetben ........................... 141
4.2.4 Modell-referenciás adaptiv identifikáció
zajos esetben ..............................  148
4.2.5 Nemlineáris diszkrét folyamat adaptiv irányí­
tása ........................................  153
4.2.6 Értékelés ..................................  157
4.3'Késleltetéses modell-referenciás adaptiv rend­
szerek ...................................... 158
4.3.1 Paraméteradaptáció .......................... 158
4.3.2 Jeladaptáció ...............................  165
4.3.3 Adaptiv identifikáció zajmentes esetben ... 169
4.3.4 Adaptiv identifikáció zajos esetben ....... 172
Szimuláció .................................  176
4.3.5 Neutrális tipusu differenciál egyenlettel leír­
ható folyamatok identifikálása ............  189
Szimulációs példa .....    194
4.3.6 Funkcionális differenciálegyenlettel leirható
folyamatok adaptiv irányítása és identifiká­
lása ........................................  195
4.3.7 Értékelés ..................................
4.4 Modell-referenciás adaptiv rendszerek
tervezése ....................................... 203
4.4.1 Visszacsatolásos adaptiv algoritmus ......... 203
4.4.2 A PID adaptációs algoritmus levezetése
Ljapunov féle direkt tervezési módszerrel ... 209
4.4.3 Szimulációs példa visszacsatolásos adaptiv
algoritmusra .................................  212
4.5 Értékelés és további kutatási lehetőségek a
témával kapcsolatban ............................ 21?
Irodalom ..............................................  219

A DISSZERTÁCIÓBAN h a s z n á l t j e l ö l é s e k
- 7 -
l
Rn n-dimenziós euklideszi tér
R+ pozitiv számok halmaza
R_ negativ számok halmaza
А,В,C , ... mátrixok
e,z,v,x,y vektorok
Я ---- ’
I M I  = / s  *1i=l 1 zajvektorok
Ç(t), ç(t) . . . zajvektorok
zn n-dimenziós zajtér
p(v) v-nek p operátora
A± (A) az A mátrix i-edik sajátér
ReA . A. reális része
V
V t < о
I
„T T P ,x
P > 0
P > оe=
M{ç} ; z
||A|| - / Г  
i=l
í
minden
minden t < О -ra 
egység mátrix
P mátrix ill. X  vektor transzponáltja 
P pozitiv definit mátrix
P pozitiv definit vagy pozitiv szeiui.dei".i n i t 
mátrix
Ç várható értéke
m
E a ? .
j - i 13
Y(xo )
s
z
V ReX±e R
у szám, amely csak x -tói függ 
Laplace transzformáció operátora 
z-transzformáció operátora
minden A ^  komplex sik bal oldalán he 1 •/•:::i : 
A. abszolút értékeí
A mátrix ij-ik eleme 
x vektor i-ik eleme
kvadratikus alak: Tx Q x > О

- 9 -
1. BEVEZETÉS
Az utóbbi évtizedben a modell referenciás adaptiv rendszerek 
tervezése és megvalósitása az egyik legfontosabb téma az i- 
rányitás elméleti kutatásokban. A világ különböző Országaiban 
megjelent számos publikáció a téma időszerűségét bizonyltja. 
Megemlítünk néhány ismert szerzőt, akik több cikket publikál­
tak erről a témáról.
a Szovjetunióból: В.Ю. Рутковский, И.Н. Крутова. С.Л.Земляков
Б.Н. Петров: Г109-1 С1321 Г1331 гбз i i ob i
Nguyen Thuc Loan 177 3 - Г fill Г1 It hi
az USA-ból: R.L.Caroll, R .V.Monopoli, Tudor lonescu,
G. Lüders, K.S. Narendra, P.Kudva 1211 1221 IU31 1331
1871-1891 1951 1561 1591 l601.;
Angliából: P.C. Parkas, D.P. Lindroff l"831 1 BU 1 Г62 1 1371
iioUi 11051 1061
Franciaországból: I.D. Landau 167 J - 17 5 3 
B. Courtial II81 1131 1231
Canadából : B. Porter, M.L. Tatnall 11071 11.101 11.12 1
A témáról számos publikáció jelent meg, de továbbra is aktiv 
kutatási terület maradt, amelyben újabb és újabb eredmények 
születnek. A technika, nevezetesen az elektrotechnika, a 
számitástechnika rohamos fejlődése lehetővé teszi a inodell- 
-referenciás adaptiv rendszerek implementációját. Ezért a 
témával nem csak az elméleti irodalom foglalkozik, hanem a 
gyakorlati alkalmazásokról szóló beszámolók is megjelennek 
11261 1681 cUl 123З 1303. Mivel a modell-referenciás adaptiv 
rendszerek megvalósitása a többi adaptiv rendszerekkel szem­
ben viszonylag egyszerűbben kezelhető, ezért várható, hogy a 
jövőben fontos szerepet fog játszani az irányítási és identi- 
fikálási feladatokban.
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A disszertáció rendszeresen kivánja tárgyalni a különböző 
tipusu /folyamatos, diszkrét és késleltetéses/ modell-refe- 
renciás rendszerek stabilitási módszeren alapuló tervezési 
módszerét és újabb eredményeket nyújt a témával kapcsolatban 
A bevezetés utáni rész a modell-referenciás adaptiv rendsze- 
гекке1 kapcsolatos alapfogalmakat, osztályozási módjaikat, 
tervezési módszereiket és az eddig kapott eredményeket 
közli.
A harmadik fejezetben alaptételeket ad modell-referenciás és 
adaptiv rendszereknek hiper stabilitási módszerrel való ter­
vezéséhez. A tételeket a 4. fejezet felhasználja különböző 
feladatok megoldásában. A 4. fejezet sorra veszi a folyamatos 
diszkrét és késleltetéses modell-referenciás adaptiv rendsze­
rek tervezését a 4.1., 4.2 ill. 4.3. alpontokban. Minde­
gyik részlegesen tárgyalja az adaptiv irányitás és az adaptiv 
identifikáció feladatait. A javasolt módszer minőségét szimu­
lációs eredmények illusztrálják.
A 4.4. rész bemutatja a Ljupanov módszer alkalmazását modell- 
-referenciás adaptiv rendszerek tervezéséhez. Az itt kapott 
eredmények az előző pontokban kapott eredményekkel nagyon 
szoros kapcsolatban vannak.
Az adaptiv tulajdonságú rendszerekre olyankor van szükség, 
amikor az irányitott folyamatok paraméterei általában, előre 
nem becsülhető módon változnak a folyamat belső, ill. külső 
működési feltételeinek változásai következtében. Ilyenkor még 
a jól tervezett, állandó paraméterű PID szabályozó sem ad kié 
légitő megoldást. Az is tény, hogy az adaptiv rendszerek meg- 
valósitása költségesebb, mint a közönséges rendszereké, de 
ennek ellenére bevezetésük nélkülözhetetlen olyan folyamatok­
nál, ahol gyors alkalmazkodásra van szükség. Ilyen folyamatok 
pl: űrhajók, repülőgépek irányítása, kémiai reaktorok szabá­
lyozása, szerszámgépek optimális irányítása stb.
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Az adaptációs folyamatra vonatkozó két legfontosabb követel­
mény a folyamat gyorsasága és stabilitása. Minimumot kereső 
módszerek általában jó eredményeket adnak, de nem biztosítják 
a rendszer globális stabilitását. A rendszer folyamatának 
gyorsasága attól is függ, hogy mekkora a kezdeti pont távolsá­
ga a minimumhelytől. A stabilitáson alapuló módszerek viszont 
biztosítják a globális stabilitást. Emellett a rendszer folya­
matának gyorsasága a többi módszerekhez képest gyorsabb. Ez 
az oka annak, hogy jelenleg és várhatóan a jövőben is ezekre 
a stabilitási módszerekre irányulnak a leglényegesebb kutatá­
sok .
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II. ALAPFOGALMAK ÉS IRODALOM ÖSSZEFOGLALÁS
A Modell-Referenciás Adaptiv Rendszerek /továbbiakban MRAR/ 
az adaptiv rendszerek egy csoportját alkotják. Az adaptáció 
Я.З. ЦыпкиH Cl8l szerint a következő:
"Az adaptáció alatt azt a folyamatot értjük, amely a rend­
szer kezdeti meghatározottságának és működés közben előre 
nem becsülhető módon való változásainak ellenére megváltoz­
tatja a rendszer struktúráját és paramétereit, működés köz­
ben kapott információk alapján úgy, hogy a rendszer viselke­
dése meghatározott optimális célt érjen el."
A MRAR pontos definiálásához tekintsük meg az 1. ábrán 
látható alap konfigurációt. A referencia modall az adaptált 
rendszer kivánt kimenetét adja. Tehát az adaptált rendszer 
minőségi követelményeit a modell tartalmazza.
Az adaptiv kör feladata az, hogy a modell és az adaptált 
rendszer kimenete közötti eltérésre megfogalmazott célfügg­
vényt minimalizálja. Ez az adaptiv rendszer paramétereit 
/paraméter adaptáció/ módositja, vagy a bemenő jelhez hozzá­
adandó segédjelet hoz létre /jel adaptáció/.
Legyen az adaptált rendszer egyenlete a következő:
0 (t) = f(u,p,x,t)
a modell egyenlete:
0 (t) = f (u,p ,y. t)m m мп 1 *
ahol x,y állapotvektorok /n dimenziósak/, u bemenő vek­
tor, /m dimenziós/, p ill. Pm az adaptált rendszer ill. a 
modell paramétervektora /nem szükségszerűen azonos dimen- 
ziójuak/. 0 ill. 0 a kimenő vektorok /r dimenziósak/.
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Bevezetjük a következő definíciókat:
+ Állapothiba vektor
e(t ) = y (t) - X (t )
+ Kimeneti hiba vektor
e (t ) = 0m (t) - 0 ( t )
+ Állapottávolság: az e(t) normája /|’|e (t)||/
+ Paraméterhiba mátrix /vagy vektor/
H = P. PIm
+ Paramétertávolság: H normája /||н||/
+ Célfüggvény
IP = F (H,e ,t )
amely a modell és folyamat közötti eltérést kifejezi 
/F lehet funkcionál is/
+ Adaptált rendszer: olyan rendszer, amely paramétereinek 
változtatásával vagy /és bemenőjelek célszerű változta­
tásával szabályozza saját viselkedését.
+ Model Referenciás Adaptiv Rendszer: olyan modellt és 
változtatható részt is tartalmazó rendszer, amely az 
IP célfüggvényt paraméter adaptációval, vagy jeladaptá­
cióval az adaptiv körön keresztül minimalizálja.
A fenti definició alapján nagyon sok tipusu MRAR van. 
Osztályozásuk különböző szempontból következőképpen történ­
het :
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+ Struktúra szerint:
Párhuzamos MRAR 12.a. ábra/
Soros MRAR /2.b. ábra/
Soros párhuzamos MRAR/2.C. ábra/
Egyéb struktúrájú MRAR. Ide tartoznak pl. többszintű 
MRAR, MRAR-t alkalmazó optimális rendszerek, stb.
+ Adaptáció módja szerint:
Paraméter adaptáció: változtatjuk az adaptált rendszer 
pa ramé te re i t .
Jeladaptáció: Adaptációs segédjeleket hozunk létre, 
amelyek az u(t) bemenöjellel együtt vezérlik az adap 
tált rendszert.
Vegyes adaptáció: /Paraméter + jel adaptáció/
+ Célfüggvény szerint:
A kimeneti hiba normájának minimalizálása.
Az állapot távolság minimalizálása.
A struktúra távolság minimalizálása.
Egyéb célfüggvény minimalizálása.
+ Alkalmazás szerint:
- Adaptiv irányitás: adaptivan irányítjuk a folyamatot 
hogy kimenete az előre megtervezett modell kimenetét 
kövesse.
- Modellel történő adaptiv identifikáció:
Adaptáljuk a modell paramétereit, úgy, hogy a folya­
mat ismeretlen paramétereit kövessék.
- Adaptiv stabilizálás: adaptivan vezéreljük a vissza­
csatoló ág paramétereit úgy, hogy az egész zárt rend 
szer stabilis legyen. /3. ábra/
- Adaptiv állapotbecslés.
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c)
2. á b r a
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a. ) P á r h u z a m o s
b. ) S o r o s
C) S o ro s  -  P á r h u z a m o s
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У— ® Folyamat 0
Г ®
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3. ábra
A D A P T IV  PÓLUS ELHELYEZÉS
U ábra
OPTIMÁLIS ADAPTIV  irányító S
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- Optimális adaptiv irányitás /4. ábra/
+ A folyamat jellemzői szerint:
- Folyamatos MRAR: amikor a rendszert differenciál egyen­
let Írja le.
- Diszkrét MRAR: amikor a rendszert differencia egyenlet 
Írja le.
- Késleltetéses : a MRAR dinamikájában időkésleltetés 
van.
Ezenkívül a folyamat dinamikájának lineáris ill. nem­
lineáris voltától függően beszélünk lineáris ill. nem­
lineáris MRAR-ró1.
Megemlítjük, hogy a fenti osztályozási módok nem egyedüliek, 
vagyis kibővíthetők más szempontok alapján, vagy más csopor­
tok alakíthatók ki.
A fenti osztályozási mód egyrészt nagyvonalú képet kíván adni 
a MRAR-ekről, másrészt a disszertáció későbbi részében hasz­
nált alapfogalmakat kívánja definiálni. Fentebb használta az 
adaptált rendszer, referencia modell és folyamat fogalmakat. 
Az, hogy a folyamat mikor modellt, mikor adaotált rendszert 
képvisel, a feladattól függ. Például az adaptiv irányításban 
a folyamat mint adaptált rendszer viselkedik; a referencia- 
-modell egy előre tervezett vagy számítógépben szimulált rend­
szer. Az adaptiv identifikációban ezek szerepet cserélnek. 
Ilyenkor a folyamat a referencia modell szerepét játssza és 
az adaptált rendszer lehet egy számítógépen szimulált rend­
szer.
MRAR-ek tervezésének fő problémája az adaptiv kör tervezése.
Ez tulajdonképpen az adaptációs algoritmus keresése. Ezen­
kívül szintén a tervezéshez tartoznak a MRAR megfelelő struk­
túrájának megái lap ijtása, a megvalósításhoz tartozó érzékelők, 
A/D, D/A átalakítók, stb. tervezése és megépítése.
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A jelen disszertáció csak az adaptációs algoritmus és a 
feladatra orientált struktúra tervezését tárgyalja részlete­
sen. Konkrét gyakorlati megvalósitást a rendelkezésre álló idő 
nem enged meg. Azonban az elvégzett szimulációs vizsgálatok 
megteremtik a gyakorlathoz való továbblépés közvetlen lehető­
ségét .
Az adaptiv kör tervezésének számos módszere a következő cso­
portokba foglalható össze:
+ A paraméter optimalizáción alapuló módszerek:
Ezeknek a módszereknek lényege a következő:
Az IP kritérium a modell és az adaptált rendszer álla­
pottávolságát és strukturatávolságát fejezi ki kvadra­
tikus alakban. Az optimális pont tehát: IP = О érték­
nek felel meg.
A paraméter optimalizáció az IP = О ponthoz vezető 
paraméter változás algoritmusát adja.
Ezeket a módszereket, számos esetben, az adaptiv rend­
szerekben alkalmazzák. Ismert paraméter optimalizációs 
módszerek pl:
- gradiens módszer,
- a leggyorsabb ereszkedés módszere,.
- a Newton-Raphson módszer.
Ezek a módszerek nem adnak globális stabilitást és kon­
vergenciájuk lassú. Mivel ezek az adaptiv és optimális 
rendszerek legismertebb tipusai, az irodalom részletes 
taglalásukat adja C30'J C38: C92D CI36:.
+ Stabilitási elméleten alapuló módszerek:
A feladat megfogalmazása a következő:
Adott e(t = tQ ) í °° -ra keresünk olyan adaptációs al­
goritmust, amely biztosítja:
lim M{e (t ) } = 0  V u (t) G Rm
t+» V Ç(t) G Zn
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ahol
Rm bemenő jelek tere
Zn zajok tere.
A feladat megoldására először a Ljapunov módszert alkal­
mazták, zajmentes esetre Г377 C907 C91D C8h□ C105D. 
Később a korlátos bemenet, korlátos kimenet és hiper- 
stabilitás elméletének alkalmazása került az előtérbe 
C 70 7 C727 С П 3 7 C787 C8l7. A sztochasztikus stabilitás 
elméletének alkalmazása várhatólag vezető szerepet fog 
szerezni a MRAR-ok tervezésében, hiszen a valódi folya­
mat mindig zajos. így a determinisztikus leirásmód nyil­
vánvalóan nem megfelelő.
A stabilitáson alapuló módszerek gyorsabban konvergáló 
eredményeket adnak f 3 7 7 1687 . Ezenkivül biztosítják a 
globális stabilitást. Nyitott problémák maradnak még 
például: a szabad paraméterek optimális megválasztása 
és a zajos folyamatok modell-referenciás adaptiv rend“ 
szere ...
+ Becsléselméleten alapuló módszerek:
Ezek a módszerek zajos MRAR-ek tervezésére szolgálnak. 
Alkalmazási területük főleg az állapot- és paraméter 
identifikáció. Légtérjedtebb a legkisebb négyzetek mód­
szere. A maximum likelihood módszer a MRAR tervezésére 
is használható dl67. A modellel történő identifikáció­
ra alkalmazható különböző becslési módszerek összefog­
lalása a következő munkákban található meg C 5 7 C1237.
A C1377 munka olyan módszert javasol, amely a modell 
és az adaptált rendszer sajátvektorainak távolságát 
minimalizálja. Ez a gondolat további munkákban [767 
C1317 folytatódik.
A C1 £7h 7 munka az "esetleges stabilitás" fogalmát al­
kalmazza az IP kritérium csökkenési sebességének maxi­
malizálását eredményező algoritmus bizonyítására.
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A kibővített Kálmán szűrő elméletet és a feltételes 
Markov folyamatok elméletét alkalmazza a C 5 3□ munka.
A CTT ű C78D munkák a struktúra hiba analízisére ja­
vasolták a Ljapunov függvény használatát.
Az eddig publikált módszerekkel kapott eredmények elő­
nyei és hátrányai mutatják, hogy még nem létezik olyan 
módszer, amely optimális adaptiv kört eredményez. Az op­
timális szabad paraméterek megválasztásának módszere 
még nem ismeretes.
A módszerek összehasonlításából az derült ki, hogy a 
globális stabilitást a stabilitáson alapuló módszerek 
adják. A gyors adaptálási folyamatot szintén ezek ered­
ményezik. Alkalmazásuk mátrix invertálást nem tesz 
szükségessé.
Ez számítástechnikailag előnyt jelent más módszerekkel 
szemben.
A struktúrát tekintve legtöbb publikált MRAR párhuza­
mos tipusu С29З СЗб] Cll8] C119D és ezeket főleg az 
adaptiv irányításban alkalmazzák.identifikációs fela­
datok megoldására elsősorban a soros-párhuzamos struk­
túrájú MRAR-eket, másodsorban a párhuzamos MRAR-eket 
alkalmazzák. Mivel a feladat megoldása matematikai­
lag több utón közelíthető, ezért elképzelhető, hogy 
ugyanarra a feladatra több struktúrájú MRAR is alkal­
mas C273.
Mint említettük, az adaptációs algoritmus keresése je­
lenti a fő feladatot a MRAR-et tervezésében.
A Model Referenciás Adaptiv Technikában az elsőnek tekint 
hető M.I.T. /’Model Reference Adaptive System for Aircraft 
M.I.T. Instrumentation Laboratory Rept. R-154, 1958/ a- 
daptációs algoritmustól kezdően mostanáig számos adap­
tációs algoritmust dolgoztak ki. Ezek az alábbi típusokba 
tartoznak :
- Integrált tipusu /I. tipus/ adaptációs algoritmus:
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Az adaptálás a következő törvény szerint történik :
ahol
(Par.)=(Sz
t
.par) / (hiba)•(jel)dt + (Par(о))
(Par(о)) kezdeti érték
(Par.) adaptációs paraméter
(Sz.par) szabadon választható paraméter
(hiba) a modell és adaptált módszer közti hiba
kompenzált értéke
(jel) a folyamat megfelelő jele /bemenő-,
kimenő-, vagy állapot jel./
Az I tipusu algoritmus az alapvető algoritmus.
Mivel a /jel/ és /hiba/ integrál alatt van, ezért zajok­
ra kevésbé érzékeny és az alkalmazott /jel/ gyors vál­
tozása nem idézi elő a paraméter gyors követését. Szá­
mos publikáció ezt a tipust javasolja £1073 £13*+3 £913 
£813 £703 £293.
- Arányos + Integrált tipusu adaptációs algoritmus:
/PI: /Proportional + Integral /tipus/
A Pl tipusu adaptációs algoritmus alkalmazásakor az 
integráló tag mellett arányos tag is van.
t
(Par. ) = (Sz .Par) / (hibái) • (jel) dt + (Sz .par)ifribai)*(jel) +
+ (Par(o))
Arányos tag jelenlétében az adaptációs algoritmus a 
/hiba/ és a /jel/ negyságára érzékenyebb.
Az adaptáció kezdetén, amikor a /hiba/ még nagy, az 
arányos tag hatása dominál. Az adaptáció végén, 
/hiba/-*0 és /jel/ korlátossága miatt a Pl tipusu 
algoritmus úgy viselkedik mint az I tipus.
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A PI adaptációs algoritmusra а СЗбЗ C1383 munkák 
Ljapunov módszerrel, а С72 3 munka hiperstabilitási 
módszerrel jutottak.
- Integral + Arányos + Differenciáló tipusu adaptációs 
algoritmus. /PID tipus: Proportional + Integral +
+ Dif f erential/-
Ez a tipus a legújabban vált ismeretessé Z2hl.
A jelen disszertációban ezt az algorimtu5t le is vezet­
jük. Ez a legáltalánosabb az ismertetett tipusok kö­
zül. A PID tipus a P és I tagokon kivül 
Differenciáló tagot is tartalmaz. Leirása tehát:
t
(Par.)=(Sz.par) / (hiba)(jel)dt + (Sz.par) (hiba)(jel)+ 
+ (Sz.par)^- (hiba)(jel) +(Par.(o))
Mivel differenciálótag is szerepel, ezért az adaptáció 
a /hiba/ és /jel/ változásának sebességére is rea­
gál. Gyorsabb adaptációs folyamatot eredményez, de 
nagyobb az oszcilláció veszélye ennek során.
A PID adaptációs algoritmus Ljapunov módszerrel is 
levezethető C273.
A fenti adaptációs algorimtusok az un. előre csatolt 
algorimtusokhoz tartoznak, mert hatás vázlatunk /5.a., 
5.b., 5.C. ábra/ visszacsatolásmentes.
- Visszacsatolásos adaptációs algoritmus:
Működése az alábbi egyenlet szerint történik:
—  (Par.) = (Sz.Par.) (Par.)+(Sz.Par.)•(hiba)(jel) dt
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G el)
(hiba) 5 z. p.
\ (Par.)
Q.) In tegra l típusú  ( I ) a d a p tá c ió s  a lg o r itm u s
( h i b a )
( je l)
(Par.)
(hiba)
b) P roportional + In te g ra l (Р Г  ) t íp u s ú  adaptác iós  
a lg o r и m us
( jel )
( hiba)
c.) P ro p o r tio n a l r  In te g ra l + D iffe re n tia l ( PID )  típusú  
a d a p tá c ió s  a lg oritm us
(J9l)
( P a r )
et) V is s z a e s ő  to l a sós a d a p t ív  a lg o r itm u s
5. abra
AOAPTÁcm s ALGORITMUSOK
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Az algoritmus levezetése a C27 3 munkában található 
meg.
A fenti algoritmusokon kivül természetesen létezhetnek más 
algoritmusok is.
Az alkalmazásokban az I tipust szivesen használják egy­
szerűsége és stabilitási tulajdonsága miatt.
A diszkrét MRAR-ekben hasonló algoritmusokat dolgoztak ki.
A különbség csak az, hogy integráló tagok helyett szummá- 
torok és a differenciáló tagok helyett differenciaképző ta­
gok szerepelnek. A diszkrét I tipussal a 111211 Ch3ű C118D 
munkák, Pl tipussal C11D 11733 munkák és a PID tipussal a 
C313 munka foglalkoztak. Az egyes tagok hatása hasonló a 
folyamatos esetéhez.
Az eddig publikált MRAR-ek többségét először a lineáris 
folyamatos rendszerekre, majd a lineáris diszkrét rendsze­
rekre dolgozták ki.
A sztochasztikus MRAR-okról megjelent néhány dolgozat C1+ 7□ 
C1253 C193f viszont a késleltetéses MRAR-okat a szakiroda- 
lom az eddigiekben még nem tárgyalta.
Ezt a hézagot is pótolni kivánja a disszertáció. A nemlineá­
ris rendszerekre való kiterjesztéssel a E393 C863 C76□ mun­
kák foglalkoztak.
MRAR-ek megvalósításának lehetőségeit a számítástechnika 
fejlődése nagymértékben fokozza.Elsősorban a repülőgép, 
autopilóta és tengeri hajó öniiányitó berendezés tervezésében 
alkalmazzák CU7□ СбЗ C103 C753 C993. Alkalmaznak MRAR-eket 
elektromechnanikában C133 C233 СЗ^З C1073, hő és kémiai 
rendszerekben C1393 HlUOD ClUlll Cll+23.
A C38D munka belső égésű motorok MRAR-rel történő identi­
fikálását tárgyalja. Nem meglepő, hogy a MRAR-ek alkalmazá­
sa a gyakorlati életben egyre terjed és a műszaki alkalma­
zások mellet közgazdasági, mezőgazdasági és orvosi tudomá-
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nyi alkalmazásai is megjelennek.
A disszertáció matematikai alapjai: a lineáris algebra 
C115U C7J C8D C201; differenciál, differencia egyenlet 
C9H CHOU cUid CU8□ C51D СЮЗИ és stabilitáselmélet Z151 
CUOD CÍ+93 C50D .
A disszertáció az állapottér módszert alkalmazva C15H C16d 
C1173 sorra részletesen megvizsgálja a lineáris folyamatos, 
diszkrét és késleltetéses MRAR-eket.
Az emlitett MRAR-ek tervezésére a stabilitáson alapuló mód­
szert használja.
A korrekt eredmények elérése érdekében először néhány egy­
szerű, de a MRAR-ek tervezéséhez alapvető, stabilitási té­
telt bizonyitunk be.
összefoglalás és következtetések:
+ A Modell Referenciás Adaptiv Rendszerek analízisének 
és szintézisének témaköre a 60-as években vetődött fel, 
de a kutatási terület még ma is nagyon fiatal és uj 
eredményeket, lehetőségeket nyújt az irányítástechnika 
jövőbeli fejlődéséhez.
+ A különböző tervezési módszereket összehasonlitva szá­
mitógépes szimulációs módszerrel, azt látjuk, hogy a 
stabilitáson alapuló módszer adaptációs folyamat globá­
lisan stabilis rendszereket eredményez. Ezért a jövőben 
a gyors adaptálást igénylő folyamatok irányításában, 
várhatóan, a módszer alkalmazása el fog terjedni.
+ A stabilitáson alapuló tervezési módszer realizálható 
megfelelő Ljapunov függvény megválasztásával, vagy a 
hiperstabilitás biztosításával. A hiperstabilitási mód­
szer tulajdonképpen V.M. Popov C113D CllUD hiperstabi­
litási eredménye, Yakubovich és Kálmán C933 C1Í33 reá-
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lizálhatósági tételen alapszik, amelyek szorosan k.u 
csolódnak az átviteli mátrix erősen positiv reális i n 
lajdonságával.
Az átviteli mátrix erősen pozitiv reális tulajdonságá­
nak megállapitása nem könnyű feladat, ezért célszerű 
olyan megállapításokat tenni, amelyek lehetővé teszik 
ennek elkerülését.
+ A legtöbb publikáció folyamatos MRAR-ekkel foglalkozik. 
Vannak munkák diszkrét MRAR-ek területén is. A késlel- 
tetéses MRAR-ek még azért nem terjedtek el, mert mate­
matikai hátterük még nincs tisztán kidolgozva.
/А pozitiv reális átviteli mátrix ezeknél még kevésbé 
ismeretes./
Vannak olyan folyamatok, amelyeknek leirása pontosabb 
időlésleltetéses differenciál egyenletrendszerrel mint 
differenciál egyenletrendszerrel. Ezért érdemes a modell 
referenciás adaptivtechnikát továbbfejleszteni az idő- 
késleltetéses rendszerekre is.
+ Lényeges feladat az adaptációs algoritmusokat tovább­
fejleszteni, újabbakat kifejleszteni és elemezni.
Mivel az adaptációs algoritmusok az elégséges feltéte­
lekből /Ljapunov elégségességi tétel, a hiperstabilitást 
biztositó elégségességi tétel/ fejleszthetők ki, ezért 
nem kizárt az, hogy az ismeretes algoritmusoknál létez­
nek még jobbak és konkrét feladatokra alkalmasabbak.
+ Végül célszerű zajos folyamatokra kiterjeszteni ezt a 
technikát, mert a valóságos folyamatok zöme zajos.
A C80D ClUUD munkák ezt a kérdést érintették, de a 
feltett feltételek mellett az eredmények bizony* a L m o k .
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III. HIPERSTABILITÁS FOGALMA ftS NÉHÂNY ALAPTÉTELE A MODELL 
REFERENCIÁS ADAPTÍV RENDSZEREK TERVEZÉSÉHEZ.
3.1 A hiperstabilitás fogalma és definíciói
A hiperstabilitás fogalmát először V.M. Popov román 
matematikus vezette be Í21 C113D Cilit], hogy jellemezze 
a visszacsatolásos rendszerek egy osztályának általános 
tulajdonságát.
Vizsgáljuk a 6 . ábrán látható visszacsatolt rendszert. 
Az ábrázolt rendszer egy főblokkból és visszacsa­
toló blokkból áll. A visszacsatolás módját a p(v) 
függvény Írja le.
A hiperstabilitási módszer célja a fenti visszacsatolt 
rendszer stabilitási kritériumát megkeresné olyan p(v) 
visszacsatolási osztályra, amelyre teljesül a
oo
/pT (v(t)) v (t) dt < y* (3.1)
о
egyenlőtlenség, ahol konstans. Vagyis, a hipersta­
bilitás nem más mint a B^ blokk olyan tulajdonsága, 
amely stabilis rendszert hoz létre olyan p(v) vissza­
csatolással, amely az (3.1) egyenlőtlenséget kielégí­
ti .
Ehelyett azt szokás mondani, hogy a B^ blokk hiper- 
stabilis.
A hiperstábilis blokk tulajdonságai közül megemlítünk 
néhányat C113].
+ stabilis
+ korlátos bemenőjelre a kimenőjel szintén korlátos 
+ két hiperstábilis blokk párhuzamos, vagy vissza­
csatolt kapcsolásából adódó rendszer szintén hiper- 
stabilis
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A hiperstabilitás pontos matematikai definíciójára 
vezessük be a blokk következő leirását.
X = f(x , u) 
V = g (x , u)
(3.2)
(3.2.a) 
(3.2.b)
ahol
x
U , V
f,9
a blokk n dimenziós állapot
vektora
m
folytonos egyértékü vektor függvények 
g (0,u) = О
Legyen U olyan halmaz, amelyre
T
/ vT (t)u(t) dt £ б Г 11x (о)|I 3*sup* { I Ix (t) I I } 
° o<t<T
(3.3)
egyenlőtlenség teljesül, ahogy
б С I |x(o) I |3> 0
1. Definíció
A (3.2) rendszert hiper stabilisnak nevezzük, ha 
Ljapunovi értelemben 1115 3t: 1*9 3 stabilis és létezik olyan 
u(t), V (t) függvénypár, amely a (3.2) összefüggést 
és a (3.3) egyenlőtlenséget kielégíti.
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2. Definíció
A (3.2) rendszer aszimptotikusan hiperstabilis, ha hiperstabilis 
és
Lim x(t) = 0
t-x»
Diszkrét rendszerekben a blokk leírására nem a (3.2)
differenciál egyenletet, hanem a következő differencia 
egyenletet használjuk:
k+1 = f,(xk , uk)
к ' 9»<xk , uR); 9*(°'uk >= 0
(3.4)
ahol xk+i = és f*'9* egvértékü függvények.
/A csillagot a folyamatos rendszerek vektorfüggvényeitol 
való megkülönböztetés kedvéért használjuk./
Legyen az u^ bemenő vektorok U* halmaza olyan, hogy
E 1  v k  u k  <  6  L | | x k o | j j  * s u p *  { I j x k | I } ( 3 . 5 )
k=k к <k< ьо o= = K 1
3. Definíció
A (3.4) rendszert hiperstabilisnak mondjuk, ha az Ljapunovi érte­
lemben stabilis C153C503 és léteznek olyan uk , vk sorozatok, 
amelyek a (3.4) és (3.5) összefüggéseket kielégítik.
4. Definioió
A (3.4) diszkrét rendszer aszimptotikusan hiperstabilis, ha hiper­
stabilis és
Lim X, = 0 л кk -+ o o
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A legutóbbi évtizedben számos publikáció jelent meg a 
hiperstabilitásról és alkalmazásáról Cl*33 , C693,C733 
C793. Ebben a fejezetben a modell referenciás adaptiv 
rendszerek hiperstabilitáson alapuló tervezésének alapté­
teleit bizonyitjuk. A modell referenciás adaptiv rendsze­
rek olyan osztályozásával foglaokozunk a jelen disszertá­
cióban, amikor a modell és folyamat között fellépő hiba 
a következő alakban jellemezhető.
ill.
ahol
é(t) и > (D
V  ( t ) = P (e
ek+l “ A # 1
Vv = P* (ej^ )
e (t) , ek
P (t) ,P k 6 P n
v(t) ,vk6Rn
к к k'
(3.6)
(3.7)
P*
A , A.
n dimenziós hibavektorok;
/hiba rendszer állapotvektora/
a hiba rendszer bemenő vektora 
/egyben visszacsatoló vektor/
a hiba rendszer kimenő vektora 
/a hiba kompenzált jele/
a hibavektor operátora 
/ez meghatározza a kompenzált mó­
dot/
stabilis mátrixok fyR \i (A)G R; 
VI (А*) I <1/
Ahhoz, hogy a folyamat kövesse a modellt, a hiba rendszer­
nek (3.6) ill. (3.7) aszimptotikusan stabilisnak kell 
lennie. Ezt a következő két utón együttesen kell biztosi­
tanunk ;
+ p(t), P k  G U ill. U* legyen
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+ megfelelő p, p# kompenzálási mód kiválasztása.
A következő részben ennek különböző megoldását egyszerű 
tételekben adjuk meg.
3.2 Modell referenciás adaptiv rendszerek tervezéséhez hasz­
nálandó néhány hiperstabilitási tétel
1. Tétel:
Ha a kompenzálási módot a következőképpen választjuk meg
V (t) = D{è(t) - A e(t)} (3.8)
ahol D tetszőleges szimmetrikus pozitiv definit mátrix 
és
T
/ vT (t) p(t) dt < p* (3.9)
teljesül, ahol yQ T-töl független konstans, akkor a 
(3.6) rendszer aszimptotikusan hiperstabilis.
Bizonyítás :
A bizonyítás két lépéseben történik. Először azt bizonyít­
juk, hogy (3.8) és (3.9) teljesülésével (3.6) Ljapunovi 
értelemben aszimptotikusan stabilis; vagyis e(t) korlá­
tos minden t>0 -ra és lim e(t) = 0 *
t-VOO
Második lépésben(3.9)-ből következtetjük (3.3) teljesülé­
sét. így a 2. definicó szerint (3.6) aszimptotikusan 
hiperstabilis.
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Ezt (3.9)-be helyettesítve és T = °° esetére vizsgálva 
kapjuk :
/ pT (t)pT (t)Dp(t) £ 
о
TMivel D = D > 0 ,  ezert a fenti integral integrandusza 
kvadratikus alak és az integrál korlátosságából azt von­
hatjuk le, hogy | |p(t)| | korlátos és
Lim J I p(t) И  = 0  (3.10)
t~V°o
Ismeretes C16 3, hogy (3.6) megoldása
t
e(t) = exp(At) e(o)+ /ехр{A (t-т)}p(t )dt (3.11)
о
Vt > 0
ahol e(o) a kezdeti feltétel és exp{•} az exponenciá­
lis függvényt jelenti.
A norma háromszög tulajdonságából kapjuk:
t
I I e (t)] I <J I exp{At} I I • I I e (о) I I + /|| exp{A(t-T) } | | * | | p ( т ) 11 dx
о
(3.12)
Mivel A stabilis mátrix (V R^ À^(A) G R) , ezért mindig 
található olyan p és Л számpár, hogy
I Iexp ÍA(t){| I < p e Át ; V t ^ 0
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I Iexp{A(t-T) } I I < p e X^  T ?^ V(t-x) > О
Ezeket (3.12) -be helyettesítve kapjuk:
I I e Ct) I I ,< p e Xt I I e (о) I I +p e At /еХт ||p(т)||£т (3.13)
Határértéket képezve kapjuk:
Lim I Ie (t)I I < О + Lim p 
t-*°o t-*00
/ еХтI I р(т)I |dx 
о_______________
Xt
(3.14)
А I' Hospitale szabályt alkalmazva kapjuk:
t ,
/ e T ! Ip(t )dx
Lim p -------------  =
t-*00 X te
f еХт I Ip(т)J Idx
----------------  = Y lim ! I P C t ) Il
xt t->-°°e
Ip(t) Il korlátos voltából és (3.10) -ból nyilvánva­
ló, hogy I |e(t) I I is korlátos minden t >_ О -ra és
Lim I Ie(t)I I = О (3.15)
t-voo
vagyis (3.6) Ljapunovi értelemben aszimptotikusan sta­
bilis .
Lim I Ie(t)I I £ 
t->-°o
_d_
dt
= Lim "p —
t-VOO
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Megmutatjuk, hogy (3.9)-bol p(t) G U halmaz, amelyben 
a
T
/ vT (t) <э (t )dt ő Ce 3 • sup{ I I e (t) I I } (3.16)
о o<t<T
feltétel teljesül.
Mivel fent bebizonyítottuk, hogy ||e(t)|| korlátos és 
eltűnő mennyiség, ezért létezik véges supremuma, vagyis
sup{ I I e (t ) I I } = к ф °°
o<t<°°
Adott y2-ra válasszuk meg a következő értéket
6 (3.17)
Ezt a (3.9)-be helyettesítve kapjuk a (3.16) összefüg­
gést .
így a 2. definíció értelmében a (3.6) rendszer aszimp­
totikusan hiperstabilis.
2. Tétel:
Ha a kompenzálást módot a következők szerint választjuk 
meg
V (t ) = D e (t) (3.18)
Tahol D = D > O es kielégíti a
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DA + ATD = -Q (3.19)
Tmatrix egyenletet, ahol Q = Q > 0 ,  es teljesül a
/ vT (t)fr(t) dt (3.20)
о
feltétel, ahol yo T-től függetlenül megválasztott állan­
dó, akkor a (3.6) rendszer aszimptotikusan hiperstabilis.
Bizonyítás :
A tétel bizonyításának menete az előző tétel bizonyításá­
nak menetére hasonlit. Először bebizonyítjuk, hogy a fel­
tételek teljesülése esetén a (3.6) rendszer differenci­
álegyenletének minden megoldása tetszőleges e(o) ф о 
kezdeti állapotból indulva korlátos és nullához tart. 
Induljunk ki (3.20) -böl. (3.6) , (3.18) és (3.20) fi­
gyelembevételével kanjuk:
T T
/ vT (t)p(t)dt = / eT (t) DCé(t) - A e(t)3 dt =
о о
Vizsgáljuk meg a fenti egyenlőtlenség első integrálját, 
a D mátrixot diagonalizálva. /Az egyszerűség kedvéért 
feltételezzük, hogy D sajátértékei A. (i=l,2,...n) 
egyszeresek kapjuk:
(3.21 )
= J e (t)D e(t)dt + / eT (t)C-DAJe(t)dt <
о о
1Х(Т) = j e (t)D ê (t)dt = /eT (t)M*A Mé(t)dt
о о (3.22)
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ahol az M mátrix D normalizált mondálmátrixa /t.i.
M oszlopvektorai D lineárisan független normalizált
* -1sajátvektorai, ilyenkor M = M es
Л = < X >
a D sajátértékeibol alkotott diagonális mátrix.
/t.i. D szimmetrikus pozitiv definitsége miatt X . > 0;* 1 i = =,2,...,n/ Az M mátrix az M mátrix adjungált
mátrixa /tanszponált konjugáltja./
Vezessük be a következő lineáris transzformációt:
így
z(t) = M e(t) 
z(t) = M é(t)
Ezeket ( 3.22)-be visszahelyettesitve kapjuk:
T n T
Ij^ íT) = / z (t) П z (t)dt = T. X / z (t)41(t)dt =
о i=l о
n z?(T) n z?(o)
= ~2---------- Vl(T>- Vl<°>1=1 1=1
ahol
n z?(T)
M1 (T) = E X  -í*-- > О
1 i = l 1
У>(о)
n
E
i = l
X .í
Zi (o) О2
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Vizsgáljuk továbbá a (3.21) egyenlőtlenség második in­
tegrálját :
I2 (T) / eT (t)C-DAD e(t)dt о
(3.23)
Szorozzuk be a (3.19) egyenletet jobbról e(t)-vel és 
„ Tbalról e (t)-vel. Ekkor
Te (t) DA e(t) + Te (t)ATDe(t) = -eT (t)Q e(t)
(3.24)
Mivel
eT (t) CDA3 e (t) = (eT (t)i:DA: eít)^
Ezt a (3.24)-be behelyettesitve, átrendezve kapjuk
eT (t)C-DA3 e(t) = I e(t)Q e(t) (3.25)
TEz éppen a (3.23) integral integrandusza Mivel Q=Q >o
ezért eT (t) C-DAIle (t) kvadratikus alak. Emiatt az I2 (T) 
integrál pozitiv lesz.
A (3.20) feltételből tehát 
T
/ vT (t)p(t)dt = I±(T) + I2 (T) = yJ(T) - 
о
T
- y£(o) + -| / eT (t) Q e (t)dt < y£
о
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Átrendezve :
T
y2(T) + \ f eT (t)Q e(t)dt < y^ + y£(o) = y2; 
о
VT о -ra
Mivel y£(T) mindig nem negativ szám, ezért 
T
i / eT (t)Q e(t)dt < y2 VT > о -ra
о
Mivel az integrál integrandusza kvadratikus alak, igy 
az egyenlőtlenség csak úgy teljesülhet, hogy
I e ( t ) J I m; Vt^o; m pozitiv szám (3.26)
azaz I |e(t) | | korlátos, és
lim I Ie(t) | | = 0  (3.27)
t-*-°°
Vagyis a (3.6) aszimptotikusan stabilis.
(3.17) szerinti megválasztással teljesül a (3.3) fel­
tétel is.
Tehát a 2. definició szerint a (3.6) rendszer aszimp­
totikusan hiperstabilis.
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Megjegyzés ;
Ugyanerre az eredményre más utón jutottak a C70 3 C7Ö3 
munkák szerzői. Ezekben a munkákban V.M. Popov eredménye­
it Cllitl és a Yakubovich lemmát C1U3□ felhasználva bizonyí­
tották a tételt. Az itt bevezetett bizonyitás érdekessé­
ge, hogy csak az időtartományt használja.
Nem teszi szükségessé sem a operátor tartományra, sem a 
frekvencia tartományra való transzformálást.
A f e n t i  k é t  t é t e l  a f o l y a m a t o s  r e n d s z e r e k  t é t e l e i .  
H a s o n l ó k é p p e n  a d i s z k r é t  r e n d s z e r e k r e  i s  b i z o n y l t u n k  k é t  
t é t e l t .
3. Tétel:
Ha a kompenzálási módot a következőképpen választjuk meg
vk = D{ek+1 " A * ek } (3.28)
ahol D tetszőleges szimmetrikus pozitiv definit n x n 
méretű mátrix, és a
> о -ra; (3.29)
> к о
feltétel teljesül, ahol ; k^-től független konstans, 
akkor a (3.7) rendszer szimptotikusan hiperstabilis.
Bizonyitás:
(3.28) és (3.7)-ből kapjuk
vk “ Dpk
k=k vk pk Ä “o
Vk.
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Ezt a (3.29)-be behelyettesítve következőkre jutunk:
kl
E pT Dp. < ]ií ; V  к > к > о -га
к=к к " ° 1 °о
Mivel D pozitiv derfinit, ezért a fenti egyenlőtlenség 
csak úgy teljesülhet k^ = °° választásával, hogy
И  Pk I I £ m  m > o  V k > o  -га (З.'Ю.а)
és
Lim I I P. II — 0 ( 3.30 . b .
k-koo
Tekintettel arra, hogy a (3.7) differencia egyenlet A* 
mátrixa stabilis mátrix (v|X^(A#) |<1) ezért (3.30.a) 
és (З.ЗО.Ь) teljesülésekor e^ is korlátos és eltűnő 
lesz.
Ez elkövetkezőképpen látható be.
Induljunk ki a (3.7.) differencia egyenletből. A megol­
dást iterativ módon a következőképpen kapjuk:
e. = A „ e + p1 * о о
e 2 = A * e l + p. = A^ e + A„ p + p. r l * о * о 1
« *k+le. . . = A„ ek+1 * о +
к
E
i=o
.k-i
pi
(3.31 )
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Az egyszerűség kedvéért tételezzük fel, hogy Аж saját­
értékel egyszeresek. így az A #-t diagonizálra kapjuk:
A„ = M < A . > M * 3
-1
ahol
M A # mondál-mátrixa 
Aj az A # sajátértékei; Ujl< 1 ; 
j =1,2 , . . .,n
így к к -1А* = M <A > M * 3
Ezt behelyettesítve a (3.31)-be kapjuk:
k + l  - 1e, л . = M <A . > M e +k+l j о
‘ (3.32)
k - i  - 1+ E M<A. > M p .3 li=o J
| |p^| | £ m figyelembevételével a (3.32) jobboldali 
második tagjára igaz, hogy
к к
E M<Ak-1> M-1p . I I < I IMI I • { E <Ak_i>} 
i=o -1 1 i=o -1
IM 1 ! I*m.
Amikor k+<» a {•} mátrix elemei egy-egy geometriai 
sor összegét alkotják. Mivel | A ^ |<1; j=l,2,...,n, 
ezért a sor konvergál, mégpedig
Lim E <Ak ■*"> I I =
k-voo i=o ^
i *< E A . > 
i=o 3 1 - A . 3
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így
\\ Z M <Х >k_1 M-1Pi[ I < IIм I I• I I< JTX-- >11*1 |M_1| I -m-
i=o J j
= konst.
Tehát (3.32) jobboldalának második tagja korlátos.
Az első tagja monoton csökkenő sorozatot alkot, amikor 
к növekszik és nullához konvergál. Ezek azt jelentik, 
hogy e^ is korlátos. Vizsgáljuk meg, hogy vajon telje­
sül-e a
lim
k-«o
о
feltétel. Végezzük el a következő lineáris transzformációi
zk = M_1 ek
Ezzel a (3.7) differencia egyenlet
'k+1 = <A . > 1 +
alakot vesz fel. Skaláris alakban a fenti egyenlet a kö­
vetkező :
/ahol z^
Nyilvánvaló, ha z^ nullához konvergál, akkor e^ szin­
tén .
Mivel I I I I -*■ О (З.ЗО.Ь) és e^ lent bizony i tót. i ,in 
korlátos, ezért létezik olyan indexszám, hogy
zk+l = Aj Zk + ^k ; j “1,2 , . . . , n ( k ő '
a z^ vektor j-edik eleme/
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l’kl í t ^
2kl í S2 j 1/2,...,11
minden k ^ N ^  -re, ahol e tetszőlegesen pozitiv kis- 
szám és ő^,ő2 P°zitiv számok.
А к > N. indexekre (3.33) -ból érvényes, hogy
"N1 + 1 - 1*3 ZN + »N,1 í !Лj Ie2 +
•á I - IM ZN + Vi) 1 - lXj|2-{2+ l^l11+2 3 W1 3 N1 3 Z l=o 3
1+s
, 1+s-l N1+s_b i
|X z3 + E Л . V3|<I X . |SŐ0 +
3 N1 i=Nl 3 1 —  3 2
s-1
Z I Л . IX
1  i=o 3
j 1,2 , . . . , n
Elég nagy s index esetén található olyan N2 index, 
hogy éi 
függés
rvényesüljön /mivel |Xj| £ 1/ a következő össze-
1 ^ 1 %  < V s > N.
46
На 6^ értékét a következőképpen választjuk:
61 2 E i=o
2 1
1-Ujl
akkor igaz, hogy
s-1E Ii=o A . 3 e
minden s > N 2 -ra; j=l,2,...,n.
Mivel e tetszőlegesen kis pozitiv szám, ezért
lim IzPI = о ; j-1 f 2 , . . . ,n
k-+°°
Ezzel a
lim I |e. I I = о
k^ -oo
határt bebizonyítottuk. Ez azt jelenti, hogy sikerült 
bebizonyítani, hogy a (3.28) és (3.29) feltételek 
teljesülésekor a (3.7) differencia egyenlet minden 
megoldása nullához tart. Az origó tehát aszimptotikusan 
stabilis pont.
Mivel I I e^ I I korlátos és eltűnő, ezért létezik véges 
szuprémuma, azaz
sup{I Iek I I} = К ф
o<k<°°
oo
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Adott уД -re válasszuk meg
Ezt (3.29) -be helyettesítve kapjuk 
ki
I vkTPk < Mq = 6 { I I eQ I I }-sup-{ I I ek I | } ; 
к—ко
V к. > к > о -га 1 о
Ezzel а 4. definíció szerint а (3.7) hibarendszer 
aszimptotikusan hiperstabilis.
4. Tétel
Legyen
k+1 = D ek+1 (3.34)
ahol
TD = D > 0  es kielegiti a
T T-A# DAX + D = Q ;  Q = Q  > 0  matrix egyen­
letet és
ki ГП
£ v, . , p. < у2 ; V kl > к > о -га 
к=к к+1 к = ° °
° (3.35)
feltétel teljesül /ahol yQ kl-től független konstans/, 
akkor (3.7) hibarendszer Ljapunovi értelemben aszimp­
totikusan stabilis.
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Bizonyítás
Helyettesítsük a (3.7) differencia egyenletet (3.34)—  
be, majd azt (3.35)-be. Ekkor a következőkre jutunk.
Vk+1 E>{A* eR + pk >
ki
E
k=k k+1о
kl T T kl
Е е Dp + Е р Dp £ уД
к=к К к k=k К К °о о
(3.36)
Másrészt, ha pk = ek+  ^ -A#ek kifejezést helyettesit­
jük (3.35)-be, kapjuk, hogy
ki
E
k=k vk+ipkо
kl
E
k=k 'k+1
Diek+1 A*ek J s
így
ki
E e 
k=kо
T
k+1 D 'k+1
ki
+ E 
k=kо
Te. , , C-DA„ :e. k+1 * k (3.37)
A (3.36) és (3.37) szerinti kifejezéseket összegezve
T T Tés figyelmbe veve ek+1C-DA#Dek = ekC-A#D3ek+1 
lőséget, a következő egyenlőtlenségre jutunk:
egyen-
kl 
E e 
k=kо
T
k D{V ek+l } +
ki
E e 
k=ko
T
k+1 D ek+1 +
+
ki
E
k=kо
T
pk D Pk < 2
2
О
(3.38)
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Mivel
T Te, De. + e. , ., D e, , ,, ko ko kl+1 kl+1
es
pk “ ek+l ek
a (3.38) egyenlőtlenség olyan alakra hozható, hogy
A fenti egyenlőtlenség jobboldala pozitív konstans, 
mely kl-tol független; bal oldalán pozitiv tagok 
szerepelnek.
Tehát az egyenlőtlenség csak úgy teljesülhet, ha külön
a tagokra is fennáll a korlátosság.
így
£ ek (-A* DA# + D)ek 
k=ko
T T+ e. . , . *D*e. . , . < 2 jj2 + e. D e. kl+1 kl+1 — о ко ко
£ D pk <
k=k K 1о
(3.39.a)
( 3.3 9 . b )
о
(3.39.c)
ahol
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у^,Р2 és kl-től
lij + u| + w| <, 2 +
független konstansok és
eко
A (3.39) egyenlőtlenségekből egyértelműen következtet­
hetjük, hogy I Ie^| | korlátos és lim| | |  | = 0 ,
k-*°°
ami azt jelenti, hogy a (3.7) rendszer aszimptotikusan 
stabilis.
Megjegyzés : (3.34) és (3.35)-ből nem állapitható meg,
hogy (3.7) aszimptotikusan hiper stabilis, hiszen a 
p^ , 0 U# halmaz nem állapitható meg.
I□-sup(I Ie I I)
к <k<klo= =
3 *sup•(I |e I I).
к <k<kl Ko— =
A továbbiakban a késleltetéses rendszerekre is kiter­
jesztjük a gondolatot.
Legyen a vizsgálandó hibarendszer a következő:
é(t) = A(e)t + Be(t-т)+p(v(t), u(t));Vt>x -ra 
e ( s ) = g ( s ) ;  -r £ s < о -ra (3.40)
Ugyanis (3.35)-bői csak
k i T
Л  vk+l pk S  { c l|eko
ko
állapitható meg nem pedig
k = k  V .  p. < <5 C eo k  Kk =* 11 ko
V (t ) = p{e(t) , e(t-T) }
ahol т : állandó késleltetési idő /pozitiv/ 
g(s) véges, egyértokü függvény.
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Legyen továbbá a hibarendszer önbeálló, vagyis az А,В 
n X n méretű konstans mátrixok olyanok, hogy a
det{A +B exp {-Ат} - Al} = о (3.41)
karakterisztikus egyenlet gyökei a komplex sik bal ol­
dalán helyezkednek el. A (3.40) késleltetéses differen­
ciálegyenlet megoldása C93 C403 szerint a következő 
alakban adható meg:
о
e(t) = E(t)e + / E(t-s-T)B g(s)ds +
-T
(3.42)
t
+ / E(t-s)p(s)ds 
о
ahol az E(t) alapmátrixot a következő egyenlet adja 
meg :
Ê (t ) = AE(t) + BE(t-x) ; t > x 
E (о) = I (3.43)
E(s) = 0 ; -t £ s < о
Az alapmátrix kiszámítása numerikus integrálással nem 
jelent különösebb nehézséget, explicit alakban is meg­
adható 112 83 . E (t) viselkedését a (3.41) karakte­
risztikus egyenlet gyökei döntik el. Mivel (3.41) 
transzcendens egyenlet, ezért végtelen sok gyöke van.
\Ha ezek mindegyike negativ valós részű, akkor E(t)->o, 
amikor t-*-00. Sot d03 /Lemma 1 a 4.96 oldalon/ szerint 
érvényes a következő megállapitás is.
Ha a (3.41) karakterisztikus egyenlet gyökei a komp­
lex sik bal oldalán helyezkednek el, vagyis 
Re £ у < o, és I IА I J < M, J IВ I I £ M, akkor min­
den a 6 (o,y)-re létezik olyqn к(у,а ,M) •exp(-at), 
ahol E (t) (3.43) megoldása.
Ezt a lemmát felhasználva bebizonyítjuk a következő 
tételt.
5. Tétel
- 52 -
Legyen
V (t) = D{é(t)- A e (t) - Be(t-x)} (3.44)
ahol D tetszőleges, n x n méretű, szimmetrikus po­
zitív definit mátrix és teljesül a
T rj,
/ V  (t)p(t) dt < y 2 V T > о -ra (3.45)
о = °
feltétel, ahol yQT értéktől független konstans, akkor 
a (3.40) hibarendszer aszimptotikusan hiperstabilis.
Bizonyítás :
(3.40) és (3.44) -bői
v(t) = D{é t - A e(t)-B e(t-x)} = Dp(t)
így a (3.45) feltétel szerint T = oo esetére kapjuk I
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oo oo
/ vT (t)p(t)dt = / pT (t)Dp(t) dt y2 < oo
о о °
TA D = D > 0  miatt a fenti integrálból következtez- 
jük, hogy
I IP(t)I I £ m ; in pozitiv konstans (3.4 6. a)
LimI |p(t) I I = 0  (3.46.b)t->-°0
Bebizonyítjuk, hogy ||e(t)|| is korlátos és eltűnő lesz. 
(3.42)-ből felírhatjuk:
I Ie (t)I I < I IE(t)I I • I IeQ J I / E(t-s-x)ds| | +
- T
t
+ / E(t-s) p (s)ds II 
о
(3.47)
A fent említett Lemmát alkalmazva, behelyettesítjük 
az
I IE(t) I I ^ к expí-ot} ; k,a,t > о
egyenlőtlenséget a (3.47) összefüggésbe. Akkor a kö­
vetkezőkre jutunk:
||e(t)||<k exp{-ot} I I eQ I I + к exp{-a (t-r)} • 
о
•|| / expias} Bg(s) ds|| + k||exp{-at}*
- T
^ exp{as}*p(s) d s I I 
о
(3.48)
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Ebből az 
gával az
I Ie0 II/I I g(s) I I és I I P(s)I I korlátossá- 
I |e(t)I I korlátosságra következtetünk és
Lim к exp{-ot} • | |e | | = Оt+oo °
о
Lim к exp{- (t-т) } • | |/ expias}• p(s)ds| |= 0
t-Voo _ T
Ezeket (3.48)-be helyettesítve
t
Lim I |e(t) I I £ Lim k| |expfat} / 
t-+°° t-)-oo о
= к
к
a
Lim
t - v o o
Lim
t-voo
_d_
dt
t
/
о
exp{as}p(s)ds
d
dt
IlP(t)И
exp(at)
O
kepjuk: 
exp{os}p(s)ds
Igy а (3.40) hibarendszer aszimptotikusan stabilis. 
Továbbá (3.45)-bői az 1. tételhez hasonlóan kaphatjuk, 
hogy
T
f vT (t)p(t)dt £ őCI Ie I I 1 • sup{ I Iett) I I } 
о o<t<T
A bebizonyítottak és a 2. definíció szerint a (3.40) 
hibarendszer aszimptotikusan hiperstabilis.
Megjegyzés : A kompenzálási módot választhatjuk, mint
V (t ) = D e (t )
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Ilyenkor D nem lehet tetszőleges szimmetrikus pozitiv 
definitmátrix, hanem csak olyan, amely kielégiti a
DA + AT D = -Q ; Q = QT > 0 ; D = DT > О
egyenletet.
(Az egyenletnek csak akkor van ilyen D megoldása, 
ha V Re A.(A) 6 R). A (3.45)-féle feltétel ilyenkor 
a következőképpen módosul
T
f vT (t){B e(t-x) + p(t)}dt £ \i2 
о о
Ez azért van igy, mert
p*(t) = Be(t-T) + p(t)
jelöléssel a (3.40.) hibarendszer átirható
é(t) = A e(t) + p (t) 
v( t ) = p ( e( t ) )
ami alakilag hasonlit (3.6)-ra és a 2. tétel értel­
mében a fenti megjegyzés belátható.
ÖSSZEFOGLALÁS
+ A hiperstabilisás tulajdonképpen a Ljapunov értelemben 
való stabilitás speciális esete. Ha rendszer hipersta- 
bilis, akkor Ljapunov értelemben is stabilis /forditva 
nem mindig/.
A hiperstabilitás felfogható mint disszipálódó rendsze­
rek általánositásának matematikai megfogalmazása. Ugyan­
is a (3.3) és (3.5) feltétel (x(t) ill. x^ megfelelő
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megválasztásával/ azt fejezi ki, hogy o-T és kQ-k^ 
időtartam alatt a rendszer kivülről betáplált energiája 
plusz kezdeti energiája nem lehet kisebb a rendszer ez 
idő alatt felhalmozódott energiájánál Z2J r.69 3
+ A tételek különböző kompenzálási módokat javalolnak. 
Közülük (3.18) ismert /de másképpen jutottak hozzá/.
A (3.9) , (3.20) , (3.29) , (3.35) és (3.45) feltéte­
lek teljesülését a következő fejezetben, különböző fela­
datoknak megfelelően biztosítjuk.
+ Az 5. tétel, az 1. tétel késleltetéses esetre való 
kiterjesztése. A bizonyítások nagyon hasonlítanak egy­
másra. Mégis a teljesség és pontosság érdekében teljes 
bizonyítást adunk.
+ Ezeken a tételeken alapszik a folyamatos, diszkrét és 
késleltetéses tipusu modell referenciás adaptiv rend­
szerek terevezése. A sztochasztikus modell referenciás 
adaptiv rendszerek tervezésére viszont ezek a tételek 
nem alkalmasak, /tj.. ilyenkor (3.6) és (3.7) nem de- 
termisztikus, hanem sztochasztikus egyenletek /De a 
gondolatmenet kiterjeszthető a sztochasztikus esetek té­
teleinek megalkotására is.
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IV. MODELL REFERENCIÁS ADAPTIV RENDSZEREK TERVEZÉSE.
4.1 Folyamatos Modell Referenciás Adaptiv Rendszerek tervezése
4.1.1 Adaptiv irányítás paraméteradapticáióval.
PID adaptációs algoritmusok.
A feladat a 7 . ábrán látható. Az ismert u(t) hatá­
sára adaptáljuk a folyamat paraméterit úgy, hogy a 
folyamat kimenet az előre tervezett modell kimenetét 
kövesse. A tervezett modell tehát ismertnek és sta­
bilisnak választható. Az adaptációra azért van szük­
ség, mert feltételezzük, hogy a belső és külső működési 
feltételek változása következtében a folyamat kimenete 
eltérhet a modell kimenetének követésétől. A helyes 
adaptáció hatására a folyamat stabilisán tér vissza a 
modell követésére. Tegyük fel, hogy a lineáris folya­
mat paraméterei elérhetők és ezeket a következő egyen­
let adja meg:
x(t) = A(t)x(t) + В (t)u(t) (4.1)
a referencia modell egyenlete pedig
ÿ(t) = AM y(t) + BM u(t) (4.2)
ahol
X ( t ) , у ( t ) e Rn 
u ( t ) e Rm
A(t) , В (t) megfelelő méretű időva­
riáns mátrixok A.„,В mellé
A B  M mM ' M megfelelő méretű állandó
mátrixok és V ReÁ . (A,,)GR1 M
Az e(t) = y(t)-x(t) hibavektort definiálva, a (4.1) 
és (4.2) figyelembevételével kapjuk:
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é(t) = ÿ (t) - x(t) = AM e(t) + p(t) (A .3)
ahol
p(t) = /AM - A(t)/x(t)+/BM-B(t)/u(t) (A.4)
Keresnünk kell tehát A(t) és B(t) adaptációjának a 
módját úgy, hogy
lim e(t) = 0t-»-oo
Alkalmazzuk az 1. tételt а (A.3) egyenletre. Ha 
biztosítani tudjuk a kővetkező feltételt:
/ vT (t)p(t)dt < (4.5)
Yq egy s z á m ,  a m e l y  T-tol független 
ahol
V  (  t ) =  D{e(t) - AM e(t) };DT =  D > 0 (A.6)
akkor а (A.3) rendszer aszimptotikusan hiperstabi- 
lis. Ez egyben a kívánságunkat is kielégíti. 
Helyettesítsük a (A. A) kifejezést a (A. 5) egyen­
lőtlenségbe. Tagokra bontva kapjuk:
T T
/ vT (t)CA -A(t):x(t)dt + /vT (t)CB -B(t)3u(t)dt =M M0 о
T
£ “ / v± (t)CAM -A (t):x (t)dt + (A.7)
1 *= 1 J *= 1
n m T
A  A  ; vi(t)l:BMih-Bij(t>:iuj(t)dt í
1 =  1 J  »  1 О  J J
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A (4.6) feltétel biztosítására elegendő, ha a szum- 
mátorokban szereplő tagokra a következő egyenlőtlensé­
get biztosítjuk
/ V. (t ) z . (t) LA... . -A . . (t ) Ddt < у 2i 1 Mii 1] = ' . .о J J J lij
i,j —1,2,. . . ,n
( 4 . 8 . a )
/ V . (t)íВ . . -В. . (t)Du. (t )dt < y 2л 1 Ml] 1] J = о . •o j j j 2ij
1 1,2 , . . . n ; j 1,2 , . • « in
(4.8.b)
ahol T értékétől független számok.
Bebizonyítjuk, hogy ha az adaptációs algoritmust a 
következőképpen választjuk meg:
A  . . (t ) = A  . . (o) +qA . / V . (a)da+pA  . v . (t) +í] í] í *1] í
+ r). v.(t)x.(t)íj dt í j (4.9.a)
i ,j=l,2 , . . .n
В ..(t) = В ..(о) + qB . / v.(a)u.(a)da+pB .v.(t)u.(t)+1] 1] ^i] 1 ] *1] 1 ]
+ r?j it vi (t) uj (t) (4.9.b)
i=l,2 , . . . n 
j 1,2, . . . ,m
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ahol Aij (o) , В±^(о) tetszőleges kezdeti értékek
A В А В A в
qij ' ' Pij ' Pij ' rü  ' rij alkalmasan vá
lasztott pozitiv számok / ^' 4lj . qij' > 0 ; többiek
lehetnek zérusok is/ akkor (4.8.a) ill. (4.8.b)-re 
tudunk olyan és *2ij számokat meghatározni,
amelyek a (4.8. a) , (4.8.b) egyenlőtlenséget bizto- 
sotják tetszőleges T > О értékre.
A bizonyítást csak (4.8.a)-ra végezzük el, mert 
(4.8 . b ) -ra hasonlóképpen juthatunk .
Helyettesítsük a (4. 9. a) kifejezést a (4.8. a) egyen­
lőtlenségbe. A következőkre jutunk:
T t
f vi (t)x;. (t) (Aj^j-A^ (o)-q^j / v± (x)Xj(T )dx }dt -
- P . . fív.(t)x .(t)D 2dt - r . / V.(t)x.(t)
il о ' 3 il о i ' ' j • ' dt
Vl(t)x. (t):dt < у*±.
(4.10)
Legyen
a.. = / v.(x)x.(x)dx
о 1 1
AM . .-A. .(o) 
.MlJ__ il
il
Ekkor
à . .(t) = V .(t)x.(t) i j i j
V j (t) = Ä  4i: “ àVt)x.(t)
Ezeket a jelöléseket а (4.10) egyenlőtlenségbe he­
lyettesítve kapjuk:
62
T T
-qA . fa. .à. . dt - pA . /Câ. .32dt - 0 13 13 *13 0 1З
- r . . / â . . 'à. . dt < yl . . 13 0 i] 4  = ’li3
(4.11)
Vagyis
-qA . Л а . т  .
M13 2 0
A T. .p /СО,
Jo
. 3 2dt13 - rR / - h i T =1] 2 0
- _ qA A+ q. .13
a2 .(0 ) 13 5 A ' - k? . (T)-r'?. ■13 13qij 2 2
A à2 .(0 ) 13 c Yi • • “ ii3ij 2
à2. . (T)
(4.12)
ahol
T
k? .(T) = p . . /Câ. .32dt ami nem negativ minden13 *13 13
T > О -га.
A következő megválasztás esetében
2 л а2 .(о)Y . А 13 т • • > q . • — À---I13 = 13 2
4^(0)
13 2+ rA . -JJ
(4.12) felső korlátosságának feltétele teljesül 
minden T > O-ra.Ezzel a (4.9.a) adaptációs algorit­
mus érvényességét bebizonyitottuk. Hasonlóképpen, ha
2ij
В
‘ij-
eln<°> + rВij
ahol
6.•(t) 1 j
t
/
о
v i ( t ) u _ . ( t )  +
в . . —В O_M±J__ ij- ,В
qij
i=l, 2,...,n
j 1,2,...,m
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akkor a (4.8. b) feltétel teljesülni fog. 
A következőkben megválasztással
n n n m
Y2 > £ £ y2 + £ £ Y 2
i=l j=l lij i=l j=l 2ij
vagyis
Y2 >' о =
n n
£ £ qA .
i-1 j - 1 ^
a. .(o) 13 A+ r . . 13
t2
ü la;.(o)
n
£
mr B
i-i j - i ^
W ° ! + rВij
*jj(o)
a (4.7) feltétel teljesül, ami a (4.3) rendszer 
aszimptotikus hiperstabilitását biztositja.
Ez egyben adja, hogy
lim e(t) = 0,
t-v°o
vagyis a folyamat kimenete a modell kimenetét követi. 
A 8. ábrán tervezett modell referenciás adptiv 
rendszer blokkvázlata látható. A kompenzátor a (4.6) 
egyenlet szerint Differenciális és Arányos tagokból 
áll. Ilyenkor a D mátrix akármilyen szimmetrikus 
pozitív definit mátrix lehet. Ha v(t) - t úgy ál­
líthatjuk elő, hogy:
V (t) = P e (t )
T Tahol a P = P > 0  es az A„P + PA,, = -Q LjapunovM M
egyenletet kielégíti, akkor a 2. tétel felhasználá­
sával a kapott eredmény nem változik meg. Ilyenkor a
8. ábra
MR AR P/D ADAPTÁCIÓS ALGORITMUSSAL .
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kompenzátor csak egy P arányos tagból áll. Az egy­
szerűség árán P nem lehet tetszőleges szimmetrikus 
pozitiv definit mátrix, hanem meg kell oldani a 
mátrix Ljapunov egyenletet.
A (4.9. a) ill. (4.9.b) algoritmusok mátrix alak­
ban következőképpen irhatok fel:
A (t) = A(o) + / V(Q^ x)TdT + P^ v(P2 x)T +
О
„A -„A 4T 
R 1  v ( R 2  x )
B(t) = В(о) + / V(Q2 u)Tdx + PR v(P2 u)T +
(4.13.b)
ahol
A(o),B(o) tetszőleges mátrixok
А А В В, Q2 r , Q2 szimmetrikus pozitiv definit
mátrixok
R1'R1'R2 ,R2 ,P1 ,P1 ,P2^ ,P2 szimmetrikus pozitiv
definit, vagy pozitiv szemi- 
definit mátrixok
A fenti algoritmusok érvényessége az Rn térben 
lineáris transzformálással és a pozitiv definit mát­
rixok tulajdonságának felhasználásával bebizonyítha­
tó. Tudjuk azt, hogy egy szimmetrikus pozitiv defi­
nit mátrix mindig felfogható, mint egy nem szingulá­
ris mátrix saját transzponálásának szorzása.
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Vagyis :
о
M
 
>
 
N
( Q 1 * ) T  qI * r -  « $ .
II
( p i J p í *  »
p a
2 =  ( p 5 * > T p
« Î - ( * í * > T  R Í *  ?
r a
R 2 =  ( 4 * > T
T qA . 
g2* '
A
2*
A A A A A A
ahol a ,Q2# ,Pl* ,P2* ,Ri* R2* nem szin9ulá-
risak.
/Hasonló sorozatok irhatok fel a В-re vonatkozó 
mátrixokra is./ Végezzük el a következő lineáris 
transzformációt az Rn térben:
v1 (t)
v2 (t>
QA*v(t) ; x-^t) = q 2#x (t)
R p V  ( t ) ? x2 (t) = R2Xx(t)
(4. U )
A (4.8.a) feltétel a következőképpen irható fel 
mátrix alakban:
T
f vT (t)CA -A(t):x(t)dt < (4.15)
о
T-től független konstans.
A (4.14) transzformációkat és a (4. 13.a) algorit 
must (4.15)-be helyettesítve kapjuk:
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T t
/ v^{ - I Vj^x^dr + a m ^x 1 dt “
о о
T
/ CVTP^ v DCx TP2 xDdt - / v^i^nr V2X2 X^2dt 5 Y? 
о о 1
ahol
AM - (Q^,)‘1{Am -A(o )}q 'J,
A kettős összecgést felhasználva a (4.16) feltétel 
első integrálját a következőképpen Írhatjuk fel:
T t
I, = / vf { - / V x^ dx + A }x, dt = 1 1 1 1  M lо о
n n T t
= E E - I V-.X { / V-.X .dT - AM ..}dt. t . , li 1] li In Miti=1 3=1 о J о J J
, n n T ~ , n n
4 E Z {/ V..xn .dt - AM ..}2- ± Z Z (AM ..
i=l 3=1 о J J 1=1 3=1 J
n n
i А  A  « W 21 = 1 j =1 J
(4.16) második integrálja a negativ előjellel min­
dig nempozitiv minden T > 0 -ra a harmadik integ­
rálját elemezve kapjuk:
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*3 = - S V2 {Á  V2 X2 } X2 dt =
О
n n T d 
E E / v0 . x„ . -rr- v0 .x_. dt
i=l j=l о 21 23 dt 21 ^
1
2
n m T
E E Cv_. (t)x_ . (t): <
i=l j=l 1 ZJ о
n n
+ -ö £ E {v0 . (o)x_ . (o)}
i=l j=l 2i 2 j
Ezek után ha választjuk
n n
E E { CA 
i=l j=l
+ c v 2 . № 2 .(o ) ] ! )
akkor (4.16) teljesülni fog. Hasonlóképpen (4.1Q.b) 
is bebizonyitható.
A későbbiekben gyakran fogjuk használni azt a spe­
ciális /de nem kevésbé általános/ esetet, amikor
Ebben az esetben a
AA(t) = А (о) + (Г /
о
PID adaptációs algoritmusok
T,. ^ T, A d T
V  X  dt + P vx +R 37- vx
(4.17.a . )
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B(t) = В(о) + QB / V  uTdt + PBv uT+RB ^  vuT 
a °
(4 . 1 7.b)
alakot vesznek lel, ahol QA=Q^, PA=P^, RA=R^ 
és QB=QB , PB=PB , RB = RB .
Szimulációs példa
A PID adaptációs algoritmust néhány szimulációs 
példán szemléltetjük.
Jellemezzék a modellt és a folyamatot a következő 
egyenletek.
У (t) = -3y(t) + 2 u (t ) 
x(t) = a(t)x(t) + b(t)u(t)
Az alkalmazott bemenőjel legyen szinuszos függvény. 
u(t)= sin(0.0628)t
Legyen
v(t) = 1 .OCy(t)-X(t)D=1.0 e(t) /arányos kom­
penzálás/
t
a(t) = a(0) + 5.0 /v(t)dt + 0.05v(t)x(t) +
о
+ 0.005 ^  V (t) X (t) 
t
b(t) = b(o) + 5.0 / v(t)u(t)dt + 0.05 v(t)u(t)+
о
+ 0.005 v(t)u(t)
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a ) esetben a(o)=b(o) и rt> 0 V-/ II 0
b) esetben a(o)= 5; b (o)= 5 és e(o)= о
c ) esetben a(o)=-5; b(o)=-5 és (D X-N 0 II 0
Az e(t) hiba alakulása a 9.a., 9.b., és 9.c 
rákon látható.
áb-
A második szimulációs példa paramétereit úgy válasz­
tottuk meg, hogy a PID algoritmus egyes tagjainak 
hatását megvizsgálhassuk. Legyenek a kezdeti értékek 
azonosak a felső esettel. Legyen a bemenojel az egy­
ségugrás
u(t) = l(t)
A szabad paraméterek megválasztása
d) Aq = qB = 0.5 és > II PB = 0.005
e ) Aq = qB a 0.5 7 PA = PB = 0.005 ; RA=RB=0.0005
f ) Aq B c= q = 5 ,
g) Aq B c= q = 5 ; p a = PB = 0.05
h) Aq в с= q = 5 ;
AP = PB = 0.05; RA=RB=0.005.
A hibák alakulásának értékeit 1. táblázat tartal­
mazza. A 10. a. és lO.b. e) és h) hibájának alaku­
lását mutatják.
4.1.2 Adaptiv irányítás paraméter adaptációval el nem 
érhető paraméterű folyamat esetén
Az előző pontban ismertetett módszer csak olyan 
folyamatokra alkalmazható, amelyeknek a paraméterei 
közvetlenül elérhetőek. Tegyük fel, hogy ez a félté-
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tel nem teljesül. Ilyenkor a feladat megoldására a 
visszacsatoló és a bemenő ágakban végzett paraméter 
adaptáció szolgálhat.
Legyen a folyamat dinamikája
x(t) = A x(t) + В u^(t) (A.19)
ahol А,В ; n x n ill. n x m méretű állandó 
mátrixok. További feltételünk az, hogy В ismert 
és létezik baloldali általánosított inverz mátrixa 
B+ (8) vagyis
В В = I (А.20)
A visszacsatoló és bemenő ági jelképzést jellemezze 
a következő összefüggés:
uf (t) = F1 (t)u(t) + F2 ( t ) x(t) (A.21)
ahol F-^  (t ) , F2 (t) m x r és m x n változtatható
mátrixok. F-^(t) és F^Ct) olYan változtatása, hogy 
a folyamat kimenete a modell kimenetét kövesse. 
Legyen a kivánt modell dinamikája:
y(t) = AM y(t) + BM u(t) (A.22)
ahol
A„ n x n méretű stabilis állandó, ismert M
mátrix,
Bw n x r méretű állandó mátrix.M
A (A. 19) és (A.22)-bői a hibarendszerünk most a 
következő alakban adható meg
U. <д bra.
ER НЕ ТО РА RA ME T ER U FCL У А ПАТ A DA РП V I R a H Y í  TÁSAE L  Л/ÊM
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e(t) = y(t) - x(t) 
ê (t) = AM e(t) + p(t)
p(t) = :a m -a -b F2 (t): x(t)+cB -BF1 (t):u(t)
Ebből látható, hogy (4.3)-hoz hasonló egyenletet 
kapunk. A különbség, hogy a -A konstans és а В 
szorzó mátrixok szerepelnek p(t)-ben. A PID adap­
tációban -A hatását A(o)-ként kezeljük és mivel 
A(o) tetszőleges lehet ezért azt mondjuk, hogy tet­
szőleges konstansokat hozzáadhatjuk a p(t) szögle­
tes jelben lévő mennyiséghez. A PID adaptáció most 
olyan mint a (4.13). A különbség az, hogy a kifeje-
zés baloldalán nem A ( t ) ill . B(t) szerepelnek,
hanem BF2 (t) ill. BF1 (t). B+-szal jobbról való
szorzás után kapjuk 
F2(t) = B+A(o) + B+ ^ Af q a v (QA TX)1 dt +
+ A ,ЛА . T
о
+ d _ A . _ A . T
(4.23)
+ B v (Q2 X) + B dt v (R2 X)
F^t) = B+ B(o) + B+ / QB v(QB u )T dt +
+ B+ PB v (Q2 U)T + B+ ^  RB v(RB u )T
Arányos kompenzálás esetén
V (t ) P e (t ) ; P = P > О
(4.24)
Амр + pam = - Q ?
ahol
TQ = Q > О
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Differenciáló kompenzálás esetén:
v(t) = D{e(t) - AM e(t) } ; DT = D> 0 
kapható, hasonlóan mint az előző esetben.
4.1.3 Adaptiv irányitás jeladaptációval
A jeladaptáció alatt azt értjük, amikor a bemenőjel­
hez adaptációs segédjelet adunk. Az adaptiv irányí­
tásban az adaptációs jelnek olyannak kell lennie, 
hogy a folyamat a modellt kövesse /lásd. 12 ábra/, 
így a jeladaptáció a folyamat paramétereinek elér­
hetőségét nem követeli meg. Tehát olyan folyamatra 
alkalmazható, ahol folyamat paraméterei nem változ­
tathatók közvetlenül, de a folyamat bemenő jele sza­
bályozható.
Legyen a referencia modell leirása az előző esetek­
hez hasonló
ÿ(t) = AM y(t) + BM u(t)
ahol
A.. , B._ n  X  n  i l l .  n  X  m  m é r e t ű  á l l a n d ó  M M
mátrixok
V Re X (AM) 6 R. X M
A folyamat dinamikája:
X (t) = A X (t) + B{u(t) + f(t)}
ahol
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R e f  modell
kompenzátor
u(t)
<2>— *- Folyamat
adoptációs jel
ti. ábra
JEL ADAPTÁCIÓ TER V E Z E S E
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A,B n X n ill. n X ш méretű mátrixok 
u(t) modell és folyamat közös bemenôjele 
f(t) adaptációs jel.
A feladat tehát olyan f(t) keresése, hogy az
e(t) = y(t) - x(t) 
hibavektor eltűnjön.
A modell és a folyamat dinamikájából a hibaegyenlet 
alakja a következő:
é ( t ) = A M e ( t ) + p ( t )  (4.26)
ahol
p(t) = CAM-A3x(t)+CBM-B3u(t)-B f(t) (4.27)
Az f(t) Jelet az u(t) és x(t) jelek lineáris 
kapcsolatának alakjában keressük.
f(t) = F2 (t)x(t) + Fx (t) u (t) (4.28)
ahol F-^ (t) és F2 (t) megfelelő méretű változó mát­
rixok. Feladat a változásuk törvényének megkeresése 
a modell követése érdekében. A (4.28) összefüg­
gést a (4.27) egyenletbe behelyettesitve kapjuk:
p(t) = CAM-A-BF2 (t)Dx(t)+CBM-B-BF1 (t):u(t) (4.29)
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A legegyszerűbb megoldás F^(t),F2 (t) olyan megválasz­
tása, hogy a (4.29) egyenlet szögletes szorzó jelben 
levő mennyisége azonosan zérus legyen.
Ilyenkor, tekintettel A^ stabilis voltára e(t) 
eltűnik. Ebben az esetben az A és В mátrixoknak 
ismerteknek kell lenniük
A - A - BF~(t) = О M Z
BM - B - BF^t) = О
Ezekből
F2 (t) = B+ CAM - (4.30.a)
Fl (t> ’ B+ BM ' 1 (4.30.b)
ahol
B+ В = I
Ezt a gondolatot először а С Л.h5 □ publikálta.
Abban az esetben, amikor A állandó, de nem ismert, 
akkor nyilván (4.20.a) nem alkalmazható. Ilyenkor 
a (4.23) és (4.24) adaptációs algoritmust alkal­
mazhatjuk a (4.26) rendszer aszimptotikus stabi­
litásának biztosítására. Végül, ha В sem ismert, 
akkor az F(t) jelet nem a folyamat bemenetére, 
hanem az integrátor elé szükséges bevinni.
x(t) = A x(t) + В u(t) + f(t)
A hibarendszerünk emiatt a következőképpen módosul:
é(t) = AM e(t) + p(t) (4.31)
p(t) = iAM-A-F2 (t):x(t)+:BM-B-F1 (t):u(t)
(4.32)
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A modell követésére szolgáló adaptiv algoritmus most 
hasonlóan (4.17) kifejezéshez PID tipusunak vehe­
tő:
t
Fl (t) = Fi (o)+Qi f v(t)uT (t)dt+P1v(t)uT (t)+
+ R1 ^  v ( t ) u V )
F2 (t) = F2 (o )+Q2 f v(t)xT (t)dt+P2 v(t)xr (t) +
+ R2 Ж v(t) хТ№)
ahol
Ql,Q2 pozitív definit, szimmetrikus mátrix,
P^,P2,R^,R2 pozitiv definit, vagy pozitiv
szemidefinit szimmetrikus mátrix, 
F^(o ),F2 (o ) tetszőleges állandó mátrix.
A v(t) kompenzált jel az előző ponthoz hasonlóan 
előállítható.
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4.1.4 Adaptiv identifikáció zajmentes esetben:
A feladat a folyamat ismeretlen, állandó paraméterei­
nek meghatározása /identifikálása/ a modell segítsé­
gével .
A modell paramétereit úgy adaptáljuk, hogy konvergál­
janak az ismeretlen rendszer peramétereihez.
Az identifikálandó folyamat legyen a következő alak­
ban megadható:
x(t) = A x(t) + В u(t) (4.35)
ahol A,B n X n ill. n x m ismeretlen állandó
mátrixok. A (4.35) egyenletben nem szerepelnek 
a zajok æ m  a folyamat bemenetén sem a kimenetén. To­
vábbi feltételünk, hogy A stabilis és А,В tel­
jesen vezérelhető párost alkot. Válasszuk meg az e- 
gész identifikálási rendszert, mint az a 13. ábrán
látható. A feladat AM (t> , BM (t) és
tálásának. módját megkeresi úgy, hogy
lim AM (t) = At->-°°
lim
t-и» BM (t)
= В
Képezzük az e(t) hibára az egyenleteket az ábra 
alapj án:
e (t ) = у (t) - z (t) 
ÿ (t) = x (t) - AM (t)x(t) + P y(t) 
z(t) = Pz(t) + BM (t) u(t)
é(t) = Pe(t) + CA-AM (t)3x(t)+CB-BM (t)3u(t)
(3.36)
\Ъ. ábra
ADAPT/V IDENTIFIKÁCIÓ
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На а Р mátrixot stabilis /tehát VRe A^(P) 6 R/ 
mátrixnak választjuk és az A^Ct) , B^(t) mátrixokat 
PID adaptációs algoritmussal adaptáljuk, vagyis
AM (t) = AM (o)+QA I v(t)xT (t)dt + 
+ PA V (t ) xT (t) + Ra ^  v(t)xT (t)
(4.37)
BM (t) = BM (o) + QB f0 v(t)uT (t)dt + 
+  Р в  V  ( t ) uT (t) + RB ■—  v(t)uT (t)
(4.38)
ahol
V (t) = D e(t) TD = D > 0
PTD + DP = -Q ; TQ = Q > 0
°A ' QB =• 0
pa 'p b 'r a 'rb - 0
akkor mint az előző esetekben a (4.36) hibarend­
szer aszimptotikusan stabilis lesz. Ez azt jelenti, 
hogy tetszőleges e(tQ ) kezdeti állapotból indulva 
és tetszőleges folytonos, korlátos u(t) bemenő­
jelre érvényes, hogy
lim e(t) = 0
t-»-oo
lim é(t) = О
t-voo
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amit a (4.36) egyenlettel összetéve, érvényes a 
következő egyenlet:
lim{CA~AM (t)3x(t)+CB-BM (t)3u(t)} = 0 (4.39)
t-*oo
tetszőleges folytonos u(t) -re
V e z e s s ü n k  b e  u j  j e l ö l é s e k e t :
<t>(t) = A - AM (t) 
Y(t) = В - BM (t)
Be fogjuk bizonyítani először, h o g y  korlátos u(t) 
hatására érvényes:
lim <(>(t) = konst. 
t-*-°°
lim ¥(t) = konst. 
t-н»
Vagyis
lim A,, (t) = konst.
t+oo M
lim B,, (t) = konst. M
t-M °
Mivel a hibarendsza: aszimptotikusan stabilis, 
ezért
lim v(t) = D lim e(t) = D.O = О 
t-*-°° t-^00
lim v(t) = D lim é(t) =
t->°° t“^00
0
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azaz a v(t) kompenzált jel is exponenciálisan el­
tűnő mennyiség mint e(t). Másrészt az ismeretlen fo­
lyamat lineáris, stabilis és teljesen irányítható, 
ezért a korlátos folytonos u(t) bemenő jelre a 
x(t) kimenő válasz is korlátos és folytonos lesz. 
így Írhatjuk:
max
Vt>o
1|x(t)
max
Vt>0
|u(t)
max
Vt>0
1 |x(t)
max
Vt>0
1 1 û ( t )
Ezeket figyelembevéve, kapjuk
v(t) X T (t) -*• о 
v(t) xT (t) -> о 
v(t) uT (t) -»• о 
^  V (t) uT (t) -*■ о
így (4.37) és (4.38)-ból megállapítjuk, hogy:
t rp
lim AM (t) = AM (o) + Qa  / v(t)x (t) dt 
t-*-“ о
t ip
lim BM (t) = BM (o) + QB / v(t)u (t) dt 
t->°° о
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Mivel a fenti integrál integrandusza exponenciálisan 
eltűnő mennyiség, ezért az integrál létezik, vagyis
lim A„(t) = konst.
lim BM (t) = konst.
t->-oo
ami bizonyítani akartunk.
Keressük most azt a feltételt, amely biztosítja, 
hogy
lim
t “>-oo
A., (t) = konst. M = A (4.40.a)
lim
t -И»
B^ít) = konst. M = В (4.40.b )
Az u(t) bemenőjel tartalmában keressük ezt a felté­
telt .
Induljunk ki a (4.39) egyenletből. 0(°°) - 0 és 
4/(00) = 4< jelöléssel kapjuk:
фх(t) + Tu(t) = 0 ; t-и» (4.4 1)
Mivel az identifikálandó rendszerünk lineáris, ezért 
a lineárisan független u^t) / i=l,2 ,../ vektorok­
ra lineárisan független x^’ít) válaszokat kapunk.
Ha bemenőjelként
u (t) = l u (t) 
i=l
jelet hásználunk ahol u^ít) vektorok lineárisan 
függetlenek, akkor
к
x(t) = E xx (t) 
i=l
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választ kapunk, ahol x^ít) szintén lineárisan 
független vektorok. A (4.41) egyenletünket most
Z {ф x1 (t) + Tu1 (t) } = О (4.42)
i=l
A lineáris függetlenség miatt érvényes:
Ф x1(t) + Ÿu1 (t) = 0
1 1,2, . . .,к .
azaz
- X 1-
Сф T D
iи
mm. —
A
ig =
és
= О ; i=l,2,. . . ,k.
и
T = Сф TD
jelölésekkel (4.43) egyenletünk a
T g1 = О ; i=l,2,...,k. (4.44)
alakot veszi fel. Nyilvánvaló, ha tetszőleges
g1 ф О -ra (4.44) teljesül, akkor ez csak úgy 
lehet, hogy T = 0. Feladatunk most éppen T = 0-ra 
vezető к -szám kijelölése. Mennyi az elegendő к 
/a bemenő lineárisan független vektorok száma/ szám, 
hogy teljesüljön T ->0.
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Tegyük fel, hogy T valamennyi eleme zérustól kü­
lönböző. Jelöljük T j-edik sorát T.-vel. így (4.44)-re 
irható
Tj g1 = О ; i=l, 2 , . . . ,k
j—1,2,...,n
На к n+m /Т.3 elemeinek száma/, akkor a
G = cg1,g2
jelöléssel Írhatjuk:
n+m-,g 3
Tj G = O j=l,2,...,n (4.45)
Mivel G oszlopvektorai lienárisan függetlenek, igy 
det G ф О
és ezért a (4.45) egyenlet csak úgy teljesülhet, 
hogy
Tj = 0  j=l,2,...,n.
Az elmondottak alapján megállapíthatjuk, hogy a 
(4.40.a),(4.40.b) feltételeket biztositó elégséges 
feltétel az, hogy az u(t) bemenő vektor legalább 
n + m  lineárisan független vektorból tevődjön ösz- 
sze. Legegyszerűbben választható meg ilyen jel, amikor 
u(t) különböző diszkrét frekvenciákat tartalmaz.
Ha u(t) elemeiként relaxiációs jeleket használunk 
/relaxiációs jel olyan, amelynek spektruma végtelen 
diszkrét értékű/, akkor a fent említett frekvencia 
feltétel mindig teljesül. De itt meg kell említenünk, 
hogy relaxációs jelek nem differenciálhatóak minden
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t > О, ezért a PID adaptációs algoritmusban 
Differenciáló tag nem szerepelhet. Ilyenkor RA=Rß=0, 
vagyis csak Pl adaptációs algoritmust alkalmazunk.
Az u(t) bemenőjelre fennálló frekvenciafeltétel 
gondolatával először Lion C82D foglalkozott.
Később ezt a gondolatot a C62D C58D munkák tovább­
fejlesztették .
4.1.5 Adaptiv identifikáció zajos esetben
Tegyük fel, hogy az identifikálandó folyamat bemene­
tén £(t) és belsejében ç(t) adaptiv zajvektor 
jelenik meg. A folyamat leirása ekkor
X (t ) = A  X (t ) + B C u ( t ) + Ç ( t ) :+ Ç (t ) (4 .5 0 )
Tételezzük fel, hogy a zajok várható értéke ismert. 
Legyenek a várható értékek:
M{£ (t) } = m^
M{ç(t)} =
Az identifikálásra a következő modellt válasszuk:
ÿ (t) = P y (t) + CAM (t)-P:x(t)+BM (t)Cu(t)+mçD +
(4.5 1 )
+ CM (t) m ç
ahol P stabilis mátrix.
A hiba vektorra felirva az egyen.]-
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ê(t) = x(t) - ÿ(t) =
P e(t) + CA-AM (t) Dx(t) + IIB-BM (t) 3u(t) +
+ BÇ(t)-BM (t)m +ç(t)-CM (t) mç
Képezzük a várható értékeket
M{ê(t)} = P M{e(t)J+CA-A (t)3M{x(t)} +
+ CB-BM (t): (u(t) + m c) (4.52)
Feltételezzük' még, hogy
M{ê(t)} = M { ^  e (t )} = ^  M{e ( t) }
Ezt a (4.52) egyenletbe helyettesítve kapjuk: 
^  M{e(t)} = P M{e(t)} + p(t) (4.53)
ahol
p(t) = CA-AM (t)3M(x(t)}+CB-BM (t):(u(t)+ m^)+ 
+CI-CM (t)3mç
Látható, hogy a (4.53) egyenlet már determinisz­
tikus a korábbi (4.36) egyenletre hasonlit. A 
különbség az, hogy az m^ várható értékvektor az 
u(t) bemenővektorhoz hozzá adódik és ezen kivül a 
LI-CM (t)Dm^ tag szerepel a ç(t) belső zajvektor 
hatása miatt.
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Ahhoz, hogy (4.53) aszimptotikusan stabilis 
rendszer legyen, a 2. tételben biztositanunk kell 
az
oo
f vT (t)p(t)dt (4.53)
о
feltételt, ahol v(t)=D M{e(t)}
DP+PTD=-Q ; D=DT > О ; Q=QT > 0
A p(t) kifejezést behelyettesitve,
OO
! vT (t)CA-A (t)3 M{x(t)dt <
О
oo
/ vT (t)CB-BM (t)3(u(t)+m)dt £ Y2 
о ^
OO
/ vT (t)[!I-CM (t)Dmr dt < Y3 
о ^
ha az
(4.54.a)
(4. 54.b)
(4.54.C)
feltételek teljesülnek /ahol kons­
tansok/ akkor
választásával, (4.53) teljesül.
A PID algoritmus levezetéséhez hasonlóan 
(4.54.a) (4.54.b) és (4.54.c) feltételeket 
biztositó adaptivitási törvények sorra a 
következők :
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AM (t) = AM (0) + Qa /v(t) M{x (t) }dt +о
+ Рд V (t) M{xT (t)}+ Ra ^  V (t) M{xT (t )}
BM (t) = BM (o) + Qn / v(t) Cu(t) + nv F dt +M гВ
+ Рв V (t) Ги (t ) + шг :Т + V ( t ) Cu(t) + ш£.:]Т
см t = см(°) + Qc / V(t) raj dt + Pc v(t) raj +
о  ^ ^
+ RC À  v<t) \
ahol
дм (о), В (о), C^Co) tetszőleges kezdeti
5A' QB Q > о c
mátrixok
/ R > о c =
A
és
lim A(t) = A
t-*00
lira B (t) = В
t -*оо
feltételeket az előző esethez hasonlóan, a frek­
venciában elegendő u(t) biztosítja. A teljes
/4. ab га
Adaptiv iden tif/^ ócio za jo s esetben .

ÍOO
identifikációs rendszer zajos esetben a 14. ábrán 
látható. A zajmentes esettel összehasonlitva lát­
juk, hogy várható értéket képző blokkok is szere­
pelnek és a modell alkotásában szerepelnek a m^, 
m^ mennyiségek, a Ç(t) és ç(t) kompenzálására,
Megjegyezzük, hogy (4.53) nem sztochasztikus 
differenciálegyenlet, hanem determinisztikus, ezért 
kezelése történhet úgy, mint előző esetekben.
Az Авд(t ) , Вод(t ) és CM (t) adaptálása szintén 
determinisztikusán történik, hiszen csak a sztoc- 
chasztikus mennyiségek várható értékei szerepelnek 
az algoritmusban.
S z i m u l á c i ó  : Példaként választjuk a kö­
vetkező zajmentes folyamatot.
x(t) = a x(t) + b u(t)
ahol
a = -1 ; b = 1.
Választott szabad paraméterek a következők:
y(t) = -5 y(t) + Ca(t) + 53 x(t) + b(t) u(t)
V(t) = llx(t) - y(t)3
t
a(t) = a(o) + 1 0  / v(t) x(t) dt
Оt
b(t) = b(o) + 1 0  / v(t) x(t) dtо
u(t) = négyszög impulzus sorozat u q ± 2;
T = 3,3 s.
Az a(t) , b(t) alakulása különböző kezdeti 
értékekből a 15. ábrán látható. 
Összehasonlitás céljából zajos folyamatként az
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előző folyamat példába az M{Ç(t)} = M{ç (t)}=0.5 
várható értékű 0.2 szórású gauss eloszlású za­
jokat adjuk. A folyamat leirása most
x(t) = -3 X (t ) + 4Cu(t) + Ç(t)3 + Ç(t)
A modell
ÿ(t) = -5 y ( t ) +Ca(t) + 5: X ( t ) + b(t)L~u(t) + 13.
+ c(t) 1,1
szabad paraméterek mint előző esetben választot­
tak .
v(t) = M {X (t) - y (t)}
t
a(t) = a(o) + 1 0  / v(t) MÍx(t)}dtо
t
b(t) = b(o) + 10 q/ v(t)Cu(t) + 1.03dt
t
c(t) = c(o) + 10 / 1.1 V(t) dtо
u(t) = mint előző esetben.
Az a(t), b(t), c(t) alakulása fenti zajok meg­
jelenésében, ugyanolyan kezdeti értékből indűLva, a 
16. ábrán látható, összehasonlitva az előző ered­
ménnyel azt látjuk, hogy zajok hatására paramé­
terek nem simán kovergálnak de a konvergencia se­
bessége nem romlik el.
4.1.6 Nemlineáris folyamat adaptiv irányítása
Tegyük fel, hogy a következő nemlineáris folyama­
tot akarjuk adaptivan irányítani oly módon, hogy 
kimenete egy előre megtervezett lineáris modell
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modell kimenetét kövesse:
x(t) = A(t)x(t)+C(t)f(x,u)+B(t)u(t) (4.55)
ahol
X (t) 6 Rn , u (t) G Rm
f*(x,u) n dimenziós, valós, egyértékü, foly­
tonos nemlineáris függvény vek­
tor /mérhető/
A(t) , В (t ) , C(t) megfelelő méretű mátri­
xok .
A modell dinamikája:
ÿ(t) = AM Y(t) + BM . u(t)
ahol
y(t) G Rn , A.., B„ n X  n ill. n X  mM M
állandó mátrixok, A., stabilis mátrix.M
A teljes rendszer blokksémája a 17. ábrán lát­
ható.
A hibaegyenlet
e(t) = y(t) - x(t) 
é(t) = AM e(t)+p(t)
(4.57)
ahol
p(t) = CAM-A(t):x(t)+CBM-B(t)3u(t)- 
- C(t)f(X ,u )
Ahhoz, hogy a folyamat a modellt kövesse, biztosi­
tanunk kell a (4.57) hibarendszer aszimptotikus 
stabilitását. Alkalmazzuk az 1. vagy 2. tételt. 
(4.57) aszimptotikus hiperstabilis lesz, ha tel-
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17. ábra
N em -lin e a r  is  fo lt ja  m a t a d o p t iv  i rá n y í tá sa .
id ábra
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jesül a következő feltétel
/ V (t)p (t)dt ^ y 2оо
vagyis
о
T
/ vT (t)CAM -A(t):x(t) dt < (4.59.a)
о
T
/ vT (t) CBM -B(t) :u(t) dt < y2 (4.59.b)
T
/ V (t )C —C ( t ) 3 f ( x , u ) dt < Y3 (4.59.c)
о
ahol
^o'^l'^2'^3 T értékétől független konstansok
A feladat, tehát a (4.59) egyenlőtlenségek biz­
tosítása. Láthatjuk, hogy PID adaptiációs algo­
ritmus alkalmazható. A (4.59.a.) , (4.59.b) egyen
lőtlenség biztosítására használhatjuk a (4.9.a) , 
(4.9.b) vagy (4.1 7.a) , (4.1 7.b) algoritmusokat
(4.59.C) biztosítására hasonlóképpen levezethető,
V (t ) = P e(t) ; P = P > 0 
PAM + A^ P = -Q ; Q=QT > 0
T lineáris kom­
penzálás ese­
tén
V (t ) = P{e(t) - AM e (t)} ; P = PT > О Diffe­
renciáló kompenzálás ese­
tén.
hogy a
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C(t) = Qc v(t)fT (x,u) + P, v(t)fT (x,u) +
d 2 T+ R —  v(t) f1 (x,u)
c dt2
Q c= Ql > 0 ; Pc = > 0 ; Rc = > 0
algoritmus alkalmazható. A fenti algoritmus in­
tegrálása adja a PID tipusu algoritmust.
Megjegyzés : Ha a folyamat paraméterei közvetle­
nül nem irányíthatok, akkor a jeladaptáció alkal 
mazásával az előzőekhez hasonlóan oldható meg a 
feladat. Ilyenkor a folyamatba egy adaptációs 
jelet vezetünk be:
Tehát :
x(t) = A x(t) +B u(t) + C f(x,u) + g(t)
ahol a g(t) adaptációs jelet a következőkben 
állitjuk elő:
g (t) = K1 (t)x(t)+K2 (t)u(t)+K3(t)f(x,u)
és a K^(t) , K2 (t), (t) mennyiségeket adapt
van irányítjuk a PID algoritmus szerint.
+ Adaptiv irdentifikálásnál tehát az 
x(t) = A x(t) + В u(t) + C f(x,u)
folyamat A,B,C állandó paramétereinek meghatáro 
zására a következő modellt akalmazzuk:
у (t) = Dy(t)+CAM (t)-DDx(t)+BM (t)+CM (t)f(x,u)
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ahol D n X n meretü stabilis matrix.
A modell Aj^ (t) , BM (t) , C^Ct) paramétereit 
adaption irányítjuk PID adaptációs algoritmus­
sal es megfelelő u(t) 
azt, hogy
lim AM (t)
t-)-0O
lim BM (t)
t->-oo
lim C.. (t)
t-v°°
alkalmazásával elérhetjük
= A 
= В
= c
+ Ha a nemlinearitás felbontható, két külön 
u -tói és x-től függő nemlinearitásra /lásd.
18. ábra/, akkor a jeladaptációnál az adaptációs 
jelet következőképpen állitjuk elő:
g (t) = K1 (t)x(t) + K2 (t)u(t)+K3(t)f1 (x)+K4 (t)f2 (u)
ahol a (t) ,K2 (t) ,K^ (t) ,K^ (t) mennyiségeket 
adaptivan irányítjuk.
Szimulációs példa:
Legyen a folyamat dinamikája:
x(t) = -2x(t)-0 8u(t)+f (x,u)+g(t)
ahol f(x,u) = -0.5x2 (t)
A fenti egyenlet stabilis, nemlineáris folyamatot 
jellemez.
Le^en a választott modell:
y(t) = -5y(t)+2 u(t)
Ill
A folyamatba bevezetett adaptációs jel: 
g(t) = ^  (t jx(t)+k2 (t)u(t)fk3 (t)f (x,u)
ahol k^t), k2 (t), k-^ít) mennyiségeket I tipu- 
su adaptációs algoritmussal változtatjuk. 
Nevezetesen
t
k^(t) = q / v(t)x(t) dt 
t
k9(t) = q / v(t)u(t) dt 
t
k3 (t) = q J  v(t)f(x,u)dt 
v(t) = 2ty(t) - x(t)D= 2 e(t)
Két esetben vizsgáljuk a követést. Az "a" eset, 
amikor u(t) =1; egységugrás függvény. A "b" 
eset, amikor u = sin(0.0628t); szinuszos függ­
vény. A modellkövetés a két esetben a 19. ábrán 
látható.
4.1.7 Értékelés és következtetések
+ A PID adaptációs algoritmus a legáltalánosabb 
az eddig publikáltak köziül. A Differenciális tag 
bevezetésével az adaptáció gyorsabb. Akalmazása- 
kor arra kell vigyázni, hogy csak differenciál­
ható bemenő jellel és differenciálható kimenő 
jellel rendelkező folyamatokra érvényes. A PID 
algoritmusban az alaptag (az I tag)nem hiányozhat;
Qn,Q„,__ > 0. A P és D tagok csak a kezdeti
szakaszon hatásosak, az adaptáció végén eltűnnek 
a hiba eltűnésével együtt.
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+ A szabad paraméterek kiválasztásával kapcsolato­
san annyit levonhatunk a sziumlációs eredmények­
ből, hogy ha nagyobbra választjuk ezeket, akkor 
gyorsabb lesz a konvergencia. Azonban nem lehet 
túl nagy értékeket választani, mert ilyenkor len 
gések lépnek fel. Eljárás a szabad paraméterek 
megválasztására még nem ismeretes, de konkrét 
feladatoknál, számitógépes szimuláció utján, né­
hány próba után, hamar eldönthető az optimális 
szabad paraméterek értéke.
+ Az ismertetett eljárást könnyű általánosítani 
olyan folyamatokra, amelyeknek a leirása a követ 
kezo :
. n m r
x(t) = E A. X  ( t ) + E B.u.(t)+ E C,f, (x,u)
i=l 1 j=l 3 J k=l * K
ahol
Ai'Bjck megfelelő méretű mátrixok
fk ismert nemlinearitások
Uj (t) bemenő vektorok
x(t) kimenő vektor
+ A szimulációk alapján azt a következtetést von­
juk le, hogy a konvergálási idő nem függ a kez­
deti állapottól. Akár közel, akár messze van a 
kezdeti állapot a végértéktől, azonos idő alatt 
lecsengenek a tranziens jelenségek és beállnak 
az állandósult értékek.
+ Optimális adaptiv rendszerek megvalósithatók 
olyan módon, hogy a folyamatot az ismertetett 
gyors, modellreferenciás adaptiv identifikációs 
módszerrel identifikáljuk és a kapott uj paramé­
terek birtokában az optimális u* irányitó vek­
tor előállítható a Riccati féle mátrix egyenlet 
megoldásával.
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+ Az adaptiv stabilitás tulajdonképpen az adaptiv 
irányitás speciális esete. Ugyanis, ha a folya­
mat követ egy előre specifikált sajátértékkel 
rendelkező modéLlt, akkor a folyamat és a modell 
ekvivalens osztályban vannak és, ha a modellt 
stabilisnak választjuk meg, akkor a folyamat is 
stabilis viselkedésű lesz.
4.2 Diszkrét modell-referenciás adaptiv rendszerek
Hasonló gondolatok a diszkrét rendszerekre is kiter­
jeszthetők. A diszkrét modell-referenciás adaptiv rend­
szerek legújabb eredményei a Cil] C21] C71*] munkákban 
vannak publikálva. Az esetekben alkalmazott adaptációs 
algoritmusok PI /Proportional + Integral/ vagy PR 
/Proportional + Relay/ tipusuak. A hibakompenzálásra 
szolgáló kompenzátor számitása bonyolult. A zajos fo­
lyamat identifikálására alkalmas modell-referenciás 
adaptiv rendszert ritkábban tárgyalják. Ezekre a hiá­
nyosságokra a jelen fejezet igyekszik jobb megoldást 
nyújtani. A PID tipusu adaptációs algoritmus, adap­
tiv vezérlés, adaptiv identifikáció témákat sorra vesz- 
szük a diszkrét folyamatokra.
4.2.1 Adaptiv irányitás paraméter adaptálással.
PID adaptiv algorimtus diszkrét esetben.
Tegyük fel, hogy a folyamatot a következő differen­
cia egyenlet irja le
k+1 = \  xk + Bkuk (4.2.1 )
ahol
xk a folyamat kimenő vektora /п-diníenziós/
A. n X n méretű mátrix к
B. n X m méretű mátrix к
u^ bemenő vektor /m-dimenziós/
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Legyen az előre tervezett modell dinamikája:
Yk+1 = A Yk + Buk (4.2.2)
ahol
a modell kimenő vektora /n-dimenziós/
A,B n X n illetve n x m méretű állandó
mátrix
A stabilis mátrix v|A^(A)| < 1. Mind a modell, mind 
a folyamat leírásában használt k index a t = kát 
időpontot jelzi /At - a mintavételi idő/. Feltéte­
lezzük továbbá, hogy a folyamat paraméterei /tehát A^ 
és Вк / közvetlenül hozzáférhetőek. Képezzük a mo­
dell és a folyamat közötti hibát
ek = Yk - xk
A (4.21) és (4.22) egyenleteket figyelembe véve 
kapjuk :
ek+l A ek + pk (4.2.3)
ahol
pk = CA-Ak :yk+CB-Bk 3uk (4.2.4)
A modell követése érdekében /ami azt jelenti, hogy 
ek->0/ biztositanunk kell azt,. hogy a (4.2.3) dif­
ferencia egyenlet minden megoldása, tetszőleges kez­
deti állapotból kiindulva,nullához törekedjen. Vagyis 
a (4.2.3) hibarendszer aszimptotikusan stabilis 
legyen.
A feltétel biztosítására definiáljuk a következő kom­
penzáló jelet
vk = D ek (4.2.5)
- 119 -
ahol
D = DT > О és kielégíti a
- ATDA + D = Q  ; Q = QT > О Ljapunov
egyenletet.
A feladat a kompenzáló jel, a folyamat kimenőjele és 
bemenőjele alapján a folyamat paramétereit /A,-t ésК
Bj^  -t/ úgy változtatni, hogy
lim e, = О
к—  k
legyen.
Alkalmazzuk a 4. tételt erre az esetre. A tétel ér­
telmében (4.2.3) aszimptotikusan hiperstabilis lesz, 
ha biztosítani tudjuk a következő egyenlőtlenséget:
kl TÇ(kl) = I v x p, < у2 (4.2.6)
k=ko k+1
ahol y kl -tői független.
A szintézis abból áll, hogy A^ és B^ . mátrixokat, 
úgy választjuk meg, hogy a (4.2.6) egyenlőtlenség 
teljesüljön.
Helyettesítsük a (4.2.4) összefüggést (4.2.6)-ba. 
Tagokra bontva kapjuk:
k l  m
5 ( k l )  =  Л  vk+i +k=ko 
kl T
+ Л  ±k=ko
A fenti egyenlőtlenség kielégül, ha teljesülnek a 
következők :
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£i (kl) = Л  vk+i CA' V xk ik=ko
(4.2.8)
S2 (kl)
ki
E
k=ko
v?\ . CB-B. Du. < у 2 k+1 к к = 2 (4.2.9)
ahol ,y 2 kl-tol független konstansok.
Bebizonyítjuk, hogy ha
Aij = A±j + ij у fij + Dij fij +
Ak о + qA 0\  H  PA £kX, =ko
+ r ?  (ft3- ff3 л)А 4 к k-mA7 (4.2.10)
„ij „ij. if „ ij . ij ij 
Bk - Bo + qB ^ коЧ  + PB gk +
+ r 1 3 ( q X3 - a 13 )В vgk gk-mB;
ahol
ij
к
Rij
' Bk az
ij
ij .
i V £ + l xi• H
ij -
i V í,+1 » 1
ij a ijA ' qB
i1 ■ Pb 3 / r
-eleme.
i /j 1,2,...,n
í, = ko,ko+l, . . . ,k
1 1,2 , . . . , n
D - 1 , 2 , . . . ,  m 
ü = kQ ,ko+l,...,k
pozitiv konstansok
A ' Гв" nem negativ konstansok
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A^3 , B^3 tetszőleges kezdeti érték
шд , mB pozitív egész számok.
акког ki tudunk választani olyan у^,y2 konstanso­
kat, hogy (4.2.8) illetve (4.2.9) teljesüljenek.
Bizonyítás :
Mivel (4.2.8) és (4.2.9) alakilag azonosak, ezért 
a részletes bizonyítást csak (4.2.3)-ra végezzük el. 
Az eredmény betücserével átvihető a (4.2.9) esetre 
is. (4.2.8) tagokra való bontása után kapjuk:
?!(ki)
n
= E 
i=l
ki n i n
** II 
M
X 0 .Z v k+l 1=0
E
j=l
ki
E
k=ko vj+l ^ ij-■ 4 3
(4.2.1 2)
Behelyettesítve a (4.2.10) összefüggést a fenti 
egyenletbe és a további felbontást elvégezve kapjuk:
?!(ki) =
n
£
n ki . ..........k . .
y y y 1 { A ^ - Ä ij-alj E f1-^ —1 vk+l 1A Ao qA rli=l j=l k=k о l=k
- Dij fij - rij(fij - fij ))xj PA rk rA U k rk-mA M X k (4.2.1 3)
n
E
n ki , , 4 . . A*3 - A 1-1
i-1 3=1 k=kO L£=kO g*3
E qj3 E
n . . ki 
E p*3 E (f£3)2- 
i=l j-1 k=k K
n
E
n n . . ki 
S Ï ríJ Ï (£ >-f 3 j f
i-1 j-1 A k-k” kJ О
k-mA
ij
k
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Külön-külön megvizsgáljuk (4.2.1 3) 
Ha az egyes tagok kielégítenek egy 
ló egyenlőtlenséget, akkor (4.2.8) 
fog.
egyes tagjait.
(4.2.8)-hoz hason- 
is teljesülni
(4.2.1 3) első tagjának belső két összegét kibontva, 
a megfelelő tagokat csoportosítva
A1* - Aljл1: = _______
лз
jelöléssel kapjuk:
n n . . ki
?n (kl) = " Z E q
о
il
+ A11
i= 1 j=l ~ k=kO
À ij 1 n n
^  J
►= - E E 
i=lj=l
kl kl k-1
E f Г e
0MIIAi k k=kO L £=k
ki
Г к
Z fj3 +
.г=ко
Й)
Figyelembe vesszük, hogy
. kl . . kl . . к-l . .
\  E ( f J V  + E S f £3
z k=ko K k=k K £=kо о
, kl . .
—  E f 2 k k=ko
Ezt a fenti kifejezésbe helyettesítve kapjuk:
kl .
: e
k=k
n n 
E E 
i=l j=l
kl
, . kl .• ~ • — _ _
K (kl) = - q£3tic( E fJ3)2+2A13( E fkJ) + 
Il H 1 n 1 A 2 k=k k ’ ’ k
+ (Al3)2 l+i E (f*3)2 - 4(Alj)2 =
z k=k z о
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n n . kl ~ n n . . , ki .
Z E q 3 j ( E f +A )2- Z Z qÍ3 j Z (f*3!t +
1=1 j=l k=k k ±3 1=1 j=l A 2 k=ko k
1 . • n n ~ . n n . . ~ . .
+ \  Ч д  ï ^ ( A . , ) 2 < |  E E q ^ ( A 1:])2 = у 2 
1=1 j=l 13 г i=l j=l A iJ-
(4.2.13) második tagja mindig negativ, vagy mindig 
kisebb egy tetszőleges pozitiv számnál. Nevezetesen
fj12(kx)
n n . . ki
-  A  A  PA Л  (ft3)2 i  y Í 21=1 3=1 k=k кJ о
Y -^2 tetszőleges szám
A (4.2.13) egyenlet harmadik tagjánál az
ab = i(a2+b^- <ß-b) 2 ) egyenlőséget elkalmazva kapjuk:
n n ki
Ç,.,(kl) = - Z Z E (ff3 - ff3 ) ff313 7 . . . .  A , ' к k-m.J к1=1 3=1 k=o A
n n . . ki . . . . .
E Z rl3 Z i{(ff3-f13 )2 + (ff3)2 - ff3. . . . A , , 2 к к-m к k-m.i=l 3=1 k=k a í-> о
n n . . ki . . .  . ki
E E j rl3{ Z (ff3-ff3 )2 + Z (f13)2
i=l j=l , , K-mA i=kl lJ k=k
ко . . n n . . . ко• 3 \ 2 < V V А V.!] V f 3 \ 2 _E (ffJ)z < Z Z J  r h J  Z (f;j)' = Y
í.=-m. i=l j=l £=-m, 13
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Tehát, ha választjuk
n n
Yi i Y íi + yL  + Y b 2 i=i j=l£, qtJ (A J) +
n n ko rij
+ Y12 +
i=l j=l Л=-ш
ahol y^2 tetszőleges szám lehet, akkor oylan
mennyiség, ami független a ki felső határától és
Ç1 (kl) < Y^
vagyis a (4.2.8) teljesül, amit bizonyítani akar­
tunk .
Hasonlóképpe n , ha választjuk :
l n
Y2 = 2 E Z z i=l
m
Z
j=l
q 1  ^ (B. . )2 +
в
Y2 + Y22
. m m ko 
- Z Z Z 
i - 1  j=l í,=-mnJO
, i j i j . 2 
<rB i>
ahol
Bij
B ^  - Bij о
4 j
Y22 tetszőleges szám,
akkor (4.2.9) teljesülni fog. A (4.2.6) felté­
telt a
Y2 > y{ + У2
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választásával kielégíthetjük és ezzel a (4.1.3) 
differencia egyenlet aszimptotikusan hiperstabilis 
lesz.
Tehát a (4.2.10) és (4.2.11) adaptációs algorit­
mussal a feladatot megoldottuk.
Vizsgáljuk meg ezeket az algoritmusokat.
Els5 tagjuk összegző, második arányos és harmadik 
differencia képző tag. Amikor к °°, mivel (4.1.3) 
aszimptotikusan stabil, teljesülnek a következők:
ek b 0
vk = D ek 
~i j i j
fk = vk+l xk
i j i j
gk - vk+l uk
О
О
О
lim
k-*«>
AijAk =  A ^  О
00
E fíj Л=к x о
lim
k->°°
D 1 3 
Bk = Bij о
00
Л=к ^
Tehát stacionárius állapotban megmarad összegző
tagjuk és a kezdeti érték Az arányos
és differencia-képző tagok eltűnnek.
Az adaptáció elején /к kicsi/ az arányos és dif­
ferencia-képző tag még szerepet játszanak, mert 
ilyenkor a modell és a folyamat kiemenete még je­
lentősen eltérnek egymástól. Nagy к esetén hatá­
suk csökken az összegző hatása mellett.
A folytonos esethez hasonlóan nevezhetjük a (4.2.10) 
és (4.2.11) adaptációs algoritmusokat PID típu­
súnak /itt az összegző integrálást végez./
126
Bebizonyíthatjuk, hogy a (4.2.10) és (4.2.11) 
algoritmus mátrixos alakja a következő:
Ak = A0 + f QAV í+lXI+PAVk+lXk + RA (Vk+lxTk -
Ko
k-1
- V . xF Л  = A + E 0Д V x| + {(0+P+R ). k-mA+1 k-mA о ^ ^  A 1+1 1 ~A A a '
T 1 Tv, . i xi R* (vi + x. ) k+1 к A к-пи k-m,.A A
(4.2.14)
В. = В + E Qnv, , , u'f+P-.v, .,u.T + R^Cv, u^-v, к о В £+1 I В k+1 к В к+1 к k-m_+lЛ-ко В
uk-mB ] " Во + QBVÍ+1 uI+(QB+PB+RB)vk+luk -
° (4.2.15)
„ T- R^v. , , u,B k-mß+l k-mß
ahol
QA ,QB > ° ; pa ,p b ,ra ,r b = °
0a =°A ! QB=°B ; PA=PA ; PB=PI '• RA=RI ; RB=RB
A bizonyítás bázis transzformálásával könnyen át­
alakítható (4.2.10) illetve (4.2.11.) alakokra. 
Ezt itt nem részletezzük, a 4.1 pontban elemzett 
hasonló eljárás követendő.
Vk+1 becslése
Az Aк
meg kell
merjük
illetve Bj 
becsülnünk V
paraméterek kiszámítására
k+1 értékét. Mivel nem is-
Xj^ +  ^ értékét a k-idopillanatban, ezért
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ezt nem számíthatjuk ki közvetlenül, mint
k+1 D ek+l D(yk+1 _ Хк+1}
/Ук+  ^ kiszámítható az ismert modell alapján./
A becslésének problémájával P , Pl és PR
adaptációs algoritmusokra а C7 31 Cili munkákban 
is foglalkoztak.
A PID algoritmus esete némi módosítást tesz szük­
ségessé. Helyettesítsük be a (4.2.9),(4.2.4) és a 
(4.2.14) , (4.2.15) egyenleteket a fenti egyenlet­
be, akkor azt kapjuk, hogy:
k-1
о
TX,
k-1 Tu „u, -RR.v, . лх  X. А к-Шд+1 к-тд к В £+1 £ к
DC (Q
Átrendezve
* V V W +lyk -m yk A A
I
k-1
E
Ä=kö
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ahol
e, , = y, n -A X, -B u, = Ax, +Bu, -A y, -B u, k+1 ^k+l o k o k  к к o^k о к
(А.2.16) számítás szempontjából viszonylag bonyo­
lult kifejezés. Ha a At mintavételi időköz kicsi, 
akkor a szimulációs futtatások eredményei azt mutat­
ják, hogy nem követünk el nagy hibát, ha (A. 2. 16) 
helyett használjuk:
Vk+1 ÍI+D(V pA+V xkxk+D<V V V uk V 1 vk
(A.2. 17)
A paraméteradaptációval történő adaptiv irányitás 
teljes blokksémája a 20. ábrán látható.
Szimulációs példa
Legyen a modell és folyamat dinamikája
^k+1 I
I o • Un << + °-7 uk
xk+l = ak xk + bk uk
Legyenek : ek yk - xk ? vk ’ d-ek
ak =
к
a + q £
° 1=1 v í+ix+Pvk+lx:
+ r ívk+lxk-vkxk-
bk =
к
b + q E 
° £=1 v í+iu+p vk+i
+ rívk+iuk-vkuk-
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I
Vk+1 (1+d(q+p+r)x£ + d(q+p+r)u^)'1vk
uk = b ; к = 1,2,. • •
d = 20 О»гНи0<Ö• V ; bQ = 2.0
Az elkészült FORTRAN program neve ADAP3. A futta­
tások következő szabad paramétermegválasztásokkal 
történtek.
a) eset : q=0.1 7 p = r = 0
\
■
b) eset : q=0.05 7 p = r = 0
c ) eset : q=0.05 f p = 0.005 ; r = 0
d) eset : q=0.05 / p = 0.005 ; r = 0.0001
e ) eset : q=0.05 r p = 0.0001: r = 0.0 }
f ) eset : q=0.05 ! p = 0.0001 ; r =0.0005
L i!
A hiba e, alakulásának értékei különböző esetek- 
ben 2. táblázatban láthatók. A táblázatból azt 
vonhatjuk le, hogy e^ . gyorsabban konvergál nullá­
hoz, ha a szabad paraméterek negyobb értékűek. A 
differenciatag jelenlét (гфО) növeli a konvergen­
cia sebességét.
4.2.2 Adaptiv irányítás jeladaptációval
Ha a folyamat paraméterei A^,B^ közvetlenül nem 
szabályozhatók, akkor nem alkalmazhatunk paramé­
teradaptációt. Ilyenkor a folyamat bemenetébe visz­
nek be úgynevezett adaptációs jelet és ennek hatá­
sára követi a folyamat a modellt. A feladat tehát 
ilyen adaptációs jel megtervezése.
Az elmondottak szerint a folyamatot leiró egyenlet 
a következő
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ahol
xk + i = Ал + Bk <uk+fk>
fk az adaptációs jel.
A modellt leiró egyenlet, mint az előző esetben
Ук+i = A xk + Buk
A hiba vektor
ek+l = yk+l “ Xk+1
= Aek+CA-Ak 3xk+CB-Bk ]uk-Bkfk (4.2.18) 
= Aek + pk
ahol
Pk = CA-Ak 3xk+CB-Bk 3uk-Bkfk (4.2.19)
Keressük az fk mennyiséget olyan alakban, hogy
fk = Kk Xk + Kk Uk (4.2.20)
vagyis fk lineáris függvénye yk és uk jelek­
nek. Megkeresendő tehát Kk és k£ adaptációs 
algoritmusa.
A következő eseteket különböztetjük meg:
a ) Ak és Bk ismertek
b) Ak = Aо f В, = В állandók, de nem ismer к о
tek
c ) Ak és Bk nem állandók és ismeretlenek.
Vizsgáljuk meg, hogy az egyes esetekben milyennek 
kell lennie fk -nak.
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a) A, , В. ismertek
Ilyenkor a legegyszerűbb megoldás, ha olyan,
hogy pk azonosan nulla legyen minden k-ra. 
Ugyanis ilyenkor a hiba egyenletünkben egyszerű­
vé válik:
'k+1 = Ae, + p, = Ae, к к к
ami aszimptotikusan stabilis, mert a modell álla­
pot mátrixa A stabilis mátrix (v|A^(A)|<1).
A pk = 0 feltételből és (4.2.19)-ből kapjuk:
ГA - Ak Dxk+CB - Bk :uk - BRfk = 0
Innen
£k - < 1АЛ ]1к + (4-2-2l)к к к к----к к ' '
ahol
го к 
+ и свк вк г‘ вк В. általánosítottК
jobboldali in­
verzmátrixa .
összehasonlitva а (4.2.20) összefüggéssel, кар-
juk :
Вк СА - Ак :
« î - Вк ГВ - Вк :
Ezt a gondolatmenetet először a CIU5D munka 
szerzője alkalmazta.
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b) A, = A ; B, = B minden k-ra; A , B isme-
retlenek
Vezessük most az f,к adaptációs jelet a bemene
ti mátrix В után. о
k+1 о к + В u. + f. o k  к
Helyetessitsük az jelet (4.2.20) szerint
xk+l - CAo + Ф  xk +CBo + Kk ]uk 
Ezt felhasználva a hibaegyenletünk:
ek+l = Aek + Pk (4.2.22)
ahol
pk ' сл-Ао-к^ хк + ( B - V K k ^ k
Vezessük be:
A = A - Ao
B = B - BO
így
1 2Pk = CA - Kk lxk + CB - Kk luk (4.2.23)
Látjuk, hogy a (4.2.22) és (4.2.23) egyenle­
teink ugyanolyan alakúak, mint (4.2.3) és (4.2.4). 
Tehát az előző pontbeli eredményeket alkalmazhat­
juk betűcserével. A kompenzált hibajel (4.2.5)
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vk = Dek
ahol
TD = D > 0  es kielegiti a
T T- A DA + D = Q ; Q=Q > О egyenletet.
Az adaptációs algoritmus (4.2.14) és (4.2.15) 
„ 1 2alapjan , K^-ra atirva
Kí = Ko + Д  Qlv í+lxT+plvk+lxk+Rl(vk+lxk -£=k
К Г =
о
vk-m^+l
T г x, } k-m^ Г4.2.24)
к T T „ r T 
(vk+iuk -Q2V £+1 U +P2Vk+lUk+R2£=kо
Vk-m2+l
TU. 1k-m2 ) (4.2.25)
1 2ahol К ,К tetszőleges n x n illetve n x m о о
méretű kezdeti mátrixok
0lfQ2 > О 
P1,P2 ,R1 ,R2 = 0
^l'^2,Pl ,P2,Rl,R2 szimmetrikus mát­
rixok .
А к időpontban becsült vk+p vektort (4.2.16) 
vagy (4.2.17) adják. Ha Bq előzetesen ismert 
/de Aq nem/, akkor az jelet a folyamat
bemenetébe kapcsolhatjuk nem /szükségszerűen 
Bq után/. Ilyenkor a (4.2.24) és (4.2.25) 
adaptációs algoritmusok úgy módosulnak, hogy
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1 2bal oldalukon nem K, illetve K, szerepelnek,
1 K 2 K hanem В К. illetve В К. .o k  ^  o k  2
Bq ismeretében illetve könnyen kiszá­
mítható -
A teljes blokkséma erre az esetre a 21. ábrán 
látható.
c) A^,Bk nem ismeretesek és nem állandók
Tegyük fel, hogy A^ és 'B^  egy Aq ,Bq közép­
érték közül változnak. Azaz
A. = А + ДА.к о
В, = В + ДВ.к о
ahol A ,В állandó, ismeretlen mátrixok; ДА, , о о ' к
ДВ^ . a pertubációk. 
így hibaegyenletünk:
ек+1 = Аек+СА-Ао~ДАк_Кк :]хк+СВ~Во-ЛВк“Кк :ик
Mivel а ДА^ és ДВ^ pertubációk ismeretlen 
módon változnak és köz-ve tlenül nem szabályozha­
tók, ezért nem alkalmazhatjuk a (4.2.24) illetve 
(4.2.25) algoritmusokat megfontolás nélkül. 
Ugyanis ezek az algoritmusok ismeretlen, de ál­
landó А^,В^. esetekben alkalmazhatók. Ha A^ 
és Bj^  lépcsőzetesen változnak, például amint a 
a 22. ábrán látható módon, akkor a (4.2.24) 
és (4.2.25) algoritmusok még alkalmazhatóak 
megfelelő szabad paraméterek választásával. Tud- 
nillik, hogy az adaptáció konvergenciájának se­
bessége a szabott paraméterek nagyságától függ. 
Legyen T0 i az a P^rtubáció után eltelt idő­
tartam /t2' ,tg'tg-tól kezdve/, amikor
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2i. ábra
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22. ábra
2 3 . á bra
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Ie, I I <_ 0.1. Ha a szabad paramétereket úgy vá­
lasztjuk, hogy TQ  ^ <<t3~t2 , t^-t^, t^-tg akkor 
azt mondhatjuk, hogy a folyamat a pertubáció el­
lenére szakaszonként követi a tervezett modellt.
Az egész pertubáció időtartam nagyobb részén a 
folyamat a modellt követi. A megfelelő szabad pa­
raméterek választása néhány próba után eldönthető. 
A következő példa a fenti gondolat illusztrálásá­
ra szolgál.
'Szimulációs példa
Legyen a modell és adaptált folyamat dinamikája
változzanak a, és b, 2 3. ábrán látható módon.
Válasszuk: először a következő összefüggéseket:
к к
vk * 2 ek = 2-(i'k-xk )
к
vk+1 - {1+2(10+0.1+0.01)xk + 2(10+0.1+0.01)u2} V
к
uk = sin(0.05 k)
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Az elkészült FORTRAN nyelvű program neve ADAP. 
ek alakulását a 3. táblázat mutatja be. A 
24. ábra ek alakulását ábrázolja.
4.2.3 Modell referenclás adaptiv identifikáció zajmentes
esetben
A folyamatos esethez hasonlóan a modell-referenci- 
ás adaptiv identifikáció lényege az, hogy adaptál­
juk a modell paramétereit, hogy kövessék az isme­
retlen folyamat paramétereit. Tehát most a modell 
és folyamat szerepet cserélnek. Először vizsgáljuk 
meg a zajmentes folyamat identifikálását.
Legyen a folyamat leirása:
= Ax^ + Bu^ . (4.2.29)
ahol
А,В az n X n i l l e t v e  n x m  m é r e t ű  á l l a n  
dó, de i s m e r e t l e n  mátrixok.
Válasszuk me g  a m o d e l l t ,  m i n t
Ук+i " c*k + CAk'C3xk + V k
ahol c stabilis mátrix V |A^(c)| < 1 
így hibaegyenletünk:
ek+l = Xk+1 " yk+l
= сек+:А-Ак 1хк+[;в-вк :ик
(4.2.30)
(4.2.31)
Látható, hogy a (4.2.31) egyenlet ugyanolyan ala
ku, mint a (4.2.3) egyenlet, ezért, ha Ak~t és
B -t a PID adaptációs algoritmussal módosítjuk, 
к
nevezetesen :
ANSI FORT IANI2,S)/MASTER INTEîER W090 SIZE - 2 • OPTION IS OFF ♦ О OPTION IS OFF 10/27/76 PAGE 091
IN 0C01 
LN C002 
_ N J003 
LK ОБО1* 
IN 0305 
L N С C 06 
LN 0007 IN 00 08 
LN 00 09 
LN 0*13 
LN 0011 
LN 0C12
LN СП13
LN ÛI14
LN 0015 
LN Où 16 
L К ЭС 17 
LN Ö018
LN 0G19
ln а г гг-
LN 0021 
LN 00 2? 
LK 0323 
LN or г«*
LK 00 25 
LN QL 25 
LN JC 2 7 
LN 3?28 
LN 0Г 29 
L N 0( 33 
I N  00 31 
. N  OCJ? 
LK OP 33 
LN U( 3U 
I K Of 36 
I N  0 9 36 
LN Of 37 
LN' 00 34 
LN Or 39 
LN OOLO 
LN 00 61 
L N OPL? 
LN CL L7 L'l 9 3 UL 
LN 0CU5 
LN 03U6
LN COUT 
LN 0*4* 
LK o:u9 
LN C95fi
PR3GRA1 IDAP 
REAL KK,KKK 
0 0  3 1 * 1 , 3
RE.AO 10 0 ,  A, 9 , 0 ,  » , R ,  АО , AK, 8K,  AKI,  OKI 1)0 FOPNAT (10-8.U>
PRINT 101
101 FORMÁTUM ,  IMA, 8X,  1 Н З , В Х , 1 Н 0 , в Х,  I H P , 8 X ,  1 H P , 8 X , 2 H A 0 , 7 X , 2 H A K , 7X , 2 H B K  
1 ,  7X ,3HA<1 , 6 X , 339X1)
PRINT 1 0 2 , A , 9 , Q , P , P , A O , A K , 9 K , A K 1  ,BK1
102 FCRMAH1H , 1 0 ( -  6 . U , i < ) >
PRINT 1 99
199 FORMAT ( 1M- ,  ? X , L M U , 1 2 X , 1 4 E , 1 2 X , 2 ’I < K V11X, 3HKKK, 19X,  lHX ,12X , lHf . ,  12X , 2  
1HV1 ,11X , 1HV , 1 2 X ,  24SX,  13X,1H< )<= 1 
KK=0.
<xx=o .
SXsO.
su*o.
Y 1=0 .
X 1*C •
Vl = 9 .v=o.
i n  = o .
U= 0.
Y = r, .
x=C •
T r=04> KR 
TT=TT*2
1 J 1 = S I H  0.  05 •<)V l = l*r♦ 9*U1
XI = ( A<*KK) »X«( )  K»KK<) *IJ1 
E =Y1-T1
V = 2* E
V l * t / f t ♦ TT*X1••?*TT • J 1 * v  
Zf-Zt*  Q*V1 *X1 
SU*SU* 3*V1*U1 
K K « S X » P * X 1 * V I M* ( X I * 7 1-X*V)
KKX = S J ^ P * ' J 1 * V 1 * ° M V  1»U1-V*U)
Y = Y 1 
U*U1 
x = x i  
< =< * 1
PRINT l l d , J , F , K K , < K K ,  X 1 , Y 1 , V 1 W , S X , K  
110 FORMAT 1 1 M , 9 I E l ? . 5 , 2 X >  , ? X , I 3 )
TF К .  „Г • 50)  GOTO 2
A K = A Kl
9<=9K1
2 I F 1 K . L T . 1 OOIGOTЭ 1
3 CONTINJE 
END
4
a 1
0.4
о
-ai
-aS
-a«
-П
50
2 k. a bra 
2 K á t o k u l osa.
A DA P program listája
k
40o
гк
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T TA. = Л + E Q- V-.-X. + P v. , 1X. + R . 
к  O  £  A S / + 1  Si A k + 1  к  A
. T T{V. . . X, - V, . , X. -,k+1 к k-m.+l k-mA} A A
Bk “ Bo + ,£ QBVt+lUI + PBvk+luk + V
1=0
T TÍV. . , X. - V, . . X. }k+1 к k-m_+l k-m0
13 13
ahol
vk = Dek ; D = D > 0
-CTDC + D = Q ; QT = Q > O
akkor a (4.2.31) hibarendszer aszimptotikusan 
hiperstabilis lesz. Ez azt jelenti, hogy
Lim e. = О 1 кк-»-«5
LimítA - Ak lxk + CB - Bk :uk } = О (4.2.32)
к-*»
A fenti egyenlet triviális megoldása az, amikor
Limк-»» П >
1 > II О vagyis Lim A. = A 1 кk-*°°
(4.2.33)
Lim ев - в, : = o, vagyis Lim В. = В (4.2.34)
k->-°° k->-°°
Azt akarjuk elérni, hogy Ak ,Bk bármely kezdeti 
értékétől indulva /tetszőleges Ao ,BQ-t01/ a
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(4.2.32) egyenlet mindig csak a triviális megoldá­
sával érvényesüljön /hiszen az idéntifikálás fela­
data az A illetve В mátrixok meghatározása/. Fo­
lyamatos esethez hasonlóan az ezt eredményező felté­
tel az u^ bemenőjel elegendően dus frekvencia 
tartalmában kereshető. A PID adaptációs algorit­
mus most alkalmazható párhuzamosan relaxációs je­
lekkel, hiszen u^ differenciálhatósága a jelen 
esetben nem szükséges. A frekvencia feltétel szem­
léltetésére vizsgáljunk meg egy másodfokú rendszert. 
Legyen az identifikáló rendszer leirása:
p lX
k + 1 A 11 A 12 X
 1—
1 1
+
1--------
r4
1®______
2X
_  k  + 1 _ A 21 A 22
2
X k B 2
Az identifikálandó paraméterek tehát Ац ' А12'А21' 
a 22, b x és B2 .
Legyen u^ = sin(u)^kAt) + sin(u)2 kát)
Az adaptáció végén a (4.2.32) egyenlet
(A-A k )(xka,1+Xk»2) + (B-Bk)<Ukü)l+Ukul2) " °
különböző frekvenciákra
( A - V X. + (B-B, )u. = 0  kojj к küjj
(A- A k> X. +(B-B, )u. = 0  кш2 к кш2
Az (A-Aj^) = ф ; B-B^ = Ф jelölésekkel, tagokra 
bontva kapjuk:
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ч 2
ф11 ХкШ1 + ф12 xk,0l + *1 “к ^
Ф21 хкш1 ф22 Хксох + Ф2 “koij
1 2
Ф11 Хкш2 + ф12 Хкы2 + Ф1 икш2
Ф21 хкы2 + ф22 Хкш2 + ф2 ukw2
О
О
О
о
Vagyis
Сфц -  ф12 ' V
X
U
Гф21' ф22 ' Ф1П
и
1
кш^
1
Хкы2
2
кы^ 4ku)2
кш1
u.ku)2
.1
ku)^
1
Xkm2
.2
кш-^
2
Xkm2
lko)^ u,кш2
= СО,03 (4.2.35)
= СО,О 3
Ebből még nem dönthető el, hogy teljesülnek-e a 
következő feltételek: С , ф^2 , 3-Ю, ,ф22 ,ф2]^ 0
Ez várható is volt, hiszen n+m=2+3 mig csak
2 diszkrét frekvenciát tartalmaz.
Ha u, most к
= sin ( со • к* Д t) + sin ((jj2*k*At) +
+ sin(m^*k»At)
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akkor (4.2.35)-höz hasonlóan kaphatjuk
: ф , ф , ф . з  j 1 j 2 j
1 1 1 —
xkü)i X,кы2 Хкшз
2 2 2
Хкш2 Хк-3
Ukm1 u,кш2 икш3
j=l,2
Ebből már megállapítható, hogy ф-Ю, ф-Ю
hiszen a (xj , x£ , u )T , i = 1,2,3 
1 1 1
vektorok egymástól lineárisan függetlenek.
4.2.4 Modell-referenciás adaptiv identifikáció zajos
esetben
Tegyük fel, hogy a zajok a rendszer egyenletében 
a következő módon szerepelnek
Хк+1 Ах
ahol
^к : m
^к : г
А, В ,Е : n
(4.2.35)
u.
i, n X m ill. n X r méretű ál­
landó, de ismeretlen mátrixok
determinisztikus bemenőjel
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Továbbá tegyük fel, hogy becsülni tudjuk előre a 
zajok várható értékét, nevezetesen
м Ц к > = 6K (4.2.36.«)
M U k ) - «ç (4.2.36.b)
Az identifikálásra szolgáló modell a 
ben
jelen eset-
Ук+1 " С^к +CAk-C:lxk+l:Bk <uk+âÇ)+Ek 6ç (4.2.37)
ahol
C n X m méretű stabilis mátrix (V|A1 (C)|<1)
Ezzel a hibaegyenletünk:
ek+l = Cek+rA‘AÄ xk+Eíuk+5k )-Bk (uk+Sí)+ECk-EkSí
(4.2.38)
Képezzük (4.2.38) várható értékét
M{ek+i} = см{ек } + сА+Ак :м{хк }+св-вк :(uk+6^)
+ CE-Ek 3S^  = CM{ek > + pk , (4.2.39)
ahol
pk = CA-Ak DM{xk } + CB-Bk D(uk+6ç)+[:E-Ek D6î;
(4.2.40)
Látható, hogy az ismert alakra jutottunk. (4.2.39) 
aszimptotikus stabilitását biztositó feltétel
most :
СО T
£ vk+l pk = Yk ; Yo konstans- (4.2.41)к—1
ahol kompenzáló jel lineáris kompenzálás ese­
tén
VR = DM{ e k } ; D = D T > 0 ; - C T DC+D = Q
TQ=Q > О
1.
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a differencia + lineáris kompenzálás esetén 
vk = D{M{ek > - CM{ek_1H ; D T = D > 0 
Pk figyelembevételével ez a feltétel teljesül, ha
С О
E Vk+l(A-Ak )M{xk } = Y 1 (4.2.42.a)k=o
С ОE vk + 1CB-Bk .l (uk+5 ) < y *  ( 4 . 2 . 4 2 . b )
k=o ^
00 t í
E Vk+lCE_Ek : 6 г = Y3 ( 4 . 2.4 2 . с ) Ik=o ц
mert = Yi + y2 + y3 választásával a (4.2.41)
feltétel téljesül.
A (4.2.42) egyenlőtlenségeket biztositó adaptá­
ciós algoritmusok most:
V Ao + Y  QÄ VH + 1 XI + PA Vk + 1 Xk + RAZ=o
~T ,
Vk-m.+l Xk-m.A A
;  ~ T  
fvk+i xk
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V Bo + Д  QBv«,+i(u +V T+FBvk+1<uk+V T +
+ RB^vk+l<uk+5Ç)T - vk-mB+l (uk-mB+V T
D  D
Ek=Eo + QEve+lScT + PE W j  +
+ RE {vk+l âçT - vk-m +1 V ’
В
és a becsült vk + 1:
Vk + 1 » (l+DC(QA+PA+RA )||Mtxk }||!+ (QB+PB+RB )||uk+6
+ <Oe +pe+re > ’ V,
A fenti algoritmusok alkalmazása biztosítja a 
hibarendszer aszimptotikus hiperstabilisását. 
A
Lim A. = A 1 кк-и»
Lim В, = В1 кк-><»
Lim Е, = Е 1 кк-и»
feltételeket a diszkrét frekvenciában gazdag berne 
nőjél felhasználása eredményezi, mint az előző e- 
setben. A teljes blokkséma a 25. ábrán látható.
Lb2
Ismeretlen
f o l y a m a t
A *  B*
a d a p t í v  k ö r
сГр и{хn* <*n
25. ábra
(d i s z k r é t  m o d e l l  r e f e r e n c i a ^ a d a p t í v  
IDENTlFlKÁc/6 ZAJOS ESETBEN
»Mivel sztochasztikus zajok vannak jelen, ezért az 
ábrán várható érték képző blokkok láthatók. Az elő­
ző esettől eltérően most fellép az mátrix le/
Ez természetesen E-hez konvergál, mint ahogy
Ak A ' Bk -*■ B -
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4.2.5 Nemlineáris diszkrét folyamat adaptiv irányítása 
Legyen a folyamat dinamikája:
xk+1 = Axk + Bf(xk ,uk)+Cuk + gk (4.2.43)
ahol
X.  6 Rn ; u. 6 Rm к к
А,В,C megfelelő méretű, ismeretlen mát­
rixok
f(xk ,uk )ismert nemlinearitás /г-dimenziós/ 
gk adaptációs jel.
Legyen a modell struktúrája lineáris
Ук+1 = АМ Ук + CM Uk (4.2.44)
ahol
A., stabilis mátrixM
A,.,Cw n X n illetve n x m méretű ál- M M
landó mátrixok.
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így a modell struktúrája eltér a folyamat struktú­
rájától. A feladat adaptálása úgy, hogy a fo­
lyamat a modellt kövesse. A g^ jelet a következő 
formában keressük:
gk = Kk xk + Kk Uk + Kk f(xk'Uk } (4.2.45)
ahol
1 2  3 adaptálandó mátrixok.
A (4.2.43) - (4.2.45) egyenletekből kapjuk:
ek+l “ AM ek + Pk (4.2.46)
Pk=:AM-A-K^xk + ссм-с-к2)ик+:-в-кЗ)£(хк,ик)
(4.2.47)
A (4.2.46) alakilag teljesen azonos a (4.2.18) 
egyenlettel.
1 2  3így könnyű rájönni, hogy ha K^.,K^,K^ mátrixokat
PID féle algoritmussal adaptáljuk, akkor a 
(4.2.46) hibarendszer aszimptotikusan stabilis 
lesz, ami a modell követését jelenti.
Tehát
KJ = K 1к о + Qi
к
1 V
i=o
k+lxI+plvk+lxï+Rl tvk+lxk -
т 1-  V ,  . ,  X, - m ,  1
k + l - m ^  к  1
2 2КГ = К к о + °2 Z v £+lu£+P2vk+lUk+R2ívk+lUk
l=o
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T \Vk+l-ni2 ик-Ш2
Кк = Ко + Q Д 0 v l+l£T<xl’ul)+P3 vk+lfT(xk'uk)+
+ R3(vk+1 f(xk ,uk )-vk+1.m3 f <xk.m 3 ,uk_m3)}
T Tvk = Pek ; P=P > 0  es kielegiti -A^P áM+P=Q
Tegyenletet, ahol Q=Q > О
A k-időben becsült most a következő egyen­
lettel számítható ki:
vk+l - <IkP(Q1+P1+R1)xJxk+P(Q2+P2+R2)u^ uk +
P(Q3+P3+R3)f (xk ,uk)f(xk ,uk ) }Mlvk
Az ismertetett rendszer blokksémája a 27. ábrán 
látható. Ha zajok is fellépnek a rendszer bemene­
tén és belsejében, nevezeteden
V f i  = Axk+Bf(xk ’uk+Îk )+C(uk+Çk )+Ck
akkor az identifikációs feladatnál ismertetett el­
járással az adaptiv irányítás kézben tartható. 
Ilyenkor a modellkövetés a várható értékben érten­
dő. Vagyis
lim M
k-и» {Ук'хк>
О
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f I •  ^ /  y *
N e m l i n e c t r i s; d i s z k r é t  f o l y a m a t  a d o p t s  i r a n y n a s a
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ahol М{•} a várható értékképző operátor. Ha a 
modell struktúráját nem (4.2.44) szerint választ­
juk meg, hanem
Ук+i = Ам Ук +вм £<Ук'ик )+ См uk
akkor a modellkövetés biztosítható az ismertetett 
algoritmusokkal, azzal a különbséggel, hogy a g^ 
adaptációs jel ebben az esetben:
9k = Kk xk + Kk uk + Kk£(xk'uk ) +
+ ВM f (y k . V
4.2.6 Értékelés
+ A diszkrét PID algoritmusban szereplő para­
méterek /Q,P ,R / szerepéről és kiválasztásának 
módjáról a szimulációk eredményei alapján hason­
ló következtetéseket vonhatjuk le, mint a 4.1 
részben.
+ Megfelelő módosításokkal a módszer általánosít­
ható a következő folyamatokra:
k+1
n
= Y
m
. . Aixk + A V k  + A A V v V1=1 j=l J £=1
ahol
A^,B^,C paraméter mátrixok 
f^(x^,uk) ismert nemlinearitások
bemenő vektorok
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X ,  k i m e n ő  v e k t o r o k
к
+ Amikor az a követelmény, hogy a rendszer kime­
nete egy adott adatsorozatot kövessen, akkor ez 
a vázolt elvek alapján szintén megvalósitható. 
Ilyenkor a választott modell kimenetét egy adat
л
sorozat képviseli y^ . A hibavektort tehát az
eк Yv"xi összefüggés jellemzi.
4.3 Késleltetéses modell-referenciás adaptiv rendszerek
Az előző 4.1 és 4.2 pontokban megvizsgáltuk a fo­
lyamatos és diszkrét folyamatok néhány modell-referen­
ciás adaptiv rendszerét. Ebben a paragrafusban megvizs­
gáljuk azt az esetet, amikor ismert т időkéslel­
tetés is szerepel a folyamat dinamikájában. A parag­
rafus struktúrája hasonló a 4.1 és 4.2 pontok struk­
túrájához .
4.3.1 Paraméter adaptáció
Ebben az esetben azt feltételezzük, hogy a folya­
mat paraméterei közvetlenül változtathatóak.
Legyen a folyamat matematikai leirása C128D.
x(t) = A(t)x(t) + B(t)x(t-x) + C(t)u(t)
X (t) = 0 ; t <_ О
ahol
x(t) n dimenziós állapotvektor /egyben kime­
neti vektor/
uXt) m dimenziós irányitó vektor /ismert/
A(€) , В (t), C(t) a folyamat paraméter mátrixai
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т késleltetési időállandó / ismert/.
Azt kivánjuk, hogy a folyamat kimenete x(t) kö­
vesse az előre választott modell kimenetét. Ez 
történhet az A(t), B(t) és C(t) mátrixok meg­
felelő adaptálásával.
Legyen a választott modell:
Y(t) = AMy(t)+BMy(t-x)+CMu(t) (4.3.2)
y(s) = 0 ; s < 0
ahol
y(t) : n dimenziós vektor
А.. ,В.Д,С,. állandó ismert mátrix és M  M  M
A», t B.. stabilis pár /a(det A +Be ^T- I)= 0 M M  M
gyökei komplex sik baloldalán vannak./
Képezzük a hibavektort
e (t) = у ( t) - X ( t)
alakban, amelynek differenciális alakja (4.3.1) 
és (4.3.2) figyelembevételével
é(t) = AM e 4t) + BMe(t-i) + p(t) (4.3.3)
e ( s ) = О ; s < 0
ahol p(t)= CA -A(t) 3x(t) + L'B - B (t) 3x(t-r) +
+ CC -C(t)3 u (t) (4.3.4)
Legyen
v(t) = D{e(t) - AM e(t) - B^e(t—т) } (4.3.5)
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ahol D tetszőleges szimmetrikus pozitiv defi­
nit mátrix. Az 5. tételt alkalmazva, ha bizto­
sítjuk az
T
/ vT (t)u(t)dt < у2 ; ahol y q nem (4.3.6)
о
függ T-től
feltétel teljesülését, akkor a (4.3.3) hibarend­
szerünk aszimptotikusan hiperstabilis; ami azt je­
lenti, hogy X (t ) követi az y(t) jelet.
A (4.3.4) figyelembevételével a (4.3.6) fel­
tétel teljesül, ha a következők teljesülnek:
T
/ v r (t)CAM~A(t)3x(t)dt < y 2 
о
T
/ vT ( t ) CB —B (t) Ilx(t— l)dt V Yn 
M  —  2,O
T
/ vT (t)CCM - C (t)Ju(t) dt < Y2 
о 3
ahol y ^,Y2, és y  ^ a T értékétől független 
konstansok.
A fenti egyenlőtlenségeket kielégítő megoldás a
4.1 pontban levezetettekhez hasonlóan a követ­
kező :
A (t. ) = A (o) + Qa /v(t)x!(t)dt +РД v(t)xT (t) +
о
+ v(t)xT (t) (4.3.7.a)
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B(t) = В(о)+Qß / v(t)xT (t-r)dt+PB v(t)xT (t-T)+
o
+ RB сП: v(t)xr(t-T) (4.3.7.b)
C(t) = C(o)+Q / v(t)uT (t)dt+P v(t)uT (t) +
о
t e c â  v(t)uT (t) ( 4.3 . 7 . c. )
ahol A(o) , B(o) , C(o) tetszőleges
állandó mátrix,
Qa  , QB , Qc > o
PA ' PB' PC ' RB ' Rc i °
Az egész ændszer blokksémája a 28. ábrán lát­
ható. Látjuk, hogy az egész rendszer a modellből, 
folyamatból, adaptiv körből és kompenzátorból áll 
és a kompenzátor tartalmazza a differenciáló ta­
got is. Az adaptiv algoritmus PID jellegű. 
Elkerülhetjük a differenciáló kompenzálást, ha a 
hibarendszert késleltetésmentessé alakitjuk ki.
Ez úgy törénik, hogy egy f(t) segédjelet adunk a 
folyamat integráló tagja elé. Azaz:
x(t) = A(t)X(t)+B(t)y (t-т) + C (t) u (t) +f (t)
(4.3.8)
\
2 g.a‘bra
lc lo l(ésese$  para m éb zr Q c ta p ta a 'ó í modzll-rcferencíaíi a d a p tív  r z a d í te r  dítfenzncid/ó kom p<zm dfássol
?9
T
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Ezzel a hibarendszerünk
è(t) = AM e(t)fBM e (t-т) +p (t) - f(t)
ahol
p(t) = CAM-A(t)lx(t)+rBM-B(t)3x(t-T)+CCM-C(t)lu(t)
Ha
f(t) = BM e(t-x)
«
segédjelet alkalmazzuk, ami a fentiek alapján 
előállítható mennyiség, akkor
è(t) = A (e)t +p(t) (4.3..9)M
ami
e(t) -re láthatóan késleltetésmentes. A 2. tételt 
alkalmazva, ha sikerül biztosítani az
T T/ V (t)x(t)dt £ Yq » Yq független T-től
(4.3.10)
feltételt, ahol
v(t) = D e(t)
dV a m d = - Q
D D > 0
> О
16 4
29. a'bra
Késleltetés e s  M RÓ R para m é te r  ad a p tá c ió  val es  lineáris kompenzátorral
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akkor (4.3.9) aszimptoitkusan hiperstabilis.
A (4.3.10) feltételt biztosítják a (4.3.7.a) 
és (4.3.7.6) algoritmusok. így a kompenzátorunk 
csak a D erősitő mátrixból áll. így egész rend­
szer egyszerűsödik /ld. 29. ábra/
4.3.2 Jeladaptáció
Ha a folyamat paramétereit közvetlenül nem adaptál­
hatjuk, akkor az adaptiv irányítás megvalósítható 
jeladaptációval. Legyen az adaptációs jel x(t), 
x(t-x) és u(t) lineáris függvénye.
g (t) = K1 (t)x(t)+K2 (t)x(t-x)+K3 (t)u(t)+f(t)
(4.3.11)
Ezt a jelet vezetjük a folyamat integráló tagja elé. 
így a folyamat matematikai leirása az adaptációs 
jellel együtt a következő:
*(t) = A X(t)+Bx(t-x)+Cu(t)+ g(t) (4.3.12)
= :a+k (t)3x(t)+cB+K2 (t)3x(t—x)cc+k 3 (t)3u(t)+
+ f(t)
Tegyük fel, hogy valamilyen pertubáció fellépése 
következtében az А,В és C paraméter mátrixok el­
térnek működési értéküktől. így x(t) eltér a modell 
y(t) jelétől. A feladat tehát olyan K^ít), K2 (t), 
K3 (t) meghatározása, hogy a folyamat kimenete x(t) 
térjen vissza y(t) követéséhez. Definiáljuk, mint 
az előző esetekben, a hibavektort, mint
e ( t ) = y ( t ) - x ( t )
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amelynek derivális alakja (4.3.2) és (4.3.12) 
figyèlembevételévels
é(t) = AM e(t)+BM e ( t - T ) + p ( t )  (4.3.13)
ahol
p(t) = CAM-A-K1Xt):x(t)+CB -B-‘K2(t)3x(t-p) + 
+ CCM-C-K3 (t)3u(t)-f(t)
Tegyük fel, hogy az adaptáció folyamán A,B,C nem 
változnak, vagy változásuk olyan lassú az adaptáció 
sebességéhez képest, hogy nem idéz elő lengeségeket. 
Ilyenkor a probléma matematikailag úgy kezelhető, 
mint az előző pontban, azzal a különbséggel, hogy 
itt K^(t), (t), K^(t) adaptálásáról van szó, mig
az előző pontban A(t), B(t), C(t) szerepelnek.
Tehát
Kl (t) = Kk (o)+Ql f
о
+ R,
K2 (t) = k 2 (o )+q 2 /
о
+ R.
K3(t) = K3 (o)+Q3 /
о
v(t)xT (t)dt + P^v(t)xT (t) +
^  v(t)xT (t) (4.3. 14.a)
v(t)xT(t-x)dt + P2 v(t)xT (t-x) + 
^  v(t)xT (t-x) (4.3.14.b)
v(t)uT (t)dt + P3 v(t)uT (t) +
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+ R3 ^  v(t)uT (t) (A.3.1 A.c)
ahol
Kl(o) , K2 (o) ' K3^°^ tetszőleges véges állandó
mátrixok.
Q1'Q2'Q3 > 0 
P1'P2,P3,R1,R2,R3 = °'-
szimmetrikus mátrixok
és v(t) differenciáló kompenzálás esetén
V (t ) = D{é(t )  -  A e ( t ) -B e ( t - T ) }M M
f(t) = о
ahol D tetszőleges pozitiv definit mátrix. 
Lineáris kompenzálás esetén:
V (t) = D e (t) 
f(t) = BM e(t-T)
ahol D olyan szimemtrikus pozitiv definit mátrix, 
amely kielégíti akovektezo Ljapnov egyenletet:
ПГ1 ГП
a m  D  +  d a m  =  " Q  ;  Q = Q  >  0
A jeladaptációs adaptiv rendszer blokksémája a 
30. ábrán látható. Az ábrán vázolt rendszer lineá­
ris kompenzálást alkalmaz.
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50. dióra
K<zséí<ZS M Rfy H lineáris kom peri ed laissai' eí jzladoptcicióva !
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4.3.3 Adaptív identifikáció zajmentes esetben 
Legyen az ismeretlen folyamat egyenlete 
x(t) = A y (t) + В у (t-т)+Cu(t) (4.3.15)
x(t) = 0  ; t < 0
ahol A,B,C ismeretlen állandó paramétermátixok 
továbbá a folyamat stabilis. Az identifikálásra al­
kalmazzuk a következő modellt:
y(t) P y (t) + CAM (t)-P3x(t)+BM (t)x(t-x) +
+ CM (t)u(t) (4.3.16)
ahol P stabilis mátrix V Re (P) 6 R_
Ezzel a hibarendszerünk (4.3.15) és (4.3.16) fi­
gyelembevételével
• • •
e(t) = x(t)-y(t) = Pe(t)+CA-A (t)3x(t) + (4.3.17)
+ [B-BM (t)x(t-T) + [C-C,it)]u(t) = Pe ( t ) + p(t)
ahol
p(t) = CA-A (t)Dx(t) + CB-B^ít)Dx(t-T) +M M
+ cc-cM (t):u(t)
Ha a PID adaptációs algoritmust alkalmazzuk A (t),
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BM (t) , CM (t)-re
AM (t) = А(о)+0д / v(t)xT (t)dt + PAv(t)xT (t) +
о
+ ra cTE v(t  ^ xT(t)
BM (t) = B(o)+QB / v(t)xT (t-T) dt + PBv(t)xr (t-r) +
о
+ RB cE xT(t_T)
c (t) = С (о) Г Qc / V(t)uT (t)dt + Pc v(t)uT (t) +
о
t R c S  v<t) uT(t)
ahol
v(t) = D e(t) ; DT = D > 0 ;
DP + PTD = -Q ; QT = Q > 0
QA ' V QC ^ °
PA'PB'PC'RA'RB'RC >  0
r szimmetrikus
mátrixok
akkor az előzőek szerint (A.3.17) aszimptotikusan 
hiperstabilis. Ez azt jelenti, hogy
Lim e(t) = 0 ,  amelyből lim e(t) =
■ £ - » ■ 0 0 £->oo
о
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és Így (4.3.17)-bol következik:
Lim p(t) = LimCA-A„. (t) 3x (t )+ ГВ-В,. (t)3x (t-т ) +M Mt->-°° t->°°
+ CC-C„(t)3 u (t) = 0  (4.3.18)M
Legyenek
<f>(t) = A-AM (t) 
iKt) = B-BM (t) 
p(t) = C-CM (t)
A 4.1 pontban közöltekhez hasonlóan bebizonyít­
ható, hogy állandósult állapotban
<f>(t) -+ ф 
Ф (t) -> ф 
p(t) -* p
konst. 
konst. 
konst.
Vagyis AM (t)' BM (t) CM (t)
konvergálnak. így (4.3.18) 
átirható a következő alakba:
egy-egy állandóhoz 
állandósult állapota
ф x ( t )  +  i J ^ x ( t - T )  + p u ( t )  =  О (4.3.19)
Azt kivánjuk, hogy fenti egyenlet mindig úgy tel­
jesüljön, hogy
ф = ф = p = 0
hiszen ez a feladat /t.i ilyenkor A ^ (t ) •+■ A,
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BM (t) -*■ в , CM (t) -УС I .
Mind folyamatos, mind diszkrét esetben, alkalmas 
u(t) megválasztásával a feladat megoldható. A re­
laxációs jelek alkalmasak a frekvencia feltétel 
biztosítására, de mint előző esetekben nem diffe­
renciálhatok, igy a D tagot ki kell hagyni a 
PID algoritmusból. Ez R =R =R =0 értékek meg- 
választásával érhető el.
Az egész identifikálási séma a 31. ábrán látható. 
Megemlítjük, hogy a késleltetéses ismeretlen rend­
szer esetén a (4.3.16) modell megválasztásával a 
hibarendszer a hibavektorra nézve közönséges diffe­
renciaegyenlet. Ez a magyarázata annak, hogy itt 
kompenzálásra csak D lineáris mtárix szerepel.
Sem segédjeire / f(t) -re/ sem differenciáló kom­
penzálásra nincs szükség.
4.3.4 Adaptiv identifikáló zajos esetben
Tegyük fel, hogy a (4.3.15) ismeretlen folyamat 
bemenetén Ç(t) zajvektor és a belsejében ç (t) 
zajvektor hat.
A rendszer dinamikája tehát a következő egyenlettel 
jellemezhető :
X (t) = A X (t) + В x(t-x) + C(u(t)+Ç(t)) + ç(t)
(4.3.20)
Feltételezzük, hogy a zajok, mint előző esetekben is# 
amplitúdóban korlátozottak és a bemenőjelhez és 
az x(t) jelhez képest kicsinyek. Továbbá várható
31 a ÍO га
Adopbiv identifikáció zajmentes esetben
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értékük ismert
M U ( t ) } = ôç 
M{ç(t)} = Ő
Az identifikálásra ilyenkor a modellt a következő­
képpen választjuk meg:
y (t) = Py(t) + CAM (t)-p:x(t)+BM (t)x(t-T) +
+ CM (t)(u(t) + 6^) + K(t)ő (4.3.21)
ahol
P stabilis mátrix V R e A ^ ( P )  6 R_
Ezzel az e(t) = x(t) - y(t) hibavektor differen­
ciális alakja:
e(t) = P e(t) + p(t) (4.3.22)
ahol
p(t) = CA—A (t)3 x(t)+CB-B (t)Dx(t-t)+CCu(t)+ Ç (t)3- 
- CM (t)(u(t) + Sg + Ç(t) - K(t)6ç
Képezzük (4.3.22) várható értékét.
M{e(t)} = P M{e(t)} + M{p(t) } (4.3.23)
ahol
175
M{p(t)} = CA- A (t)3 М{х(t)} +CB-BM (t)3M{x(t-x)}+
+ LC-CM (t)3(u(t) + 6) + CI-K(t)3 ő
Az adaptációs algoritmusok, amelyek (4.3.23) vár­
ható értékben az aszimptotikus hiperstabilitást biz­
tosítják, az előző zajmentes esethez hasonlóan, 
lehetnek P, Pl vagy PID tipusuak. A különbség 
az, hogy most x(t), x (t-т)várható értéke, 
u(t)+6^ szerepel x(t), x(t-x), u(t) helyett és
ezenkivül a K(t) mennyiséget is adaptivan változ­
tatjuk .
Nevezetesen :
TAM (t) = AM (o) + Qa / v(t)M{x(t)}dt + Рд v(t)M{x (t)}t
o
+ Ra ^  v(t) M{xT (t)}
BM (o) + QB / v(t) M{xJ (t-x)}dt+
o
PB v(t)M{xr(t-x) }+ RB^  V (t )M{xT (t-x ) }
t TCM (t) = CM (o) + Qc / V  (t)Cu (t ) + ő^ ) 3 d t + P c v ( t ) C u  ( t )  +
+ őf3T + Rc ^  v(t)Cu(t)+6ç3 T
t
K(t) = К(о) + Qk / V (t)6 -T dt 3 Pk v(t)6 T +
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ahol
v(t) = DM{e(t) }
AM (o) ' BM (o) ' Cm (o) ' K (o) tetszőleges 
állandó mátrixok
q a 'q b 'q c 'q k  > 0
D = D > 0  és kielégíti a DP + P D = -Q
TLjapunov egyenletet Q = Q > 0  -ra.
Az A., (t) -* А, В (t) •> В C..(t) C feltété­in M M
lek teljesülését a megfelelő u(t) jel megválasz­
tása biztosítja.
Zajos folyamat adaptiv identifikációjának blokk­
sémája a 32. ábárán tátható.
Szimulációs eredmények
A szimulációt zajos rendszer identifikációjára 
végezzük el, mert ez a legbonyolultabb a fent 
emlitett adaptiv irányítási és identifikációs fel­
adatok közül. Az egyszerűség kedvéért végezzük el 
a szimulációt egybemenetü, egykimenetü elsőrendű 
rendszerre. Tegyük fel, hogy a következő rendszert 
identifikáljuk :
x(t) = a x(t) + bx(t-l) + c u(t) + £(t) + £(t)
ahol
a = - 3 ; b = - 4 ; с = 0 ,5
£ (t) = 0.1 sin (0.2 t) 
Z (t) = 0.2 cos (0.1 t)
} pertubáció
32. d b r a
fidapfiv Iderrtíjito'oó zajos z se b b e n
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A modell
y(t) = -5y(t) + ta(t )+ 5]x(t)+b(t)x(t-1)+c(t)Cu(t)+
+ O.l: + 0.2 к (t)
Legyen a bemenőjel négyszög impulzus sorozat, amely­
nek amplitúdója ± 2  és periodikus ideje T = 3.3 
Válasszuk továbbá::
a (t ) 
c (t) 
k(t) 
b(t)
v(t) = 
а(о)+10 
с(о)+10 
к(о)+10 
b (о)+10
2 Их(t )-у(t)J = 2 e(t) 
t
/ V (t )X (t)dt + 0.001 v(t)x(t) 
о
t
/  V  (t) Cu(t) +0. l:dt 
о
t/ v(t)dt + v(t) о
t
^ v(t)x(t-l)dt+0.001 v(t)x(t-l)
A példát négy esetre futtattuk:
a ) a (o) = b (o) = c(o) = к (o) = e(o) = 0;
b) a (O) := -25; b (o) = -75; ci(o) = -35; k(o) = 0;
e (o) = 0
c ) a (o) = +20; b (o) = + 100; c(o) = 40; k(o) = 0;
e (o) = 0
d) a (o) = -20; b (o) = -200; c(o) = -200; к (o)= 0;
Az eredmények a 33. ábrán láthatók. Az eredmények 
mutatják, hogy bár kezdetben a paraméterek nagyon 
eltérnek a folyamat paramétereitől, de hamar kon-
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vergálnak.
A kezdeti tranziensek hamarosan lecsillapodnak. Ha 
nagyobbra választanánk qA ,qB ,qc ,qK adaptiv erő- 
sitési tényezőket, akkor a paraméterek konvergen­
ciája még gyorsabb lenne.
4.3.5 Neütrális tipusu differenciál egyenlettel leír­
ható folyamatok identifikálása
Sok irányítási folyamat leirása jobb, pontosabb 
neutral tipusu differenciálegyenlettel, mint kö­
zönséges késleltetéses differenciál egyenlettel. 
Etért az ismertetett modell-referenciás rendszerek 
tervezésének gondolatát érdemes erre az esetre is 
kiterjeszteni. Csak az identifikálás! problémával 
foglalkozunk részletesen, mert az adaptiv irányí­
tás feladata ebből követhető.
írja le a folyamatot a következő neutrális tipusu 
differenciál egyenlet [1293
x(t) = Ax(t)+Bx(t-т)+C x(t-x)+Du(t) (4.3.24)
ahol
t  ismert i d ő á l l a n d ó
x(t) n-dimenziós kimeneti vektor
u m-dimenziós bemeneti vektor
A ,В ,C ,D megfelelő méretű állandó mátrixok
Legyen a folyamat stabilis, tehát u(t) = 0 ese­
tén x(t) -> 0 és a - t  £ t < О időre x(t) = О 
Feladat az A,B,C és D mátrixok meghatározása 
u(t) és x(t) megfigyelésével.
Vezessük be a modellt a következő formában:
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У (t) = E y (t) + CAM (t)-E 3x(t) + BM (t)X (t-т)+M
+ CM (t)x(tl-T) + DM (t)u(t) (4.3.25)
ahol
y(t) a modell kimeneti vektora /п-di-
menzióju/
E tetszőleges stabilis mtárix
V Re A^ÍE) 6 R_
AM (t) ' CM (t) ' DM (t) adaptá­
landó mátrixok.
Ezeket adaptáljuk úgy, hogy konvergáljanak az 
ismeretlen A,B,C és D mátrixokhoz.
Legyen a hiba a következőképpen definiálva: 
e(t) = x(t)-y(t), akkor
e(t) = E e(t) + p(t) (4.3.26)
ahol
p(t) = CA-A„(t) 3x(t) +CB-Brt) D x ( t - T )  + CC-CM (t) 3 M M  M
X ( t - T )  + CD-DM (t)3 u(t) (4.3.27)
A 2. tételt alkalmazva, ha biztosítjuk az 
T
/ v(t) pT (t)dt £ у 2 (4.3.28)
о
feltételt, ahol
V (t) = P e (t) ; P = PT > 0
PE + ETP = -Q ; TQ = Q > 0
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Yq T-t51 független konstans,
akkor (4.3.26) aszimptotikusan hiperstabilis, 
(4.3.27) és (4.3.28) alapján, ha találunk négy 
olyan Yi'^2 '^3 ’44 konstanst, amelyekre
T
/ vT (t)tA-AM (t)3x(t) dt £ 
о
T
/  v T ( t ) L B - B M ( t ) 3 x ( t - T ) d t  £  Y 2 
о
T
7 vT (t)CC-CM (t)3x(t-i)dt £ Y3 
о
T
/ vT (t)CD-DM (t)3u(t) dt £ Y4 
о
minden T > 0-ra, ahol függetlenek
T-től, akkor Yq = + Y2 + Y3 + Y4 választásá­
val (4.3.28) teljésül.
A fenti egyenlőtlenségek biztosítására a Pl 
adaptációs algoritmus szolgálhat.
Nevezetesen :
AM (t) = Am (o )+Qa / v(t)xTdt+PAv(t)xT (t)
о
BM (t) = BM (o)+QB / v(t)xT (t-r)dt+PB v(t)xT (t-x)
о
CM (t) = CM (o)+Qc / v(t)xT (t-T)dt+Pcv(t) x T ( c - t )
о
DM (t) = dm (°)+Qd 7 v(t)uT (t)dt+PD v(t)uT (t)
о
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ahol a szabad paraméterek megválasztása az 
előző esetekhez tesonló. Ezekkel, a hibarend­
szer szimptotikusan hiperstabilis, vagyis 
lim e(t) =0.
Ebből
lim v(t) = lim P e(t) = О
t-voo
Az x(t) , u(t) jelek korlátosságából 
v(t) ->- 0 határmenettel kapjuk, hogy
AM (t) ' BM (t) ' CM (t) ' DM (t) е9У~е9У kons­
tanshoz konvergálnak.
ó(t) = A-AM (t)
Ф ( t ) = B-BM (t)
p(t) = c-cM (t>
M(t) = D-DM (t)
így t -> oo esetén
Ф ( t ) =ф ; \p(t)=\p; p(t)=p; w(t)=w
A (4.30.26) összefüggésből
Limp(t) = 0, vagyis 
t->°°
ф х (t)+ ф х (t-т)+px(t-т)+wu(t) = 0; (4.3.29)
t+oo
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Feladat most olyan u(t) alkalmazása, hogy a 
fenti egyenlet mindig csak
ф = ф  = р = ы = 0
egyenlőséggel teljesüljön. Az u(t) jelnek 
ekkor nyilvánvalóan több diszkrét frekvenciá 
ju tagot kell tartalmaznia, hogy a fenti 
egyenlőség fennálljon. A relaxációs jel eb­
ben az esetben is alkalmas, hiszen spektruma 
végtelen sok diszkrét frekvenciát tartalmaz.
A teljes identifikációs séma a 34. ábrán 
látható. Abban az esetben, amikor zajok is 
lépnek fel mind a bemeneten, mind a folyamat 
belsejében némi módositást kell alkalmaznunk 
Legyen a folyamat most
k(t)=Ax(t)+Bx(t-T)+Cx(t-x)+D[;u(t)+Ç (t)3+Ç(t)
(4.3.30)
ahol K ( t ) , £(t) ismert várható értékű sta­
cionárius zajok.
Legyenek
M U(t)} = k±
M U  (t) ) = k2
Ilyenkor a modellt következőképpen választ­
juk :
у (t )=E y(t)+CAM (t)-E:x(t)+BM (t)x(t-T) + 
+ CM (t)x'(t-x)+DM (t) Cú(t)+k13+F(t)k2
(4.3.31)
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í 3  . O b r  CA.
Neutr.il is tIpusu Colyawat adnntiv identifikációja
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A modell és a folyamat egyenletéből a hiba­
egyenlet :
é(t)=E e(t) + L'A-AM (t) :x(t) + CB-B (t) :x(t-T) + 
+:c-cM (t):*(t-T)+cD-D (t)iu(t)+DÇ(t)-D (t)k1+ 
+ Ç(t)-F(t)k2 (4.3.32)
Képezzük a várható értékét:
Míe(t)}= E M{e(t) J+CA-A (t)JM{x(t)} +
+ CB-BM (t)IM{X (t-т)} +CC-C (t)3M{x(t-т)} + 
+CD-D (t)3(u(t)+k1)+:i-F(t)3k2 =
E M{e(t) } + p(t) (4. 3. 33)
ahol
p ( t ) = C A - A  ( t ) 3 M { x ( t ) J + C B - B  ( t ) 3 M { x (t- т )1 + 
+CC-C (t) 3M{X (t-т) } + L'D-D (t) 3 ult)+k]L) + 
+[I-F(t)3k2 (4.3.34)
Alkalmazhatjuk a Pl adaptációs algoritmust 
a zajmentes esethez hasonlóan, mert (4.3.33) 
a várható értékben nem sztochasztikus egyen­
let, hanem közönséges egyenlet a (4.3.26)-hoz 
hasonlóan. A módosítás csupán annyiban áll, 
hogy az x(t) , x(t-x) x(t-x) és u(t) jelek 
helyett a várható értékük és u(t)+k^ szere­
pelnek a Pl adaptációs algoritmusban. Te-
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vábbá szükség van még F(t) adaptálására. 
Az adaptiv kör tehát a következőket tartal­
mazza:
A (t) = AM (o)+QA f v (t)M íxT(t)}dt+PAv(t)MxT (t J
о
(4.3.35.a)
TBM (t) = BM (o)+QB / V(t)M{x (t-т)}dt +
о
4 PQ v(t)M{xT (t-T)} (4.3.35.b)
t TCM (t) = CM (o)+Qc / V (t )M {X ( t-x )}dt +
о
+ Pc v(t)M{xT (t-x)} (4.3.35.C)
t TDM (t) = Dm (o )+Qd / vft)(u(t)+k1) dt +
о
+ PD v(t) (u(t)+k]L)T (4.3.35.d)
F (t ) = F(o )+Qf / v (t)k^ dt + PF V  ( t ) k^
° ( 4.3.35 . f )
ahol
V (t) = P M {e (t)} ; P=PT > 0  és
ETP + PE = -Q ; Q=QT > О
u(t) négyszögjeles impulzus sorozat.
A  zajos eset blokksémája a 35. ábrán látható.
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Szimuláció :
Az egyszerűség kedvéért zajmentes, elsőrendű 
neutrális tipusu differenciál egyenlettel leír­
ható folyamat identifikálását szimuláljuk. 
Legyen a folyamat dinamikája:
*(t) = ax(t) + bx(t-0.5) + c £(t-0.5) + d u(t)
ahol
a--3 ; b=-4; c=-0.5 ; d=l
E=-5 érték megválasztásával a m o d e l l  dinamikája: 
у (t) = -5y(t)+ (a^(t ) + 5)X (t ) +h>M (t )X (t-O. 5 ) +
+ CM (t) к (t-0.5) + dM (t)u(t)
Legyen
-q = -20
a Ljapunov egyenlet most skaláris 
-2.5 .p =  -20 P = 2
vagyis
v(t) = 2 e(t) = 2 (x(t)-y(t))
Legyen u(t) négyszög impulzussorozat, amelynek 
amplitúdója + 2 , 5  és periódus ideje T=3.3 
sec. A Pl adaptációs algoritmusok a választott 
szabad paraméterekkel a következők:
t
aM (t) = aM (o)+15 / v(t)x(t)dt+0.1 v(t)x(t)M M о
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t
b^ít) = fc>M (o)+15 / v(t)x(t-0.5)dt+O.lvlt)x(t-0.5)
о
t
cM (t) = cM (o)+15 / V (t)X(t-0.5)dt+O.lv(t)x(t-0.5)
t
dM (t) = dM (o)+15 / v(t)u(t)dt+0.01 v(t) u(t)
о
A szimulációt MIMIC nyelven végeztük és a
CDC 3300-as számitógépen futott.
A szimuláció eredményeit a 36. ábra mutatja.
A vastag vonal az a,, (o) = b,,(o) = c„ (o) =М М М
dM (o) = -75 értékből, a vékony vonal az
aM (o) = bM (o) = cM (o) = ^м (о) = +75 értékből
induló szimulációt jelzik.
4.3.6 Funkcionális differenciál egyenlettel leirható
folyamatok adaptiv irányítása és identifikálása.
Jellemezze a folyamat dinamikáját a következő 
funkcionális differenciálegyenlet [13011
о
*(t) = A (t)X (t) + B(t)/ x(t+0)d0+C(t)u(t)
-T
(4.3.36)
ahol
x(t) n-dimenziós vektor /mérhető/
u(t) m-dimenziós vektor /ismert/
t pozitiv konstans /ismert/
A (t),В (t),C (t) a folyamat paraméter mát­
rixai
56. ábra
Neutrális típusú fo lya m a t
adaptív tdentifilcaoójdnaÀ Mimulascjós eredményei
ST
ST
(ЯП
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Tegyük fel, hogy a folyamat paraméterei elérhe­
tőek. így a paraméteradaptáció alkalmazható. 
Legyen a modell ugyanolyan struktúrájú, mint a 
folyamat, mégpedig:
о
y(t) = AM y(t) + BM /y(t+0)dO+CM u(t)
-T
(4.3.37)
A modell állandó paramétermátrixait
ugíy választjuk meg, hogy a modell stabilis legyen. 
A hibarendszer (4.3.36) , (4.3.37) figyelembe­
vételével a következő:
e(t) = у (t) - x(t) 
о
è (t) = AM e(t)+BM / e(t+0)dO + p(t) (4.3.38)
-T
ahol
о
p(t) = CAM-A(t)3x(t)+CBM-B(t)3/ X (t+0)d0 +
-T
+ CCM-C(t)3u(t)
Válasszuk meg a kompenzálást a következőképpen:
о
v(t)=Dfé(t)-A e(t)-B / e (t+0) d0}
-T
D = DT > 0 (4.3.39)
akkor az
T
/ vT (t)p(t) dt < 
о
/yo T értékétől független konstans/
(4.3.40)
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feltétel biztosításával az 5. tétel bizonyítá­
sához hasonlóan bebizonyítható, hogy a (4.3.38) 
rendszer aszimptotikusan hiperstabilis. Tehát 
olyan tulajdonsággal rendelkezik, hogy
lim e(t) = 0
t-*-°°
amit kívántunk.
A (4.3.40) feltételt biztositó algoritmus, a
4.1 részben bevezetett PID t-fpusu algoritmus­
hoz hasonlóan a következőképpen módosul:
A ( t ) = A(o)+QA / V (t) X 1 (t)dt+P v(t)x'I (t) +
о
+ r a ^  v(t) xT(t) (4.3.41.a)
t о
В (t) = B(o)+QB / v(t) fx (t+0)dG dt +
о - t
° T d ~° T+ PgV(t) / X (t+0)d0 + v(t) Jx (t+0)d0
-T -t
(4.3.41.b)
C (t) = A(o)+Qc / v(t)uT (t)dt+PA v(t)uT (t) +
о
+ v(t)uT(t) (4.3.41.c)
Ha a folyamat paraméterei hozzá nem érhetőek 
közvetlenül, akkor a feladat jeladaptációval 
megoldható, a 4.1 részben vázoltakhoz hasonló­
an. Az identifikálási feladatnál tegyük fel, hogy 
a folyamat A,B,C paraméterei állandóak, de is­
meretlenek .
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A folyamat dinamikája tehát:
о
k(t) = A x(t)+B / x(t+0)d0 +Cu(t)
-T
Az identifikálásra alkalmas modellt a következő­
képpen választjuk meg:
о
ÿ (t) = E y (t) + :AM (t)-EI)X(;t)+BM (t) / X (t+0)d 0  +
- T
+ CM (t)u(t)
ahol E stabilis mátrix.
így a hibarendszer
ê(t) = E e(t) + p(t)
ahol
о
p(t)=cA-AM (t):x(t)+cB-BM (t): / x(t+O)d0 +
-T
+CC—cM (t):u(t)
V (t) = D e(t) , D=DT > О és DE+ETD = -Q,
TQ = Q > О
megválasztásával és (4. 3.4 1.a) és (4.3.4 1.b) 
(4.3.42.C) adaptációs algoritmusok alkalmazásá­
val a hibarendszer aszimptotikusan hiperstabilis 
lesz. így az A..(t)->-A; B,.(t)->-B; C_. ->C határmenet,
alkalmas u(t) megválasztásával biztosítható.
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Zajos esetben, ha a zajok a rendszer egyenletei­
ben a következőképpen szerepelnek:
x(t) = A x(t)+B / x(t+0)d0 + C(u(t)+Ç(t))+Ç(t)
Ç(t), ç(t) ismert várható értékű zajok, akkor a 
probléma megoldható megfelelő módosítással, ha­
sonlóan mint az előző zajos folyamatok adaptiv 
identifikálásában.
4.3.7 Értékelés és következtetések
+ Ha a folyamatnak többféle időkésleltetése van, 
nevezetesen
x(t) = Ax(t) + Z B. x(t-r.)+ £ C. u(t-x.)
i=l 1 1 j=l 3 3
akkor a megfelelő uj tagok bevezetésével a fel­
adat ugyanúgy megoldható, mint egyszerű kés]el 
tetések esetében.
+ Hasonló módon nem tűnik nehéz feladatnak az 
adaptiv algoritmusok kidolgozása, ha ismert 
nemlineáritások is szerepelnek a folyamat dina 
mikájában.
+ A gondolatmenet kiterjeszthető holtidős diszk­
rét folyamatokra, amelynek dinamikája:
о
-X
ahol
ni n2
xk+1 u
vagy ennél általánosabb:
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k + 1
ni
Z
i=l A iXk +
n2
Z
j=l
B-xt + 3 k-rn.
n3
Z
e=l
C u, e k-m
ahol X,k-m
és k-m
I uk-m1 e
idopontbeli
az X és 
értéke
u jelek
/m . ,m > 0/ 3 e
k-m. 3
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4.4 Modell-Referenciás adaptiv rendszerek tervezése 
Ljapunov-féle direkt tervezési módszerrel
Az utóbbi évtizedekben a Ljapunov-féle tervezési 
módszer a szabályozási feladatok megoldásának egyik 
elterjedt hasznos eszköze lett. A modell-referenciás 
adaptiv rendszerek tervezésében sokan használták ezt 
a módszert.
Az első adaptiv integrál tipusu algoritmus /Р/ meg­
jelenése után sorra újabb és újabb algorimtusok szü­
lettek C593 C 3 6 □ C138II. Ebben a paragrafusban, egy­
részt a hiperstabilitási módszerrel bizonyított PID 
adaptiv algoritmust, a Ljapunov módszerrel újra le­
vezetjük, másrészt egy visszacsatolt adaptiv algo­
ritmust /ti. a P,PI és PID előre csatolt tipusuak/ 
levezetünk, hogy megmutassuk a Ljapunov tervezési 
módszer hatásosságát.
4.4.1 Visszacsatolásos Adaptiv algorimtus
Legyen az előre megtervezett modell matematikai 
leirása:
*M(t) = AMXM (t) + Вм U(t) (4.4.1)
és legyen adott a folyamat a következő alakban:
x(t) = A (t) x(t) + В(t) u(t) (4.4.2)
ahol
xM ( t ) , X ( t ) G Rn ; u ( t ) G R™
A..,B„ , n X n illetve n x m méretű állan- M Г1
dó mátrixok
A (t) , B (t) n x n illetve n x m változtat­
ható mátrixok
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Továbbá a modell legyen aszimptotikusan stabilis.
A feladat a folyamat paramétereinek adaptiv irá-<
nyitása úgy, hogy a folyamat kimenete kövesse a 
modell kimenetét.
Tételezzük fel, hogy A(t) és B(t) elemei külön- 
-külön szabályozhatók. Definiáljuk a hibavektort 
mint
e(t) = X (t) - x(t)M
igy ennek deriválás utáni alakja
é(t) = AM e (t ) + IAM-A(t) Dx(t) +CBM-B(t) lu(t)
vagyis
ê(t) = AM e ( t ) + 4>(t)x(t) + ij;(t)u(t) (4.4.3)
ahol
*(t) = AM-A(t) ; 1jí(t)=BM-B(t)
n X n illetve n x m változó mátrixok.
Legyei aLjapunov függvény a következő alakú:
V = eT Pe + E фТ ф . +  E ф 7 t . , (4.4.4). . Ti Ti . ri 1i=l 1=1
ahol ф. illetve ф., а ф illetve ф mátrix
^  1  rp
i -edik oszlopvektora, P pedig a -Q = A^ Р+РА^<0 
pozitív definit szimmetrikus megoldása.
Legyen továbbá az adaptációs algoritmus a következő:
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$(t) = -R0(t) - Pe(t) xT (t) (4.A.5.a)
ф ( t ) = -Sip(t) - Pe (t ) uT (t) ( 4.4.5 . b )
ahol R és S tetszőleges, pozitiv definit n x n 
mátrixok.
Ekkor a Ljapunov függvény deriváltja:
• m  ^  m  ^  rp
V = -e Oe - E фТЕ ф,- E ф7 S ip. ■ (4.4.6)
1=1 1=1
ahol -Q tetszőleges negativ definit, n x n mé­
retű mátrix.
Ekkor a V függvény pozitiv definit, V pedig
^ ^ . . . _n+nxn+nxm . * , . ,negativ definit az E terben, amelynek
elemei (e, , . . . , e , ф-|-|,...,ф , ф-.-|,...,ф )1 n Tll' ,Ynn rll rnm
A (4.4.5) adaptációs algoritmus és a Ljapunov 
függvény (4.4.4) módon történő kiválasztása 
tetszőleges, korlátos u(t) bemenőjel mellett 
együttesen biztosítják a feladat megoldását.
Ekkor ugyanis
lim e(t) = 0 , tehát limíx(t)-xM (t)} =0,
t-*-00
vagyis állandósult állapotban x(t) tetszőleges 
pontossággal követi az x^(t ) jelet, továbbá, 
mivel
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<í>(t) = A -A ( t ) = -A(t) = — RC A..-A (t) D — Pe (t) xT ( t ) M 14
Ф (t) = BM-B(t) = -в(t) = -SCBM-B(t):-Pe(t)uT (t) 
ezért
A ( t ) = A+A(o)e Rt+f e т ^ Ре(т) xT(i) dx
M о
(4.4.7.a)
B(t) = BM+B(o)e +/ e Pe(x)u (x) dx
о
(4.4.7.b)
és
lim A (t) = const = A
t->°°
lim B (t) = const = BM
t-*-°°
( 4.4.8 . a )
(4.4.8.b)
Ez azért van igy, mert V(z) pozitiv definit az
,n+nxn+nxm térben, amelynek eleme z =(e1,...,en ,
Фц '-'-'Фп п ' yll' 
gativ definit.
Tehát
'Pi )nm és V(z) ebben a na-
lim z (t) = О , vagyis
t-*<»
lim e(t) = 0
t-*-°°
Lim ф .(t)=Lim{A ..-A .(t)} = О
t-voo J t-*-00  ^ ^
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Lim ф . . (t). ilt-voo ->
Lim
t->°o BMij
(t)} = 0
A feladat megoldása a következő differenciál egyen­
let rendszer megoldását jelenti:
x(t) = A(t)x(t) + B(t)u(t)
kM (t) = AM XM (t) + BM u(t)
A ( t ) = -RA(t) + Pe(t) xT (t) + RAM
B(t) = -SB ( t) + Pe ( t) uT (t) + SBM
(A.4.9)
Ez összesen n(2+n+m) egyenletet jelent. Ilyen 
egyenletrendszerek megoldására sokféle, egyszerűen 
kezelhető algoritmus létezik, mint ez későbbi 
példáinkon is jól látható. A folyamat számitógéppel 
jól szimulálható, könnyen megoldható. A (4.4.7.a), 
(4.4.7.b) adaptiv algoritmus struktúra visszacsa­
tolt tipusu. Használatuk csak az adaptiv irányítás­
ban alkalmazható, amikor A^ és B^ is pontosan 
ismertek. Megemlítjük, hogy érdekes módon a (4.4.7) 
és (4.4.8) egyenletekből kiderül, hogy
Lim / e T^P e(x)xT (x) dx = 0
t->°° о
Lim / e ^ P  e(x)uT (x) dx = О
t->-°° о
tetszőleges, korlátos u(t) -re érvényesek.
A visszacsatolás adaptiv algorimtust alkalmazó 
adaptiv irányítás teljes blokksémája a 37. ábrán 
látható.
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37. ábra
Visszacsatolásos adaptiv algoritmus
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4.4.2 A PIP adaptációs algoritmus levezetése 
Ljapunov féle direkt tervezési módszerrel
Induljunk ki a (4.4.3) hiba egyenletből. Ennek 
aszimptotikus stabilitására legyen az adaptációs 
algoritmus PID jelelgü, /Proportional+Integral+ 
+Differential/, ami az eddigi algoritmusokhoz ké­
pest u j . A hiperstabilitási módszerrel levezetett 
PID algoritmust most Ljapunov módszerrel vezetjük 
le. A P e(t) vektort w(t)-vel jelölve, legyen 
az adaptációs algoritmus a következő:
ф . .
(4.4.10.a)
(4.4.10.b)
ahol
Válasszuk meg a Ljapunov függvényt a következő­
képpen :
w . X  . +1 3
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В ДВ В В d , , 1 2+ а.. ß . . w.u. +а.. у . . -rr (w. и . ) } +з] id 1 3 i] 13 dt 1 d
2 . l T Т вn n1 E E a.. yA . (w. X . ) 2 + -i E E y?, (w.u.)2+ T- . ,  i d  n  1 D 2 • л • n ij 1 3
2  i = i  d = 1  "  i = l  3 = 1
(A . 4 . 1 1 )
Tahol P a O < Q = - CA^ P+PA^D mátrix egyenlet 
pozitiv definit szimmetrikus megoldása.
(4.4. 10.a) (4.4. 10.b) figyelembevételével a 
Ljapunov függvény deriváltja:
•  ф  ф ф ф ф П П  д t
V = -e^Qe+x^tbw+uTi1j w - E Е {ф..(о)-а.. /w.x.dxlw.x.
i=l j=l ^  ^  о 1 3 1 3
n m n n
E E {ф (о)-а® / w.u dxlw.u + E E aj y^ w x JL
i=l j =1 J J о J J i=l d=1
, A ™ B B d , .
<wixj> -i£1 ^  aij Yij wiuj dt (wluj>
ahol -Q “ (Л^Р + PAM) I !Q = QT > 0
Mivel
m m n nT T
X  ф w = E E ф . . w . X .
i=l j=l 13 1 3
n n A „A= E E 1(Ф13(о)-а1 . / w.x dx)-a ß w.x 
i=l d=1 - о J j j j
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A A d T T  п ша . . у . . j-г w.x.}w.x.;uii w = E E ф . . w . x . 4  i] dt î D 1 D v i=1 j=i i] 1 D
n m R t R R
E Е(ф..(о)-а.. / w.u.dx)-a.. ß..w.u. -
i=l j=l ч  Ч  о 1 3 4  4  1 3
.B B d ,а . . Y . . ~j~r w . u . }w . u . 1] 1] dt 1 3 1 3
Ezeket a V kifejezésbe helyettesítve kapjuk:
т n n a A o n r a R RV = -e Qe- E E ou . Y±i (w x . ) 2- E E a“ . y“ , (w. u. ?
i=l j=l 1J J 1 3 i=l j=l 1 J
(4.4.12)
A (4.4. lî) és (4.4.12) egyenletekből látható, 
hogy a V Ljapunov függvény pozitiv definit a 
V Ljapunov függvény deriváltja negativ definit 
az e б En térben. így az aszimptotikus stabili­
tás biztosított.
A (4.4. 10.a) és (4.4 . 10.b)-bői ó=AM~A(t) és 
4'=BM~B(t) figyelembevételével Írhatjuk:
i(t) = Á(t) - w 1xj+a* j ^  w iXj +
+ aA . yA . —  w.x.U d d t 2 1 J
в В „В dф (Ю = B (t) - 0ij w.Uj + а . Д з  gç w lU.
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B B dz+ а . . у . . --- w. u .U  'iD at* 1 D
integrálás után:
A . .(t) = A, (o)+a^. / w.x.dxt ^ . w.x. +*1 ii il о  1 i i] xi 1 1
ЛА d+ Y . . -jtt w.x.i] dt 1 1 (A.4 . 1 3 . a)
Bi5(t) ” rQ w iuj dT +sij w iuj +
ЛВ d+ y •• Tz w .u . 11] dt 1 ] (4.4.13.b)
ahol
A A 0A ЛА A А
BÍD
а . = il 6ij ? Yü =  а . . il Yü
Q В В 0B ЛВ В В
Bi j = “il ßiD ; Yü =  а . . il Yü
Ai (°) , B^j(°) tetszőleges kezdeti érték.
Látható, hogy fenti algoritmusok pontosan a 4.1 
részben levezetett (4.9.a) (4.9.b) PID adaptiv 
algoritmusok.
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4.4.3 Szimulációs példa a visszacsatolt adaptiv algo­
ritmusra
A visszsacsatolt adaptiv algoritmus alkalmazhatósá­
gának illusztrálására következő negyedfoku rend­
szert szimuláltuk. Legyen a folyamat egyenlete a 
következő:
X ( t ) = A ( t ) X  ( t ) + B(t) u(t)
X  = ( x^ r ^ 2 t X 2 / Xч>Т
A ( t ) = 4 x 4 méretű mátrix
B(t) = 4 x 3 méretű mátrix
A modell egyenlete:
AM XM (t) + bm  u(t)
ahol
0. 1 О•О
1.401E-4 -2.038 -1.9513 0 .0133
-2.505E-4 1. -1.3239 -0 .0238
-0.561 0. 0.358 -0 .0279
r-0. 0. 0. —
-5.3307 6.447E-3 -0.2669
-0.16 -1.155E-2 -0.2511
0. 0.106 0.0862
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Ilyen struktúrájú rendszer irja le például repü­
lőgépek autopilótájának dinamikáját C753.
Legyen u-^(t) = cos(3t) 
u3 (t) = cos(t-1)
és
58 16.5
p_ 16.5 5.4
-24.6 -6.9
- 0.8 - 1 .
Az adaptációs 
A(t) =
b(t) =
; u2 (t) = 0 . 5  sin(t+2)?
-24.6 00•01
- 6.9 -1
12.1 О OJ
0.3 1.5
algoritmusok :
-RA(t)+P {x (t)-x(t)Jx1(t)+RA M M
-SB(t)+P{xM (t)-x(t)}uT (t)+SBM
ahol R=diag /3,2.5,1,1.5/ és S=díag /1,1.5,2,1. 2 / 
A kiidnuló értékek: A(o)={o}; B(o)*{o}, x(o)=o
es x (o)=(-l,0,l,-2) . A szimuláció eredményei a 
38.a ábrán látható. A 4. táblázat adja
e (t) =x ( t)-x( t) pontos értékeit t növekedésekor.
- - -3Lathato, hogy a hiba t=7.5 -nél már 10 nagy­
ságrendű. Ugyanitt B(t)+BM ; A (t)+AMhasonló hiba 
nagyságrenddel.
A második futtatás adatai a következők voltak:
765.8 217.8 -320.8 1.
217.8 63 - 90.8 2.
-320.8 -90.8 137.7 гм•О
1 . 2. 0.2 18.7
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u = Ccos(3t) , 0.5 sin(t+2),lU
R = dia g (30,12.5,15,20)
S = diag(15,21.5,30,18) 
xM (o) = (-0.5,0,0.2,0)T
Az ábrán látható eredményekből látahtó, hogy a kon
vergencia sokkal gyorsabb.Ez várható, mert S, R
mátrixok most kb. egy nagyságrenddel nagyobbak,
mint az előző esetben. A hiba abszolút értéke
-4t=3.0 -nál már 10 nagyságrendű, /lásd. 5. táb­
lázat./ A hiba alakulása a 38.a. és 38. b. áb­
rákon látható.
б
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t e1 (t) e2 (t) e3 (t) e4 (t)5 1 1 e ( t ) 1 1
0.00 -1.0000 О .0000 1.0000 -2.0000 2.45
0.25 0.3204 -0.6428 -0.0593 -1.4572 1.63
0.50 0.4144 -0.4148 -0.1808 -0.4785 0.78
0.75 0.2861 0.0029 0.2551 0. 5344 0.66
1.00 0.2307 0.0896 0.4668 0.7633 0.93
1.25 0.1141 -0.0474 0.3340 0.3057 0.47
1.50 0.0615 -0.1307 0.1272 -0.1299 0.23
2.00 0.0798 -0.1603 0.0605 -0.1752 0.26
2.50 0.0616 -0.1162 0.0787 0.0345 0. 16
3.00 0.0207 -0.0260 0.0211 0.0271 0.05 •
4.00 0.0040 -0.0056 0.0114 0.0037 0.014
5.00 -0.0029 0.0031 -0.0040 0.0081 0.010
6.00 0.0014 -0.0013 0.0013 0.0046 0.005
7.50 0.0001 -0.0000 0.0000 0.0005 0.001
4 . táblázat
t (t) e2 (t) e3 (t) e4 ( t ) 1 1 e (t) 1 1
0.0 -0.5000 О .0000 0.2000 0.0000 0.538
0.2 0.1284 -0.1100 0.0333 0.0184 0.173
0.4 0.0412 -0.1104 0.0413 0.0121 0.125
0.6 0.0277 -0.0784 0.0131 0.0079 0.085
oo•О 0.0144 -0.0521 0.0012 0.0054 0.054
1.0 0.0056 -0.0308 0.0074 0.0035 0.032
1.5 -0.0013 -0.0047 -0.0064 0.0010 0.008
2.0 -0.0015 0.0011 -0.0028 0.0002 0.003
3.0 -0.0001 0.0004 0.0001 0.0000 0.0004
5 . táblázat
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4.5 Érétkelés és további kutatási területek kijelölése
a témával kapcsolatban
+ Az ismertetett stabilitási módszerek jól alkalmazha­
tóak lassan változó paraméterű, vagy lépcsőszerüen 
változó paraméterű folyamatokra. Ha a folyamat pa­
raméterei gyorsan változnak, akkor az adaptiv rend­
szer felfogható mint a gyorsan változó paraméterű, 
nemlineáris visszacsatolási rendszer,amelynél nagyon 
nehéz értékelni a stabilitási tartományt.
Ilyenkor a stabilitás megállapitására az időben vál­
tozó paraméterű rendszerek elméletéből kell indulni. 
Időben gyorsan változó paraméterű rendszerek elmélete 
nincsen mélyen feldolgozva. Ennek ellenére a stabili­
tási módszerek konvergencia tartománya és sebessége 
sokkal tágabb és gyorsabb mint a többi módszereké.
+ Az alkalmazás szempontjából az adaptációs algoritmu­
sok közül az I tipusu a legkedvezőbb, hiszen egy­
szerűbben megvalósitható és stabilabb. A gyorsasága 
növelhető a szabad paraméter /Q / megfelelő megválasz­
tásával. A többi algoritmust /PI,PID/ az eddigiekben 
a gyakorlatban még nem alkalmazták. Azonban az elért 
elméleti eredmények komoly minőségjavulással kecseg­
tetnek .
+ Az optimális szabad paraméterek problémája szintén 
elméleti jellegű C91. A szokásos paraméter szerinti 
deriválás módszere nem vezet eredményre, hiszen igen 
bonyolult egyenlet megoldását eredményezi. Célsze­
rűbbnek látszik, ha optimális Ljapunov függvény 
választásával próbálkozunk az optimális szabad pa­
raméterek meghatározására.
+ Érdemes elméletileg megállapítani további minőségi 
jellemzőket, nevezetesen:
- A konvergencia tartomány szabad paraméterktől 
való függése.
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- A konvergencia időtartamának megállapitása, 
/például, mikor csökken a hiba 0.01 érték alá?/
- Lengések, konvergencia, szabad paraméter közötti 
kapcsolat elemzése.
- Zajok hatása a konvergenciára.
+ További kutatási területek a témával kapcsolatban.
- Nem teljesen ismert bemenőjelü folyamatok adap­
tiv irányitása.
- Sztochasztikus paraméterű folyamatok modell- 
referenciás adaptiv rendszerének kidolgozása 
/sztochasztikus stabilitási elméleten alapszik/
- Opitmális modell-referenciás adaptiv rendszerek 
tervezése.
- Többszintű modell-referenciás adaptiv rendsze­
rek tervezése.
- Adaptiv identifikáció az irányitó bemenőjel 
alapján, tehát úgy, hogy nem kell külön az iden­
tifikálásra jellemző bemenőjelet alkalmazni, 
hanem a folyamat természetes irányitójelei hasz­
nálhatók fel.
- Nagy rendszerekre alkalmazni a modell-referen­
ciás adaptív technikát, különösen a közgazdaság­
ban. Stb.
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A d a p t i v e  c o n t r o l  o f  M u l t i v a r i a b l e  S y s t e m s .
P r o c .  3 r d  A s i l o m e r  C o n f .  o n  c i r c u i t s  a n d  S y s t e m s
1 2 4 - 1 2 7 .  1 9 6 9 .
D . P .  L i n d r o f f ,  R . L .  C a r o l l :
S u r v e y  o f  a d a p t i v e  c o n t r o l  u s i n g  L j á p u n o v  d e s i g n .
I n t .  J . C o n t r o l  1 8 ,  8 9 7 - 9 1 0  1 9 7 3 .
234 -
C 8 5 H  D . P .  L i n d r o f f  a n d  R . L .  C a r o l !  :
A  r e d u c e d  a d a p t i v e  o b s e r v e r  f o r  m u l t i v a r i a b l e  s y s t e m s .  
R e p o r t .  1 9 7 4 .  J A C C  U n i v . T e x a s , A u s  t i n , J u n e  1 9 - 2 1 .
1 8 6  3 R .  L a i  a n d  M .  M e h r o t r a :
D e s i g n  o f  m o d e l  r e f e r e n c e  a d a p t i v e  c o n t r o l  s y s t e m s  f o r  
n o n l i n e a r  p l a n t s .
I n t .  J . C o t n r o l  1 5 ,  9 9 3 - 9 9 6 ,  1 9 7 2 .
С 8 7 З G .  L u d e r s  a n d  K . S .  N a r e n d r a :
L j a p u n o v  f u n c t i o n s  f o r  q u a d r a t i c  d i f f e r e n t i a l  e q u a t i o n s  
w i t h  a p p l i c a t i o n s  t o  a d a p t i v e  c o n t r o l .
I E E E  T r a n s . A u t . C o n t r o l . A C - 1 7 ,  7 8 9 - 8 0 1 ,  1 9 7 2 .
Г 8 8  3  G .  L u d e r s  a n d  K . S .  N a r e n d r a :
A n  A d a p t i v e  o b s e r v e r  a n d  I d e n t i f i e r  f o r  a  L i n e a r - S y s t e m .  
I E E E  T r a n s . A u t . C o n t r o l . A C - 1 8 ,  4 9 6 - 4 9 9 ,  1 9 7 3 .
С 8 9 З G . L i i d e r s  a n d  K . S .  N a r e n d r a :
S t a b l e  A d a p t i v e  S c h e m e s  f p r  s t a t e  E s t i m a t i o n  a n d  I d e n t i f i  
c a t i o n  o f  L i n e a r  S y s t e m s .
I E E E  T t a n s . A u t . C o n t r o l  A C - 1 9 ,  8 4 1 - 8 4 7 ,  1 9 7 4 .
C 9 0  3 R . V .  M o n o p o l i :
L j a p u n o v ’ s  m e t h o d  f o r  a d a p t i v e  c o n t r o l  s y s t e m s  d e s i g n .  
I E E E  T r a n s . A u t . C o n t r o l  A C - 1 2 ,  3 3 4 - 3 3 5 ,  1 9 6 7 .
C 9 1 3  R . V .  M o n o p o l i ,  J . W .  G i l b a r t  a n d  W . D .  T h a y e r :
M o d e l  r e f e r e n c e  a d a p t i v e  c o n t r o l  b a s e d  o n  L j a p u n o v  l i k e  
t e c h n i q u e .
P r o c . 2 n d . I F A C  S y m p .  o n  S y s t e m  S e n s i t i v i t y  a n d  A d a p t i v i t y  
D u b r o v n i k  p a p e r  F .  2 4 - 3 6 .  1 9 6 8 .
4 f
1 9 2  3 J . M .  M e n d e l :
G r a n d i e n t  I d e n t i f i c a t i o n  f o r  L i n e a r  S y s t e m s ,  i n  A d a p t i v e ,  
L e a r n i n g  a n d  P a t t e r n  R e c o g n i t i o n  S y s t e m s .
A c a d e m i c  P r e s s .  N e w  Y o r k ,  1 9 7 0 .
-  2У?
С 9  3  ] R . V .  M o n o p o l i :
T h e  K a l m a n  Y a k u b o v i c h  L e m m a  i n  a d a p t i v e  c o n t r o l  d e s i g n .  
I E E E  T r a n s . A u t . C o n t r o l  Л С - 1 8 ,  5 2 7 - 5 2 9 .  1 9 7 3 .
С 9  ь  □ A .  S t e p h e n  M o r s e :
S t r u c t u r e  a n d  d e s i g n  o t  T , i n e a r  M o d e l  F o l l o w i n g  S y s t e m s .  
I E E E  T r a n s . A u t . C o n t r o l  A C - 1 8 ,  3 4 6 - 3 5 4 ,  1 9 7 3 .
С 9  5  □ R . V .  M o n o p o l i :
M o d e l  R e f e r e n c e  A d a p t i v e  C o n t r o l  w i t h  a n  A u g u m e n t e d  E r r o r  
S i g n a l .
I E E E  T r a n s . A u t . C o n t r o l  A C - 1 9 ,  1 9 7 4 ,  4 7 4 - 4 8 3 .
С 9  б  □ R .  M u k u n d a n  a n d  R .  M a c i e r :
A  p r o c e d u r e  f o r  o n - l i n e  a d a p t i o n  i n  l i n e a r  c o n t r o l  s y s t e m s .  
I n t .  J . S y s t e m s  s e i .  1 9 7 6 . V o l . 7 ,  N o . 1 .  8 3 - 9 5 .
Г 9 7  □ R . K .  M e h r a ,  D . E .  S t e p n e r  a n d  J . S .  T y l e r :
A  g e n e r a l i z e d  m e t h o d  f o r  t h e  i d e n t i f i c a t i o n  o f  a i r c r a f t  
s t a b i l i t y  a n d  c o n t r o l  d e r i v a t i v e s  f r o m  f l i g h t  t e s t  d a t a .  
P r o c .  3 r d ,  I F A C  s y m p o s i u m  o n  " S e n s i t i v i t y ,  A d a p t i v i t y  a n d  
O p t i m a l i t y ,  I s c h i a ,  I t a l y ,  p p .  5 2 5 - 5 3 4 ,  1 9 7 3 .
C Q 8 D E . L .  M o r r i s ,  B . A .  A b a z a :
A d a p t i v e  d i g i t a l  c o n t r o l  o f  a  s t e a m  t u r b i n e .
P r o c .  I E E E , V o l . 1 2 3 ,  N o . 6 .  J u n e  1 9 7 6 .  p p . 5 4 9 - 5 5 3 .
С 9 9 3 D . L .  M e l l e n :
A p p l i c a t i o n  o f  a d a p t i v e  f l i g h t  c o n t r o l .  
I F A C  S y m p o s i u m ,  R o m ,  1 9 6 2 .  p p . 1 6 3 - 1 7 6 .
[ 1 0 0 ] J . M .  M e n d e l :
I n v a r i a n t  p o l e s  f e e d b a c k  c o n t r o l  o f  f l e x i b l e  h i g h l y  v a r i a b l e  
s p a c e  c r a f t .
I E E E  T r a n s .  V o l .  A C - 1 7  ,  1 9 7 2 .  N o . 6 .  p p . 8 1 4 - 8 2 1 .
-  236 -
C1013
C1023
C103D
cioU :
C1053
:io6 :
C1073
сю8з
M . S .  B e c k  a n d  N . E .  G o u g h :
A  m o d e l  r e f e r e n c e  a d a p t i v e  c o t n r o l  s y s t e m  u s i n g  a  
c o n s t f u n c t i o n  c r i t é r i u m  f o r  d v i e r s  a n d  o t h e r  d e a d  t i m e  
p r o c e s s e s .
I n t .  J . C o n t r o l  V o l . 6 ,  1 9 6 7 .  N o . l .  p p . 5 5 - 7 6 .
R . W .  N e w c o m b :
L i n e a r  M u l t i p o r t  s y n t h e s i s .
M c . G r a w - H i l l  N e w  Y o r k ,  1 9 6 6 .
R . V .  P o n t r j a g i n :
K ö z ö n s é g e s  d i f f e r e n c i á l  e g y e n l e t e k .
A k a d é m i a i  K i a d ó ,  B u d a p e s t ,  1 9 7 0 .
P . C .  P a r k s :
S t a b i l i t y  P r o b l e m s  o f  M o d e l  R e f e r e n c e  a n d  I d e n t i f i c a t i o n  
S y s t e m s .
P r o c . I F A C  S y m p .  o n  P r o c e s s  I d e n t i f i c a t i o n ,  P r a g u e  1 9 6 7 .
P . C .  P a r k s :
L j a p u n o v  r e d e s i n g  o f  m o d e l  r e f e r e n c e  a d a p t i v e  c o n t r o l  s y s t e r n s .  
I E E E  T r a n s . A u t . C o n t r o l  S y s t e m s ,  A C - 1 1 ,  3 6 2 - 3 6 7 .  1 9 6 6 .
P . H .  P h i l l i p s o n :
D e s i g n  m e t h o d s  f o r  m o d e l  r e f e r e n c e  a d a p t i v e  s y s t e m s .
P r o c .  I n s t . M e c h • E n g i c s • 1 8 3 ,  6 9 5 - 7 0 0  1 9 6 8 - 1 9 6 9 .
B .  P o r t e r :
S e l f - o p t i m a l i z i n g  m a c h i n e  t o o l  c o n t r o l  e n g i n e e r i n g .
C o t n r o l  a n d  I n s t r u m e n t a t i o n ,  V o l . 4 .  1 9 7 2 .  N o . 4 .  4 5 - 4 7 .
B .  P o r t e r :
S e l f - o p t i m a l i z i n g  m a c h i n e  t o o l  c o n t r o l  e n g i n e e r i n g .
C o n t r o l  a n d  I n s t r u m e n t a t i o n ,  V o l . 4 . ,  N o . 4 , 4 5 - 4 7 .
-  237
С 1 0 9  3 Б.H. Петров, В.Ю. Рутковский, И.Н. Крутова, С.Д. Земляков: 
Принципы построения и проектирования самонастраи- 
вающих систем управления.
"Машиностроение", Москва, 1972.
ciio: В .  P o r t e r  a n d  M . L .  T a t n a l l :
P e r f o r m a n c e  c h a r a c t e r i s t i c  o f  m u l t i v a r i a b l e  m o d e l  r e f e r e n c e  
a d a p t i v e  s y s e t m s  s y n t h e s i s e d  b y  L j a p u n o v ’ s  d i r e c t  m e t h o d .  
I n t .  J . C o n t r o l  1 0 ,  2 4 9 - 2 5 7 .  1 9 6 9 .
cin : B .  P o r t e r  a n d  M . L .  T a t n a l l :
S t a b i l i t y  a n a l y s i s  o f  a  c l a s s  o f  m u l t i v a r i a b l e  m o d e l  r e f e r e n c e  
a d a p t i v e  s y s t e m s  h a v i n g  t i m e  v a r y i n g  p r o c e s s  p a r a m e t e r s .
I n t . J . C o n t r o l  1 1 ,  3 2 5 - 3 3 2 ,  1 9 7 0 .
сиг: B .  P o r t e r  a n d  A .  B r a d s h a w :
D e s i g n  o f  l i n e a r  m u l t i v a r i a b l e  c o n t i n u o u s - t i m e  t r a c k i n g  
s y s t e m s  i n c o r p o r t i n g  e r r o r - a c t u a t e d  c o n t r o l l e r s .
I n t . J .  S y s t e m s  S e i .  V o l 7 .  N o . 8 .  9 4 3 - 9 4 8 .
сиз: V . M .  P o p o v :
H y p e r s t a b i l i t y  o f  C o n t r o l  S y s t e m s .  
S p r i n g e r - V e r l a g ,  1 9 7 3 .
ciiU: B.M. Попов:
Решение новой задачи устойчивости регулируемых 
систем.
Автоматика и Телемеханика, № 1, 1963-
C 1 1 5 : R ó z s a  P á l :
L i n e á r i s  a l g e b r a  é s  a l k a l m a z á s a .  
M ű s z a k i  K ö n y v k i a d ó ,  B u d a p e s t ,  1 9 7 4 .
cii6: A . E .  R o g e r s  a n d  K .  S t e r g l i t z :
M a x i m u m  L i k e l i h o o d  E s t i m a t i o n  o f  R a t i o n a l  T r a n s f e r  F u n c t i o n s .  
P r o c .  o f  t h e  J A C C ,  1 9 6 7 .
- 238
С 1 1 7  U H . H .  R o s e n b r o c . k :
S t a t e - s p a c e  a n d  M u l t i v a r i a b l e  T h e o r y .  
J o h n  W i l e y  s o n s ,  i n c .  N e w  Y o r k  1 9 7 0 .
С118] O . A .  S e b a k h y  :
A  d i s c r e t e  m o d e l  r e f e r e n c e  a d a p t i v e  s y s t e m  d e s i g n .  
I n t .  J . C o n t r o l ,  1 9 7 6 .  V o l . 1 3 ,  N0 . 6 . 7 9 9 - 8 0 4 .
C 1 1 9 3 B . H .  S w a r i c k :
A  h i g h - s p e e d  d e t e r m i n i s t i c  a d a p t i v e  c o n t r o l l e r .  
I n t .  J . C o n t r o l ,  1 9 7 2 .  V o l . l 5 .  N0 . 5 . 8 3 3 - 8 3 8 .
С 1 2 0  H H .  S e r a j i :
D e s i g r  o f  t h e  p o l e  s h i f t i n g  a n d  o p t i m a l  c o n t r o l l e r s  f o r  a  
s y n c h r o n o u s  g e n e r a t o r .
P r o c .  I E E E .  V o l . 1 2 1 ,  N0 . 6 . ,  J u l e  1 9 7 4 .  5 2 9 - 5 3 2 .
11211 N . K .  S i n h a :
A d a p t i v e  c o n t r o l  w i t h  i n c o m p l e t e  i d e n t i f i c a t i o n  
P r o c . I F A C  s y m p o s i u m ,  I s c h a , I t a l y ,  p p . 3 4 3 - 3 4 8 .
11221 R . E . S t r a n e  a n d  “W . G .  V o g t :
S t a b i l i z a t i o n  o f  N o n l i n e a r  S y s t e m s  U s i n g  L i n e a r  o b s e r v e r s .  
T r a n s . A  S M E ,  J .  o f  D y n a m i c  S y s t e m s ,  M e a s u r e m e n t  a n d  c o n t r o l  
m a r c h  1 9 7 4 .  p p . 5 5 - 6 0 .
11231 A . P .  S a g e  a n d  J . L .  M e l s a :
S y s t e m  I d e n t i f i c a t i o n .
A c á d e m i c  P r e s s ,  N e w  Y o r k ,  1 9 7 1 .
C 1 2  U 3 A . C . S o n d a c k ,  K . L .  S u y o n a r a y a n a n  a n d  S . G .  R a o :
A n  u n i f i e d  a p p r o a c h  t o  d i s c r e t e - t i m e  s y s t e m s  i d e n t i f i c a t i o n  
I n t . J .  C o n t r o l  1 4 ,  1 0 0 9 - 1 0 2 9  1 9 7 1 .
-  239 -
С 125 D G . N .  S a r í d i s :
S t o c h a s t i c  A p p r o x i m a t i o n  M e t h o d  f o r  I d e n t i f i c a t i o n  a n d  
C o n t r o l  -  A  s u r v e y .
I E E E  T r a n s .  A u t . C o n t r o l  A C - 1 9 ,  1 9 7 4 .  p p . 7 4 8 - 8 0 9 .
C126: H . U n b e c h a u e n  a n d  C h r .  S c h m i d :
S t a t u s  a r i d  i n d u s t r i a l  a p p l i c a t i o n  o f  a d a p t i v e  c o n t r o l  
s y s  t e r n s .
A u t o m a t i c  C o n t r o l  T h e o r y  a n d  A p p l i c a t i o n  V o l . 3 .  N o . l .
» 1 9 7 5 ,  p p .  1 - 1 2 .
С 127 3 H .  U n b e c h a u e n :
O n  t h e  d y n a m i c  a d a p t i o n  o f  c o n t r o l l e r - s e t t i n g s  i n  
c o n t r o l l e d  p r o c e s s e s  w i t h  v a r i a b l e  p a r a m t e r s .
3 r d  I F A C  C o n g r e s s ,  L o n d o n ,  1 9 6 6 .  p p . 4 5 . 6 .
1128: A . C .  T s o i :
E x p l i c i t  s o l u t i o n  o f  a  c l a s s  o f  d e l a y  -  d i f f e r e n t i a l  
e q u a t i o n s .
I n t .  J . C o n t r o l ,  V o l . 2 1 ,  N o . l .  3 9 - 4 8 ,  1 9 7 5 .
С129: A . C .  T s o i :
E x p l i c i t  s o l u t i o n  t o  a  c l a s s  o f  n e u t r a l  d e l a y -  
- d i f f e r e n t i a l  e q u a t i o n s .
I n t .  J . C o n t r o l ,  V o l . 2 2 .  N o . 6 .  7 8 7 - 7 9 9 .  1 9 7 5 .
изо: A . C .  T s o i :
E x p l i c i t  s o l u t i o n  t o  a  c l a s s  o f  f u n c t i o n a l  d i f f e r e n t i a l  
e q u a t i o n s .
I n t .  J . C o n t r o l ,  1 9 7 5 .  V o l . 2 2 .  N o . 6 ,  8 6 9 - 8 7 5 .
ci3i: V .  V i m o l v a n i c h  a n d  T . C .  H s i a :
M o d e l  R e f e r e n c e  A d a p t i v e  C o n t r o l  D e s i g n  u s i n g  D i s c r e t e  
A d j u s t m e n t  T e c h n i q u e .
P r o c .  N a t .  E l e c t r .  C o n f .  U . S . A .  p p . 1 2 - 1 7 .  1 9 6 9 .
240 -
C 1 3 2 D С.Д. Земляков, В.Ю. Рутковский:
0 синтезе самонастраивающейся системы управления 
с эталонной моделью.
Автоматика и Телемеханика,, № 3, 1 9 6 6 , стр. 7 8 - 8 8 .
C 1333 С.Д. Земляков, В.Ю. Рутковский:
Обобщенные алгоритмы адаптации одного класса 
беспоисковых самонастраивающихся систем с моделью 
Автоматика и Телемеханика, № 6 ,  1 9 6 7 ,  стр. 8 8 - 7 5 .
C13U 3 С . A .  W i n s o r  a n d  R . J .  R o y :
D e s i g n  o f  m o d e l  r e f e r e n c e  a d a p t i v e  c o n t r o l  b y  L j a p u n o v  
s e c o n d  m e t h o d .
I E E E  T r a n s .  A u t .  C o n t r o l  A C - 1 3 ,  2 0 4  1 9 6 8 .
ï
C 1  3 5  3 W . A .  W o l o v i c h :
T h e  u s e  o f  s t a t e  f e e d b a c k  f o r  e x a c t  m o d e l  m a t c h i n g .  
S I A M  J .  C o n t r o l  V o l . 1 0 ,  N o . 3 .  1 9 7 2 .  5 1 2 - 5 2 3 .
C 1 3 6 3 D .  W i l e :
A  m u l t i v a r i a b l e  d i c h o t o m o u s  o p t i m u m  s e e k i n g  m e t h o d .  
I E E E  T r a n s . A u t . C o n t r o l  A C - 1 0 ,  8 5 - 8 7 .  1 9 6 5 .
C 1 3 7 3 D . F .  W i l k r e  a n d  W . R .  P e r k i n s :
D e s i g n  o f  m o d e l  f o l l o w i n g  s y s t e m s  u s i n g  t h e  c o m p a n i o n  
t r a n s f o r m a t i o n .
A u t o m a t i c a  5 ,  6 1 5 —6 2 2 ,  1 9 6 9 .
C 1 3 8 : R . L .  C a r r o l l :
N e w  A d a p t i v e  A l g o r i t h m s  i n  L y a p u n o v  S y n t h e s i s .  
I E E E  T r a n s . A u t . C o n t . A C - 2  1 ,  1 9 7 6 .  p p . 2 4 6 - 2 4 9 .
C l 3 9  3 G .  G i l l è s  a r i d  E .  S i n n e r :
S y n t h è s e  d ’ u n  s y s t è m e  d ’ i d e n t i f i c a t i o n  e n  t e m p s  r é e l  f o n d é  
s u r  l a  t h é o r i e  d e  1 ’ h y p e r s t a b i l i t ê s .
A p p l i c a t i o n  á  u n  é c h a n g e u r  t h e r m i q u e .
C o l l o q u e  I n f o r m a t i q u e  e t  P é t r o l é o c h i m i e . F e b . 1 9 7 1 .
-  241 -
c lUo □ G .  B e t h a u x  e t  a l :
I d e n t i f i z i e r u n g  u n d  A d a p t i v  R e g e l u n g  d u r c h  P r o z e s s r e c h n e r  
V D I / V D E - A F C E T  A u s s p r a c h e t a g  " I n d u s t r i e l l e  A n w e n d u n g  
a d a p t i v e r  S y s t e m e "
1 9 7 3 .  p p .  1 1 5 - 1 3 6 .
ci Ui: T . D ,  A h l g r e e n  a n d  W . F .  S t e v e n s :
A d a p t i v e  c o n t r o l  o f  a  c h e m i c a l  p r o c e s s  s y s t e m .  
A l C h e  J o u r n a l ,  V o l .  1 7 ,  1 9 7 1 .  N o . 2 .  p p . 4 2 8 - 4 3 5 .
C 1 U 2  □ G . E .  H a r l a n d  a n d  K . F .  G r i l l :
D e s i g n  o f  a  m o d e l l - r e f e r e n c e  a d a p t i v e  c o n t r o l  f o r  a n  
i n t e r n a l  c o m b u s t i o n  e n g i n e .
M e a s u r e m e n t  a n d  C o n t r o l ,  V o l . 6 . ,  1 9 7 3 .  N o . 4 .  p p . 1 6 7 - 1 7 3 .
ciH: R . E .  K á l m á n :
O n  m i n i m a l  p a r t i a l  r e a l i z a t i o n s  o f  a  l i n e a r  i n p u t / o u t p u t  
m a p  R e p o r t .  S t a n d f o r d  U n i v e r s i t y ,  C a l i f o r n i a  U S A .  1 9 7 1 .
cm: N . T .  L o a n :
C o n t r o l  a n d  I d e n t i f i c a t i o n  f o r  a d j u s t i n g  s y s t e m s  i n  t h e  
p r e s e n c e  o f  r a n d o m  e f f e c t s .
I V . I F A C  S y m p o s i u m ,  T b i l i s i ,  U S S R .  S e p t e m b e r  1 9 7 6 .
c m : H .  E r z b e r g e r :
O n  t h e  u s e  o f  A l g e b r a i c  M e t h o d s  i n  t h e  A n a l y s i s  a n d  D e s i g n  
o f  M o d e l  F o l l o w i n g  C o n t r o l  S y s t e m s  N A S A  T N D  4 6 6 3  1 9 6 8 .
\
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köszönetnyilvánítás
Köszönetét szeretnék mondani a MAGYAR TUDOMÁNYOS AKADÉMIA MINŐSÍTŐ BIZOTT_ 
SÁGÁNAK és a SZÁMÍTÁSTECHNIKAI ÉS AUTOMATIZÁLÁSI KUTATÓ INTÉZETÉNEK3 hogy 
tehetővé tette kandidátusi értekezésem elkészítését.
Hálás köszönettel tartozom DR SOMLO JÁNOSNAK3 aspiránsvezetőmnek a három 
éves kutatási munkámban és az életben nyújtott sok segítségért y 
DR FREY TAMÁS professzornak3 DR KOCSIS JÁNOSNAK3 DR REVICZKY LÁSZLÓNAK3 
DR GERTLER JÁNOSNAK és DR NGUYEN THUC LOANNAK konzultációk során nyújtott 
tanácsaikért.
Ezúton is szeretném kifejezni őszinte köszönetemet mindazoknak3 akik az 
egy évtizedes Magyarországon való tartózkodásom alatt valamilyen formában 
a segítségemre Voltak. Köszönet illeti a BUDAPESTI MŰSZAKI EGYETEMEN volt 
tanáraimat, barátaimat és a Számítástechnikai és Automatizálási Kutató 
Intézetben dolgozó kollégáimat, különösen a Kende utcai Könyvtár dolgozóit.
NAGY JUDITNAK és NAGY ZSIGMONDNAK szeretném megköszönni az együttműködésüket 
a programozásban.
Végül megköszönöm SZAKÁCS EDITNEK disszertációm gondos gépelését.




