Often real applications are described by a number of physical or technical features fixed by using an helpful optimization process that involves one or more objective functions able to address some desired properties of the model. For this kind of applications, the optimal control problem is usually governed by a system of PDEs which may involve a set of parameters. The standard numerical techniques for solving the optimal control problem require an high-dimensional approximation scheme, e.g. finite element method, which has to be solved several times. The introduction of the reduced basis (RB) method into the optimization process permits to replace the high-dimensional optimization solver, that is expensive in terms of computational costs, by a reduced order system in order to speed up the computational time of resolution. The RB method has been successfully applied to solve a linear-quadratic optimal control problem [1, 3] and it is particularly suitable when we are interested in finding the optimal control for many different scenarios corresponding to several sets of parameter values. We present a RB strategy in the case of multiobjective PDE-constrained optimization, where the optimization process introduces several objective functions that have to be simultaneously optimized. The critical issue in this kind of applications is that often to optimize (generally minimize) one objective function means to penalize the optimization of an other one. The idea is to find a good compromise solutions which are acceptable for all the individual objective functions. In the multiobjective optimization theory, the Pareto optimality [2] allows to determine efficient optimal points for all the considered objective functions. We apply the RB method in this context where the constraints are given by partial differential equations, in order to propose a reduced-order techniques to handle the computational complexity and resolution times and to ensure a suitable level of accuracy taking into account the rigorous a posteriori error analysis developed in [3].
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