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Elementary quasiparticles in solids such as phonons and magnons occasionally have nontrivial interactions
between them, as well as among themselves. As a result, their energy eigenvalues are renormalized, the quasi-
particles spontaneously decay into a multi-particle continuum state, or they are hybridized with each other when
their energies are close. As discussed in this review, such anomalous features can appear dominantly in quan-
tum magnets but are not, a priori, negligible for magnetic systems with larger spin values and noncollinear
magnetic structures. We review the unconventional magnetic excitations in two-dimensional triangular lattice
antiferromagnets and discuss their implications on related issues.
I. INTRODUCTION
Magnons and phonons are the elementary quasiparticles
that arise from the respective underlying magnetic and crys-
talline orders in materials. With energy scales ranging from
∼1-100 meV, both magnons and phonons can be well de-
scribed within the scheme of linearized theories such as lin-
ear spin wave theory (LSWT) and density functional theory
(DFT) calculations, respectively. These are standard models
in modern condensed matter physics, and they both assume
that there is very little, if any, coupling among these two fun-
damental excitations.
Very interesting and non-trivial behavior arise when these
two quasiparticles interact with each other. Spin-lattice
coupling1 is the main mechanism, which facilitates the in-
teraction between magnons and phonons.2–4 One form of the
spin-lattice coupling is so-called exchange-striction, the re-
sult of modulations in exchange interactions due to atomic
displacements.5 Under the right conditions, such as non-
collinear spin order, the exchange-striction mechanism can
produce significant changes in the ground states and/or excita-
tions that are otherwise forbidden in collinear magnets.6 With
a sufficiently large spin-lattice coupling strength,7,8 magnon-
phonon hybridization can significantly influence both the
magnon and phonon spectra measured by experiments below
the magnetic ordering temperature. The resulting magneto-
phonon mode born of this hybridization can produce addi-
tional peaks in the magnetic excitation spectra,2 which re-
cently has been successfully measured by experiments and
modeled by properly considering the in-plane Mn-O bond
length changes from exchange-striction for several hexagonal
manganites.2
The breakdown or decay of the quasiparticles due to their
interactions with a multi-particle continuum can be more eas-
ily realized in strongly correlated electron systems.9,10 For
instance, noncollinear magnetic structures allow for three-
magnon interactions, leading to the spontaneous decay of
magnons when the kinematic conditions are satisfied.11,12
These intrinsic zero-temperature decays are significantly en-
hanced (i.e. there are singularities in the decays) at certain
momentum transfers, as found by calculations taking into ac-
count the anharmonicity of the spin waves.11–15 Essentially,
the noncollinear magnetic structure breaking the O(3) sym-
FIG. 1. (a) 120◦ spin ordered state in triangular lattice. (b) 1st Bril-
louin zone in triangular lattice and labels for high symmetric points.
metry allows a three-magnon interaction term in the Hamil-
tonian, and decay channels are made possible through which
single-magnons spontaneously decay into two-magnon states.
These decay processes result in the enhanced linewidth of the
magnon modes observed by experiments.16
Inelastic neutron scattering (INS) is often an ideal probe
for investigating the collective behavior of both magnons
and phonons.17–20 It allows for the direct comparison be-
tween experimental data and theoretical calculations of the
dynamic spin-spin correlation function (or dynamical struc-
ture factor). On the other hand, inelastic X-ray scatter-
ing (IXS) can provide complementary information on the
magnon-phonon coupling, as it is exclusively sensitive to the
phonon excitations.21 By using both inelastic neutron and X-
ray scattering techniques, the full spin Hamiltonian, including
exchange-striction type linear magnon-phonon coupling and
their higher order interaction terms, has been unambiguously
determined in several key cases, which we will highlight in
this review.
For two-dimensional (2D) triangular lattice antiferromag-
net (TLAF) compounds22 with noncollinear magnetic ground
states, these magnon-phonon couplings and magnon self-
interactions can become non-negligible and sometimes quite
strong. Extensive studies on hexagonal RMnO3 (rare-earth
atom R = Y, Lu or Ho) compounds16,23–26 have demonstrated
beyond any doubt the existence of new hybrid excitations
arising from these couplings, as well as one of the largest
known magnon-phonon coupling strengths.2 Several other
variations of triangular lattice compounds such as the spatially
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2anisotropic TLAF Cs2CuCl427–30 and the spin-1/2 equilateral
TLAF Ba3CoSb2O931–34 allow for the effects of systematic
perturbations on the spin-lattice coupling to be discerned.
We will also discuss other examples of systems exhibiting
magneto-phonon modes such as two delafossites CuCrO235–41
and LiCrO242–44.
With regard to potential applications, magnon-phonon cou-
pling is expected to play an important role in several di-
verse fields, in particular spintronics.45 Typically, phonons
have a large group velocity, and so they travel relatively
swiftly through materials. However, when magnons are re-
quired for the spintronic devices, the fast-traveling phonons
could be converted into magnons “on-demand” provided their
coupling behavior is sufficiently understood.46,47 Recent re-
sults with yttrium iron garnet (YIG) film have demonstrated
that magneto-elastic waves are capable of driving magnetic
bubble domains (i.e. curved domain walls), and therefore har-
nessing a versatile form of spin-momentum for use in new
spintronic architectures.48
In this review article, the focus will be on conveying the
essential groundwork describing both the hybridization and
decay of magnon excitations (See the Table I for the sum-
mary of theoretical models). Particular attention will be de-
voted to frustrated magnets, where competing ground states
can lead to greater sensitivity to the effects from magnons
and phonons coupling to each other.49–52 This comprehensive
overview of the present knowledge of these phenomena in 2D
TLAF systems should thoroughly motivate path forward in
addressing the remaining challenges of this arena, such as un-
derstanding the impact magnon-phonon coupling can have on
three-dimensional lattice compounds with noncollinear mag-
netic structures.53,54
II. THEORETICAL OVERVIEW
A. Spin waves of triangular lattice antiferromagnet (TLAF)
1. Magnetic ground state
As one of the most actively studied frustrated magnets,
the 2D TLAF offers a complex phase diagram of novel
phenomena.22 Here we focus on the 120◦ magnetic order of
the well-known noncollinear magnetic ground state. In the
semiclassical (large S) triangular lattice, the 120◦ magnetic
order is well stabilized by the combination of the competing
exchange interactions and low-dimensionality (see Fig. 1(a)).
For the quantum spin-1/2 case, it was originally speculated
that strong quantum fluctuations would eventually destroy the
long-range order and lead to the now well-known, yet elusive,
resonating valence bond liquid state.55 However, a 120◦ mag-
netic order is still found to survive even in the quantum spin
model, as is evident in several theoretical works52,56–62 and
numerous experimental realizations.33,63,64
2. Effect of noncollinearity
The aforementioned noncollinearity gives rise to novel
properties in the spin excitations, which are otherwise not al-
lowed in conventional collinear magnets. For example, the
SO(2) spin rotational symmetry of the collinear magnets
would forbid possible mixing between the transverse (S x,y)
and longitudinal (S z) fluctuations. The transverse (longitu-
dinal) fluctuations carry an odd (even) number of magnons,
and so the lowest-order magnon-magnon interaction terms in
collinear magnets are of quartic order, making the higher order
corrections of the spin waves intrinsically weak.65–71 On the
other hand, the spin rotational symmetry is completely bro-
ken in noncollinear antiferromagnets, and thus one can expect
odd numbers of magnon terms to be present in spin Hamil-
tonian, cubic anharmonic terms in particular. Such cubic an-
harmonicity would make significant differences in the magnon
spectra obtained from the harmonic approximation, especially
for a spin-1/2 case. In this regard, the spin-1/2 TLAF provides
a useful platform for the study of the higher order effects in
quantum magnets with a noncollinear magnetic order because
of the strong correction terms, whose linear terms are vanished
in TLAF and the cubic terms are purely survived. We provide
the further detailed analysis of the role of cubic anharmonicity
in the next section.
3. Magnetic Hamiltonian
The basic Heisenberg Hamiltonian for a 2D triangular lat-
tice is given by
HHeis=J
∑
〈i j〉
Si · S j, (1)
where Si is a spin operator at ri, and J is an exchange inter-
action running over the nearest neighbor 〈i j〉 pairs. Here we
use the same notations as in Chernyshev et al11, in which the
detailed explanation and derivation are given more explicitly.
We consider all spins lying in the xz plane and rewrite Eq. (1)
using the transformation from a laboratory frame (x0, y0, z0)
to the local frame (x, y, z),
HHeis=J
∑
〈i j〉
S yi S
y
j + cosθi j
(
S ziS
z
j + S
x
i S
x
j
)
+ sinθi j
(
S ziS
x
j − S xi S zj
)
, (2)
where θi j=Q ·
(
ri − r j
)
= ±120◦ is a relative angle between Si
and S j, and Q = (4pi/3 0) is the ordering wave vector of the
120◦ spiral order.
4. 1/S expansion and harmonic approximation
Using the Holstein-Primakoff (HP) transformation,72 the
spin components in Eq. (2) are bosonized: S zi=S−a†i ai and
S −i = a
†
i
√
2S − a†i ai , where S ±i = S xi ± iS yi . Expansion in
3FIG. 2. (a) Calculated spin wave dispersion and (b) decay rate of a triangular lattice with S = 1/2. Blue dashed and red solid lines are calculated
from LSWT approximation and with 1/S order corrections. Dotted lines represent the minimum of the two-magnon continuum calculated by
LSWT. Gray area represents the width of the spectral peaks due to damping. (c) Sketch of the decay region allowed in the reciprocal space of
1st Brillouin zone for two cases: one is isotropic exchange with ∆ = 1 and the other anisotropic exchange with ∆ = 0.96. (d),(e) Intensity plots
of the momentum and energy dependence of the total dynamical strucure factor of 2D TLAF with S = 1/2 and 3/2. Reprinted with permission
from Chernyshev et al.11 and Mourigal et al.14,15 (Copyright c© American Physical Society).
powers of 1/S produces the following bosonic Hamiltonian:
HHeis = H0 + H1 + H2 + H3 + · · ·, where Hn denotes the
Hamiltonian that contains the nth powers of the bosonic oper-
ators. H0 describes the classical energy of this system. Since
the spin waves represent deviations from the magnetic ground
state, 1/S expansion requires the cancellation of H1. In the
LSWT, the quadratic form can be written as follows:
H2 =
∑
k
[
Aka
†
kak −
1
2
Bk
(
a†ka
†
−k + a−kak
)]
, (3)
where Ak = 3JS
(
1 + 12γk
)
, Bk = 92 JS γk, and γk=
1
6
∑
δ eik·δ.
It can then be diagonalized using the canonical Bogoliubov
transformation, ak=ukαk + vkα
†
−k, resulting in the harmonic
magnon Hamiltonian:
H2 =
∑
k
εkα
†
kαk, (4)
where εk = 3JS
√
(1 − γk) (1 + 2γk) is the magnon energy in
the harmonic approximation.
5. Magnon-magnon interaction
In noncollinear TLAFs, the 1/S expansion of the magnon
spectra has significant deviations from its harmonic approx-
imation, which are ascribed to the presence of a sizable
magnon-magnon interaction. For example, an early theoreti-
cal report by Chubukov et al. demonstrated that the first order
correction in the 1/S expansion can be non-negligible for the
S = 1/2 case.60 Subsequently, Chernyshev et al.11 conducted
a comprehensive study on the quantum corrections to the spin
wave dispersion and the magnon damping due to their anoma-
lous decay rate. Zheng et al. also demonstrated the effects of
the higher-order term on the magnon dispersion curve using
a quantum Monte-Carlo method.52 Later, Mourigal et al. pro-
vided the explicit calculation of the dynamical structure factor
using the 1/S formalism with help of a Dyson equation.14,15
For more detailed information, see the review written by Zhit-
omirsky et al.12
As shown in Sect. II A 4, a cubic interaction term H3 is
4given by
H3 = J
√
S
2
∑
〈i j〉
sinθi j
(
a†i ai
(
a†j + a j
)
− a†ja j
(
a†i + ai
))
. (5)
With help of the Fourier and Bogoliubov transformations, one
can obtain the general form of the cubic interaction term:
H3= 12!
∑
q,k
Γ1 (q; k)
(
α†k−qα
†
qαk + h.c.
)
+
1
3!
∑
q,k
Γ2 (q, k)
(
α†k−qα
†
qα
†
k + h.c.
)
, (6)
where Γ1 (q; k) is the vertex function that describes the decay
of one-magnon into the two-magnon states. Γ2 (q, k) involves
the creation of three bosons, often referred to as a “source ver-
tex”. For the explicit expression, refer to Chernyshev et al.11
This kind of the cubic anharmonicity term plays an impor-
tant role in the unusual dynamical properties of the magnon
spectrum, and the magnon energies are strongly renormalized
from their harmonic approximation values. To calculate the
1/S correction to the magnon spectra, one can conveniently
use the standard Green’s function approach. Starting from a
bare magnon propagator G−10 (k, ω) =ω − εk + i0, a lowest-
order normal self-energy correction by the cubic vertexes is
expressed by
Σ1 (k, ω) =
1
2
∑
q
|Γ1 (q; k)|2
ω − εq − εk−q + i0 , (7)
Σ2 (k, ω) =
1
2
∑
q
|Γ2 (q, k)|2
ω + εq + εk+q − i0 . (8)
The new interacting Green’s function can be determined by
G−1 (k, ω) =ω − εk − Σ1 (k, ω) − Σ2 (k, ω), where εk=εk +
δε(4)k and δε
(4)
k denotes the contribution of the quartic correc-
tion terms by the Hartree-Fock decoupling,65,66 explicitly ex-
pressed in Chernyshev et al.11
Such renormalization already gives rise to interesting fea-
tures in the magnon spectrum: e.g., a strong momentum
dependence, renormalized magnon energies being flattened
around the M point, a local minimum at the M point (see
Fig. 2(a)). The amount of renormalization depends on the cou-
pling amplitude between the one-magnon branch and the two-
magnon continuum. Interestingly, the feature arising from this
renormalization resembles the characteristic minimum of the
roton excitation in 4He, and thus it is sometimes called as
a “roton-like minimum”. Second, single magnons can decay
into two-magnon states if the following conditions are satis-
fied: (1) Γ1 (q; k), the decay vertex function is non-zero, and
(2) the kinematic conditions of momentum and energy conser-
vation are satisfied. Inside the two-magnon continuum, single-
magnons are subject to considerable damping. This then leads
to the significant broadening of the one-magnon peaks, shown
by the gray areas in Fig. 2(a). Such magnon damping effect is
usually captured in first approximation by the following decay
rate,
Γk=
pi
2
∑
q
|Γ1 (q; k)|2δ
(
εk − εq − εk−q
)
. (9)
Fig. 2(b) shows the decay rate for the S = 1/2 TLAF. One
remarkable feature here is that there are logarithmic singu-
larities at several k points, indicated as k* in the figure. It is
naturally arising from the 2D van Hove singularity in the den-
sity of states (DOS) of two-magnon continuum. We note that
in the higher dimensional case, the DOS of the two-magnon
continuum does not exhibit this singularity. Therefore, low-
dimensionality plays a crucial role in the magnon-magnon in-
teraction.
It is also worth mentioning the dependence of the magnon-
magnon interaction on the spin value. Mourigal et al.14,15 cal-
culated the dynamical structure factor, the quantity directly
related to the INS cross section, for both S = 1/2 and S =
3/2. They found that both cases have all the predicted general
features: renormalization of the magnon spectrum and broad-
ening of quasiparticle peaks, accompanied by non-Lorentzian
features. These effects are significantly stronger in the S =
1/2 case, as shown in Fig. 2(d,e). It is also important to note
that the spectral weight transfer from the one-magnon to two-
magnon continuum is stronger for the S = 1/2 case.
6. XXZ model
It is crucial to account for the effect of anisotropy in the
Hamiltonian on the magnon decay.11 The XXZ spin Hamilto-
nian is given by
HXXZ=J
∑
〈i j〉
[
S xi S
x
j + S
y
i S
y
j + ∆S
z
iS
z
j
]
, (10)
where ∆ is the two-ion anisotropy parameter. Note that ∆ < 1
stabilizes the 120◦ magnetic order as in the isotropic case
and the magnon energy in the LWST regime has the slightly
modified form of εk as discussed in Sect. II A 4: εk =
3JS
√
(1 − γk) (1 + 2∆γk). We comment that the higher order
terms also keep the more or less same formula, only with mi-
nor changes. Fig. 2(c) shows the comparison of decay region
(shaded area) in the case of the Heisenberg model (∆ = 1)
and XXZ model (∆ < 1). With decreasing ∆, the decay re-
gion (shaded area) becomes smaller and a hole of forbidden
decay region develops in the center of the Brillouin zone for
∆ = 0.96 (See Fig. 2(c)). This means that the spontaneous
decay process gets markedly suppressed for the anisotropic
cases.
B. Magnon-phonon coupling in TLAF
Now let us turn to the interaction between magnons and
phonons in the TLAF. Magneto-elastic coupling is a well-
known concept in condensed matter physics with a long his-
tory. The static properties of such coupling, the spin-lattice
5FIG. 3. Schematic diagrams for the exchange interactions and rela-
tive motions of each atom.
coupling, were extensively studied via several experimen-
tal techniques. For example, abrupt changes in macroscopic
properties such as lattice parameter (magneto-striction),73–76
elastic constants,77–80 and spectroscopic measurements (Ra-
man, IR)81–86 have been observed for several systems. Of
further interest, the dynamical aspect of the spin-lattice cou-
pling, i.e. a magnon-phonon coupling, was extensively stud-
ied to explain the gap opening between magnon and acoustic
phonon branches in TMX2-type collinear magnet compounds
(TM=3d transition metal, X=halogen)4,87–89 and rare-earth
metals.90,91 More recently, a spin-lattice coupling in multifer-
roic materials was actively studied in the context of magneto-
electric coupling.92,93 Thanks to improvements in both the ex-
perimental and theoretical tools, it has become possible to
carry out in-depth investigations of the dynamical effects of
magnon-phonon hybridization, which cannot be fully under-
stood within the spin wave theory. In particular, noncollinear
antiferromagnets have attracted much attention due to the siz-
able hybridization effects in their magnon band structure. In
the following subsections, several mechanisms of magnon-
phonon coupling shall be introduced. In addition, we will clar-
ify the main effects on magnons and phonons due to the inter-
actions between them, especially for the 2D TLAF with the
120◦ magnetic order.
1. Exchange-striction
In this subsection, we would like to highlight one of the
extensively studied mechanisms, which is supposed to facil-
itate a magnon-phonon coupling for most magnetic systems:
exchange-striction, where exchange energies are modulated as
a function of bond vectors of magnetic atoms.50,94,95 Generally
speaking, exchange interaction Ji j depends on ri j =
∣∣∣r j − ri∣∣∣,
the distances between spins Si and S j at ri and r j. Follow-
ing the empirical power law: Ji j ∝ 1/rni j, it therefore leads
to the magnon-phonon coupling constant, which is an in-
dex for a magnon-phonon coupling strength, α′=∂J/∂r ∝
n ∼ 8 − 10 for the 3d transition metal compounds.2,26,35,96,97
The exchange-striction coefficient, which is a dimensionless
unit of the magnon-phonon coupling constant, is expressed
as α = dJα
′, where d is the half of the bond length and
J is the exchange interaction. In many transition metal ox-
ides, the main mechanism of exchange interaction is of super-
exchange type, the indirect exchange interaction mediated via
non-magnetic atoms (e.g. oxygen). Further consideration of
the relative motion of these intermediate atoms with regard to
the magnetic atoms also produces a considerable contribution
to the exchange-striction mechanism.98,99
The exchange-striction mechanism naturally introduces
phonon operators to the magnetic Hamiltonian. It is impor-
tant to note here that whilst this mechanism does not permit
a linear coupling between magnons and phonons in collinear
magnets, the linear coupling is in principle allowed for non-
collinear spin orders. This is because a magnon operator term
H1 originating from the mixing between transverse and lon-
gitudinal fluctuations can be coupled to phonon operators via
the displacement vectors. The displacement vector of the ith
atom at Ri is given by
ui =
∑
k,λ
√
}
2Nmiωk,λ
ek,λ
(
bk,λ + b
†
−k,λ
)
eik·Ri , (11)
where N is the number of the unit cells, mi is the atomic mass
of ith atom, ωk,λ and ek,λ are the energy and eigenvector of
λth phonon branch, and bk,λ (b
†
k,λ) denotes the annihilation
(creation) operator of λth phonon branch. It can in principle
lead to non-negligible hybridization effects on the magnon
and phonon spectra, making the TLAF specially a good model
system for the study of the magnon-phonon coupling. In ad-
dition, further expansion makes possible the otherwise for-
bidden spontaneous decay of the hybridized magneto-elastic
excitation: one-phonon–two-magnon decay and one-magnon–
two-phonon decay.
Now we would like to introduce the most generalized form
of the exchange-striction terms using a Taylor-series expan-
sion around the equilibrium positions in powers of the differ-
ence vectors between three atoms,
Ji j
(
ri, r j, rOi j
)
= Ji j
(
Ri, R j, ROi j
)
+ (u1 · ∇1 + u2 · ∇2 + u3 · ∇3) Ji j (12)
+
1
2!
(u1 · ∇1 + u2 · ∇2 + u3 · ∇3)2Ji j + . . . ,
where ri = Ri+ui is the true position vector that deviates from
the equilibrium position Ri by the phonon displacement vector
ui. As in Fig. 3, we define the difference vector as follows:
r1 = rOi j − ri, r2 = rOi j − r j, and r3 = r j − ri = r1 − r2.
Rewriting the first-order expansion term, we can obtain the
following form;
(u1 · ∇1 + u2 · ∇2 + u3 · ∇3) Ji j =
(
uOi j − ui
)
· ∇1
(
Ji j
)
+
(
uOi j − u j
)
· ∇2
(
Ji j
)
+
(
u j − ui
)
· ∇3
(
Ji j
)
. (13)
The first two terms on the right-hand side correspond to the
modulation of superexchange interaction, i.e. superexchange-
striction. The third term denotes the common magnon-phonon
coupling determined by the relative distance between two
spins, i.e. direct exchange-striction. These two different types
of exchange-striction effects can be, in principle, present
6for every magnetic material, depending on the characteristic
of the dominant exchange interaction. In the case of direct
exchange-striction, as mentioned earlier only the modulation
of bond length ri j is important. On the other hand, for the
super-exchange-striction there are two key motions contribut-
ing more than anything else to the amplitude of the interac-
tion: bond length and bond angle change.
2. Antisymmetric exchange-striction
A similar approach can be applied to the antisymmetric in-
teraction as well. If the local inversion symmetry is broken in
the middle of two spins, the following Dzyaloshinskii-Moriya
(DM) interaction100,101 can be added to the spin Hamiltonian:
Hspin=HHeis +HDM ,
HDM =
∑
〈i j〉
Di j · Si × S j, (14)
where Di j is a local DM vector determined by the positions
of off-centered intermediate (non-magnetic) atoms. Typically,
the amplitude of DM interaction is not nearly as strong, when
compared to the exchange interaction in most of 3d transition
metal compounds. A larger DM interaction may be expected
in 4d or 5d transition metal compounds, due to the larger spin-
orbit coupling. In this case, the coupling strengths can be of
similar magnitude for both the DM interactions and the ex-
change interactions.
3. Single-ion magneto-striction
Lattice vibrations also affect the atomic environ-
ment around magnetic atoms, changing the crystal field
splittings.103 Therefore, they can modulate the single-ion
anisotropy via another mechanism of magneto-elastic cou-
pling: single-ion magneto-striction. The concept of such
spin-lattice coupling was first introduced by Van Vleck.104
The subsequent studies by Callen et al.102,105 considered
the crystal symmetries to formulate a theory of single- and
two- ion magneto-striction for ferromagnetic cubic and
hexagonal structures. According to their works, the single-ion
magneto-striction type coupling Hamiltonian in hexagonal
lattice can be defined as
HS L = −
∑
i
∑
σ
Bσi ε
σ
i S
σ
i , (15)
where Bσi are the magneto-striction coefficients, ε
σ
i and S
σ
i
denote the symmetric representation of the strain tensor and
spin operators in terms of irreducible representations σ in
hexagonal symmetry. For explicit expressions, see Callen et
al.102 As the strain tensor is defined by εαβi =
1
2
[
∂uαi
∂β
+
∂uβi
∂α
]
in Cartesian coordinates, Eq. (15) includes one-phonon oper-
ator and magnon operator of single atom, producing magneto-
elastic contributions to the spin wave energies. This single-ion
magneto-striction was proposed as an explanation for the gap
opening between magnon and acoustic phonon branches that
were observed around the Γ point for several rare-earth met-
als. However, in 3d transition metal compounds, this single-
ion exchange-striction is usually considered to be smaller than
the exchange-striction term.
4. Quadratic terms: hybridization of one-magnon and one-phonon
In the following subsections, it is assumed for simplicity
that the nearest-neighbor exchange coupling is given by a
function of ri j, an inter-ion distance. Thus, only one coupling
constant is needed for the discussion of magnon-phonon cou-
pling. Using Eqs. (1) and (12), Heisenberg Hamiltonian can
be expanded as follows:
HHeis=
∑
〈i j〉
J0
(
1 − α
′
J0
eˆi j ·
(
u j − ui
))
Si · S j, (16)
where J0 is the exchange interaction when all atoms are at
their equilibrium position, eˆi j denotes a unit vector connect-
ing magnetic ions at ri and r j, and α′ is a magnon-phonon cou-
pling constant. Then the generalized Hamiltonian of quadratic
order contains the following terms;
Hmp2 = H2mag +H1pho1mag+H2pho, (17)
where H2mag = J0 ∑〈i j〉 Si · S j is the unperturbed Heisen-
berg Hamiltonian, andH2pho = ∑k ωk,λ (b†k,λbk,λ + 12 ) denotes
the non-interacting (harmonic) phonon Hamiltonian. Using
Fourier and Bogoliubov transformations as introduced in Sect.
II A 4, the magnon-phonon coupling Hamiltonian H1pho1mag can
be derived42
H1pho1mag =
∑
k
gk,λ
(
a†k − a−k
)
bk,λ + h.c., (18)
where the coupling amplitude gk,λ is given by
gk,λ= −i34α
√
S 3}
Mωk,λ
ek,λ · fk, (19)
with the geometrical factor fk =
∑
δ sin (Q · δ)
[cos (k · δ) − 1 ]̂δ. This way, Hmp2 can be rearranged
into the following compact form;
Hmp2 =
∑
k
XTkHXk. (20)
with
Xk =
(
a†k a−k b
†
k,λ b−k,λ
)T
. (21)
H =

Ak Bk g
†
k,λ gk,λ
Bk Ak gk,λ g
†
k,λ
gk,λ g
†
k,λ ωk,λ/2 0
g†k,λ gk,λ 0 ωk,λ/2
 (22)
7TABLE I. Summary table for magnon-magnon and magnon-phonon interaction formalism for 2D TLAF
Mechanism Type Coupling Hamiltonian References
magnon-magnon 3-magnon H3mag =
1
2!
∑
k,q Γ1 (q; k)
(
α†k−qα
†
qαk + h.c.
) Eq.(6)
Chernyshev et al.11
Predictions: spontaneous two-magnon decays, energy renormalization, singularities in the decay rate
exchange-striction
1-magnon–1-phonon H1pho1mag =
∑
k,λ gk,λ
(
a†k − a−k
)
bk,λ + h.c.
Eqs.(18) and (19)
Oh et al.2 and To¨th et al.42
Predictions: energy renormalization, energy level repulsion, emergence of hybridized mode
2-magnon–1-phonon H1pho2mag =
∑
k,q Γ
mp (q, k − q; k)
(
α†qα
†
k−qbk + h.c.
)
Oh. et al.2
Predictions: spontaenous decays of hybridized modes, intrinsic linewidth broadening due to the decay
ESP model HES P = −JcS −2 ∑i (∑ j∈N(i) (Si · S j) eˆi j)2 Eq.(24)Wang et al.6
Predictions: energy renormalization
single-ion magneto-striction 1-magnon–1-phonon HS L = −
∑
i,σ Bσi ε
σ
i S
σ
i
Eq.(15)
Callen et al.102
Predictions: energy renormalization, energy level repulsion, intermixing between magnon and phonon
H1pho1mag contributes to the off-diagonal component in the
quadratic form H .2,106 Note that the Hamiltonian is still Her-
mitian and ωk,λ/2 is the phonon energy. Further Bogoli-
ubov transformation yields the energies of the hybridized
modes. There are two important features to be noted about
the hybridized spectra. First is the level repulsion between
the magnon and phonon modes.35 This is naturally attributed
to the non-zero off-diagonal components of the Hamilto-
nian matrix. Such repulsion is maximized when the magnon
and phonon branches are overlapped, opening a gap between
them. A second important feature of the magnon-phonon cou-
pling is the intermixing of the spectral weight.2 In other
words, the spectral weights of magnon or phonon branches
can be transferred to one another. This intermixing generates
new observable hybridized magneto-elastic excitations. For
example, an optical phonon branch near a magnon branch can
be detected using INS experiments in the low-momentum re-
gion if there is a strong coupling between them.
5. Cubic terms: spontaneous decays of hybridized modes
Now let us re-examine the cubic anharmonicity term for 2D
TLAF by including the phonon contribution. The earlier stud-
ies on the nonlinear magento-elastic coupling were focused
on the contribution to the transport properties such as the ther-
mal conductivity87,107–109 and the acoustic sound wave veloc-
ity in the long wavelength limit. In the past decades, there have
been a few new theoretical studies on the dynamical aspects
of the nonlinear correction (e.g. renormalization and damp-
ing of magnons and phonons) based on the Green’s function
method,98,110–113 while Kreisel et al.51 carried out the detailed
application specific to the 2D TLAF with the noncollinear
magnetic order. Even though they used a spiral magnetic or-
der with field-induced canting in a distorted triangular lattice,
it can in principle be extended to an ideal case. The most gen-
eral form of the cubic termHmp3 is given by
Hmp3 = H3mag +H1pho2mag +H2pho1mag+H3pho, (23)
where H3mag is identical with Eq. (6). H1pho2mag is the one-
phonon and two-magnon interaction term. The third H2pho1mag
is a coupling term originating from the second-order Taylor
expansion in Eq. (12). Thus, it is proportional to the second
derivative of the exchange interaction. However, in the weak
magnon-phonon coupling regime, such higher-order deriva-
tives are often negligible because the lattice modulations are
expected to be very small at low temperatures. Thus, H2pho1mag
can also be neglected for our purpose as we mainly concern
with the dynamical aspect of the coupling at low temperatures.
The anharmonic phonon term H3pho involved in the sponta-
neous phonon decay is also negligible in most cases. There-
fore, only H1pho2mag can make a significant contribution to the
hybridized spectra. As the generalized form of H1pho2mag was al-
ready derived by Kreisel et al.,51 the relevant decay channel is
the radiation (absorption) of a phonon by two spin waves:114
Γmp (q, k − q; k)α†qα†k−qbk + h.c. From the decay process al-
lowed by this vertex function and the kinematic conditions,
phonons near the spin wave dispersion can be radiated or ab-
sorbed by the two magnons. It is also accompanied by a sig-
nificant damping effect that can be observed by INS.2
C. Einstein Site Phonon model
The derivation of the full magnon-phonon coupling Hamil-
tonian discussed in Sect. II B requires one to introduce the
full phonon operators for the given material, which is of-
ten technically challenging. However, a simple and yet use-
ful starting point would be to include just one dispersion-
less optical phonon branch to effectively describe the coupling
Hamiltonian. This, so-called Einstein site phonon model,95 is
8FIG. 4. (a) INS data are shown for YMnO3, Y0.5Lu0.5MnO3, and LuMnO3 in the upper panel. Red boxes indicate the Q− E space, where there
are the discrepancies between the experimental data and the LSWT calculation results. The bottom panel displays the calculated spin wave
dispersion and the dynamical structure factor using a minimal spin Hamiltonian within the LSWT approximation. (b) Comparison between the
experimental data and the magnon-phonon coupling model calculation results for the decay rate and the magneto-elastic excitations. (Upper
panel) The full width at half maximum (FWHM) of magnon peaks and the decay rate, (middle panel) the INS data of YMnO3 and LuMnO3
along the ΓMM′ direction, and (bottom panel) the magnon-phonon coupling model calculation. Reprinted with permission from Oh et al.2
(Copyright c© Nature Publishing Group).
based on an assumption of the exchange-striction type spin-
phonon coupling. Integrating out the Einstein site phonons in
the phonon sector with respect to the atomic displacements,
the total Hamiltonian of 2D TLAF can be reduced to the fol-
lowing form;6
HES P = J
∑
<i j>
Si · S j
− JcS −2
∑
i
 ∑
j∈N(i)
(
Si · S j
)
eˆi j
2. (24)
Here, c is a spin-phonon coupling constant defined as
c =α2JS 2/(2K), K is an elastic constant in units of energy,
and eˆi j is a unit vector that points from site j to site i. N(i) rep-
resents the nearest-neighbor sites around the ith atom. Note
that the magnitude of c is a key parameter in this Hamilto-
nian, as it is an index of coupling strength and determines the
magnetic ground state. For example, in a general phase dia-
gram of the magnetic ground state in 2D TLAF, the 120◦ spin
ordered state is reported to be stable up to c = 1/8.6
III. EXPERIMENTAL OBSERVATIONS
Over the past decades, there has been a slow but steady
growth in the volume of experimental studies on the magnon-
magnon and magnon-phonon coupling in various magnetic
systems. As outlined earlier, our aim for this review is con-
centrated on the noncollinear magnets that can have three-
magnon interactions and linear magnon-phonon coupling
terms like 2D TLAF. So far, there are several triangular lattice
materials that exhibit a 120◦ spin ordered state with differ-
ent spin values:22 RbFe(MoO4)2,115–118 hexagonal RFeO3119
for S = 5/2, RMnO393,120,121 with R=rare-earth elements
for S = 2, ACrO2122 with A=Li, Ag, or Cu for S = 3/2,
Ba3CoM2O963,64,123 with M=Sb, Nb, or Ta, CsCuCl4124, and
CsCuBr4125 for S = 1/2. In this section, we focus on the
magnetic excitations of three specific cases: the hexagonal
rare-earth manganite (h-RMnO3) with R=Y, Lu, or Ho, the
hexagonal LuFeO3126,127 (h-LuFeO3), the delafossite com-
pounds (ACrO2), and the S = 1/2 systems of Ba3CoSb2O9
and Cs2CuCl4.
A. Decay and hybridization of magnetic excitations in RMnO3
The crystal structure of h-RMnO3 has the P63cm space
group, in which MnO5 bipyramids form a triangular lattice
in the ab plane. The rare-earth atoms are located between
the layers consisting of Mn3+ ions. The magnetic structure
of h-RMnO3 is known to have the 120◦ spin ordered state,
and can be represented by the four magnetic representa-
tions of Γ1∼Γ4121 and their linear combinations. The domi-
nant exchange interaction between Mn3+ ions with S = 2 is
a super-exchange type interaction along the Mn-O-Mn bond
in the ab plane. Interestingly, Mn trimerization93,128 occurs
in RMnO3 so that the strengths of intra- and inter-trimer
super-exchange interactions are different, as evidenced in ear-
lier INS experiments.24,129 Except for the trimerization effect,
RMnO3 is a good real-world 2D TLAF manifestation for com-
parison with ideal 2D TLAF models. Importantly, the inter-
plane exchange interaction between the Mn adjacent layers
9is smaller by two orders of magnitude compared with the in-
plane one,16 which can be negligible for most of the cases.
One more advantage of h-RMnO3, it is reasonably easy to
grow high quality single crystals large enough for INS exper-
iments.
h-RMnO3 is also known as a technologically promising ma-
terial due to its multiferroic properties.130–132 A coupling be-
tween the coexisting ferroelectric and magnetic ordered states
could provide novel functionalities or phenomena that would
be useful in future applications. Indeed, a giant magneto-
elastic coupling133 and a strong magneto-electric effect were
discovered to be present in these types of materials. In this
context, one of the key issues is the correlation between spin
and lattice degrees of freedom, and thus studying the spin-
lattice coupling is important for uncovering the underlying
microscopic mechanisms in these intriguing multiferroic ma-
terials. As such, the experimental evidence of the spin-lattice
coupling has been previously observed in a series of exper-
iments: X-ray and neutron diffraction,133–137 Raman and in-
frared optical spectroscopy,138–146 thermal conductivity,147,148
elastic moduli,77,78 and thermal expansion7,149 measurements.
As introduced in Sect. II A, the INS data for LuMnO3
revealed some interesting features that are readily identi-
fied with the cubic and higher order terms of the spin
Hamiltonian,11 i.e. interactions between magnons: (1) a roton-
like minimum at the M point, (2) a flattened top mode of spin
wave dispersion, and (3) an intrinsic linewidth broadening of
the high energy magnon mode.16 However, it was also noted
that the downward shift at the M point cannot be fully ex-
plained only by the magnon-magnon interactions.
As already discussed in Sect. II B, it is also possible to
have a linear magnon-phonon coupling. Oh et al. indeed ob-
served the direct evidence of such magnon-phonon coupling
in (Y,Lu)MnO3 using INS.2 As shown in Fig. 4, there ex-
ist clear discrepancies between the experimental data and the
LSWT calculation results with the minimal spin Hamiltonian
including intra- and inter-trimer exchange interactions (J1,
J2), and easy-plane and easy-axis anisotropies (D1, D2) with-
out higher-order terms. The key experimental deviations from
LSWT can be summarized as follows: (1) the downward cur-
vature along the XM direction, (2) the fitted J1/J2 ratio was
unrealistic given the facts that the actual difference of the Mn
trimer lengths is actually small and so DFT calculations only
predicts a finite but small difference between the interactions,
J1/J2 ∼ 1,128 (3) the calculated dynamical structure factor
shows a different intensity ratio between the top and middle
modes of the spin waves from the INS data, and (4) a new
excitation mode is found around 20 meV, above the single
magnon modes at 15 meV. Taken together, all these features
cannot be simply explained by the minimal spin Hamiltonian
within the LSWT approximation.
The new excitations observed at 20 meV are most probably
due to magneto-elastic modes, originating from hybridization
between magnons and phonons as described in Sect. II B. Im-
plementing the DFT calculations for phonons, it was possi-
ble to develop the total Hamiltonian including all 90 phonon
operators, 6 spin operators and their hybridized terms. The
magneto-elastic excitations are then produced in the calcu-
lated dynamical structure factor, consistent with the exper-
imental observations, and explained the other formerly dis-
crepant features listed above. The exchange-striction coeffi-
cient α is estimated to be 8∼10 for the (Y,Lu)MnO3. Inter-
estingly, this value is similar with the one estimated from the
relation between the pressure dependence of Neel temperature
and lattice constants.2,150,151
The spontaneous decay of such magneto-elastic excitations
is also possible when the kinematic conditions are satisfied.
According to the detailed analysis based on the assumption
of one dispersionless optical phonon branch,2 the most appro-
priate decay process for such magneto-elastic modes is where
they decay into the original lower energy states of the two-
magnon continuum. The calculated decay rates in these in-
stances are in good agreement with the measured full width
at half maximum (FWHM) of the magneto-elastic modes as
shown in upper panel of Fig. 4(b).
The magnitude of broadening is an important experimental
signature of the magnon decay as it is directly proportional
to the number of allowed decay channels. It was experimen-
tally observed that the FWHM of the magneto-elastic mode is
significantly larger in LuMnO3 than in YMnO3. This observa-
tion indicates that there is a greater number of allowed decay
channels in the LuMnO3 case. The reason is believed to be
that the magneto-elastic mode for LuMnO3 is found to cross
the boundary of two-magnon continuum (for example, at the
M point), which allows for its decay in the reciprocal space.
Unfortunately, this does not happen in YMnO3 because the
magneto-elastic mode does not cross such boundaries and so
the spontaneous decay is forbidden for YMnO3.
Similar features are also found in another hexagonal man-
ganite, HoMnO3, as shown in Fig. 5(a).26 There is clearly
the downward curvature along the XM direction and diffu-
sive signals above the upper magnon branch, which resemble
very closely with the magneto-elastic excitation in LuMnO3.
Unlike other RMnO3 materials, however HoMnO3 exhibits a
very weak Mn trimerization effect, almost negligible at low
temperature according to neutron diffraction studies.8 This
gives HoMnO3 the advantage of being a nearly ideal 2D
TLAF, thus enabling an easy and reliable comparison be-
tween theory and experiment. To quantitatively investigate the
strength of the magnon-magnon interaction and the magnon-
phonon coupling, we used the Heisenberg XXZ model includ-
ing higher order corrections11 and the ESP model6 introduced
in Sects. II A and II C. As can be gleaned from the YMnO3 and
LuMnO3 cases, the downward curvature along the XM direc-
tion may be in principle explained by both models. However,
the main difference appears among the three models in the in-
tensity comparison at the M point. For example, the ratio of
the intensity for the middle and top modes is only reproduced
by the ESP model as shown in Fig. 5(a), which includes only
a magnon-phonon coupling term. The exchange-striction co-
efficient α estimated from the ESP model is found to be 12.8,
indicating an exceptionally strong magnon-phonon coupling,
especially when compared to (Y,Lu)MnO3.
As in YMnO3, the linewidth broadening is not significantly
enhanced in HoMnO3. This can be regarded as the conse-
quence of a reduced number of decay channels due to the
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FIG. 5. (a) INS data for HoMnO3 and comparison with three model
calculations: Heisenberg model with LSWT approximation, Heisen-
berg XXZ model with 1/S correction, and the ESP model as indi-
cated in the legend. Right panel shows the intensity comparison be-
tween the INS data and the three model calculations at the M point.
(b) INS data for Lu0.6Sc0.4FeO3 and comparison with LSWT calcu-
lations and Heisenberg XXZ model with 1/S correction. The KC and
K′C indicate the K points located at different L value with L=1/4. Red
(yellow) solid lines represent the LSWT calculation results from the
first (second) domain of the crystal. Dashed colored lines represent
the XXZ model with 1/S correction. Reprinted with permission from
Kim et al.26 and Leiner et al.126 (Copyright c©American Physical So-
ciety).
strong easy-plane anisotropy, which was estimated to be ∆ =
0.88 for HoMnO3. As the easy-plane anisotropy ∆ increases,
the boundaries of the decay region in the reciprocal space
are drastically reduced and eventually disappear when the
anisotropy becomes smaller than the critical value of ∆ =
0.92.11 However, it is shown experimentally that the signals of
two-magnon continuum state are not completely absent even
for HoMnO3 with ∆ = 0.88, in contrast to the theoretical pre-
dictions. But the intensity and linewidth broadening effect are
found to be quite small, which indicates the almost complete
suppression of magnon decay in HoMnO3. Thus it is con-
cluded that coupling effects acting on the spin wave disper-
sion and the dynamical structure factor are primarily coming
from the magnon-phonon coupling, and the magnon-magnon
interaction strength is almost negligibly weak for HoMnO3.
In order to examine the dependence of magnon-phonon
coupling on the spin value in 2D TLAF systems, h-LuFeO3
was examined. The Fe3+ ions in LuFeO3 have a 3d5 elec-
tron configuration (S = 5/2). Recent INS data from a
Lu0.6Sc0.4FeO3 single crystal is reproduced in Fig. 5(b).126 As
one can see, there are no features similar to those expected
from both the magnon-phonon coupling and the magnon-
magnon interaction such as the roton-like minimum at the
M point or flattening of magnon modes. This indicates that
there is less overlap between magnon and phonon modes for
Lu0.6Sc0.4FeO3. The other possibility is that the large spin
value S = 5/2 of Fe3+ may also lead to some suppression of
the expected magnon-magnon interaction.14
All discussions on the unconventional magnetic excitations
in RMnO3 are so far based on the exchange-striction mecha-
nism introducing a coupling between magnons and phonons.
However, we should note that this is not the only way to
interpret the experimental observations. For example, Petit
et al. reported the opening of a gap in the acoustic phonon
branch as shown in Fig. 6,152 which they interpreted as the
result of hybridization between magnon and acoustic phonon
with a gap at q = qo (∼0.185). They assumed in their anal-
ysis that the underlying mechanism is a single ion magneto-
striction model.4 According to their explanations, the vibra-
tion of atoms changes the crystal field of MnO5 bipyramids
resulting in the modulation of single-ion anisotropy. It also
allows spins to couple directly with phonons, which is also
mediated by the single-ion anisotropy. Using this mechanism,
they successfully reproduced the avoided crossing between
the magnon and phonon modes near the K point in the ab
plane as discussed in a recent study.153 However, we note that
the momentum transfer position of qo (∼0.185), where the gap
opens, is not consistent with the experiments: in the actual ex-
perimental data, the magnon and acoustic phonon cross each
other at q = qcross (∼0.3). Furthermore, the calculation results
based on the magneto-striction of single-ion type mechanism
failed to explain the observed qo value.
Another possible mechanism for the hybridization was pro-
posed by Pailhes et al.154 Using polarized INS data, they sep-
arated the nuclear and magnetic dynamical structure factors
of the hybridized modes around q = qo. In their proposed
mechanism, the modulation of the DM interaction is consid-
ered as an important agency mediating the observed coupling
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FIG. 6. Experimentally measured and theoretically calculated
phonon and magnon modes: (a) Circles and triangles denote the ob-
served phonon modes at 18 and 200 K, respectively. Squares show
the observed optic phonon modes and dotted lines indicate the calcu-
lated magnon modes. A gap is reportedly seen in the acoustic phonon
mode in YMnO3 below TN at high |q|, whereas (b) no gap is seen in
the magnon dispersion down to lower |q| values. Solid and dashed
lines in (a) and (b) are guides to the eyes. (c) The calculation re-
sults are shwon at the same q as in (b) using the single-ion magneto-
striction mechanism. Reprinted with permission from Petit et al.152
(Copyright c© American Physical Society).
between magnons and phonons. This is in fact the antisym-
metric exchange-striction as described in Sect. II B. In a re-
alistic model, the oxygen atoms tend to move spontaneously
along the c axis, causing the modulation of the DM interac-
tion. Therefore, the spins are slightly rotated towards the c axis
and can be coupled with the motion of oxygen atoms along
the c axis. But as far as we can see, it still cannot explain the
aforementioned discrepancy in the two different values of the
crossing between qo and qcross. Therefore, it still remains not
fully explained and warrants further quantitative analysis or
the suggestion of a new mechanism. It is also an interesting
question how these unusual features in magnons and phonons
evolve upon doping.155
B. Strong magnon-phonon coupling in ACrO2 (A = Cu, Li)
The delafossite ACrO2 compounds also form a 2D TLAF
with magnetic Cr3+ ions of S = 3/2. For the CuCrO2 case, a
proper helix magnetic ground state with a propagation vector
Q = (0.329, 0.329, 0) could provide the nearly 120◦ spin or-
dered state representing the 2D TLAF system.40 Since the Cr
layers are well separated from each other along the c axis by
the nonmagnetic Cu+ ions, the inter-layer coupling is small
enough, and can be safely neglected while an in-plane direct
exchange interaction between Cr3+ ions is dominant. These
properties are also similar to the LiCrO2 case, where the mag-
netic ground state is a helical order in the ac plane with two
propagation vectors: Q = (1/3, 1/3, 0) and (-2/3, 1/3, 1/2).43
Interestingly enough, it was discovered that CuCrO2 also ex-
hibits multiferroic behavior.122 At the same time, a slight de-
formation of the triangular lattice plane,39 softening of trans-
verse phonon,156 and a shift of Raman peaks below TN were
observed for CuCrO2,36 which can be taken as strong evidence
for the magneto-elastic coupling and spin-phonon coupling
effects in this material.
Similar with RMnO3, INS data of this material also exhibits
features originating from a magnon-phonon coupling as sum-
marized in Fig. 7:35 the downward shift at the M point and
the relatively enhanced intensity of the top mode at around
12.5 meV. Other earlier INS studies tried to explain the down-
ward shift using a large single-ion anisotropy.37,40 But this sce-
nario, we think, is perhaps unrealistic, because the Cr3+ ions
at an octahedral site is supposed to have three t2g quenched or-
bitals so that the exchange interaction is most likely isotropic.
Therefore, we propose that the magnon-phonon coupling
Hamiltonian is necessary to fully account for the uncon-
ventional observed features. As explained in Sect. II B, the
coupling Hamiltonian based on the exchange-striction model
was adapted for CuCrO2 assuming one dispersionless optical
phonon branch with an energy of 12.5 meV. It is also reason-
able to assume that this phonon mode has stronger coupling
with the observed magnons than other phonon modes, because
the coupling strength is enhanced when the energies of quasi-
particles are close with each other.12
As shown in Fig. 7(c), using the coupling Hamiltonian we
succeeded in reproducing the observed intensity of the 12.5
meV phonon mode. We further note that the observed inten-
sity below TN at the M point was actually larger than the usual
q2 contribution from phonons. This intensity enhancement at
the M point is also confirmed by a recent inelastic X-ray scat-
tering (IXS) study.157 Such an intensity change occurs most
probably through a spectral weight transfer originating from
hybridization between magnons and phonons. The intensity
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FIG. 7. (a) Calculated intensity along the KMK′ line for CuCrO2 with LSWT approximation. (b) INS data for CuCrO2. (c) Calculated intensity
using a magnon-phonon coupling model. Reprinted with permission from Park et al.35 (Copyright c© American Physical Society).
calculated from this model is also consistent with the experi-
mental observations, and shows stronger intensity around the
M point. From this analysis, we found the coupling constant c
to be 16.8 meV/Å, which can be converted into a dimension-
less exchange-striction coefficient α = 15.8. Since the domi-
nant interaction between Cr3+ ions in this material is the direct
exchange interaction,158 the value for CuCrO2 is found to be
largest among oxides studied so far (for the summary see Ta-
ble II).
Using the magnon-magnon interaction, it is shown that the
fitted two-magnon continuum signals, located between the
12.5 meV phonon and the 8 meV magnon, can be explained
partly by the minimal spin Hamiltonian including higher or-
der corrections. For example, the energy of observed and cal-
culated two-magnon states are similar to one another, but the
observed intensity is found to be slightly larger than the cal-
culated one. Since the spin Hamiltonian alone cannot account
for the contributions due to the decays from hybridized modes,
we think that the calculated intensity is most likely to be un-
derestimated. Thus, it is necessary to include the effects from
coupling terms. Moreover, the nonlinear spin wave calcula-
TABLE II. Exchange-striction coefficients α for selected oxides
Materials α References
CuGeO3 3.5 Kodama et al.159
La2CuO4 2∼7 Hafliger et al.,160 Chernyshev et al.161
(Y,Lu)MnO3 8∼10 Oh et al.2
HoMnO3 12.8 Kim et al.26
CuCrO2 15.8 Park et al.35
LiCrO2 15.7 To´th et al.42
tions for the lowest magnon mode do not show the roton-
like minimum at the M point since the renormalization of
the harmonic magnon energies are only 8 % for the S=3/2
case.14 This clearly indicates that the magnon-magnon inter-
action alone cannot fully account for the observed minimum at
the M point and therefore magnon-phonon coupling is neces-
sary to explain the experimental observations. CuCrO2 appar-
ently has a stronger magnon-phonon coupling than magnon-
magnon interaction.
As another example of delafossite systems, LiCrO2 is also
found to have a strong magnon-phonon coupling.42 In LiCrO2
case, the hybridized excitation was discovered by an IXS
technique as shown in Fig. 8(a). Upon cooling, a longitu-
dinal acoustic phonon peaks loses its spectral weight, some
of which is transferred to the new emergent peak located at
around 10 meV. From the fully resolved dispersion of the
hybridized excitations obtained from both IXS and INS, the
roton-like minimum at the M point, the key signature of the
magnon-phonon coupling, was also confirmed as plotted in
Figs. 8(b,c). It was noted as well that the hybridized excita-
tion peak becomes very broad above TN (see Fig. 8(a)). The
authors suggested that the phonons ought to be coupled to
the excitations of the magnetic correlated state, which per-
sists above TN = 64 K due to the geomerical frustration in 2D
TLAF.42 The dispersion as well as the IXS cross section are
found to be in good agreement with the model calculations
accounting for the direct exchange-striction mechanism. In-
terestingly, the magnon-phonon coupling term accurately ex-
plains the minimum at the M′ point and the strongest intensity
at the Γ and M′ points, where the coupling term is estimated
to be largest. The coupling strength determined from fitting
is found to be 65 meV/Å, which corresponds to an exchange-
striction coefficient α = 15.7, a very similar value to that of
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FIG. 8. (a) Magnon-phonon hybridized excitations observed by IXS in LiCrO2 due to hybridization between magnons and phonons. (b) Recip-
rocal space of the triangular lattice with black and dashed hexagons denoting the magnetic and crystallographic Brillouin zones, respectively.
(c) Comparison of the measured phonon dispersion at 7 K and the coupled magnon–phonon model along the (h, h, 0) direction. The colour
map on the left half shows the calculated IXS cross-section, while the filled green circles and blue squares denote the measured quasiparticle
energies using IXS and INS, respectively. The black dashed and red dashed lines indicate the magnon and longitudinal phonon dispersion of
the uncoupled model, while the continuous black lines correspond to the coupled dispersion. Reprinted with permission from To¨th et al.42
(Copyright c© Nature Publishing Group).
CuCrO2. We summarize the exchange-striction coefficients of
some selected oxides in the Table II.
C. 2D TLAF with S = 1/2 systems: Ba3CoSb2O9 and Cs2CuCl4
So far, we examined the 2D TLAF with classical spin
values where nonlinear effects are expected to be relatively
weaker. In this regard, it is interesting to consider the S=1/2
2D TLAF because of their expected large quantum renor-
malization effect. Therefore, it is fortunate that the recently
discovered compound Ba3CoSb2O934,63,162 is a nearly ideal
2D TLAF system with spin S = 1/2 and has a noncollinear
magnetic structure.162 Here, the spin-orbit coupling induces a
Kramers doublet ground state for Co2+ ions, resulting in an
effective spin S = 1/2 state. As theoretically studied,11–14 the
magnon energy is markedly renormalized due to the enhanced
magnon-magnon interactions. This was later experimentally
confirmed by INS measurements as shown in Fig. 9.33 Adapt-
ing the Heisenberg XXZ model including higher order cor-
rections, the intra-plane and inter-plane nearest neighbor ex-
change interaction J and J′ are estimated to be 1.7 and 0.085
meV, respectively. The estimate exchange anisotropy value of
∆ = 0.89 makes it a rather anisotropic system. The observed
renormalization value of the mode energies is found to be as
much as about 40 %, which is much larger than in most classi-
cal spin systems covered in this review such as LuMnO3 case
(5 %).16 Thus, it is very clear that there are strong quantum
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FIG. 9. INS spectra of Ba3CoSb2O9 as a function of the momentum and energy transfer at T = 1.5 K along the high symmetry (a) intralayer
directions and the interlayer (b) [1/2, 0, L], and (c) [2/3,−1/3, L] directions in the reciprocal space. The red rectangular frame in (a) represents
the region where the decay effect is distinct. Details are discussed in Ma et. al.33 (d)(e)(f) The intensity plot of the dynamical structure factor
along the same symmetry lines as in (a,b,c) for J = 1.7 meV, J0/J = 0.05, and ∆ = 0.89 at T = 0 calculated with the nonlinear spin wave
approximation. The solid lines represent the poles in the LSWT approximation. Reprinted with permission from Ma et al.33 (Copyright c©
American Physical Society).
renormalization effects in this compound.
A minimal XXZ Hamiltonian including up to next-nearest
neighbor exchange interaction was introduced to explain the
experimental result by another group.31 However, the 1/S ex-
pansion of this Hamiltonian does not fully account for the fol-
lowing experimental findings: (1) along the (00L) direction,
the calculated intensity of magnon mode is overestimated, (2)
the energy of upper magnon branch is overestimated, (3) the
linewidth of magnon branch is broadened, even with a large
anisotropy, ∆ = 0.89. We note that below ∆ = 0.92, the spon-
taneous magnon decay is not allowed theoretically. It implies
that a new Hamiltonian term is needed to fully account for the
observations. To explain these discrepancies, one may as well
consider the magnon-phonon coupling for this quantum mate-
rial. Indeed, the magnon-phonon coupling can renormalize the
overestimated energy of the single magnon mode. However,
since the energy scale of magnon in this material is quite small
as compared with phonons, the coupling between magnons
and phonons is thus expected to be relatively weak.
Despite such expectations, recent INS data obtained in the
wide range of momentum-energy space revealed that there are
multi-stage continuum states above the single magnon modes
that have highly unusual dispersion curves163, which were
never reported before in other 2D TLAF. It was also noted that
both the two-magnon continuum or two-spinon continuum31
are inadequate for explaining these multi-stage continua, be-
cause the energy range is extended up to six times above the
range set by the exchange interaction.
Other examples of 2D TLAF with S = 1/2, include
Cs2CuCl4 and Cs2CuBr4, which have a distorted 2D TLAF
consisting of isosceles triangles due to the orthorhombic crys-
tal structure. The space group of Cs2CuCl4 is Pnma and the
lattice constants are known to be a = 9.65, b = 7.48, and c
= 12.26 Å at 0.3 K.164 Cu2+ ions represent spin S = 1/2 and
CuCl42− tetrahedrons form a triangular lattice within the bc
plane. The magnetic structure was found to have a cycloid
state below TN = 0.62 K at zero field.28,49,124 The spin cy-
cloids lie in the bc plane with a propagation vector of Q = (0,
0.503, 0), with a small incommensurability due to the geomet-
rical frustration. The spin Hamiltonian is defined by two main
exchange interactions as follows:
H = J
bˆ∑
<i,i′>
Si · Si′ + J′
cˆ∑
<i, j>
Si · S j, (25)
where J and J′ denote the exchange interaction along the b di-
rection and the zig-zag bonds (along the c axis), respectively.
These coupling terms are not the same and found to be J′/J
= 0.33 with J = 0.374 meV. The interlayer coupling J′′ is not
zero (J′′/J = 0.045), leading to the so-called cone state under
external fields along the a axis.49 Due to the small DM in-
teraction (Da/J = 0.053), the spin cycloids are inclined away
from the bc plane. Cs2CuBr4, the isostructural compound of
Cs2CuCl4, is found to have a rich phase diagram125,165,166 and
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TABLE III. Summary table for the experimentally investigated TLAF materials
Materials S Type of magnetic Hamiltonian Features Mechanism References
h-LuFeO3 5/2
Heisenberg XXZ no anomalous features - Leiner et al.126with easy-plane anisotropy
h-RMnO3 2
Heisenberg XXZ energy renormalization exchange-striction Oh et al.
2,16
hybridized mode and its decay Kim et al.26
with easy-plane anisotropy downward shift at M point single-ion magneto-striction Holm et al.153
ACrO2 3/2 Heisenberg
hybridized mode exchange-striction type To¨th et al.42
downward shift at M point magnon-phonon coupling Park et al.35
Ba3CoSb2O9 1/2 Heisenberg XXZ
strong energy renormalization magnon-magnon Ma et al.
33
intrinsic linewidth broadening Ito et al.163
large and broad continuum interaction Kamiya et al.32
Cs2CuCl4 1/2 Heisenberg
strong energy renormalization magnon-magnon Coldea et al.124intrinsic linewidth broadening interaction
large and broad continuum spinon continuum Kohno et al.30
a different inter-chain coupling (J′/J = 0.5).167,168 Below TN
= 1.4 K, the spins of Cs2CuBr4 are ordered like Cs2CuCl4
with a helical incommensurate structure Q = (0, 0.575, 0).
The magnetic excitations in Cs2CuCl4 obtained from INS
have strong renormalization as compared to the LSWT
prediction.49,124 Interestingly, the large signals of the magnon
continuum are observed to range up to a high energy transfer
of 3J. There are some features that cannot be fully explained
by the two-magnon continuum: a long tail and a large spectral
weight of continuum signals. The spin wave theory includ-
ing 1/S expansions29,169 and the series expansion method52,170
were used to account for those features. As shown in afore-
mentioned noncollinear magnets, calculations for this case
yield a roton-like minimum at the M point and a flat dispersion
in the middle of the ΓK line.11,171,172 The decay of magnons
from magnon-magnon interactions leads to a clear underlying
picture of the renormalization and the strong broad continuum
signals.
On the other hand, because of the anisotropic exchange in-
teraction (J′/J = 0.33), these systems can also be regarded
as a 1D chain system with a weak inter-chain coupling.
Therefore, the broad continuum state in the magnetic exci-
tations observed in INS could be described as two-spinon
continuum,30,52 which is related to elementary fractionalized
excitations of a typical 1D spin chain system. Indeed, the up-
per boundary of the continuum state and the calculated dy-
namical structure factor are found to be in good agreement
with each other, while the low energy part is slightly different
because the weak DM interaction was neglected in the calcu-
lation.
IV. SUMMARY AND OUTLOOK
What has been shown in this review is that the fundamental
quasiparticles of magnetic systems, magnons and phonons, do
decay more often than not through either a nonlinear magnon
coupling or a magnon-phonon coupling, sometimes called a
spin-lattice coupling. The nonlinear magnon-magnon inter-
action is generally present for all magnetic systems. How-
ever, noncollinear magnetic systems provide the main feasi-
ble route for experimental measurements of the effects re-
sulting from such interactions. At the same time, there are
basically three mechanisms leading to magnon-phonon cou-
pling: exchange-striction, antisymmetric exchange-striction,
and single-ion magneto-striction (See the Table III, which
summarizes the experimentally investigated TLAF systems).
We have summarized the formalism of how one may calcu-
late this magnon-phonon coupling. This is indeed a very gen-
eral form that can be applied to any other magnetic materials.
We note that both nonlinear magnon-magnon and magnon-
phonon interactions provide the otherwise forbidden decay of
single magnons. In a very loose analogy, this coupling be-
tween magnons and phonons is like the mixing of three types
of neutrinos, so one can imagine having a certain magnon-
phonon oscillation or conversion just as seen in neutrinos
through the non-zero mixing angle.
We have laid out how to calculate the strength and prop-
erties of hybridized excitations for a given material with dif-
ferent degrees of magnon-phonon coupling constants. The un-
derstanding we have gained from this study may have impli-
cations in much wider fields. For example, understanding of
how magnons decay through magnon-phonon and/or magnon-
magnon couplings is closely related to some of the spintronic
issues such as magnon damping or spin coherence time. More
specifically, these couplings can also be found useful in un-
derstanding the spin Seebeck effect.
One may also think of applying the concept of magnon-
phonon coupling to the two very important fields like frus-
trated magnetism and colossal magnetoresistance (CMR),
where the magnetic transition is often accompanied by or as-
sociated with a structural transition. On the more speculative
side, one may also imagine that this renewed understanding of
magnon-phonon coupling in noncollinear magnets can be use-
ful for the study of the age-old Invar problem, in which certain
materials exhibit either very small, zero, or sometimes nega-
tive thermal expansion. Because of the nature of this prob-
lem, there has been a long speculation that the Invar behavior
may as well be somehow deeply connected to the coupling be-
tween spin and lattice degrees of freedom.173 But to the best
16
of our knowledge, there have been very few experimental or
theoretical studies on how this idea may unravel the almost
century old puzzle of the Invar problem. Looking ahead, it is
going to be extremely challenging but important to extend the
magnon-phonon coupling to two extreme cases of magnetism:
the quantum spin case and the itinerant magnetism case.
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