In this paper we explore the applicability of Fuzzy C-Means clustering technique to student allocation problem that allocates new students to homogenous groups of specified maximum capacity, and analyze effects of such allocations on the academic performance of students. This paper also presents a Fuzzy set and Regression analysis based rules based Fuzzy Expert System model which is capable of dealing with imprecision and missing data that is commonly inherited in the student academic performance evaluation. This model automatically converts crisp sets into fuzzy sets by using CMeans clustering technique for academic performance evaluation.
INTRODUCTION
The student academic performance evaluation problem can be considered as a clustering problem where clusters (or classes) are formed on the basis of intelligence level of students, and the class size should not exceed the predefined capacity. The intelligence level wise grouping is essential for maintaining the homogeneity of the group otherwise it would be difficult to provide good educational services to highly diverse student population. Moreover, homogenous grouping of students having similar ranking (or some other measures) into classes would further make the academic performance results fairer, realistic and comparable. The existing practice of score aggregation based student similarity or his/her rank determination is unrealistic because scores are assembled from different score combinations. Universities use GPA (Grade Point Average), an example of score aggregation based measure, as a major criterion for student selection. Most universities consider 3.0 and above GPA as an indicator of good academic performance, hence, it remains the most common factor used by the academic planners to evaluate progression in an academic environment [23] despite its limitations in providing a comprehensive view of the state of students' performance evaluation and simultaneously discovering important details from their continuous performance assessments [24] . Furthermore, average score may lead to wrong conclusion. Especially, when details of data from which it is computed are not given. It has been observed that there are factors, other than academic ones, pose barriers to students attaining and maintaining high. Therefore, grouping or clustering students using cognitive as well as affective factors into different categories, and then defining performance measure may be a realistic approach. For example, consider a scenario where two students score 50, 60, 70, and 70, 60, 50 in three tests respectively. The average mark obtained by each is 60. Can we conclude, from the average, that intelligence level of both the students is same? Of course not! The data indicates that one student is improving while the other is deteriorating consistentlyit may imply that one student is learning consistently from his experience. The example illustrates that the student ranking or modeling academic performance evaluation method should be based on class homogeneity− a view point supported by other researchers [25] . In addition to such computational issues, as mentioned before, the imprecision and vagueness in data collection process also affect the performance indicators evaluation. Unfortunately, this aspect is ignored in practice because generally hard computing based process, procedures and techniques are used in performance evaluation. Observation shows the soft computing techniques are more powerful and better suited in providing feasible solutions to the problems that deal with uncertainties and vagueness. For instance, the fuzzy logic, handles, imprecision, and uncertainty in a natural manner by providing a human oriented knowledge representation is possible, but it is weak in self learning and generalization of rules. A combination of fuzzy logic and genetic algorithm is expected to eliminate this weakness. Now, their power is being investigated.
In their recent work, Mankad, Sajja and Akerkar have reported an evolving rule based model for identification of multiple intelligence [1] . Their genetic-fuzzy hybrid model identifies human intelligence. Zainudin Zukhri and Khairuddin Omar have reported successful application of Genetic Algorithm for solving difficult optimization problems in new students' allocation problem [25] . Vuda Sreenivasarao has developed a model for improving academic performance evaluation of students based on data warehousing and data mining techniques that use soft-computing intensively [27] . Their analysis indicates that the group homogeneity improves students academic performance thereby enhances education quality. An Artificial Neural Network (ANN) model reported in Afoayan and Shamir Absalom that along with computation also derives meaning from imprecise data, extracts patterns and detects trends [28] . This ability has added new dimensions in comprehending the complex phenomena that is buried in students' data otherwise might have gone unnoticed using hard computing techniques. In practice, whether phenomena discovery or performance indicator computation, their accuracy depends on the data quality that in turn depends on the accuracy of data collection process and representation techniques. In order to address the data related issues, in education domain, Biswas suggested use of fuzzy sets (Zadeh) in students' answer-sheets evaluation [2, 3] . Wang H.Y. and Chen S.M. recommended that the use of vague sets (Gau and Buehrer) instead of fuzzy sets to represents the vague marks of each question where the evaluator can use vague values to indicate the degree of the evaluators' satisfaction for each question [4, 5] . In fuzzy sets the membership evaluation (characteristics function definition) is a major issue. In order to apply the fuzzy set in education domain effectively, there have been a lot efforts in defining the effective membership. Bai S.M. and Chen S.M. have defined fuzzy membership functions for fuzzy rules [6] ; Law C.K. has used fuzzy numbers [7] , and for more information on this issue consult: Chen and Lee [8] , Chiu-Keung Law [7] , Wang and Chen [9] , Stathacopoulou [10] , Guh [11] , Gokmen [12] , Hameed 13] , Sirigiri Pavani [26] , Neogi [30] , Yadav [31] , Gupta [18] , Krzysztof [20] , Mamatha [33] , Chaudhari [29] , Daud [32] , Baylari and Montazer [14] , Posey and Hawkes [15] , Stathacopoulou [16] , Bhatt and Bhatt [17] , and Zhou and Ma [19] . The research works cited in the preceding paragraph indicates that the fuzzy logic, neural network and fuzzy neural network have already been employed in student modeling systems but almost nothing or very little has been mentioned about automatic generation of fuzzy membership function. This paper describes a method for automatic generation of membership function for student academic performance evaluation. For this purpose we have used fuzzy C-means Clustering algorithm for automatic generation of membership function. In order to obtain the homogeneous clusters (or classes) of students, we have studied the performance of Fuzzy C-Means and K-Means clustering algorithms for student population clustering. For both the cases, we have developed students' academic performance evaluation models. In this research paper, the proposed Rule Based Fuzzy Expert System automatically converts the crisp data into fuzzy set and also calculates the total mark of a student appeared in semsete-1 and semester-2 examination. The proposed idea is a starting attempt to use the applicability of Fuzzy C-Means clustering algorithm to analyze and find out modeling academic performance and to improve the quality of the students and teachers performance in educational domains. Fuzzy C-Means Clustering algorithm is a data warehousing and data mining techniques. Due to this reason it is more effective for improve the quality of education. The management can use some techniques to improve the course outcome according to the improve knowledge. Such knowledge can be used to give a good understanding of student's enrollment pattern in the course under study, the faculty and managerial decision maker in order to utilize the necessary steps needed to provide extra classes. On the other hand, such types of knowledge the management system can be enhance their policies, improve their strategies and improve the quality of the system. The paper, besides introduction, has eight sections. The next section gives a Fuzzy Logic System Works. Section three describes the Data Cluster Analysis for Academic Performance Evaluation. Section four describes the Fuzzy C-Means Clustering Technique. Section five describes the Regression Model and their functioning. Section six describes the architecture of proposed rule based Fuzzy Expert System. Section seven describes the experimental result of proposed rule based Fuzzy Expert System. We conclude paper with section eight.
FUZZY LOGIC SYSTEM WORKS
Fuzzy logic was invented by Zadeh for handling uncertain and imprecise knowledge in a real world application [3] . It refers to a mode of reasoning in the presence of imprecise or ambiguous information. Fuzzy logic is close to human thinking or reasoning as a natural language. Fuzzy logic provides a simple way to arrive at a definite conclusion based upon vague, ambiguous, imprecise, noisy, or missing input information. It consists of four cardinal components: Fuzzification, a knowledge base, rule base, a decision making mechanism and defuzzification. Figure 1 shows the Fuzzy logic system and their functioning.
Membership Function
The membership function is a graphical representation of the magnitude of participation of each input [37] . A graph that defines how each point in the input space is mapped to membership value between 0 and 1. Input space is often referred as the universe of discourse or universal set, which contain all the possible elements of concern in each particular. It associates a weighting with each of the inputs that are processed, define functional overlap between inputs, and ultimately determines an output response. The rules use the input membership values as weighting factors to determine their influence on the fuzzy output sets of the final output conclusion. Once the functions are inferred, scaled, and combined, they are defuzzified into a crisp output which drives the system.
Fuzzification
The Fuzzification comprises the process of transforming crisp values into grades of membership for linguistic terms of fuzzy sets. The membership function is used to associate a grade to each linguistic term [37] . It also refers to as the transformation of an objective term into a fuzzy concept.
Fuzzy Rule Base (Knowledge Base)
Fuzzy logic classification systems are generally implemented in the form of an expert decision support system. The rule base contains the rules and forms the major part of the complete knowledge embedded in the system. Mostly the rules are supplied by the domain expert.
Fuzzy Rule Evaluation (Inferencing)
This step is to determine the firing strength of each rule. The logical products for each rule must be combined or inferred before being passed on to the defuzzification process for crisp output generation. Several inference methods exist; the maxmin method tests the magnitudes of each rule and selects the highest one. The horizontal coordinate of the "fuzzy centroid" of the area under that function is taken as the output. This method does not combine the effects of all applicable rules but does produce a continuous output function and is easy to implement. The max-dot or max-product method scales each member function to fit under its respective peak value and takes the horizontal coordinate of the "fuzzy" centroid of the composite area under the function(s) as the output. This method combines the influence of all active rules and produces a smooth, continuous output. Others are the averaging method and the root-sum-square (RSS) method.
Defuzzification
When the inferencing is over. There is need to compute a single value to represent the outcome. This process is called defuzzification. This can be achieved by different methods. A common method is the defuzzification of the data into a crisp output accomplished by combining the results of the inference process and then computing the "fuzzy centroid" of the area. The weighted strengths of each output member function is multiplied by their respective output membership function center points and summed. Finally, this area is divided by the sum of the weighted member function strengths and the result is taken as the crisp output.
DATA CLUSTER ANALYSIS FOR ACADEMIC PERFORMANCE EVALUATION
The clustering problem can be stated simply as follows: Given a finite set of data, X, develop a grouping scheme for grouping the objects into classes. In classical cluster analysis, these classes are required to form a partition of X such that the degree of association is strong for data within blocks of the partition and weak for data in different blocks. However, this requirement is too strong in many practical applications, and it is thus desirable to replace it with a weaker requirement. When the requirement of a crisp partition of X is replaced with a weaker requirement of a fuzzy partition or a fuzzy pseudo partition on X, we refer to the emerging problem area as fuzzy clustering. Fuzzy pseudo partitions are often called fuzzy c-partitions, where c designates the number of fuzzy classes in the partition [21] . Pattern recognition techniques can be classified into two broad categories: unsupervised techniques and supervise techniques. An unsupervised technique does not use a given set of unclassified data, whereas a supervised technique uses a dataset with known classification. These two types of techniques are complementary to each other. The Hard C-Means and Fuzzy CMeans clustering techniques fall in unsupervised category. In this paper, we have used Fuzzy C-Means clustering techniques for students' academic performance evaluation.
FUZZY C-MEANS (FCM) CLUSTERING TECHNIQUE
The fuzzy C-Means algorithm (FCM) generalizes the hard CMeans algorithm to allow a point to partially belong to multiple clusters. Therefore, it produces a soft partition for a given dataset. In fact, it produces a constrained soft partition [22] . To this, the objective function J 1 of hard C-Means has been extended in two ways: 1. The fuzzy membership degrees in clusters were incorporated into the formula. 2. An additional parameter m was introduced as a weight exponent in the fuzzy membership. The extended objective function, denoted J m , is (1) Where P is a fuzzy partition of the dataset X formed by . The parameter m is a weight that determines the degree to which partial members of a cluster affect the clustering result. Like hard c-means, fuzzy c-means also tries to find a good partition by searching for prototypes v i that minimize the objective function J m . Unlike hard C-means, however, the fuzzy C-means algorithms also need to search for membership functions that minimize J m . To accomplish these two objectives, necessary conditions for local minimum of J m was derived from J m are given below in theorem 4.1. The fuzzy C-means (FCM) algorithm is given below:
FCM(X, c, m, ) X : An unlabeled data set C : the number of clusters to form m : the parameter in the objective function : A threshold for the convergence criteria Initialize prototype Repeat Compute membership function using equation (2) . Update the prototype, v i in V using equation (3) . Until Until convergence criteria is met.
Fuzzy C-Means Theorem
A constrained fuzzy partition can be a local minimum of the objective function Jm only if the following conditions are satisfied:
(2)
Bases on this theorem, FCM updates the prototypes and the membership function iteratively using equation (2) and (3) until a convergence criterion is reached. We describe the algorithm in section 4.
REGRESSION MODEL
Regression is one of the most common problems in statistics. It consists in exploring the association between dependent and independent variables and in identifying their impact on the dependent variable. Ordinarily, we do not have knowledge of the exact functional relationship between the two random variables x and y, where to each vector x sampled according to a distribution P(x) there corresponds a scalar in accordance to a conditional distribution P(y/x). Typically we proceed by assuming that the target variables y is given by some deterministic function of x with added Gaussian noise that represents a measurement error or, more generally, our "ignorance" about the dependence of y on x (H. White, 1989) [34] : (4) The function is called the regression function and the statistical model described by the above equation is called regression model. The error is a random variable having a normal distribution with zero mean, and a standard deviation which does not depend on x or y, that is:
This common assumption can be partly justified by results from experimental measurements and by the central limit theorem, which states that the sample mean of any reasonable distribution can be approximated by a normal distribution. It follows from this assumption and from (4) that the conditional distribution of y given x will be a normal distribution with mean and variance . Hence we obtain: (6) That is is the conditional mean of the output y given the input x. In other words, the regression of y on x is that (deterministic) function of x that gives the mean value of y conditional on x. It can be demonstrated that the regression function is an excellent solution to the problem of fitting the data, i.e. among all functions of x, the regression is the best predictor of y given x, in the squared-error sense. Precisely, it can be shown that the minimum of the risk functional:
(7) Is attained by the regression function . Thus the problem of regression estimation can be addressed in the statistical learning framework, once the learning machine is assessed by a quadratic loss function: (8) In the case of a quadratic loss function, the empirical risk functional becomes: (9) Which is usually referred to as the Mean Squared Error (MSE)? This regression model is used to estimate the output of proposed rule based Fuzzy Expert System.
ARCHITECTURE OF PROPOSED RULE BASED FUZZY EXPERT SYSTEM
In this paper, we have proposed rule based Fuzzy Expert System for student academic performance evaluation. The proposed rule based Fuzzy Expert System consists of Fuzzy Logic, Fuzzy Cmeans clustering algorithm and Regression analysis model. The Fuzzy C-Means clustering algorithm is used for classify input space into different classes or clusters and regression analysis model used for output estimation of the input data.
Rule Based Fuzzy Expert System
The world of information is surrounded by uncertainty and imprecision. The human reasoning process can handle inexact, uncertain, and vague concepts in an appropriate manner. Usually, the human thinking, reasoning, and perception process cannot be expressed precisely. These types of experiences can rarely express or measured using statistical or probability theory. Fuzzy logic provides a framework to model uncertainty, the human way of thinking, reasoning, and the perception process. Fuzzy system was introduced by Zadeh [3] . A fuzzy expert system is simply an expert system that uses a collection of fuzzy membership functions and rules, instead of Boolean logic, to reason about data [36] . The rules in a fuzzy expert system are usually of a form similar to the following: If A is Low and B is High then (X = Medium). Where A and B are input variables, X is an output variable. Here low, high and medium are fuzzy sets defined on A, B and X respectively. The antecedent (the rule's premise) describes to what degree the rule applies, while the rule's consequent assigns a membership function to each of one or more output variables. Let X is a space of objects and x be a generic element of X. A classical set , is defined as a collection of elements objects, such that x can either belong or not belong to the set. A Fuzzy set A in X is defined as a set of ordered pairs:
, where is called the membership function (MF) for the fuzzy set A. The MF maps each element of X to a membership grade (or membership value) between zero and one. Figure-2 shows the basic architecture of proposed rule based Fuzzy Expert System for academic performance evaluation.
The main components of proposed rule based fuzzy expert system are: a fuzzification interface, a fuzzy rule-base (knowledge base), an inference engine (decision making logic), and a defuzzification interface [35] . (ii) Fuzzy Rule Base (Knowledge Base): Fuzzy if-then rules and fuzzy reasoning are the backbone of fuzzy expert systems, which are the most important modeling tools based on fuzzy set theory. The rule base is characterized in the form of if-then rules in which the antecedents and consequents involve linguistic variables. In this paper, we use very high, high, average, low and very low as linguistic variable. The collection of these rules forms the rule base for the fuzzy logic system. In this proposed rule based fuzzy expert system, we have used the following rules for finding the knowledge base: 1. If student belong to very high then 2. If student belong to high then 3. If student belong to average then 4. If student belong to low then 5. If student belong to very low then Where X is the students' mark obtained in semester-1 examination.
are constant determine by the method of regression analysis model.
(iii) Inference Engine (Decision Making Logic):
Using suitable inference procedure, the truth value for the antecedent of each rule is computed and applied to the consequent part of each rule. Here, we have used the regression analysis model for decision making. This results in one fuzzy subset to be assigned to each output variable for each rule. Again, by using suitable composition procedure, all the fuzzy subsets to be assigned to each output variable are combined together to form a single fuzzy subset for each output variable. (iv) Defuzzification Interface: Defuzzification means convert fuzzy output into crisp output. Here, we have used the height defuzzification technique for converting fuzzy output into crisp output (performance value of students). The defuzzification formula (Takagi-Sugeno-Kang Model) is given below:
With the help of this equation, we can convert the fuzzy output into crisp output (performance value of a student).
EXPERIMENTAL RESULTS OF PROPOSED RULE BASED FUZZY EXPERT SYSTEM
In this paper, we have proposed a method called rule based Fuzzy Expert System for academic performance evaluation. We consider here a method by which fuzzy membership function may be created for fuzzy classes of an input data set by using Fuzzy C-Means clustering algorithms. Let us consider, 20 students' marks obtained by Semester-1 and Semester-2 examination. Table-1 The above data points (Table-4) are first divided into different clusters using Fuzzy C-Means Clustering Techniques. The steps of proposed method are given below:
Step-1 (Fuzzification): Here, we have used Fuzzy C-Means clustering Algorithms for classifying students' scores data set (conversion of crisp score into fuzzy set), given in Table-1 . For this purpose, we have used MATLAB software for classifying (Clustering) the students' data score into five classes or Clusters, namely Very High, High, Average, Low, and Very Low for modeling students' academic performance evaluation, shown in Table- 2. Figue-2 shows the students dataset partitioned into five classes or clusters. Figue-4 shows the performance of objective function for students' academic performance evaluation. Table 3 gives the cluster centers of Very High, High, Average, Low and Very Low. The component value of vectors P and V are obtained by soling the fuzzy clustering problem (Academic Performance Evaluation problem), which is basically constrained optimization problems in equation (1) . A description of each item of notation as follows: 1. The variable k represents the number of students sit in Semester-1 and Semester-2, who will be allocated into C classes or clusters. 2. The variable C represents the number of classes or clusters, the value of this variable can be determined by the institution policy. 3. The matrix consists of n rows and c columns, of which the element represents the degree of membership (or the suitability level) of the k th student.
4. The matrix , consists of m rows and c columns, of which the element represents the (weighted) average of students' grade achieved by students, belong to the cluster (or class). 5. In extreme condition, the value of the fundamental equation (10) is 0, which indicates the obtained clusters are ideal, since they consist of students with the same level of mastery. Principally, the minimum the value of is, then the better the clustering process. The application of fuzzy C-Means Algorithm (FCM) illustrated by a case described as dataset of students score marks shown in Table-6. Table-6 gives the value of elements of vector U i (i=1, 2, 3) . As an illustration, the values in the 11 th row of Table-6 th student is the most suitable to be in class or cluster (Low), since he/she has the highest degree of membership to this class or cluster compared to the other four. 5 th student is the most suitable to be in class or cluster (average), since he/she has the highest degree of membership to this class or cluster compared to the other four. Thus, we conclude that 5 th student has improved consistently while 11 th student has deteriorated consistently. By the same observations, the following class or cluster was obtained for students partitioning in Semester-1 and Semester-2 examinations:
1. The first class or cluster (Very High) consists of students' numbers 12, and 13.
2. The second class or cluster (High) consists of students' numbers 8, 9, 18 and 19. 3. The third class or cluster (Average) consists of students' numbers 1, 3, 5, 6, 7, 10, 15, and 16. 4. The fourth class or cluster (Low) consists of students' numbers' 11, 14 and 17. 5. The fifth class or cluster (Very Low) consists of students' numbers 2, 4 and 20. Thus, two students belong to class or cluster (Very High), four students belong to class or cluster (High), eight students belong to class or cluster (Average), three students belong to class cluster (Low) and three students belong to class or cluster (Very Low).
Step-2 (Output Estimation): Regression problems deal with estimation of an output value based on input values. When used for classification, the input values are values from the database and the output values represents the classes. Regression can be used to solve classification problems. In actually, regression takes a set of data and fits the data to formal. The linear regression formula in two dimensional spaces is given bellow:
(10) Where a and b are constant. They are determining by the normal equations for best fit of linear relationship of input and output. This model is estimate the actual relationship between input and output. We can use the generated linear regression model to predict an output value given an input value. Here, we use the regression analysis of output estimation of rule based Fuzzy Expert System for modeling academic performance evaluation. In this proposed research work, we have used linear regression model for estimation of output of rule based Fuzzy Expert System. Here we have used the MATAB software for estimating the output of DFES. The output of cluster (Very High), cluster (High), Cluster (Average), cluster (Low) and Cluster (Very Low) are given bellow:
Average Low Where X is students mark of semester-1.
Step-3 (Rule Generation): 1. If Student belongs to cluster (very high) then student performance is very high . 2. If student is belongs to cluster (high) then student performance is high ). 3. If student is belongs to cluster (average) then student performance is average( 4. If student belongs to cluster (low) then student performance low . 5. If student belongs to cluster very low then student performance is very low ( . If we take the first student of Table- Step-4 (Defuzzification) Calculation of Academic Performance The final calculation of student academic performance is determined by the following formula:
Similarly, we can calculate the academic performance of other students' given in Table- From above Table-4 shows that the 11 th student is the most suitable to be in class or cluster (Low), since this student has the highest degree of membership to this class or cluster compared to the other four. 5 th student is the most suitable to be in class or cluster (average), since this student has the highest degree of membership to this class or cluster compared to the other four. Thus, we conclude that 5 th student has improved consistently while 11 th student has deteriorated consistently. Therefore, the fuzzy C-Means clustering technique method is more suitable than the classical method for academic performance evaluation. In this model, the numbers of fuzzy rules are very less in comparison to existing classical Fuzzy Expert System. Therefore, the proposed rule based Fuzzy Expert System is more efficient for computational point of view. The proposed rule based Fuzzy Expert System also calculate the total marks of a particular student. For example, 1 st student has secured 58.257320, 2 nd student has secured 29.438568 and 3 rd student has secured 57.545231 etc. 
CONCLUSION AND FUTURE WORK
In this paper, we have proposed rule based Fuzzy Expert system for students' academic performance evaluation based Fuzzy CMeans Clustering Algorithm, Fuzzy Logic and Regression analysis model. The proposed rule based Fuzzy Expert System automatically converted the crisp data into fuzzy set and also calculate the total marks of a student appeared in semsetr-1 and semester-2 examination. We have also provided a simple and qualitative methodology to compare the predictive power of clustering algorithm and the Euclidean distance. We demonstrated our technique (Fuzzy CMeans clustering technique) for academic performance evaluation and combined with the deterministic model on a dataset of B.Tech. Students' appeared in semester-1 and semester-2 examination. The Fuzzy C-Means clustering models have improved on some limitation of the existing traditional methods, such as average method and statistical method. We observed that the Fuzzy C-Means algorithm is best model for modeling academic performance in educational domain. Therefore, the fuzzy C-Means clustering algorithm serves as a good benchmark to monitor the progression of students modeling in educational domain. The proposed rule based Fuzzy Expert System is more efficient model in comparison to existing fuzzy expert system for modeling academic performance evaluation. It also enhances the decision making by academic planners semester by semester by improving on the future academic results in the subsequence academic session. It worth of future research to use combine technique of fuzzy C-Means, Artificial Neural Networks called Neuro-Dynamic Fuzzy Expert system to evaluate student and teacher academic performance and also develop adaptive learning system and Intelligent Tutoring System for Internet based education like Distance Education. This system is implemented by using the Fuzzy Logic Toolbox TM 2.2.7 by MathWorks.
