This study focuses on a quantitative multi-source uncertainty analysis of multi-model predictions.
INTRODUCTION
Hydrological models have been widely used in the watershed hydrological processes simulation and flood forecasting, and impact study of climate change and landuse change (Hailegeorgis & Alfredsen ; Emam et al.
; Jie et al. ). They play important roles in under-
standing the complex hydrologic cycle and solving practical hydrologic problems (Singh & Woolhiser ) .
Since the 1850s, hydrological models have experienced abundant development from empirical models through lumped conceptual models to physically based distributed models (Todini ) . Nowadays, the precision of hydrological prediction has increased with the development of the model structure and improvement of the input data precision. However, in the hydrological processes simulation and flood forecasting, there still inevitably exist different modeling uncertainties, i.e., parameter uncertainty, input uncertainty, and model structural uncertainty (Beven ) . Quantification and reduction of these uncertainties in hydrological modeling remain as challenges for (Tolson & Shoemaker ) . In the other method, the model parameter involves one set of random variables that follow a certain joint probability distribution, and the typical algorithms are generalised likelihood uncertainty estimation (Beven & Binley ) ; shuffled complex evolution metropolis (SCEM-UA, Vrugt et al. ) and differential evolution adaptive metropolis (Vrugt et al. ) . Different optimization algorithms demonstrate different convergence speed and behavioral statistics in model parameter calibration and uncertainty analysis (Xu et al. ; Yen et al. a) . Among the mentioned optimization algorithms, the SCE-UA and SCEM-UA approaches have been widely used in parameter calibration and uncertainty analysis in the literature, but the effects of the two algorithms on the deterministic simulation and probability prediction still need to be evaluated and compared further.
This consideration has motivated our current study.
Different hydrological models have diverse foci in describing hydrological physical processes. No one model can sufficiently describe the principles of watershed rainfall-runoff in all conditions (Chen et al. ) . Hence, an ensemble strategy based on multiple models has been con- successfully used BMA to combine multi-model/multimethod simulations to obtain more robust streamflow series and more reliable probability predictions. Jiang et al.
(, ) also applied BMA to merge multi-satellite precipitation-based streamflow simulations to improve the hydrological utility of satellite precipitation products.
There are also some studies on assessment of the effects of different uncertainty sources on hydrological modeling (Kavetski et al. ; Ajami et al. ; Yen et al. b) . However, the comprehensive assessment of the effects of different uncertainty sources on deterministic simulation and probability prediction is still limited. Thus, the current study focuses on uncertainty analysis of multisource and multi-model hydrological prediction. The innovations of the study include the following: (1) it considers rainfall input uncertainty, parameter estimation uncertainty, and model structural uncertainty by using three models, i.e., Xinanjiang (XAJ), hybrid rainfall-runoff (HYB), and HYMOD (HYM) models; (2) it compares the effects of SCE-UA and SCEM-UA algorithms on the hydrological prediction results; and (3) it investigates the superiority of the BMA multi-model ensemble strategy over the individual modeling approach.
METHODOLOGY
The flowchart for the multi-source uncertainty analysis of multi-model predictions is shown in Figure 1 . We adopted three different simulation cases to systematically consider the three sources (i.e., parameter uncertainty, input uncertainty, and model structural uncertainty) of hydrological modeling uncertainties. In case I, the model parameter uncertainty (hereafter 'Para') using SCE-UA and SCEM-UA algorithms for three hydrological models, i.e., XAJ, HYB, and HYM, was determined. In case II, a normally distributed error multiplier and combined parameter optimization algorithms were introduced to consider the model input and model parameter uncertainties (hereafter 'Para þ input'). In case III, the simulations calculated from case II were combined using BMA to comprehensively determine the model input, model parameter, and model structure uncertainties (hereafter 'Para þ input þ struc').
The detailed methodologies are as follows. 
Hydrological models

Input error modeling
The main inputs of the hydrological models are the hydrometeorological data sets, in which precipitation is the most important one (Ajami et al. ) . In this study, we adopted an error multiplier to determine the precipitation input uncertainty:
where e P t and P t are the measured and modified precipitation at time step t, respectively, φ t is a normal error multiplier with a mean value of m and a variance of σ 
where p( f k jD) is the posterior probability of the prediction f k given the input data D, and it reflects how well model f k fits Y. Actually p( f k jD) is the BMA weight w k , and better performing predictions receive higher weights than the worse performing ones, and all weights are positive and should add up to 1. p k (y f k j , D) is the conditional probability density function (PDF) of the prediction y conditional on f k and D. Thus, the posterior mean and variance of the BMA prediction could be expressed as:
where σ 
Prediction uncertainty interval
For SCE-UA-based simulation, the BMA weights and the variances of each model in the combination process were calculated, and then Monte Carlo Markov Chain sampling method was used to calculate the prediction uncertainty interval (Duan et al. ) . Based on the repeated sampling experiments, we set the sampling times as 1,000. For SCEM-UA-based simulation, 15,000 streamflow series in the BMA combination process were simulated, and then normal population interval estimation method was used to calculate the prediction uncertainty interval (Ajami et al. ) .
Evaluation statistics
The validation statistical indices Nash-Sutcliffe coefficient (NSE), relative bias (BIAS), and root mean square error (RMSE) were employed to evaluate hydrologic model performance based on the observed and simulated streamflow series. These three indices jointly measured the consistency of the simulated and observed streamflow series, both in terms of temporal distribution and amount. The formulas for NSE, BIAS, and RMSE are given as:
where Q oi and Q si are the observed and simulated runoff at 
where n c is the number of observed streamflows enveloped by prediction bounds, n is the total number of observed 
RESULTS AND DISCUSSION
Parameter uncertainty analysis
The model parameters' prior ranges are defined in Tables 1-3 distribution or the log-normal distribution, which explains the effectiveness of the SCEM-UA optimization algorithm.
Generally, the HYM model has a lesser number of parameters, which easily obey normal distribution. The XAJ and HYB models have more parameters than HYM model. For the influence of the correlation between parameters, the parameter uncertainty of XAJ model and HYB model is larger than that of the HYM model. | Marginal posterior probability distribution of the XAJ parameters for case II (Para þ input), using 10,000 samples generated after the SCEM-UA algorithm convergence. Notes: In the table, Para indicates considering model parameter uncertainty in case I, Para þ input means considering model input and model parameter uncertainties in case II, Para þ input þ struc denotes considering model input, model parameter, and model structure uncertainties in case III. The value set in bold font refers to the optimum performance in the column.
poorly performing one in theory. In this study, the XAJ model had the highest weight value, followed by the HYM model and the HYB model. The HYM model had a higher weight value than that of the HYB model, which may be due to the similar model structure of the XAJ model and the HYB model (Ren et al. ) . By using the BMA combination, we can obtain deterministic streamflow series and probability predictions, which are comprehensively considered the multi-source uncertainties. Table 6 shows the statistical performances of the stream- Table 6 ). and single model Table 7 shows the reliability performance of the calculated 95% confidence interval of the three simulation cases.
Figures 6-8 show the 95% confidence interval from the SCE-UA-based simulations (sampling done 1,000 times)
and from the SCEM-UA-based simulations of the three simulation cases, respectively. Both parameter optimization algorithms generated a certain precision of prediction uncertainty interval. However, the 95% confidence interval of the SCEM-UA-based simulation was much better than that of for the VP. In case III, for both the SCE-UA and SCEM-UA algorithms, the reliability performance of the 95% confidence interval calculated from the BMA combined streamflows was much better than the performance of the interval from each signal model (see Table 7 ). Notes: In the table, Para indicates considering model parameter uncertainty in case I, Para þ input means considering model input and model parameter uncertainties in case II, Para þ input þ struc denotes considering model input, model parameter, and model structure uncertainties in case III. The value set in bold font refers to the optimum performance in the column.
CONCLUSIONS AND SUGGESTIONS
This study performed a multi-source uncertainty analysis of hydrological prediction by using input error quantification, finding demonstrates that the hydrological modeling has more uncertainties in the VP, and that the BMA multimodel ensemble can effectively reduce these uncertainties.
Comparison of the prediction uncertainty interval from the two different parameter optimization algorithms shows that the calculated 95% prediction interval from SCEM-UA-based BMA simulations is much better than that calculated from SCE-UA-based BMA simulations. Hence, these results suggest that the comprehensive uncertainty analysis concerning model parameters uncertainties and multi-model ensembles by using the SCEM-UA algorithm and BMA method is advantageous and of practical importance for streamflow predictions and flood forecasting, which can collectively provide more robust streamflow series and more reliable uncertainty bounds.
