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In this issue
This is the last issue in which we publish English ver-
sions of research papers, carefully selected from the
preceding five Hungarian issues. Being a selection, the
papers’ topics span a wide range of issues of current
interest as the reader can see from the short summa-
ries below. We present the papers in the order of their
original publication times in the respective Hungarian
issues from August through December 2008. The last
paper was accepted from open call.
The paper by Zoltán Czirkos and Gábor Hosszú tit-
led “P2P based intrusion detection” presents a novel se-
curity method. The software entities utilizing this method
create a peer-to-peer application level network to share
information about intrusion attempts detected. Data col-
lected this way is then used to enhance the protection
of all participants. The system is completely decentrali-
zed, thus it remains functional over an unstable network
or when many peers are attacked at once. The stability
of the overlay and the broadcast algorithms are both
analyzed in this article.
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Nowadays, nearly all car manufacturers can build a
cruise control system (tempomat) in their cars. In some
top-end cars also the distance of objects in front of the
car is measured and the tempomat tries to maintain the
following distance. In these adaptive cruise control sys-
tems, however, the detection range and field of view of
the sensors are limited. Balázs Mezny, Péter Laborczi
and Géza Gordos present in their paper “Ad-hoc adap-
tive cruise control algorithm” an adaptive cruise control
system, which sets the speed of the vehicle according
to messages distributed over an ad-hoc wireless net-
work. Wireless communication eliminates the problems
caused by bad visibility or being out of line of sight. The
distributed messages contain the exact position, speed
and direction of the sender vehicle.
The paper “Reliable Gossiping in Inter-Vehicle Com-
munication” by Miklós Máté and Rolland Vida also de-
monstrates the importance of intelligent transport con-
trol systems. Due to the increasing traffic density in ur-
ban areas, a computer-aided robust collision avoidance
and traffic control system should be established, based
on decentralized inter-vehicle communication. Vehicles
group themselves into a special ad hoc network with
high mobility and low link reliability and novel ad hoc
routing solutions are needed for these special condi-
tions. The scheme proposed in the paper is a location
aided gossiping protocol, which concentrates the infor-
mation spreading to areas where it is most likely to be
useful.
Andrea Farkasvölgyi, Ákos Németh and Lajos Nagy
deal with MIMO antenna systems that are essential for
good performance of indoor wireless networks. The au-
thors present simulation and measurement results for a
3x3 MIMO antenna system, with the aim of maximizing
the MIMO channel capacity for indoor environment. The
dependence of the channel capacity on the antenna
position is analyzed by simulations. The effect of the
frequency dependence of the antenna system for the
channel capacity also examined in case of conjugate-
matching and non-conjugate-matching.
In the paper “A Client-driven Mobility Frame System
– Mobility Management from a New Point of View”, the
authors, Benedek Kovács and Péter Fülöp introduce a
new mobility management approach. The main idea is
that not the network but the mobile node should ma-
nage the mobility for itself, the network nodes provide
just basic services for mobile entities: connectivity and
administration. A protocol called Client-based Mobility
Frame System (CMFS) was constructed for this mobility
environment. Examples of mobility management app-
roaches such as the centralized and hierarchical or cel-
lular-like ones are also defined and hints are given what
kind of algorithms might be implemented upon the Cli-
ent-based Mobility Frame System. After the theoretical
analysis simulations show the applicability of the new
protocol framework.
Kristóf Aczél and István Vajk in their paper “Note-
based sound source separation of polyphonic record-
ings” address an important problem of the decomposi-
tion of a polyphonic musical piece to separate instru-
ment tracks which has always been a challenge. Isola-
ting the tracks is out of reach of today’s technology.
The paper proposes a novel method for the separation
of monophonic musical recordings. The architecture of
the proposed separation system is given. It uses sam-
ples of real instruments for regaining the missing data,
thereby allowing for the separation and correction of re-
cordings that cannot be retaken.
The paper titled “Home access network model spe-
cifications” by Izabela Krbilová, Vladimír Hottmar and
Bohumil Adamec investigates a home network configu-
ration consisting of residential gateway and a number of
intelligent peripheral devices capable of autonomous
activity. A queuing model is built by means of bulk ser-
vice in a closed circuit which circulates constant num-
ber of requests. Performance and time characteristics of
peripherals communicating with residential gateway are
determined. The presented results illustrate mutual de-
pendence of the number of network peripherals and
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1. Introduction
A number of security systems are presented in the lit-
erature, which run instances of applications and differ-
ent hosts which communicate among each other [3],
[4]. The novelty of the solution developed by us is that
its nodes create a P2P (Peer-to-Peer) overlay on the
Internet. The organization is automatic and does not
require any user intervention. This network model pro-
vides great stability, which is needed by the nodes to
quickly and reliably exchange information. The system
can remain operative even on unreliable networks due
to attacks and link failures. The software that imple-
ments this solution is named Komondor, after a famous
Hungarian shepherd’s dog.
Section 2 of our paper presents related work and
systems, which are similar to ours. P2P overlay net-
works are explained, and also two distributed intrusion
detection systems are mentioned. Section 3 shows the
design goals and internal operation of the Komondor
system. Section 4 explains the Kademlia overlay net-
work in detail, this is necessary to understand why it is
the most suitable overlay to use as a substrate of Ko-
mondor. Section 5 summarizes our results and experi-
ence collected until now.
2. Related work
2.1. P2P overlays
Application level networks (or sometimes called over-
lays) with peer-to-peer (P2P) topology can be struc-
tured or unstructured.
The nodes (peers) of unstructured networks can
easily be dispensed. The network handles joining and
leaving nodes in a very flexible way. The usual queries
(data lookups) are also processed by the nodes, for-
warding the lookup query to each other. Examples for
these unstructured networks are Gnutella, Freenet and
FastTrack.
Structured peer-to-peer networks usually implement
a distributed hash table (DHT). These networks store
key-value pairs and enable the users to quickly lookup
a value associated with a precisely given key. In con-
trast to unstructured networks, logical links between
nodes are determined by a set of rules; the topology of
the network is exactly defined. Every stored piece of
information (or file) is sent to a precisely selected node.
Nodes are assigned a node identifier (NodeID) chosen
from a fairly large interval of numbers (for example, 160
bits). 
Similarly, each stored piece of data is assigned a
key, which can be a hashed value of a file name, for
example. The output of the hash function is in the same
domain as the node identifiers. Every node stores key-
value pairs, which have their hashed keys closest to its
own NodeId. So if one knows the key, it is easy to find
the node storing the value associated with that key. This
is called consistent hashing [8,9].
Structured networks are different from each other in
terms of topology, routing algorithms and the distance
function (which calculates the distance between two
identifiers, or a hashed key and an identifier.)
2.2. Distributed intrusion detection
The usual distributed intrusion detection systems
deployed on networks are centralized, and are gener-
ally used for collection of data only [4]. Applications
which are decentralized and also capable of interven-
tion (intrusion prevention) are presented only lately.
The prevention system named PROMIS (and its an-
cestor, Netbiotic) uses the JXTA framework to enable
nodes to exchange information of detected intrusion
attempts [12]. It builds an overlay network which is par-
tially centralized. The nodes entering the PROMIS net-
work receive information about the number and rate of
suspicious events detected, and they tune the securi-
ty level of the Web browser built into the operating sys-
tem accordingly. This method gives a general protection
against malicious applications, but also reduces usabi-
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lity of the system. The approach is somewhat similar to
the epidemic prevention measures used in daily life.
The spam (e-mail junk) filtering system named Spam-
watch is built on the Tapestry network [13]. The appli-
cation is a plugin for the e-mail client. The hashed con-
tent of the e-mail messages marked by users as junk
mail are stored in a distributed hash table; the same
message on another user’s computer can automatical-
ly be discarded. By using the DHT, the lookup of a mes-
sage is fast, and generates little network traffic.
3. The proposed system
In the Komondor system, detection of intrusion attempts
is distributed, by means of a DHT’s based on the Ka-
demlia network [1]. The following goals were important
during the development of the system:
• Building a stable overlay network 
to exchange information.
• The data should be exchanged as quickly 
as possible.
• Decentralization of the system, enabling nodes
to be missing.
• Masking the security holes of nodes based 
on intrusion attempts detected.
The several hosts running the Komondor software
create a virtual, application level network, which is some-
times called an overlay. The speed of exchanging data
about intrusion attempts largely depends on the net-
work model employed. The system is built on a peer-to-
peer (P2P) based overlay to ensure decentralization
and stability [11], in contrast to the client-server model
with a much higher risk of failure.
In the Komondor system, a structured network, a DHT
is employed to store data of intrusion attempts. Keys
are IP addresses of intruders, values are the informa-
tion of intrusion attempts. Report of intrusion attempts
from a specific attacker will be sent to a single node, as
all nodes use the same hash functions. If that node
analyzes the reports and sees that the IP address in
question belongs to an attacker, it initiates a
broadcast message, to alert other Komondor
nodes of the possible danger. Every node is
interested in receiving information which en-
ables it to strengthen its protection. Compared
to PROMIS, the protection built up by Komon-
dor is not general; rather it is against the recog-
nized attackers only.
Detection at multiple points and collection
of data can be very efficient. Consider the fol-
lowing example. Let us assume that an attack-
er is trying to find an open, badly configured
SMTP server to send junk e-mail. It tries to con-
nect to many nodes protected by the Komon-
dor system to find out which nodes have an
SMTP service at all. One node sees an incom-
ing connection which is immediately lost. From
the viewpoint of a single host, an event like
this alone does not necessarily indicate an attacker. It
could possibly be a really lost connection, caused by
some link failure, or an e-mail sending canceled upon
the user’s request. But if this event is detected on ma-
ny of the nodes, then it immediately becomes suspicious.
In the Komondor system, the IP address of the attack-
er determines which node will be the collector of infor-
mation. That node will be responsible for processing data
about a specific attacker; so sharing information about
every suspicious event is necessary.
The main goal of our research is the investigation of
the stability and reliability of the Kademlia P2P overlay
system, and also the exploration of possibilities of peer-
to-peer based intrusion detection. Our Komondor soft-
ware has Linux and Microsoft Windows versions cur-
rently implemented. It uses Snort and the system log
files to collect information about events; to create pro-
tection, it tunes the firewall of the operating system.
Other detection and prevention modules are also plan-
ned to be developed in the later versions.
4. Using the Kademlia overlay 
in Komondor
4.1. The Kademlia overlay system
To investigate the stability and reliability of the Kadem-
lia overlay, and to understand the broadcast messaging
system built over the overlay, we outline the topology and
internal operation of Kademlia in this section.
Kademlia uses distributed hash tables (DHT’s). The
nodes participating in a Kademlia network can be rep-
resented with a binary tree [5]. Kademlia nodes store the
same amount of connection info (IP address, port num-
ber) for every subtree. These lists are called k-buckets
in the original paper. The size of these lists is usually de-
noted by k, which is a system-wide configuration para-
meter. In a well populated network, taller subtrees usu-
ally contain a lot more nodes than k, so a node has rela-
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Fig. 1.  Routing in Kademlia
tively less information about the distant subtrees, as
compared to the subtrees in close proximity.
Routing is shown on Fig. 1. (In papers about Kadem-
lia, the subtrees which have only one node are usually
not shown as a tree, only as a leaf. In the example be-
low, all nodes have 5 bit identifiers.) If the node with the
identifier 00110 would want to send a message to the
node with ID 11100, it has nothing else to do that send
a message to anyone in the 1* subtree, who will have
greater knowledge of nodes in the 11* subtree and so
on. 
The order of lookups is shown by the arrows with num-
bers. The sending of message is completed in O(log n)
steps this way. The distance of two identifiers is calcu-
lated using the exclusive or function. The magnitude of
the distance between two peers is proportional to the
height of the subtree containing both of them. This is
why this network can be represented as a binary tree,
and why it is called the XOR topology. Due to the sym-
metry of the XOR function, the distribution of incoming
and outgoing messages is the same. The routing table
of nodes is automatically refreshed by network traffic;
so the network strengthens itself with all messages.
Comparing Kademlia to other DHT systems, its un-
usual property is the freedom of nodes (also requiring
Kademlia to use UDP instead of TCP.) To lookup a va-
lue associated with the given key, the message is not
forwarded from node to node, but rather a node itself
finds out who the destination of the message is. This
makes handling of replication very easy. A node intend-
ing to store a key–value pair does not send data to the
closest node to the key; rather it sends it to the k clos-
est nodes. By selecting a value for k, the stability of the
overlay can be tuned. But as we will later see, by select-
ing k>1, the availability of data stored can also be en-
hanced.
The Kademlia protocol requires nodes to maintain
lists of other nodes with at least k entries for every sub-
tree. Connection information is refreshed in every hour,
if necessary. The value of k must be chosen so that it
would be very unlikely for all k nodes to quit the net-
work in an hour. The nodes quitting the network are not
required to send their stored key–value pairs to other
nodes in the network. So if a node disappears, data
stored by it would also be gone, if replication was not
implemented. Note that in a DHT, being able to com-
municate with a node implies being able to retrieve key–
value pairs stored by that node. So the level of replica-
tion must be the same as the number of nodes in a k-
bucket. Thus this is the only system-wide configuration
parameter needed by Kademlia.
4.2. Reliability of Kademlia
The overlay in the Komondor system is created by
a version of Kademlia modified only slightly compared
to the original. The conclusions presented in the follow-
ing sections are also applicable to the original overlay.
Our test runs of the Komondor system proved that rep-
lication in Kademlia is much more important than in
other types of overlay networks, as it is very common
in a real environment that nodes cannot connect to each
other, due to packet losses, network address translation
or other reasons. Therefore it is possible that a key–
value pair stored by a single node cannot be reached
by others, as some may not be able to connect to it. Rep-
lication partially solves this problem. If the pair is stored
not only by a single node, but by a range of nodes (ie. k
nodes), replication increases the probability that at least
one node will be able to answer the lookup request.
It is also possible that some k-buckets of nodes are not
correctly populated with the addresses of other nodes
at a time; replication in this case will also solve the prob-
lem of unavailability. (The routing tables of structured
networks may be incorrect for small intervals, when a lot
of nodes join or quit in a short time. This is called high
churn [10].)
To prove the above statement, we developed a sim-
ulator application for Kademlia. It is called Kadsim. Al-
though much of the simulations were focused on the
Komondor network and its behavior, the results are ge-
neral and can be applied to other Kademlia-based net-
work, too. Kadsim works the following way. Given a num-
ber of nodes, it creates a connectivity matrix, which is
essentially the adjacency matrix of the possible commu-
nication between nodes. 
Also given a message, which is virtually a random-
ly chosen identifier; in the Komondor system, a hashed
value of the attacker’s IP address. The most important
demand of Komondor against the overlay is that there
should be always at least one node, where reports about
a specific attacker can be collected. So Kadsim models
the case when all nodes in the overlay detect some at-
tack from the IP address in question. Every node hash-
es the IP address, and looks up the resulting identifier
in the overlay. Nodes that cannot be reached by some
other nodes do not count. (However, they may be rea-
ched by others.) Usual DHT networks, storing files for ex-
ample, work exactly the same way; a given key is look-
ed up in a tight range of nodes near the identifier.
Finishing the simulation, Kadsim sorts the number of
messages received by each node, using the distance
of NodeID’s for the comparison. The results are plotted
in Fig. 2. Ideally, when there are no network errors, and
all links are operational, the resulting function is a single
step: the k closest nodes to the key get all messages,
and others get no messages at all. If there are link fail-
ures, the function will be lower and wider (see Fig. 2). For
example, if the level of replication is k=16, and one of
the nodes cannot access other nodes who are the 12th
and 15th closest to the key, it will store key at the 16th
and 17th closest ones.
If the distribution of link failures is flat, there will be
no node in the overlay, where reports of attacks can be
fully collected, no matter how high the level of replica-
tion is. In such a case, Kademlia would be a very bad
choice for overlay topology. Real networks like the In-
ternet are fortunately not like this: link failures are un-
evenly scattered throughout the network. There are hosts,
P2P based intrusion detection
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which have public IP address, those are easy to con-
nect to. Others are behind network address translation,
and cannot always be reached. The exact distribution
can be very different for various networks; Kadsim mod-
els the distribution as a polynomial function. When this
distribution is not flat, there are nodes who can receive
the attack report with very high probability.
Simulation showed that a moderately high level of
replication, k=8 sufficiently ensures that a suitable node
will exist in the network with high probability (Fig. 3). For
a hundred of nodes this seems to be too much, com-
pared to other P2P networks, but increasing the num-
ber of nodes there is no need to increase replication.
There will be at least one of the selected nodes which
are able to communicate with others.
4.2.1. Mathematical Modelling of Link Failures
Nodes joining a DHT overlay usually randomly choose
their own node identifier from a very large range of num-
bers. Also the output of hash functions can also
be treated as a random number. The network
seems to choose the node responsible for a
specific key randomly. This property makes mod-
elling the overlay relatively simple.
The error ratio for the node with identifier m is
given by (1):
(1)
where n is the total number of nodes (0≤m<n).
α sets the distribution of errors α =2 for quadrat-
ic distribution. c is a constant setting the maxi-
mum number of errors. These parameters can
be selected experimentally, and they depend on
the actual size and properties of the underlying
physical network.
Function (1) should output an integer number,
as the error ratio multiplied by the number of all
nodes, n⋅h(m), is an integer. For a high number
of errors, the difference is negligible. Approximations
using equation (1) will not be applicable to networks
with a very low error rate, where n*h(m) is almost zero
for the whole range of nodes. 0.3 errors have no real-
world meaning, only 0 or 1 error.
As the underlying physical network, the Internet is
not perfect; we also cannot expect the overlay to be so.
Rather we can set a numeric expectation, for example
we would like our network to be able to retrieve data in
99% of all cases. If the ratio of allowable errors is β=
1%, the probability of a successful lookup is 1-β, if the
inequation h(m)≤β holds for a given node. Those are
the nodes, which can be accessed from most other ones.
As node identifiers are usually as large as 128 or
160 bits, the range of addresses can be treated as con-
tinuous. As all nodes bear randomly selected identi-
fiers, and also the output of hash functions applied to
keys seem to be random and evenly distributed over
the range of possible identifiers, m/n is virtually a ran-
dom number chosen from the interval [0,1). If we solve
the inequality to express m/n, we get the number of
nodes which match the specified criterion:
(2)
Let P’ be the probability of a successful lookup. As
0 ≤m/n<1 holds, and m/n is randomly chosen over the
interval, inequality (3) will hold for P’:
(3)
If the overlay employs replication, data is stored at
k different points of the network. So we have k chance
to choose different random numbers from the interval
[0,1). If we manage to choose a suitable number at least
once, the lookup will be successful. Calculating the pro-
bability of all lookups failing, and subtracting that value
from 1, we get (4).
(4)
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Fig. 2. 
Storing keys in a Kademlia overlay; 
replication is 16-fold, ratio of fail ing l inks is 20%
Fig. 3.  
Ratio of successful lookups in the Kademlia overlay
Formula (4) gives the probability of successful look-
ups with a given ratio of networks failures. The neces-
sary level of replication can be calculated with the for-
mula. Fig. 4 shows the ratio of cases when the proba-
bility of successful lookups is at least 99% (1% failure
allowed), as a function of network failures and level of
replication. 
As one can see, with a relatively high ratio of failing
links (10%), replication k=5 is enough to ensure suc-
cessful lookups. If the overlay consists only of a small
number, for example tens of nodes, k=5 may seem too
much. But this k =5 can be used to any number of
nodes. The formula gives results which closely match
our simulation; the difference can only be seen for small
error rates, as it was expected due to the approxima-
tion in (1).
Fig. 4. 
Approximated ratio of successful lookups in Kademlia
4.3. Broadcast messages in P2P overlays
Broadcast (one to all) messages in P2P overlays are
not very common, due to the very big number of nodes.
Usually no algorithm is designed to send these broad-
cast messages, as this contradicts with the main design
goal of scalability. However there are applications which
need this type of messaging, Komondor is an example.
When a node has collected enough information mak-
ing sure that an IP address belongs to an attacker, it ini-
tiates a broadcast message over the network. Another
common application of broadcast messages is
implementing lookups for partially given keywords,
as this is not an elementary service in DHT net-
works (for example, one cannot lookup a partially
given file name.) 
The inherent topology of structured networks
can be used to quickly and efficiently deliver
broadcast messages. Using the built in topology
will always give the best results. One reason
for this, that the topology is built such a way that
any node can be reached in logarithmically ma-
ny steps, so the broadcast message will reach
all nodes in logarithmic time. 
The second is, that during sending the message,
there will be no need to create new connections or initi-
ate lookups. The topology can essentially be seen as an
implicit multicast tree. 
The Komondor system is an application where the
fast sending of broadcast messages is essential. It is
usually very easy to create reliable messaging over an
unreliable channel, however detecting a packet loss
needs quite long time. According to our tests, the broad-
cast algorithms presented in our article send the mes-
sage in a few seconds to all nodes; to detect loss of a
packet alone needs more time than this. If we do not
try to resend the packets, the simulation will give us the
shortest time in which the broadcast can be finished.
Using replication, the time can be shorter than it is need-
ed to detect packet loss. Simulating broadcast without
resends will also give us the ratio of cases when the
broadcast is successful, and is able to keep this time. 
We developed three algorithms to send broadcast
messages over Kademlia.
4.3.1. Broadcast Using Flooding
All nodes send received messages to any other nodes
they know. As a specific message can be received in
duplicates, every broadcast should be tagged with a
unique identifier. Known messages are dropped by
nodes. This solution is simple, but it generates a lot of
network traffic, especially when k-buckets are large. It
has no practical use, but is rather a theoretical refer-
ence; by simulating this method on an overlay, one can
see the time the broadcast requires. 
4.3.2. Broadcast Using the Topology
In the second algorithm, every subtree in the Kadem-
lia overlay is assigned a node, which is responsible for
broadcasting the message in its own tree (Fig. 5). The
node with the identifier (00110, black dot) initiates the
broadcast by sending it to one freely chosen node from
each of its k-buckets (normal arrows). These nodes are
11000, 01010, 00100 and 00000. The nodes receiving
the message are responsible for sending them on in their
own subtrees, which are 1****, 01***, 000** and 0010*.
This shown using dashed lines. Broadcast using this
method will be finished in logarithmic time.
P2P based intrusion detection
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Fig. 5.  Broadcast messaging in Kademlia
Nodes forwarding messages must know which sub-
tree they are responsible for. Every message is tagged
with a small integer, which denotes the height of the
subtree; this shows how many prefix bits the address of
the subtree should share with the NodeID. The Kadem-
lia protocol makes sure that at least one node is always
known for every subtree; there is no need to maintain an
auxiliary routing table for the broadcast. 
Messages are forwarded to the subtree and all smal-
ler trees:
broadcast(text, height) 
for i=height to number of bits
if bucket i is not empty, then 
select a random node from bucket i
send the message to the node: text, i+1
endif
endfor
This method is very cost-efficient as there are no dup-
licate messages. The number of messages sent grows
exponentially, so the complete process takes logarith-
mic time. Problems can arise when there are packet los-
ses on the network, as not only single nodes, but com-
plete subtrees will miss the broadcast. Messages are
actually directed to subtrees in this method: the original
sender sends the message to the other half tree, and
is itself responsible for his own half tree. Then it sends
to the other quarter of the overlay, and is responsible
for its own quarter and so on. Every subtree has a single
responsible node.
Fig. 6.  
Implicit tree broadcast messaging in Kademlia
Fig. 6 shows a simulation of this method.
Nodes shown as white dots received the mes-
sage, while black ones did not. As one can see,
there are complete subtrees drawn in black. It
is possible for such a message to be lost, which
was sent to a high subtree. In a worst case sce-
nario, the number of nodes not getting the mes-
sage can be more than 50%, independent from
the packet loss ratio. Although the network is
decentralized, this algorithm is not in its es-
sence; as the importance of messages is vast-
ly different, depending on which subtree they
are addressed to.
4.3.3. Broadcast Using the Topology 
with Replication
Addressing the problem mentioned above, the two
algorithms can be combined. This algorithm is similar to
the second, but from every subtree, not a single, rather
multiple nodes are selected to be responsible for for-
warding the message. This way, the probability of skip-
ping a subtree is falling rapidly. Duplicate messages are
possible in this case, so a unique identifier is required
for all broadcasts initiated. Replication level can vary
from two to k, the size of k-buckets.
4.4. Comparison of broadcast algorithms
To evaluate the algorithms presented above, we deve-
loped a simple, application specific simulator. The pro-
gram records the following data: 
– number of all messages sent,
– number of messages per node, 
– the number and ratio of nodes receiving 
the broadcast,
– the time required for sending the message 
to as many nodes as possible. 
In terms of traffic costs, flooding gives the worst re-
sults. The number of messages grows rapidly with in-
creasing the node count or sizes of k-buckets. The sec-
ond algorithm using the implicit multicast tree evidently
results one message for each node. For the third me-
thod, the number of messages grows rapidly for large
k-buckets, but only slowly for increasing the number of
nodes. For k=5, there were 7 messages/node for an
overlay of 100 nodes, and only 9 for 1000 nodes.
To evaluate the reliability of the algorithms, we simu-
lated an overlay of 200 nodes. Packet loss ratio varied
from 0% to 20%, replication from onefold to fivefold.
Flooding almost always yields perfect results; the error
is smaller than line width in Fig. 7. This is due to the
enormous number of messages. The reliability of the en-
hanced algorithm is of course the same as the second
for k=1, so it is not denoted individually. In turn, using
k=2, this algorithm produces 90% reliability even if one
fifth of the packets lost; k=3 gives 97%.
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Fig. 7. 
Reliabil i ty of different broadcast algorithms in Kademlia
The time required to complete the broadcast is
mainly determined by the latencies of the con-
tacts stored in the k-buckets. If we go against the
recommendation of the original Kademlia paper,
and instead of the oldest contacts, we select a
contact with low latency for the k-buckets, the
time of lookups and broadcast both decreases
significantly. The latency (or the round trip time,
RTT) can easily be measured using PING mes-
sages, but it can also be approximated [6]. In
the case simulated by our Kadsim application,
the broadcast was two and a half times faster. Of
course this ratio depends on the distribution of
latencies, too.
The quickest method is of course the flooding
(Fig. 8), as messages sent in every possible di-
rection will obviously travel the quickest way, too.
Replication will speed up the algorithm for randomly se-
lected nodes, and for RTT selected nodes, it will not.
The implicit tree broadcast algorithm is the slowest, due
to its rigidity. The third algorithm is between the previ-
ous two; using replication, it can be faster than the im-
plicit tree algorithm using RTT selected nodes. This is
also caused by messages travelling more than one way
at a time.
Fig. 8.  The time needed for the broadcast
In the above figure, results from one hundred test runs
were averaged. The lowest latency was around 15 ms,
the average 0.5 s, and the highest was around 1.3 s.
5. Conclusions
The DHT-based intrusion prevention system presented
in our paper is capable of creating a robust overlay of
the participant software entities. Using a structured over-
lay network, the detection is distributed, but still it cre-
ates little processing and network traffic overhead. The
reliability of the two elementary services, namely send-
ing attack reports and broadcasting alerts can both be
increased using replication. The only system-wide con-
figuration parameter affecting the substrate, the level
of this replication can be determined in advance, using
the methods presented.
Fig. 9 presents a screenshot of a smaller
Komondor test overlay, with its binary tree to-
pology. During its test runs lasting several
months, it detected and prevented many intru-
sion attempts, and the substrate was proven
to be stable. Attack reports which could be
used by multiple nodes were alerts of SSH and
HTTP intrusion attempts. The Snort application
we used for intrusion detection logged many
events which were not usable at all. For exam-
ple computer viruses do not attack a single se-
lected host for a long time. Against that kind of
malware, the PROMIS system is more useful than
ours [12].
The topic of our further research is the type
of alerts to send on the overlay. One has to se-
lect the types of attacks, which are worth col-
lecting and analyzing distributedly. Special at-
tention must be paid to the case of Komondor
nodes which run on different operating sys-
tems and applications: heterogeneity can in-
crease security, as it is easier to see an attack manifest-
ing if the system is immune. Using data collected this
way may however be more difficult, as the protection
must always be tailored to the host and environment in
question.
Later research topics will include protection against
malicious nodes building into the Komondor overlay it-
self. It is very easy to imagine that a compromised node
sends alerts, attack reports about otherwise well-be-
having clients; this way causing denial of service to the
authenticated users of a system. This problem must be
dealt with whatever distributed intrusion detection sys-
tem one uses.
P2P based intrusion detection
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Fig. 9.  A Komondor overlay in operation
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1. Introduction
Nowadays, car manufacturers strive to get more custo-
mers with more and more built-in comfort services. These
services help the driver, so the driver needs to exert less
effort to drive. Occasionally, it could be hard to choose
or maintain the appropriate speed. For example, a long
trip on the motorway, when one has to maintain con-
stant speed over several hours, can be exhausting. A
cruise control system can assist the driver in this task.
These kinds of ever improving cruise control systems
are on the market for several decades from nearly every
car manufacturer.
However, these cruise control systems are not able
to adapt to the fluctuations of the traffic, they are only
able to maintain a set speed, until the driver turns off
the system. If the state of the traffic changes, for exam-
ple an accident causes congestion on a motorway and
cars have to decelerate then the regular cruise control
systems cannot offer assistance to the driver.
Adaptive cruise controls (ACC) systems started to
spread recently. The ACC systems use some kind of
sensors to monitor the road segment in front of the car,
and warn the driver in case of an obstacle on the road.
Due to the integration of the built-in sensors and actu-
ators, it is possible to intervene into the brake system
of the car, and slow it, so the driver has time to react to
the situation. The drawback of the ACC systems is that
they can function properly only under nearly optimal
conditions. ACC systems can not provide sufficient in-
formation for the driver in case of bad weather, or in a
road curve where the front sensor is not able to moni-
tor a long enough segment of the road.
In this paper we provide a solution to the described
problems, by exploiting the possibility that wireless com-
munication can be established among the vehicles [1],
and accurate information can be provided for the speed
regulation. The advantage of the wireless communica-
tion is that direct line of sight is not needed, so it re-
mains operable in curves, furthermore, the range of the
wireless communication is around 300 meters, nearly
the double of the range of the radars used in ACC sys-
tems [2].
Another possible application could be in urban traf-
fic. On an urban road it is not common that a certain
velocity can be maintained for an extended period of
time. Under these conditions the traditional cruise con-
trol systems can not be used, because it can not adapt
to a changing environment. With the system presented
in this paper, it is possible to set the vehicle speed ac-
cording to the preceeding vehicle. When the preceed-
ing vehicle decelerates then the following vehicle will
slow down, and if it accelerates then the following car
will adapt its speed to that as well. The driver using our
system does not have to deal with the actual accelera-
tions or decelerations; the embedded computer han-
dles the calculations.
2. The algorithm
The cruise control algorithm chooses a target to follow
from the vehicles in front of the car. The aim of the al-
gorithm is to regulate the velocity of the vehicle, so the
following distance between the target and the follower
vehicle is in accordance with the current speed of the
vehicles, maintaining a safe following distance. A mi-
nimal speed threshold of 20 kph is built into the algo-
rithm. If the velocity of the vehicle is lower than this
threshold then the speed regulation is turned off. This
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Nowadays, nearly all car manufacturers can build a cruise control system (tempomat) in their cars if the customer demands.
Usually, these systems can maintain a certain speed, set by the driver of the vehicle. The tempomat system can be extend-
ed with a distance measurement sensor in some top-end luxury cars, to measure the distance of objects in front of the car
(this can be another car or some kind of obstacle). By using these systems, a certain following distance can be set, and the
tempomat tries to maintain it by using small amounts of acceleration or breaking according to the data provided by the sen-
sor. These adaptive cruise control systems are expensive, and the detection range and field of view of the sensors are limi-
ted. In this paper, we present an adaptive cruise control system, which sets the speed of the vehicle according to messages
distributed over an ad-hoc wireless network. The wireless communication eliminates the problems caused by bad visibility
or being out of line of sight. The distributed messages contain the exact position, speed and direction of the sender vehicle.
The described algorithm determines also the vehicle to be followed, when the driver turns on the tempomat.
threshold was set due to the fact that at so low speeds
the safe following distance is commensurable to the
error of the GPS position.
The algorithm uses the data received through radio
communication and the GPS information gathered by
its own GPS receiver to calculate the current speed to
be set.
Stored values for position information are as follows:
Lon: longitudinal coordinate in radians 
up to 8 decimal places 
(accuracy to approximately 6 centimeters).
Lat: latitudinal coordinate in radians 
up to 8 decimal places 
(accuracy to approximately 6 centimeters).
Vel: length of the velocity vector 
in kilometer per hours.
Hdg: direction of the velocity vector 
up to 2 decimal places.
Svs: nr. of tracked space vehicles (GPS satellites)
by the GPS receiver.
Tof: timestamp of the GPS information.
The following information is also included in a mes-
sage used by the algorithm:
Original sender ID:
The identification number of the originating unit 
of the message.
Sender ID: 
The identification number of the unit, 
which retransmitted the message most recently.
TTL (Time To Live):
This sets how many times a message can be
retransmitted. Our cruise control algorithm 
currently sets this value to 1, so the messages
are propagated to a distance of one hop.
The algorithm calculates the distance between the
vehicles by using the position information contained in
the messages. A Kalman filter [3] was used to refine
this distance calculation.
The sender ID and the original sender ID has to be
checked in the received packet, if either one is equal to
the ID of the own ID, the message is dropped.
The next step is to compare the heading contained
in the packet to the vehicles own heading. If the differ-
ence is lower than a set threshold, the algorithm figures
the two cars are heading the same way. This threshold
is variable, currently set to 20 degrees.
If the headings match, it has to be decided whether
the sender of the message is ahead of the own vehicle.
This is a similar calculation like where the headings were
compared. The own position vector is subtracted from
the position vector in the message, and the difference
vector is compared to the heading vector. If the differ-
ence between these two vectors is less than 90 deg-
rees, the sender of the message is in front of us.
If these conditions are not met, then the sender of
the packet is either behind us or is headed to another
direction, and it cannot be followed. In this case the al-
gorithm drops the packet.
If the sender has the same heading as our vehicle
and is in front of it, it can be followed. In this case the
state machine described in the following section proces-
ses the message further.
2.1. The state machine
The adaptive cruise control algorithm makes deci-
sions according to the following stored variables:
– ID of the target (followed) vehicle.
– Distance to the target vehicle.
– Distance to the target vehicle in the moment
when speed synchronization begins. 
– Velocity of the target vehicle.
– Velocity of the target vehicle the moment 
when speed synchronization begins.
– Timestamp of the most recent message received
from the target.
The algorithm works according to a state machine as
shown in Fig. 1.
Fig. 1.  State machine
2.1.1. Seek phase
When turned on, the algorithm is in this phase and
waits for messages from other vehicles. It is decided
here whether the actual following is possible, if the con-
straints described in the previous section are satisfied.
First the distance to the sender of the message is
calculated by the Haversine formula [4], which returns
the shortest distance between two points on a sphere.
This calculation is done according to the GPS positions
contained in the message and in the own receiver.
If the algorithm already has a target, it has to be de-
cided whether the target sent the message or another
car which is closer than the target.
If the message was sent by the target then the time-
stamp of the message and the distance is stored, and
a counter is increased by one. This counter shows how
many messages have been received from the same
target. 
If the message was not from the current target, but
the calculated distance is shorter than the target’s dis-
tance, then the originator of the message becomes the
new target. The distance and the timestamp is stored
in this case as well, and the counter is set to zero (tran-
sition 1 on Fig. 1).
If the algorithm didn’t have a target, the calculated
distance, the ID of the sender of the message and the
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timestamp of the message are stored. A counter is start-
ed from zero. This shows the consecutive messages re-
ceived from the same target.
There are some thresholds in the algorithm, and ex-
ceeding these thresholds resets the state machine to
the seek phase. This happens if the target vehicle’s
speed is lower than 20 km per hour or if no message is
received from the target for five seconds. The counter
is also set to zero. The stored target is unchanged, be-
cause it is still the closest vehicle in front of the own ve-
hicle.
The following available phase is reached, if three con-
secutive messages have been received from the same
target, while it remains the closest vehicle in front (tran-
sition 2 on Fig. 1). This threshold of three messages is
a needed delay to ensure, that the chosen target is in
a stable enough position to be followed. For example on
a motorway when the following is engaged and some-
one overtakes both our vehicle and our target. When the
overtaking vehicle is between us, the algorithm would
decide, that it is the new target, because it is closer than
the current target. At this time the algorithm would start
to increase our speed to match the new target’s speed.
This would cause our vehicle to crash into the one in
front of it, which was the real target vehicle.
2.1.2. Following available phase
In this phase there is a vehicle in front of our vehi-
cle in a stable position and it’s possible to follow it. The
distance between the two vehicles is refreshed by every
message received by the algorithm.
Transition 3 on Fig. 1 happens, if the target is chan-
ged. This could happen for example when someone
overtakes us, or the current target overtakes another
vehicle. The same thresholds are applied as in the seek
phase. If the speed of the target is lower than 20 km
per hour or 5 seconds passed without receiving a mes-
sage from the target resets the state machine. This time
the driver is able to reset the algorithm by pressing the
corresponding button on the control panel.
2.1.3. Following phase
The algorithm enters this phase if the driver presses
the engage button on the control panel (transition 4 on
Fig. 1).
The algorithm resets in this phase as well, if the pre-
viously mentioned conditions are met, or when the dri-
ver turns off the following (transition 5 on Fig. 1).
Upon entering this phase the speed and distance
of the target is stored. These values will be used in the
calculation of the actual desired distance:
(1)
with the following notations:
dd: desired distance
v: current velocity of the target
v0: velocity of the target 
when the following was engaged
d0: distance of the target 
when the following was engaged
l: changeable parameter, the minimal distance 
to be kept between the GPS receivers
The distance values are the result of the Kalman fil-
ter, because the unfiltered distance values vary greatly
since the position measurements do not happen in the
same time. The GPS receiver used in our hardware has
an update frequency of 1 Hertz, so under certain circum-
stances, for example at a speed of 50 km per hour, the
difference between the GPS position and the actual
position can be 13.8 meters.
The extension of the distance by the parameter l is
needed, because the distance calculation gets the dis-
tance between the GPS receivers, not between the front
and rear bumpers of the vehicles. This parameter can
be set for various types of vehicles. It is currently set to
4 meters for passenger cars, but it could be set to for
example 10 meters for trucks. 
When the following starts, a line is defined accord-
ing to the velocity and distance values at that time.
When the speed of the target vehicle changes, the cor-
responding following distance can be calculated along
this line (Fig. 2).
Fig. 2.  Following distance calculations




vd: desired velocity to reach the desired distance,
d: current distance to the target,
dd: desired distance,
v: current velocity of the target.
A hysteresis was built into the algorithm in order to
avoid continuous intervention to the engine or brake
systems. If the difference of the current distance and
the desired distance is below 5 percent of the desired
distance (dd), the desired velocity (vd) is set to the speed
of the target.
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The transition on the velocity-distance graph can be
seen on Fig. 3. If the speed of the target changes, the
corresponding following distance can be acquired ac-
cording to (1). Using these values knowing the current
speed, the velocity can be calculated to converge to
the desired distance.
Fig. 3.  Speed regulation
For example, as shown in Fig. 3, the target main-
tains a stable speed, and the following distance is set
to a certain value (d) calculated by the algorithm. Both
of the cars are traveling at the same velocity (vd). If the
speed of the target vehicle changes to v, a new desir-
ed distance (dd) has to be reached. The distance be-
tween the vehicles will increase, because the target is
moving faster than the other car. The algorithm will in-
crease the velocity of the following car, as the distance
converges to the desired distance, according to (2).
The acceleration has to be computed to adjust the
engine control or the brake system properly. The calcu-
lation of the desired acceleration is as follows:
(3)
with the following notations:
ad: desired acceleration,
vd: desired velocity,
vs: current velocity of the own car,
T: free parameter to control the reaction time 
of the algorithm.
The maximal acceleration is 5 m/s2 and the maximal
deceleration is 9 m/s2. These are the acceleration val-
ues of a typical passenger car.
To limit the number of repetitions, the acceleration is
only computed if either of the following conditions is met:
• The distance of the target differs 
from the desired distance by more than 1 percent.
• The velocity of the target differs 
from the desired velocity by more than 5 percent.
• The difference between the speed of the target
and the desired speed is greater than the difference
between the desired speed and the own speed.
As a conclusion, the aim of the speed regulation is
to reach the appropriate following distance. The en-
gine is controlled according to the difference between
the current speed and the desired speed (3).
3. Simulation results
The testing of the algorithm was done on a simulator,
described in [5] and [7]. At a later stage it was tested
in real environment, embedded in vehicles.
Three cars were examined following each other in
the simulator. The velocity of the first car was set to cer-
tain values. It started at 50 km per hour, at the third of
the simulation time it was increased to 70 km per hour,
and at two thirds of the simulation time it was decreas-
ed to 30 km per hour. The velocities of the following two
cars were regulated by the algorithm. The messages
containing the position information were broadcasted
every tenth of a second to allow precise adjustments.
In the simulations a following distance of two sec-
onds was set between the vehicles, because this is the
minimal safe following distance. The results of this simu-
lation can be seen in Fig. 4. 
Fig. 4.  Velocit ies of the vehicles
The vehicles accelerate to 50 km per hour at the
start of the simulation, where the ACC algorithm is en-
gaged.
It can be seen that the second and third cars reach
their target’s velocity with a little oscillation. It is also no-
ticeable, that the acceleration of the following cars dif-
fers from their target’s acceleration. This is due to the
mechanism of the algorithm as it adapts the following
distance to the changed velocity. In case of accelera-
tion the following car drops behind a bit, and in case of
deceleration it catches up on its target.
The distance between the cars was registered in the
course of the simulation. The desired velocity calculat-
ed by the algorithm is based on this value. The various
distance values between the first and second car can
be seen on Fig. 5.
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Fig. 5.  
Distance values between the 1st and 2nd vehicles
The algorithm was turned on at the 10th second of
the simulation; the registration of the distance values
was started at that point. The unprocessed distance
value is shown by the narrow dark line. Though the po-
sition information is updated at a frequency of 10 Hz,
this distance value is noisy due to the time difference
of the position measurements and GPS error. Kalman
filtering was used to eliminate most of the noise. The fil-
tered distance values are shown by the bright line. The
dark line shows the desired distance, which is calculat-
ed by the algorithm according to the actual speed of
the target and the values stored at the start of the fol-
lowing phase. The algorithm tries to minimize the dif-
ference between the bright and the dark line by adjust-
ing the velocity of the following vehicle. It can be seen,
that after the transient caused by the acceleration or
deceleration of the target, the distance between the cars
settles at the desired distance.
The second and the third vehicle’s acceleration val-
ues can be seen on Fig. 6. 
The acceleration and deceleration periods can be
examined on the graph, and it can be seen, that the thres-
hold was never exceeded, where the algorithm would
limit the acceleration value. The speed regulation algo-
rithm would not cause uncomfortable acceleration or de-
celeration, as the maximal acceleration was around 2 m/s2
and the maximal deceleration was 1.5 m/s2. The notice-
able acceleration spikes would be limited by the inertia
of a real vehicle.
4. Field tests
The algorithm was tested under realistic circumstances.
It was downloaded into two control units described in
[8]. The control units were integrated into a passenger
car and a truck, and the control unit in the truck was
connected to the CAN bus, so
the algorithm could operate the
brakes and intervene to the en-
gine control.
It can be noticed, that the
speed regulation is not as pre-
cise as in the simulations for two
reasons. The first is that the
Kalman filtering was not imple-
mented at the time of the test,
the second is that the used
GPS receivers had an update
frequency of 1 Hertz, which is
the tenth of the assumed fre-
quency in the simulations.
The data of one of the test
runs can be seen in Fig. 7.
Ad-hoc adaptive cruise control algorithm
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Fig. 6.  Accelerat ion values
Fig. 7.  
Field test results
The time on the horizontal axis is in minute units. On
the top graph the velocities of the two cars can be exa-
mined. The darker line shows the following truck, the
brighter line shows its target. The center graph shows
the control value handed on to the CAN bus controller
by the algorithm. This value is proportional to the acce-
leration, the exact coefficients for acceleration and de-
celeration had to be adjusted to the vehicle.
The bottom graph shows the status of the state ma-
chine. This value was 1 when the algorithm was in follow-
ing phase, and the value was 0 otherwise. When the
algorithm was engaged the truck adjusted its speed to
the speed of its target with a little delay. This delay was
caused by the infrequent position update messages.
The noise in the control value is due to the error of the
distance calculation, as described in the previous sec-
tion. This noise could be eliminated by using the same
Kalman filtering as in the simulations.
This measurement noise and the one second delay
between position update messages caused the speed
regulation to not be as precise as in the simulations.
5. Conclusions
We presented an algorithm that is able (1) to match the
velocity of the vehicle to a followed vehicle by utilizing
wireless communication, (2) to adapt to the changes in
the velocity of the followed vehicle while (3) maintaining
a safe following distance.
The proposed cruise control system can be used if the
vehicles have the necessary devices for communication,
position determination and calculations. Therefore, it
could be introduced in truck convoys of transportation
companies where only the driver of the first vehicle
needs to pay increased attention; the following drivers
could let the algorithm to follow the preceding vehicle.
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1. Introduction
The primary goal of Intelligent Transportation Systems
(ITS) is to increase road safety by detecting emergency
situations in advance and notifying the drivers about
the traffic events. Such systems can be efficient only if
the vehicles communicate with each other and share
the measurements of their sensors to take coordinated
actions. Inter-vehicle communication might be realized
either in an infrastructure-based manner, in a pure ad
hoc fashion, or as a mixture of these methods. In this
paper we examine how emergency messages might be
disseminated in a Vehicular Ad Hoc Network (VANET).
A VANET is a special kind of ad hoc network, as the
vehicles have much higher average speed than the
nodes of a sensor network, but their mobility pattern is
restrained by the road network. In a VANET messages
related to road safety and cooperative traffic jam avoid-
ance should be distributed by a flooding-based proto-
col, as they are not addressed to a single destination,
but to all cars that are interested in receiving them.
These are typically the ones that need to change their
speed or path in order to decrease the jam or to avoid
the danger. It is an important design goal to determine
where such vehicles can be found, because the broad-
cast in the ad hoc network is expensive, so the flood
should be localized to the area of interest.
The vehicles that must be informed are in a certain
vicinity of the source of the message; all the vehicles that
receive the warning will take counteractions, and after
a certain distance the message becomes irrelevant. We
can safely assume that all vehicles are equipped with
GPS receivers; therefore, a spatial flood limitation is a
viable solution.
In the followings we present our Localized Urban Diss-
emination (LUD) protocol, which limits the message flood
into areas where vehicles are interested in the message
with high probability [1]. Unlike most of the similar proto-
cols, the target area in LUD is not determined by the
source, but certain forwarding nodes decide if the mes-
sage is worth forwarding in a certain direction or not. This
distributed decision scheme makes our solution radically
different from the restricted flooding protocols based on
a predefined hop count.
The rest of the article is organized as follows. Section
2 gives an introduction of the gossiping scheme, and
Section 3 explains how it can be used to disseminate
emergency messages in urban environments. Section
4 gives a detailed description of the operation of the LUD
protocol and its properties, and the way its reliability
can be increased. Finally, Section 5 summarizes the re-
sults, draws the conclusions and shows our future plans.
2. Gossiping
Historically, gossiping was first introduced in distributed
databases to reduce the cost of synchronization [2]. It
works as follows. All nodes know the list of the nodes in
the system, and in each timeframe they randomly choose
a subset to synchronize with. This reduces the number
of messages exchanged in a timeframe, and as a con-
sequence the convergence time may also decrease due
to the significantly shorter periods and the marginally
slower information propagation if the peers are select-
ed carefully [3].
Gossiping in a wireless multi-hop ad hoc network (MA-
NET) requires special peer selection strategies, as these
networks exhibit properties that are different from the
ones based on a fixed infrastructure. In the latter it is
usually safe to assume that the cost to reach every peer
is the same, and it is easy to set up a point-to-point con-
nection between any pair of nodes (for example a TCP
connection). In a MANET, however, the cost of reaching
a peer dramatically increases with distance, and the
wireless medium is inherently broadcast based. More-
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over, handling link unreliability and energy constraints
are important only in a MANET. One of the possible
ways of gossiping in MANETs is to flood the messages
and drop them randomly with a predefined pdrop >0 pro-
bability. This random peer selection scheme favors the
nodes that are close to the source and also utilizes the
broadcast nature of the wireless medium.
In inter-vehicle communication the nodes are usual-
ly placed along a line (the road), and we observed that in
this topology the gossiping scheme effectively limits the
distance a message can reach. Namely, if the rebroad-
cast probability is p, then the expected value of the
hop count is 1/(1– p), which is not infinite if p <1. This is
exactly what is expected to be needed in emergency
message propagation. The question is: how to set p to
get the optimal target area?
3. Characteristics of 
an Urban Environment
In an urban environment the road topology is not just
a lonely road, but a dense network of streets and junc-
tions. Yet, this environment is similar to a lonely highway
in the sense that the message flood follows the roads,
as the buildings block the propagation of radio signals.
The big difference is that from point A to point B there
can be several different paths; thus, emergency mes-
sages do not need to reach a certain point, like the high-
way exit, because vehicles a few blocks away can al-
ready change their route in case of an accident.
It is true that there are multiple paths between the
two points, but of course not all of them are taken with
the same probability by the vehicles. This is due to the
fact that vehicles arriving at a junction prefer certain out-
going directions over others. Some roads are one-way,
some lead to important places, and turning left is usu-
ally forbidden in large intersections. When disseminat-
ing emergency messages these conditions must be ta-
ken into account, because the radio resources are scarce,
and broadcasting has huge overhead [4]. To make a
message dissemination protocol efficient, the traffic con-
ditions must be considered when defining the coverage
area.
4. Localized Urban Dissemination
Our proposed emergency message dissemination pro-
tocol, called Localized Urban Dissemination (LUD), is a
gossiping-based emergency message dissemination pro-
tocol [1]. 
Gossiping makes it very easy to make a certain road
segment included in, or excluded from the coverage
area. The p rebroadcast probability should be changed
in the junctions depending on the traffic conditions. Thus,
the vehicles need to be equipped with a digital map,
and set their role to Decider or Forwarder, according
to their current position. The ones arriving at a junction
become Deciders, and must recalculate the rebroad-
cast probability of the packets they forward. The nodes
that are not in a junction are Forwarders; they simply re-
broadcast the messages with the probability written in
the packet header.
4.1. The Decision Scheme
The heart of any gossiping-based protocol would
be the decision scheme that sets the rebroadcast prob-
abilities of the packets. The decision scheme of LUD sets
the p rebroadcast probability so that the probability of
a message forwarded on a given path reaching a cer-
tain point P becomes equal to the probability of ve-
hicles from that point going to the source of the mes-
sage on the same path. If we call the first event A and
the other one B, then the formula will look as follows:
(1)
where a C scaling factor is inserted to let the source
scale the size of the coverage area. We will see that the
resulting scheme is memoryless, and this scaling factor
disappears after the first junction.
Forwarding the message along a path is a geomet-
ric process, because it is a series of independent Ber-
noulli trials. Its parameter is the probability of the suc-
cess on the elementary trials, which is the p rebroad-
cast probability. The probability of the before mention-
ed event A is
(2)
because the message reaches a certain point only
if all nodes on the path have chosen to forward it. The
rebroadcast probability may be different for each road
segment, and the different road segments are hi hops
long. A hop can be longer than the inter-car distance if
there are multiple cars in the radio range of the transmit-
ter node. The LUD protocol requires a Medium Access
Control (MAC) protocol to be used that can select the
farthest receiver in the direction of the flooding to re-
broadcast the message. Such protocols are CBF [5] and
CFB [6] for example.
The probability of vehicles going to the source of the
message can be described with two parameter sets. The
first is a Qi matrix of steering probabilities for each junc-
tion; an element qij ,k for junction i represents the prob-
ability that cars coming from the neighboring junction j
go to neighboring junction k. The second dataset con-
sists of si stop probabilities for each road segment to
model finite journeys. A car reaches the source of the
message along the path of the message only if it choos-
es the appropriate roads and it does not stop in be-
tween. 
Turning this into an equation we get:
(3)
if we assign the identifiers to the junctions on the
path as shown in Fig 1.
The Decider being in junction D decides how likely it
is that vehicles coming from junction D+1 are interested
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in the message, because the Decider itself came from
junction D+1. The equation it must solve is
(4)
where the quantity in question is qD .The reversed in-
dexing on the right side refers to the order the vehicles
going to the source encounter the junctions.
Equation (4) has a very interesting property, because
it describes a geometric process. It is known, that
P(X >x+y |X >x ) = P(X >y )
if X follows a geometric distribution. In our case the
Decider calculates the probability of the message reach-
ing the next junction if it reached the current one. This
conditional probability causes the dissemination pro-
cess to forget the past, and all that remains of equa-
tion (4) is
(5)
To calculate pD, the Decider must know the qD turn-
ing probability for the junction and the sD stop probabi-
lity on that road segment. These might be derived from
the ranks of the roads and maybe some other data the
digital map can provide (e.g., stopping on a main road is
highly improbable, and so is turning into a side street).
Turning lanes and one-way roads are also indicated by
the map. This method, however, is far from being per-
fect, because there are lots of things that influence the
paths of the vehicles, and most of them are not present
on the maps or their effect is not easy to determine.
The precision is very important when setting p, as
the error caused by the insufficient knowledge of the
traffic conditions can be severe. The expected hop count
is 1/1–p, which means small changes in p might trigger
great leaps in the size of the coverage area.
If a traffic monitoring system collects the necessary
data, a Traffic Conditions DataBase (TCDB) can be built
that contains the q and s values that describe the usual
traffic conditions. We expect that the navigation system
that uses our dissemination protocol can eliminate most
of the traffic jams, hence the usual conditions will change
slowly, and the causes of the sudden deviations from
the usual conditions are handled efficiently. The TCDB
should be downloaded and regularly updated by the
navigation device of all vehicles. The updates must not
be sent on the same channel as the emergency messa-
ges, but some other means of wireless Internet access,
like Wi-Fi hotspots in the parking lots or near the traffic
lights. A vehicle with an outdated TCDB should not take
on the role of a Decider.
Equation (5) also contains hD, the length of the next
road segment the message might be forwarded on. The
length in meters can be read from the digital map, and
the Decider came to the junction from that road, so it
should have some signal strength and next hop distance
measurements. The LUD protocol, as mentioned earlier,
needs a MAC protocol that selects the farthest node in
the given direction, which implies that the MAC layer is
capable of providing the necessary data.
4.2. Forwarding
The decision scheme and the gathering of its input
data are the most important parts of the LUD protocol,
but there are also some less obvious, but very interest-
ing details of the protocol. The characteristics of the radio
channel and the properties of the urban environment
provide some challenges, but they also offer opportuni-
ties to improve the efficiency of the emergency message
dissemination. The five fields the routing header of the
packets should contain are: a unique identifier of the
notification, the rebroadcast probability, the location of
the source, the target junction (the one the message is
heading to), and the previous junction (where its p was
last set).
Every multi-hop routing algorithm needs to avoid rout-
ing loops. Even if the lifetime of the messages is limited,
the bandwidth waste of delivering a message to nodes
that already received it is not acceptable. In the case of
LUD the problem is severe, as it is expected that the
emergency messages are generated in large quantities.
By exploiting the information sources of the protocol, the
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Fig. 1.  Parameters for the decisions along a path
routing loops can be avoided with a simple, stateless
test: the p rebroadcast probability must be set to zero if
the Decider sees that the next junction of the message
(where the Decider came from) is closer to the source
than the current one. The position of the source must be
included in the packet header for this to work, but the
message has to contain it anyway, because it carries a
notification about a local change in the traffic conditions
with the location of the event.
The messages are broadcasted along all possible
paths. Multiple instances of them are spawned in a junc-
tion, because the vehicles arriving from all directions be-
come Deciders and they all set the rebroadcast proba-
bilities for the road segment they came from. Locking
the dissemination of a message to the road segment
the two junctions define (the position of the last deci-
sion and the supposed next junction) is beneficial for the
multi-path dissemination. The coverage area becomes
entirely defined by the decisions, and there is less over-
head if the messages cannot “wander” around.
The source can choose in which direction the mes-
sage should start to spread if the Deciders let messa-
ges into new road segments only if their target junction
is the current one. The most common scenario in IVC is
the backward propagation: the vehicle that detects some-
thing notifies the other vehicles that follow it. In LUD the
source sets the target junction of the message to the one
behind it, and the previous junction to the one ahead of
it. Using the notations of Fig. 1, the message reaches
junction 0, but the Deciders drop it due to the target mis-
match.
The packets are distinguished by the unique identi-
fier of the notification they carry, and the identifier of
the two junctions that define their actual road segment.
When two instances of the same notification go along
a road segment they are indistinguishable, and they fuse
into a single instance. The coverage area becomes smal-
ler due to this, and Equation (4) is also not entirely true
anymore, because some of the possible propagation
paths are cancelled. However, the gain in the number
of duplicated messages being eliminated makes it worth
it.
4.3. Reliability of the dissemination
Emergency message propagation, like any other sys-
tem, has its own reliability criteria. These criteria can be
organized into two categories: the ones the MAC pro-
tocol is responsible for, and the ones the dissemination
protocol must meet.
The calculation of the size and shape of the coverage
area, as we presented in the previous section, consid-
ered the only reason of packet drops being the coin flip
trial of the Forwarders. The wireless medium is, however,
highly unreliable and spontaneous packet drops caused
by interference, noise and fading are inevitable. There
are numerous MAC protocol proposals for VANETs that
ensure a particular level of reliability (e.g., [7]), and it
should also be possible to combine them with one of the
directed broadcast MAC protocols mentioned earlier.
The tradeoff between reliability and propagation speed
is the most important design aspect of the MAC proto-
col, as emergency messages need to be propagated
fast, and no vehicles should remain uninformed, but this
is out of the scope of this paper.
A major advantage of the memoryless nature of the
decision scheme lies in its simplicity, but unfortunately it
also has a serious drawback. The standard deviation (the
square root of the variance) of the geometric distribu-
tion is √p /(1– p), which almost equals its mean (1/(1– p)).
This means that the dissemination is highly unreliable,
because the message can be dropped at any time, and
reaching zero or very few hops has a too high probabili-
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Fig. 2. 
Hop lengths in realizations of 
the geometric process
ty. The high variance of the geometric process is caused
by the terminal verdict of the elementary trials. 
According to simulations for a single road, shown in
Fig. 2, there are high peaks in the hop lengths, and af-
ter sorting the results numerically the dominance of the
ones that are smaller than the mean becomes clearly
visible: the stairs are broad for small values, and the
peak at the end is much higher than the mean. The dif-
ference between the resulting coverage area and the
theoretical one should be minimized in order to improve
the reliability of the dissemination.
Reducing the variance of a distribution is best done
with averaging. There are two possible ways to produce
an averaged dissemination area. One is to send more
notifications of the same event – this is easy, as events
are usually detected by more than one vehicle, and the
only thing to do is not to suppress additional notifica-
tions. This solution, however, increases the number of
messages flowing in the network, wasting the precious
resources.
A better way to decrease the variance is to modify the
elementary coin flipping trial of the Forwarders to make
the resulting distribution the average of k independent
runs. The modified trial is a voting game: the message
only gets dropped if k nodes voted for dropping. This
scheme results in a smoother distribution, as the verdict
of an elementary trial is not a terminal one. However, it
is not memoryless anymore, because the counter of the
dropping votes must be included in the packet header.
To restore the expected value of the hop count, the re-
broadcast probability must be decreased to:
(6)
Fig. 3 shows the simulation results for the band of
standard deviation around the mean for the geometric
process and two averaged processes. The effect of the
averaging, i.e., the decreased standard deviation means
an increase in the reliability of the dissemination. It is
also visible that using this modified scheme messages
go at least k hops, but it has no harmful consequences.
5. Summary and conclusions
The Localized Urban Dissemination protocol provides a
limited flooding by using a gossiping scheme that ran-
domly drops packets with a given probability. In urban
environments the buildings block the propagation of
radio signals; hence the area that must be covered by
the dissemination can be determined by using a digital
map. Using information about the usual traffic condi-
tions, the vehicles being in the junctions can decide if
it is worth forwarding the message in the next road seg-
ment or not. The shape of the coverage area evolves
dynamically as a result of this chain of decisions.
In theory, the LUD protocol is well suited to emer-
gency message dissemination, as the distributed com-
puting eliminates the long delay the source would need
to spend on calculating the shape of the coverage area.
It also uses locally available knowledge, like the actual
traffic density, which improves the quality of the cover-
age area. Here, quality means that nodes that actually
need the information should receive it, but the precious
bandwidth of the wireless channel should not be wast-
ed with superfluous packets.
Simulations have shown that gossiping limits indeed
the message flood into the designated area. The dis-
advantage of the random packet drop is the high vari-
ance in the hop number the messages reach; howev-
er, a simple change in the behavior of the Forwarders,
and a stored state in the packet headers can increase
the reliability of the protocol to an acceptable level.
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Fig. 3. 
Comparison of the standard
deviation of the geometric
and the averaged 
disseminat ions
In the future the continued theoretical inspection
might reveal other interesting properties of the LUD pro-
tocol, and we expect that its efficiency can be further
increased with additional small modifications to one of
its algorithms. Packet level simulations will also be need-
ed to analyze the effects of the packet collisions and
node mobility on the multi-hop dissemination.
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1. Introduction
Wideband indoor wireless systems are gaining increas-
ing importance nowadays. This is why the analysis of
MIMO systems which eliminate the problems of indoor
propagation is of primary significance. In case of indoor
propagation a frequent problem is that there are dis-
turbing objects between the transmitter and the recei-
ver antennas, consequently there are no direct line of
sight in the wireless channel. The objects in the chan-
nel adversely affect the transmission because they scat-
ter and reflect the signals, resulting in attenuation and
phase errors. MIMO systems can be a solution to these
problems.
MIMO system can eliminate the phase, distance and
polarization diversity. Thus in an indoor environment the
theoretically highest channel capacity can be nearly
achieved. It is known that the channel capacity scales
linearly with the number of antennas at both the receiv-
er and transmitter for complex Gaussian fading chan-
nels. When designing a complete multiple antenna sys-
tem we have to try to approach a maximal mean capac-
ity with a minimal number of antennas in the system.
For multiple antenna systems an important problem
is the reduction of the number of antennas for practi-
cability and usability reasons. We will assume that the
multiple antenna system with three elements on both
the receiver and transmitter issues is the simplest struc-
ture for the highest mean capacity.
In this paper we present simulation and measure-
ment results for the channel capacity of a 3x3 MIMO
antenna system. The aim of this research is the maxi-
mization of a MIMO channel capacity for indoor envi-
ronment. Three-dimensional (3-D) double-bouncing (DB)
stochastic scattering model was used for the channel
simulations. The dependence of the channel capacity
on the antenna position was analyzed by simulations
[1,2]. 
We have also examined the effect of the frequency
dependence of the antenna system (in case of conju-
gate-matching and non-conjugate-matching) for the chan-
nel capacity. Based on the results of the simulation we
have created the antenna system and measured the
antenna parameters and the channel capacity. In this
paper we present the results of the measurements which
clearly confirm our simulations. We will point out to the
difference between the two antenna structures.
2. Simulation model 
and calculation methods
The investigated MIMO system contains tree wire di-
pole antennas both on the transmitter and the receiver
device.
2.1. Wire antenna analysis
Let us consider an antenna consisting of many arbit-
rary oriented wire elements. Starting with Maxwell equa-
tions and by enforcing the boundary condition for the to-
tal tangential electrical field on the antenna wire, it is pos-
sible to obtain the simplified general integral equation for
arbitrary oriented wires. The tangential component of the
electrical field generated by the current which flows on
the conductor’s surface is Estan while the incident field
generated by the excitation is E itan. Then the boundary
condition is (1)
on the conductor’s surface. The Es electrical field can
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Fig. 1.  Thin wire geometry
The Pocklington’s procedure, applied to wire anten-
nas, supposes the current to be located over a thin fil-
ament over the conductor (Fig. 1).
The Pocklington’s integral equation can be obtain-
ed finally by substituting (2) into (1).
(3)
The Method of Moments (MM)
Operator equation (3) has the form
(4)
where 
L represents the linear integro-differential operator,  
ƒ is the unknown current and 
g is the known excitation.
The ƒ should be determined and MM expands by a
set of N known expansion functions (ƒ1, ƒ2, ƒ3, ...), as a
linear combination
(5)
The αn expansion coefficients are to be determined
for the selected set of expansion functions. Substitut-
ing (5) into (4) and considering the linearity of L, we have
the equation for N unknowns:
(6)
Taking the inner product of (6) with other set of func-
tions, the weighting functions, the system of linear equa-
tions can be derived:
(7)
Comparing (7) and (3), the system of equations to be
solved can be written in the form
(8)
where
[Zmn] is the impedance matrix,
[Vm] is the voltage vector.
The inner product is defined as a line integral over
L and using the Galerkin method to simplify the equa-
tion (8), the impedance matrix and voltage vector ele-
ments are as follows:
To solve (8) we used piecewise sinusoidal expansion
and weighting functions.
The resulting mutual impedance between MIMO an-
tenna elements can be obtained using the N port ana-
lysis to the whole system of antennas. 
2.2. 3D – environment simulation model
The antenna system is situated in a 3-D scattering
environment indoor channel. Waves of arbitrary polari-
zations are incident on the antenna structure from all
possible directions. The waves launch from the trans-
mitter antennas and first they reach the elements of the
primary reflection surface and from here they re-scatter
to the second group of scatterers and finally they are
reflected to the receiving antennas. The transmission
matrix (H) which connects the receiver and transmitter
antennas is filled by assuming DB scattering [1,2].
Our multiple antenna system is composed of Mt=3
and Nr=3 electric dipoles at both the transmitter and the
receiver units. In this way, the transmission channel mat-
rix H consists of nine transmission links (3x3). At the start
of the simulation the antennas were oriented in the Z
axis and later they were rotated toward the X-Y axes
(the structure was opened like an umbrella). The radia-
ted electric field of each dipole is applied for the calcu-
lation of the transmitter matrix. The current distribution
for each electric dipole is sinusoidal, which is often as-
sumed for finite length dipoles. Fig. 2 shows the method
of rotating of antennas in the simulation structure [3]. 
Fig. 2.
3x3 MIMO antenna structure for maximizing the mean
capacity by rotation of the antennas, parallel 
at the transmitter and the receiver units, from the axis Z
toward X-Y plane (it’s opened like an umbrella)
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This simulation model statistically describes the ma-
terial, surface and motion of these objects which results
in phase and amplitude error in the course of propaga-
tion. By this method we could describe the continuous-
ly varying indoor environment.
For a MIMO radio channel with channel matrix H,
the SVD is given as H=SVDT, where S and DH (complex
conjugate transpose of D) are complex unitary matri-
ces, V=diag (√λ1 ,...., √λr) diagonal square-matrix with
λ1 , λ2,...., λr  are the positive eigenvalues of HHH and
r≤min{Mt,Nr} denotes the rank of HHH. With the assump-
tion of known channel at the transmitter, the theoretical
capacity from water filling [4] is given as
(9)
where SNRi =Pt /σ2 is the individual SNR of the eigen-
modes after water filling and r’ denotes the number of
useful eigenmodes with positive power allocation [4,5].
3. Results of simulations
3.1. Effect of mutual coupling for the channel capacity
We simulated the motion of the antennas by the ro-
tation method described above. At the beginning of this
simulation the antennas are parallel with the axis Z. In
the midst of the simulation the antennas opened in the
space like an umbrella. At the end of the simulation the
antennas reached the X-Y plane. In this case the an-
tennas are on the farthest position, where the phase
between antenna and axis Z was changing from 0° to
90°. The result of the simulation shows perfect symme-
try for the X-Y plane. We look for the perfect position
for the maximal mean channel capacity in considera-
tion of the effect of mutual coupling in case of conjugate
matching and non-conjugate matching. Fig. 3 shows
the mean capacity versus the angle of rotation.
Fig. 3.
Channel capacity of a 3x3 MIMO antenna system, 
in the normal case, in the case of mutual coupling 
with and without conjugate matching
In Fig.3 when the rotation angle is zero the antenna
elements of structure are close to the Z axis, and when
the phase is ninety degrees the antennas are on the
X-Y plane. 
In normal case the maximal channel capacity is a-
bout 45°. In case of conjugate matching the maximal
channel capacity is at 70° and without conjugate match-
ing the capacity is maximal and approximately constant
from 50°. We chose the 45° – structure, because the re-
alization was the easiest in this case, since the anten-
nas were on three different edges from one corner of a
cube in this adjustment.
3.2. Alternation of frequency
In the next phase of simulation we investigated the
mean channel capacity for various frequencies. It was
easy to realize by changing the length of antenna at a
constant wavelength. Fig. 4 shows the result of the si-
mulation. 
We investigated the effect of the mutual coupling for
0.05 to 0.45 antenna length to wavelength ratios. The
optimal is when the dipole length is l /λ > 0.35). Evidently
we found that in case of conjugate matching the mean
channel capacity is higher than for non conjugate match-
ing case. According to our expectation the effect of the
mutual coupling is stronger if the antenna-length is re-
duced. 
4. Measurements
Based on the results of the simulation, the realized an-
tenna system both on the transmitter and receiver side
were built on three different edges from one corner of
a virtual cube. We made two different structures: the
first was like the simulated unit, the other was a modi-
fied variation of the preceeding constellation (Fig. 8).
The antennas are shifted from the edges to the cen-
ter of faces which are touched at edges Fig. 5.
Simulation and measurement of a MIMO antenna system
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Fig. 4.
Mean capacity of a 3x3 MIMO dipole antenna system 
versus of l /λ, with (o) and without ( ∗ ) effect of 
mutual coupling
Fig. 5 and 6 show the realized antenna structures.
The result of the measurement are the Sij (mutual cou-
pling) and Sii (reflection) parameters of the antennas.
Fig. 6 (antennas on faces) and 9 (antennas on edges)
show these results. From the S parameters we calculat-
ed the mutual coupling values and the mean channel
capacity (Fig. 7 and 9). 
The results show that the second structure (anten-
nas on the faces) is better than the first one, because
it realizes the highest channel capacity. Note that the
antennas in the second case (antennas on the faces)
do not disturb each other, because they are placed far
apart.
The next challenge will be the direct measurement
of the channel capacity. So far we have carried out a
test measurement.
5. Conclusions
In this paper we investigated a 3x3 MIMO antennas
system. Simulations were made for analysing the effects
of antenna positions on the mean channel capacity. We
found that the maximum mean channel capacity is a-
chieved by the structure in which the antennas are per-
pendicular to each other. We examined the frequency
dependence of the antenna structure also by simula-
tion in case of conjugate and non-conjugate matching.
The simulation gave the expected results, thus the maxi-
mal channel capacity is at l /λ = 0.35 in case of conju-
gate matching. 
Based on the simulation results in the realized and
measured structure the antennas were perpendicular to
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Fig. 8.  Three antennas on the edges
Fig. 10.
Calculated channel capacity versus frequency
Fig. 9.  Measured S parameters versus frequency
1. Introduction
Seamless information mobility is a requirement in the
today’s world. Although there are many operating solu-
tions there is still need for IP mobility since IP is the
most widespreadly used protocol. The communicating
equipments are identified with their permanent IP add-
ress and the communication is done on IP networks.
Many works have discussed the problem of managing
the movement of the clients since the Internet was de-
signed to be static and does not support mobility by it-
self. There are different solution proposals for the prob-
lem and all of them have their drawbacks and good
features. 
If one takes a close look at these systems they al-
ways deal with the tradeoff between complexity (simpli-
city) and optimality. Naturally, this can not be resolved
but we will transform it into another dimension: from net-
work level to individual level.
In this paper we introduce an agent based mobility
management strategy. This is an alternative point of
view and it could be easier to implement our solution,
than the classical ones. We do not say that we have
found the optimal system to provide IP or other kind of
mobility but we will come up with a new idea and frame-
work which is very different from the classical approach-
es and can be the most cost-efficient in many cases.
The basic idea is that, unlike in the GSM or Mobile IP
(both IPv4 and IPv6), the network will no longer have
to provide any logic for the management algorithm. The
whole network can remain simple and the nodes will
only have to handle simple commands by recognizing,
executing and forwarding simple messages generated
by the mobil entity itself. The management system is im-
plemented in the mobile client, consequently each node
is able to choose the most suitable mobility for itself on
the same network. 
We show how to apply the classical strategies like
cellular or hierarchical approaches to our system. First
we will present a protocol description and define the
Client-based Mobility Frame System then we give simple
mobility applications like the Mobility Management Sys-
tems itself. 
2. Client-driven Mobility Frame System 
We have introduced the new idea and explained the
basics of its operation. In this Section we will define a
Client-driven Mobility Frame System (CMFS) specifying
the basic roles in the network and what capabilities the
fixed network nodes are required to have to be able to
communicate with the moving entity. A simple method
will be given for the mobile node to discover the service
network and build up its own logical network. We will
handle the cleansing of the service network database.
2.1. Some basic notations
Since there are many kind of notations in this field,
to avoid misunderstandings, some of the basic ones we
use are defined here. The mobility model will be the same
abstract one as in one of our previous works [1]:
• The Mobile Nodes (MN, alias mobiles, moving enti-
ties) are the mobile devices who want to communi-
cate to any other mobile or fixed partner.
• There are Mobility Access Points (MAP) as the only
entities who are capable to communicate with the
Mobile Equipments. (Note: mobility does not neces-
sary imply radio communication. It means only that
the Mobile Node changes its Mobility Access Points
and when it is attached to one, communication be-
tween them can be established).
• The Mobility Agents (MA) are network entities run-
ning the mobility management application. 
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In this paper a new mobility management approach is introduced. The main idea in this approach, that not the network but the
mobile node should manage the mobility for itself (similarly to the IP concept). The network nodes provide just basic services
for mobile entities: connectivity and administration. We construct a protocol called the Client-based Mobility Frame System
(CMFS) for this mobility environment. We propose some basic mobility management solutions that should be implemented in
the mobile clients and provide details about a working simulation of a complete Mobility Management System. Examples of
mobility management approaches such as the centralized- and hierarchical or cellular-like ones are also defined and hints
are given what kind of algorithms might be implemented upon the Client-based Mobility Frame System. After the theoretical
analysis a simulation shows the applicability of the newly introduced protocol framework.
• There is a Core Network that provides communica-
tion between the Mobility Access Points and has a
structure that can be described with a graph. Ver-
tices are either Mobility Access Points or Mobility
Agents other serving nodes who is not part of the
mobility management application and the edges
can be any kind of links (even radio links) for the
data communication between the vertices.
• Home Agent, a special MA that is a kind of basis
to the Mobile just like in the Mobile IPv4 [6] or the
Mobile IPv6 [7] case or the HLR in the GSM case.
Whenever the MN is paged its exact or approximate
location can always be found in the database of
this node.
2.2. The idea
The client driven mobility management we introduce
is inspired and based (but does not depend!) upon the
fact that a mobil user typically moves within a range of
access points and rarely leaves to far away agents. In
order that the mobile could manage its own mobility it
has to maintain a database of the nodes it communi-
cates with. This is called the Logical Network (LN). The
MN always should be able to have an up-to-date infor-
mation of the nodes of this network. The size of this de-
pends on the algorithm the mobil uses.
To give an example we will show later that to imple-
ment a basic Mobile IPv4-like solution on our framework
system the MN only has to maintain information about
3 (or even only 2) nodes in the network so for a node
with very limited capacity this can be a good enough
solution.
We want to point out that the most important advan-
tage of our solution is that the service providers do not
have to choose an exact mobility approach, which could
be very inefficient. The mobile nodes in CMFS can choose
the optimal algorithm for themselves, thus the mobility
solution can be the most cost-efficient and adaptable
for various circumstances.
2.3. Network discovery
In order to implement more complex mobility manage-
ments, the MN should construct and maintain a larger
logical network, it have to get to know the network enti-
ties. There are several algorithms to discover hetero-
geneous IP networks. In this paper, we do not focus on
the selection of the most efficient or optimal one. We
introduce a simplest method and aim to prove that the
system we propose actually works.
Although the simplest would be to use the special
IP packet options value for network layer packet trac-
ing, it is not feasible since most network entities are not
able to interpret these packets due to lack of imple-
mentation and poor specification. The other possibility
is to use the traceroute application or anything like that
which does not depend on any facilities and use the
TTL (Time To Live) function of the IP. By using small TTL
values which quickly expire, traceroute causes that the
routers along a packet’s normal delivery path generate
automatically an ICMP Time Exceeded message. We use
a similar method in our own protocol specification. We
implement it in the update procedure. Let us examine
this update and network discovery function without a pre-
cise protocol specification. (As for the protocol implemen-
tation, see the next section). 
For a basic algorithm like MIP [6] at the first step, the
Mobile Node (MN) registers with its Home Agent (HA) that
is the first Mobility Access Point (MAP) in the Logical
Network (LN). Then the MN moves to a Foreign Network
(FN). It gets a Care-of-Address (CoA) as in the MIP so-
lution but also tells the MAP what it should do: whether
it should register with the Home Agent (HA) or with any
other Mobility Agent (MA) etc. If the MN wants to know
the path to the HA, then it sets a bit in the register mes-
sage, which triggers reply messages with a timestamp
from all, or only from specific MAs on the way. The tim-
stamp could be used to determine the weight of the links
towards the MAs. The MN records the discovered MAs
to its database and to the Logical Network it maintains.
A client-driven mobility frame system
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Fig. 1.  The logical network build-up
Based on this information it can implement more com-
plex management algorithms. When it moves to anoth-
er network and communicates with another MAP it can
delete the former one from its database and proceed.
This is how the MN can maintain the whole network it
has to know. More complex Network Discovery proce-
dures are going to be discussed when needed.
2.4. The requirements for the network MAs
To be able to serve the MNs and their algorithms we
define requirements for the network. Once, the MAs are
aware of all of them, an MN can use any kind of Mobility
Management Strategy (MMS) for itself. This also means
that different terminals are allowed to use the most suit-
able MMS for themselves.
Since all the management is MN initiated, the MA
has to provide a kind of routing function. The HA should
always know where to route a packet towards the MN,
or drop the call. There should be a database registry for
this, for example an association between the MNs per-
manent IP (Care of Address, CoA) and routes: where to
forward the packet towards the CoA. All the MAs should
work in a similar way. Once the MN with its CoA is pa-
ged at an MA it should route the packets to the MAP of
the MN. If there is no route to the MN it should simply drop
the packets. How can an MN register to an MA? When
it attaches to a new MAP after a successful handover
it naturally registers there. It also adds the information
whether this MAP should continue the registration pro-
cess to an MA in an upper level or not. 
Let us construct such a message:
[Dst: MAPi, Src: MN, Actions: Register MN to MAPi via MN;
[Dst: MAj , Src: MAPi, Actions: Register MN to MAj via MAPi,MAPii,MAPiii;
[Dst,Src,Actions: ; ;
[ ...





What the MA should do is to understand this mes-
sage and maintain the following entry in its database:
if the paged node is MN then it should be searched via
HA, MAn, ..., when MN is searched at MAj then MAj
knows that it can be reached MAPi, MAPi i, MAPi i i mean-
ing that the packet is routed to all the 3 nodes repre-
senting a CIP-like algorithm [2]. If there is no such mul-
tiple route and the messages do not always contain
the HA, then a HMIP-like protocol [3] is implemented. If
there is an update that goes from MN directly to HA,
then a MIP-like approach [6] is implemented, if these
last two kind of messages are mixed then a DHMIP-like
approach [5] is presented. If the node sends messa-
ges like
[Dst: MAPi, Src: MN, Actions: Register MN to MAPi via MN;
[Dst: MAPi¡1 //The former node//,
Src: MN, Actions: Register MN to MAPi¡1 via MAPi
]
]
then a HAWAII-like protocol [8] is implemented. 
In case of wireless tracing (for example LTRACK [4]),
two different messages would be sent:
[Dst: MAPi, Src: MN, Actions: Register MN to MAPi via MN;]
[Dst: MAPi¡1 //The former node//,
Src: MN, Actions: Register MN to MAPi¡1 via MAPi]
We have provided an implementation example that
can be modified after reasonable discussions but just
like IP or any kind of protocol it should be standard in
any network the MN wants to communicate in.
2.5. CMFS Protocol
For specification of the aforementioned command
structure we developed an application layer protocol
called CMFS Protocol (CMFSP). A CMFSP message is
carried in UDP packets. We have chosen it instead of
the TCP because the TCP does not operate well with
the radio interfaces. The TCP conceives the high bit er-
ror rate of the radio channel as congestion, and de-
creases the window size that ends in significant speed
fall-off. For this reason the mobility applications gener-
ally use UDP to the communication. 
The CMFSP message structure follows strict rules as
it can be seen in Fig. 2.
The header contains 4 fields of 1 byte elements, a
type, length, flags and number of actions and a 4 byte
element. Presently two different types of CMFSP mes-
sages are differentiated, a request and reply message.
The length shows the full length of the CMFSP packet
included the header. The destination tells the node that
it has to process the message. The first bit of the flags
field is the trace bit (F). If it is set to 1, it means the first
MA on the way to the HA must send a CMFSP reply mes-
sage, in order that the MN be able to build its Logical
Network. The second bit of the flags is the specified
trace bit (S). In this case only the MAs must send reply,
which are labelled in the CMFSP message. The third bit
(L) means all the MAs on the way to the HA must send a
CMFSP reply message. The last bit of the flags (C) is set
if MN wants to get capacity information from the MAs. 
The payload of the CMFSP message contains the
actions, which have to be accomplished at the specific
nodes. One can see that there are three different kinds
of actions defined. The first is the Register action that
indicates a route registration in the given MA via the
given destination to a specified target. The second type
is the Delete action that erases the specified registered
data from the MA database. The Send action type ins-
tructs the MA, that the payload of the action field has
to be send as a CMFSP message.
3. Examples of mobility management
strategies implemented in CMFS
The good thing in the Client-based Mobility Frame Sys-
tem is that not just all the MNs can use different hand-
over management strategies but a single MN can switch
between them easily upon request or in a seamless way
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if implemented so. What the MN does is collecting the
network parameters and makes decisions upon them
and commands the network nodes accordingly with the
messages defined above. Here we will show how to
implement the most common mobility approaches like
solutions into our Client-based Mobility Frame System.
3.1. Personal Mobile IP – PMIP
The operation of Personal Mobil IP is simple and
easy. Once the MN attaches to MAP it registers itself to
the HA. The operation is very similar to MIP and has a
great advantage. The MN has to make no extra com-
putation and has to maintain no extra database while
there are always a few routes in the MAP.
[Dst: MAPi, Src: MN, Actions: Register MN to MAPi via MN;
[Dst: HA, Src: MAPi, Actions: Register MN to HA via MAPi];
[Dst: MAPi¡1, Src: MAPi, Actions: Delete MN in MAPi¡1 via MN]
].
Where the second message is needed only if clear-
ing the network is up to the MN unlike in MIPv4. This
solution is referred as pure PMIP (P-PMIP). 
The simple PMIP protocol operates alike MIP and
has approximately the same capacity consumption as
well as we will see later. We would like to point out that
the MN has to maintain a Logical Network of three nodes
only. However, a great benefit of our proposal is that
any MN can implement different version (e.g. soft hand-
over) of the protocol without any modification in the net-
work entities. 
Then the Extended PMIP (E-PMIP) is an example of
extension of PMIP when there is no packet loss and no
obsolete routes in the databases of the MAs but of
course the messages are more complex. 
One can see what happens in case of a handover
on Fig. 3.
[Dst: MAPi, Src: MN, Actions: Register MN to MAPi via MN;
[Dst: MAPi¡1, Src: MAPi, Actions: Register MN in MAPi¡1 via MAPi;
Delete MN in MAPi¡1 via MN;
[Dst: HA, Src: MAPi¡1, Actions: Register MN to HA via MAPi;
Delete MN in HA via MAPi¡1;
[Dst: MAPi¡1, Src: HA, Actions: Delete MN in MAPi¡1 via MAPi
]]]]
The performance analysis can be found in Section 6.
3.2. Personal Hierarchical Mobile IP – 
PHMIP
The operation of a HMIP micro-mobi-
lity (talking about an only two-layered hi-
erarchy) would pose the question: which
node should be the MA in the hierarchi-
cal mobility approach. We suppose that
seeing the traceroute messages, the MN
can decide it. The messages are again
simple and easy to construct. 
More problems arise when talking a-
bout multiple layered hierarchical solu-
tions. The MN has to make complex cal-
culations for setting up the network tree
but still the only problem will be to locate
the logical junctions in the node (those
MAs which are not MAPs). However, once
this is solved the implementation again
easy since there is no need to configure
the network itself and implement the pro-
tocol in a static way. 
Now let us give a simple method to
choose the MAs that will be used to con-
struct the hierarchy tree of the network.
At the beginning the MN is attached
to its HA then it moves to another MAP.
The MN records all the MAs along the
way (from the MAP to HA). Then when it
makes a handover it records the way
again. The first common element of the
route (from the MN) is then dedicated to
be a Hierarchy Point. 
This method is very easy to imple-
ment and rather simple. We show in our
simulation work that it still outperforms
the basic protocols.
A client-driven mobility frame system
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Fig. 2.  CMFSP message structure
3.3. Personal Tracking Mobile IP – PTMIP
A tracking-like (see Fig. 5) solution would be again
easy to implement. In this case the tracking handover
is introduced when the MN orders the new MAP to re-
port always only to the previous MAP it was attached to
like in the DHMIP [5] or LTRACK [4] protocols. 
When the MN is paged the message is sent through
all the nodes along the way. For this reason, after a
number of tracking handovers the MN performs a nor-
mal handover i.e. registers back with the HA (or to some
hierarchy point in a more complex solution).There are
many proposed methods to decide between the two
types of handovers. In our simulation we implemented
a simple suboptimal solution when the MN registers back
at every i th step.
3.4. Personal Cellular Mobile IP – PCMIP
Since the widespread use in GSM the cellular solu-
tions became popular in most mobility applications. The
idea is to avoid registrations when the MN moves with-
in a given set of MAPs but then it has to search for it at
each MAP when it is paged. There is a extensive litera-
ture of cell forming algorithms. We give an alternative
one.
We want to point out that in this case the paging
areas are different for each MN and are formed in an
almost optimal way by each MN individually. We expect
better performance in large networks. The MN should
send registration messages only when it moves to a
new Paging Range (PR). 
In this case it orders the leader of the new Paging
Range to register at an upper level that the MN is in the
PR. The MN also tells the IDs of the MAPs in the Pag-
ing Range (PR) to the leader of the PR so that the lat-
ter be aware who to broadcast the messages when the
mobile is paged. 
The following message tells to the specific MAP (the
leader) the MAPs (MAPi, MAPi i) belonging to that given
PR:
[Dst: MAPleader //The leader of the paging area//,
Src: MN, Actions: Register MN to MAPleader via MAPi, MAPii, ... ,
[Dst: HA, Src: MAPleader, Actions: Register MN to HA via MAPleader
]
]
The problem to solve for cellular algorithms is the
problem of forming he Paging Ranges. Forming the cells
at an optimal cost using the total frequency of hand-
overs on aggregate level (not individually for each MN)
is NP hard. Consequently, the problem is NP hard for
only one MN too. However, there are alternative solu-
tions giving a solution that is good enough.
4. Simulation and numerical results
We have made a simulation to show at first that or pro-
posed method actually works and secondly to compare
it with existing technologies. The simulation was written
in the open source OMNet++ [13] using C++ language.
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Fig. 3.
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The simulation consists of two main
modules, namely MN and MA, and
some other simple components that
are needed to model the operation en-
vironment (Fig. 6). The two main mo-
dules have similar internal structure.
Both has a DataSender and a Data
Receiver to be able to send and re-
ceive messages while their logic is hid-
den in NodeCore MN and NodeCore
MA, respectively. 
The whole CMFS protocol is imple-
mented in the Node Core components.
The NodeCore MN constructs CMFS
messages, maintains a database and
builds up the Logical Network. The
NodeCore MA understands the CMFS
messages and executes the actions,
maintains the database and routes the
messages and packets using it. 
The DataSender module creates traffic in the net-
work to a random target and at random times while the
DataReceiver is responsible for receiving and analyzing
it. The number and size of packets, the frequency of sen-
ding data and the possible targets for a node can be
set as a parameter of the simulation. The receiving side
measures the average number of handovers, number
of arrived/sent/lost packets and their averages in 1 min
but can be extended to record other QoS parameters
like delay or jitter too.
The Addressbook module is the template for the data-
bases in the MAs. The module Move is responsible for
the directions and frequency of movement of the MNs.
The Helper component implements some functions and
objects that are not logically part of any of the above
ones. 
We have constructed a virtual test environment con-
sisting of 9 MAs and 9 MNs with the initial MN distribu-
tion depicted in Fig. 7. 
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The component structure of the simulation of 
CMFS written in OMNet++
Fig. 7.  
The test-network used in the simulation
We have run the simulation on various mobility para-
meters for all the algorithms separately. All the nodes
made calls according to a Poisson process to random
targets with a biased uniform distribution so about 80%
of the calls were terminated at mobile clients. The mo-
bility ratio (number of handovers per received call) was
varied to show how it affects the performance. 
The performance of the protocols is depicted in Fig. 8.
However at low mobility level (when there are only a few
handovers between two calls) E-PMIP is better than the
classical MIPv4 but as the mobility ratio increases the
protocol performs worse in terms of signalling load on
the network. It is because it requires more operations and
messages in the network to provide better QoS para-
meters. We can see that the P-PMIP is always better
than the MIPv4. This is because if we look at the two pro-
tocols both have the same signalling strategy but MIPv4
needs Agent Advertisement messages to maintain con-
nectivity while in the client based system it can rely on
lower layers. We can conclude that the basic solutions
work at approximately the same costs. However, E-PMIP
shows that it is possible to improve the performance
while not changing the protocol at all (only on the MN
side). 
In the simulation we implemented the PTMIP also,
and we examined it with different tracking handover num-
bers. Fig. 9 shows the results. More interesting simula-
tions can be applied in the OMNET++ framework deve-
loped by us, but the most important conclusion can be
seen: the CMFS is correctly works, and all the well-
known mobility protocols can be implemented in it. 
5. Conclusion
We have introduced a mobility management system that
solves IP mobility from a very different point of view than
any other mechanism known so far. 
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Fig. 8.
Comparison of the three mobility 
management systems MIPv4, PMIP pure
and PMIP extended. 
The horizontal axis shows the number of
handovers between two arrived calls
while the number of bytes transmitted 
on the network by each protocol is 
presented on the vertical axis.
Fig. 9.
This figure depicts the performance of
three tracking-l ike approaches namely
PTMIP with 1, 3, 5 tracking handovers.
Note that for this simulation a couple of
addit ional l inks were inserted into 
the network.
We have shown example algorithms taking ideas from
classical solutions. We prepared a simulation and test-
ed our protocol in operation. Using it we compared the
performance of some basic solutions and we have shown
that extensions may be beneficial for both the MN and
the network. Further extensions are possible: since the
MN records the details of a MAP it can also perform qua-
lity measurement or reliability measurement, thus clas-
sify the MAPs and networks and use this information in
the future (for example when multiple MAPs are avail-
able). 
We have shown how CMFS would work over IP. How-
ever, it is rather simple to extend the whole to IMS too.
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1. Introduction
Modifying the musical structure of existing polyphonic
pieces would create new dimensions in sound process-
ing. By splitting a recording into its source instrument
signals we could fix arbitrary notes in any recordings or
simply modify the melody of an instrument in a poly-
phonic piece. 
The problem lies in the fact that although it is pos-
sible to record a musical event using many microphones,
this is not common for various reasons, apart from some
exceptions in pop music. Moreover, multitrack record-
ings are also mixed down to two channels (stereo) in
most of the cases, which practically renders any attempts
to modify the original tracks useless. After this step the
individual notes in the recording cannot be modified,
only the whole signal can be altered using different kinds
of filters. 
In our research we have developed a sound source
separation system that allows for the separation of arbi-
trary note signals from the remaining part of the mix-
ture. The musical notes of interest can be selected by
the user, while the other notes remain in the mixture
unaltered. This approach makes our separation system
particularly applicable for fixing bad notes in existing re-
cordings.
As reliable automatic musical transcription and ins-
trument recognition is out of reach of today’s technolo-
gy, in our work we allow a reasonable amount of user
input and processing time to achieve better separation
quality. User input involves entering the musical score
(note onset/offset, frequencies, used instruments). Due
to the nature of real-life music, this input will never be
100% accurate, even if the user is presented with some
kind of hint about the concrete recording (e.g. a spec-
trogram is plotted and shown to the user). However, it
can be precise enough for getting a first rough estimate
on the note parameters in the recording 
There is a great need for complementary informa-
tion in sound separation in addition to the raw sound
signal that is being processed. The complexity of sep-
aration lies in the fact that the information we would
like to retrieve from the original signal is actually not
present. Significant amount of research work has been
devoted to regaining the lost information in different
ways. 
Model based systems represent a very promising
approach. In this category a parametric model of the
input sources is established that serves as a set of con-
straints on the output signals. The model parameters
are obtained from the mixture itself. The two main branch-
es of this area are rule-based algorithms [1] that use
prior information to build the model, and Bayes estima-
tion [2] where prior information is explicitly given using
probability density functions. In music applications, the
most commonly used approach is sinusoidal modeling
which suits the separation of pitched instruments and
voiced speech very well [3].
Unsupervised learning methods usually operate on
the basis of simple non-parametric models, and require
less information on the original sources. They try to gath-
er information on the source signal structures from the
mixed data itself using information-theoretical principles,
such as statistical independence between the sources.
The most common approaches used to estimate the sour-
ces are based on independent component analysis (ICA),
non-negative matrix factorization (NMF), and sparse cod-
ing. These algorithms usually factorize the spectrogram
(or other short-time representation of the signal) into ele-
mentary components. This is followed by clusterization
that builds the separated output channels from the ele-
mentary components.
This paper proposes a separation system that is ba-
sed on the model-driven approach. A global architec-
ture is given for the proposed separation system, while
its parts are also discussed in detail. The established
model, the instrument print is elaborated along with the
Simplified Energy Split algorithm that distributes the ener-
gy of the mixture between the output channels. The se-
paration system is capable of separating note signals
sharing the same fundamental frequency which is un-
solved by most of the other separation approaches.
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Decomposing a polyphonic musical piece to separate instrument tracks has always been a challenge. Isolating the tracks is
out of reach of today’s technology. This article proposes a novel method for the separation of monophonic musical record-
ings. The architecture of the proposed separation system is given. It uses samples of real instruments for regaining the miss-
ing data, thereby allowing for the separation and correction of recordings that cannot be retaken.
2. Overview of the separation process
The separation system operates in frequency domain.
For that reason all signals have to be transformed be-
tween time- and frequency domains at the inputs and
outputs of the system.
In addition to the usual STFT we also employ the fre-
quency estimation method proposed by Brown [7] which
provides a much more precise spectral image than the
standard STFT spectrogram. This method is elaborated
in [8] in more detail.
The system can operate in two modes. In the first
mode, the instrument print creation mode, the system
takes sample waveforms from real-life instruments and
transforms them to a representation that will later be
useful for separation purposes. For this purpose we pro-
pose the instrument print model that is based on the
bandogram representation of instrument sounds [8]. A
bandogram is similar to a spectrogram in many respects,
it can be obtained by summing the latter in certain fre-
quency ranges. For separation purposes we need sets
of instrument bandograms from each instrument play-
ing in the musical piece to be separated. 
Fig. 1 depicts the signal flow and blocks of the pro-
cess, while the notations used are explained in Table 1.
Section 3 elaborates the details of bandogram and in-
strument print creation. 
The second operation mode of the system, the sepa-
ration mode, is depicted in Fig. 2. It extracts individual
note signals from the source recording using three inputs:
the original music, the musical score that is entered by
the user, and the instrument prints that were created in
the first operation mode. The most important blocks are
the Simplified Energy Splitter (SES) and the beating-cor-
rection. The task of the SES is the redistribution of the
energy in the recording between the output channels.
The signals created by the SES often suffer from beat-
ing. This phenomenon is already present in the original
recording; however, it gets noticeable only in the sepa-
rated signals. The beating correction step targets to eli-
minate this artifact, which is covered in Section 5. 
3. Instrument Prints
Even today we do not have complete knowledge about
the process of human hearing. Most of the research con-
cludes that our brain stores some kind of memory of in-
struments [9]. This extra information helps us recognize
the melody in a complex mixture. In the process of sound
separation as well we need extra information, therefore
we try to copy the operation of the human brain. Our in-
strument model reflects this idea.
The proposed instrument model, the instrument print,
is a set of instrument samples originating from the same
instrument using different frequencies and intonations
(blowing strength of the flute, hardness of the piano key
hit etc.) Each print may contain one or more orthogonal in-
tonation dimension, depending on how ‘freely’ a specific
instrument can be played. 
There may be e.g. a ‘warmth’ and a ‘loudness’ dimen-
sion for saxophone notes, the values of which range from
1 to 10. These dimensions cannot always be defined in
mathematical terms; very often they can only be labeled
Note-based sound source separation of polyphonic recordings






Table 1.  Notation of the sound separation block diagram 
Fig. 2.  Block diagram of the separation phase
by subjective ones, like the two above. In short, an in-
strument print is much like a collection of samples of dif-
ferent ƒ0 fundamental frequencies and different values
in the intonation space. It can be illustrated by the fol-
lowing function:
(1)
where  t,mx ,ƒ0∈ R
+,
0<mx<mx , m a x,
0 ≤ t <∞,
0<ƒ,ƒ0 ≤ 20000Hz.
This function shows how amplitudes change over
time (t) over the frequency range (f) for a specific note
played on a certain ƒ0 fundamental frequency and play-
ed with intonation M. 
In reality it is sufficient to store the sum of the ampli-
tudes in certain frequency bands. This representation
is called a bandogram. The subbands are aligned on a
logarithmical frequency scale. A bandogram can be de-
fined as:
(2)
where ct,k and ƒ truet,k are the amplitude and estimated
true frequency of the kth component, ρ(ƒ,ƒ0,b ) is true
if the distance of ƒ and ƒ0 is exactly b subbands, where
b is calculated as
(3)
The width of the frequency bands is specified by R,
that is, the number of bands per octave. In our experi-
ments we concluded that R =12 provides good enough
resolution in frequency, and it is also easy to under-
stand as an octave consists of 12 semitones. In reality
we cannot store all the possible samples of an instru-
ment. Missing samples can be calculated by interpola-
tion. 
4. The separation problem
As the solution for the separation problem is extremely
complex, if at all possible, here we propose a simplified
solution that makes the separation possible at the ex-
pense of slightly lower quality. Let                                    de-
note the spectrum of the recording at time rτ (r ∈ N),  
and denote the 
spectrum of the i th note and the noise component, re-
spectively. The original separation can be formed as:
(4)
where
As (4) cannot be solved without any further con-
straints, it will be simplified in a way that the resulting qua-
lity loss is barely noticeable. Previous research [10-12]
concluded that the human ear is insensitive to the phase
information of sound signals as long as phase continu-
ity is guaranteed between subsequent frames. 
Based on these findings, (4) can be modified by eli-
minating the unknown σi ,r τ, k and δr τ, k phases:
(5)
thereby modifying (4) to the following form:
(6)
where we are looking for the values of |si , rτ, k| and
|drτ,k| for each i,rτ and k, if |crτ,k| and γrτ,k are known. 
Using the proposed simplification results in a slight
quality loss: beating caused by notes that are located
on close frequencies is not resolved directly. This arti-
fact is handled by a post-processing step.
5. The Simplified Energy Splitter
This section describes the heart of the separation pro-
cess, the Simplified Energy Splitter. The SES has the
task of redistributing the energy in the source recording
between the output channels, the separated note sig-
nals, using the instrument prints. The right prints are
selected using the score, intonation and instrument
information given by the user. 
We propose the following iterative algorithm for the
separation. We start with the spectrogram (c) of the ori-
ginal recording. Each output track will be denoted by its
s i spectrogram (zero in the beginning). In each step a
fraction of the amplitude content in the selected ban-
dograms is transferred from the amplitude spectrum of
the recording to the separated note signals into the right
frequency band. The amount of transferred amplitude is
a δ fraction of the energy in the used instrument prints.
May the recording no longer contain enough amplitude,
then the full remaining energy is transferred. δ can be cal-
culated as:
(7)
Each iteration comprises I substeps, where I denotes
the number of instruments in the time frame. In one sub-
step we transfer amplitudes to one output channel only.
The amplitude content of the recording in the d th itera-
tion and i th substep is as follows:
(8)
The amplitude content of the i th note is: 
(9)
The reason for using an iterative algorithm is as fol-
lows. In the case of one-step amplitude transfer we may
encounter cases where the right amount of amplitude
is transferred to the track of a loud output note while
the amplitude content of the recording decreases to
zero, thereby leaving no amplitude for other notes. This
case can be avoided by transferring only a fraction of
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the required amplitude in each step, ensuring a fair di-
vision of the energy between the outputs. The algorithm
is elaborated in earlier publications [8].
Cancellations in the recording
are much more audible after sep-
aration. However, in most cases
this artifact can be eliminated by
post processing. By comparing the
separated signals to the instru-
ment prints the cancellations can
be located and amplified back to
the right level.
6. Test results
The performance of the separation
system was inspected using syn-
thetic tests. Our test system is de-
picted in Fig. 3. We used the ins-
trument sample collection of the
University of Iowa [13] that contains
3841 different samples of string,
woodwind, brass and keyboard
notes.
In each of our tests a random set of instrument note
waveforms were selected. The waveforms were convert-
ed to instrument prints. The selected samples were then
mixed together and fed to the separation system as the
input recording. The separated outputs were then com-
pared to the original samples using two different mea-
sures. 
The first measure is the conventional Signal-to-Dis-
tortion Ratio. The original time-domain signal is subtract-





~ denote the waveform of the origi-
nal and the i th separated signal, respectively. The second
measure operates in frequency domain using the same
principle:
(11)
The results are shown in Fig. 4. In the case of two
concurrent notes the performance of the system is 15
dB which slowly degrades as the polyphony increas-
es.
Beside the level of polyphony the other important
factor influencing the separation quality is the quality of
the instrument prints. Our experiments were repeated
using incorrect prints sampled from the same instrument
type but not of the very same instrument (e.g. using a
different brand of piano). In this case the measured qua-
lity was 2 dB lower.
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Fig. 3.  The test system
Fig. 4.  Test results
7. Summary
We have developed a method for separating the signal
of single instrument notes from a recording using pre-
recorded instrument prints. The global system architec-
ture of the separation process was given, along with the
description of its building blocks. We have established
a simple, yet powerful model for storing instrument prints,
and the Simplified Energy Splitter was proposed as an
algorithm for solving the energy redistribution problem.
We have demonstrated the potential of the system
on synthetic and real-life test cases. Simulation experi-
ments on generated mixtures of pitched real-life musi-
cal instruments were carried out. In these experiments
we obtained an average SDR above 18 dB for two si-
multaneous sources, and the quality decreased gradu-
ally as the level of polyphony increased. 
Example waveforms of the synthetic tests as well as
real-life separation results can be downloaded from http://
avalon.aut.bme.hu/~aczelkri/separation.
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1. Introduction
Modern broadband home networks are expected to pro-
vide all new integrated multimedia services with added
value (video on demand, latest news on demand, tele-
shopping, distance learning) along with securing, con-
trolling and automatization of the household. The deve-
lopment of the digital households in the past was hin-
dered by the lack of modern broadband technologies
for access and home networks. 
Nowadays, however, the innovations of broadband
access technologies and the considerable investments
in access networks infrastructure have eliminated the
restrictions. In spite of the fact that advanced wireless
and wireline technologies designed for home networks
show clearly that all major technical problems concern-
ing implementation of the networks have been over-
come, distribution of integrated multimedia services among
large numbers of users is still limited mostly due to sep-
aration of home networks. Residential gateway is an
essential element of a modern home network. It is the
access and concentration point which switches the func-
tions for telecommunication and general data traffic,
distribution of entertainment services for homes and cont-
rolling and management of various electric and electro-
nic devices. 
For the purposes of this article we will assume a home
network configuration consisting of residential gateway
RG and n intelligent peripheral devices PD capable of
autonomous activity. Fig. 1 shows one of the possible
variants of home access network utilizing current tech-
nologies [8,9,19,11].
Fig. 2 shows communications among some periph-
eral devices within the home network. It is apparent that
the busiest and thus crucial node is residential gate-
way.
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The paper investigates a home network configuration consisting of residential gateway RG and a number of intelligent peri-
pheral devices capable of autonomous activity. A queuing model is built by means of bulk service in a closed circuit which
circulates constant number of requests. Performance and time characteristics of peripherals communicating with residential
gateway are determined. The presented results illustrate mutual dependence of the number of network peripherals and time
characteristics determining operation of the network.
Fig. 1.  
New home network
Let peripheral devices P1 to Pn communicate with
residential gateway based on the principle of requests
and responses. Unless the gateway is busy communi-
cating with one of the peripherals or with its own activity,
it is able to receive a demand and respond to it. If one of
the peripherals requests communication with residential
gateway when it is busy, it will transmit the demand and
it will be ordered in queue. If one of the peripherals P1 to
Pn finished its communication with residential gateway,
it will either perform its autonomous activity (being out
of the system) and thus it becomes a potential source of
demands or it repeatedly requests communication with
the residential gateway and enters the system and queu-
es up in case the residential gateway is busy. 
These peripherals will be recognized as out of sys-
tem peripherals. The sequence of peripherals request-
ing communication will result from the sequence they en-
tered the system. There is no priority scheme, the first-in
first-out rule can be used. As soon as the residential gate-
way is free, it will respond to the first peripheral in the
queue. The described model clearly shows the interde-
pendence of residential gateway load and the number
of requested operations, where the number of the re-
quests is equal to the number of peripherals. The num-
ber of the peripherals in and out of the system is n, so
the system is finite and it is a closed unit. In the next
section we will analyze the suggested problem and cal-
culate the quantities and time characteristics of the sys-
tem based on the model of bulk service [1,2,6,7].
2. Quantification and modelling of 
the system
According to the above discussion we will analyse char-
acteristics and calculate parameters of a closed system
[2,4,5]. For this purpose we will introduce the following
assumptions:
• One of the first things we have to deal with is to de-
fine the flow of requests entering the system. We
assume that the returns of the requests into the
system correspond to Poisson elementary flow of
requests with exponential distribution of their arri-
val intervals. General distribution is assumed for a
given service interval of the residential gateway. 
• Let P1 to Pn be the requests demanding commu-
nication from the residential gateway. N requests
hence circulate in the system. Let λ be the para-
meter of a random variable with exponential divi-
sion. 1/λ is hence average interval of residential
gateway response to the request (e.g. the interval
of the response transferred to the peripheral P i)
until the request (of peripheral Pi) returns back to
the system. 
• Let the service time of the residential gateway t be
a continuous random variable with mean value τ
and general distribution. If the density of service time
probability is g(t), the mean value of the service time
can be calculated by the relation:
(1)
where µ is the mean value of service time.
Communication regime between residential gateway
and peripherals defined in this way will be modelled
through the system of a bulk service and in compliance
with Kendall’s designation we will define it as closed
QS with constant number of requests M/G/1/FIFO. As
already stated, according to the theory of bulk service,
individual peripherals present requests communicating
with the system. 
Operational time Pi of each peripheral in the network
consists of three phases that change [2,3]:
a) time interval of the request outside the system;
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Fig. 2. 
Data communication example 
(a representative model of the problem)
b) waiting time of the request – 
peripheral Pi in the service system requesting 
a response from the residential gateway; 
c) service time of the residential gateway.
In the following we will examine circulation of the
requests in the system. Let N be the average number
of returns of a request into the system in a time inter-
val. Let W be the average waiting time of a request in
the queue. Then the equation
(2)
denotes the mean value of service duration suppos-
ing a request by mean values [1,2,3]. In order to deter-
mine variables N and W in the relation 2) it is necessary
to define times of relieving and occupying the gateway.
Work time of the residential gateway involves two alter-
nating intervals; occupying the residential gateway and
relieving the gateway. As the system contains n requests,
mean value of occupying the gateway is product nNτ.
We will now focus on the average time of relieving the
gateway. Let pk be the conditional probability of the fact
that only one request will enter the system assuming that
the system contains k requests. Average number of in-
tervals when the gateway is unoccupied equals the pro-
duct nNp0, where p0 is the probability of empty system.
If all the requests (peripherals P1 to Pn) are out of the
system at the moment, the probability of the assump-
tion that after a time interval t all the requests will re-
main out of the system is e–λnt and the probability of the
assumption that a request will enter the system in a time
interval (t+∆t ) je λn∆t + o(∆t ) where (∆t ) is a function con-
verging to zero faster than linear [1-3]. 
The probability that the interval of not occupying the
residential gateway will finish between o(∆t ) is e–λnt λn∆t
+o(∆t ) and average interval time of unoccupied gateway
will be: 
(3)
The sum of all intervals of unoccupied gateway is
given by the relation
(4)
Considering the relation (4) and the given average
time of occupying the residential gateway (nNτ) we get  
(5)
Applying the relations (1) and (5) for average wait-
ing time of a request in the queue W we obtain
(6)
In the following section we will examine a condition
of the system where service time of the gateway will be
interrupted by other request(s) entering the system. Let
us consider two time instants t1 and t2. t1 is the time
when the request left the system. We assume that at
the time t1 the system still contains r requests and t2
represents departure time of another request from the
system and hence the system contains r-1 requests. 
Time interval t2 – t1 is the service time of a request if
r > 0. If r = 0, the system is empty after the first request
left the system. Then the time interval t2 – t1 equals the
sum of two time intervals, namely the time interval start-
ing in t1 until another request arrives and the time inter-
val equal to service time of the second request. Other
requests may enter the system only during service time
of the second request due to the fact that the system
remained empty between t1 and the arrival of another
request.
Let the service time of a request be t. If we consid-
er Poisson flow of request occurrence in the system,
the probability of the occurrence of j requests in the sys-
tem during the service time t of the particular request:
(7)
Then we assume that service time distribution is de-
termined by its probability density g(t). The probability
that j requests will enter the system during the service
time of a particular request will be:
(8)
Equation (8) quantifies the probability of j requests
entering the system while an other request is being pro-
cessed/serviced but does not reflect the change of the
probability if the number of requests is finite where re-
quests number limits outside the system are j ∈ 〈 1;n –1〉.
We will now analyze processes that may occur in the
system during the interval t2 – t1. Let pk be the proba-
bility of the transition of the system from condition k to
condition k +1. The probability also holds true in the re-
versed order. 
This assumption results from the fact that the num-
ber of transitions from condition k to k +1 must equal the
number of transitions from condition k +1 to k. In order
to determine the probability, we must define the prob-
ability βk, j which represents the number of requests j
occurring in the system during the service time when it
contained k requests. 
Following equations will provide the desired data:
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(9),(10),(11)
Analogically, equation for k requests remaining in the
system after time interval t2 can be constructed. Then
for  k = 1, 2, 3, ...., n – 2.
In compliance with the above stated equations we
will suggest normalizing condition for the sum of proba-
bility
(13)
For permanent regime for time-dependent probabili-
ties the following limit can be accepted according to [2,3]:
(14)
The equations (9) to (13) will then be arranged as
follows
(15)
For k =1, 2, ..., n-2 we will determine the probability
pk that the system contains k requests in the relation
(16)
where  k =1, 2, ..., n-2.
If the service time is t and at the beginning of the
service the system contains k requests, the probability
that out of total number of requests (n-k) out of system
j requests will be returned into the system and (n-k-j) will
not be returned is
(17)
As density of service time probability is g(t), for βk, j
we will obtain
(18)
Relation (18) is applicable for the situation when ser-
vice time is a random variable but continuous and has
density g(t). This enables us to count the probability
βk, j. Applying the equation (16) and standardizing con-
dition (13) we will obtain an equation system which will
enable us to determine p0, i.e. when the system is emp-
ty. Employing relation (6) and the probability p0 help us
determine average waiting time of a request in a queue
W. Average cycle Cy of each peripheral given by mean
values consists of the following time intervals
(19)
Average number of returns of the peripheral into the
system can be calculated by
(20)
3. Conclusion 
Modelling of a home access network by means of bulk
service in a closed circuit which circulates constant num-
ber of requests constitutes a framework enabling us to
determine performance and time characteristics of peri-
pherals communicating with residential gateway regard-
less of technical and program equipment. 
The presented results illustrate mutual dependence
of the number of network peripherals and time charac-
teristics determining operation of the network. Any chan-
ges in hardware or software structure of peripherals or
residential gateway will result in changes of response
time characteristics of the model.
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