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Product formulas on a unitary group in three variables
Lei Yang
1. Introduction
In the present paper, we consider the eigenvalue problems which concern a differential
equation
(1.1) Lkf(z1, z2) = λf(z1, z2).
Here f is a function on the Siegel domain of type II
(1.2) S2 = {(z1, z2) ∈ C2 : z1 + z1 − z2z2 > 0},
and Lk is a differential operator given by
(1.3)
Lk = (z1 + z1 − z2z2)
×
[
(z1 + z1)
∂2
∂z1∂z1
+
∂2
∂z2∂z2
+ z2
∂2
∂z1∂z2
+ z2
∂2
∂z1∂z2
− k( ∂
∂z1
− ∂
∂z1
)
]
,
where k is an integer. Let Γ ⊂ U(2, 1) be an arithmetic subgroup or a convex cocompact
subgroup, where
(1.4) U(2, 1) = {g ∈ GL(3,C) : g∗Jg = J}, J =

 −11
−1

 ,
and assume that f is a Γ-automorphic form of weight k in the sense that it is invariant
under
(1.5) f 7→ f(γ(z1, z2))(a1z1 + a2z2 + a3)−k(a1z1 + a2z2 + a3)k
for every γ =

 ∗ ∗ ∗∗ ∗ ∗
a1 a2 a3

 ∈ Γ. In fact, Lk commutes with (1.5).
Now, let us recall some basic facts about complex hyperbolic geometry (see [Ap] and
[Go]). Geometry of complex hyperbolic space Hn
C
is the geometry of the unit ball Bn
C
Typeset by AMS-TEX
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in Cn with the Ka¨hler structure given by the Bergman metric whose automorphisms
are biholomorphic automorphisms of the ball, i.e., elements of PU(n, 1). Any complex
hyperbolic manifold can be represented as the quotient M = Hn
C
/Γ by a discrete tor-
sion free isometric action of the fundamental group of M , pi1(M) ∼= Γ ⊂ PU(n, 1), its
boundary at infinity ∂∞M is naturally identified as the quotient Ω(Γ)/Γ of the discon-
tinuity set of Γ at infinity. Here the discontinuity set Ω(Γ) is the maximal subset of
∂Hn
C
where Γ acts discretely, its complement Λ(Γ) = ∂Hn
C
\Ω(Γ) is the limit set of Γ,
Λ(Γ) = Γ(x) ∩ ∂Hn
C
for any x ∈ Hn
C
.
In general, let G be a connected, linear, real simple Lie group of rank one, G =
KAN be an Iwasawa decomposition of G, g = k⊕ a⊕ n be the corresponding Iwasawa
decomposition of the Lie algebra g, and P = MAN be a minimal parabolic subgroup.
The group G acts isometrically on the rank-one symmetric space X = G/K. Let
∂X = G/P = K/M be its geodesic boundary. We regard X := X ∪ ∂X as a compact
manifold with boundary.
By the classification of symmetric spaces with strictly negative sectional curvature,
we know that X is one of the following spaces: a real hyperbolic space Hn
R
(n ≥ 1), a
complex hyperbolic space Hn
C
(n ≥ 2), a quaternionic hyperbolic space Hn
H
(n ≥ 2) or
the Cayley hyperbolic planeH2
O
, and G is a linear group finitely covering the orientation-
preserving isometric group of X .
Following [BO], we consider a torsion-free discrete subgroup Γ ⊂ G such that ∂X
admits a Γ-invariant partition ∂X = Ω(Γ) ∪ Λ(Γ), where Ω(Γ) 6= ∅ is open and Γ acts
freely and cocompactly on X ∪Ω(Γ). The closed subset Λ(Γ) is called the limit set of Γ.
The locally symmetric space Y := Γ\X is a complete Riemannian manifold of infinite
volume without cusps. It can be compactified by adjoining the geodesic boundary
B := Γ\Ω(Γ).
A subgroup Γ satisfying this assumption is called convex cocompact or geometrically
cocompact since it acts cocompactly on the convex hull of the limit set. The quotient
Y is called a Kleinian manifold.
For H ∈ a, we define ρ ∈ a∗ by ρ(H) = 12tr(ad(H)|n). Then ρ(HnR) = n−12 and
ρ(Hn
C
) = n.
Now, we need the following definition (see [Co]):
Definition. For any discrete group Γ ⊂ G, the critical exponent δ(Γ) is the infimum
of all s such that ∑
γ∈Γ
exp(−sd(x, γy))
converges for some (or any) x, y ∈ X , where d(x, y) is the Riemannian distance from x
to y.
The critical exponent δ(Γ) has been extensively studied (see [Pa1], [Su], [Co] and
[CoI]). It is known that δ(Γ) ∈ [0, 2ρ] if Γ is nontrivial. In fact, if Ω(Γ) 6= ∅, then δ(Γ)
is equal to the Hausdorff dimension of the limit set with respect to the natural class of
sub-Riemannian metrics on ∂X .
3In the case of U(2, 1), δ(Γ) ∈ [0, 4] for X = H2
C
.
The theory of Eisenstein series and the spectral theory for Kleinian groups on real hy-
perbolic spaces Hn
R
has been extensively studied, in particular, by Mandouvalos [Ma1],
[Ma2], Patterson [Pa3], and Perry [Pe1], [Pe2], [FHP]. A Kleinian group Γ is a dis-
crete subgroup acting on Hn
R
, which acts discontinuously on Hn
R
and has a fundamental
domain in Hn
R
of infinite hyperbolic volume. This in particular implies that it is a
non-arithmetic subgroup. Their theory extended previous work of Roelcke [Ro], El-
strodt [El], Patterson [Pa2] and Fay [Fa] on the spectral theory and Eisenstein series
for Fuchsian groups of the second kind.
Now, we give the corresponding results on the complex hyperbolic space H2
C
. We give
the Eisenstein series for the Picard modular group, which is an arithmetic subgroup of
U(2, 1). We also give the Eisenstein series for any discrete subgroup (either arithmetic
or non-arithmetic). In particular, for a convex cocompact subgroup Γ which satisfies
that δ(Γ) < 1, we give the product formulas. Now, we state the results of this paper.
The Poisson kernel is given by
(1.6) P (Z,W ) =
ρ(Z)
|ρ(Z,W )|2 , for Z = (z1, z2) ∈ S2,W = (w1, w2) ∈ ∂S2,
where
(1.7) ρ(Z,W ) := z1 + w1 − z2w2, ρ(Z) = ρ(Z, Z).
Let
(1.8) σ(Z, Z ′) :=
|ρ(Z, Z ′)|2
ρ(Z)ρ(Z ′)
.
It is a point-pair invariant under the action of U(2, 1). The critical exponent is given
by
(1.9) δ(Γ) := inf{s > 0 :
∑
γ∈Γ
σ(Z, γ(Z ′))−s <∞}.
For a discrete subgroup Γ ⊂ U(2, 1), the Eisenstein series is defined by
(1.10) E(Z,W ; s) :=
∑
γ∈Γ
P (γ(Z),W )s, for Re(s) > δ(Γ).
The automorphic Green function is given by
(1.11) G(Z, Z ′; s) =
∑
γ∈Γ
r(Z, γ(Z ′); s), for Re(s) > δ(Γ),
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with
(1.12) r(Z, Z ′; s) =
Γ(s)√
piΓ(s− 12 )
(
1
4
)s−1u−sF (s, s− 1; 2s− 1;−u−1).
Here
(1.13) u = u(Z, Z ′) = σ(Z, Z ′)− 1.
Now, the first main result of this paper is stated as follows:
Theorem 1.1. Assume that Γ is convex cocompact and δ(Γ) < 1. Then the following
product formula holds:
(1.14)
∫
Γ\Ω(Γ)
E(Z,W ; s)E(Z ′,W ; 2− s)dm(W )
=− pi
s− 1c(s)c(2− s)[G(Z, Z
′; s)−G(Z, Z ′; 2− s)],
where δ(Γ) < Re(s) < 2− δ(Γ) and c(s) = √piΓ(s− 12 )Γ(s)−1.
For γ =

 ∗ ∗ ∗∗ ∗ ∗
a1 a2 a3

 ∈ U(2, 1), set
(1.15) j(γ, Z) = a1z1 + a2z2 + a3z3.
The S-matrix is given by
(1.16) S(W,W ′; s) :=
∑
γ∈Γ
|ρ(γ(W ),W ′)|−2s|j(γ,W )|−2s
for W,W ′ ∈ Ω(Γ) and Re(s) > δ(Γ). By the S-matrix, we give the functional equation
of Eisenstein series:
Theorem 1.2. Assume that Γ is convex cocompact and δ(Γ) < 1. Then the following
functional equation for Eisenstein series holds:
(1.17)
∫
Γ\Ω(Γ)
E(Z,W ; s)S(W,W ′; 2− s)dm(W ) = 4
s−1pi
s− 1
√
piΓ(s− 1
2
)
Γ(s)
E(Z,W ′; 2− s),
for 1 < Re(s) < 2− δ(Γ).
The Poisson kernel of weight k is given by
(1.18) Pk(Z,W ; s) = ρ(Z)
sρ(Z,W )k−sρ(Z,W )−k−s,
5where Z ∈ S2, W ∈ ∂S2. The Eisenstein series of weight k is defined by
(1.19) E(Z,W ; k, s) =
∑
γ∈Γ
j(γ, Z)−kj(γ, Z)kPk(γ(Z),W ; s), for Re(s) > δ(Γ).
Set
(1.20)
K(Z,W ; k, s) =
pi
3
2Γ( 32 − s)
(|k|+ 1− s)Γ(2− s) (
1
4
)s−1ρ(Z,W )kρ(Z,W )−k
× σ−|k|(σ − 1)|k|−sF (s− |k|, s− 1− |k|; 2s− 1;− 1
σ − 1).
The automorphic Green function of weight k is given by
(1.21) G(Z, Z ′; k, s) =
∑
γ∈Γ
K(Z, γ(Z ′); k, s), for Re(s) > δ(Γ).
Now, we state the main theorem of this paper:
Theorem 1.3 (Main Theorem). Assume that Γ is convex cocompact and δ(Γ) < 1.
Then the following product formula holds:
(1.22)
∫
Γ\Ω(Γ)
E(Z,W ; k, s)E(Z ′,W ;−k, 2− s)dm(W )
=G(Z, Z ′; k, s) +G(Z, Z ′; k, 2− s)
=G(Z ′, Z;−k, s) +G(Z ′, Z;−k, 2− s),
for δ(Γ) < Re(s) < 2− δ(Γ) and k = 0 or k = ±1.
The S-matrix of weight k is defined by
(1.23) S(W,W ′; k, s) :=
∑
γ∈Γ
j(γ,W )k−sj(γ,W )−k−sρ(γ(W ),W ′)−k−sρ(γ(W ),W ′)k−s
for W,W ′ ∈ Ω(Γ) and Re(s) > δ(Γ). By the S-matrix of weight k, we obtain the
functional equation of Eisenstein series of weight k.
Theorem 1.4. Assume that Γ is convex cocompact and δ(Γ) < 1. Then the following
functional equation for Eisenstein series of weight k holds:
(1.24)
∫
Γ\Ω(Γ)
E(Z,W ; k, s)S(W,W ′;−k, 2− s)dm(W )
=
pi
3
2Γ(s− 1
2
)
(|k|+ s− 1)Γ(s)4
s−1E(Z,W ′; k, 2− s),
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for 1 < Re(s) < 2− δ(Γ) and k = 0,±1.
In fact, when k = 0, Theorem 1.3 and Theorem 1.4 reduces to Theorem 1.1 and
Theorem 1.2.
In the appendix, we give the product formulas on SL(2,R).
Theorem 1.5. Assume that Γ is convex cocompact and δ(Γ) < 12 . Then the following
product formula on SL(2,R) holds:
(1.25)
∫
Γ\Ω(Γ)
E(z, ζ; k, s)E(z′, ζ;−k, 1− s)dm(ζ) = G(z, z′; k, s) +G(z, z′; k, 1− s),
for δ(Γ) < Re(s) < 1− δ(Γ) and k = 0,±1.
2. Epstein zeta function and Eisenstein series on Picard modular groups
Let S2 be the Siegel domain
(2.1) S2 = {(z1, z2) ∈ C2 : z1 + z1 > |z2|2}.
The imaginary quadratic field K = Q(
√−3) is called the field of Eisenstein numbers.
Its ring of integers
(2.2) O = OK = {a/2 + b
√−3/2 : a, b ∈ Z, a ≡ b(mod2)} = Z+ Z[ω]
with ω = −1+
√−3
2 is called the ring of Eisenstein integers.
In their paper [KW], Kora´nyi and Wolf studied the general Cayley transform which
carries the bounded domain of the Harish-Chandra realization into a generalized half-
plane. In [KR], Kora´nyi and Reimann gave the Cayley transform on U(2, 1). Now, we
define the Cayley transform C : B2 := {(w1, w2) ∈ C2 : |w1|2 + |w2|2 < 1} → S2, where
(2.3) C =

−ω −ω1
−1 1

 ∈ GL(3,O).
It is known that
(2.4) U(2, 1) = {g ∈ GL(3,C) : gI2,1g∗ = I2,1},
where I2,1 = diag{1, 1,−1}.
Let Ei,j be the 3×3 matrix with a 1 at the i, j-th component, zeros elsewhere. Using
Kronecker’s delta, we have
[Ep,q, Er,s] = δq,rEp,s − δs,pEr,q.
7A basis of g = u(2, 1) is as follows:
X1 = E2,3 + E3,2, X2 = E1,3 + E3,1, X3 = E1,2 − E2,1,
X4 = iE2,3 − iE3,2, X5 = iE1,3 − iE3,1, X6 = iE1,2 + iE2,1,
X7 = iE1,1, X8 = iE2,2, X9 = iE3,3.
Thus,
E2,3 =
1
2
(X1 − iX4), E3,2 = 1
2
(X1 + iX4),
E1,3 =
1
2
(X2 − iX5), E3,1 = 1
2
(X2 + iX5),
E1,2 =
1
2
(X3 − iX6), E2,1 = −1
2
(X3 + iX6),
E1,1 = −iX7, E2,2 = −iX8, E3,3 = −iX9.
The action of U(2, 1) on B2 is as follows:
 a1 a2 a3b1 b2 b3
c1 c2 c3

 (w1, w2) =
(
a1w1 + a2w2 + a3
c1w1 + c2w2 + c3
,
b1w1 + b2w2 + b3
c1w1 + c2w2 + c3
)
.
We have
X3f(w1, w2, w1, w2)
=
d
dt
[f(exp(t

 0 1 0−1 0 0
0 0 0

)(w1, w2)) + f(exp(t

 0 1 0−1 0 0
0 0 0

)(w1, w2))]|t=0
=
d
dt
[f(

 cos t sin t 0− sin t cos t 0
0 0 1

 (w1, w2)) + f(

 cos t sin t 0− sin t cos t 0
0 0 1

 (w1, w2))]|t=0
=
d
dt
f(w1 cos t+ w2 sin t,−w1 sin t+ w2 cos t)|t=0
+
d
dt
f(w1 cos t+ w2 sin t,−w1 sin t+ w2 cos t)|t=0
=w2
∂f
∂w1
− w1 ∂f
∂w2
+ w2
∂f
∂w1
− w1 ∂f
∂w2
.
So, the corresponding operator is
X3 = w2
∂
∂w1
− w1 ∂
∂w2
+ w2
∂
∂w1
− w1 ∂
∂w2
.
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Similarly, we have
X2 = (1− w21)
∂
∂w1
− w1w2 ∂
∂w2
+ (1− w12) ∂
∂w1
− w1w2 ∂
∂w2
.
X1 = −w1w2 ∂
∂w1
+ (1− w22)
∂
∂w2
− w1w2 ∂
∂w1
+ (1− w22) ∂
∂w2
.
X6 = iw2
∂
∂w1
+ iw1
∂
∂w2
− iw2 ∂
∂w1
− iw1 ∂
∂w2
.
X5 = i(1 + w
2
1)
∂
∂w1
+ iw1w2
∂
∂w2
− i(1 + w12) ∂
∂w1
− iw1w2 ∂
∂w2
.
X4 = iw1w2
∂
∂w1
+ i(1 + w22)
∂
∂w2
− iw1w2 ∂
∂w1
− i(1 + w22) ∂
∂w2
.
X7 = iw1
∂
∂w1
− iw1 ∂
∂w1
.
X8 = iw2
∂
∂w2
− iw2 ∂
∂w2
.
X9 = −iw1 ∂
∂w1
− iw2 ∂
∂w2
+ iw1
∂
∂w1
+ iw2
∂
∂w2
.
We denote Xij as the differential operator corresponding to Ei,j , then
X23 =
1
2
(X1 − iX4) = ∂
∂w2
− w1w2 ∂
∂w1
− w22 ∂
∂w2
, X32 =
1
2
(X1 + iX4) = X23,
X13 =
1
2
(X2 − iX5) = ∂
∂w1
− w12 ∂
∂w1
− w1w2 ∂
∂w2
, X31 =
1
2
(X2 + iX5) = X13,
X12 =
1
2
(X3 − iX6) = w2 ∂
∂w1
− w1 ∂
∂w2
, X21 = −1
2
(X3 + iX6) = −X12,
X11 = −iX7 = w1 ∂
∂w1
− w1 ∂
∂w1
,
X22 = −iX8 = w2 ∂
∂w2
− w2 ∂
∂w2
,
X33 = −iX9 = −w1 ∂
∂w1
− w2 ∂
∂w2
+ w1
∂
∂w1
+ w2
∂
∂w2
.
Now, if n is any positive integer, we claim that
3∑
i1=1
3∑
i2=1
· · ·
3∑
in=1
Xi1i2Xi2i3 · · ·Xini1
9lies in the center of U(g). To prove this, without loss of generality, let us assume n = 2.
Then
[Xpq,
∑
i1
∑
i2
Xi1i2Xi2i1 ] =
∑
i1
∑
i2
([Xpq, Xi1i2 ]Xi2i1 +Xi1i2 [Xpq, Xi2i1 ]).
By [Xpq, Xrs] = δqrXps − δspXrq, this equals
∑
i1
∑
i2
(δqi1Xpi2Xi2i1 − δi2pXi1qXi2i1 +Xi1i2δqi2Xpi1 −Xi1i2δi1pXi2q)
=
∑
i2
Xpi2Xi2q −
∑
i1
Xi1qXpi1 +
∑
i1
Xi1qXpi1 −
∑
i2
Xpi2Xi2q = 0.
Thus the above sum commutes with the generators Xi of U(g), and lies in the center of
U(g). The proof is similar if n 6= 2.
Set
D1 =
3∑
i1=1
3∑
i2=1
Ei1i2Ei2i1 ,
D2 =
3∑
i1=1
3∑
i2=1
3∑
i3=1
Ei1i2Ei2i3Ei3i1 .
In the category of differential operators,
[Xpq, Xrs] = δspXrq − δqrXps.
Therefore, we have
D1 = 2(X
2
11 +X
2
22 +X11X22 +X12X21 +X23X32 +X31X13) = 2∆,
D2 =3[X11(X12X21 −X32X23 −X222) +X22(X21X12 −X31X13 −X211)
+X23X31X12 +X13X32X21 −X31X13 −X32X23 +X11 +X22] = −3∆,
where
(2.5)
∆ = (1− |w1|2 − |w2|2)
×
[
(1− |w1|2) ∂
2
∂w1∂w1
+ (1− |w2|2) ∂
2
∂w2∂w2
− w1w2 ∂
2
∂w1∂w2
− w1w2 ∂
2
∂w1∂w2
]
is the Laplace-Beltrami operator of U(2, 1) on B2.
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Let G = CU(2, 1)C−1, K = C(U(2)× U(1))C−1 and G(O) = CU(2, 1;O)C−1, then
G(O) is an arithmetic subgroup of G and S := G(O)\G/K is called a Picard modular
surface (see [Pic1], [Pic2], [Gir], [Ho1], [Ho2], [LR] and [BB] for the details).
The complex hyperbolic Gauss-Bonnet formula states that (see [HP] and [P])
Vol(H2C/Γ) =
8pi2
3
χ(H2C/Γ),
where χ(H2
C
/Γ) is the Euler number of H2
C
/Γ. Holzapfel showed that
χ(B2/PSU(2, 1;O)) = 1
24
.
As PSU(2, 1;O) has index 3 in PU(2, 1;O), we see that χ(B2/PU(2, 1;O)) = 172 , and
so
VolB2(B
2/PU(2, 1;O)) = 8pi
2
3
· 1
72
=
pi2
27
.
Denote J =

 0 0 −10 1 0
−1 0 0

, then CI2,1C∗ = J . It follows that
(2.6) G = {g ∈ GL(3,C) : gJg∗ = J}.
This is the other realization of U(2, 1). For simplicity, from now on, we use the same
symbol U(2, 1) to denote as G. In fact, G = {g ∈ GL(3,C) : g∗Jg = J}.
Let P be the parabolic subgroup of U(2, 1) which consists of upper triangular matri-
ces. This group P has the Langlands decomposition P = NAM , where
N =

n = [z, t] =

 1 z 12 |z|2 + it0 1 z
0 0 1

 : z ∈ C, t ∈ R

 .
A =

a =

 ρ−1 1
ρ

 : ρ > 0

 ,
M =

m =

β β−2
β

 : β ∈ C, |β|2 = 1

 .
Then G = NAMK = NAK is the Iwasawa decomposition. Set Γ = G(O) , then
(2.7) Γ ∩N =

[α, β] =

 1 α β1 α
1

 : |α|2 = β + β, α, β ∈ O

 .
11
If k ∈ K, then
k = C

α β 0γ δ 0
0 0 eiθ

C−1,
where
(
α β
γ δ
)
∈ U(2) and θ ∈ [0, 2pi). Write explicitly,
k =

−ωα − ωeiθ −ωβ −α + eiθγ δ ωγ
−α + eiθ −β −ωα− ωeiθ

 .
We have k(−ω, 0) = (−ω, 0). Note that ρ(−ω, 0) = 1. Therefore, g(−ω, 0) = (−ω, 0)
if and only if g ∈ K. Define pi : G → S2 by pi(g) = g(−ω, 0). It induces a bijection
G/K → S2. For g = nak,
pi(g) = nak(−ω, 0) = na(−ω, 0) = (−ωρ−2 + 1
2
|z|2 + it, z).
Thus, if we set (z1, z2) = pi(g), then z1 + z1 − z2z2 = ρ−2.
Following [He], let ∆ = ∆(Γ) =



 1 ix1
1

 : x ∈ R

 ∩ Γ and q = q(Γ) be the
positive integer such that

 1 q
√−3
1
1

 generates ∆. For [α, β], [α′, β′] ∈ Γ ∩N ,
[α′, β′][α, β]([α, β][α′, β′])−1 = [0, 2
√−3Im(α′α)] ∈ ∆,
where Imα := b for α = a+ b
√−3, a, b ∈ Z. Hence, 2q−1Im(α′α) ∈ Z.
By Cayley transform, we have
Theorem 2.1. The Laplace-Beltrami operator of U(2, 1) on S2 is
(2.8) L = (z1 + z1 − |z2|2)
[
(z1 + z1)
∂2
∂z1∂z1
+
∂2
∂z2∂z2
+ z2
∂2
∂z1∂z2
+ z2
∂2
∂z1∂z2
]
.
If g =

 1 α β1 γ
1

 ∈ Γ, then α = γ, |α|2 = β + β. Denote Z = (z1, z2), set
ρ(Z) = z1 + z1 − |z2|2, we have
ρ(g, Z) := ρ(g(Z)) = (z1 + αz2 + β) + (z1 + αz2 + β)− (z2 + γ)(z2 + γ) = ρ(Z).
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If g =

 ∗ ∗ ∗∗ ∗ ∗
a1 a2 a3

 ∈ U(2, 1), then a1a3 + a1a3 = a2a2. By a straightforward
calculation, we have
(2.9) ρ(g, Z) =
ρ(Z)
|j(γ, Z)|2 , with j(γ, Z) := a1z1 + a2z2 + a3.
For the Picard modular group Γ = U(2, 1;O), the Eisenstein series is defined as
(2.10) E(Z; s) =
∑
γ∈Γ∩N\Γ
ρ(γ, Z)s, for Re(s) > 2.
The unit group of O is {±1,±ω,±ω}, its order is 6.
E(Z; s) =
1
6
∑
a1, a2, a3 ∈ O, (a1, a2, a3) = O,
a1a3 + a1a3 = a2a2
ρs
|a1z1 + a2z2 + a3|2s ,
where (a1, a2, a3) denotes the ideal generated by a1, a2 and a3.
Theorem 2.2. The Eisenstein series satisfies the following equation:
(2.11) LE(Z; s) = s(s− 2)E(Z; s).
Proof. For j(γ, Z) = a1z1 + a2z2 + a3,
Lρ(γ, Z)s = s(s− 2)ρ(γ, Z)s + (−a1a3 − a1a3 + a2a2)s2 ρ(Z)
s
|j(γ, Z)|2(s+1) .
Let
SP3(C) = {Y ∈M3(C) : Y positive definite, Y ∗ = Y, detY = 1},
H3(C) := SP3(C) ∩ U(2, 1) and denote Y [a] = a∗Y a, for Y ∈ SP3(C).
For a ∈ A, n ∈ N as above,
a[n] := n∗an =


1
ρ
z
ρ
1
2
|z|2+it
ρ
z
ρ
|z|2
ρ
+ 1 z(
1
2
|z|2+it
ρ
+ 1)
1
2
|z|2−it
ρ
z(
1
2
|z|2−it
ρ
+ 1)
1
4
|z|4+t2
ρ
+ |z|2 + ρ

 .
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We can identify S2 with H3(C) by (z1, z2) 7→W(ρ,t,z) = a[n], where
z1 = ρ+
1
2
|z|2 − it, z2 = −z, ρ = 1
2
(z1 + z1 − |z2|2).
Lemma 2.3. If a = (a3,−a2, a1) ∈ O3, where a1a3 + a1a3 = a2a2, then
(2.12) W(ρ,t,z)[a
∗] = ρ−1|a1z1 + a2z2 + a3|2.
Proof. In fact,
ρ−1|a1z1 + a2z2 + a3|2 −W(ρ,t,z)[a∗] = a1a3 + a1a3 − a2a2 = 0.
Definition 2.4. For the Picard modular group Γ = U(2, 1;O) the Epstein zeta func-
tion is given by
(2.13) Z(Y, s) :=
1
6
∑
a∈O3−{0},a1a3+a1a3=a2a2
Y [a]−s,
where Re(s) > 2.
Lemma 2.5. Z(W(ρ,t,z), s) = ζK(2s)E(z1, z2; s), where ζK(s) is the Dedekind zeta
function of the number field K = Q(
√−3).
Because E(z1, z2; s) = Z(W(ρ,t,z), s)/ζK(2s), any zero of ζK(2s) will give a pole of
E(z1, z2; s) unless Z(W, s) vanishes at that value of s. The trivial zeros of Z(W, s) and
ζK(2s) are both s = −1,−2,−3, · · · , and both have order 1. So the trivial zeros cancel
out in E(z1, z2; s).
Suppose a1, a2, a3 ∈ O and a1a3 + a1a3 = a2a2, then J [(a1, a2, a3)∗] = 0 and
J [(a3,−a2, a1)∗] = 0.
For n, a ∈ U(2, 1) as above, then n∗ ∈ U(2, 1), thus W ∈ U(2, 1). If g ∈ H3(C),
gJg = J , thus g−1 = JgJ . Suppose a = (a1, a2, a3) ∈ O3 − {0}, we have the following
lemma:
Lemma 2.6. For g ∈ H3(C), g[(a3,−a2, a1)∗] = g−1[(a1, a2, a3)∗].
Proof. In fact,
g−1[(a1, a2, a3)∗] = JgJ [(a1, a2, a3)∗] = (−a3, a2,−a1)g

−a3a2
−a1

 = g[(a3,−a2, a1)∗].
By Lemma 2.6, it follows that
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Theorem 2.7. The functional equation of Epstein zeta functions:
(2.14) Z(Y −1, s) = Z(Y, s)
if Y ∈ H3(C).
Following [Ho2], we define the Picard modular forms on S2 as follows:
Definition 2.8. A holomorphic function f : S2 → C is a Picard modular form of
K = Q(
√−3) and of weight k, if it satisfies:
(2.15) f(γ(Z)) = Jac(γ, Z)−kf(Z) for all γ ∈ Γ,
where Jac(γ, Z) is the Jacobi determinant of γ : S2 → S2 at Z = (z1, z2).
Now, for the Picard modular group Γ = U(2, 1;O), we define the Eisenstein series of
weight k:
(2.16) Ek(Z) =
∑
γ∈Γ∩N\Γ
Jac(γ, Z)k, for k > 1.
In fact, in [BB] and [Sh1], the authors studied the Poincare´-Eisenstein series.
The following proposition is important.
Proposition 2.9. j(g, Z) satisfies the following identity:
(2.17) j(g1g2, Z) = j(g1, g2(Z))j(g2, Z).
Proof. For g1 =

 a1 a2 a3b1 b2 b3
c1 c2 c3

 ∈ U(2, 1) and g2 =

 a′1 a′2 a′3b′1 b′2 b′3
c′1 c
′
2 c
′
3

 ∈ U(2, 1), we
have
g1g2 =

 ∗ ∗ ∗∗ ∗ ∗
a′1c1 + b
′
1c2 + c
′
1c3 a
′
2c1 + b
′
2c2 + c
′
2c3 a
′
3c1 + b
′
3c2 + c
′
3c3

 .
Thus,
j(g1g2, Z) = (a
′
1c1 + b
′
1c2 + c
′
1c3)z1 + (a
′
2c1 + b
′
2c2 + c
′
2c3)z2 + (a
′
3c1 + b
′
3c2 + c
′
3c3).
On the other hand.
g2(Z) =
(
a′1z1 + a
′
2z2 + a
′
3
c′1z1 + c
′
2z2 + c
′
3
,
b′1z1 + b
′
2z2 + b
′
3
c′1z1 + c
′
2z2 + c
′
3
)
.
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j(g1, g2(Z)) = c1
a′1z1 + a
′
2z2 + a
′
3
c′1z1 + c
′
2z2 + c
′
3
+ c2
b′1z1 + b
′
2z2 + b
′
3
c′1z1 + c
′
2z2 + c
′
3
+ c3.
j(g2, Z) = c
′
1z1 + c
′
2z2 + c
′
3.
So,
j(g1, g2(Z))j(g2, Z) = j(g1g2, Z).
3. Product formulas on U(2, 1)
In his paper [Ko], the Poisson kernel P : B ×D → R of D is defined by
P (u, z) =
|S(u, z)|2
S(z, z)
where D = {(z1, z2)|Imz1 − Φ(z2, z2) ∈ Ω} and B is the distinguished boundary of D:
B = {(z1, z2)|Imz1 − Φ(z2, z2) = 0}.
The Szego¨ kernel function S is given by
S(z, w) =
1
(2pi)n1
∫
Ω′
e−<α,ρ(z,w)>L(α)−1dα,
where
ρ(z, w) =
z1 − w1
i
− 2Φ(z2, w2)
for z = (z1, z2), w = (w1, w2), and
L(α) = (
i
2
)n2
∫
V2
e−2<α,Φ(z2,z2)>dz2dz2.
Now, we define the Poisson kernel as follows:
(3.1) P (Z,W ) =
ρ(Z)
|ρ(Z,W )|2 , for Z = (z1, z2) ∈ S2,W = (w1, w2) ∈ ∂S2,
where
ρ(Z,W ) := z1 + w1 − z2w2.
In fact, for Z = (ρ+|z|
2
2
+ it, z) and Z ′ = (ρ
′+|z′|2
2
+ it′, z′), where ρ > 0, ρ′ > 0, t, t′ ∈ R
and z, z′ ∈ C, we have
|ρ(Z, Z ′)|2 = 1
4
(ρ+ ρ′ + |z − z′|2)2 + (t′ − t+ Imzz′)2 ≥ 0.
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ρ(Z, Z ′) = 0 if and only if Z = Z ′ ∈ ∂S2.
In their papers [Ko], [KW], Kora´nyi and Wolf studied the realization of Siegel domain
of type II and the Poisson integral. Our definition has a little difference from theirs.
We have
(3.2) LP (Z,W )s = s(s− 2)P (Z,W )s − s2ρ(W )P (Z,W )s+1 = s(s− 2)P (Z,W )s.
In fact, by Helgason’s conjecture, which was proved by Kashiwara et al. in [K], that the
eigenfunctions on Riemannian symmetric spaces can be represented as Poisson integrals
of their hyperfunction boundary values.
The boundary of S2:
(3.3) ∂S2 = {(z1, z2) ∈ C2 : z1 + z1 = z2z2}.
In the homogeneous coordinates, one has
∂S2 = {(z1, z2, z3) ∈ C3 : z1z3 + z1z3 = z2z2}.
In particular,
∂S2(O) = {(a1, a2, a3) ∈ O3 : a1a3 + a1a3 = a2a2}.
The Green function associated to Lf = 0 on S2 is defined as
(3.4) G(Z,W ) = log |ρ(Z,W )| for Z,W ∈ S2.
It satisfies that LG(Z,W ) = 0.
If g =

 a1 a2 a3b1 b2 b3
c1 c2 c3

 ∈ U(2, 1), then g∗Jg = J , i.e.,


−c1a1 + b1b1 − a1c1 = 0,
−c2a1 + b2b1 − a2c1 = 0,
−c2a2 + b2b2 − a2c2 = 1,
−c3a1 + b3b1 − a3c1 = −1,
−c3a2 + b3b2 − a3c2 = 0,
−c3a3 + b3b3 − a3c3 = 0.
By a straightforward calculation, we have
ρ(g(Z), g(W )) =
z1 + w1 − z2w2
(c1z1 + c2z2 + c3)(c1w1 + c2w2 + c3)
.
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Hence,
(3.5) ρ(g(Z), g(W ))j(g, Z)j(g,W ) = ρ(Z,W ), for g ∈ G.
Therefore,
(3.6) P (g(Z), g(W )) = |j(g,W )|2P (Z,W ).
By Proposition 2.9, we have
(3.7) P (g(Z),W ) = |j(g, g−1(W ))|2P (Z, g−1(W )) = |j(g−1,W )|−2P (Z, g−1(W )).
The point-pair invariant on S2 is defined by
(3.8) σ(Z, Z ′) :=
|ρ(Z, Z ′)|2
ρ(Z)ρ(Z ′)
,
which is invariant under the action of U(2, 1). The critical exponent is given by
(3.9) δ(Γ) = inf{s > 0 :
∑
γ∈Γ
σ(Z, γ(Z ′))−s <∞}.
The number δ(Γ) does not depend on the choice of Z, Z ′. It is an invariant of the group
Γ.
The Eisenstein series is given by
(3.10) E(Z,W ; s) :=
∑
γ∈Γ
P (γ(Z),W )s, for Re(s) > δ(Γ),
where Γ is a discrete subgroup of U(2, 1). We have the following lemma:
Lemma 3.1. The properties of Eisenstein series:
(1) LE(Z,W ; s) = s(s− 2)E(Z,W ; s).
(2) E(γ(Z),W ; s) = E(Z,W ; s).
(3) E(Z, γ(W ); s) = |j(γ,W )|2sE(Z,W ; s) for γ ∈ Γ.
We have the following lemma:
Lemma 3.2. Let f = f(u) with u = u(Z, Z ′) = σ(Z, Z ′)− 1, then
(3.11) Lf = u(u+ 1)f ′′(u) + (3u+ 2)f ′(u).
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By Lf = s(s− 2)f , we have
(3.12) u(u+ 1)f ′′(u) + (3u+ 2)f ′(u) + s(2− s)f(u) = 0.
A solution is
(3.13) ϕs(u(Z, Z
′)) =
Γ(s)√
piΓ(s− 12)
(
1
4
)s−1u−sF (s, s− 1; 2s− 1;−u−1).
Here F = 2F1 is the Gauss hypergeometric function.
Let
(3.14) G(Z, Z ′; s) =
∑
γ∈Γ
r(Z, γ(Z ′); s), for Re(s) > δ(Γ),
where r(Z, Z ′; s) = ϕs(u(Z, Z ′)). By the integral representation of hypergeometric
functions, we can only consider the series
∑
γ∈Γ
1
[1 + u(Z, γ(Z ′))]s
=
∑
γ∈Γ
σ(Z, γ(Z ′))−s,
which is convergent for Re(s) > δ(Γ). Thus, the right hand side of (3.14) is convergent
when Re(s) > δ(Γ). We have
lim
ρ(Z)→0
ρ(Z)−sr(Z, Z ′; s) =
Γ(s)√
piΓ(s− 1
2
)
(
1
4
)s−1P (Z ′,W )s,
where Z →W ∈ ∂S2 as ρ(Z)→ 0. Consequently,
lim
ρ(Z)→0
ρ(Z)−sG(Z, Z ′; s) =
Γ(s)√
piΓ(s− 1
2
)
(
1
4
)s−1E(Z ′,W ; s).
In the real hyperbolic geometry, the double transitivity of the action of the isometric
groups on the real hyperbolic space has been studied extensively (see [ElGM] for three
dimensional hyperbolic space). Now, we give the corresponding results on the complex
hyperbolic space.
Proposition 3.3. The group U(2, 1) acts in the following sense doubly transitively
on S2: For all P, P
′, Q,Q′ ∈ S2, such that d(P, P ′) = d(Q,Q′), there exists an element
g ∈ U(2, 1) such that g(P ) = Q, g(P ′) = Q′.
Proof. Set P = (z1, z2) with z1 = −ωρ + |z|
2
2 + it, z2 = z, where ρ > 0, t ∈ R and
z ∈ C. Then ρ(z1, z2) = ρ.
T1 :=

 1√ρ 1 √
ρ



 1 −z |z|
2
2 − it
1 −z
1

 ∈ U(2, 1).
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Moreover, T1(z1, z2) = (−ω, 0), i.e. T1 maps P onto (−ω, 0). Set (z′1, z′2) = (−ωρ′ +
|z′|2
2
+ it′, z′), then
T1(P
′) =
(
−ωρ
′
ρ
+
1
2
( |z′ − z|√
ρ
)2
+ i
t′ − t+ Im(zz′)
ρ
,
z′ − z√
ρ
)
,
i.e., T1(P
′) has the form of (−ωρ+ |z|22 + it, z).
If k(−ωρ + |z|22 + it, z) = (−ωρ′, 0), where k ∈ K, then we obtain two complex
equations about α, β, γ, δ and θ. In fact, the number of real linear equations is four.
While, the real dimension of K is five. Hence, the existence of k is proved. Applying a
suitable element T2 of the stabilizer K of (−ω, 0) in U(2, 1) to T1(P ′) we get a transform
T = T2T1 such that T (P ) = (−ω, 0), T (P ′) = (−λω, 0) with λ ≥ 1. Since the isometric
group of S2 is U(2, 1), we have
d(P, P ′) = d(T (P ), T (P ′)) = d((−ω, 0), (−λω, 0)) =
∫ λ
1
dr
r
= logλ.
So λ = exp(d(P, P ′)). Similarly, there exists an element S ∈ U(2, 1) such that S(Q) =
(−ω, 0), S(Q′) = (−λω, 0) with the same λ, since d(P, P ′) = d(Q,Q′). Thus, g := S−1T
has the desired properties.
In [ElGM], the concept of real hyperbolic distance was introduced and the basic
properties was studied. Now, we give the complex hyperbolic distance and obtain the
triangle inequality for our function δ.
Proposition 3.4. The complex hyperbolic distance d(P, P ′) is given by
(3.15) cosh d(P, P ′) = δ(P, P ′),
where δ is defined by
(3.16) δ(P, P ′) = δ(Z, Z ′) =
1
2
[σ(Z, Z ′) + 1],
and P = Z, P ′ = Z ′.
Proof. If P = (−ω, 0) and P ′ = (−λω, 0) (λ ≥ 1), we have
d((−ω, 0), (−λω, 0)) =
∫ λ
1
dr
r
= logλ.
δ((−ω, 0), (−λω, 0)) = 1
2
(λ+
1
λ
) = cosh d((−ω, 0), (−λω, 0)).
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Thus the proposition is true in the special case P = (−ω, 0), P ′ = (−λω, 0). Note that
δ is a point-pair invariant. Since U(2, 1) acts doubly transitively on S2, there exists
for all P, P ′ ∈ S2 an element g ∈ U(2, 1), such that g(P ) = (−ω, 0), g(P ′) = (−λω, 0),
λ = exp(d(P, P ′)). Therefore, by point-pair invariance, we have
cosh d(P, P ′) = cosh d((−ω, 0), (−λω, 0)) = δ((−ω, 0), (−λω, 0)) = δ(g(P ), g(P ′))
=δ(P, P ′).
Proposition 3.5. For g =

 a1 a2 a3b1 b2 b3
c1 c2 c3

 ∈ U(2, 1), the following formulas hold:
(1)
(3.17)
δ(P, g(P )) + δ(Q, g(Q)) + δ(P, g(Q)) + δ(Q, g(P ))
=
5
2
+ 2(|a1|2 + |a3|2 + |c1|2 + |c3|2) + (|a2|2 + |c2|2 + |b1|2 + |b3|2) + 1
2
|b2|2,
where P = (−ω, 0) and Q = (−ω, 0).
(2)
(3.18) δ((1, 0), g(1, 0)) =
5
8
+
1
8
3∑
j=1
(|aj|2 + |bj |2 + |cj |2).
Proof. It is obtained by a straightforward calculation.
Proposition 3.6. The triangle inequality for the metric function δ on the complex
hyperbolic space: For all P,Q,R ∈ S2, the following inequality holds:
(3.19)
1
72
δ(Q,R)
δ(P,Q)
≤ δ(P,R) ≤ 72δ(P,Q)δ(Q,R).
Proof. Since δ is a point-pair invariant, it is sufficient to prove (3.19) only in the
special case Q = ( 12 , 0). Set P = (
ρ1+|z1|2
2 + it1, z1) and R = (
ρ2+|z2|2
2 + it2, z2). Then
δ(P,Q) =
1
4
(1 + ρ1 + |z1|2)2 + t21 + ρ1
2ρ1
, δ(Q,R) =
1
4
(1 + ρ2 + |z2|2)2 + t22 + ρ2
2ρ2
,
and
δ(P,R) =
1
8ρ1ρ2
[(ρ1 + ρ2 + |z1 − z2|2)2 + 4(t2 − t1 + Imz1z2)2 + 4ρ1ρ2].
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Note that |z1− z2|2 ≤ 2(|z1|2+ |z2|2) and |Imz1z2| ≤ |z1||z2| ≤ 12 (|z1|2 + |z2|2), we have
8ρ1ρ2δ(P,R) ≤ (ρ1 + ρ2 + 2|z1|2 + 2|z2|2)2 + (2|t1|+ 2|t2|+ |z1|2 + |z2|2)2 + 4ρ1ρ2.
By 2|t1||t2| ≤ t21 + t22 and 2|ti||zj|2 ≤ t2i + |zj |4, i, j = 1, 2, we have
8ρ1ρ2δ(P,R)
≤ρ21 + ρ22 + 9|z1|4 + 9|z2|4 + 6ρ1ρ2 + 4(ρ1 + ρ2)(|z1|2 + |z2|2) + 10|z1|2|z2|2
+ 12t21 + 12t
2
2
≤9(1 + ρ21 + |z1|4 + 6ρ1 + 2|z1|2 + 2ρ1|z1|2 + 4t21)
× (1 + ρ22 + |z2|4 + 6ρ2 + 2|z2|2 + 2ρ2|z2|2 + 4t22)
=576δ(P,Q)δ(Q,R).
Hence, δ(P,R) ≤ 72δ(P,Q)δ(Q,R). Interchanging P and Q, we obtain the other part
of the inequality.
Theorem 3.7. Let
(3.20) φ(Z, Z ′; s) =
∫
∂S2
P (Z,W )sP (Z ′,W )2−sdm(W ).
Then one has the following formula:
(3.21)
φ(Z, Z ′; s) = − pi
s− 1
√
piΓ( 32 − s)
Γ(2− s) (
1
4
)s−1u−sF (s, s− 1; 2s− 1;−u−1) + (s 7→ 2− s),
where dm(W ) is the Lebesque measure on ∂S2, u = u(Z, Z
′) is the point-pair invariant,
and (s 7→ 2− s) is equal to the first term on the right hand side with s replaced by 2− s.
Proof. φ(Z, Z ′; s) is a point-pair invariant. Thus, it suffices to calculate it for Z =
(z, t, ρ) = (0, 0, ρ) and Z ′ = (z′, t′, ρ′) = (0, 0, ρ′), i.e., Z = ( 12ρ, 0) and Z
′ = ( 12ρ
′, 0).
Let ρ and ρ′ stand for (ρ, 0) and (ρ′, 0), respectively. Now, ρ(Z, Z ′) = 12(ρ+ ρ
′) and
σ(Z, Z ′) =
(ρ+ ρ′)2
4ρρ′
=
(λ+ 1)2
4λ
, u =
(λ− 1)2
4λ
,
where λ = ρ/ρ′. For W ∈ ∂S2, w1 = 12 |w|2 + iv and w2 = w, where w ∈ C, v ∈ R.
ρ(Z,W ) = 12(ρ+ |w|2) + iv and ρ(Z ′,W ) = 12 (ρ′ + |w|2) + iv. Hence,
φ(
1
2
ρ,
1
2
ρ′; s) =
∫
C
∫
R
ρsρ′2−s
| 1
2
(ρ+ |w|2) + iv|2s| 1
2
(ρ′ + |w|2) + iv|2(2−s) dm(w)dv.
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By transform w = reiθ with r ≥ 0, θ ∈ [0, 2pi) and u = r2, we have
φ(
1
2
ρ,
1
2
ρ′; s) = 16piρsρ′2−s
∫ ∞
0
∫ ∞
0
dudv
[(ρ+ u)2 + v2]s[(ρ′ + u)2 + v2]2−s
.
Set v = (ρ′ + u)
√
w, then∫ ∞
0
dv
[(ρ+ u)2 + v2]s[(ρ′ + u)2 + v2]2−s
=
1
2
(ρ′+u)−3
∫ ∞
0
w−
1
2 (1+w)s−2(l2+w)−sdw,
where l = l(u) = ρ+u
ρ′+u .
By (see [Er], p.115, (5))
F (a, b; c; 1− z) = Γ(c)
Γ(b)Γ(c− b)
∫ ∞
0
sb−1(1 + s)a−c(1 + sz)−ads
for Re(c) > Re(b) > 0, |arg(z)| < pi, we have∫ ∞
0
w−
1
2 (1 + w)s−2(1 + wl−2)−sdw =
pi
2
F (s,
1
2
; 2; 1− l−2).
Now, we need the following two formulas:
(1) z = 1− l−2, z
z−1 = 1− l2.
By (see [Er], p.105, 2.9.(3))
F (a, b; c; z) = (1− z)−aF (a, c− b; c; z
z − 1),
one has
F (s,
1
2
; 2; 1− l−2) = l2sF (s, 3
2
; 2; 1− l2).
(2) z = 1− l2, 1− z = l2.
By (see [Er], p.108, 2.10.(1))
F (a, b; c; z) =
Γ(c)Γ(c− a− b)
Γ(c− a)Γ(c− b)F (a, b; a+ b− c+ 1; 1− z)
+
Γ(c)Γ(a+ b− c)
Γ(a)Γ(b)
(1− z)c−a−bF (c− a, c− b; c− a− b+ 1; 1− z),
where | arg(1− z)| < pi, one has
F (s,
3
2
; 2; 1− l2) = Γ(
1
2 − s)√
piΓ(2− s)F (s,
3
2
; s+
1
2
; l2)
+
2Γ(s− 12 )√
piΓ(s)
l1−2sF (2− s, 1
2
;
3
2
− s; l2).
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Hence, φ( 12ρ,
1
2ρ
′; s) = φI + φII , where
φI = 4pi
2λsρ′2
Γ( 12 − s)√
piΓ(2− s)
∫ ∞
0
(ρ′ + u)−3F (s,
3
2
; s+
1
2
; l2)du,
φII = 4pi
2λsρ′2
2Γ(s− 1
2
)√
piΓ(s)
∫ ∞
0
(ρ′ + u)−3l1−2sF (2− s, 1
2
;
3
2
− s; l2)du.
l = ρ+u
ρ′+u implies that u =
ρ−ρ′l
l−1 . Thus, du =
ρ′−ρ
(l−1)2 dl and ρ
′ + u = ρ−ρ
′
l−1 . Without
loss of generality, we can assume that ρ < ρ′. Then
φI = − 4pi
2λs
(1− λ)2
Γ( 12 − s)√
piΓ(2− s)
∫ 1
λ
(l − 1)F (s, 3
2
; s+
1
2
; l2)dl,
φII = − 4pi
2λs
(1− λ)2
2Γ(s− 12 )√
piΓ(s)
∫ 1
λ
(l − 1)l1−2sF (2− s, 1
2
;
3
2
− s; l2)dl.
We have
∫ 1
λ
(l − 1)F (s, 3
2
; s+
1
2
; l2)dl
=
∞∑
k=0
(s)k(
3
2
)k
k!(s+ 12)k
(
λ2k+1
2k + 1
− λ
2k+2
2k + 2
− 1
(2k + 1)(2k + 2)
)
=λF (s,
1
2
; s+
1
2
;λ2)− 2s− 1
2s− 2F (s− 1,
1
2
; s− 1
2
;λ2) +
1
s− 1
Γ(s+ 1
2
)√
piΓ(s)
.
Here we use the following formula:
F (s− 1,−1
2
; s− 1
2
; 1) =
Γ(s− 12 )√
piΓ(s)
, for Re(s) > 0.
Similarly,
∫ 1
λ
(l − 1)l1−2sF (2− s, 1
2
;
3
2
− s; l2)dl
=
λ2−2s
2− 2sF (1− s,
1
2
;
3
2
− s;λ2)− λ
3−2s
3− 2sF (2− s,
1
2
;
5
2
− s;λ2)− 1
2− 2s
Γ( 32 − s)√
piΓ(2− s) ,
for Re(s) < 2.
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Set z = −λ, then 4z(1+z)2 = −u−1. By (see [Er], p.111, 2.11.(5))
F (a, b; 2b;
4z
(1 + z)2
) = (1 + z)2aF (a, a+
1
2
− b; b+ 1
2
; z2),
we have
F (s,
1
2
; s+
1
2
;λ2) = (1− λ)−2sF (s, s; 2s;−u−1),
F (s− 1, 1
2
; s− 1
2
;λ2) = (1− λ)2−2sF (s− 1, s− 1; 2s− 2;−u−1),
F (1− s, 1
2
;
3
2
− s;λ2) = (1− λ)2s−2F (1− s, 1− s; 2− 2s;−u−1),
F (2− s, 1
2
;
5
2
− s;λ2) = (1− λ)2s−4F (2− s, 2− s; 4− 2s;−u−1).
Thus,
φI =− 4pi2
Γ( 12 − s)√
piΓ(2− s) (4u)
−s−1F (s, s; 2s;−u−1)
− 4pi
2
s− 1
Γ( 3
2
− s)√
piΓ(2− s)(4u)
−sF (s− 1, s− 1; 2s− 2;−u−1)
− 4pi
s− 1
Γ( 1
2
− s)Γ(s+ 1
2
)
Γ(s)Γ(2− s) λ
s(1− λ)−2,
and
φII =− 4pi
2
1− s
Γ(s− 1
2
)√
piΓ(s)
(4u)s−2F (1− s, 1− s; 2− 2s;−u−1)
− 4pi2Γ(s−
3
2
)√
piΓ(s)
(4u)s−3F (2− s, 2− s; 4− 2s;−u−1)
− 4pi
s− 1
Γ(s− 12 )Γ( 32 − s)
Γ(s)Γ(2− s) λ
s(1− λ)−2.
Note that
Γ(
1
2
−s)Γ(s+1
2
)+Γ(s−1
2
)Γ(
3
2
−s) = (s−1
2
)Γ(
1
2
−s)Γ(s−1
2
)+(
1
2
−s)Γ(s−1
2
)Γ(
1
2
−s) = 0.
Moreover, we need the following lemma.
Lemma 3.8. The following formula about hypergeometric functions holds:
γF − βzF (β + 1, γ + 1)− γF (α− 1) = 0,
where F denotes F (α, β; γ; z), F (β+1, γ+1) stands for F (α, β+1; γ+1; z) and F (α−1)
stands for F (α− 1, β; γ; z).
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Proof. It is obtained by the integral representation of hypergeometric functions.
By Lemma 3.8 and the following formula (see [Er], p.103, (35)):
(γ − 1)F (γ − 1)− αF (α+ 1)− (γ − α− 1)F = 0.
we get
(2s−1)F (s, s−1; 2s−1; z)− (s−1)zF (s, s; 2s; z)− (2s−1)F (s−1, s−1; 2s−1; z) = 0,
(2s−2)F (s−1, s−1; 2s−2; z)−(s−1)F (s, s−1; 2s−1; z)−(s−1)F (s−1, s−1; 2s−1; z) = 0.
Thus, we have
4s− 2
s− 1 F (s, s− 1; 2s− 1; z) = zF (s, s; 2s; z) +
4s− 2
s− 1 F (s− 1, s− 1; 2s− 2; z).
Substituting this identity to the expression of φ( 1
2
ρ, 1
2
ρ′; s), We get the desired results.
Consequently, we have
Corollary 3.9. The following formula holds:
(3.22) φ(Z, Z ′; s) = − pi
s − 1c(s)c(2− s)[r(Z, Z
′; s)− r(Z, Z ′; 2− s)],
where
c(s) =
√
piΓ(s− 1
2
)
Γ(s)
.
Corollary 3.10. The functional equation for the trivial group on S2: If Re(s) > 1,
then the following identity holds:
(3.23)
∫
∂S2
P (Z,W )s|ρ(W,W ′)|−2(2−s)dm(W ) = pi
s− 1
√
piΓ(s− 1
2
)
Γ(s)
4s−1P (Z,W ′)2−s,
where W ′ ∈ ∂S2.
Proof. The integral on the left-hand side is absolutely convergent. We set
P (Z ′,W ) =
ρ(Z ′)
|ρ(Z ′,W )|2
in the formula of Theorem 3.7. Next, we multiply both sides of the formula by ρ(Z ′)s−2
and take the limit as Z ′ → W ′ ∈ ∂S2. Thus we get the desired results.
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Proposition 3.11. The integral formula for the Poisson kernel:
(3.24)
∫
∂S2
P (Z,W )sdm(W ) =
pi
s− 1
√
piΓ(s− 12)
Γ(s)
4s−1ρ2−s, for Re(s) > 1.
Proof. Denote the left hand side of (3.24) as f(Z), then
f(Z) = ρs
∫
∂S2
|z1 + w1 − z2w2|−2sdm(W ).
Set z1 =
ρ+|z|2
2 + ir, z2 = z, w1 =
|w|2
2 + it and w2 = w, where z, w ∈ C, t, r ∈ R, we
have
f(Z) = ρs
∫
C
∫
R
|ρ+ |w − z|
2
2
+ i(t− r + Im(zw))|−2sdm(w)dt
= ρs
∫
C
∫
R
|ρ+ |w|
2
2
+ it|−2sdm(w)dt
= 2piρs
∫ ∞
0
∫ ∞
−∞
rdrdt
[ 14 (ρ+ r
2)2 + t2]s
= 22s−1piρs
∫ ∞
0
∫ ∞
−∞
drdu
[(ρ+ r)2 + u2]s
.
By the well known formula (see [Ku], p.15):
∫ ∞
−∞
dt
(1 + t2)s
=
√
pi
Γ(s− 1
2
)
Γ(s)
, for Re(s) > 1,
we have
f(Z) =
pi
s− 1
√
piΓ(s− 1
2
)
Γ(s)
4s−1ρ2−s.
We define the S-matrix as follows:
(3.25) S(W,W ′; s) :=
∑
γ∈Γ
|ρ(γ(W ),W ′)|−2s|j(γ,W )|−2s
for W,W ′ ∈ Ω(Γ) and Re(s) > δ(Γ).
Theorem 3.12. Assume that Γ is convex cocompact and δ(Γ) < 1. Then the follow-
ing functional equation for Eisenstein series holds:
(3.26)
∫
Γ\Ω(Γ)
E(Z,W ; s)S(W,W ′; 2− s)dm(W ) = 4
s−1pi
s− 1
√
piΓ(s− 1
2
)
Γ(s)
E(Z,W ′; 2− s),
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for 1 < Re(s) < 2− δ(Γ).
Proof. By Corollary 3.10,
(3.27)
∫
∂S2
E(Z,W ; s)|ρ(W,W ′)|−2(2−s)dm(W ) = 4
s−1pi
s− 1
√
piΓ(s− 12)
Γ(s)
E(Z,W ′; 2− s).
On the other hand,
∫
∂S2
f(W )dW =
∫
Γ\Ω(Γ)
∑
γ∈Γ
f(γ(W ))dm(γ(W ))
=
∫
Γ\Ω(Γ)
∑
γ∈Γ
|J(γ(W ))|f(γ(W ))dm(W ).
Hence, the left hand side of (3.27):
LHS =
∫
Γ\Ω(Γ)
∑
γ∈Γ
|J(γ(W ))|E(Z, γ(W ); s)|ρ(γ(W ),W ′)|−2(2−s)dm(W )
=
∫
Γ\Ω(Γ)
∑
γ∈Γ
|j(γ,W )|−4|j(γ,W )|2sE(Z,W ; s)|ρ(γ(W ),W ′)|−2(2−s)dm(W )
=
∫
Γ\Ω(Γ)
E(Z,W ; s)S(W,W ′; 2− s)dm(W ).
Proposition 3.13. Assume that Γ is convex cocompact and δ(Γ) < 1. Then the
following product formula holds:
(3.28)
∫
Γ\Ω(Γ)
E(Z,W ; s)E(Z ′,W ; 2− s)dm(W )
=− pi
s− 1c(s)c(2− s)[G(Z, Z
′; s)−G(Z, Z ′; 2− s)],
where δ(Γ) < Re(s) < 2− δ(Γ).
For s ∈ C, similar as in [Ma1] and [Ma2], we set
L2s(Γ) := {f(s, ·) : f(s, ·) ∈ C∞(Ω(Γ)), f(s, γ(W ))j(γ,W )2−s = f(s,W ), γ ∈ Γ}.
If f(s, ·) ∈ L2s(Γ), we define the Eisenstein integral:
E(Z, ·, s) : L2s(Γ)→ C∞(Γ\S2),
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(3.29) E(Z, f, s) =
∫
Γ\Ω(Γ)
E(Z,W ; s)f(s,W )dm(W ), for Re(s) > δ(Γ),
and the scattering operator:
(3.30) Ss(f)(z, t) := lim
Z→(z,t)
ρ(Z)−s[E(Z, f, s)− 4
s−1pi
s− 1
√
piΓ(s− 12 )
Γ(s)
f(s, (z, t))ρ(Z)2−s],
where δ(Γ) < Re(s) < 2.
Now, the functional equation for Eisenstein series can be written in terms of Eisen-
stein integrals as
(3.31) E(Z, S2−s(f), s) =
4s−1pi
s− 1
√
piΓ(s− 1
2
)
Γ(s)
E(Z, f, 2− s),
and in terms involving the scattering operator as:
(3.32) SsS2−s = − pi
3
(s− 1)2
Γ(s− 12)Γ( 32 − s)
Γ(s)Γ(2− s) I.
4. Product formulas of weight k on U(2, 1)
In the case of SL(2,R), many people, especially Maass [M], Selberg [Se], Roelcke [Ro],
Fay [Fa], Elstrodt [El], Hejhal [H], and Shimura [Sh2] studied the eigenvalue problems
which concern a homogeneous equation
(∆k − λ)f(z) = 0.
Here f is a function on the complex upper plane
H = {z ∈ C : Im(z) > 0},
and Lk is a differential operator given by
∆k = y
2
(
∂2
∂x2
+
∂2
∂y2
)
− iky ∂
∂x
,
where z = x + iy and k is an integer. Let Γ be a congruence subgroup of SL(2,Z)
and assume that f is a Γ-automorphic form of weight k in the sense that it is invariant
under
f 7→ f(γ(z))(cz + d)−k|cz + d|k
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for any γ =
( ∗ ∗
c d
)
∈ Γ. In fact, Lk commutes with the above map. One of the
most remarkable facts about such λ and f is the existence of Selberg zeta function (see
[Se]), whose set of zeros coincides essentially with the set S(Γ, k) of s ∈ C such that
λ = s(1− s) occurs as an eigenvalue of Lk as in the above equation with a cusp form f
(see [Sh2]).
Now, we study the corresponding problems in the case of U(2, 1).
Proposition 4.1. Let
(4.1)
L(α,β) = (z1 + z1 − z2z2)
×
[
(z1 + z1)
∂2
∂z1∂z1
+
∂2
∂z2∂z2
+ z2
∂2
∂z1∂z2
+ z2
∂2
∂z1∂z2
+ β
∂
∂z1
+ α
∂
∂z1
]
and
(4.2) E(Z, Z;α, β) =
∑
γ∈Γ∩N\Γ
j(γ, Z)−αj(γ, Z)
−β
,
where Γ = U(2, 1;O) is the Picard modular group. Then the following formula holds:
(4.3) L(α,β)E(Z, Z;α, β) = 0.
Proof. We have
[
(z1 + z1)
∂2
∂z1∂z1
+
∂2
∂z2∂z2
+ z2
∂2
∂z1∂z2
+ z2
∂2
∂z1∂z2
]
[j(γ, Z)−αj(γ, Z)
−β
]
=αβ[a1j(γ, Z)
−α−1j(γ, Z)
−β
+ a1j(γ, Z)
−αj(γ, Z)
−β−1
]
=−
(
β
∂
∂z1
+ α
∂
∂z1
)
[j(γ, Z)−αj(γ, Z)
−β
].
Hence, L(α,β)E(Z, Z;α, β) = 0.
Set
(4.4) E3k(Z, Z; β) = ρ(Z)
βE(Z, Z;α, β) =
∑
γ∈Γ∩N\Γ
ρ(Z)β
j(γ, Z)3k|j(γ, Z)|2β
with 3k = α− β.
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In particular, when β = −k and α = k, we have
Lk = (z1 + z1 − z2z2)
×
[
(z1 + z1)
∂2
∂z1∂z1
+
∂2
∂z2∂z2
+ z2
∂2
∂z1∂z2
+ z2
∂2
∂z1∂z2
− k( ∂
∂z1
− ∂
∂z1
)
]
.
Proposition 4.2. The operator Lk has the following automorphic property:
(4.5) Lk[f(γ(Z))j(γ, Z)
−kj(γ, Z)
k
] = j(γ, Z)−kj(γ, Z)
k
(Lkf)(γ(Z)),
for γ ∈ U(2, 1) and Z = (z1, z2) ∈ C2, where f = f(Z, Z) is a real analytic function. In
other words, Lk commutes with the following map
(4.6) f(Z) 7→ f(γ(Z))j(γ, Z)−kj(γ, Z)k.
Proof. For γ =

 a1 a2 a3b1 b2 b3
c1 c2 c3

 ∈ U(2, 1), one has γJγ∗ = J , i.e.,


−a1a3 + a2a2 − a1a3 = 0,
−a3b1 + a2b2 − a1b3 = 0,
−a3c1 + a2c2 − a1c3 = −1,
−b3b1 + b2b2 − b1b3 = 1,
−b3c1 + b2c2 − b1c3 = 0,
−c3c1 + c2c2 − c1c3 = 0.
Denote
γ(z1, z2) = (u(z1, z2), v(z1, z2)) =
(
a1z1 + a2z2 + a3
c1z1 + c2z2 + c3
,
b1z1 + b2z2 + b3
c1z1 + c2z2 + c3
)
.
Set
A1,1 :=
∂
∂z1
(
a1z1 + a2z2 + a3
c1z1 + c2z2 + c3
)
= [(a1c2 − a2c1)z2 + (a1c3 − a3c1)]j(γ, Z)−2.
A1,2 :=
∂
∂z2
(
a1z1 + a2z2 + a3
c1z1 + c2z2 + c3
)
= [(a2c1 − a1c2)z1 + (a2c3 − a3c2)]j(γ, Z)−2.
A2,1 :=
∂
∂z1
(
b1z1 + b2z2 + b3
c1z1 + c2z2 + c3
)
= [(b1c2 − b2c1)z2 + (b1c3 − b3c1)]j(γ, Z)−2.
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A2,2 :=
∂
∂z2
(
b1z1 + b2z2 + b3
c1z1 + c2z2 + c3
)
= [(b2c1 − b1c2)z1 + (b2c3 − b3c2)]j(γ, Z)−2.
We have
Lk(γ(Z)) =(u+ u− vv)
×
[
(u+ u)
∂2
∂u∂u
+
∂2
∂v∂v
+ v
∂2
∂u∂v
+ v
∂2
∂u∂v
− k
(
∂
∂u
− ∂
∂u
)]
,
while u+ u− vv = (z1 + z1 − z2z2)|j(γ, Z)|−2.
On the other hand,
Lk[f(γ(Z))j(γ, Z)
−kj(γ, Z)
k
]
=j(γ, Z)−kj(γ, Z)
k
(z1 + z1 − z2z2)[F1,1 ∂
2f
∂u∂u
+ F1,2
∂2f
∂u∂v
+ F2,1
∂2f
∂u∂v
+ F2,2
∂2f
∂v∂v
+H1
∂f
∂u
+H2
∂f
∂v
+G1
∂f
∂u
+G2
∂f
∂v
](γ(Z)),
where

F1,1 = (z1 + z1)A1,1A1,1 + A1,2A1,2 + z2A1,2A1,1 + z2A1,1A1,2,
F1,2 = (z1 + z1)A1,1A2,1 + A1,2A2,2 + z2A1,2A2,1 + z2A1,1A2,2,
F2,2 = (z1 + z1)A2,1A2,1 + A2,2A2,2 + z2A2,2A2,1 + z2A2,1A2,2,
H1 = −kA1,1 + k[(z1 + z1)c1A1,1 + c2A1,2 + z2c1A1,2 + z2c2A1,1]j(γ, Z)−1,
H2 = −kA2,1 + k[(z1 + z1)c1A2,1 + c2A2,2 + z2c1A2,2 + z2c2A2,1]j(γ, Z)−1,
F2,1 = F1,2, G1 = −H1, G2 = −H2.
Now, we will prove that F1,1 = (u+ u)|j(γ, Z)|−2. Note that
F1,1|j(γ, Z)|4
= (z1 + z1)[(a1c2 − a2c1)z2 + (a1c3 − a3c1)][(a1c2 − a2c1)z2 + (a1c3 − a3c1)]
+ [(a2c1 − a1c2)z1 + (a2c3 − a3c2)][(a2c1 − a1c2)z1 + (a2c3 − a3c2)]
+ z2[(a2c1 − a1c2)z1 + (a2c3 − a3c2)][(a1c2 − a2c1)z2 + (a1c3 − a3c1)]
+ z2[(a1c2 − a2c1)z2 + (a1c3 − a3c1)][(a2c1 − a1c2)z1 + (a2c3 − a3c2)].
On the other hand,
u+u = [(a1z1+a2z2+a3)(c1z1+c2z2+c3)+(a1z1+a2z2+a3)(c1z1+c2z2+c3)]|j(γ, Z)|−2.
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Now, we need the following six identities:
(a2c1 − a1c2)(a2c1 − a1c2)
=(a1a3 + a1a3)c1c1 − a1a2c1c2 − a1a2c1c2 + a1a1(c1c3 + c3c1)
=a1c1(a3c1 − a2c2 + a1c3) + a1c1(a3c1 − a2c2 + a1c3)
=a1c1 + a1c1.
(a1c2 − a2c1)(a1c3 − a3c1)
=a1c2(1− a3c1 + a2c2) + a2c1(1 + a2c2 − a1c3)− a1a2c1c3 − a1a3c1c2
=a1c2 + a2c1 + c1c2(−a1a3 + a2a2 − a1a3) + a1a2(c2c2 − c1c3 − c1c3)
=a1c2 + a2c1.
(a2c3 − a3c2)(a1c2 − a2c1) + (a1c2 − a2c1)(a2c3 − a3c2)
=a2c2(a1c3 + a3c1) + a2c2(a3c1 + a1c3)− a1a3c2c2 − a2a2c1c3 − a2a2c1c3 − a1a3c2c2
=a2c2 + a2c2 + c2c2(a2a2 − a1a3 − a1a3) + a2a2(c2c2 − c1c3 − c1c3)
=a2c2 + a2c2.
(a1c3 − a3c1)(a1c3 − a3c1) + (a2c1 − a1c2)(a2c3 − a3c2)
=a1c3(a1c3 − a2c2) + a3c1(a3c1 − a2c2)− a1a3c1c3 − a1a3c1c3 + a2a2c1c3 + a1a3c2c2
=a1c3 + a3c1 − a1a3(c1c3 + c1c3 − c2c2)− c1c3(a1a3 + a1a3 − a2a2)
=a1c3 + a3c1.
(a2c3 − a3c2)(a1c3 − a3c1)
=a2c3(1− a3c1 + a2c2) + a3c2(1 + a2c2 − a1c3)− a1a3c2c3 − a2a3c1c3
=a2c3 + a3c2 − a2a3(c1c3 + c1c3 − c2c2) + c2c3(a2a2 − a1a3 − a1a3)
=a2c3 + a3c2.
(a2c3 − a3c2)(a2c3 − a3c2)
=a3c3(1− a3c1 − a1c3) + a3c3(1− a3c1 − a1c3) + a2a2c3c3 + a3a3c2c2
=a3c3 + a3c3 − a3a3(c1c3 + c1c3 − c2c2)− c3c3(a1a3 + a1a3 − a2a2)
=a3c3 + a3c3.
By these identities, we get the desired formula.
Similarly, we have
F1,2 = v|j(γ, Z)|−2, F2,1 = v|j(γ, Z)|−2, F2,2 = |j(γ, Z)|−2,
and
H1 = −k|j(γ, Z)|−2, H2 = 0, G1 = k|j(γ, Z)|−2, G2 = 0.
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Therefore,
Lk(f(γ(Z))j(γ, Z)
−kj(γ, Z)k)
=j(γ, Z)−kj(γ, Z)k(z1 + z1 − z2z2)|j(γ, Z)|−2
×
[
(u+ u)
∂2
∂u∂u
+
∂2
∂v∂v
+ v
∂2
∂u∂v
+ v
∂2
∂u∂v
− k
(
∂
∂u
− ∂
∂u
)]
f(γ(Z))
=j(γ, Z)−kj(γ, Z)k(Lkf)(γ(Z)).
For the Picard modular group Γ = U(2, 1;O), the Eisenstein series of weight k is
defined by
(4.7) E(Z; k, s) =
∑
γ∈Γ∩N\Γ
j(γ, Z)kj(γ, Z)−kρ(γ, Z)s, for Re(s) > 2, k ∈ Z.
Theorem 4.3. The Eisenstein series satisfies the following equation:
(4.8) LkE(Z; k, s) = s(s− 2)E(Z; k, s).
Proof. First, we note that
Lkρ
s = Lρs + ρ · k
(
∂
∂z1
− ∂
∂z1
)
ρs = s(s− 2)ρs.
By Proposition 4.2, we have
LkE(Z; k, s) =
∑
γ∈Γ∩N\Γ
Lk[ρ(γ(Z))
sj(γ, Z)−kj(γ, Z)k]
=
∑
γ∈Γ∩N\Γ
j(γ, Z)−kj(γ, Z)k(Lkρs)(γ(Z))
= s(s− 2)
∑
γ∈Γ∩N\Γ
j(γ, Z)−kj(γ, Z)kρs(γ(Z))
= s(s− 2)E(Z; k, s).
Set
(4.9) J(γ, Z) :=
j(γ, Z)
|j(γ, Z)| .
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Then J(γ, Z) = ei arg j(γ,Z).
A generalized automorphic form on the Picard modular group Γ = U(2, 1;O) of
weight 3k is given by
(4.10) f(γ(Z)) =
j(γ, Z)3k
|j(γ, Z)|3k f(Z) for γ ∈ Γ.
Put
(4.11) Hk(Z,W ) =
ρ(Z,W )2k
|ρ(Z,W )|2k for Z,W ∈ S2.
Definition 4.4. For any function Φ ∈ C∞(R), the associated real point-pair invariant
is given by
(4.12) k(Z,W ) = Φ
[ |ρ(Z,W )|2
ρ(Z)ρ(W )
]
,
where Z,W ∈ S2.
Proposition 4.5. The following formulas hold:
(1) k(Z,W ) = k(g(Z), g(W )), for any g ∈ G.
(2) k(Z,W ) = k(W,Z).
Definition 4.6. Let Φ ∈ C∞(R) be a real-valued function. The complex point-pair
invariant is given by
(4.13) Kk(Z,W ) = Hk(Z,W )Φ
[ |ρ(Z,W )|2
ρ(Z)ρ(W )
]
,
where Z,W ∈ S2.
Proposition 4.7. The following formulas hold:
(1) Hk(g(Z), g(W )) = J(g, Z)
2kHk(Z,W )J(g,W )
−2k, for g ∈ G.
(2) Kk(g(W ), g(W )) = J(g, Z)
2kKk(Z,W )J(g,W )
−2k, for g ∈ G.
(3) |Hk(Z,W )| = 1, and Hk(Z,W ) = Hk(W,Z).
(4) Kk(Z,W ) = Kk(W,Z).
Proof. Since ρ(g(Z), g(W ))j(g, Z)j(g,W ) = ρ(Z,W ) for g ∈ G. We have
Hk(g(Z), g(W )) =
|j(g, Z)|2k
j(g, Z)
2k
Hk(Z,W )
|j(g,W )|2k
j(g,W )2k
= J(g, Z)2kHk(Z,W )J(g,W )
−2k.
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The others are trivial.
Lemma 4.8. The following formula holds:
(4.14) LkKk(Z,W ) = Hk(Z,W )
[
(σ2 − σ)Φ′′(σ) + (3σ − 1)Φ′(σ) + k
2
σ
Φ(σ)
]
,
where σ(Z,W ) = |ρ(Z,W )|
2
ρ(Z)ρ(W ) .
Proof. It is obtained by a straightforward calculation.
By LkKk(Z,W ) = s(s− 2)Kk(Z,W ), one has
(4.15) Φ′′(σ) +
(
1
σ
+
2
σ − 1
)
Φ′(σ) +
1
σ(σ − 1)
[
k2
σ
− s(s− 2)
]
Φ(σ) = 0.
It is known that the Fuchsian equation with three regular singularities a, b, c is given by
d2w
dz2
+
[
1− α1 − α2
z − a +
1− β1 − β2
z − b +
1− γ1 − γ2
z − c
]
dw
dz
+
1
(z − a)(z − b)(z − c)
×
[
α1α2(a− b)(a− c)
z − a +
β1β2(b− c)(b− a)
z − b +
γ1γ2(c− a)(c− b)
z − c
]
w = 0,
where (α1, α2), (β1, β2), (γ1, γ2) are exponents belonging to a, b, c, respectively, and,
they satisfy that α1+α2+ β1 + β2+ γ1+ γ2 = 1. The solution of this equation is given
in Riemann P-notation by
w(z) = P


a b c
α1 β1 γ1
α2 β2 γ2
; z

 .
When c =∞, it reduces to
d2w
dz2
+
[
1− α1 − α2
z − a +
1− β1 − β2
z − b
]
dw
dz
+
1
(z − a)(z − b)
×
[
α1α2(a− b)
z − a +
β1β2(b− a)
z − b + γ1γ2
]
w = 0.
Now, in our case,
a = 0, b = 1, c =∞, α1 = −|k|, α2 = |k|, β1 = 0, β2 = −1, γ1 = s, γ2 = 2− s,
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and
Φ(σ) = Φ|k|(σ)
=P


0 1 ∞
−|k| 0 s
|k| −1 2− s
; σ


=σ−|k|P


0 1 ∞
0 0 s− |k|
2|k| −1 2− s− |k|
; σ


=σ−|k|F (s− |k|, 2− s− |k|; 1− 2|k|; σ)
=σ−|k|(1− σ)|k|−sF (s− |k|, s− 1− |k|; 1− 2|k|; σ
σ − 1)
=σ−|k|(1− σ)|k|−sF (s− |k|, s− 1− |k|; 2s− 1;− 1
σ − 1).
Now, we set
(4.16)
K(Z,W ; k, s) =
pi
3
2Γ( 3
2
− s)
(|k|+ 1− s)Γ(2− s) (
1
4
)s−1ρ(Z,W )kρ(Z,W )−k
× σ−|k|(σ − 1)|k|−sF (s− |k|, s− 1− |k|; 2s− 1;− 1
σ − 1).
It has the following property:
(4.17) K(γ(Z), γ(Z ′); k, s) = j(γ, Z)kj(γ, Z)−kj(γ, Z ′)−kj(γ, Z ′)kK(Z, Z ′; k, s).
Moreover, note that ρ(Z ′, Z) = ρ(Z, Z ′), we have
K(Z ′, Z; k, s) = K(Z, Z ′;−k, s).
The automorphic Green function of weight k is given by
(4.18) G(Z, Z ′; k, s) =
∑
γ∈Γ
K(Z, γ(Z ′); k, s), for Re(s) > δ(Γ).
By the same method, we can prove that the right hand side of (4.18) is convergent if
Re(s) > δ(Γ).
The automorphic Green function of weight k has the following properties:
G(Z, Z ′; k, s) = G(Z ′, Z;−k, s), Lk(Z)G(Z, Z ′; k, s) = s(s− 2)G(Z, Z ′; k, s),
Furthermore,
L−k(Z ′)G(Z, Z ′; k, s) = L−k(Z ′)G(Z ′, Z;−k, s)
=s(s− 2)G(Z ′, Z;−k, s) = s(s− 2)G(Z, Z ′; k, s).
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The Poisson kernel of weight k is given by
(4.19) Pk(Z,W ; s) = ρ(Z)
sρ(Z,W )k−sρ(Z,W )−k−s,
where Z ∈ S2, W ∈ ∂S2. By
ρ(γ(Z), γ(W ))j(γ, Z)j(γ,W ) = ρ(Z,W ), j(γ, γ−1(W )) = j(γ−1,W )−1,
we have
Pk(γ(Z),W ; s) = Pk(Z, γ
−1(W ); s)j(γ, Z)kj(γ, Z)−kj(γ−1,W )k−sj(γ−1,W )−k−s.
The Eisenstein series with respect to ∂S2 of weight k is defined by
(4.20) E(Z,W ; k, s) =
∑
γ∈Γ
j(γ, Z)−kj(γ, Z)kPk(γ(Z),W ; s), for Re(s) > δ(Γ).
Here Γ is a discrete subgroup of U(2, 1). Now, we have the following formula:
lim
ρ(Z)→0
ρ(Z)−sKk(Z, Z ′) =
pi
3
2Γ( 3
2
− s)
(|k|+ 1− s)Γ(2− s) (
1
4
)s−1Pk(Z ′,W ; s),
where Z →W ∈ ∂S2 as ρ(Z)→ 0. Consequently,
lim
ρ(Z)→0
ρ(Z)−sG(Z, Z ′; k, s) =
pi
3
2Γ( 3
2
− s)
(|k|+ 1− s)Γ(2− s)(
1
4
)s−1E(Z ′,W ; k, s).
Lemma 4.9. The Eisenstein series of weight k satisfies the following three equations:
(1) LkE(Z,W ; k, s) = s(s− 2)E(Z,W ; k, s).
(2) E(γ(Z),W ; k, s) = E(Z,W ; k, s), for γ ∈ Γ.
(3) E(Z, g(W ); k, s) = j(g,W )s−kj(g,W )s+kE(Z,W ; k, s), where g ∈ Γ.
Proof. In fact,
LkPk(Z,W ; s) = s(s− 2)Pk(Z,W ; s) + (k2 − s2)ρ(W )Pk(Z,W ; s+ 1).
Since ρ(W ) = 0, LkPk(Z,W ; s) = s(s− 2)Pk(Z,W ; s). By Proposition 4.2,
LkE(Z,W ; k, s) =
∑
γ∈Γ
Lk[Pk(γ(Z),W ; s)j(γ, Z)
−kj(γ, Z)k]
=
∑
γ∈Γ
j(γ, Z)−kj(γ, Z)k(LkPk)(γ(Z),W ; s)
=s(s− 2)
∑
γ∈Γ
j(γ, Z)−kj(γ, Z)kPk(γ(Z),W ; s)
=s(s− 2)E(Z,W ; k, s).
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To prove the third identity, we note that
Pk(γ(Z), γ(W ); s) = j(γ, Z)
kj(γ, Z)−kj(γ,W )s−kj(γ,W )s+kPk(Z,W ; s).
By Proposition 2.9, we have
E(Z, g(W ); k, s) =
∑
γ∈Γ
j(γ, Z)−kj(γ, Z)kPk(γ(Z), g(W ); s)
=
∑
γ∈Γ
j(g, γ(Z))−kj(g, γ(Z))kj(γ, Z)−kj(γ, Z)kPk(g(γ(Z)), g(W ); s)
=
∑
γ∈Γ
j(γ, Z)−kj(γ, Z)kPk(γ(Z),W ; s)j(g,W )s−kj(g,W )s+k
=j(g,W )s−kj(g,W )s+kE(Z,W ; k, s).
Theorem 4.10. Set
(4.21) φ(Z, Z ′; k, s) =
∫
∂S2
Pk(Z,W ; s)P−k(Z ′,W ; 2− s)dm(W ).
Then the following formula holds:
(4.22)
φ(Z, Z ′; k, s) = K(Z, Z ′; k, s) +K(Z, Z ′; k, 2− s)
=φ(Z ′, Z;−k, 2− s) = K(Z ′, Z;−k, s) +K(Z ′, Z;−k, 2− s),
where k = 0 or k = ±1.
Proof. In fact, if k = 0, this is Theorem 3.7. Now, we only consider the nontrivial
case k = ±1.
For γ ∈ G,
φ(γ(Z), γ(Z ′); k, s) =
∫
∂S2
Pk(γ(Z),W ; s)P−k(γ(Z ′),W ; 2− s)dm(W )
=j(γ, Z)kj(γ, Z)−kj(γ, Z ′)−kj(γ, Z ′)k
∫
∂S2
Pk(Z, γ
−1(W ); s)
× P−k(Z ′, γ−1(W ); 2− s)j(γ−1,W )−2j(γ−1,W )−2dm(W ).
Since dm(γ−1(W )) = |j(γ−1,W )|−4dm(W ), we have
(4.23) φ(γ(Z), γ(Z ′); k, s) = j(γ, Z)kj(γ, Z)−kj(γ, Z ′)−kj(γ, Z ′)kφ(Z, Z ′; k, s).
Thus, φ(Z, Z ′; k, s) is a point-pair invariant covariant with respect to the weight k.
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By the double transitivity of U(2, 1) on S2, there exists a γ ∈ U(2, 1), such that
Z = γ(
1
2
ρ, 0), Z ′ = γ(
1
2
ρ′, 0).
Let ρ and ρ′ stand for (ρ, 0) and (ρ′, 0), respectively. Set γ =

 ∗ ∗ ∗∗ ∗ ∗
a1 a2 a3

, then
|j(γ, 1
2
ρ)|2 = |1
2
ρa1 + a3|2 = 1
4
ρ2|a1|2 + 1
2
ρ|a2|2 + |a3|2.
Denote
(4.24) µ =
1
2 (ρ+ ρ
′)
1
4
ρ2|a1|2 + 12ρ|a2|2 + |a3|2
,
then µ > 0.
Since
φ(Z, Z ′; k, s) = φ(γ(
1
2
ρ), γ(
1
2
ρ′); k, s)
=j(γ,
1
2
ρ)kj(γ,
1
2
ρ)−kj(γ,
1
2
ρ′)−kj(γ,
1
2
ρ′)kφ(
1
2
ρ,
1
2
ρ′; k, s).
By (4.24), we have
ρ(Z, Z ′) = ρ(γ(
1
2
ρ), γ(
1
2
ρ′)) =
1
2 (ρ+ ρ
′)
j(γ, 1
2
ρ)j(γ, 1
2
ρ′)
= µ
j(γ, 12ρ)
j(γ, 1
2
ρ′)
.
Hence,
(4.25)
φ(Z, Z ′; k, s) =[µ−1ρ(Z, Z ′)]k[µ−1ρ(Z, Z ′)]−kφ(
1
2
ρ,
1
2
ρ′; k, s)
=ρ(Z, Z ′)kρ(Z, Z ′)−kφ(
1
2
ρ,
1
2
ρ′; k, s).
For W ∈ ∂S2, i.e., w1 = |w|
2
2
+ iv, w2 = w with w ∈ C, v ∈ R.
ρ(Z,W ) =
ρ+ |w|2
2
+ iv, ρ(Z ′,W ) =
ρ′ + |w|2
2
+ iv.
Therefore,
φ(
1
2
ρ,
1
2
ρ′; k, s) =16ρsρ′2−s
∫
R
∫
C
1
|ρ+ |w|2 + 2iv|2s
1
|ρ′ + |w|2 + 2iv|4−2s
×
(
ρ+ |w|2 + 2iv
ρ+ |w|2 − 2iv
)k (
ρ′ + |w|2 + 2iv
ρ′ + |w|2 − 2iv
)−k
dwdwdv.
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Set w = reiθ and u = r2, then
φ(
1
2
ρ,
1
2
ρ′; k, s) =16piρsρ′2−s
∫ ∞
−∞
∫ ∞
0
1
|ρ+ u+ 2iv|2s
1
|ρ′ + u+ 2iv|4−2s
×
(
ρ+ u+ 2iv
ρ+ u− 2iv
)k (
ρ′ + u+ 2iv
ρ′ + u− 2iv
)−k
dudv
=8piρsρ′2−s
∫ ∞
−∞
∫ ∞
0
1
|ρ+ u+ iv|2s
1
|ρ′ + u+ iv|2(2−s)
× exp(2ki(arctan v
ρ+ u
− arctan v
ρ′ + u
))dudv.
By
arctan
v
ρ+ u
− arctan v
ρ′ + u
= arctan
(ρ′ − ρ)v
(ρ+ u)(ρ′ + u) + v2
,
we have
φ(
1
2
ρ,
1
2
ρ′; k, s) =8piρsρ′2−s
∫ ∞
−∞
∫ ∞
0
1
[(ρ+ u)2 + v2]s
1
[(ρ′ + u)2 + v2]2−s
× exp(2ki arctan (ρ
′ − ρ)v
(ρ+ u)(ρ′ + u) + v2
)dudv
=16piρsρ′2−s
∫ ∞
0
∫ ∞
0
1
[(ρ+ u)2 + v2]s
1
[(ρ′ + u)2 + v2]2−s
× cos 2k arctan (ρ
′ − ρ)v
(ρ+ u)(ρ′ + u) + v2
dudv.
Assume that ρ < ρ′, set λ = ρ
ρ′
, v = (ρ′ − ρ)w and l = ρ+u
ρ′+u , then u =
lρ′−ρ
1−l , du =
ρ′−ρ
(1−l)2 dl. We have
φ(
1
2
ρ,
1
2
ρ′; k, s) =16piλs(1− λ)−2
∫ ∞
0
∫ 1
λ
[
w2 +
l2
(1− l)2
]−s [
w2 +
1
(1− l)2
]s−2
× cos 2k arctan
(
w
w2 + l(1−l)2
)
(1− l)−2dldw.
Set w =
√
v
1−l , then
φ(
1
2
ρ,
1
2
ρ′; k, s) =8piλs(1− λ)−2
∫ 1
λ
(1− l)dl
∫ ∞
0
v−
1
2 (1 + v)s−2(l2 + v)−s
× cos 2k arctan
[
(1− l)√v
v + l
]
dv.
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Let x = arctan (1−l)
√
v
v+l , then
cos 2x =
1− tan2 x
1 + tan2 x
=
(v + l)2 − (1− l)2v
(v + l)2 + (1− l)2v .
We have
cos 2kx = cos
(
k arccos
(v + l)2 − (1− l)2v
(v + l)2 + (1− l)2v
)
.
It is known that the Tchebichef polynomial
Tn(x) = cos(n arccosx) = F (−n, n; 1
2
;
1− x
2
).
Hence
cos 2kx = F (−k, k; 1
2
;
(1− l)2v
v2 + (1 + l2)v + l2
).
Therefore,
φ(
1
2
ρ,
1
2
ρ′; k, s) =8piλs(1− λ)−2
∫ 1
λ
(1− l)dl
∫ ∞
0
v−
1
2 (1 + v)s−2(l2 + v)−s
× F (−k, k; 1
2
;
(1− l)2v
(1 + v)(l2 + v)
)dv.
We know that
F (−k, k; 1
2
; x) =
|k|∑
n=0
(−k)n(k)n
n!( 1
2
)n
xn.
Thus
φ(
1
2
ρ,
1
2
ρ′; k, s) =8piλs(1− λ)−2
|k|∑
n=0
(−k)n(k)n
n!( 12 )n
∫ 1
λ
(1− l)2n+1l−2(s+n)dl
×
∫ ∞
0
vn−
1
2 (1 + v)s−n−2(1 + vl−2)−s−ndv.
By the following formula
F (a, b; c; 1− z) = Γ(c)
Γ(b)Γ(c− b)
∫ ∞
0
sb−1(1 + s)a−c(1 + sz)−ads
for Re(c) > Re(b) > 0, | arg(z)| < pi, we have∫ ∞
0
vn−
1
2 (1 + v)s−n−2(1 + vl−2)−s−ndv
=
Γ(n+ 1
2
)Γ(n+ 3
2
)
Γ(2n+ 2)
F (s+ n,
1
2
+ n; 2n+ 2; 1− l−2).
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Hence,
φ(
1
2
ρ,
1
2
ρ′; k, s) =8piλs(1− λ)−2
|k|∑
n=0
(−k)n(k)n
n!( 12)n
Γ(n+ 1
2
)Γ(n+ 3
2
)
Γ(2n+ 2)
×
∫ 1
λ
(1− l)2n+1l−2(s+n)F (s+ n, 1
2
+ n; 2n+ 2; 1− l−2)dl.
Note that
1
n!( 1
2
)n
Γ(n+ 12 )Γ(n+
3
2 )
Γ(2n+ 2)
=
pi
22n+1(n!)2
.
We have
φ(
1
2
ρ,
1
2
ρ′; k, s) =4pi2λs(1− λ)−2
|k|∑
n=0
(−k)n(k)n
22n(n!)2
∫ 1
λ
(1− l)2n+1l−2(s+n)
× F (s+ n, 1
2
+ n; 2n+ 2; 1− l−2)dl.
(1) z = 1− l−2, z
z−1 = 1− l2.
By F (a, b; c; z) = (1− z)−aF (a, c− b; c; z
z−1 ), we have
F (s+ n,
1
2
+ n; 2n+ 2; 1− l−2) = l2(s+n)F (s+ n, n+ 3
2
; 2n+ 2; 1− l2).
(2) z = 1− l2, 1− z = l2.
By
F (a, b; c; z) =
Γ(c)Γ(c− a− b)
Γ(c− a)Γ(c− b)F (a, b; a+ b− c+ 1; 1− z)
+
Γ(c)Γ(a+ b− c)
Γ(a)Γ(b)
(1− z)c−a−bF (c− a, c− b; c− a− b+ 1; 1− z),
where | arg(1− z)| < pi, we have
F (s+ n, n+
3
2
; 2n+ 2; 1− l2)
=
Γ(2n+ 2)Γ( 1
2
− s)
Γ(n− s+ 2)Γ(n+ 12)
F (s+ n, n+
3
2
; s+
1
2
; l2)
+
Γ(2n+ 2)Γ(s− 12 )
Γ(s+ n)Γ(n+ 3
2
)
l1−2sF (n− s+ 2, n+ 1
2
;
3
2
− s; l2).
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Therefore,
φ(
1
2
ρ,
1
2
ρ′; k, s) = 4pi2λs(1− λ)−2
|k|∑
n=0
(−k)n(k)n
22n(n!)2
(F1 + F2),
where
F1 =
(2n+ 1)!Γ( 1
2
− s)
Γ(n− s+ 2)Γ(n+ 12 )
∫ 1
λ
(1− l)2n+1F (s+ n, n+ 3
2
; s+
1
2
; l2)dl,
F2 =
(2n+ 1)!Γ(s− 12 )
Γ(s+ n)Γ(n+ 32)
∫ 1
λ
(1− l)2n+1l1−2sF (n− s+ 2, n+ 1
2
;
3
2
− s; l2)dl.
It is known that the incomplete beta function is defined by (see [Er], p.87)
Bx(p, q) =
∫ x
0
tp−1(1− t)q−1dt.
Set Ix(p, q) =
Bx(p,q)
B1(p,q)
. Note that B1(p, q) =
Γ(p)Γ(q)
Γ(p+q) .
Hence,
∫ 1
λ
(1− l)2n+1F (s+ n, n+ 3
2
; s+
1
2
; l2)dl
=
∞∑
m=0
(s+ n)m(n+
3
2)m
m!(s+ 12 )m
[B1(2m+ 1, 2n+ 2)−Bλ(2m+ 1, 2n+ 2)].
Similarly,
∫ 1
λ
(1− l)2n+1l1−2sF (n− s+ 2, n+ 1
2
;
3
2
− s; l2)dl
=
∞∑
m=0
(2− s+ n)m(n+ 12 )m
m!( 3
2
− s)m
[B1(2m− 2s+ 2, 2n+ 2)−Bλ(2m− 2s+ 2, 2n+ 2)].
We have
(4.26)
∞∑
m=0
(s+ n)m(n+
3
2 )m
m!(s+ 12 )m
B1(2m+ 1, 2n+ 2) =
∞∑
m=0
(s+ n)m
(s+ 12 )m
(2m− 1)!!(2n)!!
(2m+ 2n+ 2)!!
=
1
2n+ 2
∞∑
m=0
(s+ n)m(
1
2
)m
(s+ 12)m(n+ 2)m
.
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By
(n+ 2)m =
(n+m+ 1)!
(n+ 1)!
, (
1
2
)m =
(−1
2
− n)m+n+1
(−12 − n)n+1
,
(s+
1
2
)m =
(s− n− 12 )m+n+1
(s− n− 12 )n+1
, (s+ n)m =
(s− 1)m+n+1
(s− 1)n+1 ,
(4.26) is equal to
(4.27)
1
2n+ 2
(n+ 1)!(s− n− 1
2
)n+1
(s− 1)n+1(−12 − n)n+1
∞∑
m=0
(s− 1)m+n+1(−12 − n)m+n+1
(s− n− 12 )m+n+1(m+ n+ 1)!
=
1
2n+ 2
(n+ 1)!(s− n− 12 )n+1
(s− 1)n+1(−12 − n)n+1
[F (s− 1,−1
2
− n; s− n− 1
2
; 1)
−
n∑
r=0
(s− 1)r(−12 − n)r
(s− n− 1
2
)rr!
].
Similarly,
(4.28)
∞∑
m=0
(2− s+ n)m(n+ 12)m
m!( 3
2
− s)m
B1(2m− 2s+ 2, 2n+ 2)
=
(2n+ 1)!Γ(2− 2s)
Γ(4− 2s+ 2n)
∞∑
m=0
(1− s)m(n+ 12 )m
( 52 − s+ n)mm!
=
(2n+ 1)!Γ(2− 2s)
Γ(4− 2s+ 2n) F (1− s, n+
1
2
;
5
2
− s+ n; 1).
Therefore,
∞∑
m=0
(s+ n)m(n+
3
2 )m
m!(s+ 1
2
)m
Bλ(2m+ 1, 2n+ 2)
=
∞∑
m=0
(s+ n)m(n+
3
2 )m
m!(s+ 12 )m
B1(2m+ 1, 2n+ 2)Iλ(2m+ 1, 2n+ 2)
=
1
2n+ 2
∞∑
m=0
(s+ n)m(
1
2
)m
(s+ 12)m(n+ 2)m
Iλ(2m+ 1, 2n+ 2).
Now, we need the following lemma:
Lemma 4.11. The explicit expression of Ix(p, q): For p ∈ C, Re(p) > 0 and q ∈ Z
with q > 0, the following formula holds:
(4.29) Ix(p, q + 1) = (p)q+1
q∑
r=0
(−1)r
r!(q − r)!
xp+r
p+ r
.
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Proof.
Ix(p, q + 1) =
(p)q+1
q!
B(p, q + 1)Ix(p, q + 1)
=
(p)q+1
q!
Bx(p, q + 1) =
(p)q+1
q!
∫ x
0
tp−1(1− t)qdt
=
(p)q+1
q!
q∑
r=0
(−1)rCrq
xp+r
p+ r
= (p)q+1
q∑
r=0
(−1)r
r!(q − r)!
xp+r
p+ r
.
By Lemma 4.11, we have
1
2n+ 2
∞∑
m=0
(s+ n)m(
1
2
)m
(s+ 12 )m(n+ 2)m
Iλ(2m+ 1, 2n+ 2)
=
1
2n+ 2
∞∑
m=0
(s+ n)m(
1
2 )m
(s+ 1
2
)m(n+ 2)m
(2m+ 1)2n+2
2n+1∑
r=0
(−1)r
r!(2n+ 1− r)!
λ2m+r+1
2m+ r + 1
=
1
2n+ 2
2n+1∑
r=0
(−1)r
r!(2n+ 1− r)!
∞∑
m=0
(s+ n)m(
1
2
)m
(s+ 12 )m(n+ 2)m
× (2m+ 1)(2m+ 2) · · · (2m+ 2n+ 2)
2m+ r + 1
λ2m+r+1.
If n = 0, then r = 0, 1.
(1) r = 0,
∞∑
m=0
(s)m(
1
2
)m
(s+ 12 )m(2)m
(2m+ 2)λ2m+1 = 2λF (s,
1
2
; s+
1
2
;λ2).
(2) r = 1,
∞∑
m=0
(s)m(
1
2 )m
(s+ 1
2
)m(2)m
(2m+ 1)λ2m+2 =
2s− 1
s− 1 [F (s− 1,
1
2
; s− 1
2
;λ2)− 1].
On the other hand, when n = 0, (4.27) is equal to
2s− 1
2s− 2 [1− F (s− 1,−
1
2
; s− 1
2
; 1)].
Hence,∫ 1
λ
(1− l)2n+1F (s+ n, n+ 3
2
; s+
1
2
; l2)dln=0
=− λF (s, 1
2
; s+
1
2
;λ2) +
2s− 1
2s− 2F (s− 1,
1
2
; s− 1
2
;λ2)− 2s− 1
2s− 2F (s− 1,−
1
2
; s− 1
2
; 1).
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If n = 1, then r = 0, 1, 2, 3.
(1) r = 0,
∞∑
m=0
(s+ 1)m(
1
2 )m
(s+ 12 )m(3)m
(2m+ 2)(2m+ 3)(2m+ 4)λ2m+1
=8λF (s+ 1,
3
2
; s+
1
2
;λ2) + 16λF (s+ 1,
1
2
; s+
1
2
;λ2).
(2) r = 1,
∞∑
m=0
(s+ 1)m(
1
2
)m
(s+ 12)m(3)m
(2m+ 1)(2m+ 3)(2m+ 4)λ2m+2 = 8
s− 1
2
s
[F (s,
3
2
; s− 1
2
;λ2)− 1].
(3) r = 2,
∞∑
m=0
(s+ 1)m(
1
2 )m
(s+ 1
2
)m(3)m
(2m+ 1)(2m+ 2)(2m+ 4)λ2m+3 = 8λ3F (s+ 1,
3
2
; s+
1
2
;λ2).
(4) r = 3,
∞∑
m=0
(s+ 1)m(
1
2 )m
(s+ 12 )m(3)m
(2m+ 1)(2m+ 2)(2m+ 3)λ2m+4
=8
s− 1
2
s
λ2[F (s,
3
2
; s− 1
2
;λ2)− 1]− 16(s−
1
2
)(s− 3
2
)
s(s− 1) [F (s− 1,
1
2
; s− 3
2
;λ2)
− s− 1
2s− 3λ
2 − 1].
On the other hand, when n = 1, (4.27) is equal to
2
3
(s− 12 )(s− 32 )
s(s− 1) F (s− 1,−
3
2
; s− 3
2
; 1)− 2
3
(s− 12)(s− 32 )
s(s− 1) +
s− 12
s
.
Therefore,∫ 1
λ
(1− l)2n+1F (s+ n, n+ 3
2
; s+
1
2
; l2)dln=1
=
2
3
(s− 12)(s− 32 )
s(s− 1) F (s− 1,−
3
2
; s− 3
2
; 1)− 2
3
(s− 12)(s− 32 )
s(s− 1) F (s− 1,
1
2
; s− 3
2
;λ2)
− 2
3
λF (s+ 1,
1
2
; s+
1
2
;λ2) + (
1
3
λ2 + 1)
s− 1
2
s
F (s,
3
2
; s− 1
2
;λ2)
− (λ3 + 1
3
λ)F (s+ 1,
3
2
; s+
1
2
;λ2).
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Now, we need the following relation of Gauss between contiguous functions (see [Er],
p.103, (36)):
(c− a− b)F − (c− a)F (a− 1) + b(1− z)F (b+ 1) = 0,
where F denotes F (a, b; c; z) and F (a±1), F (b±1), and F (c±1) stands for F (a±1, b; c; z),
F (a, b± 1; c; z), and F (a, b; c± 1; z) respectively.
We have
F (s− 1, 1
2
; s− 3
2
;λ2) =
1
2
F (s− 2, 1
2
; s− 3
2
;λ2) +
1
2
(1− λ2)F (s− 1, 3
2
; s− 3
2
;λ2),
F (s+ 1,
1
2
; s+
1
2
;λ2) =
1
2
F (s,
1
2
; s+
1
2
;λ2) +
1
2
(1− λ2)F (s+ 1, 3
2
; s+
1
2
;λ2).
By [Er], p.104, (46),
F (a, b; c; 1) =
Γ(c)Γ(c− a− b)
Γ(c− a)Γ(c− b) , c 6= 0,−1,−2, · · · ,Re(c) > Re(a+ b),
we have
F (s− 1,−3
2
; s− 3
2
; 1) =
Γ(s− 32)
−2√piΓ(s) , F (s− 1,−
1
2
; s− 1
2
; 1) =
Γ(s− 12 )√
piΓ(s)
.
Therefore,
∫ 1
λ
(1− l)2n+1F (s+ n, n+ 3
2
; s+
1
2
; l2)dln=0
=− λF (s, 1
2
; s+
1
2
;λ2) +
s− 12
s− 1F (s− 1,
1
2
; s− 1
2
;λ2)− 1√
pi
Γ(s+ 12 )
(s− 1)Γ(s) ,
and
∫ 1
λ
(1− l)2n+1F (s+ n, n+ 3
2
; s+
1
2
; l2)dln=1
=− 1
3
Γ(s+ 12 )√
pi(s− 1)Γ(s+ 1) −
1
3
(s− 12)(s− 32 )
s(s− 1) F (s− 2,
1
2
; s− 3
2
;λ2)
− 1
3
(s− 1
2
)(s− 3
2
)
s(s− 1) (1− λ
2)F (s− 1, 3
2
; s− 3
2
;λ2) + (
1
3
λ2 + 1)
s− 1
2
s
F (s,
3
2
; s− 1
2
;λ2)
− 1
3
λF (s,
1
2
; s+
1
2
;λ2)− 2
3
λ(λ2 + 1)F (s+ 1,
3
2
; s+
1
2
;λ2).
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By [Er], p.111, (5),
F (a, b; 2b;
4z
(1 + z)2
) = (1 + z)2aF (a, a+
1
2
− b; b+ 1
2
; z2),
we have
F (s,
1
2
; s+
1
2
;λ2) = (1− λ)−2sF (s, s; 2s;−u−1),
F (s− 1, 1
2
; s− 1
2
;λ2) = (1− λ)−2(s−1)F (s− 1, s− 1; 2s− 2;−u−1),
F (s− 2, 1
2
; s− 3
2
;λ2) = (1− λ)−2(s−2)F (s− 2, s− 2; 2s− 4;−u−1),
F (s− 1, 3
2
; s− 3
2
;λ2) = (1− λ)−2(s−1)F (s− 1, s− 2; 2s− 4;−u−1),
F (s,
3
2
; s− 1
2
;λ2) = (1− λ)−2sF (s, s− 1; 2s− 2;−u−1),
F (s,
1
2
; s+
1
2
;λ2) = (1− λ)−2sF (s, s; 2s;−u−1),
F (s+ 1,
3
2
; s+
1
2
;λ2) = (1− λ)−2(s+1)F (s+ 1, s; 2s;−u−1).
where u = (λ−1)
2
4λ
. Hence,
∫ 1
λ
(1− l)2n+1F (s+ n, n+ 3
2
; s+
1
2
; l2)dln=0 = −λ(1− λ)−2sF (s, s; 2s;−u−1)
+
s− 12
s− 1 (1− λ)
−2(s−1)F (s− 1, s− 1; 2s− 2;−u−1)− 1√
pi
1
s− 1
Γ(s+ 12 )
Γ(s)
.
∫ 1
λ
(1− l)2n+1F (s+ n, n+ 3
2
; s+
1
2
; l2)dln=1 = −1
3
1√
pi
1
s− 1
Γ(s+ 12 )
Γ(s+ 1)
− 1
3
(s− 1
2
)(s− 3
2
)
s(s− 1) (1− λ)
−2(s−2)F (s− 2, s− 2; 2s− 4;−u−1)
− 1
3
(s− 12)(s− 32 )
s(s− 1) (1− λ
2)(1− λ)−2(s−1)F (s− 1, s− 2; 2s− 4;−u−1)
+ (
1
3
λ2 + 1)
s− 1
2
s
(1− λ)−2sF (s, s− 1; 2s− 2;−u−1)
− 1
3
λ(1− λ)−2sF (s, s; 2s;−u−1)− 2
3
λ(λ2 + 1)(1− λ)−2(s+1)F (s+ 1, s; 2s;−u−1).
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Similarly,
∞∑
m=0
(2− s+ n)m(n+ 12)m
m!( 32 − s)m
Bλ(2m+ 2− 2s, 2n+ 2)
=
∞∑
m=0
(2− s+ n)m(n+ 12)m
m!( 32 − s)m
B1(2m+ 2− 2s, 2n+ 2)Iλ(2m+ 2− 2s, 2n+ 2)
=
(2n+ 1)!Γ(2− 2s)
Γ(4− 2s+ 2n)
∞∑
m=0
(1− s)m(n+ 12 )m
( 52 − s+ n)mm!
Iλ(2m+ 2− 2s, 2n+ 2).
By Lemma 4.11, we have
Iλ(2m+ 2− 2s, 2n+ 2) = (2m+ 2− 2s)2n+2
2n+1∑
r=0
(−1)r
r!(2n+ 1− r)!
λ2m+2−2s+r
2m+ 2− 2s+ r .
Thus,
∞∑
m=0
(1− s)m(n+ 12 )m
( 52 − s+ n)mm!
Iλ(2m+ 2− 2s, 2n+ 2)
=
2n+1∑
r=0
(−1)r
r!(2n+ 1− r)!
∞∑
m=0
(1− s)m(n+ 12 )m
( 5
2
− s+ n)mm!
× (2m+ 2− 2s)(2m+ 3− 2s) · · · (2m+ 2n+ 3− 2s)
2m+ 2− 2s+ r λ
2m+2−2s+r.
If n = 0, then r = 0, 1.
(1) r = 0,
∞∑
m=0
(1− s)m( 12)m
( 5
2
− s)mm!
(2m+ 3− 2s)λ2m+2−2s = (3− 2s)λ2−2sF (1− s, 1
2
;
3
2
− s;λ2).
(2) r = 1,
∞∑
m=0
(1− s)m( 12)m
( 52 − s)mm!
(2m+ 2− 2s)λ2m+3−2s = 2(1− s)λ3−2sF (2− s, 1
2
;
5
2
− s;λ2).
On the other hand, when n = 0, (4.28) is equal to
1
(3− 2s)(2− 2s)F (1− s,
1
2
;
5
2
− s; 1).
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Thus, ∫ 1
λ
(1− l)2n+1l1−2sF (n− s+ 2, n+ 1
2
;
3
2
− s; l2)dln=0
=
1
(3− 2s)(2− 2s)F (1− s,
1
2
;
5
2
− s; 1)− λ
2−2s
2− 2sF (1− s,
1
2
;
3
2
− s;λ2)
+
λ3−2s
3− 2sF (2− s,
1
2
;
5
2
− s;λ2).
If n = 1, then r = 0, 1, 2, 3.
(1) r = 0,
∞∑
m=0
(1− s)m( 32 )m
( 7
2
− s)mm!
(2m+ 3− 2s)(2m+ 4− 2s)(2m+ 5− 2s)λ2m+2−2s
=8(1− s)(3
2
− s)(5
2
− s)λ2−2sF (2− s, 3
2
;
3
2
− s;λ2)
+ 8(
3
2
− s)(5
2
− s)λ2−2sF (1− s, 3
2
;
3
2
− s;λ2).
(2) r = 1,
∞∑
m=0
(1− s)m( 32 )m
( 72 − s)mm!
(2m+ 2− 2s)(2m+ 4− 2s)(2m+ 5− 2s)λ2m+3−2s
=8(1− s)(2− s)(5
2
− s)λ3−2sF (3− s, 3
2
;
5
2
− s;λ2).
(3) r = 2,
∞∑
m=0
(1− s)m( 32 )m
( 7
2
− s)mm!
(2m+ 2− 2s)(2m+ 3− 2s)(2m+ 5− 2s)λ2m+4−2s
=8(1− s)(3
2
− s)(5
2
− s)λ4−2sF (2− s, 3
2
;
3
2
− s;λ2).
(3) r = 3,
∞∑
m=0
(1− s)m( 32 )m
( 72 − s)mm!
(2m+ 2− 2s)(2m+ 3− 2s)(2m+ 4− 2s)λ2m+5−2s
=8(1− s)(2− s)(5
2
− s)λ5−2sF (3− s, 3
2
;
5
2
− s;λ2)
− 8(1− s)(2− s)λ5−2sF (3− s, 3
2
;
7
2
− s;λ2).
51
On the other hand, when n = 1, (4.28) is equal to
6Γ(2− 2s)
Γ(6− 2s) F (1− s,
3
2
;
7
2
− s; 1).
Thus,∫ 1
λ
(1− l)2n+1l1−2sF (n− s+ 2, n+ 1
2
;
3
2
− s; l2)n=1
=
6Γ(2− 2s)
Γ(6− 2s) F (1− s,
3
2
;
7
2
− s; 1)− 1
2
1
(2− s)λ
2−2s(1 + 3λ2)F (2− s, 3
2
;
3
2
− s;λ2)
+
1
2
1
( 32 − s)
λ3−2s(3 + λ2)F (3− s, 3
2
;
5
2
− s;λ2)− 1
2
1
(1− s)(2− s)λ
2−2s
× F (1− s, 3
2
;
3
2
− s;λ2)− 1
2
1
( 32 − s)( 52 − s)
λ5−2sF (3− s, 3
2
;
7
2
− s;λ2).
Now, we need the following relation of Gauss between contiguous functions (see [Er],
p.103, (33)):
(c− a− b)F + a(1− z)F (a+ 1)− (c− b)F (b− 1) = 0.
We have
F (1− s, 3
2
;
3
2
− s;λ2) = (1− s)(1− λ2)F (2− s, 3
2
;
3
2
− s;λ2) + sF (1− s, 1
2
;
3
2
− s;λ2).
F (3−s, 3
2
;
7
2
−s;λ2) = (3−s)(1−λ2)F (4−s, 3
2
;
7
2
−s;λ2)−(2−s)F (3−s, 1
2
;
7
2
−s;λ2).
By [Er], p.104, (46),
F (a, b; c; 1) =
Γ(c)Γ(c− a− b)
Γ(c− a)Γ(c− b) , c 6= 0,−1,−2, · · · , Re(c) > Re(a+ b),
we have
F (1− s, 1
2
;
5
2
− s; 1) = 2 Γ(
5
2 − s)√
piΓ(2− s) , F (1− s,
3
2
;
7
2
− s; 1) = 4
3
Γ( 72 − s)√
piΓ(2− s) .
Therefore,∫ 1
λ
(1− l)2n+1l1−2sF (n− s+ 2, n+ 1
2
;
3
2
− s; l2)dln=0
=
1
2− 2s
Γ( 32 − s)√
piΓ(2− s) −
λ2−2s
2− 2sF (1− s,
1
2
;
3
2
− s;λ2) + λ
3−2s
3− 2sF (2− s,
1
2
;
5
2
− s;λ2),
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and ∫ 1
λ
(1− l)2n+1l1−2sF (n− s+ 2, n+ 1
2
;
3
2
− s; l2)dln=1
=
1
2− 2s
Γ( 32 − s)√
piΓ(3− s) −
1
2− s (1 + λ
2)λ2−2sF (2− s, 3
2
;
3
2
− s;λ2)
+
1
2
1
( 3
2
− s)(3 + λ
2)λ3−2sF (3− s, 3
2
;
5
2
− s;λ2)
− 1
2
s
(1− s)(2− s)λ
2−2sF (1− s, 1
2
;
3
2
− s;λ2)
− 1
2
(3− s)
( 32 − s)( 52 − s)
(1− λ2)λ5−2sF (4− s, 3
2
;
7
2
− s;λ2)
+
1
2
(2− s)
( 32 − s)( 52 − s)
λ5−2sF (3− s, 1
2
;
7
2
− s;λ2).
By [Er], p.111, (5),
F (a, b; 2b;
4z
(1 + z)2
) = (1 + z)2aF (a, a+
1
2
− b; b+ 1
2
; z2),
we have
F (1− s, 1
2
;
3
2
− s;λ2) = (1− λ)−2(1−s)F (1− s, 1− s; 2− 2s;−u−1),
F (2− s, 1
2
;
5
2
− s;λ2) = (1− λ)−2(2−s)F (2− s, 2− s; 4− 2s;−u−1),
F (2− s, 3
2
;
3
2
− s;λ2) = (1− λ)−2(2−s)F (2− s, 1− s; 2− 2s;−u−1),
F (3− s, 3
2
;
5
2
− s;λ2) = (1− λ)−2(3−s)F (3− s, 2− s; 4− 2s;−u−1),
F (1− s, 1
2
;
3
2
− s;λ2) = (1− λ)−2(1−s)F (1− s, 1− s; 2− 2s;−u−1),
F (4− s, 3
2
;
7
2
− s;λ2) = (1− λ)−2(4−s)F (4− s, 3− s; 6− 2s;−u−1),
F (3− s, 1
2
;
7
2
− s;λ2) = (1− λ)−2(3−s)F (3− s, 3− s; 6− 2s;−u−1).
Therefore,∫ 1
λ
(1− l)2n+1l1−2sF (n− s+ 2, n+ 1
2
;
3
2
− s; l2)dln=0
=
1
2− 2s
Γ( 32 − s)√
piΓ(2− s) −
1
2− 2sλ
2−2s(1− λ)−2(1−s)F (1− s, 1− s; 2− 2s;−u−1)
+
1
3− 2sλ
3−2s(1− λ)−2(2−s)F (2− s, 2− s; 4− 2s;−u−1).
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∫ 1
λ
(1− l)2n+1l1−2sF (n− s+ 2, n+ 1
2
;
3
2
− s; l2)dln=1
=
1
2− 2s
Γ( 32 − s)√
piΓ(3− s) −
1
2− s (1 + λ
2)λ2−2s(1− λ)−2(2−s)F (2− s, 1− s; 2− 2s;−u−1)
+
1
2
1
( 32 − s)
(3 + λ2)λ3−2s(1− λ)−2(3−s)F (3− s, 2− s; 4− 2s;−u−1)
− 1
2
s
(1− s)(2− s)λ
2−2s(1− λ)−2(1−s)F (1− s, 1− s; 2− 2s;−u−1)
− 1
2
(3− s)
( 32 − s)( 52 − s)
(1− λ2)λ5−2s(1− λ)−2(4−s)F (4− s, 3− s; 6− 2s;−u−1)
+
1
2
(2− s)
( 32 − s)( 52 − s)
λ5−2s(1− λ)−2(3−s)F (3− s, 3− s; 6− 2s;−u−1).
Since u = (λ−1)
2
4λ
, we have
Γ( 12 − s)√
piΓ(2− s)λ
s(1− λ)−2
∫ 1
λ
(1− l)2n+1F (s+ n, n+ 3
2
; s+
1
2
; l2)dln=0
=
Γ( 12 − s)√
piΓ(2− s) [−(4u)
−(s+1)F (s, s; 2s;−u−1) + s−
1
2
s− 1 (4u)
−s
× F (s− 1, s− 1; 2s− 2;−u−1)− 1
s− 1
Γ(s+ 12 )√
piΓ(s)
λs(1− λ)−2],
and
2Γ(s− 1
2
)√
piΓ(s)
λs(1− λ)−2
∫ 1
λ
(1− l)2n+1l1−2sF (n− s+ 2, n+ 1
2
;
3
2
− s; l2)dln=0
=
Γ(s− 1
2
)√
piΓ(s)
[
1
1− s
Γ( 3
2
− s)√
piΓ(2− s)λ
s(1− λ)−2 − 1
1− s (4u)
−(2−s)
× F (1− s, 1− s; 2− 2s;−u−1) + 13
2 − s
(4u)−(3−s)F (2− s, 2− s; 4− 2s;−u−1)].
Note that
λs(1− λ)−2
[
Γ( 12 − s)√
piΓ(2− s)
(−1)√
pi
1
s− 1
Γ(s+ 12)
Γ(s)
+
Γ(s− 12 )√
piΓ(s)
1√
pi
1
1− s
Γ( 32 − s)
Γ(2− s)
]
=
λs(1− λ)−2
pi(1− s)Γ(s)Γ(2− s) [Γ(
1
2
− s)Γ(s+ 1
2
) + Γ(s− 1
2
)Γ(
3
2
− s)]
=0.
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Now, we need the following formulas:
γF − βzF (β + 1, γ + 1)− γF (α− 1) = 0.
(γ − 1)F (γ − 1)− αF (α+ 1)− (γ − α− 1)F = 0.
We have
(2s−1)F (s, s−1; 2s−1; z)− (s−1)zF (s, s; 2s; z)− (2s−1)F (s−1, s−1; 2s−1; z) = 0,
and
(2s−2)F (s−1, s−1; 2s−2; z)−(s−1)F (s, s−1; 2s−1; z)−(s−1)F (s−1, s−1; 2s−1; z) = 0.
Thus,
4s− 2
s− 1 F (s, s− 1; 2s− 1; z) = zF (s, s; 2s; z) +
4s− 2
s− 1 F (s− 1, s− 1; 2s− 2; z).
Hence, we have
s− 12
s− 1F (s, s− 1; 2s− 1;−u
−1)
=− (4u)−1F (s, s; 2s;−u−1) + s−
1
2
s− 1F (s− 1, s− 1; 2s− 2;−u
−1).
Similarly,
3
2 − s
1− s F (2− s, 1− s; 3− 2s;−u
−1)
=− (4u)−1F (2− s, 2− s; 4− 2s;−u−1) +
3
2
− s
1− s F (1− s, 1− s; 2− 2s;−u
−1).
Therefore,
1
4pi2
φ(
1
2
ρ,
1
2
ρ′; 0, s) =
1
1− s
Γ( 32 − s)√
piΓ(2− s) (4u)
−sF (s, s− 1; 2s− 1;−u−1)
+
1
s− 1
Γ(s− 12 )√
piΓ(s)
(4u)s−2F (2− s, 1− s; 3− 2s;−u−1).
For n = 1, note that
3!Γ( 12 − s)
Γ(3− s)Γ( 3
2
)
=
12Γ( 12 − s)√
piΓ(3− s) ,
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we have
12Γ( 1
2
− s)√
piΓ(3− s)λ
s(1− λ)−2
∫ 1
λ
(1− l)2n+1F (s+ n, n+ 3
2
; s+
1
2
; l2)dln=1
=− 4 Γ(
1
2
− s)√
piΓ(3− s)
1
s− 1
Γ(s+ 1
2
)√
piΓ(s+ 1)
λs(1− λ)−2
− 4 Γ(
5
2
− s)
s(s− 1)√piΓ(3− s)λ(4u)
−(s−1)F (s− 2, s− 2; 2s− 4;−u−1)
− 4 Γ(
5
2
− s)
s(s− 1)√piΓ(3− s)(1− λ
2)(4u)−sF (s− 1, s− 2; 2s− 4;−u−1)
− 4 Γ(
3
2
− s)
s
√
piΓ(3− s) (λ+
3
λ
)(4u)−(s+1)F (s, s− 1; 2s− 2;−u−1)
− 4 Γ(
1
2
− s)√
piΓ(3− s) (4u)
−(s+1)F (s, s; 2s;−u−1)
− 8 Γ(
1
2
− s)√
piΓ(3− s) (λ+
1
λ
)(4u)−(s+2)F (s+ 1, s; 2s;−u−1).
Similarly,
3!Γ(s− 12 )
Γ(s+ 1)Γ( 52 )
=
8Γ(s− 12 )√
piΓ(s+ 1)
,
and
8Γ(s− 12 )√
piΓ(s+ 1)
λs(1− λ)−2
∫ 1
λ
(1− l)2n+1l1−2sF (n− s+ 2, n+ 1
2
;
3
2
− s; l2)dln=1
=
8Γ(s− 12 )√
piΓ(s+ 1)
× [ 1
2
1
(1− s)
Γ( 32 − s)√
piΓ(3− s)λ
s(1− λ)−2
− 1
2− s (λ+
1
λ
)(4u)−(3−s)F (2− s, 1− s; 2− 2s;−u−1)
+
1
2
1
( 32 − s)
(λ+
3
λ
)(4u)−(4−s)F (3− s, 2− s; 4− 2s;−u−1)
− 1
2
s
(1− s)(2− s)(4u)
−(2−s)F (1− s, 1− s; 2− 2s;−u−1)
− 1
2
(3− s)
( 32 − s)( 52 − s)
(1− λ2)(4u)−(5−s)F (4− s, 3− s; 6− 2s;−u−1)
+
1
2
(2− s)
( 3
2
− s)( 5
2
− s)λ(4u)
−(4−s)F (3− s, 3− s; 6− 2s;−u−1)].
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Note that
[−4Γ( 12 − s)√
piΓ(3− s)
1
s− 1
Γ(s+ 12 )√
piΓ(s+ 1)
+
−4Γ(s − 12 )√
piΓ(s+ 1)
1
s− 1
Γ( 32 − s)√
piΓ(3− s)
]
λs(1− λ)−2
=
−4λs(1− λ)−2
pi(s− 1)Γ(s+ 1)Γ(3− s)
[
Γ(
1
2
− s)Γ(s+ 1
2
) + Γ(s− 1
2
)Γ(
3
2
− s)
]
=0.
For k = 1, if n = 0, (−1)n(1)n22n(n!)2 = 1. If n = 1,
(−1)n(1)n
22n(n!)2 = −14 . Let us add the terms of
n = 0 and n = 1, we have
Γ( 12 − s)√
piΓ(2− s) (4u)
−sSI +
Γ(s− 12)√
piΓ(s)
(4u)s−3SII ,
where
SI =
1
2 − s
1− s F (s, s− 1; 2s− 1;−u
−1) +
( 32 − s)( 12 − s)
s(s− 1)(2− s)4uλF (s− 2, s− 2; 2s− 4;−u
−1)
+
( 32 − s)( 12 − s)
s(s− 1)(2− s)(1− λ
2)F (s− 1, s− 2; 2s− 4;−u−1)
+
1
2 − s
s(2− s)(λ+
3
λ
)
1
4u
F (s, s− 1; 2s− 2;−u−1)
+
1
2− s
1
4u
F (s, s; 2s;−u−1) + 1
2− s2(λ+
1
λ
)
1
(4u)2
F (s+ 1, s; 2s;−u−1),
and
SII =
1
s− 14uF (2− s, 1− s; 3− 2s;−u
−1)
+
2
s(2− s)(λ+
1
λ
)F (2− s, 1− s; 2− 2s;−u−1)
− 1
s( 32 − s)
(λ+
3
λ
)(4u)−1F (3− s, 2− s; 4− 2s;−u−1)
+
1
(1− s)(2− s)4uF (1− s, 1− s; 2− 2s;−u
−1)
+
(3− s)
s( 32 − s)( 52 − s)
(1− λ2)(4u)−2F (4− s, 3− s; 6− 2s;−u−1)
− (2− s)
s( 3
2
− s)( 5
2
− s)λ(4u)
−1F (3− s, 3− s; 6− 2s;−u−1).
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Since u = (λ−1)
2
4λ , we have
λ =
1
(
√
u+ 1 +
√
u)2
.
Hence,
λ+
1
λ
= 4u+ 2, λ+
3
λ
= 4(2u+ 1 +
√
u+ 1
√
u),
1− λ2 = λ( 1
λ
− λ) = 4
√
u
√
u+ 1
(
√
u+ 1 +
√
u)2
.
Thus, we have
SI =
s− 12
s− 1F (s, s− 1; 2s− 1;−u
−1)
+
( 32 − s)( 12 − s)
s(s− 1)(2− s)
4
(
√
1 + 1
u
+ 1)2
F (s− 2, s− 2; 2s− 4;−u−1)
+
( 32 − s)( 12 − s)
s(s− 1)(2− s)
4
√
1 + 1
u
(
√
1 + 1
u
+ 1)2
F (s− 1, s− 2; 2s− 4;−u−1)
+
( 12 − s)
s(2− s) (2 +
1
u
+
√
1 +
1
u
)F (s, s− 1; 2s− 2;−u−1)
+
1
2− s
1
4u
F (s, s; 2s;−u−1) + 1
2− s (
1
2u
+
1
4u2
)F (s+ 1, s; 2s;−u−1).
SII =
1
s− 14uF (2− s, 1− s; 3− 2s;−u
−1)
+
1
s(2− s)4(2u+ 1)F (2− s, 1− s; 2− 2s;−u
−1)
− 1
s( 32 − s)
(2 +
1
u
+
√
1 +
1
u
)F (3− s, 2− s; 4− 2s;−u−1)
+
1
(1− s)(2− s)4uF (1− s, 1− s; 2− 2s;−u
−1)
+
(3− s)
s( 3
2
− s)( 5
2
− s)
√
1 + 1
u
(1 +
√
1 + 1
u
)2
1
4u2
F (4− s, 3− s; 6− 2s;−u−1)
− (2− s)
s( 32 − s)( 52 − s)
1
(1 +
√
1 + 1
u
)2
1
4u2
F (3− s, 3− s; 6− 2s;−u−1).
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Set z = −u−1 and x = √1− z, then
u
u+ 1
=
1
x2
,
u2
u+ 1
=
1
x2(x2 − 1) .
SI =
s− 1
2
s− 1F (s, s− 1; 2s− 1; 1− x
2)
+
( 3
2
− s)( 1
2
− s)
s(s− 1)(2− s)
4
(x+ 1)2
F (s− 2, s− 2; 2s− 4; 1− x2)
+
( 32 − s)( 12 − s)
s(s− 1)(2− s)
4x
(x+ 1)2
F (s− 1, s− 2; 2s− 4; 1− x2)
+
( 1
2
− s)
s(2− s) (x
2 + x+ 1)F (s, s− 1; 2s− 2; 1− x2)
+
1
2− s
1
4
(x2 − 1)F (s, s; 2s; 1− x2) + 1
2− s
1
4
(x4 − 1)F (s+ 1, s; 2s; 1− x2).
SII =
1
s− 1
4
x2 − 1F (2− s, 1− s; 3− 2s; 1− x
2)
+
1
s(2− s)
4(x2 + 1)
x2 − 1 F (2− s, 1− s; 2− 2s; 1− x
2)
− 1
s( 3
2
− s) (x
2 + x+ 1)F (3− s, 2− s; 4− 2s; 1− x2)
+
1
(1− s)(2− s)
4
x2 − 1F (1− s, 1− s; 2− 2s; 1− x
2)
+
(3− s)
s( 32 − s)( 52 − s)
1
4
x(x− 1)2F (4− s, 3− s; 6− 2s; 1− x2)
− (2− s)
s( 3
2
− s)( 5
2
− s)
1
4
(x− 1)2F (3− s, 3− s; 6− 2s; 1− x2).
At first, we calculate SI . It is known that (see [Er], p.103, (29))
(c− b)F (b− 1) + (2b− c− bz + az)F + b(z − 1)F (b+ 1) = 0.
Set a = s, b = s, c = 2s and z = 1− x2, then
F (s, s+ 1; 2s; 1− x2) = 1
x2
F (s, s− 1; 2s; 1− x2),
i.e.,
F (s+ 1, s; 2s; 1− x2) = 1
x2
F (s, s− 1; 2s; 1− x2).
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Set a = s− 1, b = s− 1, c = 2s− 2 and z = 1− x2, then
F (s− 1, s; 2s− 2; 1− x2) = 1
x2
F (s− 1, s− 2; 2s− 2; 1− x2),
i.e.,
F (s, s− 1; 2s− 2; 1− x2) = 1
x2
F (s− 1, s− 2; 2s− 2; 1− x2).
In the formula (see [Er], p.103, (34))
c[a− (c− b)z]F − ac(1− z)F (a+ 1) + (c− a)(c− b)zF (c+ 1) = 0,
set a = s− 2, b = s− 2, c = 2s− 4 and z = 1− x2, then
F (s− 2, s− 2; 2s− 4; 1− x2)
=F (s− 1, s− 2; 2s− 4; 1− x2) + x
2 − 1
2x2
F (s− 2, s− 2; 2s− 3; 1− x2).
Now, we have
SI =
s− 1
2
s− 1F (s, s− 1; 2s− 1; 1− x
2)
+
( 3
2
− s)( 1
2
− s)
s(s− 1)(2− s)
4
x+ 1
F (s− 1, s− 2; 2s− 4; 1− x2)
+
( 32 − s)( 12 − s)
s(s− 1)(2− s)
2(x− 1)
x2(x+ 1)
F (s− 2, s− 2; 2s− 3; 1− x2)
+
( 1
2
− s)
s(2− s)
x2 + x+ 1
x2
F (s− 1, s− 2; 2s− 2; 1− x2)
+
1
2− s
1
4
(x2 − 1)F (s, s; 2s; 1− x2)
+
1
2− s
1
4
x4 − 1
x2
F (s, s− 1; 2s; 1− x2).
It is known that
γF − βzF (β + 1, γ + 1)− γF (α− 1) = 0.
Set α = s, β = s− 1, γ = 2s− 1 and z = 1− x2, then
F (s, s; 2s; 1−x2) = 1
1− x2
2s− 1
s− 1 [F (s, s−1; 2s−1; 1−x
2)−F (s−1, s−1; 2s−1; 1−x2)].
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Set α = s− 1, β = s− 1, γ = 2s− 1 and z = 1− x2, then
F (s, s− 1; 2s; 1− x2) = F (s− 1, s; 2s; 1− x2)
=
1
1− x2
2s− 1
s− 1 [F (s− 1, s− 1; 2s− 1; 1− x
2)− F (s− 2, s− 1; 2s− 1; 1− x2)].
Thus, we have
SI =
( 12 − s)(s− 32 )
(2− s)(s− 1) F (s, s− 1; 2s− 1; 1− x
2)
+
( 32 − s)( 12 − s)
s(s− 1)(2− s)
4
x+ 1
F (s− 1, s− 2; 2s− 4; 1− x2)
+
( 32 − s)( 12 − s)
s(s− 1)(2− s)
2(x− 1)
x2(x+ 1)
F (s− 2, s− 2; 2s− 3; 1− x2)
+
( 12 − s)
s(2− s)
x2 + x+ 1
x2
F (s− 1, s− 2; 2s− 2; 1− x2)
+
( 12 − s)
(2− s)(s− 1)
1
2x2
F (s− 1, s− 1; 2s− 1; 1− x2)
− (
1
2
− s)
(2− s)(s− 1)
x2 + 1
2x2
F (s− 1, s− 2; 2s− 1; 1− x2).
It is known that (see [Er], p.103, (37))
(b− a)(1− z)F − (c− a)F (a− 1) + (c− b)F (b− 1) = 0.
Set a = s, b = s− 1, c = 2s− 1 and z = 1− x2, then
F (s, s−1; 2s−1; 1−x2) = 1− s
x2
F (s−1, s−1; 2s−1; 1−x2)+ s
x2
F (s, s−2; 2s−1; 1−x2).
By [Er], p.103, (30),
c(c− 1)(z − 1)F (c− 1) + c[c− 1− (2c− a− b− 1)z]F + (c− a)(c− b)zF (c+ 1) = 0,
set a = s− 1, b = s− 2, c = 2s− 3 and z = 1− x2, then
F (s− 1, s− 2; 2s− 4; 1− x2)
=F (s− 1, s− 2; 2s− 3; 1− x2) + (s− 1)
4(s− 3
2
)
1− x2
x2
F (s− 1, s− 2; 2s− 2; 1− x2).
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Hence,
SI =
s( 1
2
− s)( 3
2
− s)
(2− s)(1− s)
1
x2
F (s, s− 2; 2s− 1; 1− x2)
+
( 32 − s)( 12 − s)
s(s− 1)(2− s)
4
x+ 1
F (s− 1, s− 2; 2s− 3; 1− x2)
+
( 3
2
− s)( 1
2
− s)
s(s− 1)(2− s)
2(x− 1)
x2(x+ 1)
F (s− 2, s− 2; 2s− 3; 1− x2)
+
( 12 − s)
s(2− s)
x+ 2
x
F (s− 1, s− 2; 2s− 2; 1− x2)
− (
1
2
− s)2
s− 1
1
x2
F (s− 1, s− 1; 2s− 1; 1− x2)
− (
1
2
− s)
(2− s)(s− 1)
x2 + 1
2x2
F (s− 1, s− 2; 2s− 1; 1− x2).
It is known that (see [Er], p.103, (35))
(c− a− 1)F + aF (a+ 1)− (c− 1)F (c− 1) = 0.
Set a = s− 2, b = s− 1, c = 2s− 1 and z = 1− x2, then
F (s− 1, s− 1; 2s− 1; 1− x2)
=
2(s− 1)
s− 2 F (s− 2, s− 1; 2s− 2; 1− x
2)− s
s− 2F (s− 2, s− 1; 2s− 1; 1− x
2).
Set a = s− 2, b = s− 2, c = 2s− 2 and z = 1− x2, then
F (s− 2, s− 2; 2s− 3; 1− x2)
=
(s− 1)
2(s− 3
2
)
F (s− 2, s− 2; 2s− 2; 1− x2) + (s− 2)
2(s− 3
2
)
F (s− 1, s− 2; 2s− 2; 1− x2).
Set a = s− 1, b = s− 2, c = 2s− 1 and z = 1− x2, then
F (s, s−2; 2s−1; 1−x2) = 2F (s−1, s−2; 2s−2; 1−x2)−F (s−1, s−2; 2s−1; 1−x2).
62 LEI YANG
Hence,
SI =
[ −s( 12 − s)
(s− 1)(s− 2)
1
x2
+
( 12 − s)
(s− 1)(s− 2)
x2 + 1
2x2
]
F (s− 1, s− 2; 2s− 1; 1− x2)
+
[
( 12 − s)
(s− 1)(s− 2)
1
x2
+
( 12 − s)
s(s− 1)
(x− 1)
x2(x+ 1)
− (
1
2 − s)
s(s− 2)
x+ 2
x
]
× F (s− 1, s− 2; 2s− 2; 1− x2)
+
( 12 − s)( 32 − s)
s(s− 1)(2− s)
4
x+ 1
F (s− 1, s− 2; 2s− 3; 1− x2)
+
( 1
2
− s)
s(s− 2)
(x− 1)
x2(x+ 1)
F (s− 2, s− 2; 2s− 2; 1− x2).
We know that (see [Er], p.103, (35))
(c− a− 1)F + aF (a+ 1)− (c− 1)F (c− 1) = 0.
Set a = s− 2, b = s− 2, c = 2s− 1 and z = 1− x2, then
F (s− 2, s− 2; 2s− 2; 1− x2)
=
s
2(s− 1)F (s− 2, s− 2; 2s− 1; 1− x
2) +
s− 2
2(s− 1)F (s− 1, s− 2; 2s− 1; 1− x
2).
For F (s−1, s−2; 2s−3; 1−x2) = F (s−2, s−1; 2s−3; 1−x2), set a = s−2, b = s−1,
c = 2s− 2 and z = 1− x2, then
F (s− 1, s− 2; 2s− 3; 1− x2)
=
s− 1
2(s− 32)
F (s− 1, s− 2; 2s− 2; 1− x2) + s− 2
2(s− 32)
F (s− 1, s− 1; 2s− 2; 1− x2).
Therefore, we have
SI =
[ −s( 1
2
− s)
(s− 1)(s− 2)
1
x2
+
( 1
2
− s)
(s− 1)(s− 2)
x2 + 1
2x2
+
( 1
2
− s)
s(s− 1)
(x− 1)
2x2(x+ 1)
]
× F (s− 1, s− 2; 2s− 1; 1− x2)
+
[
( 12 − s)
(s− 1)(s− 2)
1
x2
+
( 12 − s)
s(s− 1)
(x− 1)
x2(x+ 1)
− (
1
2 − s)
s(s− 2)
(x+ 2)
x
+
( 12 − s)
s(s− 2)
2
x+ 1
]
× F (s− 1, s− 2; 2s− 2; 1− x2)
+
( 12 − s)
s(s− 1)
2
x+ 1
F (s− 1, s− 1; 2s− 2; 1− x2)
+
( 1
2
− s)
(s− 1)(s− 2)
(x− 1)
2x2(x+ 1)
F (s− 2, s− 2; 2s− 1; 1− x2).
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Since (see [Er], p.103, (38))
c(1− z)F − cF (a− 1) + (c− b)zF (c+ 1) = 0.
Set a = s− 1, b = s− 1, c = 2s− 2 and z = 1− x2, then
F (s− 1, s− 1; 2s− 2; 1− x2)
=
1
x2
F (s− 1, s− 2; 2s− 2; 1− x2) + x
2 − 1
2x2
F (s− 1, s− 1; 2s− 1; 1− x2).
Thus,
SI =
[ −s( 1
2
− s)
(s− 1)(s− 2)
1
x2
+
( 1
2
− s)
(s− 1)(s− 2)
(x2 + 1)
2x2
+
( 1
2
− s)
s(s− 1)
(x− 1)
2x2(x+ 1)
]
× F (s− 1, s− 2; 2s− 1; 1− x2)
+
( 12 − s)
s(s− 2)
−(x− 1)(x2 + 2x+ 2)
x2(x+ 1)
F (s− 1, s− 2; 2s− 2; 1− x2)
+
( 1
2
− s)
s(s− 1)
(x− 1)
x2
F (s− 1, s− 1; 2s− 1; 1− x2)
+
( 12 − s)
(s− 1)(s− 2)
(x− 1)
2x2(x+ 1)
F (s− 2, s− 2; 2s− 1; 1− x2).
It is known that (see [Er], p.103, (35))
(c− a− 1)F + aF (a+ 1)− (c− 1)F (c− 1) = 0.
Set a = s− 2, b = s− 1, c = 2s− 1 and z = 1− x2, then
F (s− 1, s− 2; 2s− 2; 1− x2)
=
s
2(s− 1)F (s− 1, s− 2; 2s− 1; 1− x
2) +
(s− 2)
2(s− 1)F (s− 1, s− 1; 2s− 1; 1− x
2).
Hence,
(4.30)
SI =[
−s( 12 − s)
(s− 1)(s− 2)
1
x2
+
( 12 − s)
(s− 1)(s− 2)
(x2 + 1)
2x2
+
( 12 − s)
s(s− 1)
(x− 1)
2x2(x+ 1)
+
( 1
2
− s)
(s− 1)(s− 2)
−(x− 1)(x2 + 2x+ 2)
2x2(x+ 1)
]F (s− 1, s− 2; 2s− 1; 1− x2)
+
( 12 − s)
s(s− 1)
−(x− 1)
2(x+ 1)
F (s− 1, s− 1; 2s− 1; 1− x2)
+
( 1
2
− s)
(s− 1)(s− 2)
(x− 1)
2x2(x+ 1)
F (s− 2, s− 2; 2s− 1; 1− x2).
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In the following formula (see [Er], p.103, (36))
(c− a− b)F − (c− a)F (a− 1) + b(1− z)F (b+ 1) = 0,
set a = s− 1, b = s− 2, c = 2s− 1 and z = 1− x2, then
2F (s− 1, s− 2; 2s− 1; 1− x2)
=− (s− 2)x2F (s− 1, s− 1, 2s− 1; 1− x2) + sF (s− 2, s− 2; 2s− 1; 1− x2).
Now, the sum of the latter two terms in (4.30) is equal to
( 12 − s)
s(s− 1)(s− 2)
(x− 1)
2x2(x+ 1)
[−(s− 2)x2F (s− 1, s− 1; 2s− 1; 1− x2)
+ sF (s− 2, s− 2; 2s− 1; 1− x2)]
=
( 1
2
− s)
s(s− 1)(s− 2)
(x− 1)
x2(x+ 1)
F (s− 1, s− 2; 2s− 1; 1− x2).
Thus,
SI =[
−s( 1
2
− s)
(s− 1)(s− 2)
1
x2
+
( 1
2
− s)
(s− 1)(s− 2)
(x2 + 1)
2x2
+
( 1
2
− s)
s(s− 1)
(x− 1)
2x2(x+ 1)
+
( 12 − s)
s(s− 1)(s− 2)
(x− 1)
x2(x+ 1)
+
( 12 − s)
(s− 1)(s− 2)
−(x− 1)(x2 + 2x+ 2)
2x2(x+ 1)
]
× F (s− 1, s− 2; 2s− 1; 1− x2).
Note that
x2 + 1
2x2
− (x− 1)(x
2 + 2x+ 2)
2x2(x+ 1)
=
x+ 3
2x2(x+ 1)
,
and
( 1
2
− s)
s(s− 1)
(x− 1)
2x2(x+ 1)
+
( 1
2
− s)
s(s− 1)(s− 2)
(x− 1)
x2(x+ 1)
=
( 1
2
− s)
(s− 1)(s− 2)
(x− 1)
2x2(x+ 1)
.
We have
SI =
[ −s( 1
2
− s)
(s− 1)(s− 2)
1
x2
+
( 1
2
− s)
(s− 1)(s− 2)
(x+ 3)
2x2(x+ 1)
+
( 1
2
− s)
(s− 1)(s− 2)
(x− 1)
2x2(x+ 1)
]
× F (s− 1, s− 2; 2s− 1; 1− x2)
=
1
2 − s
2− s
1
x2
F (s− 1, s− 2; 2s− 1; 1− x2)
=
1
2 − s
2− s
u
u+ 1
F (s− 1, s− 2; 2s− 1;−u−1).
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Therefore, we have
Γ( 12 − s)√
piΓ(2− s)(4u)
−sSI =
Γ( 32 − s)√
piΓ(3− s)4
−s(u+ 1)−1u−(s−1)F (s− 1, s− 2; 2s− 1;−u−1).
Now, we compute SII . It is known that (see [Er], p.103, (28))
(c− a)F (a− 1) + (2a− c− az + bz)F + a(z − 1)F (a+ 1) = 0.
Set a = 3− s, b = 3− s, c = 6− 2s and z = 1− x2, then
F (4− s, 3− s; 6− 2s; 1− x2) = 1
x2
F (2− s, 3− s; 6− 2s; 1− x2).
By [Er], p.103, (39),
[a− 1− (c− b− 1)z]F + (c− a)F (a− 1)− (c− 1)(1− z)F (c− 1) = 0,
set a = 3− s, b = 3− s, c = 6− 2s and z = 1− x2, then
F (3− s, 3− s; 6− 2s; 1− x2)
=
2( 5
2
− s)
2− s F (3− s, 3− s; 5− 2s; 1− x
2)− 3− s
2− s
1
x2
F (2− s, 3− s; 6− 2s; 1− x2).
Thus,
SII =
1
s− 1
4
x2 − 1F (2− s, 1− s; 3− 2s; 1− x
2)
+
1
s(2− s)
4(x2 + 1)
x2 − 1 F (2− s, 1− s; 2− 2s; 1− x
2)
− 1
s( 3
2
− s)(x
2 + x+ 1)F (3− s, 2− s; 4− 2s; 1− x2)
+
1
(1− s)(2− s)
4
x2 − 1F (1− s, 1− s; 2− 2s; 1− x
2)
+
(3− s)
s( 32 − s)( 52 − s)
(x− 1)2(x+ 1)
4x2
F (3− s, 2− s; 6− 2s; 1− x2)
− 1
s( 3
2
− s)
1
2
(x− 1)2F (3− s, 3− s; 5− 2s; 1− x2).
We know that (see [Er], p.103, (30))
c(c− 1)(z − 1)F (c− 1) + c[c− 1− (2c− a− b− 1)z]F + (c− a)(c− b)zF (c+ 1) = 0.
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Set a = 3− s, b = 2− s, c = 5− 2s and z = 1− x2, then
F (3− s, 2− s; 6− 2s; 1− x2) =−4(
5
2
− s)
3− s
x2
x2 − 1F (3− s, 2− s; 4− 2s; 1− x
2)
+
4( 5
2
− s)
3− s
x2
x2 − 1F (3− s, 2− s; 5− 2s; 1− x
2).
It is known that (see [Er], p.103, (35))
(c− a− 1)F + aF (a+ 1)− (c− 1)F (c− 1) = 0.
Set a = 2− s, b = 3− s, c = 5− 2s and z = 1− x2, then
F (3−s, 3−s; 5−2s; 1−x2) = 2F (3−s, 2−s; 4−2s; 1−x2)−F (3−s, 2−s; 5−2s; 1−x2).
Hence,
SII =
1
s− 1
4
x2 − 1F (2− s, 1− s; 3− 2s; 1− x
2)
+
1
s(2− s)
4(x2 + 1)
x2 − 1 F (2− s, 1− s; 2− 2s; 1− x
2)
− 1
s( 32 − s)
(2x2 + 1)F (3− s, 2− s; 4− 2s; 1− x2)
+
1
(1− s)(2− s)
4
x2 − 1F (1− s, 1− s; 2− 2s; 1− x
2)
+
1
s( 32 − s)
1
2
(x2 − 1)F (3− s, 2− s; 5− 2s; 1− x2).
By [Er], p.103, (39)
[a− 1− (c− b− 1)z]F + (c− a)F (a− 1)− (c− 1)(1− z)F (c− 1) = 0,
set a = 3− s, b = 2− s, c = 5− 2s and z = 1− x2, then
F (3−s, 2−s; 5−2s; 1−x2) = − 1
x2
F (2−s, 2−s; 5−2s; 1−x2)+2F (3−s, 2−s; 4−2s; 1−x2).
We have
SII =
1
s− 1
4
x2 − 1F (2− s, 1− s; 3− 2s; 1− x
2)
+
1
s(2− s)
4(x2 + 1)
x2 − 1 F (2− s, 1− s; 2− 2s; 1− x
2)
− 1
s( 32 − s)
(x2 + 2)F (3− s, 2− s; 4− 2s; 1− x2)
+
1
(1− s)(2− s)
4
x2 − 1F (1− s, 1− s; 2− 2s; 1− x
2)
− 1
s( 3
2
− s)
x2 − 1
2x2
F (2− s, 2− s; 5− 2s; 1− x2).
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It is known that (see [Er], p.103, (28))
(c− a)F (a− 1) + (2a− c− az + bz)F + a(z − 1)F (a+ 1) = 0.
Set a = 2− s, b = 2− s, c = 4− 2s and z = 1− x2, then
F (3− s, 2− s; 4− 2s; 1− x2) = 1
x2
F (2− s, 1− s; 4− 2s; 1− x2).
By
γF − βzF (β + 1, γ + 1)− γF (α− 1) = 0,
set α = 2− s, β = 1− s, γ = 4− 2s and z = 1− x2, then
F (2− s, 2− s; 5− 2s; 1− x2)
=
2(2− s)
1− s
1
x2 − 1 [F (1− s, 1− s; 4− 2s; 1− x
2)− F (2− s, 1− s; 4− 2s; 1− x2)].
So,
SII =
1
s− 1
4
x2 − 1F (2− s, 1− s; 3− 2s; 1− x
2)
+
1
s(2− s)
4(x2 + 1)
x2 − 1 F (2− s, 1− s; 2− 2s; 1− x
2)
+
[
1
(1− s)( 3
2
− s)
1
x2
− 1
s( 3
2
− s)
]
F (2− s, 1− s; 4− 2s; 1− x2)
+
1
(1− s)(2− s)
4
x2 − 1F (1− s, 1− s; 2− 2s; 1− x
2)
− (2− s)
s(1− s)( 32 − s)
1
x2
F (1− s, 1− s; 4− 2s; 1− x2).
We know that (see [Er], p.103, (38))
c(1− z)F − cF (a− 1) + (c− b)zF (c+ 1) = 0.
Set a = 2− s, b = 1− s, c = 2− 2s and z = 1− x2, then
F (2− s, 1− s; 2− 2s; 1− x2)
=
1
x2
F (1− s, 1− s; 2− 2s; 1− x2) + x
2 − 1
2x2
F (2− s, 1− s; 3− 2s; 1− x2).
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Thus,
SII =
[
1
s− 1
4
x2 − 1 +
1
s(2− s)
2(x2 + 1)
x2
]
F (2− s, 1− s; 3− 2s; 1− x2)
+
[
1
(1− s)(2− s)
4
x2 − 1 +
1
s(2− s)
4(x2 + 1)
x2(x2 − 1)
]
F (1− s, 1− s; 2− 2s; 1− x2)
+
[
1
(1− s)( 3
2
− s)
1
x2
− 1
s( 3
2
− s)
]
F (2− s, 1− s; 4− 2s; 1− x2)
− (2− s)
s(1− s)( 32 − s)
1
x2
F (1− s, 1− s; 4− 2s; 1− x2).
It is known that
γF − βzF (β + 1, γ + 1)− γF (α− 1) = 0.
Set α = 1− s, β = −s, γ = 3− 2s and z = 1− x2, then
F (1− s, 1− s; 4− 2s; 1− x2)
=
2( 32 − s)
s
1
x2 − 1 [F (1− s,−s; 3− 2s; 1− x
2)− F (−s,−s; 3− 2s; 1− x2)].
Set α = 2− s, β = −s, γ = 3− 2s and z = 1− x2, then
F (2− s, 1− s; 4− 2s; 1− x2)
=
2( 3
2
− s)
s
1
x2 − 1 [F (2− s,−s; 3− 2s; 1− x
2)− F (1− s,−s; 3− 2s; 1− x2)].
Therefore,
SII =
[
1
s− 1
4
x2 − 1 +
1
s(2− s)
2(x2 + 1)
x2
]
F (2− s, 1− s; 3− 2s; 1− x2)
+
[
1
(1− s)(2− s)
4
x2 − 1 +
1
s(2− s)
4(x2 + 1)
x2(x2 − 1)
]
F (1− s, 1− s; 2− 2s; 1− x2)
+
[
1
s(1− s)
2
x2(x2 − 1) −
1
s2
2
x2 − 1
]
F (2− s,−s; 3− 2s; 1− x2)
+
(2− s)
s2(1− s)
2
x2(x2 − 1)F (−s,−s; 3− 2s; 1− x
2)
+
[
− 1
s2(1− s)
4
x2(x2 − 1) +
1
s2
2
x2 − 1
]
F (1− s,−s; 3− 2s; 1− x2).
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It is known that (see [Er], p.103, (28))
(c− a)F (a− 1) + (2a− c− az + bz)F + a(z − 1)F (a+ 1) = 0.
Set a = 1− s, b = 1− s, c = 3− 2s and z = 1− x2, then
F (2− s, 1− s; 3− 2s; 1− x2)
=
2− s
1− s
1
x2
F (1− s,−s; 3− 2s; 1− x2)− 1
1− s
1
x2
F (1− s, 1− s; 3− 2s; 1− x2).
Set a = 1− s, b = −s, c = 3− 2s and z = 1− x2, then
F (2− s,−s; 3− 2s; 1− x2)
=
2− s
1− s
1
x2
F (−s,−s; 3− 2s; 1− x2) + 1
1− s
x2 − 2
x2
F (1− s,−s; 3− 2s; 1− x2).
Note that
1
(1− s)(2− s)
4
x2 − 1 +
1
s(2− s)
4(x2 + 1)
x2(x2 − 1)
=
1
s(1− s)(2− s)
4
x2 − 1 +
1
s(2− s)
4
x2(x2 − 1) ,
and
− 1
s2(1− s)
4
x2(x2 − 1) +
1
s2
2
x2 − 1 −
1
s2(1− s)
2(x2 − 2)
x2(x2 − 1) =
−1
s(1− s)
2
x2 − 1 .
We have
SII =[− 1
s(1− s)
2
x2 − 1 −
(2− s)
(1− s)2
4
x2(x2 − 1) +
1
s(1− s)
2(x2 + 1)
x4
+
1
s(1− s)2
2(x2 − 2)
x4(x2 − 1) ]F (1− s,−s; 3− 2s; 1− x
2)
+ [
1
(1− s)2
4
x2(x2 − 1) −
1
s(1− s)(2− s)
2(x2 + 1)
x4
]F (1− s, 1− s; 3− 2s; 1− x2)
+ [
1
s(2− s)
4
x2(x2 − 1) +
1
s(1− s)(2− s)
4
x2 − 1]F (1− s, 1− s; 2− 2s; 1− x
2)
+
(2− s)
s(1− s)2
2
x4(x2 − 1)F (−s,−s; 3− 2s; 1− x
2).
It is known that (see [Er], p.103, (38))
c(1− z)F − cF (a− 1) + (c− b)zF (c+ 1) = 0.
70 LEI YANG
Set a = 1− s, b = 1− s, c = 2− 2s and z = 1− x2, then
F (1− s, 1− s; 2− 2s; 1− x2)
=
1
x2
F (−s, 1− s; 2− 2s; 1− x2) + x
2 − 1
2x2
F (1− s, 1− s; 3− 2s; 1− x2).
Note that
1
(1− s)2
4
x2(x2 − 1) −
1
s(1− s)(2− s)
2(x2 + 1)
x4
+
1
s(2− s)
2
x4
+
1
s(1− s)(2− s)
2
x2
=
1
(1− s)2
4
x2(x2 − 1) −
1
(1− s)(2− s)
2
x4
.
Thus,
SII =[− 1
s(1− s)
2
x2 − 1 −
(2− s)
(1− s)2
4
x2(x2 − 1) +
1
s(1− s)
2(x2 + 1)
x4
+
1
s(1− s)2
2(x2 − 2)
x4(x2 − 1) ]F (1− s,−s; 3− 2s; 1− x
2)
+ [
1
(1− s)2
4
x2(x2 − 1) −
1
(1− s)(2− s)
2
x4
]F (1− s, 1− s; 3− 2s; 1− x2)
+ [
1
s(2− s)
4
x4(x2 − 1) +
1
s(1− s)(2− s)
4
x2(x2 − 1) ]F (−s, 1− s; 2− 2s; 1− x
2)
+
(2− s)
s(1− s)2
2
x4(x2 − 1)F (−s,−s; 3− 2s; 1− x
2).
We know that (see [Er], p.103, (35))
(c− a− 1)F + aF (a+ 1)− (c− 1)F (c− 1) = 0.
Set a = −s, b = 1− s, c = 3− 2s and z = 1− x2, then
F (−s, 1− s; 2− 2s; 1− x2)
=
2− s
2(1− s)F (−s, 1− s; 3− 2s; 1− x
2)− s
2(1− s)F (1− s, 1− s; 3− 2s; 1− x
2).
Note that
1
(1− s)2
4
x2(x2 − 1) −
1
(1− s)(2− s)
2
x4
− 1
(1− s)(2− s)
2
x4(x2 − 1)
− 1
(1− s)2(2− s)
2
x2(x2 − 1) =
1
(1− s)2
2
x2(x2 − 1) .
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Therefore,
SII =[− 1
s(1− s)
2
x2 − 1 −
(2− s)
(1− s)2
4
x2(x2 − 1) +
1
s(1− s)
2(x2 + 1)
x4
+
1
s(1− s)2
2(x2 − 2)
x4(x2 − 1) +
1
s(1− s)
2
x4(x2 − 1) +
1
s(1− s)2
2
x2(x2 − 1) ]
× F (1− s,−s; 3− 2s; 1− x2)
+
1
(1− s)2
2
x2(x2 − 1)F (1− s, 1− s; 3− 2s; 1− x
2)
+
(2− s)
s(1− s)2
2
x4(x2 − 1)F (−s,−s; 3− 2s; 1− x
2)
Note that
− 1
s(1− s)
2
x2 − 1 +
1
s(1− s)
2
x4(x2 − 1) +
1
s(1− s)
2(x2 + 1)
x4
= 0,
and
1
s(1− s)2
2(x2 − 2)
x4(x2 − 1) +
1
s(1− s)2
2
x2(x2 − 1)
=
−1
s(1− s)2
4
x4(x2 − 1) +
1
s(1− s)2
4
x2(x2 − 1) .
We have
SII =
[
− (2− s)
(1− s)2
4
x2(x2 − 1) −
1
s(1− s)2
4
x4(x2 − 1) +
1
s(1− s)2
4
x2(x2 − 1)
]
× F (1− s,−s; 3− 2s; 1− x2)
+
1
(1− s)2
2
x2(x2 − 1)F (1− s, 1− s; 3− 2s; 1− x
2)
+
2− s
s(1− s)2
2
x4(x2 − 1)F (−s,−s; 3− 2s; 1− x
2).
In the formula (see [Er], p.103, (36))
(c− a− b)F − (c− a)F (a− 1) + b(1− z)F (b+ 1) = 0,
set a = 1− s, b = −s, c = 3− 2s and z = 1− x2, then
F (1− s, 1− s; 3− 2s; 1− x2) + 2− s
s
1
x2
F (−s,−s; 3− 2s; 1− x2)
=
1
s
2
x2
F (1− s,−s; 3− 2s; 1− x2).
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Now, we have
1
(1− s)2
2
x2(x2 − 1)F (1− s, 1− s; 3− 2s; 1− x
2)
+
(2− s)
s(1− s)2
2
x4(x2 − 1)F (−s,−s; 3− 2s; 1− x
2)
=
1
(1− s)2
2
x2(x2 − 1)
1
s
2
x2
F (1− s,−s; 3− 2s; 1− x2)
=
1
s(1− s)2
4
x4(x2 − 1)F (1− s,−s; 3− 2s; 1− x
2).
Hence,
SII =[− (2− s)
(1− s)2
4
x2(x2 − 1) −
1
s(1− s)2
4
x4(x2 − 1) +
1
s(1− s)2
4
x2(x2 − 1)
+
1
s(1− s)2
4
x4(x2 − 1) ]F (1− s,−s; 3− 2s; 1− x
2)
=
1
s
4
x2(x2 − 1)F (1− s,−s; 3− 2s; 1− x
2)
=
4
s
u2
u+ 1
F (1− s,−s; 3− 2s;−u−1).
Therefore, we have
Γ(s− 12 )√
piΓ(s)
(4u)s−3SII =
Γ(s− 12 )√
piΓ(s+ 1)
4s−2us−1(u+ 1)−1F (1− s,−s; 3− 2s;−u−1).
Consequently,
φ(Z, Z ′; k, s) = K(Z, Z ′; k, s) +K(Z, Z ′; k, 2− s),
where k = ±1.
Corollary 4.12. The functional equation of Eisenstein series of weight k for the
trivial group on S2: If Re(s) > 1, then the following identity holds:
(4.31)
∫
∂S2
Pk(Z,W ; s)ρ(W,W
′)s+k−2ρ(W,W ′)s−k−2dm(W )
=
pi
3
2Γ(s− 12 )
(|k|+ s− 1)Γ(s)4
s−1Pk(Z,W ′; 2− s),
for k = 0,±1, where W ′ ∈ ∂S2.
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Proof. The integral on the left-hand side is absolutely convergent. We set
P−k(Z ′,W ; 2− s) =
[
ρ(Z ′,W )
ρ(Z ′,W )
]−k
ρ(Z ′)2−s
|ρ(Z ′,W )|2(2−s)
in Theorem 4.10. Next, we multiply both sides of the formula by ρ(Z ′)s−2 and take the
limit as Z ′ →W ′ ∈ ∂S2. This completes the proof.
We define the S-matrix of weight k as follows:
(4.32) S(W,W ′; k, s) :=
∑
γ∈Γ
j(γ,W )k−sj(γ,W )−k−sρ(γ(W ),W ′)−k−sρ(γ(W ),W ′)k−s
for W,W ′ ∈ Ω(Γ) and Re(s) > δ(Γ).
Theorem 4.13. Assume that Γ is convex cocompact and δ(Γ) < 1. Then the follow-
ing functional equation for Eisenstein series of weight k holds:
(4.33)
∫
Γ\Ω(Γ)
E(Z,W ; k, s)S(W,W ′;−k, 2− s)dm(W )
=
pi
3
2Γ(s− 12)
(|k|+ s− 1)Γ(s)4
s−1E(Z,W ′; k, 2− s),
for 1 < Re(s) < 2− δ(Γ) and k = 0,±1.
Proof. By Corollary 4.12,
(4.34)
∫
∂S2
E(Z,W ; k, s)ρ(W,W ′)s+k−2ρ(W,W ′)s−k−2dm(W )
=
pi
3
2Γ(s− 1
2
)
(|k|+ s− 1)Γ(s)4
s−1E(Z,W ′; k, 2− s).
On the other hand,
∫
∂S2
f(W )dW =
∫
Γ\Ω(Γ)
∑
γ∈Γ
f(γ(W ))dm(γ(W ))
=
∫
Γ\Ω(Γ)
∑
γ∈Γ
|J(γ(W ))|f(γ(W ))dm(W ).
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By Lemma 4.9, (3), the left hand side of (4.34) is equal to∫
Γ\Ω(Γ)
∑
γ∈Γ
|J(γ(W ))|E(Z, γ(W ); k, s)ρ(γ(W ),W ′)s+k−2ρ(γ(W ),W ′)s−k−2dm(W )
=
∫
Γ\Ω(Γ)
∑
γ∈Γ
|j(γ,W )|−4j(γ,W )s−kj(γ,W )s+kE(Z,W ; k, s)
× ρ(γ(W ),W ′)s+k−2ρ(γ(W ),W ′)s−k−2dm(W )
=
∫
Γ\Ω(Γ)
E(Z,W ; k, s)S(W,W ′;−k, 2− s)dm(W ).
By Theorem 4.10, we get the main theorem of this paper.
Theorem 4.14. Assume that Γ is convex cocompact and δ(Γ) < 1. Then the follow-
ing product formula holds:
(4.35)
∫
Γ\Ω(Γ)
E(Z,W ; k, s)E(Z ′,W ;−k, 2− s)dm(W )
=G(Z, Z ′; k, s) +G(Z, Z ′; k, 2− s)
=G(Z ′, Z;−k, s) +G(Z ′, Z;−k, 2− s),
for δ(Γ) < Re(s) < 2− δ(Γ) and k = 0 or k = ±1.
Appendix. Product formulas on SL(2,R)
In this appendix, by the same method as in the above argument we give the product
formulas on SL(2,R). For simplicity, we omit some details.
Let
∆k = −(z − z)2 ∂
2
∂z∂z
− k(z − z)( ∂
∂z
+
∂
∂z
).
Set Hk(z, w) = (z−w)k(z−w)−k and P (z, ζ) = Im(z)|z−ζ|2 , where z, w ∈ H and ζ ∈ ∂H = R.
The Poisson kernel of weight k is defined as follows:
Pk(z, ζ; s) = (z − ζ)k(z − ζ)−kP (z, ζ)s.
E(z, ζ; k, s) :=
∑
γ∈Γ
Pk(γ(z), ζ; k, s), for Re(s) > δ(Γ).
Here Γ is a discrete subgroup of SL(2,R). The point-pair invariant
u(z, z′) :=
|z − z′|2
4Im(z)Im(z′)
, σ(z, z′) :=
|z − z′|2
4Im(z)Im(z′)
.
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In fact, u = σ − 1.
If f = Hk(z, w)Φ(σ(z, w)), then
∆kf = Hk(z, w)
[
σ(σ − 1)Φ′′(σ) + (2σ − 1)Φ′(σ) + k
2
σ
Φ(σ)
]
.
By ∆kf = s(s− 1)f , we have
σ(σ − 1)Φ′′(σ) + (2σ − 1)Φ′(σ) +
[
k2
σ
− s(s− 1)
]
Φ(σ) = 0.
A solution is
Φ(σ) =P


0 1 ∞
−|k| 0 s
|k| 0 1− s
; σ


=σ−|k|(1− σ)|k|−sF (s− |k|, s− |k|; 2s;− 1
σ− 1).
Set
K(z, z′; k, s) =
√
piΓ( 12 − s)
Γ(1− s) 4
−s s
s− |k|Hk(z, z
′)
× u|k|−s(1 + u)−|k|F (s− |k|, s− |k|; 2s;−u−1),
where u = u(z, z′). The automorphic Green function of weight k is given by
G(z, z′; k, s) =
∑
γ∈Γ
K(z, γ(z′); k, s), for Re(s) > δ(Γ).
Let
φ(z, z′; k, s) =
∫
R
Pk(z, ζ; s)P−k(z′, ζ; 1− s)dζ.
Then φ is a point-pair invariant covariant with respect to the weight k.
Put z = iy, z′ = iy′, y > 0, y′ > 0. Then
φ(iy, iy′; k, s)
=ysy′1−s
∫ ∞
−∞
(
ζ + iy
ζ − iy
)k (
ζ + iy′
ζ − iy′
)−k
|ζ − iy|−2s|ζ − iy′|−2(1−s)dζ
=ysy′1−s
∫ ∞
−∞
exp(2ki arctan
y
ζ
− 2ki arctan y
′
ζ
)
1
(ζ2 + y2)s(y′2 + ζ2)1−s
dζ.
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By tan(arctan y
ζ
− arctan y′
ζ
) = ζ(y−y
′)
ζ2+yy′
,
cos(2 arctan
[
(y − y′)ζ
yy′ + ζ2
]
) =
(yy′ + ζ2)2 − (y − y′)2ζ2
(yy′ + ζ2)2 + (y − y′)2ζ2 ,
and
cos(2k arctan
[
(y − y′)ζ
yy′ + ζ2
]
)
= cos(k arccos
(yy′ + ζ2)2 − (y − y′)2ζ2
(yy′ + ζ2)2 + (y − y′)2ζ2 )
=F (−k, k; 1
2
;
1
2
[
1− (yy
′ + ζ2)2 − (y − y′)2ζ2
(yy′ + ζ2)2 + (y − y′)2ζ2
]
)
=F (−k, k; 1
2
;
(y − y′)2ζ2
(y2 + ζ2)(y′2 + ζ2)
),
we have
φ(iy, iy′; k, s) =2ysy′1−s
|k|∑
n=0
(−k)n(k)n
n!( 1
2
)n
(y − y′)2n
×
∫ ∞
0
ζ2n(ζ2 + y2)−s−n(ζ2 + y′2)s−n−1dζ.
Set l = y
′
y
, then u = (l−1)
2
4l
. By the same method as the above argument for GU(2, 1),
we have
φ(iy, iy′; k, s)
=
|k|∑
n=0
(−k)n(k)n
n!( 12 )n
Γ(n+
1
2
)[
Γ( 1
2
− s)
Γ(n+ 1− s) (4u)
−sF (n+ s, s; 2s;−u−1)
+
Γ(s− 12)
Γ(n+ s)
(4u)−(1−s)F (n+ 1− s, 1− s; 2− 2s;−u−1)].
(1) k = 0,
φ(iy, iy′; k, s) =
√
piΓ( 12 − s)
Γ(1− s) (4u)
−sF (s, s; 2s;−u−1) + (s 7→ 1− s).
(2) k = ±1,
SI :=
√
piΓ( 1
2
− s)
Γ(1− s) (4u)
−s[F (s, s; 2s;−u−1) + 1
s− 1F (s+ 1, s; 2s;−u
−1)].
77
By [Er], p.103, (28),
(c− a)F (a− 1) + (2a− c− az + bz)F + a(z − 1)F (a+ 1) = 0,
set a = s, b = s, c = 2s and z = −u−1, then
F (s+ 1, s; 2s;−u−1) = u
u+ 1
F (s− 1, s; 2s;−u−1).
By [Er], p.103, (36),
(c− a− b)F − (c− a)F (a− 1) + b(1− z)F (b+ 1) = 0,
set a = s, b = s− 1, c = 2s and z = −u−1, then
1
s− 1
u
u+ 1
F (s, s− 1; 2s;−u−1) + F (s, s; 2s;−u−1)
=
s
s− 1
u
u+ 1
F (s− 1, s− 1; 2s;−u−1).
Thus,
SI =
√
piΓ( 1
2
− s)
Γ(1− s) (4u)
−s s
s− 1
u
u+ 1
F (s− 1, s− 1; 2s;−u−1).
Consequently,
φ(iy, iy′; k, s) =
√
piΓ( 1
2
− s)
Γ(1− s) 4
−s s
s− 1u
1−s(u+1)−1F (s−1, s−1; 2s;−u−1)+(s 7→ 1−s).
Thus, we have the following theorem:
Theorem. Assume that Γ is convex cocompact and δ(Γ) < 1
2
. Then the following
product formula on SL(2,R) holds:∫
Γ\Ω(Γ)
E(z, ζ; k, s)E(z′, ζ;−k, 1− s)dm(ζ) = G(z, z′; k, s) +G(z, z′; k, 1− s),
for δ(Γ) < Re(s) < 1− δ(Γ) and k = 0,±1.
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