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Abstract. Hyperspectral imaging of kiwi fruits was performed, to study
the Soluble Solids Content (SSC) of the fruits in a non-destructive way. A
database is created which includes the hyperspectral data acquired in the
visible and near-infrared region (VNIR) and measurements done with a
sugar meter. We have applied different machine learning techniques to in-
vestigate the correlation between spectral information and the SSC. The
models tested were support vector regression (SVR), k-nearest neigh-
bor (KNN), partial least squares (PLS), and multiple linear regression
(MLR) with different variable selection techniques and dimensionality
reduction. The best model at determining SSC was Uninformative Vari-
able Elimination (UVE)-PLS, which had RMSE = 1.047 °Brix and R2
= 0.39 on the test set.
1 Introduction
Hyperspectral imaging (HSI) is used in several sectors like agriculture [17],
medicine [29], forensic [18], remote sensing [8], food [11] and material analy-
sis [19]. A compelling reason for using HSI is because it acts non-destructively
on objects, as it only uses the reflectance property for analysis. Thus, it is not
coincidental that the number of scientific papers involved with HSI has increased
significantly in the last few years, and the trend seems to continue[23].
In recent years, food has received a lot of attention within the hyperspec-
tral imaging science community[5][24]. The purpose of this paper is to further
examine how HSI can be used to determine the Soluble Solids Content (SSC)
and maturity of kiwi fruits using the the VNIR spectral range. This has been
shown to be possible by Li et al. 2019 [16] and Berardinelli et al. 2019 [3]. This
was achieved by collecting physical measurements and hyperspectral data of 495
kiwis, the creation of automatic labeling software, and regression and machine
learning models. If such research were to be commercialized, a huge amount of
food waste would be reduced and large parts of the harvesting process could be
automated, according to ImpactVision [26].
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1.1 State of the art
The relationships between SSC (measured by refractometer), kiwifruit ripeness,
and eating quality was an interesting point of investigation for many researchers.
Ford and his research team[6] in 1971 found that ”Hayward” kiwifruit harvested
having SSC less than 6.0◦ Brix (indicating the percentage of sugar contents in
the fruit) did not give a good flavor when ripe. Other researchers started also
to work on this subject and based on their findings lead to a regulation that
harvesting of ”Hayward” kiwi can be done when these have reached a minimum
of 6.2◦ Brix. All this to ensure the best quality and maturity for the customers.
There have been several successful attempts at evaluating SSC non-destructively
in ”Hayward” kiwi using spectroscopy operating in the VNIR range. Moghimi
(2010) [21] investigated ”Hayward” kiwi spectra in transmission mode in the
range 400-1000nm. Using PLS to predict SSC, they achieved a R2 of 0.93 and
root mean square error of prediction (RMSEP) of 0.259◦ Brix using Standard
Normal Variate (SNV) combined with median filter and the first derivative. RM-
SEP is used as an indicator of the reliability and predictive ability of the models.
Lee et al.(2012)[14] used a modified version of PLS to predict SSC in the 400-
2500nm spectral range and got standard error of prediction (SEP) of 0.49◦ Brix
and with R2 of 0.98. These papers have achieved good performance but are cap-
tured using spectroscopy, which has drawbacks. The spectral information is only
obtained from a single point or a very small area of the fruit and are not feasible
for scanning multiple fruits at a faster rate. As hyperspectral imaging solves this
problem by combining conventional imaging with spectroscopy.
Hyperspectral imaging have been used to evaluate SSC in several fruits, such
as blueberries (Qiao et al. 2019 [25]) , cherries (Li et al. (2018) [15]) , oranges
(Riccioli et al. 2021) [27]. These studies show that hyperspectral imaging has
the ability to predict SSC in fruits in a non-destructive manner. However, there
is little research using hyperspectral imaging to determine SSC in kiwis. Guo et
al.(2016) [9] studied the kiwi varieties ”Xixuan” and ”Huayou” in the spectral
range 865–1711nm and got R2 0.766 and 0.971 and RMSEP 0.968 and 0.589◦
Brix, respectively. One study on ”Hayward” kiwifruit (Hu et al. 2017 [10]) looked
into determining glucose, fructose and sucrose in the 400-1000nm spectral range,
which achieved a score R2 in the range 0.64-0.5, using PLSR and LSSVM.
As there exist not much research on determining SSC in ”Hayward” kiwifruit
using hyperspectral imaging, the goal of the present study is to look into the pos-
sibilities of determining SSC in ”Hayward” kiwi by using regression and machine
learning models.
2 Materials & Method
2.1 Kiwi Samples
The kiwi fruit samples used in this paper are of the type Hayward delivered
by Bama AS. A total number of 495 kiwis were scanned in 9 batches of 55
kiwis in each batch for 3 weeks (see table 1). The physiological measurement
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was conducted shortly after the hyperspectral acquisition. The kiwi fruits were
stored at 8◦C in the scanning week, and at 4◦C otherwise.
Table 1: Weekly plan of scanning and destructive measurements.
Imaging (HSI) Physiological measurements and RGB imaging
Day 1 Box 1, Box 2, Box 3 Box 1
Week 1 Day 2 Box 2, Box 3 Box 2
Day 3 Box 3 Box 3
Day 1 Box 4, Box 5, Box 6 Box 4
Week 2 Day 2 Box 5, Box 6 Box 5
Day 3 Box 6 Box 6
Day 1 Box 7, Box 8, Box 9 Box 7
Week 3 Day 2 Box 8, Box 9 Box 8
Day 3 Box 9 Box 9
2.2 Data acquisition
Fig. 1: The steps involved in pre-processing HS data before using it to train
models.
The camera used in this paper was a HySpex-VNIR-1800, produced by Norsk
Elektro Optikk AS (https://www.hyspex.com/). The specs of the camera are
listed in table 2. The camera is of type push-broom and was placed 30cm away
from the kiwis when scanning. The halogen light sources were angled at 45◦ to a
moving conveyor belt where the kiwis were placed. Figure 2 illustrates the setup.
The destructive measurements of SSC were conducted by slicing and squeez-
ing the kiwis to get juice droplets into a Brix-refractometer of type Digital Atago
Pal-1.
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The data acquisition created 495 SSC measurements corresponding to hy-
perspectral images of 495 kiwis. The images had two spatial dimensions X and
Y, with a spectral dimension Z (see figure 3).
Table 2: Important specifications of VNIR-1800
HySpex VNIR-1800
Sensitivity range (nm) 400-1000
Spatial pixels 1800




Field of view 17◦
Max speed (fps) 260
Fig. 2: Our setup with a hyperspectral camera, illuminant, conveyor belt with
moving platform, spectralon tile, and kiwis on a stable surface.
2.3 Pre-processing
The entire pre-processing workflow is illustrated in figure 1.
The acquired HSI data was pre-processed through several steps to remove
redundant information. The HSI images were first corrected by subtracting the
dark current and normalized by translating each pixel value from radiance to
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Fig. 3: Spectral data (datacube) of a kiwi where the x- and y-axis representing
the spatial dimensions and the z-axis the spectral dimension.
reflectance. This resulted in more comparable results between scanning batches
as kiwis do not always have the same shape and height.
After normalization, two spectral datasets were created using the average
spectrum of the whole kiwi and the average spectrum on a 150x150 pixel area in
the center of each kiwi. These areas were found by using an automatic spectra
collector algorithm that classifies kiwis in the image. After that, a Hanning
window filter was applied to improve the signal to noise ratio (SNR).
Pre-processing was applied to both the spectral datasets and Brix values. A
99% confidence interval was used to remove outliers from the Brix data range.
Then, spectral pre-processing was performed to smooth out the spectra of the
remaining samples.
The spectral pre-processing techniques used were SNV, multiplicative scatter
correction (MSC), Hanning window, and derivatives using the Savitzky-Golay
filter[28], which are regularly used when working with spectral data[22]. To find
what pre-processing worked best for each model, each model was tested with and
without and a combination of SNV or MSC with different degrees of derivatives.
This was carried out on the models by brute force. In other words all these
different combinations were applied iteratively on the models, and by measuring
the model performance; the best pre-processing combination was found.To find
the efficient wavelengths for predicting sugar, we used several feature elimination
methods. These are more explained with the models.
2.4 Data split
To ensure that our models would be able to predict a wide range of values, we
used the sample set partitioning based on joint x-y distance (SPXY) algorithm
proposed by Galvão [7]. It takes into account the variability in both X- and
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Y-spaces when dividing the data into calibration and prediction sets and was
shown to be advantageous for especially PLS. SPXY was used twice to split the
dataset into 4 smaller ones. Before the split, we discarded samples outside of a
99% confidence interval, reducing the number of kiwis in the dataset down to
444. The SPXY algorithm was first used to create a calibration and a prediction
set with a 7 : 3 distribution as illustrated in figure 4. The prediction set was
further split into validation and verification using the same algorithm but with
a 1 : 1 distribution. It is important to note that the dataset split was applied
after any spectral pre-processing. The calibration and verification datasets have
values spanning over the most extended range since they are being used to train
and test each model.
Fig. 4: The construction of the different datasets using SPXY.
2.5 Models
Several machine learning and regression models were applied and evaluated. To
evaluate these models, R2(coefficient of determination which is a measure rep-
resenting how close the data are to the fitted regression line) and RMSE(Root-
mean-square error which is used to measure the differences between values pre-
dicted by a model) were used as performance measures and tested on different
datasets. Details about these are discussed below. The models try to predict the
wavelengths correlation with the variation in SSC.
Training & evaluation Pipeline cross-validation was used to find the best
hyperparameters for each model. The cross-validation performance metrics were
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R2 and RMSE . The models’ performance on the verification and validation
datasets were compared to the calibration dataset performance to make sure the
models were not overfitted.
Support vector regression (SVR) In SVR we want to define a margin of
error, ε, for the regression function to decrease how strictly the hyperplane fits
the data points. As we most likely cannot include all data points within the
margin of error, we need to include another variable, ξ, to measure the error
of all points outside the margin of error. This works well in specific datasets as
there is often a margin of error in real-world data, and the points outside the
margin of error can be viewed as noise or outliers. With the constraints ε and ξ,
we can define our boundaries for the hyperplane:
|yi − wixi| ≤ ε+ |ξi| (1)
So with the constraints in mind, we want to minimize the Euclidean distance
MIN( 12 ||w||
2) of the data points to the margin of error. We can minimize w
and add a constant C to scale the dependence of the sum of errors of the points








There is a large margin of error between different kiwis and scanning period,
making SVR interesting compared to ordinary linear regression. The margin of
error and weight of points outside the margin of error can be tuned, and thus
brings more hyperparameters that can influence results in various ways, making
SVR a good candidate model.
K-nearest neighbors regression (KNN-r) KNN-r is based on the classifi-
cation algorithm KNN where the dependent values are predicted based on the
training of independent variables by determining the k closest data points and
interpolating. KNN-r works well with few data points as it does not use all
values to predict, and can be tuned with hyperparameters like values of k and
different distance function methods through cross-validation. As KNN-r uses few
data points for interpolation of predicted values, it can be effective in real-time
applications where the kiwi predictions need to be processed rapidly.
Partial least squares (PLS) PLS is an efficient regression method based on
covariance. It is recommended to be used in cases of regression where the number
of explanatory variables is high, and where it is likely that the these variables
are correlated. This regression method works similarly to Principal component
regression (PCR, which is often used to estimate the unknown regression coeffi-
cients in a linear regression model), and is broadly used for this application [22].
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It works well on spectra because it eliminates multicollinearity, which means
that the independent variables can vary with each other.
In broad terms PLS works by computing the principal components of both
the independent and dependent variable and perform least-squares on these com-
ponents instead.
The Efficient variable selection algorithms Uninformative Variable Elimina-
tion (UVE)[4][20] and Genetic algorithm (GA)[30][13] were applied together with
PLS. These algorithms were used to exclude wavelengths that did not contribute
a significant amount to the prediction.
Multiple linear regression (MLR) Multiple linear regression is an extension
of linear regression but with more explanatory components. It assumes the rela-
tionship between the dependent variable Y and independent variable X is linear
and can be approximated using equation 2.
Y = β0 + β1Xi,0 + β2Xi,1 + ..βnXi,n + εi (2)
where βn is an unknown coefficient for each independent variable except β0
which is the y-intersect, n is the number of bands, i represents a sample and ε
is the predicted error. The objective of the function is to find certain β values
such that it minimizes the error, which we calculate using the root mean square
error (RMSE). The equation is primarily solved using Ordinary least squares
(OLS)[12] and was also used in this work.
MLR was combined with the successive projections algorithm (SPA)[2] for
wavelength selection, but also with elimination methods such as F-test to further
reduce the number of wavelengths used in the following paper [1].
3 Results and Discussion
In the box-plot of physical measurements (see figure 5) we can see that the
Soluble Solids Content (SSC) increases steadily, which is expected as the kiwis
mature over time. Discussion about the model’s performance in predicting these
values by kiwi spectrum will come later in this section.
The SPA-MLR model was chosen based on the validation dataset perfor-
mance across the different efficient wavelengths selected by the SPA algorithm,
as it has no tunable parameters. The performance was medium as it resulted
in the best overall R2 of 0.405 and 1.11 RMSE on the verification set and had
similar values for the calibration values. The other models had their parameters
tuned for the final model using cross-validation, not using the validation dataset
for tuning. All final models were tested on the same dataset (verification) to
ensure that they were comparable to each other.
The optimal spectral pre-processing for each model was carried out by testing
several different permutations with and without MSC or SNV and Savitzky-
Golay filter. The parameters tested in the Savitzky-Golay filter were derivatives
of the degree 0-2, window size 7-33, and fitting polynomial 3-5. The models were
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Fig. 5: SSC from the 9 days of measurements, where each box (day) has its own
color.
compared based on their performance regarding RMSE, R2 and the amount of
EWs on the training (calibration) and verification set.
Table 3 shows that UVE-PLS obtained medium accuracy at predicting SSC
with medium-to-low RMSEC and RMSEV, and similar R2C and R
2
V on the
dataset using the whole kiwi (Full). SPA-MLR seems to perform equally well
but uses a larger group of wavelengths instead of more distinct wavelengths
spread out like in UVE-PLS. As UVE-PLS needs the least amount of EWs to
predict as close to equal as SPA-MLR, it is considered the slightly better model
of the ones that were tested.
In comparison to approaches using spectroscopy, our models performed gen-
erally poorer. One significant similarity is that Moghimi (2010)[21] used the
same spectral pre-processing, SNV, and first derivative using Savitzky-Golay on
”Hayward” kiwi but their data from spectroscopy. This gives some confirmation
that SNV and the first derivative are good for pre-processing ”Hayward” kiwi
spectra when trying to predict SSC.
The wavelengths used in the final SPA-MLR and UVE-PLS model both in-
cluded small packets of wavelengths which can be seen in figure 6. This is very
clear in figure 6b as SPA-MLR used every captured wavelength between 682-
736nm (18 distinct wavelengths). This could mean that the internal chemical
changes in the kiwi that correlates with the SSC affect a wide range of wave-
lengths, and in several regions. There is no clear distinction of which wavelengths
are the most important as the two models only share one common wavelength
for prediction. Although these are two different models, it would be expected
that they used more common wavelengths, as they both are trying to predict
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SSC





SPA-MLR SNV SavitzkyGolay(27,5,1) 21 1.343 1.11 0.397 0.405
UVE-PLS SNV SavitzkyGolay(27,5,1) 16 1.308 1.047 0.428 0.39
GA-PLS SavitzkyGolay(45,2,2) 86 2.783 1.669 0.097 0.156
KPCA-SVR StandardScaler comp=41 1.109* 1.141* 0.682 0.24
Full
KPCA-KNN MSC, SavitzkyGolay(31,2,0) 178 1.082* 0.779* 0.068 0.062
SPA-MLR SNV SavitzkyGolay(21,5,2) 33 1.364 1.131 0.376 0.371
UVE-PLS SNV SavitzkyGolay(27,5,1) 20 1.352 1.1 0.381 0.314
GA-PLS MSC SavitzkyGolay(49,2,1) 86 1.078 0.989 0.231 0.111
KPCA-SVR StandardScaler comp=59 0.878* 1.24* 0.813 0.216
VNIR
Region
KPCA-KNN SNV, SavitzkyGolay(39,5,2) 17 0.952* 0.939* 0.171 0.191
Table 3: The best performances of each model for evaluating Soluable Solids
Content (SSC) in the Visable and near-infrared (VNIR) range on the two differ-
ent datasets, Full (average of whole kiwi) and Region (150x150 averaged area).
Every model used the same calibration (70%) and verification (15%) set. (*
KPCA-SVR and KPCA-KNN uses StandardScaler, therefore the RMSE value
of this models is not directly comparable).
(a) Efficient wavelengths: 717, 739-745,
758-771, 806-819, 835-838nm
(b) Efficient wavelengths: 682-736, 940,
943, 975nm
Fig. 6: The resulting efficient wavelengths that performed best at predicting SSC
in the two models.
SSC. This blurs the indication of which wavelengths are good predictors, making
it difficult to use these models in a simpler system, e.g. a multispectral system.
The results could be impacted by some sources of error in the data acquisition
period. There is a chance that some values were measured wrong because of
external noise or internal deviation in the measurement device. It is also possible
that the results could have improved with a larger dataset as there is variance
in kiwi samples. Another important factor to recognize is that the harvest date,
days in transit, and the temperature in these circumstances are unknown. This
creates greater uncertainty in the actual maturity of the kiwis at the different
scanning days, which can impact the rate of maturation within the acquisition
period. Lower bio-variability makes it harder for the models to generalize for the
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different maturity stages for the ’Hayward’ kiwis, and might also not be stable
for kiwis with defects or other differentiating factors such as soil type and season.
The scanning speed with the HSI method used in this paper is fast, but the
efficiency improvement comes with a drop in R2 of 0.5, meaning that this exact
model would not be accurate enough for commercialization. By improving or
eliminating the sources of error, the drop would become less significant and the
efficiency trade-off would become more desirable for commercial usage.
4 Conclusion
The model that achieved the highest accuracy was SPA-MLR with R2 of 0.405
and 1.11◦ Brix RMSE on the verification set. It had low variance between train-
ing and testing results, indicating no overfitting. UVE-PLS obtained a lower R2
of 0.39 but had a smaller RMSE of 1.047◦ Brix using fewer wavelengths. More
work on the dataset like reducing or eliminating sources of error, would likely
increase the performance of the models.
It was found that applying spectral pre-processing methods such as SNV and
first derivative increased the model performance in determining SSC in kiwi of
type ”Hayward”. MSC did not perform equally good.
These findings show that non-destructive determination of SSC in kiwi of
type ”Hayward” is possible in the VNIR range using a hyperspectral camera
but more research is needed to establish a good model that can be used as
quality control in the food industry. By improving the performance of the model
enough for commercialisation, efficiency in the industry would increase, and less
food would be wasted in destructive measurements.
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