Epidemiological studies of the relationship between disinfection byproducts (DBPs) and adverse birth outcomes often use a single quarterly sample result to characterize an exposure period during a pregnancy. Concentrations of trihalomethanes (THMs), a frequently studied class of DBPs, can fluctuate considerably between sampling periods so that a single point measurement in time may not adequately characterize levels over an exposure period. In addition to obtaining compliance samples that are required quarterly at a limited number of sampling sites, the New York City water supply system takes monthly THM samples at a large number of sites. We used these monthly data to investigate two methods for interpolating between quarterly measurements: cubic splines and linear interpolation. We based interpolations on 1 month in each calendar quarter and checked the interpolated values against the actual data values from the other 2 months of the quarter. Both methods produced generally acceptable fits: 90% of the observed discrepancies between fitted and actual values were less than 14 mg/l and over half were less than 5 mg/l for total trihalomethanes (THM4). These numbers are about half the change in THM4 level from one quarter to the next and compare favorably with the range of 0-80 mg/l or more used in many studies. Comparable results were obtained for chloroform and bromodichloromethane, the two THMs with levels high enough to analyze. Linear interpolation generally performed better than the spline fit, producing lower average discrepancies and fewer large discrepancies. Linear interpolation can be a useful and easily applied method for developing improved exposure estimates using quarterly sampling data.
Introduction
Examination of the relationship between disinfection byproduct (DBP) sampling data and adverse birth outcomes illustrates a basic problem in environmental epidemiology: how to produce an exposure estimate from episodically measured data that can be applied to a specific exposure period. The problem is one of applying temporal point samples of a risk level, which can vary over time and among samples, to a continuous period during which exposure to that risk might be expected to adversely affect health.
Disinfection byproducts are formed when drinking water is disinfected, most commonly with chlorine, to inactivate pathogens (Bellar et al., 1974; Sadiq and Rodriguez, 2004) . Although research has not been definitive, DBPs have been implicated in a variety of adverse birth outcomes involving growth (Bove et al., 1995; Gallagher et al., 1998; InfanteRivard, 2004; Wright et al., 2004; Toledano et al., 2005) and birth defects (Dodds et al., 1999; Dodds and King, 2001; Cedergren et al., 2002; Shaw et al., 2003) . Public water suppliers generally determine levels of two classes of DBPs, trihalomethanes (THMs) and haloacetic acids (HAAs). DBP levels are generally higher in water taken from surface sources due to higher levels of organic matter than in ground water. DBPs in water taken from surface sources can show marked seasonal fluctuations. For THMs, these fluctuations are usually due to higher levels of organic matter and higher temperatures in later summer months (Singer et al., 1981; Stepczuk et al., 1998; Bove et al., 2002; Rodriguez et al., 2007) . These fluctuations make it challenging to derive exposure estimates from quarterly data.
The norm in DBP sampling in the United States for water suppliers with moderate to high levels is quarterly sampling as required by Environmental Protection Agency regulations (US EPA, 1998) . The method most commonly used to apply these quarterly sampling data to an exposure estimate is to base the estimate on measured levels in the quarterly sample closest in time to the exposure period of interest (Savitz et al., 1995; Shaw et al., 2003; Wright et al., 2003) . This procedure, however, ignores data from other samples that might be used to better inform an estimate of exposure. Consider, for example, a pregnancy trimester that begins on July 10 and DBP samples that are taken on the fifteenth of the first month of each calendar quarter. This traditional method would use only the July 15 DBP results as the source of exposure information. It would ignore the October 15 sample even though this sample is closest in time to part of the exposure period and could therefore be expected to provide better information about exposure later in the trimester than would the earlier sample.
Interest in using all of the temporally relevant environmental data to inform exposure estimates has driven investigation into other metrics. Two basic methods have appeared in the literature that address DBPs and adverse birth outcomes. King et al. (2000) used least squares regression to predict monthly THM levels. In a similar vein, Infante-Rivard (2004) used a weighted average of the available measurements, but did not give details on how weights were calculated. A simple weighted average assumes, incorrectly of course, a linear change in DBP levels between sampling dates. Hinckley et al. (2005) used a cubic spline fitted to the available sampling data to produce estimates of the DBP levels between sample dates and used these estimates to derive exposure values. A spline fit makes no causal assumptions about changes in DBP levels between sampling dates but simply creates a best fit, smooth curve between multiple samples.
The New York City water supply system, one of the largest in the world, is unusual in collecting monthly THM samples. The availability of monthly data provides an opportunity to evaluate and compare these two methods of imputing daily values from quarterly samples. We selected one month from each calendar quarter and employed both a linear and spline fit to calculate daily estimates of DPB levels that could be compared to the observed values on the dates sampled in the other two months of the quarter. We then compared the observed and fitted values to test both methods. Since quarterly data are generally all that are available to researchers studying the effects of DBPs in most water supply systems, the results of these tests address the adequacy of different temporal interpolation methods for use in epidemiological studies requiring more frequent exposure estimates (e.g., specific time intervals during the gestational period).
Methods
We used THM sample results collected by New York City between January 1997 and December 2005. New York City obtains its water from three sources. Most of the supply comes from the Catskill-Delaware System and the Croton System, two surface-water sources in upstate New York that produce moderate and relatively high DBP levels, respectively. A small amount of water comes from the city's groundwater system, which draws from Long Island's aquifers and has low DBP levels. Water from all three sources was disinfected with chlorine during our study period.
New York City collected THM samples from a large number of sites within the water supply system. Data were generally collected monthly at many sites, with some months having more than one sample date and occasional months being skipped. THM levels were determined using EPA Method 524 (US EPA, 1995) . We began with 281 sites with THM data from within the city's distribution system, downstream from the disinfection location. Sufficiently long series for analysis were obtained by deleting sites with 24 or fewer records from the analysis. We reviewed time series plots of the remaining 32 sites to identify gaps in the data. We chose to exclude substantial gaps because preliminary examination of the data and previous experience with data from other water supply systems (unpublished) had shown that the spline method tended to produce highly unpredictable results over gaps. In contrast, we did not exclude data with occasional gaps of 1-2 months. Our goal with data exclusion was to allow the estimation methods to perform on a relatively robust data set while still including missing results that can be expected in most water-utility monitoring data. Five of the sites were removed, to leave 27 sites in the analysis, because one or more gaps of 3 months or more between temporally adjacent samples disrupted the data series. Seven of the remaining sites had one to three points removed from one or both ends of the series due to a data gap, and six sites had larger amounts of data removed due to a gap. The 27 series used in the study ranged from 3 to 9 years in length with most sites at the longer end of the range.
A spline curve is essentially a set of piecewise cubic curves through each pair of data points that are matched together continuously. The result is a smooth curve that follows the general trend of dependent variable values as the independent variable changes. Splines are most useful in the absence of a mechanistic model on which to base an equation of how the data behave. Splines were fit separately to the data from each site using an SAS (SAS Institute, 2005) program that called the SAS System for Windows IML procedure. The program produced an output data set with a fitted value for each day of the interval over which it was run. Fitting the spline requires a smoothing parameter that determines how closely the fitted values will be to the data values used in the calculation. The smoothing parameter can range between 0 and 99. A value of 0 forces the spline to pass through the data values whereas higher values produce increasingly flatter curves and eventually approximate a linear regression. We used a smoothing parameter of 0 to force the fitted values through the actual data. To produce fitted values for each date between samples using linear interpolation, we used the SAS (SAS Institute, 2005) Expand procedure.
Trihalomethane samples can be taken during any of 3 months within a quarter. We conducted independent analyses to investigate whether the month within a quarter had any influence on predictive outcomes. Our analysis data set was produced by using THM analytical results from the samples collected during 1 month of each quarter to calculate fitted values for the dates sampled in the other 2 months of the quarter. We calculated fitted values using both the spline and linear interpolation methods separately for each month to determine if the month used as the basis of the interpolation, which could be the first, second or third month of the quarter, affected the results. After finding little difference among the different month analyses at each of the 27 sites, we pooled the three sets of interpolations to create an analysis data set with 81 interpolations from each of the two methods. Pooling allowed reporting a single performance statistic for each method rather than reporting three separate measures corresponding to the month of the quarter used as the basis of the interpolation.
For each sampled date not used to produce an estimated value from the interpolation, we calculated the difference between the actual and the estimated values from the linear and spline fits. To compare the two methods, we used paired t-tests on the absolute value of these differences. We used absolute values rather than signed differences because our primary interest is in the magnitude of the difference, not its overall mean. We also checked for bias in the estimates, defined as a tendency to systematically over-or underestimate the observed values, by testing whether the means of the signed differences between fitted and observed values at each site were different from zero. We conducted these analyses on data from all sites combined as well as separately by site.
In common with most other water suppliers, New York City collected data on four THMs: chloroform, bromodichloromethane, dibromochloromethane and bromoform. We also included THM4, the sum of these four THMs, in the analysis. Values of dibromochloromethane and bromoform were so frequently below the detection limit that the number of non-zero estimated values was too low to be useable. We therefore excluded them from the analysis.
Results
New York City THM levels were generally moderate (Table 1) , with THM4 almost always well below 80 mg/l, the regulatory limit for the running annual average (US EPA, 1998). Levels of the individual analytes followed a typical pattern of dominance by chloroform followed by progressively lower analyte levels with increasing bromination (Table 1) . Seasonal changes in THM4 and chloroform levels were considerable, with highest values in late summer (Figure 1 ). Although the magnitude of the seasonal changes in bromodichloromethane was small, mean summer values were over 50% higher than the winter levels. The median change in THM4 and chloroform levels from a measurement taken in one quarter to a measurement taken at the same site in the following quarter (Table 2) was nearly 1/3 of the median levels (e.g., the median quarterly change for THM4 was 9.0 mg/l (Table 2, fiftieth percentile) compared to the median THM4 level of 30.0 mg/l (Table 1) ), and 10% of the quarterly changes exceeded 2/3 of the median (e.g., 20.0 mg/l for the THM4 nintieth percentile in Table 2 vs. the 30.0 mg/l median). Quarterly changes for bromodichloromethane were also appreciable but not quite as large relative to the median values (Table 2 vs. Table 1) .
Both linear interpolation and the spline fit produced estimated values that generally tracked the observed values . Polar coordinate plot of average THM levels for all New York City distribution system samples by month. Rings give THM levels in mg/l, spokes give month of the year (e.g., the value for THM4 in July was about 40 mg/l). Squares: THM4; triangles: chloroform; circles: bromodichloromethane. Levels of dibromochloromethane and bromoform, both with over 75% of results below the detection limit, were too low to show.
but sometimes departed considerably from those observed values (Figure 2 ). Both methods could miss the large departures from the overall trend that occurred in the actual data ( Figure 2 , areas A and B). The spline fit was also subject to large excursions with errors exceeding 50% of the observed values (Figure 2a , areas C and D) and could produce highly unpredictable results if a single quarterly data point was missing. One notable difference between the two methods was that the values estimated by the spline method generally undershot local minima and overshot local maxima whereas the linearly interpolated values were always between the levels of the data on which they were based (Figure 2) . Correlations between the fitted results from each of the two interpolation methods and the observed data were 0.83 or greater for each of THM4, chloroform and bromodichloromethane (Table 3) . Correlations involving linear fits were slightly higher than those with spline fits. Looking at individual samples, most discrepancies between fitted and actual values were low, with roughly 50% of the discrepancies for each of THM4, chloroform and bromodichloromethane little more than 10% of the median of all observed values (Table 4A vs. Table 1) . A small number of discrepancies were, however, considerable (Figure 2 ) with roughly 10% exceeding one-third of the median of the observed data for each of the three THM variables. Examining the discrepancy as a percent of the observed value showed that 50% of the fitted values were within 12% to 14% of the observed value whereas 90% of the fitted values were within 35% to 43% of the observed value (Table 4B ). The cumulative frequency distributions show that Table 2 . Cumulative percents of the change in THM levels (mg/l) from one quarter to the following quarter. sample results where both the spline and linear fit missed large spikes in the observed levels. Area C: spline fit with large excursion above a local data maximum. Area D: spline fit with large excursion below a local data minimum. spline discrepancies tended to be larger than discrepancies from the linear fit and that a few of the fitted values were grossly incorrect (Figure 3 for chloroform; figures for THM4 and bromodichloromethane are available in the Supplementary information). Fitting values based on each of the 3 months of a calendar quarter at each of 27 sites produced 81 comparisons for each of the three THMs for a total of 243 tests. The average discrepancy for most sites was moderate (Figure 4a-c) : most mean THM4 discrepancies were under 8 mg/l, most mean chloroform discrepancies were under 7 mg/l and most mean bromodichloromethane discrepancies were under 2 mg/l. A few sites, particularly when the spline fit was used, had mean discrepancies that were considerably higher than these values (Figure 4a-c) . Means at a site of the discrepancies as a percent of the observed value were under 25% for most sites, but were considerably higher in a small number of cases (Figure 4d-f) .
Considering all data, the linear interpolation produced smaller discrepancies than did the spline for all three variables (Table 5) . Examining the data site by site, the spline produced significantly (Po0.05) larger discrepancies in about a fourth of the tests whereas the spline fit produced a significantly better match to the actual data than linear interpolation in only 3 of 243 tests (Table 6 ). Similar patterns were observed for each of the three THM variables (Table 6 ). Although frequent, the difference in performance between the two methods was usually small: for THM4, the difference between the two methods was greater than 2 mg/l in only 6 of 243 comparisons. Three of the sites with the largest performance differences had missing data that caused the spline to behave poorly, but the other sites with statistically significant differences were not affected by missing data. Variances of the discrepancies, an indicator of the presence of large values, were significantly larger (Po0.05) for THM4 with the spline fit in 11 of the 81 comparisons. In no case was the variance significantly higher from the linear fit.
Both interpolation methods behaved similarly. Neither showed a tendency toward predicted values that were either too high or too low. Testing whether the mean for a site of the signed discrepancy between the fitted and observed values differed from zero produced 81 comparisons from the 27 sites and three analyzed variables. Only one of these tests, for bromodichloromethane fit with the spline, had a mean significantly different from zero.
Discussion
Use of either splines or linear interpolation as a method of imputing data between quarterly THM measurements produced estimated values that were usually close approximations of observed concentrations in monthly water samples. Correlations between fitted and observed values were high (Table 3 ). The mean discrepancy between the observed and fitted value as a percent of the observed value was typically under 25% in our study. As the THM levels in the study system were moderate, over 90% of the discrepancies between fitted and actual values for THM4 were under 12 mg/l and over half were under 5 mg/l (Table 4A ). The mean discrepancy for nearly all sites individually was under 8 mg/l (Figure 4 ). These findings suggest that both methods perform well in most cases. Although it is not a directly comparable benchmark, the requirement in EPA Method 524 that the average result of replicates of a known test sample be within 20% of the actual value (US EPA, 1995) further supports the idea that these interpolation methods produce results comparable to legal accuracy requirements, though falling short of results that can be achieved in practice (e.g., NYS Wadsworth Center, A. Bucciferro, personal communication). On the other hand, both methods resulted in a relatively small number of substantial discrepancies that could well be large enough to produce erroneous exposure estimates. Some large discrepancies are readily identifiable in time series plots of the data and can be addressed when constructing a data set for exposure analysis (e.g., Figure 2 , area C). Particular attention is warranted when a quarterly sample is missing because interpolation may obscure seasonal changes. Neither of the interpolation methods showed a tendency to produce fitted values that were consistently higher or lower than the observed values. Because the magnitude of the unsigned discrepancies between fitted and observed values was quite small and evenly divided between positive and negative discrepancies, we would expect any bias introduced to an epidemiologic study due to the use of these interpolation techniques to be minimal. Furthermore, because participants in epidemiologic studies of DBPs are often sampled in a manner such that both cases and controls have the same chance of being linked to exposure data from a single utility, it is likely that any bias introduced because of the use of either of these interpolation techniques would result in nondifferential misclassification of exposure, and the influence of any resulting bias likely would be toward the null. We did not determine how the level of bias introduced when employing either of these interpolation techniques would compare to that introduced if the interpolation techniques were not used.
These data highlight the temporally dynamic nature of THM levels ( Figure 1 , Table 2 ) and provide a caution to the use of a single quarterly DPB measurement as the source of an exposure measure during a pregnancy trimester. THM levels can vary considerably about their trend from one quarter to another. Due to strong seasonal cycles (Figure 1) , changes in THM levels from one calendar quarter to the next are roughly double the discrepancies between fitted and actual values (Table 4 vs. Table 2 ). Although interpolation between quarterly samples is imperfect, it provides a better estimate of exposure than any one value. By providing daily estimates of THM levels, these methods enable better estimation of exposure during periods of only a few weeks that could be relevant to some birth defects.
Overall, linear interpolation performed better than a spline fit in estimating THM levels between quarterly measurements. Although the difference was usually slight, it was considerable in a few cases. Linear interpolation did a better job of avoiding the extreme discrepancies that are most likely to produce exposure misclassification (Figures 3 and 4) . In contrast, we found little evidence that splines ever did better than linear interpolation. One reason for the poorer performance of splines may be the tendency of the spline fit to go beyond local minima and maxima (Figure 2 , areas C and D). Although it cannot be expected that samples will often be taken on the date at which a declining or increasing trend in THM levels reverses, whether an excursion by the spline fit beyond a data value occurs at the proper time relative to the date of the sample appears to be a matter of chance. Situations in which, for example, application of the spline method resulted in a lower concentration while the actual data showed an increase (e.g., Figure 2a) were capable of producing substantial errors in the fitted values. Such examples were frequent in our study because of cyclical seasonality that resulted in multiple changes in the direction of the temporal trend over an annual cycle. Our attempts to limit these excursions by altering the smoothing parameter produced a poorer overall fit. A second cause for the performance difference between the methods is the greater tendency of the spline fit to be adversely affected by a missing quarterly sample.
An important element in exposure assessment for environmental epidemiological studies is the sensitivity or specificity of the exposure estimate (Nuckols et al., 2004) . When, as in this study, the exposure is common in the study population, the sensitivity of the exposure metric becomes more Mean difference between the fitted spline and linear discrepancies from observed level (mg/l). important (Stewart and Correa-Villasen˜or, 1991) . Sensitivity is the ability of an exposure metric to correctly classify as exposed those who are truly exposed. The threshold concentrations for THMs that constitute exposure resulting in adverse health outcomes is still a question of debate, as is the degree of acceptable variation in estimated concentration (Arbuckle et al., 2002; Nuckols et al., 2005) . Concentrations in the water supply greater than 75 or 80 mg/l have often been cited as important in epidemiological studies of birth outcomes (Waller et al., 2001; Dodds et al., 2004) . Any method should attempt to determine over what period of time exposure actually occurred to be effective. Therefore, selection of an interpolation method that provides the most accurate estimate of maximum concentrations in the cycle of a seasonal variable should be preferable. Neither of these methods directly address this issue. Doing so would require evaluation of concentrations in samples taken precisely at the peak of the seasonal cycles, information that was not available in the New York City data.
In conclusion, we have investigated two methods, linear interpolation and splines, for imputing daily values between quarterly measurements of DBP levels. Both methods have the advantages of being conceptually simple and straightforward to apply, with linear interpolation easier than splines. Both generally, but not always, produced reasonable fits to measured levels between the samples used for interpolation and can generally be expected to provide a better estimate of THM concentrations in the water distribution system during a trimester or other part of a pregnancy than applying a single quarterly measurement to an entire trimester. The availability of these estimated daily concentrations has the potential to improve exposure assessment, particularly for short-term sensitive periods. Interpolation may be especially useful in situations in which compliance THM samples are not regularly spaced as is allowed by current regulations. The methods share the disadvantages of being based on models that consider only the time-dependent behavior of DBP levels and of producing a small number of highly unpredictable results. Other factors that are known to affect DBP levels, including short-term meteorological conditions, varying flow demands and distribution system contributions, may lead to changes in DBP levels that cannot be accounted for using time dependency alone. Linear interpolation can be successfully employed either by taking a weighted average of the samples associated with an exposure period (e.g., InfanteRivard, 2004) or by calculating a value for each day and averaging the daily values over the exposure period as we did; these methods are mathematical near equivalents.
These conclusions are tempered by the restriction of the current study to a single, large water supply system. In particular, the large volume of New York City's source water reservoirs should result in THM levels that are less variable than those of water systems with smaller surface-water reservoirs that respond more quickly to meteorological or hydrologic conditions. As New York City THM levels can be characterized as moderate in magnitude and seasonality, we did not test how well these methods would perform with water supplies that have high THM levels and perhaps greater seasonal variation or with those that use alternate disinfection methods. Even so, many water supply systems with moderate to high THM levels have temporal dynamics that are similar to New York City and should respond similarly to these interpolation methods. Neither method addresses the possibility of unobserved spikes in THM levels that may be important if maximum or threshold values have a greater effect than average levels in producing adverse health outcomes. Linear regression methods with additional factors such as year and month (Dodds et al., 1999; King et al., 2000) may augment the interpolation methods described here. Incorporating weather or employing hierarchical methods that use similarities among water suppliers to inform estimated THM levels , more complex water quality-simulation models, or mechanistic models that account for local climatic, hydrologic, aquatic and geochemical variables might produce better interpolations but only at a considerably greater cost in datacollection efforts and model development time.
