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Abstract: This is an adaptive subroutine that computes an approximation to the integral of a function f(x, y) over a 
two dimensional region made up of triangles. Lyness-Jespersen rules form the basis for a local quadrature module 
that is used to estimate the integral and the error over each triangle. The triangle with the largest error is 
subdivided and the local quadrature module is applied to each sub-triangle to obtain new estimates of the integral 
and the error. This process is repeated until either (1) an error tolerance is satisfied, (2) the number of triangles 
exceeds an input parameter MAXTRI, (3) the number of integrand evaluations exceeds an input parameter 
MEVALS, or (4) the subroutine senses that round-off error is beginning to contaminate the result. 
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1. Introduction 
In recent years several authors have suggested adaptive algorithms for the integration of a 
function of two variables. Laurie [4] has published CUBTRI, an algorithm based on a 19-point 
enhancement of Radon’s 7-point rule. It stores its data in an unordered list and when 
subdivision of a triangle is called for it divides the triangle into four congruent triangles. 
Barnhill and Little [l] have experimented with several basic cubature formulas and have 
reported best results with the Radon 7-point rule of degree 5 and a 13-point rule of degree 7 
due to Cowper. They subdivide a triangle by a median to the longest side and rather than 
using pairs of cubature formulas, they base their error estimates on the estimates of the 
integral before and after subdividing a triangle. One of the best of recent algorithms is TRIEX 
by De Doncker and Robinson [2]. Their local quadrature procedure is based on two rules of 
Lyness and Jespersen-a 19-point rule of degree 9 and a 2%point rule of degree 11. They store 
information about the triangles in two ordered lists and have incorporated non-linear 
extrapolation using the ‘epsilon algorithm’. TRIEX and CUBTRI will only integrate over a 
single triangle, which means that a user with a more general triangulated region must allocate 
a total error tolerance among the various triangles of the region and provide separate calls for 
each triangle. 
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Our own approach is to make the algorithm flexible and efficient with respect to function 
evaluations, storage and overhead. For flexibility, the algorithm handles general regions made 
up of any number of triangles with a single error tolerance for the entire region. The user is 
allowed to specify either a relative or absolute error tolerance and it is easy to continue a 
calculation after a return from all using a new error tolerance and/or a new bound on the 
number of function calls. For efficiency, we have used the high degree Lyness and Jespersen 
rules used by De Doncker and Robinson. We have tried to minimize overhead by maintaining 
the information about triangles in two heaps. Since the triangle with maximum error is always 
at the top of the heap there is no time spent searching for the triangle to subdivide. (Of 
course, there is overhead in maintaining the heaps, but this is normally less than the overhead 
required to search an unordered list or to maintain an ordered list.) One of the heaps contains 
triangles for which the error estimates as a fraction of the total error bound are less than the 
rato of the triangular area to the total area of the region. Thus, we can save on storage space 
by dropping triangles from this heap if necessary without too much damage to the computa- 
tion. We have not used extrapolation and, as a result, our algorithm compares unfavourably 
with TRIEX on integrands involving severe line singularities. On the other hand, for less 
pathological integrands our algorithm involves less overhead. 
2. General description of the subroutine 
The subroutine computes an approximation to the two-dimensional integral 
I R fk Y> dy dx 
where R is assumed to be made up of triangles. A ‘local quadrature module’ provides an 
estimate of the integral and the absolute value of the error for each triangle. If the total error 
estimate exceeds epsabs-a bound on the absolute error derived from a user supplied 
tolerance (which may refer to relative or absolute error)-the triangle with the largest error is 
divided into two triangles by a median to its longest side. (See [l] for a discussion of this 
division procedure.) The local quadrature module is then applied to each of the sub-triangles 
to obtain new estimates of the integral and the error. This process is repeated until either (1) 
the error tolerance is satisfied, (2) the number of triangles generated exceeds the input 
parameter MAXTRI, (3) the number of integrand evaluations exceeds the input parameter 
MEVALS, or (4) the subroutine senses that round-off error is beginning to contaminate the 
result. 
It is possible to call the routine with a new error tolerance (either relative or absolute) and 
continue the calculation from where the previous call let off. It is only necessary to supply the 
output values of NU and ND as the new input values together with the new error tolerance. 
3. The local quadrature module 
Two local quadrature modules are provided with the subroutine and the user has a choice 
based on the setting of the input parameter ICLOSE. Each local quadrature module is based 
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on Lyness and Jespersen quadrature rules for the triangle [5]. LQMl uses the Lyness- 
Jespersen rule of degree 9 with 19 points and the rule of degree 11 with 28 points whereas 
LQMO uses the Lyness-Jespersen rule of degree 6 with 12 points and the rule of degree 8 with 
16 points. LQMl is usually more accurate than LQMO, but it involves evaluating the integrand 
at more points including some on the boundary of the triangle. LQMO uses function values 
only at interior points of the triangle, so it can be used in cases where the integrand has 
singularities on the boundary of the triangle. Otherwise it will usually be better to use LQMl. 
In either local quadrature module the higher degree rule provides the estimate of the 
integral whereas EST, the estimate of the absolute error will usually be provided by the 
absolute value of the difference between the integral estimates from the two rules. However, 
if that value is less than 
m = DRESC*min( 1, (20*EST/DRESC)‘.‘) , 
where DRESC is the approximation to the integral of the absolute value of the difference 
between f and its average value, then EST is replaced by m. See [6, pp. 67-681 for a discussion 
of the one dimensional version of this heuristic. 
4. The organization and management of storage 
The information for each triangle is contained in a nine word record consisting of the error 
estimate, the estimate of the integral, the coordinates of the three vertices, and the area. 
These records were stored in a one dimensional array DATA that is passed to the subroutine 
by the calling program. The storage is organized into two heaps one of which is stored in the 
DATA array from the bottom up and the other of which is stored from the top down. The first 
heap contains those triangles for which the error exceeds epsabs*a/ATOT where a is the area 
of the triangle and ATOT is the area of the entire region R. The second heap contains those 
triangles for which the error is less than or equal to epsabs*a/ATOT. (Clearly, if all of the 
trinagles are on the second heap, the total error estimate will be less than or equal to epsabs.) 
At the top of each heap is the triangle with the largest absolute error. 
The heaps are maintained with a package of programs that are a slight modification of the 
programs described in [3]. Pointers into the heaps are contained in an integer array IWORK 
that is also passed to the subroutine by the calling program. Pointers to the first heap are 
contained between IWORK(1) and IWORK( Pointers to the second heap are contained 
between IWORK(MAXTR1 + 1) and IWORK(MAXTR1 + ND). The user thus has access to 
the records stored in the DATA array through the pointers in IWORK. For example, the 
following two DO loops will print out the records for all of the triangles in the two heaps: 
DO 10 I = l,NU 
PRINT*,(DATA(IWORK(I) + J),J = 0,s) 
10 CONTINUE 
DO 20 I= l,ND 
PRINT*,(DATA(IWORK(MAXTRI + I) + J),J = 0,s) 
20 CONTINUE 
If the total number of triangles becomes equal to MAXTRI i.e. the DATA array is full, the 
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program attempts to remove a triangle from the bottom of the second heap and continue. (Of 
course, the contributions of the removed triangle to the estimates of the integral and the error 
are retained.) If the second heap is empty, the program returns with the current estimates of 
the integral and the error and with IFLAG set equal to 1. Note that because of this removal, if 
the subroutine returns with NU + ND = MAXTRI, it is quite possible that the triangles stored 
in the DATA array do not exhaust the region R. 
5. Round-off error 
The determination to return to the calling program with the suggestions that round-off error 
may be contaminating the results (i.e. with IFLAG set equal to 2), is based on the following 
considerations. After subdividing a triangle and applying the local quadrature module to each 
part, we compare the total of the error estimates for the two parts to the error estimate for the 
original triangle. If the error estimate has not decreased by more than one percent, we then 
check to see if the absolute change in the estimate of the integral on the two sub-triangles 
from the estimate of the integral on the original trinagle is less than lop4 times the new 
estimate. If so, we add one to a count and when his count reaches 20 we conclude that there is 
no point in continuing because of possible round-off error. 
6. List of computer programs 
DIMENSION DATA(45),IWORK(lO),X(3.2).Y(3.2) 
EXTERNAL F 
N-2 
TOL - l.E-5 
IFLAG - 1 
ICLOSE = 1 
MAXTRI = 5 
MEVALS = 100 
X(1.1) - O.EO 
Y(1.1) - O.EO 
X(2.1) - O.EO 
Y(2.1) - l.EO 
X(3.1) = l.EO 
Y(3.1) = l.EO 
X(1.2) =X(1.1) 
Y(1.2) = Y(1.1) 
X(2.2) = l.EO 
Y(2.2) = O.EO 
X(3.2) =X(3.1) 
Y(3.2) - Y(3.1) 
MAXTRI = 5 
MEVALS = 100 
NU=O 
ND-O 
CALL TWODQD(F,N.X.Y.TOL.ICLOSE,MAXTRI.MEVALS.T.ERROR~ 
* NU.ND,NEVALS.IFLAG.DATA.IWORK) 
WRITE(6.100) RESULT.ERROR,NEVALS.IFLAG 
100 FORMAT(’ RES - ‘.E14.7,’ ERR = ‘.E9.2: NEVALS = ‘.I5. 
* ’ IFLAG = ‘.12) 
STOP 
END 
FUNCI.ION F(X,Y) 
F = COS(X+Y) 
RETURN 
END 
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SUBROUTINE TWODQD(F.N.X.Y.TOL.ICLOSE,MAXTRI.MEVALS.RESULT. 
* ERROR.NU.ND.NEVALS.IFLAG,DATA.IWORK) 
C***BEGIN PROLOGUE TWODQD 
C***DATE WRTLTEN 840518 (YYMMDD) 
C***REVISION DATE 840518 (YYMMDD) 
C***CATEGORY NO. DlI 
C***KEYWORDS QUADRATURE.TWO DIMENSIONAL.ADAPTIVECUBATURE 
C***AUTHOR KAHANER,D.K..N.B.S. 
C RECHARD,O.W..UNIV. OF DENVER 
C***PURPOSE TO COMPUTE THE TWO-DIMENSIONAL. INTEGRAL OF A FUNCTION 
C F OVER A REGION CONSISTING OF N TRIANGLES. 
C***DESCRIPTION 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
THIS SUBROUTINE COMPUTES THE TWO-DIMENSIONAL INTEGRAL OF A 
FUNCTION F OVER A REGION CONSISTING OF N TRIANGLES. 
A TOTAL ERROR ESTIMATE IS OBTAINED AND COMPARED WITH A 
TOLERANCE - TOL - THAT IS PROVIDED AS INPUT TO THE SUBROUTINE. 
THE ERROR TOLERANCE IS TREATED AS EITHER RELATIVE OR ABSOLUTE 
DEPENDING ON THE INPUT VALUE OF IFLAG. A ‘LOCAL QUADRATURE 
MODULE IS APPLIED TO EACH INPUT TRIANGLE AND ESTIMATES OF THE 
TOTAL INTEGRAL AND THE TOTAL ERROR ARE COMPUTED. THE LOCAL 
QUADRATURE MODULE IS EITHER SUBROUTINE LQMO OR SUBROUTINE 
LQMl AND THE CHOICE BETWEEN THEM IS DETERMINED BY THE 
VALUE OF THE INPUT VARIABLE ICLOSE. 
IF THE TOTAL ERROR ESTIMATE EXCEEDS THE TOLERANCE, THE TRIANGLE 
WITH THE LARGEST ABSOLUTE ERROR IS DIVIDED INTO TWO TRIANGLES 
BY A MEDIAN TO ITS LONGEST SIDE. THE LOCAL QUADRATURE MODULE 
IS THEN APPLIED TO EACH OF THE SUBTRIANGLES TO OBTAIN NEW 
ESTIMATES OF THE INTEGRAL AND THE ERROR. THIS PROCESS IS 
REPEATED UNTIL EITHER (1) THE ERROR TOLERANCE IS SATISFIED. 
(2) THE NUMBER OF TRIANGLES GENERATED EXCEEDS THE INPUT 
PARAMETER MAXTRI. (3) THE NUMBER OF INTEGRAND EVALUATIONS 
EXCEEDS THE INPUT PARAMETER MEVALS, OR (4) THE SUBROUTINE 
SENSES THAT ROUNDOFF ERROR IS BEGINNING TO CONTAMINATE 
THE RESULT. 
THE USER MUST SPECIFY MAXTRI. THE MAXIMUM NUMBER OF TRIANGLES 
IN THE FINAL TRIANGULATION OF THE REGION, AND PROVIDE TWO 
STORAGE ARRAYS - DATA AND IWORK - WHOSE SIZES ARE AT LEAST 
9*MAXTRI AND Z’MAXTRI RESPECTIVELY. THE USER MUST ALSO 
SPECIFY MEVALS. THE MAXIMUM NUMBER OF FUNCTION EVALUATIONS 
TO BE ALLOWED. THIS NUMBER WILL BE EFFECTIVE IN LIMITING 
THE COMPUTATION ONLY IF IT IS LESS THAN 94’MAXTRI WHEN LQMl 
IS SPECIFIED OR 56*MAXTRI WHEN LQMO IS SPECIFIED. 
AFTER THE SUBROUTINE HAS RETURNED TO THE CALLING PROGRAM 
WITH OUTPUT VALUES, IT CAN BE CALLED AGAIN WITH A SMALLER 
VALUE OF TOL AND/OR A DIFFERENT VALUE OF MEVALS. THE TOLERANCE 
CAN ALSO BE CHANGED FROM RELATIVE TO ABSOLUTE 
OR VICE-VERSA BY CHANGING IFLAG. UNLESS 
THE PARAMETERS NU AND ND ARE RESET TO ZERO THE SUBROUTINE 
WILL RESTART WITH THE FINAL SET OF TRIANGLES AND OUTPUT 
VALUES FROM THE PREVIOUS CALL. 
ARGUMENTS: 
F FUNCTION SUBPROGRAM DEFINING THE INTEGRAND F(U.V): 
THE ACTUAL NAME FOR F NEEDS TO BE DECLARED EXTERNAL 
BY THE CALLING PROGRAM. 
N THE NUMBER OF INPUT TRIANGLES. 
X A 3 BY N ARRAY CONTAINING THE ABSCISSAE OF THE VERTICES 
OF THE N TRIANGLES. 
Y A 3 BY N ARRAY CONTAINING THE ORDINATES OF THE VERTICES 
OF THE N TRIANGLES 
TOL THE DESIRED BOUND ON THE ERROR. IF IFLAG=O ON INPUT. 
TOL IS INTERPRETED AS A BOUND ON THE RELATIVE ERROR: 
IF IFLAG-1. THE BOUND IS ON THE ABSOLUTE ERROR. 
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C ICLOSE AN INTEGER PARAMETER THAT DETERMINES THE SELECTION 
C OF LQMO OR LQMi. IF ICLOSE- THEN LQMl IS USED. 
C ANY OTHER VALUE OF ICLOSE CAUSES LQMO TO BE USED. 
C LQMO USES FUNCTION VALUES ONLY AT INTERIOR POINTS OF 
C 
C 
THE TRIANGLE. LQMl IS USUALLY MORE ACCURATE THAN LQMO 
BUT INVOLVES EVALUATING THE INTEGRAND AT MORE POINTS 
C INCLUDING SOME ON THE BOUNDARY OF THE TRIANGLE. IT 
C WILL USUALLY BE BETTER TO USE LQMl UNLESS THE INTEGRAND 
C HAS SINGULARITIES ON THE BOUNDARY OF THE TRIANGLE. 
C 
C MAXTRI THE MAXIMUM NUMBER OF TRIANGLES THAT ARE ALLOWED 
C TO BE GENERATED BY THE COMPUTATION. 
C 
C MBVAIS THE MAXIMUM NUMBER OF FUNCTION EVALUATIONS ALLOWED. 
C 
C RESULT OUTPUT OF THE ESTIMATE OF THE INTEGRAL. 
C 
C ERROR OUTPUT OF THE ESTIMATE OF THE ABSOLUTE VALUE OF THE 
C TOTAL ERROR. 
C 
C NU AN INTEGER VARIABLE USED FOR BOTH INPUT AND OUTPUT. MUST 
C BE SET TO 0 ON FIRST CALL OF THE SUBROUTINE. SUBSEQUENT 
C CALLS TO RESTART THE SUBROUTINE SHOULD USE THE PREVIOUS 
C OUTPUT VALUE. 
C 
C ND AN INTEGER VARIABLE USED FOR BOTH INPUT AND OUTPUT. MUST 
C BE SET TO 0 ON FIRST CALL OF THE SUBROUTINE. SUBSEQUENT 
C CALLS TO RESTART THE SUBROUTINE SHOULD USE THE PREVIOUS 
C OUTPUT VALUE. 
C 
C NEVALS THE ACTUAL NUMBER OF FUNCTION EVALUATIONS PERFORMED. 
C 
C IFLAG ON INPUT: 
C IFLAG=O MEANS TOL IS A BOUND ON THE RELATIVE ERROR: 
C IFLAG=l MEANS TOL IS A BOUND ON THE ABSOLUTE ERROR; 
C ANY OTHER INPUT VALUE FOR IFLAG CAUSES THE SUBROUTINE 
C TO RETURN IMMEDIATELY WITH IFLAG SET EQUAL TO 9. 
C 
C ON OUTPUT: 
C IFLAG- MEANS NORMAL TERMINATION: 
C IFLAG- MEANS TERMINATION FOR LACK OF SPACE TO DIVIDE 
C ANOTHER TRIANGLE; 
C IFLAG- MEANS TERMINATION BECAUSE OF ROUNDOFF NOISE 
C IFLAG- MEANS TERMINATION WITH RELATIVE ERROR < = 
C 5.0* MACHINE EPSILON: 
C IFLAG- MEANS TERMINATION BECAUSE THE NUMBER OF FUNCTION 
C EVALUATIONS HAS EXCEEDED MEVALS. 
C IFLAG- MEANS TERMINATION BECAUSE OF ERROR IN INPUT FLAG 
C 
C DATA A ONE DIMENSIONAL ARRAY OF LENGTH > - 9*MAXTRl 
C PASSED TO THE SUBROUTINE BY THE CALLING PROGRAM. IT IS 
C USED BY THE SUBROUTINE TO STORE INFORMATION 
C ABOUT TRIANGLES USED IN THE QUADRATURE. 
C 
C IWORK A ONE DIMENSIONAL INTEGER ARRAY OF LENGTH > = 2’MAXTRI 
C PASSED TO THE SUBROUTINE BY THE CALLING PROGRAM. 
C IT IS USED BY THE SUBROUTINE TO STORE POINTERS 
C TO THE INFORMATION IN THE DATA ARRAY. 
C 
&**REFERENCES (NONE) 
C 
C***ROUTINES CALLED HINITD.HINITU,HPACC,HPDEL,HPINS,LQMO,LQM1, 
C TRIDIV.RlMACH 
C***END PROLOGUE TWODQD 
INTEGER N,IFLAG.NEVALS.ICLOSENU.NDMEVALS,IWORK~*).MAXTRI 
REAL F,X(3.N).Y(3.N),DATA(*).TOL.RESULT,ERROR 
INTEGER RNDCNT 
LOGICAL FULL 
REAL A.R,E,U(3).V(3).NODE(9).NODE1(9).NODE2(9). 
* EPSABS.EMACH.R1MACH.ATOT.FADD.NEWRESES.NEWERR 
SAVE ATOT 
EXTERNAL F.GREATR 
EMACH = l.E-7 
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C 
C IF HEAPS ARE EMPTY. APPLY LQM TO EACH INPUT TRIANGLE AND 
C PLACE ALL OF THE DATA ON THE SECOND HEAP. 
IF((NU+ND).EQ.O) THEN 
CALL HINITU(MAXTRI.9.NU.IWORK) 
CALL HJNITD(MAXTRI.9.ND,IWORK(MAXTRI+1)) 
ATOT=O.O 
RESULT-O.0 
ERROR-O.0 
RNDCNT-O 
NEVALS-O 
DO 20 I-1.N 
DO 10 J=1.3 
U(J)=X(J.I) 
V(J)=Y(J.I) 
10 CONTINUE 
A-o.S*ABS(U(l)*V(2)+U(2)*V(3)+U(3)*V(l) 
1 -U(l)*V(3)-U(2)‘V(l)-U(3)*V(2)) 
ATOT-ATOT+A 
IF(ICLOSE.EQ.l) THEN 
CALL LQMl(F.U.V.R.E) 
NEVALS=-NEVALS+47 
ELSE 
CALL LQMO(F.U.V,R.E) 
NEVALS=NEVALS+Z% 
END IF 
RESULT=RESULT+R 
ERROR=ERROR+E 
NODE(l)-E 
NODE(2bR 
NODE(3)=X(l .I) 
NODE(4bY(1.1) 
NODE(5bX(2.1) 
NODE(6)=Y(2.1) 
NODE(7)=X(3.1) 
NODE(S)=Y(3.1) 
NODE(9bA 
CALL HPINS(MAXTRI.9.DATA,ND.IWORK~MAXTRI+l~.NODE.GREATR~ 
20 CONTINUE 
BND IF 
C 
C CHECK THAT INPUT TOLERANCE IS CONSISTENT WITH 
C MACHINE EPSILON. 
C 
IF(IFLAG.EQ.0) THEN 
IF(TOL.LE.5.0’EMACH) THEN 
TOL-5.0’EMACH 
FADD=3 
ELSE 
FADD-O 
END IF 
EPSABS=TOL*ABS(RESULT) 
ELSE IF(IFLAG.EQ.l) THEN 
IF(TOL.LE.5.O*EMACH*ABS(RESULT)) THEN 
EPSABS=5.0*EMACH*ABS@ESULT) 
ELSE 
FADD=O 
EPSABS-TOL 
END IF 
ELSE 
IFLAG= 
RETURN 
END IF 
C 
C 
C 
C 
2 
3 
ADJUST THE SECOND HEAP ON THE BASIS OF THE CURRENT 
VALUE OF EPSABS. 
IF(ND.EQ.0) GO TO 40 
J-ND 
IF(J.EO.0) GO TO 40 
CAL~Hi’ACC(MAXTRL9.DATA,ND,IWORK(MAXTRI+l).NODE.J) 
IF(NODE(l).GT.EPSABS*NODE(9)/ATOT) THEN 
CALL HPINS(MAXTRI.9,DATA.NU,IWORK.NODE,GREATR~ 
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CALL HPDEL(MAXTRI.9.DATA.ND.IWORK(MAXTRI+l).GREATR.J) 
IF(J.GT.ND) J=J-1 
ELSE 
J-J-l 
ENDIF 
GOT03 
C 
C BEGINNING OF MAIN LOOP FROM HERE TO END 
C 
40 IF(NEVALS.GE.MEVALS) THEN 
IFLAG- 
RETURN 
END IF 
IF(ERROR.LE.EPSABS) THEN 
IF(IFLAG.EO.0) THEN 
IF(ERROR.iE:ABS(RESULT)*TOL) THEN 
IFLAG=FADD 
RETURN 
ELSE 
E~~ABS-AB%RESULT)*L 
GOT02 
END IF 
ELSE 
IF(ERROR.LE.TOL) THEN 
IFLAG-O 
RETURN 
ELSE IF(ERROR.LE.5.0tEMACH*ABS(RESULT)) THEN 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
IFLAG= 
RETURN 
ELSE 
EPSABSd.O*EMACH’ABS(RESULT) 
GOT02 
END IF 
END IF 
END IF 
IF THERE ARE TOO MANY TRIANGLES AND SECOND HEAP 
IS NOT EMPTY REMOVE BOTTOM TRIANGLE FROM SECOND 
HEAP. IF SECOND HEAP IS EMPTY RETURN WITH IFLAG 
SET TO 1 OR 4. 
IF((NU+ND).GE.MAXTRI) THEN 
FULG.TRUE 
IF(ND.GT.0) THEN 
IWORK(NU+l)-IWORK(MAXTRI+ND) 
ND-ND-l 
ELSE 
IFLAG- 
RETURN 
END IF 
ELSE 
FULL-.FALSE. 
END IF 
FIND TRIANGLE WITH LARGEST ERROR, DIVIDE IT IN 
TWO. AND APPLY LQM TO EACH HALF. 
IF(ND.EQ.0) THEN 
CALL HPACC(MAXTRI.9,DATA.NU.IWORK.NODE.l) 
CALL HPDEL(MAXTR1.9.DATA.NU.1W0RK.GREATR.1) 
ELSE IF(NU.EQ.0) THEN 
CALL HPACC(MAXTRI.9.DATA,ND.IWORK(MAXTRI+l),NODE,l) 
CALL HPDELblAXTRI.9.DATA.ND,IWORK(MAXTRI+l~,GREATRS) 
ELSE IF(DATA(IWORK(1)).GE.DATA(IWORK(MAXTRI+1))) THEN 
IF(FULL) IWORK(MAXTRI+ND+Z)=IWORK(NU) 
CALL HPACC@lAXTRI.9.DATA.NU.IWORK.NODE,l) 
CALL HPDEL(MAXTRI,9.DATA,NU,IWORK,GREATR,1) 
ElSE 
IF(FULL) IWORK(NU+2)=IWORK(MAXTRI+ND) 
CALL HPACC(MAXTRI.9,DATA.ND.IWORK(MAXTRI+l~,NODE.l~ 
CALL HPDEL(MAXTRI.9.DATA.ND.IWORK(MAXTRI+1).GREATR,l~ 
END IF 
CALL TRIDIV(NODE.NODE1.NODE2,O.5.1) 
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DO 60 J-l.3 
U(J)-NODEl(Z*J+l) 
V(J)=NODEl(2*J+2) 
60 CONTINUE 
IF(JCLQSE.EQ.1) THEN 
CALL LQMl(F,U,V.NODEl(2).NODEl~l~) 
NEVALS=NEVALS+47 
ELSE 
CALL LQMO(F.U,V.NODEl(2).NODEl(l)) 
NEVAL.%NEVALS+28 
ENDIF 
DO 70 J-l.3 
U(J)_NODE2(2*J+l) 
V(J)-NODE2(2*J+2) 
70 CONTINUE 
IF(ICLOSE.EQ.1) THEN 
CALL LQMl(F.U.V.NODE2(2).NODE2(1)) 
NEVALS=NEVALS+47 
ELSE 
CALL LQMO(F.U.V.NODE2(2).NODEZ(l)) 
NEVALS=NEVALS+28 
END IF 
NEWERR-NODEl(l)+NODE2(1) 
NEWRES=NODEl(Z)+NODE2(2) 
IF(NEWERR.GT.O.99*NODE(l)J THEN 
IF(ABS(NODE(2)-NEWRES).LE.l.E-04*ABS(NEWRES)) RNDCNT-RNDCNTcl 
END IF 
RESULT-RESULT-NODE(2)+NEWRES 
ERROR-ERROR-NODE(l)+NEWERR 
IF(NODEl(l).GT.NODE1(9)*EPSABS/ATOT) THEN 
CALL HPINS(MAXTRI.9.DATA.NUJWORK.NODEl.GREATR~ 
ELSE 
CALL HPINS~MAXTRI,9,DATA.ND.IWORK~MAXTRI+l~.NODEl.GREATR~ 
END IF 
IF(NODE2(l).GT.NODE2(9)*EPSABS/ATOT) THEN 
CALL HPINS(MAXTRI.9.DATA.NU.JWORK.NODE2.GREATR~ 
ELSE 
CALL HPINS(MAXTRI.9.DATA.ND.IWORK(MAXTRI+l).NODE2.GREATR) 
END IF 
IF(RNDCNT.GE.20) THEN 
IFLAG- 
RETURN 
END IF 
IF(IFLAG.EQ.0) THEN 
IF(EPSABS.LT.O.5*TOL*ABS(RESULT)) THEN 
EPSABS=TOL*ABS(RESULT) 
J-N1 I _ _.-
5 IF(J.EQ.0) GO TO 40 
CALL HPACC(MAXTRI,9.DATA.NU.IWORK.NODE.J) 
IF(NODE(l).LEEPSABS*NODE(9)/ATOT) THEN 
CALL HPINS(MAXTRI.9.DATA.ND.IWORK(MAXTRI+1).NODE.GREATR) 
CALL HPDEL(MAXTR1.9.DATA.NU.1W0RK.GREATR.J) 
IF(J.GT.NU) J-J-l 
ELSE 
J-J-1 
END IF 
GOT05 
END IF 
END IF 
GO TO 40 
END 
SUBROUTJNE TRIDIV(NODE.NODE1.NODE2.COEF.RANK) 
REAL NODE(l0),NODE1(10),NODE2(10),COEF 
INTEGER RANK 
REAL S(J).COEFl,TEMP 
INTEGER T(3 ) 
COEFI-l&COEF 
S(1)=(NODE(3)-NODE(5))**2+(NODE(4)-NODE(6))**2 
S(2)=(NODE(5)-NODE(7))“2+(NODE(6)-NODE(8))U2 
S(3)=(NODE(3)-NODE(7))“2+(NODE(4)-NODE(SJ)**2 
T(l)-1 
T(2)=2 
T(3)=3 
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C 
C 
C 
c 
c 
C 
C 
C 
C 
C 
C 
c” 
C 
C 
C 
C 
C 
C 
C 
DO 10 I-1.2 
DO 10 J-1+1.3 
IF(S(I).LT.S(J)) THEN 
TEMP-T(I) 
T(I)=T(J) 
T(J)=TEMF 
END IF 
0 CONTINUE 
IF(T(RANK).EQ.l)THEN 
NODE1(3bCOEF=NODE(3bCOEF1*NODE(5) 
NODEl(4)=COE~NODE(41+COEF1*NODE(6) 
NODE1(5)=NODE(S) 
NODE1(6)=NODE(6) 
NODE1(7)=NODE(7) 
NODEl(B)=NODE(B) 
NODE2(3)-NODEl(3) 
NODE2(4)=NODE1(4) 
NODE2(5)=NODE(7) 
NODE2(6)=NODE(B) 
NODE2(7)=NODE(3) 
NODE2(8)=NODE(4) 
ELSE IF(T(RANKj.EQ.2) THEN 
NODEl(3hCOE~NODE(5)+COEFl*NODE(7) 
NODE1(4)=COEF*NODE(6)+COEF1*NODE(8) 
NODE1(5)=NODE(7) 
NODE1(6)=NODE(B) 
NODE1(7)=NODE(3) 
NODEl(B)=NODE(4) 
NODE2(3)-NODEl(3) 
NODE2(4)=NODE1(4) 
NODE2(5)=NODE(3) 
NODE2(6)=NODE(4) 
NODE2(7)=NODE(5) 
NODE2(8)=NODE(6) 
ELSE 
NODE1(3)=COEF*NODE(3)+COEF1’NODE(7) 
N0DE1(4)=C0EF8N0DE(4)+C0EF1*N0DE(8) 
NODEl(S)=NODE(J) 
NODE1(6)=NODE(4) 
NODE1(7)=NODE(5) 
NODEl(S)=NODE(6) 
NODE2(3)=NODE1(3) 
NODE2(4)=NODE1(4) 
NODE2(5)=NODE(5) 
NODE2(6)=NODE(6) 
NODE2(7)=NODE(7) 
NODE2(8)=NODE(B) 
ENDIF 
NODEl(9)=COEF*NODE(9) 
NODE2(9)=COEFl*NODE(9) 
RETURN 
f=ROUTINE LQMl(F.U.V.RESll.EST) 
PURPOSE 
TO COMPUTE - IF = INTEGRAL OF F OVER THE TRIANGLE 
WITH VERTICES (U(l).V(l)).(U(2).V(2)).(U(3).V(3)). AND 
ESTIMATE THE ERROR. 
- INTEGRAL OF ABS(F) OVER THIS TRIANGLE 
CALLING SEQUENCE 
CALL LQMl(F.U.V.RESll.EST) 
PARAMETERS 
F - FUNCTION SUBPROGRAM DEFINING THE INTEGRAN’D 
F(X.Y): THE ACTUAL NAME FOR F NEEDS TO BE 
DECLARED E X T E R N A L IN THE CALLING 
PROGRAM 
U(l).U(2).U(3)- ABSCISSAE OF VERTICES 
V(l).V(2).V(3)- ORDINATES OF VERTICES 
RES9 - APPROXIMATION TO THE INTEGRAL IF. OBTAINED BY THE 
LYNESS AND JESPERSEN RULE OF DEGREE 9. USING 
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C 19 POINTs 
C RI%11 - APPROXIMATION TO THE INTEGRAL IF. OBTAINED BY THE 
C LYNESS AND JESPERSEN RULE OF DEGREE 11. 
C USING 28 POINTS 
C - ESTIMATE OF THE ABSOLUTE ERROR 
C EC - APPROXIMATION TO THE INTEGRAL OF ABS(F- IF/DJ). 
C OBTAINED BY THE RULE OF DEGREE 9. AND USED FOR 
C THE COMPUTATION OF EST 
C 
C REMARKS 
C DATE OF LAST UPDATE : 18 JAN 1984 D. KAHANER NBS 
C 
C SUBROUTINES OR FUNCTIONS CALLED : 
C - F (USER-SUPPLIED INTEGRAND Fmcr~oN) 
C - RlMACH FOR MACHINE DEPENDENT INFORMATION 
C 
c . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 
C 
REAL DJ,DFO.DRESCEMACH.EST.FFV,FO, 
* RES9,RES11.U1.U2.U3.UFLOW.V1.V2.V3.W.W90.Wl10.X.Y 
* ZETAl.ZETA2.Zl .Z2.23 
REAL AMAXl.AMINl.RlMACH.SQRT 
INTEGER J,KOUNT,L 
DIMENSION RT(l9).W(l5),X(3).Y(3),Z~Al(l5),Z~A2(15),U(3),V(3) 
C 
C 
C FIRST HOMOGENEOUS COORDINATES OF POINTS IN DEGREE-9 
C AND DEGREE-11 FORMULA, TAKEN WITH MULTIPLICITY 3 
DATA ZETA1~1).ZETAI~2~,ZETAI~3~.ZETA1~4~.ZETA1~5~.ZETA1~6~.ZETA1~7 
* ~.ZETA1~8~,ZETA1(9~.ZETA1(10~,Z~A1(11~.ZETA1(12~,ZETA1~13~. 
* ZETA1(14).ZETA1(15)/0.2063496160252593E-01.0.1258208170141290E+ 
* 00.0.6235929287619356E+00.0.9105409732110941E+00, 
* 0.3683841205473626E-01.0.7411985987844980E+00, 
* 0.9480217181434233E+00.0.8114249947041546E+00, 
* 0.1072644996557060E-01.0.5853132347709715E+00. 
* 0.1221843885990187E+00,0.4484167758913055E-01, 
* 0.6779376548825902E+0.0.0E+00.0.8588702/ 
C SECOND HOMOGENEOUS COORDINATES OF POINTS IN DEGREE-9 
C AND DEGREE-11 FORMULA, TAKEN WITH MUNLTIPLICITY 3 
DATA ZETA2(1).ZFTA2(2).ZETA2(3).ZETA2(4).ZETA2(5).ZETA2(6).ZETA2(7 
* ~.ZETA2~8~.ZETA2~9~.Z~A2(10).ZETA2(11~,ZET~(12~,ZETA2(13), 
* ZETA2~14~.ZETA2~15~/0.4896825191987370E+00.0.4370895914929355E+ 
* 00.0.1882035356190322E+00.0.4472951339445297E-01, 
* 0.7411985987844980E+00.0.3683841205473626E-01. 
* 0.2598914092828833E-01.0.9428750264792270E-01. 
* 0.4946367750172147E+00.0.2073433826145142E+00. 
* 0.4389078057004907E+OO,O.6779376548825902E+OQ. 
* 0.4484167758913055E-01,0.8588702812826364E+OO,O.OE+00/ 
C WEIGHTS OF MID-POINT OF TRIANGLE IN DEGREE-9 
C RESP. DEGREE-l 1 FORMULAE 
DATA W90/0.97135796282796lOE-Ol/ 
DATA W110/0.8797730116222190E-O1/ 
C WEIGHTS IN DEGREE-9 AND DEGREE-11 RULE 
DATA ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ 
* ~.W(13~.W~14~.W~15~/0.313347~22713983E~1,0.77827541~477543E- 
* 01.0.7964773892720910E-01.0.2557767565869810E-01. 
* 0.4328353937728940E~l1.0.4328353937728940E-01. 
* 0.8744311553736190E-02.0.3808157199393533E-01, 
* 0.1885544805613125E-01.0.7215969754474100E-01. 
* 0.6932913870553720E-01.0.4105631542928860E-01. 
* 0.4105631542928860E-01.0.7362383783300573E-02. 
* 0.7362383783300573E-O2/ 
C 
C LIST OF MAJOR VARIABLES 
C ----__--_ 
C DJ - AREA OF THE TRIANGLE 
C DRESC - APPROXIMATION TO INTEGRAL OF 
C AES(F- IF/DJ) OVER THE TRIANGLE 
C RFSAB9 - APPROXIMATION TO INTEGRAL OF 
C ABS(F) OVER THE TRIANGLE 
C X - CARTESIAN ABSCISSAE OF THE INTEGRATION 
C POINTS 
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Y - CARTESIAN ORDINATES OF THE INTEGRATION 
POINTS 
FV - FUNCFION VALUES 
COMPUTE DEGREE-9 AND DEGREE-11 RESULTS FOR IF/DJ AND 
DEGREE-9 APPROXIMATION FOR ABS(F) 
EMACH - l.E-7 
UFLOW - l.E-37 
Ul=U(l) 
U2=U(2) 
U343) 
Vl=V(l) 
vz-V(2) 
V343) 
DJ - ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ 
FO - F(&J1+U2+U3)/3.OE+OO.(Vl+V2+V3)/3.OE+OO) 
RES9 - FO=W90 
RESAB9 - ABS(FO)‘W90 
F?‘(l) - FO 
KOUNT - 1 
RESll- FvWllO 
DO 50 J-1.15 
Zl - ZETAI 
22 - ZETA2(J) 
23 - l.OE+CO-Zl-Z2 
X(1) - Zl*Ul+Z2*U2+Z3’U3 
y(1) = Z18V1+Z2*V2+Z3*V3 
X(2) - Z2*U1+Z3*U2+Z18U3 
Y(2) - Z2*Vl+Z3*V2+Zl*V3 
X(3) = Z3*Ul+Zl*U2+Z2*U3 
Y(3) - Z3*Vl+Zl*VZ+Z2*V3 
IF(J.LE.6) THEN 
FO - O.OE+OO 
DFO - O.OE+OO 
DO 10 L-l.3 
KOUNT - KOUNT+l 
FV(KOUNT) - F(X(L).Y(L)) 
FO = FO+FV(KOUNT) 
DFO = DFO+ABS@V(KOUNT)) 
10 CONTINUE 
RES9 - RES9+Fo*W(J) 
RESAB9 - RESAB9+DFO*W(J) 
ELSE 
FO - F(X(l).Y(l))+F(X(2).Y(2))+F(X(3).y(3)) 
RESll - RESll+FO’W(J) 
ENDIF 
50 CONTINUE 
C 
C 
C 
C 
COMPUTE DEGREE-9 APPROXIMATION FOR THE INTEGRAL OF 
ABS(F-IF/DJ) 
DRESC - AES@V(l)-RES9)*W90 
KOUNT - 2 
DO 60 J-1.6 
DRESC - DRESC+(ABS(FV(KOUNTT)-RES9)+ABS@V(KOUNT+l~-RES9~+ABS~ 
* FV(KOUNT+Z)-RESS))*W(J) 
KOUNT = KOUNT+3 
60 CONTINUE 
C 
C COMPUTE DEGREE-9 AND DEGREE-11 APPROXIMATIONS FOR IF. 
C AND ERROR ESTIMATE 
C 
RES9 - RES9*DJ 
RESll- RESll’DJ 
RESAB9 - RESAB9*DJ 
DRESC * DRESODJ 
EST = ABS@U3S9-RES11) 
IF(DRESC.NE.O.OE+OO) EST - AMAX1@ST.DRESCAMIN1(1.OE+OO,(20.OE+OO 
* *EST/DRESC)**l.JE+OO)J 
IF(RESAB9.GT.UFLOW) EST - AMAXl(EMACH*RESAB9EST) 
RETURN 
END 
SUBROUTINE LQMO(F.U.V,RESS.EST~ 
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C 
C 
C 
C PURPOSE 
C TO COMPUTE - IF - INTEGRAL OF F OVER THE TRIANGLE 
C WITH VERTICES (U(l).V(l)).(U(Z).V(2)).(U(3).V(3)). AND 
C ESTIMATE THE ERROR. 
C - INTEGRAL OF ABS(F) OVER THIS TRIANGLE 
CALLING SEQUENCE 
C CALL LQMO(F.U.V.RESll.EST) 
C PARAMETERS 
C F - FUNCIION SUBPROGRAM DEFINING THE INTEGRAND 
C F(X.Y): THE ACTUAL NAME FOR F NEEDS TO BE 
C DECLARED E X T E R N A L IN THE CALLING 
C PROGRAM 
C U(l).U(2).U(3)- ABSCISSAE OF VERTICES 
C V(l).V(2).V(3)- ORDINATES OF VERTICES 
C RES6 - APPROXIMATION TO THE INTEGRAL IF. OBTAINED BY THE 
C LYNESS AND JESPERSEN RULE OF DEGREE 6. USING 
C 12 PGINTS 
C RESB - APPROXIMATION TO THE INTEGRAL IF. OBTAINED BY THE 
C LYNESS AND JESPERSEN RULE OF DEGREE 8. 
C USING 16 WINTS 
C ESTIMATE OF THE ABSOLUTE ERROR 
C EC - - APPROXIMATION TO THE INTEGRAL OF ABS(F- IF/DJ). 
C OBTAINED BY THE RULE OF DEGREE 6. AND USED FOR 
C THE COMPUTATION OF EST 
C 
C REMARKS 
C DATE OF LAST UPDATE : 10 APRIL 1984 O.W. RECHARD NBS 
C 
C SUBROUTINES OR FUNCTIONS CALLED : 
C - F (USER-SUPPLIED INTEGRAND FUNCTIQN) 
C - RlMACH FOR MACHINE DEPENDENT INFORMATION 
C 
c . . . . . . . . . . . . . . . . . . . . . . . . . . . 
C 
REAL DJ.DFO.DRESC,EMACH.EST,F,FV.FO. 
* RF.S6,RES8.U1.U2.U3.UFLOW.V1.V2.V3.W.W60.W80.X.Y 
* ,ZETA1.ZEPA2.Z1.22.23.RESAB6 
REAL AMAXl.AMINl.RlMACH.SQRT 
INTEGER 1.KOUNT.L 
C 
DIMENSION FV(19),W(9),X(3).Y(J).ZETAl(9).Z~A2(9).U(3).V(3) 
C 
C 
C FIRST HOMOGENEOUS COORDINATES OF POINTS IN DEGREE-6 
C AND DEGREE-8 FORMULA. TAKEN WITH MULTIPLICITY 3 
DATA ZETA1~1~.ZETA1~2~.ZETA1~3~.ZETA1~4~.ZETA1~5~.ZETA1~6~.ZETA1~7 
* ).ZETA1(8).ZETA1(9)/0.5014265096581342E+OO. 
* 0.8738219710169965E+00,0.6365024991213939E+00, 
* 0,5314504984483216E-01,0.8141482341455413E-01, 
* 0.8989055433659379E+O0.0.6588613844964797E+OO. 
* 0.8394777409957211E-O2.0.7284923929554041E+OO/ 
C SECOND HOMOGENEOUS COORDINATES OF PGINTS IN DEGREE-6 
C AND DEGREE-8 FORMULA, TAKEN WITH MUNLTIPLICITY 3 
DATA ZETAZ(l).ZETA2(2),ZETA2(3),ZETA2(4).ZETA2(5).ZETA2(6).ZETA2(7 
* ).ZETA2(8).ZETA2(9)/0.2492867451709329E+OO, 
* 0.6308901449150177E-01.0.5314504984483216E~1. 
* 0.6365024991213939E+00.0.4592925882927229E+OO. 
* 0.5054722831703103E-01.0.1705693077517601E+OO. 
* 0.7284923929554041E+00.0.8394777409957211E-02/ 
C WEIGHTS OF MID-POINT OF TRIANGLE IN DEGREE-6 
C RESP. DEGREE-8 FORMULAE 
DATA W60/0.OE+OO/ 
DATA W80/0.1443156076777862E+OQ/ 
C WEIGHTS IN DEGREE-6 AND DEGREE-8 RULE 
DATA W(l).W(2).W(3).W(4).W(5).W(6).W(7).W(S).W(9)/ 
* 0.1167862757263407E+00,0.5084490637020547E-01, 
* 0.8285107561839291E-01.0.8285107561839291E~1. 
* 0.9509163426728497E-001.0.3245849762319811. 
* 0.1032173705347184E+00,0.2723031417443487E-01, 
* 0.2723031417443487E-O1/ 
227 
228 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
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LIST OF MAJOR VARIABLES 
DJ - AREA OF THE TRIANGLE 
DRESC - APPROXIMATION TO INTEGRAL OF 
ABS(F- IF/DJ) OVER THE TRIANGLE 
RESAE% - APPROXIMATION TO INTEGRAL OF 
ABS(F) OVER THE TRIANGLE 
X - CARTESIAN ABSCISSAE OF THE INTEGRATION 
POINTS 
Y - CARTESIAN ORDINATES OF THE INTEGRATION 
POINTS 
FV - FUNCTION VALUES 
COMPUTE DEGREE6 AND DEGREE-8 RESULTS FOR IF/DJ AND 
DEGREE-6 APPROXIMATION FOR ABS(F) 
EMACH = l.E-7 
UFLOW = l.E-37 
Ul=U(l) 
U2=U(2) 
U3=U(3) 
Vl-V(1) 
v2-V(2) 
V3=V(3) 
DJ = ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ 
FO = F((U1+U2+U3)/3.OE+OO.(V1+V2+V3)/3.OE+OO) 
RES6 = Fo*W60 
RESAB6 = ABS(FO)*W60 
FV(1) = FO 
KOUNT = 1 
RESS = FO*W80 
DO 50 J-1.9 
Zl = ZETAl(J) 
22 - ZETAz(J) 
23 = l.OE+O@Zl-Z2 
X(1) = Zl*Ul+Z2*U2+Z3*U3 
Y(1) = Zl’Vl+Z2*V2+Z3*V3 
X(2) = Z2*U1+Z3*U2+Z18U3 
Y(2) - Z2’Vl+Z3*V2+Zl*V3 
X(3) = Z3*Ul+Zl*U2+Z2*U3 
Y(3) - Z3*Vl+Zlw2+Z2*V3 
IF(J.LE.4) THEN 
FO = O.OE+OO 
DFO = O.OE+OO 
DO 10 L-1.3 
KOUNT = KOUNT+l 
FV(KOUNT) = F(X(L).Y(L)) 
FO = FO+FV(KOUNT) 
DFO = DFO+ABS(FV(KOUNT)) 
10 CONTINUE 
RES6 = RFS6+FO*W(J) 
RESAB6 = RESAB6+DFO*W(J) 
ELSE 
FO = F(X(l).Y(l))+F(X(2).Y(2))+F(X(3).Y(3)) 
RFSS = RESS+FO*W(J) 
ENDIF 
50 CONTINUE 
C 
C COMPUTE DEGREE6 APPROXIMATION FOR THE INTEGRAL OF 
C ABS(F-IF/DJ) 
C 
DRESC = ABS(FV(l)-RES6)*W60 
KOUNT-2 
DO 60 J-1.4 
DRESC = DREsC+(ABS(FV(KOUNT)-RES6)+ABS(FV(KOUNT+l)-R~6)+ABS( 
* FV(KOUNT+Z)-RE.%))+W(J) 
KOUNT = KOUNT+J 
60 CONTINUE 
C 
C COMPUTE DEGREE-6 AND DEGREE-8 APPROXIMATIONS FOR IF, 
C AND ERROR ESTIMATE 
C 
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RES6 - RES6’DJ 
RES8 - RES8’DJ 
RESABL - RESAB6’D.l 
DRESC - DRESCIDJ 
EST - ABS(RES6-RES8) 
IF(DRESC.NB.O.OE+OO) EST = AMAX1@ST.DRESCAMIN1(1.OE+O0.(20.OE+00 
* *EST/DRESC)**15E+OO)) 
IF(RESAB6,GTUFLOW) EST - AMAXl(EMACH*RESAB6,ESTST) 
RETURN 
END 
SUBROUTINE HINITU(NMAX.NWDS.N,T) 
C 
C PURPOSE 
C THIS ROUTINE INITIALIZES THE HEAP PROGRAMS WITH T(1) 
C POINTING TO THE TOP OF THE HEAP. 
C IT IS CALLED ONCE AT THE START OF EACH NEW CALCULATION 
C INPUT 
C NMAX = MAXIMUM NUMBER OF NODES ALLOWED BY USER. 
C NWDS = NUMBER OF WORDS PER NODE 
c OUTPUT 
C N = CURRENT NUMBER OF NODES IN HEAP = 0. 
C T - INTEGER ARRAY OF POINTERS TO POTENTIAL HEAP NODES. 
C 
INTEGER T(1) 
DOlI=l.NMAX 
1 T(I)=(I-l)*NWDS+l 
N=O 
RETURN 
END 
SUBROUTINE HINITD(NMAX.NWDS.N.T) 
C PURPOSE 
C THIS ROUTINE INITIALIZES THE HEAP PROGRAMS WITH T(NMAX) 
C POINTING TO THE TOP OF THE HEAP. 
C IT IS CALLED ONCE AT THE START OF EACH NEW CALCULATION. 
C INPUT 
C NMAX-MAXIMUM NUMBER OF NODES ALLOWED BY USER 
C NWDS-NUMBER OF WORDS PER NODE 
c OUTPUT 
C N-CURRENT NUMBER OF NODES IN HEAP - 0. 
C T-INTEGER ARRAY OF POINTERS TO POTENTIAL HEAP NODES. 
C 
INTEGER T(1) 
DO 1 I-l.NMAX 
1 T(I)-(NMAX-I)*NWDS+l 
N-O 
RETURN 
END 
SUBROUTINE HPINS(NMAX,NWDS.DATA,N,T,XNODE.HPFUN) 
C 
C PURPOSE 
C THIS ROUTINE INSERTS A NODE INTO AN ALREADY EXISTING HEAP. 
C THE RESULTING TREE IS RE-HEAPED. 
C 
C INPUT 
C NMAX = MAXIMUM NUMBER OF NODES ALLOWED BY USER. 
C NWDS = NUMBER OF WORDS PER NODE. 
C DATA = WORK AREA FOR STORING NODES. 
C N = CURRENT NUMBER OF NODES IN THE TREE. 
C T = INTEGER ARRAY OF POINTERS TO HEAP NODES. 
C XNODE = A REAL ARRAY, NWDS WORDS LONG. WHICH 
C CONTAINS THE NODAL INFORMATION TO BE INSERTED. 
C HPFUN = NAME OF USER WRITTEN FUNCTION TO DETERMINE 
C THE TOP NODE. 
C OUTPUT 
C DATA = WORK AREA WITH NEW NODE INSERTED. 
C N = UPDATED NUMBER OF NODES. 
C T = UPDATED INTEGER POINTER ARRAY. 
L 
REAL XNODE(l).DATA(l) 
INTEGER T(1) 
LOGICAL HPFUN 
IF(N .EQ. NMAX) RETURN 
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C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
N=N+l 
J= T(N)-1 
DO 1 I- l.NWDS 
IPJ=I+J 
1 DATACIFJ) = XNODE(1) 
J-N 
2 CONTINUE 
IF(J .EQ. 1) RETURN 
JR=T( J) 
J2=J/2 
JL=T(JZ) 
IF(HPFUN(DATA(JL),DATA(JR).NWDS)) RETURN 
T(J2)=T(J) 
T(J)=JL 
J-J2 
GOT02 
END 
SUBROUTINE HPBLD(NMAX.NWDS.DATA.N.T.HPFUN) 
PURPOSE 
BUILDS A HEAP. IN T , FROM AN ARRAY OF N ELEMENTS 
IN DATA. WHICH ARE SPACED NWDS APART. 
AT CONCLUSION OF CALCULATION THE TOP SATISFIES 
HPFUN(TOP,SON) = .TRUE. FOR ANY SON. 
USES SUBROUTINE HPGRO BY FEEDING IT ONE ELEMENT OF 
THE ARRAY AT A TIME. 
INPUT 
NMAX = MAXIMUN NUMBER OF NODES ALLOWED BY USER. 
NWDS = NUMBER OF WORDS PER NODE. 
DATA = WORK AREA IN WHICH THE NODES ARE STORED. 
N = CURRENT NUMBER OF NODES. 
T = INTEGER ARRAY OF POINTERS TO HEAP NODES. 
HPFUN = NAME OF USER WRITTEN FUNCTION TO DETERMINE TOP NODE. 
OUTPUT 
DATA = WORK AREA IN WHICH THE NODES ARE STORED. 
T = INTEGER ARRAY OF FOINTERS TO HEAP NODES. 
IN PARTICULAR T(1) POINTS TO THE TOP. 
EXTERNAL HPFUN 
LOGICAL HPFUN 
REAL DATA(l) 
INTEGER T(1) 
IF(NMAX .LT. N) RETURN 
INDEX = N/2 
1 CONTINUE 
IF( INDEX .EQ. 0) RETURN 
CALL HPGRO(NMAX.NWDS.DATA.N.T.HPFUN.INDEX) 
INDEX = INDEX-l 
GOT01 
END 
SUBROUTINE HPDEL(NMAX.NWDS.DATA,N.T.HPFUN,K) 
PURPOSE 
DELETE K-TH ELEMENT OF HEAP. RESULTING TREE IS REHEAPED. 
>INPUT 
NMAX = MAXIMUN NUMBER OF NODES ALLOWED BY USER. 
NWDS = NUMBER OF WORDS PER NODE. 
DATA = WORK AREA IN WHICH THE NODES ARE STORED. 
N = CURRENT NUMBER OF NODES. 
T = INTEGER ARRAY OF POINTERS TO NODES 
HPFUN = NAME OF USER WRITTEN FUNCTION TO DETERMINE TOP NODE. 
K = INDEX OF NODE TO BE DELETED 
OUTPUT 
N = UPDATED NUMBER OF NODES. 
T = UPDATED INTEGER POINTER ARRAY TO NODES. 
EXTERNAL HPFUN 
LOGICAL HPFUN 
REAL DATA(l) 
INTEGER T(1) 
IF(N .EQ. 0) RETURN 
1FcK.EQ.N) THEN 
D. K. Kahaner, O.W. Rechard I Two-dimensional integration 231 
N-N-I 
RETURN 
END IF 
KDEL-K 
JUNK=T(KDEL) 
T(KDEL)-T(N) 
T(N)-JUNK 
N=N-1 
10 IF(KDEL.EO.l) THEN 
CALL HPGRO(NMAX.NWDS.DATA.N.T,HPFUN.KDEL) 
RETURN 
ELSE 
KHALVE=KDEL/2 
IL=T(KHALVE) 
IR=T(KDEL) 
IF(HPFUN(DATA(IL).DATA(IR).NWDS)) THEN 
CALL HPGRO(NMAX,NWDS.DATA.N.T.HPFUN,KDEL) 
RETURN 
ELSE 
T(KHALVE)=IR 
T(KDEL)=IL 
KDEL=KHALVE 
END IF 
END IF 
GO TO 10 
END 
SUBROUTINE HPGRO(NMAX,NWDS.DAT~,N,T.HPFUN.I) 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
PURPOSE 
FORMS A HEAP OUT OF A TREE. USED PRIVATELY BY HPBLD. 
THE TOP OF THE TREE IS STORED IN LOCATION T(I). 
FIRST SON IS IN LOCATION T(21). NEXT SON 
IS IN LOCATION T(21+1). 
THIS PROGRAM ASSUMES EACH BRANCH OF THE TREE IS A HEAP. 
INTEGER T( 1) 
REAL DATA(l) 
LOGICAL HPFUN 
IF(N .GT. NMAX) RETURN 
K-I 
1 J-2’K 
TEST IF ELEMENT IN J TH POSITION IS A LEAF. 
IF{ J .GT. N ) RETURN 
IF THERE IS MORE THAN ONE SON, FIND WHICH SON IS SMALLEST. 
IF( J .EQ. N ) GO TO 2 
IR=T(J) 
IL=T(J+l) 
IF(HPFUN(DATA(IL).DATA(IR).NWDS)) J=J+l 
IF A SON IS LARGER THAN FATHER, INTERCHANGE 
THIS DESTROYS HEAP PROPERTY. SO MUST RE-HEAP REMAINING 
ELEMENTS 
2 CONTINUB 
IL-T(K) 
IRhT(J) 
IF(HPFUN(DATA(IL).DATA(IR).NWDS)) RETURN 
ITBMP=T( J) 
T(JbT(K) 
T(K)=ITEMP 
K-J 
GOT01 
END 
SUBROUTINE HPACC(NMAX.NWDS.DATAN.T.XN0DE.K) 
PURPOSE 
TO ACCESS THE K-TH NODE OF THE HEAP. 
1 .LE. K .LE. N .LE. NMAX 
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C INPUT 
C NMAX - MAXIMUM NUMBER OF NODES ALLOWED BY USER. 
C DATA - WORK AREA FOR STORING NODES. 
C N - CURRENT NUMBER OF NODES IN THE HEAP. 
C T - INTEGER ARRAY OF POINTERS TO HEAP NODES. 
C XNODE = A REAL ARRAY. NWDS WORDS LONG, IN WHICH NODAL IN- 
C FORMATION WILL BE INSERTED. 
C K - THE INDEX OF THE NODE TO BE FOUND AND INSERTED INTO 
C XNODE. 
C 
C OUTPUT 
C XNODE - A REAL ARRAY. CONTAINS IN XNODE(l).....XNODE(NWDS) 
C THE ELEMENTS OF THE K-TH NODE. 
C 
REAL DATA(l). XNODE(1) 
INTEGER T(1) 
IF (K .LT. 1 .OR. K .GT. N .OR. N .GT. NMAX) RETURN 
J=T(K)-1 
Do 1 I=l.NWDS 
IPJ-I+J 
1 XNODE(Ib-DATACIF’J) 
RETURN 
END 
LOGICAL FUNCTION GREATR(A.B.NWDS) 
INTEGER NWDS 
REAL A(NWDS). B(NWDS) 
GREAT&= A(1) .GT. B(1) 
RETURN 
END 
LOGICAL FUNCTION LESS(A.B.NWDS) 
INTEGER NWDS 
REAL A(NWDS). B(NWDS) 
LESS- A(1) .LT. B(1) 
RETURN 
END 
7. Results 
The subroutine has compiled and run successfully on at least the following computers: 
Perkin Elmer 3230, Cyber, Sperry Univac 1180, DEC Vax 780, and Pyramid. On a very large 
problem with an integrand whose evaluation involved a complicated computer program, the 
routine performed significantly better than a repeated one dimensional routine from the IMSL 
library. Following are some typical results. In each case LQMl is used and the absolute error 
tolerance is 1. E-05. 
Example 1. f(x, y) = cos(x + y), R = unit square, estimate of the integral = 0.4967515, esti- 
mate of the error = 2.98 E - 08, number of triangles = 2, number of function evaluations = 94. 
Example 2. f(x, y) = exp(abs(x + y - l.O)), R = unit square, estimate of the integral = 
1.436564, estimate of the error = 0.0 EOO, number of triangles = 2, number of function 
evaluations = 94. 
Example 3. f(n, y) = exp(sin(x)*cos( y)), R = unit square, estimate of the integral = 1.508588, 
estimate of the error = 1.19 E - 07, number of triangles = 2, number of function evaluations = 
94. 
Example 4. f(x, y) = ( x*r**3)l(r**2 + 0.01**3 - lOO.O*r**2 where ~**2 = x**2 + y**2, R = 
square with vertices (- 1.) -l.), (-l., l.), (l., l.), (l., -l.), estimate of the integral= 
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-266.6667, estimate of the error = 9.89 E - 06, number of triangles = 37, number of function 
evaluations = 3384. 
Example 5. f(x, y) = ln(rl)lr2 where rl = sqrt((x + 1.)**2 + y**2), r2 = sqrt((x - 1.)**2 + 
y**2); R = the trapezoid with vertices (-I., O.), (-l/2, sqrt(3)/2), (l/2, sqrt(3)/2), (l., 0.); 
estimate of the integral = 0.3719988, estimate of the error = 9.69 E - 06, number of triangles = 
75, number of function evaluations = 6956. 
If LQMO is used in Examples 4 and 5, the estimates of the integrals and the errors are 
essentially the same, but in Example 4, 107 triangles are in the final triangulation and the 
number of function evaluations is 5936, whereas in Example 5 only 71 triangles and 3920 
function evaluations are required. 
Example 6 demonstrates the ability of the routine to function with a limited amount of data 
storage. The integrand in this example is the characteristic function of the unit disk, so it has a 
discontinuity along the unit circle. The region of integration is the same square as in Example 
4. If MAXTRI is set to 200, then the number of integrand evaluations when the number of 
trinagles reaches 200 is 18,706. If, in fact, we set MEVALS = 18706, then the subroutine 
returns with the following output values: 
Estimate of the integral = 3.134899, estimate of the error = 3.056 E - 02, number of triangles 
in the two heaps = 100 + 100, number of function evaluations = 18706, IFLAG = 4. 
If we now continue the computation with MEVALS = 40000, the subroutine returns with the 
following output values: 
Estimates of the integral = 3.140618, estimate of the error = 1.934 E - 02, number of triangles 
in the two heaps = 200 + 0, number of function evaluations = 39762, IFLAG = 1. 
8. Conclusion 
More extensive testing than that given here confirms the general remarks in Section 1. 
TWODQD is efficient for most routine engineering problems. Its logic ,and input are 
straightforward and flexible enough to deal with real applications which are almost never 
posed on a single triangle. TWODQD is not appropriate for integrands with strong sing- 
ularities because we have not included any extrapolation. The internal user documentation is 
in SLATEC ‘Prologue’ form [7] so it can be extracted and processed automatically. 
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