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Abstract
Automatic speech recognition (ASR) in the cloud allows the
use of larger models and more powerful multi-channel signal
processing front-ends compared to on-device processing. How-
ever, it also adds an inherent latency due to the transmission of
the audio signal, especially when transmitting multiple chan-
nels of a microphone array. One way to reduce the network
bandwidth requirements is client-side compression with a lossy
codec such as Opus. However, this compression can have a
detrimental effect especially on multi-channel ASR front-ends,
due to the distortion and loss of spatial information introduced
by the codec. In this publication, we propose an improved ap-
proach for the compression of microphone array signals based
on Opus, using a modified joint channel coding approach and
additionally introducing a multi-channel spatial decorrelating
transform to reduce redundancy in the transmission. We illus-
trate the effect of the proposed approach on the spatial infor-
mation retained in multi-channel signals after compression, and
evaluate the performance on far-field ASR with a multi-channel
beamforming front-end. We demonstrate that our approach can
lead to a 37.5 % bitrate reduction or a 5.1 % relative word er-
ror rate (WER) reduction for a fixed bitrate budget in a seven
channel setup.
Index Terms: compression, beamforming, far-field ASR
1. Introduction
Far-field ASR is machine recognition of speech spoken at a dis-
tance from a microphone or microphone array [1]. This research
field has gained popularity due to its widespread application in
digital home assistants [2, 3, 4] and research challenges, e.g. [5].
A common and highly effective approach to improve far-field
ASR is beamforming [6], which requires multiple channels and
exploits inter-channel phase and level differences to spatially
focus on the desired speaker.
To further improve recognition performance, applications
often exploit the computational capabilities of the cloud to run
large ASR models. In order to leverage multiple channels in
these scenarios, there are two options and both come with dif-
ferent trade-offs:
1. The recording device itself is responsible for the signal
processing and combines the channels into an enhanced
signal which is then transmitted to the cloud for recogni-
tion.
2. The device just records the signal and sends all or se-
lected channels to the cloud for further processing.
The first option minimizes the transmitted amount of data but
limits the possible signal processing to the devices compute
budget and creates a boundary between the signal processing
and acoustic model. In contrast, the second option does not
have this boundary, can combine both stages [7, 8], and is more
flexible in terms of compute budget and methods. However,
transmitting multiple signals requires more bandwidth which is
often very limited for a large number of users. In order to save
bandwidth, the device can compress the signals before transmis-
sion. The challenge in the compression of multi-channel signals
is that the data rate needs to be sufficiently reduced to prevent
impact on the latency perceived by the user, while ensuring that
spatial information is preserved in order to allow cloud-side sig-
nal enhancement to be effective.
We here focus on Opus compression [9] due to its
widespread use in voice over IP (VoIP) and ASR applica-
tions [10]. While Opus has been found to be effective for single-
and multi-channel ASR applications [11], it is in some sense
mismatched to the task at hand. First, like all lossy speech and
audio compression methods, Opus has been optimized for sub-
jective quality, not for ASR or subsequent spatial filtering. Sec-
ond, Opus does not have dedicated support for efficient com-
pression of highly correlated multi-channel signals.
Quite a few studies assess Opus compression in terms of
human perception, e.g., in [12] the authors perform perceptual
listening tests when Opus is applied in a VoIP setting but do
not address the far-field ASR setup. A perceptual quality as-
sessment in terms of speech quality and localization accuracy
was performed in [13], where ambisonic representations were
compressed with Opus where the authors mainly experimented
with different bitrates but did not analyze coding features more
targeted to spatial fidelity.
With focus on ASR applications, [14] analyzes the impact
of different compression algorithms on a single-channel acous-
tic model (AM) and concludes that using a compression algo-
rithms as a data augmentation step in the training phase of an
AM can lead to a more robust model. Closely related to the
document at hand, Khare et al. analyzed the impact of Opus
compression on multi-channel AMs [11] with the main findings
that multi-channel data is preferable over single-channel trans-
mission with a higher bitrate. They further report gains when
retraining the AM, which we do not repeat here. However, the
authors leave it open how compression impacts a beamform-
ing front-end and provide little insight into the spatial proper-
ties of the compressed signals. Their investigated ASR system
combines the multi-channel processing and senone classifica-
tion into one model capable of incorporating compression ar-
tifacts during training as their experiments in Section 5 show.
In contrast, analytic beamforming, as analyzed here, relies on
unaltered phase information and, therefore, requires different
treatment.
This contribution analyzes the impact of Opus compression
on a combined beamforming and ASR system, provides guide-
lines on optimizing compression parameters for far-field ASR,














































Figure 1: Overview of a beamforming-based far-field ASR system. Compression is applied to the multi-channel signal to enable all
other signal processing in the cloud. The visualization contains the proposed DFT across channels as a transform coding scheme.
2. System description
The overall far-field ASR pipeline including a neural mask-
based beamforming front-end is illustrated in Figure 1: A mi-
crophone array (here consisting of 7 channels) records far-field
audio impaired by reverberation, background noise, and poten-
tially non-device-directed speech. All channels are then com-
pressed as detailed in Section 2.1. Section 2.2 details the pro-
posed discrete Fourier transform (DFT)-based coding scheme.
A neural mask estimator or a neural voice activity detection
(VAD) is used to control an analytic beamformer (see Sec-
tion 3). Finally, transcriptions are obtained with a recurrent
neural network transducer (RNN-T) AM (see Section 3) [15].
2.1. Opus compression and proposed optimization
The Opus codec aims at real-time speech or music applica-
tions [9, 16]. It originates from Skype’s SILK codec [17], which
relies on linear predictive coding [18] and Xiph.Org’s CELT
codec [19], which uses a modified discrete cosine transform.
The Opus codec allows to encode with SILK, with CELT, or
with a hybrid of both within which lower frequencies dominated
by speech are using SILK while higher frequencies fall back to
CELT with specifics depending on selected parameters such as
bitrate, the number of channels, or the audio content [16]. The
encoder can then dynamically decide between both modes. De-
pending on externally provided media type flags one can bias
these decisions towards either SILK or CELT.
While Opus has been found to be effective for single- and
multi-channel ASR applications [11], it has been optimized for
subjective quality, not for ASR accuracy. Moreover, its chan-
nel coupling has been optimized for human spatial perception,
where the inter-aural phase difference (IPD) [20] is only no-
ticeable at lower frequencies. This is why the CELT coding
mode may make use of intensity stereo past a certain bitrate-
dependent threshold frequency. Frequency bands coded with
intensity stereo share the same phase and spectral details and
only differ between channels by the energy (inter-aural inten-
sity difference). Thus, intensity stereo can severely degrade the
performance of beamforming algorithms, which rely on accu-
rate phases. Similarly, when not enough bits are available, Opus
relies on spectral folding to fill spectral bands with perceptually
acceptable content. Again, while it is a good perceptual trade-
off (allowing for more bits at lower frequency), the feature im-
pairs beamforming algorithms.
Opus does not have dedicated multi-channel support. How-
ever, it supports joint compression of two channels [9]: In the
SILK coding algorithm – optimized specifically for voice – cou-
pled channels are split into a mid (average) and a side (differ-
ence) signal to decorrelate the channels. While the decomposi-
tion preserves the phase, the encoder will sometimes choose to
discard the spatial information (side signal) in favor of reducing
perceptible coding noise in the mid signal. This destroys useful
phase information for a beamformer.
For these reasons, we propose to disable CELT intensity
stereo and reduce the use of folding to the minimum permit-
ted by the Opus bitstream. For SILK, the bit allocation split
between mid and side is set to optimize phase encoding rather
than perceptual quality. In the following this is denoted as wave-
form matching1. Since this option only changes the encoder, the
result can still be decoded with any compliant decoder.
2.2. Proposed transform coding scheme
Motivated by the high correlation between the channels in a
closely spaced microphone array, one may look for an orthogo-
nal decomposition to avoid coding redundant information. For
spherical or hemispherical microphone arrays, orthogonal de-
compositions are known [21, 22]. However, given that all other
signal components in this work are independent of the micro-
phone array geometry, such additional restrictions on array ge-
ometry are undesired. Another option is spatial whitening [23]
which can be achieved by a Karhunen-Loève Transform (KLT)
[24]. However, this transform is signal-dependent and requires
the estimation of a spatial correlation matrix and potentially up-
dating it online due to the nonstationary nature of the spatial
signal characteristics.
To avoid the aforementioned drawbacks while yielding
some decorrelation, we propose to apply a D-point DFT across




xd(t) · e−j2πdk/D, (1)
where t is the time index, d is the channel index, and k is the
DFT bin index. In contrast to spherical decomposition and spa-
tial whitening this approach does not make strong assumptions
on the array geometry and does not depend on the signal statis-
tics themselves, yet still achieves a significant amount of decor-
relation (compare Table 1 for a power distribution over chan-
nels). Since the DFT of a real-valued signal is even symmetric,
i.e., Xk(t) = X∗−kmodD(t), we effectively obtain a real-valued
DC component X0(t) and, when D is odd, (D−1)/2 complex-
valued non-redundant channels. This can be seen as a general-
ization of mid/side stereo to an arbitrary number of channels.
Further, it can be interpreted as an approximation of the KLT
coding scheme [24]. Finally, after Opus decoding, the original
channels can be reconstructed using the corresponding inverse
DFT over channels corresponding to Equation 1.
In the experimental section we further demonstrate that the
joint compression of the real and imaginary parts of one DFT
bin, i.e., Re{Xd} and Im{Xd}, is beneficial.
Table 1: Signal power distribution across physical and DFT
channels. All values are averaged over 1000 examples and
listed in %.
Index 0 1 2 3 4 5 6
Physical channels 13.5 14.1 13.6 15.6 16.4 14.6 12.1
DFT channels 87.1 3.9 1.4 1.1 1.1 1.4 3.9
1https://gitlab.xiph.org/xiph/opus/-/commit/cece1fd6
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(a) Single-channel (b) Two channels (c) Seven channels
Figure 2: Comparison of different compression complexities (in colors), different bitrates (groups in each plot) for single-channel (first
plot), two channels (second plot), and seven channels (third plot) in terms of nWER. All results are shown with automatic compression
mode selection and channel-independent compression. The corresponding uncompressed baseline is shown as a black dashed line.
3. Experimental setup
All experiments are performed on 16 kHz de-identified audio
with up to seven channels. Typical microphone arrays for ASR
consist of sensors spaced only few centimeters apart. The
recorded signals are therefore highly correlated and differ pri-
marily in phase. Beamforming [6] uses this phase difference
to spatially filter the signal in order to suppress undesired com-
ponents while enhancing the desired signal resulting in fewer
recognition errors [25]. Here, we consider neural mask-based
beamforming where the information about the dominant source
is estimated on a time-frequency bin (tf-bin) level using a com-
bination of a neural VAD and a neural mask estimator [26, 27].
The mask estimator is trained on separate synthetic data and is
supported by a neural VAD [28] trained using production data
and a forced alignment as reference. The beamforming vector
is obtained using a Minimum Variance Distortionless Response
(MVDR) formulation as in [29] with a fixed reference channel.
We use a RNN-T single-channel acoustic model [15]. It
consists of an eight long short-term memory (LSTM) layer en-
coder and a two LSTM layer decoder. Each LSTM layer has
1024 units. The encoder and decoder outputs are projected to a
512 dimensional vector which is combined by the joint network
with a single layer with 1024 units to provide a distribution
over 4 k wordpieces. It is trained with SpecAugment [30] on
≈60 000 h of de-identified production data, which is the single-
channel output of an on-device beamformer. The RNN-T train-
ing data has been Opus-compressed with default settings and
bitrates between 32 and 64 kbit/(s · channel).
For evaluation we use a de-identified dataset consisting of
126 h of realistic production-like speech recorded by Amazon
Echo-style microphone arrays. The dataset is available as un-
compressed audio, which allows to conduct decoding experi-
ments with different lossy compression setups against an un-
compressed baseline. All experimental results are presented
in terms of normalized word error rate (nWER) such that the
single-channel baseline (single digit in percent) without any en-
coding results in a nWER of 1.0.
Table 2: Comparison of channel-independent vs. pairwise com-








16 2 1.018 1.010 −0.8
32 2 0.949 0.933 −1.7
64 2 0.923 0.910 −1.4
128 2 0.901 0.899 −0.1
4. Experimental Results
Figure 2 visualizes the impact of Opus compression on a
single-channel AM (2a), a two-channel beamforming front-
end with a single-channel AM (2b) and a seven-channel beam-
forming front-end with a single-channel AM (2c). The com-
pression mode is selected automatically (auto). The main
observation is, that the nWER already saturates for about
32 kbit/(s · channel) for the single-channel AM, while all
beamforming variants still heavily degrade with bitrates below
128 kbit/(s · channel). Further, we can deduce that especially
for low bitrates a high compression complexity (here shown in
colors) improves WERs significantly.
Table 2 compares pairwise compression using the proposed
waveform matching with the channel-independent compression
for different bitrates. It turns out that for all bitrates pairwise
compression with waveform matching performs better with in-
creased gains of up to 1.7 % relative for realistic bitrates.
Table 3 puts the compression mode, waveform match-
ing and pairwise compression into relation. For channel-
independent compression, CELT compression performs best in-
dependently of the proposed waveform matching. However,
when channels are compressed in pairs the proposed waveform
matching tends to reduce WERs.
To understand the impact of Opus compression on spatial
properties we took a single 7.4 s speech recording and delayed
a copy by ∆ = 5 samples. Then, we calculated a direction-of-
arrival spectrum using a fixed delay-and-sum beamformer for
each look direction. Figure 3a shows the direction-of-arrival
spectrum for the uncompressed two-channel signal. For all
frequencies, the signals positively interfere at around 90°. U-
shaped regions where signals cancel out are clearly visible. For
pairwise compression with a bitrate of 32 kbit/(s · channel),
Figure 3b shows that the curves of signal cancellation are much
more distorted. Most prominently, the phase information is en-
Table 3: Ablation study for a given bitrate of
32 kbit/(s · channel) in a two-channel beamforming sys-










SILK 2 8 0.960 0.933
SILK 2 4 0.962 0.933
auto 2 8 0.952 0.959
auto 2 4 0.957 0.933
CELT 2 8 0.949 0.959
CELT 2 4 0.949 0.933















0 90 180 270 360
Direction of arrival / ()◦
0 90 180 270 360











(a) Uncompressed (b) Pairwise (c) Pairwise with waveform matching
Figure 3: Visualization of the impact of pairwise compression on the spatial characteristics of an artificially delayed recording in terms
of a direction-of-arrival spectrum. A fixed steering vector for a delay-and-sum beamformer is calculated for each look direction. The
response power for each direction is then a visualization of the spatial properties of the signal.
tirely lost for frequency bin indices f > 180. Figure 3c shows
results with the proposed waveform matching, demonstrating
that the loss of phase information is avoided. Given the limited
bitrate this likely resulted in reduced perceptual quality. How-
ever, with a beamforming application in mind, correct spatial
properties are preferred over perceptual fidelity.
Finally, we evaluate the aforementioned improvements in
combination with our proposed DFT-based coding scheme on
a seven-channel microphone array signal. Table 4 shows the
nWERs and the corresponding relative WER changes (delta).
The “indep.” column shows nWERs for independent coding of
channels. The “DFT” column shows nWERs for signals coded
with the proposed decorrelation using a DFT across channels.
After Opus decoding the signal is reconstructed using an in-
verse DFT over channels. Transform coding improves WER
for all bitrates with relative gains up to 6.7 %, with the largest
gain observed for the lowest bitrates, highlighting its impor-
tance for cohorts with limited internet connectivity. Alterna-
tively, instead of optimizing for WER we can fix the WER at the
value obtained for 32 kbit/(s · channel) channel-independent
compression. Using the proposed channel decorrelation we
can reduce the bitrate down to 20 kbit/(s · channel) without
compromising on WER. This corresponds to a bitrate reduction
of 37.5 %. These findings encourage further research towards
multi-channel extensions for lossy compression.
After applying a DFT across seven channels one obtains
a real-valued channel (sometimes called the DC component)
and three distinct complex-valued channels. Under the assump-
tion that transformed channels and their respective quantiza-
tion noise are mutually uncorrelated, transform coding princi-
ples suggest that bitrate should be allocated relative to signal
power of each channel (compare Table 1 for a power distribu-
tion across channels). However, Table 5, in which we exper-
imented with increasing the bitrate for the DC channel which
has the highest power while keeping the average bitrate con-
Table 4: Comparison of channel-independent CELT compres-
sion and transform coding using a channel-wise DFT before
CELT compression and a channel-wise inverse DFT after de-








16 7 1.015 0.947 −6.7
32 7 0.925 0.888 −4.0
64 7 0.882 0.870 −1.4
128 7 0.861 0.853 −0.9
stant, shows, that uniform bitrate assignment is better in our
case. Additional experiments with signal power-based bitrate
assignments resulted in worse WER and are omitted here for
brevity reasons.
Given that the real and imaginary part of one DFT channel
show similar dynamics, one may conclude that pairwise com-
pression may be beneficial to allow the Opus codec to better ex-
ploit residual redundancies between those parts. Indeed, as in-
dicated by the “DFT+pairwise” column in Table 5, larger WER
changes can be achieved with additional pairwise compression.
Here, we also use the proposed waveform matching for the com-
plex pairs.
Table 5: Relative WER change of the proposed transform cod-
ing over channel-independent compression including all prior
optimizations. The “DFT” column corresponds to the DFT
across channels while the “DFT+pairwise” column corre-
sponds to additional pairwise compression of the real and imag-
inary part of each AC component, i.e., Re{Xd} and Im{Xd}





All channels 32 ±0.0 −4.0 −5.1
DC channel 38, others 31 −3.5 −4.8
DC channel 44, others 30 −3.7 −4.5
DC channel 50, others 29 −3.3 −4.9
DC channel 56, others 28 −3.4 −4.4
DC channel 62, others 27 −3.3 −3.9
5. Conclusions
We analyzed why multi-channel far-field ASR degrades under
Opus compression with limited bitrates and proposed modifica-
tions to the codec in order to reduce WER while maintaining
compatibility with existing decoders. In a two-channel beam-
forming application this leads to up to 2 % relative WER reduc-
tion without any increase in bitrate. We furthermore propose a
new spatial transform coding scheme-based on a DFT decom-
position across channels. While it is a simple operation it main-
tains compatibility to existing Opus encoder/decoder infrastruc-
ture, and is geometry- and signal-independent. For a seven-
channel beamforming application it allows to either reduce the
bitrate by 37.5 % at no loss in accuracy or alternatively reduce
WER by 5.1 % relative with a fixed bitrate budget. Overall,
our proposed multi-channel coding scheme achieves a relative
WER reduction of 6.4 % for a seven-channel microphone array
compared to a naive channel-independent Opus compression.
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