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"If we knew what it was we were doing, it would not be called research, would it?”  
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Abstract 
To understand the physics of earthquake rupture mechanics, we have to relate 
seismologically observable parameters to the dynamics of faulting. One of the key 
seismological parameters that will help us achieve this objective is the energy radiated 
by seismic waves. In this work, we develop a new method of estimating radiated energy 
from regional data using an empirical Green’s function method; we also modify existing 
methods of estimating radiated energy from teleseismic data by improving the 
corrections applied to the observed seismic data for attenuation and directivity effects.  
 
We compute teleseismic estimates of radiated energy for 23 large subduction zone 
earthquakes recorded between 1992 and 2001; most of these earthquakes have a 
magnitude 7.5, but we also include some smaller ( ) well-studied 
subduction zone earthquakes and 6 crustal earthquakes. We compile the static stress 
drop estimates for these 29 earthquakes from published literature. We then determine 
radiation efficiency of these earthquakes using a stress relaxation model that relates 
measurable and macroscopic seismological parameters to the physical processes on the 
fault zone via fracture energy. We also determine the rupture velocity of these 
earthquakes from published literature. A comparison of radiation efficiencies and rupture 
velocities of these earthquakes with the expected theoretical values for different modes 
crack propagation validates the use of the stress relaxation model to understand 
earthquake rupture mechanics.  
>wM 7.6~wM
 
From our calculations, we observe that most earthquakes have radiation efficiencies 
between 0.25 and 1 and are hence efficient in generating seismic waves, but tsunami 
earthquakes and two deep earthquakes, the 1994 deep earthquake that occurred in 
 vii
Bolivia and the 1999 Russia-China border earthquake, have very small radiation 
efficiencies (<0.25) and hence dissipate a large amount of energy on the fault plane. We 
suggest that the difference in the radiation efficiencies of the different types of 
earthquakes they could be due to fundamental differences in the rupture mechanics of 
different events. In case of deep events, the energy is probably dissipated in thermal 
processes on the fault zone, while it is possible that the morphology of the trench causes 
branching and bifurcation of rupture resulting in the large energy dissipation during the 
rupture process of tsunami earthquake.  
 viii
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CHAPTER 1 
Introduction 
The recent destructive earthquakes in Izmit, Turkey (August 17, 1999), Chi-chi, Taiwan 
(September 20, 1999) and Bhuj, India (January 26, 2001) caused an enormous amount 
of damage to life and property. The swiftness with which an earthquake unleashes its 
energy and the destruction that is left behind in its wake make earthquakes a hazard for 
mankind. To reduce the hazard from earthquakes, it is imperative that we understand 
the physics of the processes that occur during earthquakes. An earthquake happens 
when the accumulated strain energy in the earth is released suddenly. A part of the 
energy released, called fracture energy, is used in mechanical processes other than 
frictional heating on the fault zone as the rupture propagates; a part of the energy, 
frictional energy, is dissipated as heat on the fault surface and yet another part, wave 
energy, moves the particles on the fault generating seismic waves that are felt by people 
and recorded by instruments all over the world. The only part of the energy released in 
an earthquake that we have direct access to is the wave energy (henceforth referred to 
as radiated energy). 
 
In an attempt to understand the physics of the rupture process, many recent studies 
have focused on the determination of spatial and temporal variations of slip, estimation 
of critical slip, and fracture energy from detailed inversion of seismic wave-forms [e.g., 
Boatwright and Cocco, 1996; Guatteri and Spudich, 2000; Ide and Takeo, 1997; Ji et al., 
2002b; Pulido and Irikura, 2000; Wald and Heaton, 1994]. An alternative approach would 
be to estimate the radiated energy, because radiated energy reflects the overall frictional 
conditions during rupture [e.g., Kanamori and Heaton, 2000]. Thus, instead of trying to 
understand the small-scale complex details of the rupture process, we use the 
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macroscopic parameters–radiated energy, seismic moment, rupture area and rupture 
velocity to better understand the dynamics of earthquake rupture.  
 
1.1 Energy as a Measure of the Size of an Earthquake 
Traditionally, radiated energy has been used as a measure of the size of earthquakes. 
Early attempts to quantify the size of earthquakes were based on estimating the intensity 
of damage in earthquakes [Wood and Neumann, 1931]. With the advent of instrumental 
seismology, the size of an earthquake was measured as a function of the amplitude of 
different seismic waves [Richter, 1935]. The idea of using a physical and fundamental 
quantity to measure the size of the earthquakes led Gutenberg to use radiated energy as 
a measure of earthquake size [Gutenberg, 1942, 1956; Gutenberg and Richter, 1956a, 
1956b]. Based on the then available seismic data, Gutenberg introduced an empirical 
scale (the Gutenberg-Richter energy-magnitude relation) that related radiated energy, 
 (in ergs), to surface wave magnitude, , and is given as log E  = 1.5 + 11.8. 
However, due to poor seismic data quality and limited computing facilities, estimating 
radiated energy was difficult; thus, the commonly used measure of earthquake size was 
based on the amplitude of surface waves (surface wave magnitude).  
RE SM R SM
 
Subsequently, with the introduction of seismic moment [Aki, 1966] the moment 
magnitude scale came into vogue [Kanamori, 1977]. Kanamori [1977] determined 
radiated energy from seismic moment assuming the Orowan condition, i.e., the final 
stress on the fault, 1σ , is equal to the residual frictional stress on the fault, 0fσ , [Orowan, 
1960], and assuming a constant stress drop of 3 MPa. The calculated radiated energy 
was then used backward in the Gutenberg-Richter magnitude-energy relationship to 
determine the moment magnitude scale [Kanamori, 1977]; in this scale the magnitude of 
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an earthquake, , is calculated from seismic moment,  (in dyne-cm), using the 
relation, log =1.5( +10.73). However, in the moment magnitude scale radiated 
energy was determined from seismic moment. With the advent of broadband 
seismometers, we can now directly integrate seismic velocity data to determine radiated 
energy [Boatwright and Choy, 1986]; we now have two independent measures of 
earthquake size, seismic moment and radiated energy, and the relationship between the 
two can be used to better understand the earthquake source. Thus, radiated energy is 
not only a measure of the size of the earthquake, but also a macroscopic parameter that 
can be used to obtain insights into the rupture mechanisms of earthquakes. 
wM
0
0M
M wM
 
1.2 Using Macroscopic Seismic Parameters to Understand Different Types of 
Earthquakes 
To study the differences between earthquakes, it is useful to group earthquakes into 
different categories depending on the tectonic environments in which they occur. Though 
this is not an exhaustive list, we can broadly divide earthquakes into the following main 
categories: 
1. Interplate earthquakes: these occur at mature plate boundaries with active 
continental fault zones (e.g., earthquakes on the San Andreas fault) or at active 
subduction zones. Faults that host these earthquakes are usually long, well 
developed and have been active for a long time. 
2. Intraplate earthquakes: earthquakes that occur within the subducting slab at 
depths less than 250 km [Gutenberg and Richter, 1938, 1939] and those which 
occur away from known plate boundaries can be grouped in this category. 
However, there are several earthquakes that occur in diffuse plate boundaries, 
e.g., the 1992 Landers earthquake ruptured a set of faults in the Mojave desert 
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which are part of the diffuse plate boundary between the Pacific plate and the 
North American plate, and hence such earthquakes cannot be strictly classified 
as interplate or Intraplate [Kanamori and Allen, 1986; Scholz et al., 1986]. 
3. Deep earthquakes: these occur at depths greater than 500 km [Gutenberg and 
Richter, 1938, 1939] within subducting slabs and are probably the least 
understood. 
4. Tsunami earthquakes: earthquakes that rupture the shallow portions of 
subduction zones, and generate much larger tsunamis than are expected from 
their seismic moment magnitude. 
 
This classification of earthquakes includes all the earthquakes studied in this thesis; it 
does not include several other types of earthquakes. This thesis only considers large 
earthquakes ( >6.5), because the computation of radiated energy of earthquakes 
requires broadband data with high signal-to-noise ratios. At teleseismic distances, only 
earthquakes with >7.5 satisfy these criteria; at regional distances, we can estimate 
radiated energy for smaller events. The focus of this study was to obtain accurate 
estimates of radiated energy for larger events and to develop and calibrate techniques of 
estimating radiated energy, so that the methods used here can in future be extended to 
smaller earthquakes. 
wM
wM
 
It has been observed that earthquakes in the different categories mentioned above have 
different characteristics. For example, tsunami earthquakes propagate with small rupture 
velocities and produce mild shaking but are followed by destructive tsunamis [Kanamori, 
1972; Polet and Kanamori, 2000]. The 1994 deep Bolivian earthquake is the largest 
deep earthquake instrumentally recorded and seems to have propagated very slowly; a 
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large amount of the total energy available for faulting was probably dissipated on the 
fault zone causing frictional melting on the fault [Kanamori et al., 1998]. These striking 
differences observed between different earthquakes are probably due to the different 
physical mechanisms that control the rupture of these earthquakes. Thus, to understand 
the differences between these earthquakes, it is important that we understand the 
physics that controls their rupture mechanics. 
 
Over the years, several parameters have been used to characterize the different types of 
earthquakes. One of the most commonly used parameters is static stress drop, which is 
defined as the change in the average state of stress on a fault before and after rupture. 
Several earlier studies noted that intraplate earthquakes had systematically larger static 
stress drops as compared to interplate earthquakes [e.g., Molnar and Wyss, 1972; 
Kanamori and Anderson, 1975; Scholz et al., 1986]. Kanamori and Allen [1986] also 
studied the repeat times of earthquakes and concluded that faults with longer repeat 
times had higher stress drops. They observed that interplate earthquakes on mature 
faults occur more frequently than Intraplate earthquakes and hence faults at plate 
boundaries have larger slip rates. Magnitude-frequency relationships have also been 
used to understand the differences between different types of earthquakes [e.g., Frolich, 
1989]. 
 
Another parameter that has been used to comprehend the differences between the 
various types of earthquakes is radiated energy. Several investigators related radiated 
energy to the static stress drop [e.g., Savage and Wood, 1971; Aki, 1972]. However, in 
most of these studies, radiated energy was not estimated directly from seismic waves. 
Instead, the empirical Gutenberg-Richter energy-magnitude relationship was used to 
calculate the radiated energy for an earthquake of given magnitude; estimates of 
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radiated energy were also obtained for specific fault geometries using kinematic models 
(e.g., Aki [1972] used the unilateral Haskell model). Additionally, the results from most of 
these studies were interpreted using kinematic models of the earthquake source in 
which the displacement history of fault motion is prescribed, a priori, and hence these 
models, though useful in describing the earthquake source, do not give us any physical 
insight into the dynamics of the rupture. Some of the more recent studies [Kikuchi and 
Fukao, 1988; Kikuchi, 1992] used dynamic models to interpret their results, and though 
they tried to estimate radiated energy from seismic data, the accuracy of their estimates 
suffered for want of data with high signal-to-noise.  
 
To understand the physics of earthquake processes, we have to relate the 
seismologically observable parameters to the dynamics of faulting. One of the key 
seismological parameters that will help us achieve this objective is radiated energy but, 
as mentioned above, the lack of good quality (broadband, high signal-to-noise ratio) 
seismic data has resulted in inaccurate estimates of this parameter.  In this thesis, we 
improve direct estimates of radiated energy from seismic waves and use radiated energy 
with other macroscopic parameters like seismic moment, rupture area and rupture 
velocity to understand the differences between the rupture mechanics of different 
earthquakes. 
 
1.3 Objective of the thesis 
The primary goal of this thesis is to obtain better estimates of radiated energy and use 
these estimates along with estimates of other macroscopic seismic parameters to 
understand the mechanics of earthquakes. Radiated energy, as was mentioned earlier, 
can be determined from seismic waves, but only recently, with the advent of broadband 
seismometers, have we been able to estimate this quantity directly from seismic waves 
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[Boatwright and Choy, 1986]. Thus, the use of this parameter to understand earthquakes 
has not been fully exploited. The first part of this thesis focuses on improving the 
estimates of radiated energy from regional and teleseismic data. In estimating radiated 
energy, we have to correct the observed seismic waves for propagation (path) effects 
such as attenuation, and source effects such as directivity. We develop a new method of 
estimating radiated energy from regional data using an empirical Green’s function 
method; we also modify existing methods of estimating radiated energy from teleseismic 
data by improving the corrections applied to the observed seismic data for attenuation 
and directivity effects.  
 
In the second part of the thesis, we relate the seismologically observed parameters–
radiated energy, seismic moment, rupture area and rupture velocity, to the dynamics of 
faulting. Seismic moment, which is the amplitude of the zero-frequency end (long period 
end for practical purposes) of the seismic source spectrum, is one of the most well 
determined seismological parameters; estimates of seismic moment by different 
investigators seldom differ by more than a factor of two. But rupture area, another 
important macroscopic parameter, is a poorly determined quantity; estimates of rupture 
area of the same earthquake often differ by more than a factor of ten. Rupture area is 
the area over which most of the slip in an earthquake occurs. It is a difficult parameter to 
estimate because it depends on the distribution of slip on the fault, which can be very 
heterogeneous.  Moreover, the nonunique slip distribution obtained from inversion of 
seismic data coupled with the different methods used by investigators to estimate the 
area over which most of the slip is concentrated causes uncertainty in estimates of this 
parameter. Since rupture area is directly related to static stress drop on the fault, 
uncertainties in the rupture area introduce uncertainties in the associated static stress 
drop values.  
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In this thesis, we compile published static stress drop estimates for several large 
earthquakes, and when possible give lower and upper bounds of the static stress drop. 
Using the moment, radiated energy and static stress drop, we try to understand the 
partitioning of energy in earthquakes using a stress relaxation model. The advantage in 
using such a model lies in that it is a dynamic model that relates measurable and 
macroscopic seismological parameters to the physical processes on the fault zone via 
fracture energy.  As will be discussed in Chapter 3, fracture energy can be related to the 
rupture velocity; thus, we can use this parameter to understand the dynamic propagation 
of rupture on the fault plane. 
 
An outline of the contents of the thesis is in order. In Chapter 2, we discuss the methods 
used to determine radiated energy, the problems in estimating radiated energy and how 
we overcome them. We discuss in detail the uncertainties related to directivity and 
attenuation corrections and touch upon the other corrections that have already been 
discussed in greater detail by other investigators. We discuss a new method of 
estimating radiated energy from regional data using empirical Green’s functions and the 
application of this method to determine radiated energy from the 1999, Hector Mine, 
California, earthquake.  This method overcomes the problems related to inaccurate 
corrections for propagation path effects because of the use of aftershocks as empirical 
Green’s functions. We also estimate radiated energy for the Hector Mine earthquake 
from teleseismic data by modifying the conventional methods of estimating teleseismic 
energy, and compare the regional and teleseismic estimates for this earthquake. We 
briefly discuss the problems in estimating radiated energy from small earthquakes and 
conclude the chapter by comparing the regional energy estimates for different 
earthquakes obtained by different investigators. 
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A brief introduction to some aspects of fracture mechanics is given in Chapter 3.  We 
discuss two models: the crack model and the frictional sliding model and explain how 
they can be used to understand the dynamic processes on the fault zone. We then use 
these concepts to relate a simple stress relaxation model to the partitioning of energy in 
earthquakes and show how we can use this model and observed seismological 
parameters to determine radiation efficiency, Rη , which is defined as the ratio of the 
radiated energy, , to sum of radiated energy and fracture energy, , released in an 
earthquake, i.e., 
RE
R
GE
)/( GRR EEE +=η . Seismic efficiency, η , is defined as the fraction of 
the total energy released in an earthquake that is available to generate seismic waves, 
i.e., )FE+/( RR EE= GE+η . However, , the energy that is dissipated in frictional 
heating on the fault zone, cannot be directly determined from seismology; hence, we 
cannot determine seismic efficiency from seismic waves alone. On the other hand, we 
can determine radiation efficiency from seismic waves, and use this quantity to 
understand physical processes on the fault zone. Thus, radiation efficiency, which can 
be estimated from seismology, gives the maximum seismic efficiency of an earthquake. 
We also discuss how radiated energy and fracture energy can be related to rupture 
velocity. 
FE
 
In Chapter 4, we compute teleseismic estimates of radiated energy for 23 large 
subduction zone earthquakes recorded between 1992 and 2001; most of these 
earthquakes have 7.5, but we also included some smaller well-studied 
earthquakes. For comparison, we include 6 crustal earthquakes. For these earthquakes, 
we obtain static stress drops from literature. We briefly describe the methods that are 
currently used to determine static stress drops and discuss the problems and 
uncertainties associated with these estimates. We use the estimates of radiated energy, 
>wM
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moment and static stress drops to discuss the partitioning of energy in these 
earthquakes by calculating the radiation efficiency of these earthquakes. Large radiation 
efficiency would imply that more energy is radiated in seismic waves and less energy is 
consumed in the fracture process, while small radiation efficiency would imply that most 
of the energy is dissipated on the fault plane and only a small amount is radiated. We 
observe that most earthquakes have high radiation efficiencies, but tsunami earthquakes 
and two deep earthquakes, the 1994 deep earthquake that occurred in Bolivia and the 
1999 Russia-China border earthquake, have very small radiation efficiencies. We 
discuss the possible reasons for this difference in the radiation efficiencies of tsunami 
earthquakes and the deep Bolivian earthquake and suggest that it could be due to 
fundamental differences in the rupture mechanics of different events. We conclude by 
discussing the implications of our results. 
 
Chapter 5 summarizes the main conclusions of the thesis. 
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CHAPTER 2 
Estimating Radiated Energy 
Radiated energy is defined as the wave energy that would be transmitted to infinity if an 
earthquake occurred in an infinite, lossless medium [Haskell, 1964].  
 
An earthquake generates seismic waves that travel through the earth and are recorded 
by seismometers on the surface of the earth. When the seismic waves travel through the 
earth, the earth structure acts like a filter and modifies the waves. Thus, to calculate 
radiated energy, we have to correct the recorded seismic waves for propagation path 
effects like dissipation of energy due to attenuation, site effects and geometric 
spreading. In addition to correcting the seismic waves for the propagation path effects, 
another challenging aspect of obtaining accurate estimates of radiated energy lies in 
determining the corrections for a source effect known as directivity (to be discussed 
later).  
 
While seismic moment, a well-determined parameter in seismology, depends on the 
long-period end of the seismic source spectrum, radiated energy is a broadband 
measure and depends on the entire frequency band. Thus, to determine radiated 
energy, we require information of the earth structure over the entire frequency band 
(typically between 0.01 Hz to 1 Hz).  Though tremendous progress has been made in 
the study of the structure of the earth, we still have insufficient information on the 
structural details that would be important at higher frequencies. Thus, inaccuracies in the 
corrections applied at higher frequencies could result in uncertainties in energy 
estimates. 
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Gutenberg [1942] and Gutenberg and Richter [1956a;1956b] related radiated energy 
( ) in ergs to surface wave magnitude ( ) by the relation: log  = 1.5 +11.8. 
Earlier studies used this empirical relation to estimate radiated energy [e.g., Wyss and 
Brune, 1971]. Radiated energy has also been estimated from average pulse widths of P 
wave arrivals for deep focus earthquakes [Vassiliou and Kanamori, 1982] and from 
source time functions determined by inversion of seismograms [Kikuchi and Fukao, 
1988]. With the advent of broadband networks, estimates of radiated energy by direct 
integration of velocity records improved considerably [Boatwright and Choy, 1986; 
Boatwright and Fletcher, 1984; Choy and Boatwright, 1995; Houston, 1990a; Houston 
and Kanamori, 1990; Kanamori et al., 1993; Singh and Ordaz, 1994; Winslow and Ruff, 
1999].  
RE SM RE SM
 
Despite the increased availability of broadband data, it has been observed that for the 
same earthquake the estimates of radiated energy from regional data differ from those 
obtained from teleseismic data by as much as a factor of 10 [Singh and Ordaz, 1994].  
Additionally, the ratios of the radiated energy to seismic moment, , for small 
earthquakes [Abercrombie, 1995] are observed to be significantly smaller than those for 
large earthquakes, leading some authors to suggest drastically different energy release 
mechanisms for small and large earthquakes [Kanamori and Heaton, 2000]. However, 
the uncertainties in the currently available estimates of radiated energy are large and the 
differences in the 
0/MER
0/MER  ratio between small and large earthquakes may be due to 
errors in the radiated energy estimates; more tightly constrained estimates are required 
to understand these differences and to validate the proposed mechanisms.   
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In this chapter, we discuss our modifications to existing techniques of estimating 
radiated energy from teleseismic data and a new technique that we used to estimate 
radiated energy from regional data. First, we discuss the formulae involved in calculating 
radiated energy from seismic waves. Subsequently, we will discuss the assumptions in 
the methods we used to estimate radiated energy from seismic waves and the 
corrections applied to these estimates.  
 
The energy of the seismic wave as it crosses a unit area in unit time is the product of the 
energy per unit volume, both kinetic and potential, and the wave velocity, . Thus, if the 
particle velocity is , and the density is 
c
v(t) ρ , the kinetic energy per unit area is 
∫t
0
2  (t)v c 
2
1 dtρ . Since the potential energy is on an average equal to the kinetic energy 
[Bath, 1966] the wave energy crossing a unit area is . Hence, the radiated 
energy of seismic waves can be given as:  where  is the surface 
area of integration. Stating this more formally, to obtain estimates of radiated energy, we 
integrate the squared velocity records over time [e.g., Haskell, 1964] over a 
homogeneous spherical surface around the source: 
∫t
0
2  (t)v c dtρ
dSdt  (t)v 2ER c 
s
t
0
∫ ∫= ρ S
dtdSuuE
S
R   ]  [ 
22
βα βαρ && += ∫ ∫∞
∞−
,       (2.1) 
where ρ  is the density at the source, α  and β are the P and S wave velocities at the 
source, and are the far-field P and S wave velocity records respectively and 
 is the surface area of the spherical surface of integration. The far-field displacement 
functions for the P and S waves,  and u , are given as shown below: 
)(tαu& )(tuβ&
S
)(tuα )t(β
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∫ −=
s
dsrtD
r
Rtu  )/,(
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),()( 3
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αξα
β
π
φθα
α
r&         (2.2) 
dsrtD
r
R
tu
s
∫ −=  )/,(1 4 ),()( βξβπ φθββ
r& ,                             (2.3) 
where s  is the rupture area, )/,( αξ rtD −r&  is the source time function (also known as the 
far-field slip rate function) at distance r  from the source, and r  is a function of the 
location of slip on the fault,ξr , and the position of the observation point given by θ and 
φ . For a propagating rupture, the source time function is different at different stations, an 
effect that is called directivity. ),( ϕθαR  and ),( φθβR  are P and S wave radiation pattern 
factors respectively, where 
                                        (2.4) )2sin()(sin),( 2 φθφθα =R
and ),( φθβR  is given for the SH  and SV waves as:        
)2cos()sin(),(
)2sin()2sin(
2
1),(
φθφθ
φθφθ
=
=
SV
SH
R
R
        (2.5)  
These are the radiation pattern coefficients for a point double couple, where the co-
ordinate axes are fixed to the double couple. If we consider the X, Y, and Z axes where 
the Z-axis is vertical upwards and the X-axis is along the strike of the fault, θ  is the take-
off angle measured clockwise from the Z-axis in the vertical plane and φ  is the station 
azimuth measured counter-clockwise from the X-axis on the horizontal plane.  
 
In computing radiated energy from observed velocity records, we backproject the P and 
S waves to the source and integrate the squared velocity records over the focal sphere. 
Since the earthquake source is completely described by the P and S waves and surface 
waves are only a combination of these body waves, by calculating the radiated energy 
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from the direct P and S arrivals, we account for the total energy radiated by the 
earthquake. 
 
Actual  total radiated energy 
The actual total radiated energy for an earthquake can be determined using equation 
(2.1) along with equations (2.2) and (2.3). Thus, the actual total energy, , is the sum 
of the P wave energy,  and S wave energy,  and is given as 
RE
αE βE
βα EEER += , 
where  
∫ ∫ ∫∞
∞−


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
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

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R
E
2
  )/,(1
 4
),( βξβπ
φθρβ ββ
r&&  
 
Single-station method 
Ideally, we would like to determine the radiated energy flux due to a finite source at 
every point on the earth using the above equations, correct the flux for attenuation and 
geometric spreading, and then sum the flux over all the points to obtain the total radiated 
energy. In practice, since we have seismic stations only at certain locations on the earth, 
we can determine the radiated energy flux only at these locations. Consequently, to 
account for the total energy from the seismic waves recorded at these stations, we use a 
method that we refer to as the single-station method to estimate radiated energy.  
 
In the single-station method, we assume that the earthquake source is a point source. 
For a point source, the source time functions in equations (2.2) and (2.3) will become 
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independent of station location, i.e., the source time functions are not functions of θ  and 
φ . Thus, we can rewrite  and u  from equations (2.3) and (2.4) as )(tuα )(tβ
)(
 4
),()( 3 tMr
Rtu &απρ
φθα
α =         (2.6) 
)(
 4
),(
)( 3 tMr
R
tu &βπρ
φθβ
β = ,        (2.7) 
where the moment rate function, , is now exactly the same at all 
stations. Substituting (2.4) into (2.6) and then into (2.1), for the P wave energy, we have 
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where 
2
αR  is the average radiation pattern coefficient for P waves and is given by 
15
4  )sin(),(
4
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22 == ∫ ∫ φθθφθπ
π π
αα ddRR         (2.9) 
Similarly, for the S waves we can write  
∫∞
∞−
= dttMRE )(
4
2
5
2
&&
πρβ
β
β ,         (2.10) 
where 
2
βR  is the average radiation pattern coefficient for S waves and is given by 
5
2  )sin( )),(),((
4
1 2
0
2
0
22 =+= ∫ ∫ φθθφθφθπ
π π
β ddRRR SVSH                (2.11) 
Thus, we can write the total radiated energy as 
∫∫ ∞
∞−
∞
∞−
+=+= dttMdttMEEER )(10
1)(
15
1 2
5
2
5
&&&&
πρβπραβα                (2.12) 
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Using Parseval’s theorem, ∫∫ ∞
∞−
∞
∞−
= dttgdg 22 |)(||)(ˆ|
2
1 ωωπ , we can write the energy in 
the frequency domain as follows 
∫∞
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0
22
5252 |)(
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10
1
15
1 ωωωρβπραπ dMER &      (2.13) 
where  is the moment rate spectrum and the hat(^) is used to denote a quantity in 
the frequency domain (since M ). We can also write the radiated energy as 
)(ˆ ωM&
)(ˆ )(ˆ ωωω M&&& =
fdfMfER ∫∞

 +=
0
22
55 |)(
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15
8 &ρβ
π
ρα
π      (2.14) 
where f 2πω = , and  is the frequency in Hz.  f
 
As the contribution from the P waves is less than 5%, it is usually negligible. However, in 
teleseismic estimates, we have to use P wave data to calculate the energy. S waves are 
attenuated about 4 times as much as the P waves as they travel through the earth; 
hence, at teleseismic distances S waves have little energy at frequencies above 0.5 Hz 
and cannot be used to determine accurate estimates of energy. 
 
Thus, in the single-station method, we assume a point source and calculate the radiated 
energy at every station. The radiated energy of the earthquake is equal to the average of 
the single-station estimates. 
 
2.1 Corrections Applied to the Observed Data 
In estimating the radiated energy from an earthquake source, we would like to determine 
the seismic waveform as it would be if the source were in an infinite homogenous 
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medium. Thus, we try to reduce the data to a focal sphere enclosing a homogeneous, 
non-dissipative medium around the source (Figure 2.1).  
 
Station
Focal Sphere
 
 
 
 
Figure 2.1 Diagram to depict the passage of seismic waves from the source (star) to the receiver 
(triangle); to compute energy we would like to correct for the effects of the propagation path and 
calculate the total energy that would be transmitted if the source were in a homogeneous non-
dissipative medium. 
 
To compute the radiated energy from data using the single-station method, we have to 
determine the moment rate spectrum, , and then use equation (2.13) to calculate 
the radiated energy. But we have to first determine the moment rate spectrum from the 
observed displacement spectrum. At teleseismic distances, the displacement spectrum 
at each station can be given as 
)(ˆ fM&
    |)(ˆ||)(
ˆ|)( 
v4
),(|)(ˆ )  (3
 ,
3 fMeR
fIgCRfu tf
E
&∗−∆= π
βαπρ
φθ| ,   (2.15) 
where at teleseismic distances the geometric spreading factor 1  is replaced by 
, R
r/
ERg /)(∆ E = 6371 km is the radius of the earth,  is the P wave or S wave velocity, 
t
βα  ,v
∗ is the attenuation factor (equal to the travel time divided by the path-averaged 
attenuation, , see section 2.1.2), C  is the free surface receiver effect,  and  is the 
instrument response. Equation (2.15) is the frequency domain equivalent of equations 
(2.6) and (2.7); additionally, it includes the free surface receiver effect, the geometric 
spreading factor for teleseismic distances, the instrument response, and the attenuation 
Q )(ˆ fI
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factor for wave propagation through the earth. From the displacement spectrum, , 
we can determine the moment rate spectrum, ,  
)(ˆ fu
)(ˆ fM&
 ),(
 (
 ,
R
eRE
φθ
π
βα           
|)(ˆ|)(
|)(ˆ|v4
|)(ˆ
) 33
fICg
fu
fM
tfπρ
∆=
∗
&|      (2.16) 
Thus, by correcting the observed displacement spectrum for geometric spreading, 
radiation pattern factor and attenuation, we can determine the moment rate spectrum as 
shown in equation (2.16). By applying these corrections, we can account for the source 
mechanism and propagation path of the seismic waves; and once the moment rate 
spectrum is determined, the radiated energy can be determined by using the single-
station method.  
 
In practice, we determine the moment rate spectrum, , at each station and then 
determine the single-station estimates of radiated energy at all the available stations. If 
an earthquake can be described by a point source, this method would give exactly the 
same estimate of radiated energy at all the stations. However, all faults are finite and the 
assumption of a point source is not accurate; thus, the individual stations will have 
different single-station energy estimates. By taking an average of these estimates, we try 
to average out the directivity (source finiteness) effect. But, even for a large number of 
stations with a good azimuthal coverage, an average of the single-station estimates is 
not equal to the actual radiated energy of an earthquake. Thus, we have to correct the 
average single-station estimate of radiated energy for the directivity effect. 
)(ˆ fM&
 
In the following sections, we will discuss the various corrections applied to the data, i.e., 
we will discuss the directivity correction for source finiteness, and the corrections for 
attenuation, source structure and scattering. We will also discuss the importance of 
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these corrections, and the uncertainties in the energy estimates due to inadequate 
corrections. 
 
2.1.1 Directivity 
The single-station estimate of radiated energy should be exactly the same at all stations 
for a point source. When the source is finite, however, the rupture propagates along the 
fault and breaks different parts of the fault at different times. Thus, for finite faults, akin to 
the Doppler effect, the seismic energy is focused in the direction of rupture propagation, 
an effect that is called directivity. Consequently, each station receives a different amount 
of energy, and the single-station estimates of energy change with station location; as 
mentioned earlier, an average of these single-station estimates is not equal to the actual 
total energy radiated by the earthquake. Thus, we have to correct the average of the 
single-station estimates for directivity. 
 
To evaluate the effect of directivity on energy estimates, we compute the seismic energy 
radiated by a theoretical Haskell source [Haskell, 1964]. First, we consider a longitudinal 
shear fault in which the rupture propagates along the slip direction, and the final 
displacement along the length of the fault is constant; we will refer to this model as a 
unilateral strike-slip model (strike= , dip=  and rake= ). For a unilateral strike-slip 
model with a fault of length L=70 km, width W=15km, a slip function which is a ramp 
function with a rise time of 2.4s, maximum slip=3.2m, and rupture velocity=0.9 times 
shear wave velocity, with the rupture propagating along strike to the north (at an azimuth 
of ), we compute the single-station energy estimates using equation (2.13) for 
different azimuths and take-off angles, and the energy flux at the same azimuths and 
take-off angles using equation (2.1) for a particular 
00 090 00
00
θ  and φ . These estimates of energy 
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flux are multiplied with the area of the focal sphere over which the energy is calculated, 
so that we can compare these estimates of actual energy at a station to the single-
station estimates of energy at the same stations. 
 
The focal sphere is divided into regions of equal area; we use about 50 values ofθ  
(take-off angle) where θ  varies from  to 180 and 50 values of00 0 φ  (azimuth) at the 
equator; φ  varies from 0  to 360 . For the unilateral strike-slip model described above, 
Figure 2.2(a) shows the single-station energy estimates (red pluses) and the actual 
energy (blue squares) as a function of azimuth; for each azimuth we compute the energy 
estimates at a range of take-off angles. Thus, each line represents the variation in 
energy estimates with azimuth for a particular take-off angle. All the computations are 
done using the analytical solution for radiated energy given by Haskell, 1964. Since the 
rupture is propagating to the north, the radiated energy is focused towards this azimuth, 
and the radiated energy is minimal at stations away from the rupture direction (i.e., 
stations at an azimuth of 180 ). For a point source, the single-station energy estimates 
will be exactly the same at all stations; however, the finiteness of the source introduces 
strong directivity effects, and the resulting differences in the single-station energy 
estimates at different stations are quite pronounced.  
0 0
0
 
For the same azimuth and take-off angle, the single-station estimate (red) is not equal to 
the actual energy at the station (blue) because in computing the single-station estimates 
we use the average radiation pattern factor (equation 2.12), whereas to compute the 
actual energy estimates at a station we use the radiation pattern at the station. Thus, the 
actual energy at stations includes both the directivity effect and the radiation pattern 
effect, while the single-station estimates show the effect of directivity only. We also 
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observe that the average energy obtained from the single-station method is not exactly 
equal to the actual total radiated energy (which is equal to sum of the actual energy over 
all the points divided by the number of points). Thus, even if the station coverage is 
good, in the presence of strong directivity effects, we cannot recover the actual total 
radiated energy from the single-station method. In the case considered in Figure 2.2(a), 
the ratio: 
Actual total energy/ Average single-station estimate = 1.53 
 
To study the effects of fault length on directivity, we modified the length of the fault from 
L=80 km to L=110 km, keeping all other parameters the same. For the Haskell model, 
the actual total energy and the average energy from single-station estimates do not 
depend on fault length (as long as the smallest duration of the source time function is 
larger than the rise time; i.e., )/1/1( β−rVL > rise time). Thus, directivity, a factor that is 
thought to be more important for longer faults, is independent of fault length in the 
Haskell model (within the limitations pointed out). This is because, in these models, 
energy is radiated only at the edges of the fault, i.e., at the beginning and end of rupture.  
 23
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directivity is less pronounced in the case of bilateral rupture. In the case considered in 
Figure 2.2(b), the ratio: 
Actual total energy/ Average single-station estimate = 1.21 
 
The third case plotted in Figure 2.2(c) shows transverse shear faulting (strike= , 
dip= 90  and rake= ) on a fault of length = 70 km with rupture propagating along strike 
to the north and all other parameters the same as before. In this case, the average of the 
single-station estimates is larger than the actual total energy and thus the ratio: 
00
0 090
Actual total energy/ Average single-station estimate = 0.51 
 
For these three cases, we also computed the single-station energy estimates for 
regional (take-off angles close to horizontal) and teleseismic (take-off angles close to 
vertical) distribution of stations and compared the regional and teleseismic average 
single-station estimates with the actual total energy. Directivity effects cause regional 
single-station estimates of energy to be overestimated by a factor of 1.2 to 5 and the 
teleseismic single-station energy estimates to be underestimated by a factor of 3 to 10. 
The problem is most severe for teleseismic estimates from unilateral strike-slip faults 
because in the case of vertical strike-slip faults with rupture propagating along strike 
(azimuth of  in the case considered), directivity causes the energy to be focused along 
the direction of rupture propagation. Additionally, the S wave radiation pattern factor is 
also large in this direction, and due to the combined effect of these two factors, the 
radiated energy in strike-slip earthquakes is strongly focused in the direction of rupture 
propagation and very little energy is received at stations away from the direction of 
rupture propagation. Thus, the actual energy estimates (shown by blue squares in 
Figure 2.2(a)) at stations in the direction of rupture propagation are larger than would be 
00
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expected if only directivity is considered (single-station estimates shown as red pluses). 
For the unilateral strike-slip model considered above, at teleseismic distances, the actual 
total energy is a factor could be a factor of 10 larger than the average of the single-
station estimates. Hence, directivity corrections for teleseismic estimates of energy from 
unilateral strike-slip faults are very important; moreover, it is essential to have a good 
azimuthal coverage of stations because if there are no stations at azimuths close to the 
direction of rupture, the energy estimates will be severely underestimated. 
 
On the other hand, in transverse shear faulting (vertical dip-slip) with the rupture 
propagating along strike (azimuth of  in the case considered), directivity would cause 
a focusing of the energy in the rupture direction; however, the S wave radiation pattern 
factor at take-off angles close to horizontal (i.e., regional distances) is small in this 
direction. Hence, the actual energy (shown by the blue squares in Figure 2.2(c)) at these 
stations is not as large as would be expected if only directivity is considered (single-
station estimates shown as red pluses).  For the case considered, the actual total energy 
is about a factor of 5 smaller than the average of the regional single-station energy 
estimates. 
00
 
Thus, directivity corrections are important when computing teleseismic single-station 
estimates for vertical strike-slip faults with the rupture propagating along strike, and for 
regional single-station estimates for vertical dip-slip faults with rupture propagating along 
strike. However, the models considered so far are simple kinematic models, and though 
they are useful in understanding the effects of directivity on radiated energy estimates, it 
is important to study the more complex models of real earthquakes.  Consequently, we 
studied the effects of directivity on radiated energy estimates by using slip models that 
were determined from inversion of seismic data. We used the rupture model of Dreger 
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[1994] for the 1992 Landers earthquake, the rupture model obtained by Ji et al. [2002b] 
for the 1999 Hector Mine earthquake and the rupture model of Ji et al. [2002] for the 
Taiwan earthquake.  For each of these earthquakes, we calculated the single-station 
estimates as well as the actual energy estimates from the slip models. The following 
computations were done using a simple algorithm where we divide the focal sphere into 
surfaces of equal area and use equation 2.1 to calculate the single-station energy flux 
and the actual total radiated energy for a given slip model. Since the gridding of the focal 
sphere is simple, there are numerical errors in our solutions; more sophisticated finite-
element or finite-difference algorithms would be required to reduce these numerical 
errors. However, as explained later, the numerical errors do not significantly affect our 
energy estimates. 
 
The Landers earthquake was a strike-slip earthquake; the rupture was mostly 
unidirectional and propagated along strike (azimuth~ 340 ). We used the slip model of 
Dreger [1994] to calculate the single-station energy estimates and the actual energy 
over a range of azimuths and take-off angles. From Figure 2.3(a), we observe that most 
of the energy is focused along the fault strike, similar to the unilateral strike-slip model of 
Figure 2.2(a), but the energy distribution is more complicated than the simple 
unidirectional Haskell model. The large single-station energy estimates at about 80 and 
 are due to numerical errors because at these stations the radiation pattern factor 
becomes very small (nodal stations). Later, when we compare the model energy 
estimates with the energy estimates from data, we do not use these nodal stations 
(stations at which the radiation pattern factor is smaller than 0.2) so as to avoid these 
problems.  
0
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e 2.3 (a) Landers earthquake: radiated energy estimates from the slip model of Dreger et al. 
]; the blue squares represent the actual energy calculated for different azimuths and take-off 
s, whereas the red plus signs represent the single-station energy estimates. (b) Hector Mine 
quake: radiated energy estimates from the slip model of Ji et al. [2002b]. (c) Taiwan 
quake: radiated energy estimates from the slip model of Ji et al. [2002]. 
n in Figure 2.3(b) are the radiated energy estimates for the Hector Mine 
quake determined using the model of Ji et al. [2002b]. The Hector Mine earthquake 
essentially a bilateral rupture with a fault about 40 km long [Ji et al., 2002b; Trieman 
., 2001]. However, the rupture broke three fault segments and has a complicated 
istory [Ji et al., 2002b] probably far more complex than the Landers earthquake. 
, as seen in Figure 2.3(b), the variation of the single-station estimates as well as the 
l energy at stations is quite complicated as compared to the bilateral Haskell model 
ure 2.2(b). 
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A similar computation for the Taiwan earthquake of September 20, 1999, using the 
model of Ji et al. [2002] is shown in Figure 2.3(c). The Taiwan earthquake was a thrust 
earthquake with a complicated slip distribution. The earthquake ruptured from south to 
north along strike (~ ) and also downdip. But the Taiwan earthquake ruptured a fault 
with a dip of 30 , and for this focal mechanism, stations at azimuths close to 180  are 
near the S wave node. Thus, the actual energy (blue squares in Figure 2.3(c)) at the 
stations at these azimuths is small, but since the directivity is away from this azimuth, 
the single-station estimates of energy (red pluses) are also small at these azimuths. 
Thus, in the three earthquake models mentioned the slip distribution is more complicated 
than in the simple kinematic models considered earlier. Variations of fault strike, rake 
direction, amount of slip and direction of rupture as the rupture propagates along the 
fault cause additional complications that are captured in the earthquake models. 
020
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In the discussion above, we determined estimates of energy from slip models and 
compared the actual energy at a station to the single-station energy estimate at the 
same station. Now, we would like to compare the model energy estimates to energy 
estimates from data. Since we can only determine single-station estimates of energy 
from the data (i.e., we cannot determine actual total energy from the data due to the 
limited number of stations), we compare these single-station estimates determined from 
data to the single-station estimates determined from the slip models and then describe 
the method we use to correct the directivity effects in the data.   
 
First, we compare the single-station estimates obtained from the slip models to the 
single-station estimates obtained from data for the Hector Mine and Taiwan 
earthquakes. Figure 2.4(a) and (b) show the single-station energy estimates obtained at 
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different stations from regional and teleseismic data (details of the method in section 2.2) 
and the single-station estimates at the same station obtained using the slip model [Ji et 
al., 2002b] for the Hector Mine earthquake. From the figure, we observe that there are 
differences between the energy estimates predicted by the model and those determined 
from data. These differences arise due to the following reasons: the synthetics created 
by the model do not exactly predict the data at frequencies larger than 0.5 Hz; the model 
is nonunique and may not be completely representative of the actual slip distribution 
especially because the Green’s functions at higher frequencies are not well determined; 
the estimation of energy from data may have inaccuracies (though we think this is 
minimal); and finally, there are numerical errors in the calculation of energy for a given 
model.  Though the energy estimated from the model is significantly different from the 
energy estimated from data at some stations, the average of the single-station estimates 
from the model and regional data are almost the same, and the average of the single-
station estimates from the model and teleseismic data differ by a factor less than two.  
 
Figure 2.4(c) shows a comparison between single-station estimates for the Taiwan 
earthquake from the model of Ji et al. [2002] and from teleseismic data. It can be 
observed from Figure 2.4 that directivity effects can cause significant azimuthal variation 
in the energy estimates even at teleseismic distances. Thus, in Figure 2.4(c), we 
observe that the single-station estimates of energy at teleseismic stations can vary by a 
factor of ten between stations. Hence, it is important to have a good azimuthal 
distribution of stations, so that the average of the single-station estimates yields in a 
realistic estimate of the energy of the earthquake. With the azimuthal coverage of 
stations used (shown in Chapter 4), the average of the single-station estimates from the 
model and teleseismic data differ by a factor less than two.  
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to calculate model energy obtained from Ji et al. [2002]. 
btain accurate estimates of energy, we have to determine a correction for directivity. 
 the above discussion, it can be seen that the effect of directivity on radiated energy 
ates depends on the slip model and station distribution. We can determine the 
e-station estimate from data at a particular station, and also determine the single-
n estimate from a slip model at the same station. Thus, for a particular distribution 
ations, we can compute the average of the single-station estimates from the slip 
l and the average of the single-station estimates from data. We can also compute 
ctual total radiated energy of the earthquake for this slip model. The ratio of the 
l total radiated energy and the average of the single-station estimates determined 
 the slip model would be representative of the directivity effect of the earthquake for 
 34
the given slip model and station distribution. Thus, we could use this ratio to correct the 
average of the single-station energy estimates determined from data for directivity. By 
using this method, the actual radiated energy would still be determined from the data 
and the correction is only a factor that is applied to this observed estimate; also, the 
actual details of the slip model will not significantly affect the estimate of total radiated 
energy. 
 
The procedure we adopted is outlined here: we compute the single-station energy 
estimates at each station from the observed records at the station ( ). We use the 
best slip distribution model available in the literature and compute the single-station 
energy estimates from the model at the same stations ( ). We also compute the 
actual total energy for the model (
D
iE
M
iE
ME ). The correction factor is given by the ratio of the 
actual total energy for the model to the average of single-station energy estimates for the 
model, i.e., 
Directivity correction = 
∑
=
N
i
M
i
M
E
N
E
1
1
 
The corrected energy is the product of the directivity correction and the average single-
station energy estimate obtained from data. 
Thus, the corrected energy 

×= ∑∑ =
=
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Using the above method and slip models from literature (given in the references listed), 
we calculated the directivity corrections for a few large earthquakes (Table 2.1).  
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Since the slip models used for the Landers earthquake, the Hector Mine earthquake and 
Taiwan earthquake were determined by inverting both regional and teleseismic data 
(and GPS data in some cases), we have better constraints on the slip distribution of 
these earthquakes. For the other large earthquakes (Shikotan, Kushiro-oki and Bolivia), 
slip distributions are not as well constrained, so the directivity corrections estimated are 
less reliable. However, these earthquakes are dip-slip earthquakes and the directivity 
corrections for vertical dip-slip earthquakes at teleseismic distances are less than a 
factor of 3; moreover, as mentioned earlier, the actual details of the slip model will not 
affect the estimate of radiated energy. Thus, we can be confident that radiated energy 
estimates for large earthquakes are not significantly affected by directivity (except in the 
case of strike-slip faults). 
 
Table 2.1 Corrections for directivity 
Energy (J) 
Earthquake-id Data 
R/T * 
Directivity 
Corrected 
Directivity 
Correction 
Source for Slip 
Model 
920628 - Landers 8.6x1015 (T) 2.6x1016 
2.9x1016 
3.08 
3.34 
Dreger et al., 94 
Wald & Heaton, 94 
930115 - Kushiro-oki 4.2x1016 (T) 2.9x1016  0.68 Takeo et al., 96 
941004 - Shikotan 1.5x1017 (T) 1.4x1017  0.93 Kikuchi et al., 95 
940609 - Bolivia 1.3x1017 (T) 1.3x1017 0.98 Kikuchi et al., 94 
950730 - Chile 2.6x1016 (T) 2.1x1016 0.80 Ruegg et al., 96 
990920 - Taiwan 8.8x1015 (T) 6.6x1015  0.76 Ji et al., 02 
991016 - Hector 2.0x1015 (T) 
3.0x1015 (R) 
1.0x1015  
0.9x 1015 
0.49 
0.31 
Ji et al., 02 
Ji et al., 02 
* R – regional data used to compute energy; T – teleseismic data used to compute energy. 
 
 
 36
2.1.2 Attenuation 
Anelastic processes in the earth attenuate seismic waves as they travel from the source 
to the receiver. Attenuation of seismic waves occurs over a broad range of frequencies 
and hence attenuation itself is a function of frequency. In the earth, attenuation varies 
laterally and is also a function of depth, with the highest attenuation occurring in the 
upper mantle. In body-wave studies, we account for the effects of attenuation by using a 
parameter ∫=∗
path fQ
dtft
)(
)(
)(* fftπ−
 (travel time divided by a Q  along the path), where Q  is the 
intrinsic attenuation factor.  is inversely proportional to the fractional loss of energy per 
cycle of oscillation; thus, a larger  implies smaller attenuation. If is the amplitude of 
the seismic wave at the source, the amplitude of a seismic wave at the receiver is given 
by . To determine radiated energy, we have to correct the observed data for 
this loss of energy due to attenuation (i.e., we want to recover ). However, the 
attenuation structure of the earth, especially at higher frequencies, is not very well 
known. The exact relationship that governs the frequency dependence of the attenuation 
factor is poorly understood but in the most models, attenuation decreases (  increases, 
decreases) with frequency. 
Q
Q 0A
A
0eAA =
)f
0
Q
(t ∗
 
To compute energy from teleseismic data, we used the best available attenuation model 
and modified it to include the effects of lateral heterogeneities. The details of the 
approach are outlined in Appendix B. We also examined the effect of attenuation on 
energy estimates by performing a simple test. Assuming that the source spectrum can 
be modeled by a spectrum of the form )()(ˆ 2220 ccMM ωωωω +=& , where the corner 
frequency, 310 )(49.0 Mf sc σβ ∆=  [also known as  model, Brune, 1970; Brune, 1971], 2ω
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bar 30 and km/s 6.3 =∆= sσβ , and using equation (2.2), we calculate the radiated energy 
for different values of  (here  is not a function of frequency).  ∗t
∗t
c
∗t
ω
∗t
)1*( == tsE
∗t
=w
∗t
 
Subsequently, we compute the ratio of energy at a given value of to the energy when 
= 0, i.e., the fraction of radiated energy that would be received at a station after 
accounting for the energy lost in attenuation. Since the energy spectral density is 
strongly peaked at the corner frequency for this model, in large earthquakes (small 
corner frequencies, 
∗t
) most of the radiated energy is at lower frequencies and hence 
an increase in  does not cause a significant loss in the radiated energy. This can be 
observed from Figure 2.5, where the y-axis is the ratio of energy when  has the values 
shown on the plot to the energy when t =0, e.g., for the curve labeled =0.1 on the 
Figure 2.5, Ratio
∗t
∗ ∗t
)0*(.0 =tsE . Thus, for an earthquake of 0.7=wM  an 
increase in  from 0.1 to 1.0 results in a decrease of a factor of 2.5 in radiated energy 
and for an earthquake of 0.8M
2ω
, an increase in t  from 0.1 to 1.0 results in a 
decrease of a factor of 1.5 in radiated energy. Thus, even an order of magnitude change 
in  values (which is much larger than the changes we would expect in attenuation 
models of the real earth), does not change the energy estimates of large earthquakes 
significantly. Though this is a simple case where  is not a function of frequency and 
the source model falls off as , it illustrates that the energy estimates of large 
earthquakes are not significantly affected by changes in the attenuation model. If the 
source spectra are complicated at higher frequencies, for example, if the amplitude 
increased at some frequency and then decreased, we would need to re-evaluate our 
results. However, this would require better high-frequency attenuation models of the 
earth than are currently available. 
∗
∗t
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Figure 2.5 Plot to demonstrate the
The y-axis is the ratio of the energ
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2.1.3 Radiation Pattern 
From equation (2.3), we obser
spectrum should be corrected 
pattern factor determines the az
and is a function of the take-off
Thus, radiation pattern depen
backproject the data from the s 
)(st
 effect of (in seconds) on energy estimates of earthquakes. 
y when has different values (0.1-1.0) to the ratio of energy 
t for model assumed variations in t  do not affect the energy 
ore than a factor of 2 (see text for details). 
∗t
∗t
∗
ve that to compute radiated energy, the displacement 
for the radiation pattern factor ),( φθR . The radiation 
imuthal variation in the amplitude of the seismic waves 
 angle of the seismic ray and the azimuth of the station. 
ds on the depth and geometry of the source. To 
eismic station to the source, we remove the effect of the 
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radiation pattern calculated for the specific source-receiver geometry and apply the 
average radiation pattern calculated over the focal sphere (4/15 for the P wave and 2/5 
for the S wave as shown in equations 2.9 and 2.11). In this section, we discuss the 
problems that arise when we apply this correction to obtain energy from teleseismic 
data.  
 
In shallow earthquakes recorded at teleseismic distances, the direct phases radiated by 
the earthquake interfere with the reflected phases and we cannot measure the energy 
flux in a single phase. Thus, the teleseismic waveforms radiated by shallow events are 
usually modeled as a group of phases [Kanamori and Stewart, 1978; Boatwright and 
Choy, 1986]. For example, the P wave group comprises the direct P phase, and the 
depth phases, pP and sP. When the energy carried by these phases is small, the 
correction for the radiation pattern factor is large. This is especially the case for shallow 
strike-slip earthquakes, as has been pointed out by several investigators [e.g., Boore 
and Boatwright, 1984; Boatwright and Choy, 1986; Newman and Okal, 1998]. In strike-
slip earthquakes, all three rays contributing to the P wave group leave the source close 
to the null axis, and hence the radiation pattern coefficient for the individual rays as well 
as for the wave group as a whole is small and, consequently, the correction applied to 
the energy flux is large. The problem arises when the geometry of the source is not well 
known, or when the focal mechanism is inaccurate, or in the presence of lateral 
heterogeneities that scatter the waves. In such cases, the correction used is 
inappropriate and can yield erroneous estimates of radiated energy. Scattered high-
frequency energy can add energy to the observed waveform and result in higher 
estimates of energy. There is no straightforward correction for these effects, hence the 
difficulty in obtaining accurate estimates of teleseismic energy for strike-slip 
earthquakes. In our study, we select a time window such that we minimize the inclusion 
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of scattered arrivals in our energy estimates; also, we use a radiation pattern factor of 
0.2 as a cut-off for the P wave group, so as to exclude nodal stations in our energy 
estimates. This value was selected based on observing variation in single-station energy 
estimates as a function of radiation pattern factor. 
 
2.1.4 Source Structure 
In computing radiated energy, we backproject the seismic waves to the source and 
determine the wave energy that radiates from the focal sphere surrounding the source. 
The underlying assumption in this formulation is the homogeneity of the medium 
surrounding the source, but the material surrounding the earthquake source is far from 
homogenous. For example, in subduction zone earthquakes that occur at the plate 
interface, energy is radiated into the subducting oceanic plate as well as the overlying 
continental plate. For a reasonable contrast in density and velocity (two layers), the 
energy estimates would change by a factor of two or less. Thus, except in the case of 
sharp density and velocity contrasts, radiated energy estimates would not be 
significantly affected by heterogeneous source structure if the average values of density 
and velocity at the source region were used. 
 
2.1.5 Scattering 
Scattering of seismic energy is caused when the seismic waves interact with small-scale 
heterogeneities.  Due to scattering, a part of the high-frequency energy arrives after the 
direct arrivals in waves that are called coda. Scattering can also decrease the amplitude 
of a seismic phase by shifting energy from the direct arrival into the coda. Thus, 
scattered energy can add or remove energy from the direct arrivals and affect the 
estimates of radiated energy. In most cases, by choosing a time window to include all 
the phases of interest (the P wave group for shallow earthquakes or the direct P for deep 
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earthquakes), but excluding most of the scattered arrivals, we can limit the amount of 
scattered energy that is included in the energy estimates. However, at nodal stations, 
the signal-to-noise ratio is low and hence the scattered energy can be a significant part 
of the total energy; to avoid this problem, we exclude the nodal stations and only use 
stations that have radiation pattern factors 0.2 or larger in our energy estimates. 
 
2.2 Energy Estimates from Regional Data: EGF Technique 
In this section, we will discuss a method of estimating energy from regional data, its 
application to the Hector Mine earthquake and the comparison between regional and 
teleseismic estimates for this earthquake. Regional data, where available, provide a 
good dataset that can be exploited to obtain accurate estimates of energy. Since, the 
distance between the source and receiver is small, less energy is lost in attenuation and 
geometric spreading. Also, dense station networks provide a good azimuthal distribution 
of stations; detailed slip inversions are possible and the resulting slip models can be 
used to correct for directivity effects.  
 
With the advent of regional networks, several investigators estimated energy from 
regional data [Kanamori et al., 1993; Singh and Ordaz, 1994].  Earlier estimates of 
radiated energy from regional data of other earthquakes were obtained by the integration 
of squared ground-motion velocity records (or integration of ground-motion velocity 
spectra) and application of empirical distance attenuation and station corrections 
[Kanamori et al., 1993; Singh and Ordaz, 1994].  Another method that uses coda waves 
to determine radiated energy [Mayeda and Walter, 1996] also applies empirical 
corrections to remove near-site attenuation and amplification effects. However, the 
method that we use corrects for attenuation and site effects through the use of events 
smaller than the mainshock as empirical Green’s functions; thus, we have robust 
 42
estimates of energy from the source spectrum of the regional data. In the following 
sections, we will discuss the regional estimates of radiated energy obtained using the 
EGF method for the Hector Mine earthquake. The Hector Mine earthquake is unique in 
that both the mainshock and aftershock data are very well recorded and hence we can 
use an empirical Green's function (EGF) method to determine the source spectrum. 
 
2.2.1 Hector Mine Earthquake 
 The Mw=7.1 October 16, 1999, Hector Mine, California, earthquake provided us with an 
excellent data set to test the EGF technique. The Hector Mine earthquake and its 
aftershocks were well recorded at 67 TriNet stations in Southern California. The good 
signal-to-noise ratio of the mainshock and several aftershocks enabled the use of the 
empirical Green's function method to determine the source time function. As mentioned 
earlier, to obtain accurate estimates of energy, we have to correct the seismic wave 
energy for the propagation path effects. Uncertainty in energy estimates largely is due to 
uncertainty in the corrections applied to remove these effects. For the Hector Mine 
earthquake, we overcome this difficulty by using an empirical Green’s function 
deconvolution to estimate the source moment-rate spectrum of the Hector mainshock for 
the regional data. The energy estimates computed from these source moment-rate 
spectra are robust and hence this event can be used as a calibration event to study 
radiated energy from other events.  
 
2.2.2 Regional Data 
The Hector Mine earthquake and its aftershocks occurred within the dense array of 
TriNet [Mori et al., 1998] stations in Southern California (Figure 2.6). The data are 
archived at the Southern California Earthquake Center (SCEC) Data Center. In our 
analysis, we use the tangential components of the integrated acceleration records for the 
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mainshock and broadband velocity records for the aftershocks (empirical Green's 
functions). Figure 2.7a shows the tangential component of the velocity record of the 
mainshock and one of the aftershocks (EGF-5) at station PAS. The mainshock velocity 
record shown in the figure is obtained by integrating the original acceleration record. We 
use about 150 seconds of the mainshock and aftershock data so that we include almost 
all the S wave energy. 
 
2.2.3 EGF Method Applied to the Hector Mine Earthquake 
To determine the source time function, we use five events (one foreshock and four 
aftershocks with Mw ~ 2.8-4.5, see Figure 2.6 and table 2.2) located close to the 
hypocenter of the mainshock as empirical Green's functions (EGF) [Frankel and 
Kanamori, 1983; Hartzell, 1978; Mori, 1993; Mori and Frankel, 1990]. We deconvolve the 
EGF record from the mainshock record to remove the path and site effects from the 
mainshock. 
 44
 
Figure 2.6 Location map of the Mw=7.1, October 16, 1999, Hector Mine, California, earthquake. 
The focal mechanisms (lower hemisphere) of the mainshock and the five EGFs used in the study 
are shown. Triangles represent seismic stations. 
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Table 2.2: Mainshock and aftershock data 
Name Origin Time Latitude Longitude Depth
(km) 
*M Strike Dip Rake
EGF-1 19991016024105 34.59oN 116.26oW 4.4     3.7 77o 74o 15o 
MAIN    19991016094645 34.59oN   116.27oW    6.2     7.1  330o       78o   165o 
EGF-2  19991016135917 34.83oN   116.35oW    4.1     4.4  257o 53o -59o 
EGF-3  19991016180153 34.68oN   116.31oW    5.1    2.8  260o 68o -32o 
EGF-4  19991016225341 34.71oN   116.36oW 3.1     4.5  250o     83o -15o 
EGF-5  19991019122044 34.71oN   116.34oW    3.0     4.1  86o       62o 20o 
*M represents the local magnitude, ML, of the empirical Green’s functions events, and 
the moment magnitude, Mw, of the mainshock.  
 
Figure 2.7(a) shows the mainshock record, the aftershock record and the result of the 
deconvolution at station Pasadena (PAS). The source spectrum is obtained by dividing 
the mainshock amplitude spectrum by the aftershock amplitude spectrum. The raw 
spectra occasionally have isolated spectral holes that probably are due to interference 
effects. To prevent these spectral holes from unduly influencing the estimates of the 
moment-rate spectrum, we smooth both the mainshock and aftershock spectra before 
spectral division. The smoothing is accomplished by computing a running average over 
a moving window of width 2 percent of the total frequency range. The deconvolved 
spectrum is scaled by the scalar moment of the EGF to give the source spectrum of the 
mainshock. Figure 2.7(b) shows the smoothed mainshock velocity spectrum, aftershock 
(EGF-5) velocity spectrum, and the source spectrum obtained by the spectral division at 
station PAS. 
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Figure 2.7 Results of EGF deconvolution: (a) the figure shows the velocity records of the 
mainshock and aftershock (19991019122044) and the source time function (STF) obtained by 
deconvolution at station PAS, (b) the velocity spectra of the mainshock and aftershock and the 
source spectrum obtained by spectral division are shown. 
 
The deconvolution assumes that the mainshock and EGF are located such that the path 
effects are almost the same for both events. However, for a large event like the Hector 
Mine earthquake, we have to account for the finite depth extent of the mainshock and for 
the uncertainty in the exact depth of the EGF events.  To consider this effect, we 
computed synthetic spectra for a finite fault [Hisada, 1994] and for point sources at 
different depths using the eastern California velocity model [Jones and Helmberger, 
1998]. The source spectrum is scaled by the ratio of the spectrum of the finite fault to the 
spectrum of a point source at a given depth. Thus, we obtain depth-corrected source 
spectra at each depth of the point source. However, the depth correction does not 
change the source spectrum significantly. 
 
Due to the finite duration of the records used in the analysis and the poor signal-to-noise 
ratio of the aftershock data at long periods, the absolute value of the spectral amplitude 
at long periods is difficult to determine. We observe that the regional moment-rate 
spectra become unreliable below 0.05 Hz. To remedy this, we use a theoretical 
spectrum in the form M M 0
ˆ ( ) /( )n n nc cω ω ω ω=& +  that fits the teleseismic moment-rate 
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spectrum (obtained from Ji et. al., [2002b]; thin dark line shown in Figure 2.7b), and 
determine the amplitude of the theoretical spectrum at 0.05 Hz. We then adjust the 
amplitude of the regional moment-rate spectrum so that its absolute amplitude at 0.05 
Hz is the same as that of the theoretical spectrum.  
 
Figure 2.8 The average normalized
source spectrum obtained by using
event EGF-5 is shown by the thick
dark line. The gray curve shows the
raw source spectrum. The thin dark
line represents the teleseismic
moment rate spectrum obtained from
Ji et al. [2002b]. 
Figure 2.8 shows the raw source spectru
obtained by using EGF-5.  There is som
mainly is determined from the regional m
teleseismic data are used only for min
determined above, the radiated energy f
equation (2.2).  The first and the second te
the equation represent contributions from
contribution is about 5 percent of the S wav
 
2.2.4 Results 
We calculate the energy using equation (2
each depth of the EGF. Figure 2.9 shows 
each EGF. The aftershock records at nod100 
m and average normalized source spectrum 
e ambiguity in this process, but the energy 
oment-rate spectrum at each station, and 
or adjustment. From the source spectrum 
or a point source can be calculated using 
rms in parentheses on the right-hand side of 
 P and S waves, respectively; the P wave 
e contribution and is ignored here.   
.2) for ρ = 2.7 g/cm3, and β = 3.3 km/s for 
the energy estimated from all the stations for 
al stations and at stations more than 200 km 
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away from the source have poorer signal-to-noise ratios. The open circles represent the 
energy at these stations and show a larger scatter than the closed circles. The mean 
estimate of radiated energy computed using the values at the selected stations (open 
circles in Figure 2.9) is 3.0 x 1015 J and the standard deviation is 0.9 x 1015 J. 
 
Of the five EGFs, two aftershocks (EGF-4 and EGF-5) have mechanisms that are most 
similar to the mainshock and are located close to the fault trace. The energy estimates 
obtained using these aftershocks as EGFs have the smallest scatter. The deconvolution 
does not work as well for the foreshock (EGF-1) because of its small size and hence low 
amplitude. Despite the differences in focal mechanisms of the mainshock and EGF 
events, the energy estimates are still clustered between 2 x 1015 J and 4 x 1015 J.  
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Figure 2.9 Regional estimates of radiated energy: each figure is a plot of the radiated energy at 
different stations obtained by using different events as EGFs. (a) EGF-1; (b) EGF-2; (c) EGF-3; 
(d) EGF-4; (e) EGF-5. The closed circles represent stations that are within 200 km of the 
mainshock and away from the nodal planes. 
 
As mentioned earlier, the regional source spectrum below 0.05 Hz is noisy. Thus, we 
calculate the integral of the adjusted regional source spectrum between 0.05 Hz and 1 
Hz. To compute energy between 0 and 0.05 Hz, we use a theoretical spectrum in the 
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form 0
ˆ ( ) /( )n n ncM M cω ω ω ω=&
c
+  that fits the teleseismic moment-rate spectrum (the fit 
results in ω  = 0.37 radians/s, and n = 1.8), and determine that the energy in this 
frequency range is only about 8 percent of the total energy. Using this theoretical source 
spectrum, we also determine that the energy at frequencies above 1 Hz is about 20 
percent of the energy from the frequency band below 1 Hz.  
 
Equation (2.2) gives the radiated energy for a point source.  For a finite source, the 
directivity effect should be removed.  The Hector Mine earthquake is essentially a bi-
lateral rupture with a total fault length of about 40 km [Ji et al., 2002b; Trieman et al., 
2001].  From the directivity corrections computed earlier (section 2.1.1), the energy after 
correction for the directivity effect is 1 x 1015 J. 
 
The deconvolution assumes that the EGF amplitude spectra are flat in the frequency 
range of interest (i.e., at frequencies less than 1 Hz). The EGF events used in this study 
are at least 2.6 magnitude units smaller than the mainshock, so their theoretical corner 
frequencies (using the relation f , where 3/10 )/(49.0 Msc σβ ∆= β = 3.7 km/s, sσ∆ = 3 
MPa and  is the moment) are larger than 1 Hz. Also, our calculations show that the 
corner frequency effect does not affect the energy estimates significantly. 
0M
 
2.2 Calibration of Teleseismic Methods of Estimating Radiated Energy 
2.2.1 Data and Method 
The teleseismic data for the Hector Mine earthquake were obtained from the IRIS Data 
Management Center.  We use vertical component data (BHZ channel) of stations at 
distances between 30o and 90o in the teleseismic study.  P waves carry only 5 percent of 
the total seismic energy.  However, as S waves are more attenuated than P waves, we 
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use P waves in our analysis.  The energy obtained from the P waves is used to estimate 
the total energy, using equation (2.2).   
 
For a shallow event like the Hector Mine earthquake (depth ~ 7 km; Hauksson et al., 
[2001]), it is difficult to separate the P, pP and sP phases. So, when we study such 
events, we have to consider the P wave group as a whole. A closer look at teleseismic 
displacement records (e.g., station SJG shown in Figure 2.10) reveals reverberation 
following sP, which is probably caused by near-source scattering. To avoid the inclusion 
of these scattered waves in the analysis, we use about 30 seconds of data (shown in 
Figure 2.10).   
 
Figure 2.10 The P group displacement record for the station SJG is shown here. The largest 
phase, sP, is marked. The tick marks bound the 30 seconds of data used in the actual energy 
computation. Scattered arrivals can be clearly observed after the arrival of sP phase. 
 
It is difficult to use the EGF technique to determine energy from teleseismic data except 
in the case of large earthquakes ( 8.0) because the data quality of aftershocks 
recorded at teleseismic distances is not good. For example, for an earthquake of 
magnitude =7.5, the EGF has to be an aftershock at least two units in magnitude 
smaller than the mainshock, and teleseismic recordings of earthquakes of this 
magnitude do not have sufficient signal-to-noise ratio to be used as an EGF for reliable 
estimates of energy.  
≥WM
WM
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Thus, we compute the radiated energy from teleseismic data using two different 
methods. The first method is the conventional (NEIC) method, where the energy is 
computed by applying corrections to the integrated velocity spectrum [Boatwright and 
Choy, 1986]. The amplitude of the moment-rate spectrum is determined using equation 
(2.3), where ),( φθR  is the effective radiation pattern for the P wave group. ),( φθR  is 
obtained by computing the amplitudes of the P, pP and sP phases at each station and 
then taking the root-mean-square value (for a strike-slip earthquake this factor is 
dominated by the sP radiation pattern). This method does not account for the effect of 
the phase differences between the P, pP and sP phases [Houston, 1990b]. 
 
Figure 2.11 P wave focal mechanism (lower hemisphere projection) of the Hector Mine 
earthquake. The figure shows the displacement data and synthetics at teleseismic stations. The 
station name, its azimuth and distance from the epicenter are shown. The synthetics are obtained 
by a waveform inversion [Kikuchi and Kanamori, 1991]. 
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In the second method, we compute Green's functions for the appropriate near-source 
structure (the eastern California velocity model, Jones and Helmberger, [1998]) and 
deconvolve the Green's function from the mainshock data to obtain the source spectrum 
at each station. As the Green's functions vary with depth and the fault ruptures over a 
finite-depth extent, we decided to use a Green's function averaged over depth (1-7 km). 
Uncertainty in the near-source structure could result in inaccurate Green's functions and 
hence inaccurate estimates of energy. To ensure that the structure that we use is 
appropriate, we perform a teleseismic inversion of the data at 37 stations using the 
method of Kikuchi and Kanamori [1991]. Figure 2.11 shows the P wave focal 
mechanism, the displacement data (top trace) and synthetics (bottom trace) at 18 of the 
stations used in the study; the synthetics match the data reasonably well. The 
teleseismic moment-rate function obtained from this inversion is very similar to that 
obtained by Ji et al., [2002b].  
 
We estimate the attenuation correction using frequency dependent t* models that are 
derived from the models described in Der [1998] (see Appendix for details). As the 
radiation pattern for a strike-slip event is small, small changes in the mechanism can 
have a significant effect on the estimates of radiated energy.  The radiation pattern is 
particularly sensitive to changes in the dip angle of the fault plane. We observe that by 
changing the dip from 78○ (the value obtained from the inversion of regional data) to 84○ 
(the value obtained from the teleseismic inversion described above), the average 
teleseismic estimates of radiated energy vary from 2 x 1015 J to 7 x 1015 J. Synthetics 
computed using these different values of dip do not differ significantly from each other. 
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Figure 2.12 The teleseismic
moment-rate spectrum obtained
at station SJG using methods 1
and 2 (see text) for the Hector
Mine earthquake. 
 
2.2.2 Results 
Figure 2.13 Radiated energy at teleseismic station
diamonds represent the energy estimates obtain
represent the estimates obtained using method 2. T
from teleseismic data. 
 
Figure 2.12 shows the source spectra at sta
method 2. The average value of the energy es
J while the average estimate of energy from
mechanism we use is given in Table 2.1).  
 
Figure 2.13 shows the energy estimates  at 14
and method 2 (closed circles). In this study, w100 
 sStations for the Hector Mine earthquake. The open 
ed using method 1 and the closed circles 
here is a large scatter in the energy estimates 
tion SJG corrected using method 1 and 
timated using the first method is 1.8 x 1015 
 the second method is 2.0 x 1015 J (the 
 stations using method 1 (open diamonds) 
e obtain a mean estimate of energy from 
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teleseismic data of 1.8 x 1015 J and 2.0 x 1015 J using two different teleseismic methods; 
these estimates are almost the same as that obtained from regional data (3 x 1015 J). 
These estimates of radiated energy for the Hector Mine earthquake are in agreement 
with the values obtained by Boatwright [2001]. After correcting for directivity, the regional 
and teleseismic estimates of energy are 1 x 1015 J. 
 
2.3 Energy Estimates for Small Earthquakes 
Estimating energy for small earthquakes is extremely challenging because smaller 
events have most of their energy at higher frequencies where the signal-to-noise ratio is 
very poor because of the strong attenuation of high-frequency waves and the complex 
free-surface effects. One of the solutions to this problem is to measure energy from 
seismic data recorded by borehole instruments. The Cajon Pass drill hole experiment 
was one such study where seismic instruments, installed at depths of 2.5 km inside a 
drill hole, recorded several small earthquakes ( 0.4<LM ) [Abercrombie and Leary, 
1993].  These data were used to calculate radiated energy [Abercrombie, 1995] and it 
was observed that radiated energy-to-moment ratios from these small earthquakes were 
smaller than expected (see Figure 2.14). Subsequent studies in Japan have also 
observed small energy-to-moment ratios for small earthquakes [Matsuzawa, 2001].  
However, the results of these experiments are still not widely accepted; high-quality 
borehole data that is now becoming available may provide us with better energy 
estimates to validate these studies. Additionally, if we have high-quality data, the 
empirical Green’s function method can be used to constrain the energy estimates for 
these small events better. 
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2.3 Discussion and Conclusions 
From the regional estimates of radiated energy (1 x 1015 J) and teleseismic inversions 
for the moment (6 x 1019 Nm), the energy-to-moment ratio, ( ), for the Hector 
Mine earthquake is 2 x 10
0/MER
-5.  Figure 2.14 shows the results from several regional studies. 
The energy-to-moment ratio is shown as a function of moment magnitude, Mw. The black 
circle represents the ratio of the Hector Mine earthquake. The difference in the 
ratio between large and small earthquakes has been used by Kanamori and Heaton 
[2000] and Brodsky and Kanamori [2001] to argue that, when the slip exceeds a 
threshold of 10 cm to 1 m, the frictional characteristics on the fault plane undergo a 
significant change because of processes such as melting, thermal pressurization or 
elastohydrodynamic lubrication. These hypotheses can be validated if the estimates of 
 can be determined accurately. 
0/MER
0/MER
 
The current estimates of are scattered over a large range (Figure 2.14) possibly 
due to inaccurate estimates of radiated energy.  As we have demonstrated above, the 
regional estimates of radiated energy for the Hector Mine earthquake are robust and 
constitute an important data point for studies involving the radiated energy. Also, this 
event could serve as a calibration for future studies of radiated energy using teleseismic 
data. We think we have a better handle on the energy estimates of larger events and 
with better data quality, the EGF method can be extended to study smaller events; thus, 
with the increasing number of downhole stations, better instrumentation and greater 
knowledge of the earth’s structure, it will become possible to improve the estimates of 
radiated energy from smaller earthquakes and understand the differences between the 
rupture mechanics of small and large earthquakes. Moreover, as will be shown in the 
subsequent Chapters, estimates of  alone cannot be used to understand 
0/MER
0/MER
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earthquake mechanics; we have to go one step further and determine static stress drop 
and then we can use both these parameters to interpret differences in rupture 
mechanics of earthquakes. 
 
 
Figure 2.14 Energy-to-moment ratio (Es/M0) as a function of Mw. The plot shows the results of 
regional studies conducted for different earthquakes by several investigators. The triangles 
represent a study by Abercrombie et al. [1995], the pluses are from the study of Matsuzawa, 
[2001], the stars represent the study using TERRAscope/TriNet data [Kanamori et al., 1993], the 
diamonds represent the study of Kim [2001], the open circles are from Mayeda and Walter [1996], 
and the squares show the results of a study by Singh and Ordaz [1991]. The black circle shows 
our result for the Hector Mine earthquake. 
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CHAPTER 3 
Relating Seismological Parameters to the Dynamics of 
Faulting 
To understand the physics of earthquake process, we have to relate seismologically 
observable macroscopic parameters such as radiated energy, moment, rupture area and 
rupture velocity to the dynamics of faulting. To achieve this objective, we use tools 
developed in fracture mechanics. This chapter covers some background material in 
fracture mechanics and elaborates on how it can be used to understand earthquake 
rupture mechanics. In the framework of fracture mechanics, an earthquake may be 
considered as a dynamically propagating shear fracture, i.e., a crack that radiates 
seismic waves. The resulting motion (slip history) on the fault is related to the drop in 
shear stress. Several failure criteria and constitutive laws have been developed to relate 
the evolution of slip on the fault to the change in shear stress on the fault [Scholz, 1989]. 
In our study, we want to use a rupture model that captures the important physical 
processes that occur during fracture propagation.  
 
To interpret seismological data, crack models are often used mainly because crack 
theories have been developed well. On the other hand, it is more intuitive to view 
seismic faulting as sliding on a frictional surface, where the physics of sliding friction, 
especially stick slip, plays an important role. Using frictional sliding models, earthquakes 
can be described as a result of stick slip frictional instabilities–the earthquake is the ‘slip’ 
and the ‘stick’ is the interseismic period of elastic strain accumulation. Seismic faulting in 
the earth is a complex process that may require a combination of crack models and 
frictional sliding models, or some other models for interpretation. Despite this complexity, 
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crack models and frictional sliding models provide a useful framework for the 
interpretation of earthquake processes.  
 
In the following discussion, we briefly describe the crack model and the frictional sliding 
model and show how the two models can be used to understand the dynamics of 
faulting. We discuss both models in the context of the processes that occur during stress 
drop on the fault and then use these models to understand the partitioning of energy in 
earthquakes. 
 
3.1 Using Fracture Mechanics to Understand the Earthquake Problem 
The discussion presented below will serve as a background to understand the dynamic 
processes that occur during stress relaxation in an earthquake. The crack model has 
been dealt with exhaustively in books on fracture mechanics [e.g., Lawn, 1993; Scholz, 
1989] and we only give a brief introduction to the concepts that we will be using in our 
study. Frictional sliding models have also been studied by several investigators [e.g., 
Rabinowicz, 1965; Scholz, 1989]. Both models are complementary and can be used to 
understand earthquake dynamics [Li, 1987; Scholz, 1989]. 
 
3.1.1 Crack Model 
Cracks, which are surface defects or flaws in a material, result in brittle failure of material 
by separation into parts. In the real earth, however, tectonic earthquakes seldom occur 
by the sudden appearance and propagation of a new shear crack. Instead, they occur by 
sudden slippage along a pre-existing fault plane or plate interface. Thus, in terms of 
crack theory, we are concerned with the extension of a pre-existing crack.  
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To understand the stress relaxation process in the crack model, we consider a crack of 
width  extending to infinity in the Z direction as shown in Figure 3.1. From linear 
elastic analysis of the crack tip field, for the crack to be in static equilibrium under a 
remote loading stress
a2
0σσ =zy  when the uniform shear resistance of the crack is fσ , the 
stress field near the crack tip, at ε+= ax , for a longitudinal shear crack (Mode III) can 
be given as [Lawn, 1993] 
 21210 2
1
2
)( −− =−= επεσσσ K
a
fzy ,       (3.1) 
where σπ ∆=   aK
2/1
 is known as the stress intensity factor. Here  is the half width of 
the crack for a Mode III crack, but for other types of cracks we can qualitatively interpret 
it as S  and, 
a
)( 0 fσσσ −=∆ . The stress intensity factor gives the intensity of stress 
near the crack tip. If the material has no strength, the crack will keep growing, whereas if 
the material has some strength the crack will stop expanding. The stress intensity factor 
when the crack stops growing is called the critical stress intensity factor, , and is also 
known as fracture toughness.  
cK
(Stress)
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Figure 3.1 When stress, 0σ , is applied remotely on a crack of width 2a, which has a residual 
frictional stress of fσ , the stress field near the crack tip, zyσ , is given by the dark curve, and is 
singular at the crack tip. Physically such a singularity cannot exist and the material will yield, 
resulting in a breakdown zone at the crack tip so that the stress at the crack tip will be as shown 
by the dashed line. 
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The shear crack faces are at a residual frictional stress state ( fσ ), which may be 
regarded as a reference stress level. The base friction, which determines the frictional 
strength on the fault, does not concern us in this discussion because the only parameter 
that matters is the stress difference. However, frictional strength does play a role in 
frictional heating during rupture propagation; but this frictional heating cannot be 
determined from seismology. 
 
If we consider the energy involved in this crack problem, the potential energy release 
(per unit length in Z direction) is 
                       SDWSDSDSDW ffff σσσσσσ +∆=+−=+=∆ 000 2/)(2/)(      (3.2) 
where D  is the average slip of the crack and  is the crack area. In the above equation, 
the second term on the right-hand side is the frictional energy and the first term is the 
strain energy release associated with crack extension. Substituting for 
S
µσ / 21SCD ∆= , 
where C is a constant of order unity, and )0 f( σσσ −=∆ , we get 
µσσσ 2/)(2/  )( 2/3200 SCSDW f ∆=−=∆        (3.3) 
If there is no resistance to the crack tip, the crack will grow indefinitely. For a crack with 
an area  to stay in equilibrium (this is quasi-static equilibrium), the increment inS 0W∆ , 
due to virtual crack extension, must be balanced by the surface energy required to 
create new crack surfaces at both crack tips (Griffith criterion). The surface energy is 
then given as 
SGW  )( 0 δδ ∗=∆ ,        (3.4) 
where is the energy release rate (‘rate’ stands for ‘per unit area’) for a crack in quasi-
static equilibrium, also called the crack extension force or specific fracture energy. 
∗G
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From equations (3.4), (3.3), and (3.1), we can write 
22/12
4
3)(
4
3 KCSCG πµσµ =∆=
∗         (3.5) 
This equation relates K  to G . If the material has a finite strength, the crack will stop 
expanding, and the critical surface energy can then be defined as 
2
4
3
cc K
CG πµ=
∗          (3.6)  
The expressions forK  and are different for different crack modes, but these 
differences are small compared to the gross approximations used in seismological 
applications. 
∗G
 
From equation (3.1), we observe that there is a stress singularity at the crack tip where 
yzσ  approaches infinity as ε approaches zero. This is physically unrealistic as no 
material can withstand infinite shear stress. When the stress exceeds a certain level, the 
material will yield and behave inelastically at the crack tip; thus, the stress singularity at 
the crack tip is an artifact of the assumption of elastic behavior at the crack tip. The 
actual stress field at the crack tip will be smeared out as shown by the dashed curve in 
Figure 3.1. 
 
Physically this would result in a zone of inelastic deformation, called the breakdown zone 
(Figure 3.2), around the crack tip. In this zone, energy is dissipated as the crack 
propagates and this energy can be interpreted as the specific fracture energy, . If 
there is no breakdown zone (i.e., ), the stress at a point that is very close to the 
crack tip will fall from 
∗G
0=∗G
0σ  to fσ immediately (as shown by curve (1) in Figure 3.2), 
whereas if there is a breakdown zone then the stress drops to the residual frictional 
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value over a slip  as shown by curve (2) in Figure 3.2. This parameter, , is called 
the critical slip. With this model, the surface energy, , can be approximately written as 
0D 0D
∗G
) 0D 2/( 0
0
0
dSG f
D
σσσ −≈= ∫∗         (3.7) 
 
Thus, in terms of crack theory, the development of earthquake rupture can be 
understood as follows: consider a point just ahead of the crack tip (point P in figure 3.2). 
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3.1.2 Frictional Sliding Model 
In classical friction theory, the coefficient of static friction, sµ  and the coefficient of 
dynamic (also known as kinetic) friction, kµ , are the two important parameters. If 
<kµ sµ , an instability occurs. Thus, variation in frictional resistance during sliding can 
produce a dynamic instability resulting in very sudden slip with an associated stress 
drop. In any physical system, the static friction cannot drop to dynamic friction instantly. 
A slip, , is required before the static friction drops to dynamic friction, and steady 
sliding begins, as shown in Figure 3.3. As a fault surface is not smooth and friction on 
the surface is not uniform, sliding does not occur smoothly; it occurs in a stop-and-go 
fashion. This frictional behavior is called stick slip. The energy dissipated in relaxing 
static friction to dynamic friction is given as [Li, 1987; Scholz, 1989] 
cD
2/)( 0
0
cf
D
sliding DdSG
c
σσσ −≈= ∫      (3.8) 
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view the rupture process–in the crack model, a characteristic surface energy per unit 
area is required for crack extension, while in the frictional sliding model, the fault has to 
slip a critical slip, , before unstable sliding begins at a constant friction. Thus, 
equation (3.7) for a crack model with  replaced by  is equivalent to equation (3.8) 
for the frictional sliding model. From the two models, the fracture energy during stress 
drop can, thus, be written as 
cD
0D cD
2/)( 0
0
cf
D
DdSG
c
σσσ −≈= ∫∗       (3.9) 
Both models can be used to understand the earthquake process; the frictional sliding 
model probably gives us a greater intuition into the earthquake process, and hence it 
provides us with a useful framework to view earthquakes. 
 
The exact variation of stress as a function of slip is not known. In the slip-weakening 
model (where the slip weakens the stress on the fault) [Ida, 1972; 1973], the stress is 
some function of slip, whereas in the velocity-weakening model (where the velocity or 
slip rate changes the stress on the fault), the stress is some function of slip rate. The 
weakening of the stress in the above models can be caused by changes in material 
property, dynamic effects, asperities, etc. The actual variation of stress as a function of 
slip is not important in our analysis; the only requirement is that the stress should drop 
as the slip increases. Since earthquakes involve a stress drop and physically this stress 
drop cannot be instantaneous, we can expect earthquake behavior to be governed by 
either of the two models, henceforth referred to as the stress relaxation models. 
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3.2 Energy Budget of Earthquakes 
We can use either of the two models described above to understand the earthquake 
process and the energy budget of earthquakes. Figure 3.4 is a schematic representation 
of the partitioning of energy in earthquakes. Here, the earthquake is viewed as a stress-
release process where the shear stress on the fault drops from an initial stress before 
the earthquake, 0σ , to a final stress after the earthquake, 1σ , over a critical slip of . 
During the stress relaxation, the stress on the fault varies as a function of slip as given 
by 
cD
fσ  and is shown by the dark curve in figure 3.4. When the fault slip exceeds the 
critical slip, the frictional stress remains constant and is equal to the final stress. Since 
this is a macroscopic representation of the earthquake process, the critical slip is an 
average value over the fault plane. The average slip (displacement) on the fault plane is 
given asD . The difference )( 10 σσσ −=∆ s  is the static stress drop (mentioned earlier) 
and the dynamic stress drop is defined as )( 0 fd σσσ −=∆ , where ∫= D ff duuD 0  )(
1 σσ  is 
the average frictional stress on the fault [Kanamori and Heaton, 2000]. 
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Figure 3.4 Schematic representation of the
partitioning of energy in earthquakes. The dark
line shows the variation of frictional stress on the
fault as a function of slip. The striped region
represents the fracture energy, while the stippled
region represents the frictional energy for the
model. Other symbols are explained in the text.  
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During this stress relaxation process, the total potential energy (strain energy + 
gravitational energy) drops from W to W W∆− , and the total potential energy change in 
an earthquake is given as SDW  ∆  σ=  [Knopoff, 1958; Dahlen, 1977; Kostrov, 1974], 
where the average stress during faulting,  2)( 10 σσσ += , D  is the average 
displacement during the earthquake and  is the rupture area. A part of the total 
potential energy is dissipated on the fault plane and is given as 
S
SDf   σ , where  fσ is 
the frictional stress on the fault plane. The remaining part is radiated as seismic waves 
and the wave energy is known as radiated energy ( ). Using the specific stress 
relaxation model shown in Figure 3.4, the dissipated energy on the fault plane can be 
separated into fracture energy ( ) and frictional energy ( ), i.e., 
RE
GE FE FGf EESD +=  σ . 
Thus, the total potential energy change can be written as 
    FGR EEEW ++=∆  ,      (3.10) 
while the radiated energy, can be written as 
SDSDE fR σσσ −+= 2
)( 10       (3.11) 
Thus, the area under the trapezium in Figure 3.4 represents the total potential energy 
released in an earthquake, . The radiated energy, as given by equation (3.11), is the 
unshaded area. The frictional energy represented by the stippled area is given as: 
W∆
SDE fF  0σ=        (3.12) 
The fracture energy given by equation (3.9) (with the residual frictional stress 0ff σσ = ) 
is thus the area of the striped region. While fracture energy is the energy that is used in 
mechanical processes (other than frictional heating) on the fault zone as the rupture 
propagates, frictional energy is the energy dissipated as heat on the fault plane. Thus, 
Figure 3.4 is a schematic representation of the partitioning of energy in earthquakes.  
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This model, though simple at first glance, is general enough and includes all the 
essential features of partitioning of energy in earthquakes. 
 
3.3 Radiation Efficiency 
Since SDM µ=0 , we can write the energy-to-moment ratio of an earthquake as 
e
SD
E
M
E RR ~
0
== µ       (3.13) 
The efficiency of an earthquake is defined as ratio of the radiated seismic energy to the 
total potential energy released in the earthquake, i.e., )/( FGRR EEEE ++=η . From 
seismology alone, we cannot determine the absolute level of stress ( 10 or  σσ ) [Orowan, 
1960] on the fault because earthquakes are only related to the change in stress. Since 
frictional energy depends on the absolute level of frictional stress on the fault, we cannot 
determine frictional energy from seismic data alone.  Consequently, the efficiency of an 
earthquake cannot be determined from seismology. However, we can use seismic 
waves to estimate radiated seismic energy and use the radiated energy-to-moment ratio 
as shown below to determine the radiation efficiency, which is the ratio of radiated 
seismic energy to the sum of radiated energy and fracture energy. Here, we are only 
concerned with the triangle in Figure 3.4, and the frictional energy, which is the area of 
the rectangle, is not part of this discussion. From Figure (3.4), we can write radiation 
efficiency, Rη , as [Husseini, 1977] 
2)( 10 DS
E
EE
E R
GR
R
R σση −=+=      (3.14) 
From (3.2), and (3.3), we obtain 
s
R
e
σ
µη ∆=
~ 2 ,       (3.15) 
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where )( 10 σσσ −=∆ S  is the static stress drop and is the difference between the initial 
and final stresses on the fault. Hence, Rη , the radiation efficiency, gives the maximum 
efficiency of an earthquake. Husseini [1977] used this formulation to determine radiation 
efficiency, but due to the poor data quality available at the time, robust estimates of 
radiated energy were not possible and the study did not progress further. 
 
In the actual earthquake process, we cannot distinguish between fracture energy and 
frictional energy; they both contribute to the energy dissipated in the fault zone. A part of 
the fracture energy may eventually be dissipated as heat on the fault.  Also, the variation 
of stress during faulting can be quite complex; stress could increase after rupture or 
there could be overshoot where stress decreases to a level below the residual frictional 
level ( 01 fσσ < ). The effect of these models will be considered in Chapter 4. However, 
the simple model shown above captures the essence of the problem and can be used to 
obtain insights into the earthquake mechanism.  
 
3.4 Rupture Speed and Fracture Energy 
Fracture energy, , as described in the partitioning of energy in earthquakes is an 
integrated parameter that can be determined from the macroscopic seismic parameters, 
radiated energy, seismic moment and static stress drop (as shown above). Also,  can 
be determined from rupture speed, V , since the energy release rate, G , for a crack 
growing with a rupture speed, V , can be given as [Kostrov, 1966; Eshelby, 1969; 
Freund, 1972b]: 
GE
GE
)(VgGG ∗= ,       (3.16) 
where is the universal function of the rupture speed for a given mode of crack 
propagation. Thus, fracture energy can be written as 
)(Vg
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Here, RGf EESDW +=−=∆ 2/)( 00 σσ . Thus, we can write 
RG EVg
VgE
)(1
)(
−=        (3.17) 
For a Mode I (tensile) crack [Freund, 1972a] 
                 RcVVg /1)( −= ,     (3.18a) 
for a Mode II (longitudinal shear) crack [Fossum and Freund, 1975] 
SR cVcVVg /1/)/1()( −−= ,     (3.18b) 
and for Mode III (transverse shear) crack [Kostrov, 1966;  Eshelby, 1969],  
   
)/(1
)/(1
)(
S
S
cV
cV
Vg +
−=      (3.18c) 
Rc  is the Rayleigh wave speed and is the shear wave speed. Sc
   
The relationship between rupture speed and fracture energy can also be understood in 
terms of the energy budget. From the energy budget, the fracture energy is 
RG EWE −∆= 0       (3.19)  
The radiated energy scales as [Mott, 1948, Lawn, 1993]  
0
2
W
c
VkE
L
R ∆


= ,      (3.20) 
where  is the limiting rupture speed (Rayleigh wave or shear wave speed).   Lc
Combining (3.19) and (3.20), we obtain 



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Thus, 



Lc
V can be still used as a measure of 



∆− 0
1
W
EG .  Here,  is not necessarily the 
crack tip energy loss; it is just the energy that is not radiated and not dissipated in 
frictional heating on the fault.  Equation (3.21) is similar to the following equation for 
Mode III cracks, 
GE




∆−=− 0
1)(1
W
E
Vg G ,       (3.22)  
in which  is the energy needed to create new crack surfaces. Thus, even from simple 
energy considerations, we can see that fracture energy and rupture speed are related. 
GE
 
If we use equation (3.17) and equation (3.18), we can determine the radiation efficiency 
as a function of the ratio of rupture speed to the limiting rupture speed (V ). Thus,  Lc/
)(1 Vg
EE
E
GR
R
R −=+=η       (3.24) 
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Figure 3.5 A plot of radiation efficiency as a fu
rupture speed for Mode I, Mode II and Mode III 
 nction of the ratio of rupture speed to the limiting 
cracks.  
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Thus, both crack theory and simple energy considerations can be used to relate fracture 
energy to rupture speed. 
 
3.5 Conclusions 
The crack model as well as the frictional sliding model relate the fault slip to the frictional 
stress on the fault and are hence equivalent. They are different in the way in which they 
view the rupture process–in the crack model, a characteristic surface energy per unit 
area is required for crack extension, while in the frictional sliding model, the fault has to 
slip a critical slip, , before unstable sliding begins at a constant friction. Both models 
can be used to understand the earthquake process; the frictional sliding model probably 
gives us a greater intuition into the earthquake process, and hence it provides us with a 
useful framework to view earthquakes. 
cD
 
By using either of these stress relaxation models we can understand the partitioning of 
energy in earthquakes and hence relate the macroscopic parameters such as radiated 
energy, seismic moment, and static stress drop to radiation efficiency and fracture 
energy. Since fracture energy is directly related to the physical processes on the fault 
zone, this parameter can be used to understand the dynamics of faulting. Moreover, 
both crack theory and simple energy considerations can be used to relate fracture 
energy to rupture speed. As rupture speed is macroscopic parameter that can be 
determined independently from seismic data, this parameter can also be used to 
understand rupture dynamics. Additionally, the comparison between the estimates of 
radiation efficiency and rupture velocity determined from data and the theoretically 
expected values of these parameters for different modes of crack propagation would be 
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indicative of the overall validity of the proposed stress relaxation models. We will discuss 
this in greater detail in Chapter 4. 
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CHAPTER 4 
Macroscopic Seismological Parameters of Subduction 
Zone Earthquakes 
4.1 Introduction 
Subduction zones, regions on the earth where one plate slides beneath another, host a 
whole suite of earthquakes–interplate, tsunami, intraplate, and deep earthquakes. The 
different types of subduction zone earthquakes have differences in the frequency 
content of the seismic energy released. For example, tsunami earthquakes [Kanamori, 
1972; Polet and Kanamori, 2000] occur in the shallow portions of the subduction zone. 
They produce relatively minor shaking, but are followed by destructive tsunamis that are 
much larger than expected from the seismic moment magnitude of the earthquakes. 
Compared to ordinary subduction zone earthquakes, tsunami earthquakes are deficient 
in high-frequency energy; however, they have a significant amount of energy at long 
periods. Are these differences between tsunami earthquakes and regular plate-interface 
earthquakes due to differences in the rupture mechanisms of these earthquakes? To 
investigate this and to understand the rupture mechanics of the different types of 
subduction zone earthquakes, we use macroscopic source parameters–radiated seismic 
energy, seismic moment, rupture area and rupture velocity. The advantage of using such 
macroscopic parameters is that they reflect the overall frictional conditions on the fault 
[Kanamori and Heaton, 2000]; we do not have to determine the details of the rupture 
processes on the fault plane. 
 
In this chapter, we compute teleseismic estimates of radiated energy for 23 large 
subduction zone earthquakes; most of these earthquakes have 7.5, but we also >wM
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included some smaller well-studied subduction zone earthquakes. For comparison, we 
include 6 crustal earthquakes. We also compiled the static stress drop estimates for 
these 29 earthquakes from literature. From the seismic moment, radiated energy and 
static stress drop values, we calculate the radiation efficiency for these earthquakes and 
interpret our results in the light of differences in rupture mechanisms. 
 
4.2 Different Types of Subduction Zone Earthquakes 
Depending on the location of the earthquakes relative to the subducting slab, we 
classified subduction zone earthquakes as shown in Figure 4.1: 1) Plate interface 
(interplate) earthquakes, which occur at the interface between the overlying plate and 
the subducting plate (i.e., typical subduction zone earthquakes); 2) Tsunami 
earthquakes, which occur at shallow depths in the slab and produce tsunamis much 
larger than are expected from their seismic moment magnitude; 3) Crustal earthquakes 
(not shown in the figure), which occur in continental crust (included because many of 
them are well studied using regional arrays and hence serve as useful and important 
comparisons); 4) Downdip earthquakes–in this category we group earthquakes that 
rupture downwards along the dip of the subducting slab (such as the 1994 Sanriku 
earthquake) and also earthquakes that rupture the bottom portion of the known 
seismogenic zone (like the 1997 Kamchatka earthquake); 5) Intraplate earthquakes, 
which occur within the subducting slab at depths less than 250 km [Gutenberg and 
Richter, 1938, 1939]; 6) Deep earthquakes, which occur within the subducting slab at 
depths greater than 500 km [Gutenberg and Richter, 1938, 1939]. 
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Figure 4.1 Cartoon showing the location of the different types of subduction zone earthquakes 
relative to the subducting slab (Science and Technology Agency, Japan, written permission, 
2002).  
 
4.3 Radiated Energy of Subduction Zone Earthquakes 
To estimate the radiated seismic energy from 23 well-recorded subduction zone 
earthquakes that occurred between 1992 and 2001 (shown on the location map in 
Figure 4.2), we used P wave teleseismic data recorded at broadband stations around 
the world and archived at the IRIS Data Management Center. Only the vertical 
component data (BHZ channel) of stations at distances between 300 and 900 were used 
in this study. We applied corrections to the integrated velocity squared spectrum to 
determine the moment rate spectra [Boatwright and Choy, 1986]. The details of the 
corrections are described in section 2.1, but we briefly mention a few important points 
here. Since we are interested in understanding the differences between different types of 
subduction zone earthquakes, we included shallow as well as deep events in our study. 
For shallow events, the depth phases cannot be separated from the direct phase, so the 
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P wave group as a whole is used to compute radiated energy; for deeper events, only 
the direct P wave is used. 
 
Figure 4.2 Map showing the location and focal mechanism of 23 large (mostly ) 
subduction zone earthquakes studied here. Plate interface earthquakes, i.e., interplate 
earthquakes are shown in red; tsunami earthquakes are shown in green; downdip earthquakes 
are shown in blue; in yellow are shown intraplate earthquakes and deep earthquakes are in black. 
5.7>wM
 
The effect of directivity on radiated energy estimates depends on the slip model and 
station distribution (see Chapter 2). Given a slip model of an earthquake, we can 
calculate the actual total radiated energy and the average single-station energy 
estimates for a particular station distribution; the ratio of these two estimates would be 
representative of the directivity effect of the earthquake for the given slip model and 
station distribution. Thus, we can use this ratio to correct the average of the single-
station energy estimates determined from data for directivity. By using this method, the 
actual radiated energy would still be determined from the data and the correction is only 
a factor that is applied to this observed estimate; thus, the actual details of the slip model 
will not significantly affect the estimate of radiated energy. Using the above method and 
slip models from literature, we calculated the directivity corrections for a few large 
earthquakes (Table 2.1). For example, for the January 15, 1993, Kushiro-oki earthquake, 
 78
the actual total energy from the slip model is 4.47 x 1016 J and the average of the single-
station estimates for this slip model and for a particular station distribution (similar to the 
one used to compute single-station energy estimates from data) is 6.55 x 1016 J, hence, 
the directivity correction is only 0.68. From our computations, we observe that the 
directivity corrections for dip-slip earthquakes with rupture along strike, alter the 
teleseismic energy estimates by less than a factor of two, hence, we do not include 
these corrections in our final estimates of teleseismic energy from subduction zone 
earthquakes. For comparison, we also include some well-studied crustal earthquakes in 
our study. As directivity could have a significant effect on the teleseismic radiated energy 
estimates of crustal strike-slip earthquakes, for these earthquakes we include 
corrections for directivity obtained using slip models when such models are available.  
 
Figure 4.3 shows the single-station teleseismic estimates of radiated energy for 23 
subduction zone earthquakes and 4 crustal earthquakes. The radiated energy for the 
January 17, 1994, Northridge earthquake is the regional estimate obtained from Hiroo 
Kanamori [written communication, 2002], and the radiated energy for the October 16, 
1999, Hector Mine earthquake was determined as shown in the Chapter 2. The first plot 
for each earthquake shows the single-station energy estimates at the individual stations 
where the stations are arranged in order of increasing radiation pattern. For each 
earthquake, we used only those stations that had good data quality (high signal-to-noise 
ratio); some subjective judgement was used to evaluate data quality. We also eliminated 
stations where the radiation pattern coefficient is less than 0.2 as the small amplitude of 
the P wave at these nodal stations results in low signal-to-noise ratios; moreover, the 
arrival of scattered energy at these stations could potentially bias the energy estimates. 
The second plot for each earthquake shows the azimuthal distribution of the selected 
stations. Below each plot, we include a brief description of the earthquake highlighting 
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the important characteristics. From Figure 4.3 we observe that several earthquakes in 
the Southern hemisphere and a few earthquakes in other regions of the world have poor 
azimuthal station distribution; however, since most the earthquakes have a dip-slip 
mechanism with rupture propagating along strike, the directivity effects are small and 
hence the poor station distribution should not significantly affect the average of the 
single-station energy estimates.  
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AzimuthStations
920628, Landers (Type 3):  depth=7 km, mean = 0.86 x 10RE
16 J, directivity corrected = 0.26 x 10RE
17 J, = 2.9 kmV /s
(0.8 β ) [Dreger, 1994]. The Landers, California earthquake, =1.1 x 100M 20 Nm, was vertical strike-slip earthquake with a
unilateral rupture propagating mostly from south to north along strike. Since this is among the oldest strike-slip events we
studied, the station coverage is poor. Thus, we have a limited number of non-nodal stations with good signal-to-noise ratio;
we could use only these stations to estimate the energy from teleseismic data. However, slip models for the earthquake
determined by inversion of regional data result in energy estimates that are less than a factor of two smaller than the
estimates from teleseismic data. Since the slip models do not account for high-frequency energy beyond 0.5 Hz, this
difference between the model and data estimates is expected and also indicates that the estimates from the data are
reasonable. 
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Azimuth Stations
 
920902, Nicaragua (Type 2):  depth=20 km, mean = 0.43 x 10RE V
15 J, = 1.0-1.5 km/s (0.34 β -0.5 β ) [K
Kanamori, 1995b]. The Nicaragua earthquake, =3.1 x 100M
20 Nm, was the first tsunami earthquake to be re
modern broadband instruments. The observed variation in energy with station location could be due to directi
consistent with the observations of Kikuchi and Kanamori, [1995b], who suggest that the earthquake ruptured b
the NW and SE; moreover the rupture was faster to the NW, thus stations at azimuths close to receive a larg0300
of radiated energy. However, since the rupture velocity is small, directivity is not significant. The earthquake 
shallow-dipping fault plane and the slip propagated to the ocean floor. 
 
 
 
 
 
 
 
 ikuchi and
corded by
vity and is
ilaterally to
er amount
ruptured a
 82
AzimuthStations
930115, Kushiro-oki (Type 5):  depth=107 km, mean = 0.43 x 10RE V
17 J, = 3.3 km/s (0.7 β ) [Kikuchi and Kanamori,
1995b; Takeo et al., 1993]. The Kushiro-oki earthquake, =3.1 x 100M
20 Nm, was an intraplate earthquake that occurred off
the east coast of Hokkaido, Japan (along the Kuril trench). The mechanism of the earthquake is consistent with downdip
extension in the subducting slab. The earthquake ruptured a shallow-dipping plane and the rupture propagated westward
[Takeo et al., 1993]. The larger estimates of energy at stations located at azimuths close to is an effect of this
directivity. Of the subduction zone earthquakes studied in this thesis, this earthquake has the largest energy-to-moment ratio.
0270
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AzimuthStations
930608, Kamchatka_1 (Type 4):  depth=46 km, mean = 0.11 x 10RE V
16 J, = 3.0 km/s–assumed not estimat
[Johnson et al., 1995]. The Kamchatka earthquake, =2.2 x 100M
20 Nm, occurred at the downdip edge of the 
zone off the east coast of southern Kamchatka (Kuril trench). The rupture propagated updip  [Johnson et al., 
authors further suggest that the earthquake ruptured a part of the subduction zone has few moderate size earthqu
also that the earthquake generated a moderate tsunami despite a rupture depth of 40km. It is not clear if the even
ocean floor. ed (0.7 β )
subduction
1995]. The
akes, and
t broke the
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 AzimuthStations
 
 
930712, Hokkaido (Type 1):  depth=15 km, mean = 0.18 x 10RE V
17 J E17 J, = 3.0 km/s – assumed (0.8 β ) [Mendoza and
Fukuyama, 1996]. The Hokkaido earthquake, =5.5 x 100M
20 Nm, was an interplate earthquake that occurred off the
southwest coast of Hokkaido, Japan (in the sea of Japan). The rupture was complex and the focal mechanism varied over
the length of the fault. The variation between the single-station estimates at the different stations could be due to directivity;
however, since the rupture is complicated, a rupture direction cannot be inferred. 
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AzimuthStations
940309, Fiji-Tonga (Type 6):  depth=569 km, mean = 0.20 x 10RE
17 J, = 4.0-5 km/s (0.74V β -0.93 β ) [Goes and Ritsema,
1995]. The Fiji-Tonga earthquake, =2.8 x 100M
20 Nm, was a deep earthquake that occurred in the Fiji-Tonga subduction
zone. In teleseismic recordings of deep earthquakes, the earthquake is almost like a point source; thus, the directivity is
difficult to determine at teleseismic distances and the effect of directivity on energy estimates is small. 
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Stations Azimuth
 
 
 940602, Java (Type 2):  depth=15 km, mean = 0.51 x 10RE V
15 J, < 2.0 km/s (0.6 β ) [Abercrombie et al., 2001]. The Java
earthquake, =6.2 x 100M
20 Nm, was a tsunami earthquake, but the details of the source process are not clear. While some
studies suggest that the earthquake ruptured downdip [Abercrombie et al., 2001], because of the poor station coverage to
the south and shallow slip, the rupture direction and rupture area are not well resolved. As can be observed from the above
plots, we do not observe any significant directivity. 
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AzimuthStations
940609, Bolivia (Type 6):  depth=647 km, mean = 0.13 x 10RE
18 J, = 1-2 km/s (0.18V β -0.36 β ) [Kikuchi and Kanamori,
1994; Goes and Ritsema, 1995]. The Bolivia earthquake, =2.9 x 100M
21 Nm, was the largest deep earthquake to be
recorded by modern broadband seismometers. There are few stations to the south of the earthquake and hence the
azimuthal distribution of stations is poor, however, as mentioned earlier, in teleseismic recordings of deep earthquakes, the
earthquake is almost like a point source and hence the effect of directivity on energy estimates is negligible. All the stations
at azimuth of ~ are stations in California, and the variation in the single-station energy estimates for these stations is
due to site effects; however, this will not affect the average single-station estimate by more than a factor of two. 
0320
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 AzimuthStations
 
 
941004, Shikotan (Type 5):  depth=56 km, mean = 0.15 x 10RE V
18 J, = 2.5 km/s (0.67 β ) [Kikuchi and Kanamori, 1995a].
The Shikotan earthquake, =2.6 x 100M
21 Nm, was an intraplate earthquake that occurred off the coast of Shikotan Island,
one of the Kurile Islands. The mechanism of the earthquake is consistent with downdip extension in the subducting Kurile
slab. No significant directivity was observed. 
  
 
 
 
 
 
 
 
 89
 
 
 
AzimuthStations
941228, Sanriku (Type 4):  depth=27 km, mean = 0.51 x 10RE
16 J, = 1.8-3 km/s (0.45V β -0.75 β ) [Nakayama and Takeo,
1997]. The Sanriku earthquake, =4.4 x 100M
20 Nm, occurred off Sanriku, Honshu, along the Japan trench. The earthquake
was a thrust that ruptured the subduction interface. An unusual feature of this earthquake is that the rupture initiated at
shallow depths of relatively weaker coupling and propagated downdip (to the west-northwest) [Hartog and Schwartz, 1996]
and was followed by a year of after-slip [Heki et al., 1997]. Usually, large plate interface thrust earthquakes initiate at the
downdip edge of the fault zone and rupture updip [Scholz, 1990]. 
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AzimuthStations
950730, Chile (Type 1):  depth=32 km, mean = 0.26 x 10RE V
17 J, = 3.3 km/s (0.85 β ) [Ruegg et al., 1996]. The Chile
earthquake, =1.8 x 100M
21 Nm, was an interplate event that occurred along the Peru-Chile trench close to Antofagasta in
Chile. The station coverage to the south of the earthquake is poor; thus, although the rupture propagated to the south, the
single-station estimates of energy do not show significant directivity. 
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AzimuthStations
951009, Jalisco (Type 1):  depth=15 km, mean = 0.82 x 10RE V
16 J, = 2.2-2.8 km/s (0.63 β -0.8 β ) [Courboulex et al.,
1997; Mendoza and Hartzell, 1999]. The Jalisco earthquake, =1.2 x 100M
21 Nm, occurred off the coast of Jalisco, Mexico.
The rupture propagated to the NW [Courboulex et al., 1997; Pacheco et al., 1997] and thus the stations at azimuths of
~  have larger energy estimates due to directivity. From the figure on the left, it appears that the effect of the radiation
pattern factor has not been removed. However, the strong directivity effect at these azimuths causes the energy estimates a
0300
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these stations to be large. Also, the rupture is more complicated with shallow slip at depths of 8-15 km [Melbourne et al.,
1997; Mendoza and Hartzell, 1999] and thus the directivity is probably more complicated. GPS studies observed post-
seismic slow slip that migrated downdip to about 16 to 35 km [Hutton et al., 2001]. 
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AzimuthStations
951203, Kurile (Type 1):  depth=26 km, mean = 0.49 x 10RE V
16 J, ~ 2.5 km/s (0.7 β )[Masayuki Kikuchi, written
communication, 2002]. The Kurile earthquake, =8.8 x 100M
20 Nm, occurred off Etorofu island in the western Kurile Islands.
The earthquake ruptured northeast, but due to poor station coverage, we do not observe the directivity effects on the single-
station energy estimates. However, since the earthquake is a thrust and the directivity is along strike, the effect of directivity
would not affect the average of the single-station energy estimates by more than a factor of two (see section 2.1.1). 
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AzimuthStations
960221, Peru_1 (Type 2):  depth=15 km, mean = 0.55 x 10RE V
15 J, =1.5-2 km/s (0.38 β -0.52 β )[Ihmle et al., 1998]. The
Peru earthquake, =2.2 x 100M
20 Nm, occurred at a shallow depth at the interface between the Nazca and South American
plates. The rupture was bilateral (along strike), hence the directivity is not significant. 
 94
AzimuthStations
960610, Aleutian (Type 1):  depth=29 km, mean = 0.11 x 10RE V
17 J, >2.2 km/s (0.5 β )[Kikuchi, written comm
2002]. The Aleutian earthquake, =8.8 x 100M
20 Nm, was an interplate earthquake that ruptured the western 
Aleutian subduction zone. Some studies suggest that the rupture is bilateral [Schwartz, 1999], while others sugg
amount of slip in the western segment of the fault [Kisslinger and Kikuchi, 1997]. The single-station estimates
shown in the figures above suggest some directivity at azimuths of ~ , but there is no clear evidence for 
inversion results. Excluding the three stations (LSA, BJT and KMI), however, changes the average single-stat
0280
estimates by less than a factor of two. unication,
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AzimuthStations
960617, Flores (Type 6):  depth=588 km, mean = 0.62 x 10RE V
17 J, =2-4 km/s (0.37 β -0.74 β ) [Goes et al., 1997]. The
Flores earthquake, =7.3 x 100M
20 Nm, was a deep earthquake that occurred in the Flores Sea, located between the islands
of Sulawesi and Flores; the earthquake occurred within the Indo-Australian plate that is subducting beneath the Eurasian
plate.  No significant directivity is observed. 
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AzimuthStations
961112, Peru_2 (Type 1):  depth=25 km, mean = 0.10 x 10RE V
17 J, =2.25 km/s (0.63 β ) [Swenson and Bilek, 1999]. The
Peru earthquake, =3.5 x 100M
20 Nm, is an interplate thrust that occurred in the Peru subduction zone, where the Nazca
plate subducts beneath the North American plate. The rupture propagated to the southeast along strike, but it is not well
observed in the single-station energy estimates plotted above. 
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AzimuthStations
970421, Santa Cruz (Type 1):  depth=30 km, mean = 0.19 x 10RE V
17 J, =1.9 km/s (0.48 β ) [Kaverina et al., 1998]. The
Santa Cruz Island earthquake, =5.7 x 100M
20 Nm, was an interplate thrust in the shallow part of the New Hebrides
subduction zone. The single-station energy estimates do not show strong directivity, but Kaverina et al. [1998] suggest that
the rupture propagated southwest (updip). Station BILL has a large single-station energy estimate, but that is probably
because the station is close to the S node and includes some scattered energy; removing this station alters the average of
the single-station estimates by a very small amount (~11%). 
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AzimuthStations
971205, Kamchatka_2 (Type 4):  depth=34 km, mean = 0.33 x 10RE V
16 J, =2 km/s (0.45 β ) [Wha, 1998]. The
Kamchatka_2 earthquake, =6.2 x 100M
0200
20 Nm, ruptured further north and at a shallower depth as compared to the 930608
Kamchakta_1 earthquake off the east coast of Kamchatka; this earthquake too ruptured the deeper portion of the
seismogenic zone. The rupture propagated southwest [Wha, 1998], and hence the stations at azimuths close to have
higher single-station energy estimates. 
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AzimuthStations
990408, Russia-China (Type 6):  depth=564 km, mean = 0.21 x 10RE V
16 J, =2 km/s (0.37 β ) [Martin Griffiths, written
communication, 2002]. The =5.5 x 100M
19 Nm earthquake was a deep earthquake that occurred at the Russia-China
border. The earthquake is like a point source and the directivity is difficult to resolve from teleseismic data [Martin Griffiths,
written communication]. 
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AzimuthStations
990817, Izmit (Type 3):  depth=15 km, mean = 0.14 x 10RE V
17 J, =3 km/s (0.78 β ) [Yagi and Kikuchi, 2000]. The Izmit
earthquake, =3.1 x 100M
20 Nm, was a strike-slip earthquake that ruptured a segment of the North Anatolian fault in
northwestern Turkey. The rupture process is characterized by asymmetric bilateral rupture [Yagi and Kikuchi, 2000] and thus
the effect of directivity at teleseismic stations would not significantly affect the energy estimates. Some studies suggest that
the rupture propagated at super-shear velocities [Tibi et al., 2001], but this cannot be currently resolved. 
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AzimuthStations
990920, Chi-Chi (Type 3):  depth=7 km, mean = 0.88 x 10RE RE V
16 J, directivity corrected =0.66 x 1015 J, =2 km/s
(0.55 β ) [Ji et al., 2002]. The Chi-Chi earthquake, =3.1 x 100M 20 Nm, was a thrust earthquake that ruptured the Chelungpu
fault in western Taiwan [Ma et al., 2000]. The earthquake ruptured from south to north along strike and also downdip. A
correction for directivity based on the slip model of Ji et al. [2002] changes the average single-station estimate by about 25%
(discussed in Chapter 2). 
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010113, El Salvador (Type 5): depth=51 km, mean = 0.13 x 1017 J, =3.5 km/s (0.78 ) [Masayuki Kikuchi, written
communication, 2002]. The El Salvador earthquake, =4.4 x 1020 Nm, was an intraplate earthquake that ruptured the
Cocos slab off the coast of El Salvador. The source is quite compact and shows no significant directivity. 
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Stations Azimuth
010126, India (Type 3): depth=24 km, mean = 0.20 x 1017 J, =2.5 km/s (0.64 ) [Masayuki Kikuchi, written
communication, 2002]. The India earthquake, =3.1 x 1020 Nm, occurred in Bhuj in northwestern India. The earthquake
occurred on a thrust fault with the rupture propagating along strike to the west [Masayuki Kikuchi, written communication,
2002], and thus the directivity effect on teleseismic estimates of energy is not significant (refer to section 2.1.1 in Chapter 2).
Moreover, the source dimensions are small (40 x 40 km2) indicating a compact source with little directivity. 
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AzimuthStations
 
 
 010228, Nisqually (Type 5): depth=52 km, mean = 0.96 x 10RE
15 J, =2.5 km/s (0.64V β ) [Masayuki Kikuchi, written
communication, 2002]. The Nisqually earthquake, =1.9 x 100M
19 Nm, was an intraplate earthquake that occurred within the
subducting Juan de Fuca slab beneath Seattle, Washington. The earthquake rupture is quite compact [Masayuki Kikuchi,
written communication, 2002], and hence we do not see any significant directivity effects in the single-station energy
estimates. 
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Stations Azimuth
010324, Geiyo (Type 5): depth=50 km, mean = 0.12 x 1016 J, =2.9 km/s (0.65 ) [Masayuki Kikuchi, written
communication, 2002]. The Geiyo earthquake, =1.9 x 1019 Nm, was an intraplate earthquake that occurred close to
Hiroshima in southwestern Honshu, Japan. Masayuki Kikuchi [written communication, 2002] suggests that the earthquake
propagated mostly to the south, but the directivity effects cannot be seen in the teleseismic single-station energy estimates
shown above. Since the earthquake is small, the signal-to-noise ratio is poor at teleseismic stations causing a scatter of a
factor of 100 in the single-station estimates. However, if we remove station KIV, the scatter is reduced, but the average of the
single-station energy estimates changes by less than 5%. Thus, the average radiated energy estimate is quite robust. 
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 Stations Azimuth
 010623, Peru_3 (Type 1): depth=17 km, mean = 0.29 x 1017 J, ~ 2.2 km/s (0.5 ) [Masayuki Kikuchi, written
communication, 2002]. The Peru earthquake, =3.5 x 1021 Nm, was an interplate earthquake that occurred close to the
Peru_2 earthquake mentioned earlier. A large asperity is located to the southeast of the hypocenter [Masayuki Kikuchi,
written communication, 2002], however, we do not see any significant directivity in the single-station energy estimates. 
 
 
 
 
 
Figure 4.3 Teleseismic energy estimates for 27 events obtained using the single-station method. The event origin time is given above each 
subplot in yy-mm-dd format. The first subplot for each earthquake shows the energy estimates at each of the teleseismic where the stations are 
plotted in order of increasing rms radiation pattern factor; the second subplot for each earthquake is a plot of the energy estimates as function of 
station azimuth to show the azimuthal distribution of stations used to calculate energy. The open diamonds are the energy estimates obtained by 
integration of the squared velocity records in the time domain (no attenuation correction), while the closed circles are the energy estimates 
obtained by integration in the frequency domain with an attenuation correction that is modified from Der, [1998] (details in Appendix).  
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The open diamonds in Figure 4.3 represent the radiated energy estimates obtained by 
time domain integration of the squared velocity records. The time domain estimates 
include corrections for radiation pattern and geometric spreading effects, but do not 
include the attenuation correction, while the estimates of energy in the frequency domain 
(closed circle) include corrections for attenuation. The time domain estimates are useful 
to determine the appropriate time window of the record to be used such that most of the 
P wave group energy arrives within this window, and the effect of scattered energy on 
the energy estimates is minimized. Thus, the time domain estimates represent the lower 
limit of the radiated energy for each earthquake and the difference between the time 
domain and frequency domain estimates reflects the effect of the attenuation correction 
on the radiated energy estimates. The frequency domain estimates include all the 
energy in frequencies up to 1Hz; in most of the earthquakes studied here, there is less 
than 25% energy at frequencies beyond 1Hz and hence this was not included in the final 
energy estimates.  
 
The average (mean) of the single-station energy estimates of energy in the frequency 
domain is shown in Figure 4.4. In Table 4.1, the mean and median of the single-station 
estimates of energy in the frequency domain are listed. The mean estimate is probably 
closer to the actual total energy because if there are several stations at azimuths close 
to the direction of rupture and very few stations at other azimuths, the median will be 
much larger that the actual total energy, whereas the mean would be closer to the actual 
total energy. Similarly, when the station distribution is such that there are a large number 
of stations away from the rupture direction, the median will be much smaller that the 
actual total energy whereas the mean would be closer to the actual total energy. In most 
of the earthquakes listed in Table 4.1, the mean is within a factor of two of the median. 
 108
 
Figure 4.4 The computed energy-to-moment ratios plotted as a function of moment magnitude. 
The different symbols show different types of earthquakes as described in the legend. It is 
observed that tsunami earthquakes have the smallest energy-to-moment ratios, and crustal and 
deep earthquakes have the largest energy-to-moment ratios. 
 
From Figure 4.4 we observe that the radiated energy-to-moment ratio is different for 
different types of earthquakes; tsunami earthquakes have the smallest radiated energy-
to-moment ratio ( 7 ), interplate and downdip earthquakes have a slightly 
larger ratio ( ) and intraplate and deep earthquakes have ratios similar to 
crustal earthquakes ( ).  
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Table 4.1 Radiated energy estimates of the earthquakes studied here 
Radiated Energy 
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920628115734 Landers* 34.2N 116.4W 7 74 -176 340 0.26 x 1017 0.15 x 1017 1.1 x 1020 3
920902001557 Nicaragua 11.2N 87.8W 20 15 91 303 0.43 x 1015 0.47 x 1015 3.1 x 1020 2
930115110605 Kushiro-oki 43.1N 144.3E 107 11 -30 136 0.43 x 1017 0.26 x 1017 3.1 x 1020 5
930608130338 Kamchatka_1 51.4N 158.8E 46 29 79 207 0.11 x 1016 0.74 x 1015 2.2 x 1020 4
930712131736 Hokkaido 42.8N 139.2E 15 25 104 208 0.18 x 1017 0.16 x 1017 5.5 x 1020 1
940117123055 Northridge+ 34.4N 118.6W 19 42 116 130 0.13 x 1016 NA 1.0 x 1019 3
940309232807 Fiji-Tonga 17.7S 178.1W 569 27 -30 250 0.20 x 1017 0.17 x 1017 2.8 x 1020 6
940602181737 Java 11.0S 113.0E 15 83 90 99 0.51 x 1015 0.39 x 1015 6.2 x 1020 2
940609003345 Bolivia 13.8S 67.5W 647 89 -103 95 0.13 x 1018 0.88 x 1017 2.9 x 1021 6
941004132328 Shikotan 43.5N 147.4E 56 75 125 49 0.15 x 1018 0.95 x 1017 2.6 x 1021 5
941228121924 Sanriku 40.5N 143.0E 27 12 67 179 0.51 x 1016 0.44 x 1016 4.4 x 1020 4
950730051123 Chile 24.2S 70.7W 32 19 110 8 0.26 x 1017 0.22 x 1017 1.8 x 1021 1
951009153556 Jalisco 19.3N 104.8W 15 9 92 302 0.82 x 1016 0.41 x 1016 1.2 x 1021 1
951203180108 Kurile 44.8N 150.2E 26 12 95 225 0.49 x 1016 0.45 x 1016 8.8 x 1020 1
960221125104 Peru_1 9.9S 80.2W 15 21 66 330 0.55 x 1015 0.57 x 1015 2.2 x 1020 2
960610040335 Aleutian 51.1N 177.4W 29 17 84 248 0.11 x 1017 0.60 x 1016 8.8 x 1020 1
960617112216 Flores 7.4S 123.0E 588 55 -51 100 0.62 x 1017 0.33 x 1017 7.3 x 1020 6
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961112165944 Peru_2 15.0S 75.4W 25 64 110 172 0.10 x 1017 0.90 x 1016 3.5 x 1020 1
970421120225  Santa-Cruz-Is 13.2S 166.2E 30 27 35 302 0.19 x 1017 0.16 x 1017 5.7 x 1020 1
971205112704 Kamchatka_2 54.3N 161.9E 34 23 74 202 0.33 x 1016 0.24 x 1016 6.2 x 1020 4
990408131034 Russia-China 43.6N 130.3E 564 28 160 81 0.21 x 1016 0.14 x 1016 5.5 x 1019 6
990817000139 Izmit 41.0N 29.9E 15 83 181 270 0.14 x 1017 0.11 x 1017 3.1 x 1020 3
990920174735 Chi-Chi 23.8N 120.8E 7 30 85 20 0.88 x 1016 0.64 x 1016 3.1 x 1020 3
991016094645 Hector* 34.5N 116.3W 7 78 165 330 0.10 x 1016 0.78 x 1015 6.0 x 1019 3
010113173331 El-Salvador 12.9N 89.1W 51 34 -98 119 0.13 x 1017 0.10 x 1017 4.4 x 1020 5
010126031641 India 23.5N 70.3E 24 50 50 65 0.20 x 1017 0.17 x 1017 3.1 x 1020 3
010228185436 Nisqually 47.0N 122.5W 52 71 -99 346 0.96 x 1015 0.78 x 1015 1.9 x 1019 5
010324062752 Geiyo 34.1N 132.6E 50 38 -121 323 0.12 x 1016 0.36 x 1015 1.9 x 1019 5
010623203313 Peru_3 16.1S 73.3W 17 16 40 301 0.29 x 1017 0.29 x 1017 3.5 x 1021 1
     +The estimates for these earthquakes are regional estimates from Hiroo Kanamori [written communication, 2002]. 
     *These estimates have been corrected for directivity. 
 Latitude, longitude, dip, rake and strike are in degrees. Type 1: Interplate earthquakes; Type 2: Tsunami earthquakes;  
      Type 3: Crustal earthquakes; Type 4: Downdip earthquakes; Type 5: Intraplate earthquakes; Type 6: Deep earthquakes. 
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4.4 Partitioning of Energy in Earthquakes 
4.4.1 Radiation Efficiency 
From Figure 4.4 we observe that the ratio of radiated energy-to-moment is different for 
different types of earthquakes. However, to relate these ratios to the physical processes 
in the fault zone, we have to use a model and understand the partitioning of energy in 
earthquakes. As discussed in the last chapter, and briefly summarized below, we can 
use a stress relaxation model to determine the radiation efficiency, where radiation 
efficiency is defined as the ratio of radiated energy to the sum of the radiated and 
fracture energy. Using our estimates of radiated energy, estimates of static stress drop 
(to be discussed) and the stress relaxation model, we can determine the amount of 
fracture energy expended in the rupture process. Fracture energy can then be related to 
the physical processes on the fault zone. 
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Figure 4.5 (same as Figure 3.4) Schematic
representation of the partitioning of energy in
earthquakes. The dark line shows the variation of
frictional stress on the fault as a function of slip.
The striped region represents the fracture
energy, while the stippled region represents the
frictional energy for the model.  
Thus, from figure 4.5, we can write 
2)( 10 SD
E
EE
E R
GR
R
R σση −=+= ,  
where  is the radiated energy, and  is the fracture energy. Thus from the static 
stress drop, 
RE GE
10 σσσ −=s∆ , the radiated energy, , and seismic moment,  we can RE ,0M
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determine radiation efficiency 
sGR
R
R
e
EE
E
σ
µη ∆=+=
~ 2 , where 
0
~
M
Ee R= .  This fracture energy 
is the minimum energy that is dissipated on the fault zone and can hence be directly 
related to physical processes on the fault zone. However, to determine radiation 
efficiency we require estimates of static stress drop.  In the following section, we discuss 
the difficulties in the estimation of static stress drops and list the best estimates of static 
stress drops that we compiled from literature. 
 
4.4.2 Static Stress Drop 
Static stress drop is defined as the change in the average state of stress on a fault 
before and after rupture. As stress is proportional to strain, in simple terms, static stress 
drop can be written as [Kanamori and Anderson, 1975]: 
L
DCS ~µσ =∆         
where D  is the average slip on the fault, L~  is a characteristic rupture dimension, C is a 
non-dimensional constant that depends on the shape of the rupture surface and on the 
type of faulting (orientation of the shear stress) and µ is the shear modulus. The strain is 
LD ~/ .  
 
Table 4.2 gives the theoretical static stress drops for different fault geometries;λ  is 
Lame’s constant, and usually µλ ~ . For a circular rupture, , the radius of rupture; 
for rupture propagating on a rectangular fault,  is the length of the rupture and  is the 
width of the rupture.  
aL ~~
L w
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Table 4.2: Static stress drop for different fault geometries 
Type of Faulting 
Stress Drop 
sσ∆  Reference 
Circular fault 
a
Dµπ
16
7  
Eshelby, 1957, 
Keilis-Borok, 1959 
Strike-slip fault with surface break, half-
space,  wL >> w
Dµπ
2  Knopoff, 1958 
Strike-slip fault, whole space,  wL >>
w
Dµπ
4  Knopoff, 1958 
Dip-slip fault with surface break, half-
space,  wL >> w
Dµµλ
µλ
π )2(
)(4
+
+  Starr, 1928, 
Aki, 1966 
Dip-slip fault, whole space ( µλ ~ ), 
 wL >>  3
16
w
Dµπ  Starr, 1928 
 
In the above cases, the non-dimensional constant, , is determined for faults 
embedded in a whole-space or half-space with . Boore and Dunbar [1977] 
computed the constant C  for different depths of burial and for a range of aspect ratios, 
. Subsequently, Parsons et al. [1988] found some inconsistencies in the published 
results and their revised results are given in the Table below: 
C
wL >>
wL /
 
         Table showing values of from Parsons et al., 1988 C
wL /  Fault Type 0=
w
d 02.0=
w
d 165.0=
w
d ∞→
w
d  
1 Strike-slip 2.04 2.35 2.48 2.55 
2 Strike-slip 1.26 1.60 1.75 1.83 
∞  Strike-slip 0.65 0.99 1.16 1.28 
∞  Dip-slip 0.67 1.10 1.41 1.70 
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In the above Table, the depth of burial of the fault is given as . Thus, the limits d 0=wd  
and ∞→wd  correspond to surface breaking and infinitely buried faults.  From the 
above results and from Table 4.1, we observe that for most practical cases, C  varies 
between 1.0 and 2.5, thus, if we know the slip and characteristic rupture length, we can 
estimate the static stress drop to within a factor of 3.  
 
The actual stress drop on a fault can be very heterogeneous because of variations in 
stress and strength distribution on the fault plane. Thus, the actual slip distribution on the 
fault plane could vary spatially resulting in very high stress drops locally, as compared to 
the average value over the fault [Madariaga, 1979]. However, we are interested in the 
average stress drop on the fault, a macroscopic parameter, and studies suggest that 
estimates of average stress drops will not be significantly affected by heterogeneous slip 
distribution except when slip is concentrated at the edges of the fault [Madariaga, 1977; 
Madariaga, 1979]. Rudnicki and Kanamori [1981] show that even in the case of 
heterogeneous slip distribution on the fault plane, unless the ratio of asperity length to 
fault size is very small (i.e., too many small patches of slip on a large fault), the 
estimates of stress drop are good to within a factor of 2. More recent numerical 
experiments also suggest that for rectangular faults if we know the average slip and 
approximate fault geometry with some large asperities, we can estimate the average 
stress drop to within 20% even if the actual distribution of asperities is not well 
determined [Das, 1988]. 
 
Several methods are used to estimate stress drop (a discussion of the different methods 
can be found in Kanamori, [1994]). In this study, we used estimates of stress drop that 
were mostly determined from seismic moment and rupture area. Although moment can 
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be accurately determined, the rupture area which is usually determined from the 
aftershock area or from inversion of seismic, GPS or tsunami data is in most cases a 
poorly resolved quantity. The aftershock area is not always representative of the co-
seismic rupture area, but in cases where there is no other data, this method is often 
used to determine rupture area. Seismic, GPS and tsunami data are usually inverted 
separately or together when more than one dataset is available to determine the slip 
distribution on the fault plane; however the slip distributions currently obtained from 
inversion of GPS data alone or tsunami data alone are usually not well constrained.  
 
Inversions of slip models generally use rectangular fault planes with dimensions 
exceeding the actual dimensions of the rupture area. In most slip models, 
heterogeneous slip distribution on the fault can result in regions on the fault that have 
almost zero slip and also the slip falls off towards the edges of the fault plane. 
Accordingly, these areas of low or zero slip have to be accounted for in determining an 
“effective” rupture area, i.e., the area where most of the slip is concentrated. Different 
investigators use different methods to tackle this issue, for example, Somerville et al. 
[1999], use a “trimming criteria”. For using this criteria, the fault plane is considered to be 
a gridded rectangle with rows and columns with the slip is distributed on this grid; they 
remove successive rows (or columns) at the fault edge if the average slip per fault 
element in the entire row or column is less than 3% of the average slip on the whole 
fault; the seismic moment of the earthquake is slightly smaller after this trimming. Mai 
and Beroza [2000], on the other hand, use an autocorrelation width to determine the 
effective fault dimensions and also normalize the effective mean slip so that the seismic 
moment of the fault remains unchanged.   
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For crustal earthquakes in California (Landers, Northridge, and Hector Mine), we use the 
rupture dimensions determined by Nazareth [2002], where they use the trimming criteria 
of Somerville et al. [1999]. For example, to compute the static stress drop for the Hector 
Mine earthquake, if we use the formula for static stress drop, ∑=∆
N
S LW
M
2
02
πσ , where 
 is the total seismic moment and the summation is over  fault segments, we obtain 
a static stress drop of 1.8 MPa for the rupture dimensions of the model of Ji et al. 
[2002b], but if we use the trimmed rupture dimensions from Nazareth [2002], we obtain a 
static stress drop of 3.2 MPa. For the trimmed model, if we calculate the static stress 
drops of the individual segments and then calculate the average stress drop, i.e., if we 
calculate the static stress drop using, 
0M N
)2(1 2
0∑=∆
N
S LW
M
N πσ , where  is the moment of 
each subfault, we still obtain a mean static stress drop of 3.3 MPa.  Thus, in this case, 
the average stress drop on the fault increases by less than 4% when we sum the stress 
drops of individual fault segments to determine the average stress drop. However, 
locally, the stress drop on the fault could be very high. 
0M
 
A large number of static stress drop estimates listed in Table 4.3 were obtained from 
Masayuki Kikuchi, [written communication, 2002], in which the effective fault area is 
determined from slip models obtained by inversion of teleseismic data. The length over 
which most of the moment is concentrated is assumed to be the rupture length and the 
rupture width is assumed to be equal to half the rupture length. If is the seismic 
moment, and is the rupture area, the stress, 
0M
S Sσ∆ , can also be written as 
2/3
0~ S
M
C
L
DCS ==∆ µσ  
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In most of these estimates listed in Table 4.3, a circular fault was assumed and in cases 
where the rupture broke the surface, a correction for the free-surface effect was 
included. As mentioned earlier, the stress drop estimates determined by different 
investigators could be different by a factor of two because of the different values of the 
constant, used in the above formula. Moreover, determining the dimensions of the 
fault plane from inversion of teleseismic data is not very straightforward. It is difficult to 
determine the rupture area of shallow tsunami earthquakes because of the difficulty in 
modeling the lateral heterogeneities and complex structure close to the trench. This 
problem can be solved if there are strong motion stations located close to the trench, but 
this would usually require ocean bottom seismometers; in most instances, even the land 
based instruments are not located close to the trench.  
C
 
For the 1994 Bolivia earthquake, which is the largest deep earthquake that has been 
well recorded, most investigators find that the rupture occurred over a small area with 
dimensions of about 40 km x 40 km and hence the stress drops calculated using this 
dimension are very high (~110 MPa) [Kikuchi and Kanamori, 1994; Goes and Ritsema, 
1995]. Because of the large size of the Bolivia earthquake, coupled with the fortuitous 
recording of the earthquake by an array of seismometers deployed almost on top of the 
epicenter, the rupture dimensions for this earthquake are probably better resolved than 
for other deep earthquakes. Also, it is suspected that locally the stress drop in this 
earthquake could have been much higher. More generally, in case of deep earthquakes, 
unless the earthquake is large (like the Bolivia earthquake), the teleseismic signal-to-
noise ratio is poor and also the source is almost like a point source for teleseismic 
waves. Thus, it is difficult to determine the rupture length or rupture dimensions for small 
deep earthquakes unless a regional network is located close to the epicenter of the 
earthquake. We surveyed the available literature and for most earthquakes, we could 
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obtain more than one estimate of the static stress drop. In some cases, we used some 
subjective judgement to decide on the representative rupture area. Table 4.3 is a 
compilation of the available stress drop estimates of the earthquakes studied here. 
Figure 4.6 shows the static stress drop estimates listed in Table 4.3 as a function of 
depth. 
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Table 4.3: Static stress drop estimates of the earthquakes studied here. 
Stress Drop 
(MPa) 
Origin Time 
Upper 
Limit 
Lower 
Limit 
Reference for upper 
limit 
Reference for lower 
limit 
920628115734 
Landers 
(depth=7 km) 
5.5 2.6
Calculated from Thio 
and Kanamori, 1996, 
using 
km 12 m, 5.3
2
==
=∆
wD
w
D
S µπσ  
Calculated from 
Nazareth, 2002, using 
km 84 km, 15
 Nm, 1068.7
2
19
0
==
×=
=∆
Lw
M
w
D
S µπσ
 
920902001557 
Nicaragua 
(depth=20 km) 
7.0 1.1 Ihmle, 1996 
Kanamori and Kikuchi, 
1993 
930115110605 
Kushiro-oki 
(depth=107 km) 
42.0 32.0 Takeo et al., 1993 
Yoshiaka and 
Tokunaga, 1998 
930608130338 
Kamchatka_1 
(depth=46 km) 
1.6 NA Johnson et al., 1995  
930712131736 
Hokkaido 
(depth=15 km) 
4.0 NA Tanioka et al., 1995  
940117123055 
Northridge 
(depth=19 km) 
4.6 3.2
Calculated from 
Nazareth, 2002, 
(N-DR model) using 
2
19
0
2/3
0
2/3
km 2214
Nm, 1005.1
 
16
7
×=
×=
=∆
S
M
S
M
S
πσ
 
Calculated from 
Nazareth, 2002, 
(N-HV model) using 
2
19
0
2/3
0
2/3
km 2620
Nm, 1063.1
 
16
7
×=
×=
=∆
S
M
S
M
S
πσ
 
 121
940309232807 
Fiji-Tonga 
(depth=569 km) 
30.0 26.0 Tibi et al., 1999 
Goes and Ritsema, 
1995 
940602181737 
Java 
(depth=15 km) 
1.0 0.3
Calculated from 
Tanioka and Satake, 
1996, using 
2
20
0
2/3
0
2/3
km 6090
Nm, 105.3
 
16
7
2
1
×=
×=
=∆
S
M
S
M
S
πσ
 
Abercrombie et al., 
2001 
940609003345 
Bolivia 
(depth=647 km) 
280.0 110.0
Goes and Ritsema, 
1995 
Kikuchi and Kanamori, 
1994 
941004132328 
Shikotan 
(depth=56 km) 
14.0 11.0 Ozawa, 1996 
Kikuchi and Kanamori, 
1995a 
941228121924 
Sanriku 
(depth=27 km) 
3.1 2.6 Sato et al., 1996 Kikuchi’s web-site 
950730051123 
Chile 
(depth=32 km) 
3.3 1.6
Calculated from 
Kikuchi’s web-site 
using 
2
21
0
2/3
0
2/3
km 60120
Nm, 107.1
 
16
7
2
1
×=
×=
=∆
S
M
S
M
S
πσ
 
Calculated from Carlo 
et al., 1999, using 
2
21
0
2/3
0
2/3
km 60190
Nm, 106.1
 
16
7
2
1
×=
×=
=∆
S
M
S
M
S
πσ
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951009153556 
Jalisco 
(depth=15 km) 
1.6 0.4
Calculated from 
Pacheco et al., 1997, 
using 
2
21
0
2/3
0
2/3
km 70170
Nm, 108.1
 
16
7
2
1
×=
×=
=∆
S
M
S
M
S
πσ
 
Calculated from 
Mendoza and Hartzell, 
1999, using 
2
20
0
2/3
0
2/3
km 100200
Nm, 103.8
 
16
7
2
1
×=
×=
=∆
S
M
S
M
S
πσ
 
951203180108 
Kurile 
(depth=26 km) 
3.5 1.5 Kikuchi’s web-site 
Calculated from 
Hurukawa, 1998, 
using 
2
20
0
2/3
0
2/3
km 90140
Nm, 108.8
 
16
7
×=
×=
=∆
S
M
S
M
S
πσ
 
960221125104 
Peru_1 
(depth=15 km) 
4.9 0.8 Kikuchi’s web-site 
Calculated from Ihmle 
et al., 1998, using 
2
20
0
2/3
0
2/3
km 40110
Nm, 100.2
 
16
7
2
1
×=
×=
=∆
S
M
S
M
S
πσ
 
960610040335 
Aleutian 
(depth=29 km) 
4.1 2.9
Calculated from 
Tanioka and Gonzalez, 
1998, using 
2
20
0
2/3
0
2/3
km 30120
Nm, 103.7
 
16
7
2
1
×=
×=
=∆
S
M
S
M
S
πσ
 
Kikuchi’s web-site 
960617112216 
Flores 
(depth=588 km) 
30.0 16.0 Tibi et al., 1999 Goes et al., 1997 
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961112165944 
Peru_2 
(depth=25 km) 
3.7 3.0
Calculated from 
Swenson and Bilek, 
1999, using 
2
20
0
2/3
0
2/3
km 4590
Nm, 104.3
 
16
7
×=
×=
=∆
S
M
S
M
S
πσ
 
Kikuchi’s web-site 
970421120225 
Santa-Cruz-Is 
(depth=30 km) 
4.0 2.2 Kaverina et al., 1998 Kikuchi’s web-site 
971205112704 
Kamchatka_2 
(depth=34 km) 
2.7 2.5 Kikuchi’s web-site 
Calculated from Wha, 
1998, using 
2
20
0
2/3
0
2/3
km 4488
Nm, 105.2
 
16
7
×=
×=
=∆
S
M
S
M
S
πσ
 
990408131034 
Russia-China 
(depth=564 km) 
16.0 NA
Martin Griffith, personal 
communication 
 
990817000139 
Izmit 
(depth=15 km) 
12.0 9.1 Tibi et al., 2001 Kikuchi’s web-site 
990920174735 
Chi-Chi 
(depth=7 km) 
3.2 2.1 Kikuchi’s web-site 
Calculated from Ji et 
al., 2002, using 
2
20
0
2/3
0
2/3
km 2924
Nm, 107.2
 
16
7
2
1
=
×=
=∆
S
M
S
M
S
πσ
 
991016094645 
Hector 
(depth=7 km) 
3.2 1.4
Calculated from 
Nazareth, 2002 
(H-J model) method 
discussed in text 
Calculated from 
Nazareth, 2002 
(H-K model) method 
discussed in text 
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010113173331 
El-Salvador 
(depth=51 km) 
13.0 NA Kikuchi’s web-site  
010126031641 
India 
(depth=24 km) 
24.6 12.6 Negishi et al., 2001 Negishi et al., 2001 
010228185436 
Nisqually 
(depth=52 km) 
23.0 NA Kikuchi’s web-site  
010324062752 
Geiyo 
(depth=50 km) 
13.0 NA Kikuchi’s web-site  
010623203313 
Peru_3 
(depth=17 km) 
1.4 NA Kikuchi’s web-site  
 
Kikuchi’s web site: Masayuki Kikuchi, written communication, April 10, 2002. 
Events from 1991 to June, 1996  
http://wwweic.eri.u-tokyo.ac.jp/EIC/YCU_report/       
            Events from August, 1996 to March, 2002  
http://wwweic.eri.u-tokyo.ac.jp/EIC/EIC_News/ 
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4.5 Results and Discussion 
Using the estimates of radiated energy, seismic moment and static stress drop, we 
calculated the radiation efficiency for all the earthquakes studied. Figure 4.7 is a plot of 
the strain drop (stress drop/rigidity) and energy-to-moment ratios of these earthquakes. 
Also shown are lines of constant radiation efficiency ( µση /
/
2 0
S
R
R
ME
∆= ) with radiation 
efficiency increasing diagonally down the page from left to right from 0.01 to 1. From the 
figure, we observe that the radiation efficiency of most earthquakes lies between 0.25 
and 1. Tsunami earthquakes, however, have small radiation efficiencies (<0.25) and the 
two deep earthquakes: the 1999 Russia-China border event and the 1994 deep Bolivia 
earthquake have small radiation efficiencies. Thus, most earthquakes have non-
dissipative rupture mechanisms but tsunami earthquakes and the two deep earthquakes 
mentioned above dissipate a large amount of energy on the fault zone. 
 
From Figure 4.4, we observed that the ratio of radiated energy-to-moment is large for 
intraplate and deep earthquakes and for most crustal earthquakes, but from Figure 4.6 
we observe that stress drop is also large for these earthquakes. This implies that the 
energy available for fracture and for the generation of seismic waves (as given by the 
top triangle in Figure 4.5) is larger in these earthquakes. Similarly, the interplate and 
downdip extensional events have smaller energy-to-moment ratios, but the associated 
stress drops are also small. Hence, despite the differences in the radiated energy-to-
moment ratios, because of the corresponding differences in static stress drops, 
interplate, downdip, intraplate and deep earthquakes have the same radiation 
efficiencies. Thus, most earthquakes, except for tsunami earthquakes and the two deep 
earthquakes mentioned earlier, are efficient and have radiation efficiencies between 0.25 
 126
and 1. To understand this further, we will study deep earthquakes, tsunami earthquakes 
and the other earthquakes as three separate groups. 
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Deep Earthquakes 
The 1994 deep earthquake in Bolivia is the largest deep focus earthquake that has been 
instrumentally recorded [Kikuchi and Kanamori, 1994]. Studies have shown that the 
rupture propagated very slowly (~1km/s) in this earthquake [Kikuchi and Kanamori, 
1994; Silver et al., 1995] and the earthquake had a very large static stress drop 
(110MPa – 280MPa) [Kikuchi and Kanamori, 1994; Goes and Ritsema, 1995]. Kanamori 
et al. [1998], proposed that the earthquake involved frictional melting on the fault plane.  
In this study, we observe that the radiation efficiency of this event is very small (between 
0.1 and 0.04) indicating that a huge amount of energy of about 1x1018 J to 3x1018 J was 
dissipated on the fault plane. 
 
Earlier studies have used this dissipated energy to calculate the minimum frictional 
stress on the fault plane during rupture. However, in these studies, the physical models 
used to understand the partitioning of energy in an earthquake assumed that this 
dissipated energy was completely used in frictional heating on the fault plane [Kikuchi, 
1992; Kanamori et al., 1998; Wiens, 2001]. These models do not explicitly account for 
the fracture energy, i.e., the mechanical energy (other than heat energy) that is 
dissipated during fracture processes.  Fracture energy and frictional energy cannot be 
distinguished as such, but for a rupture to propagate, some amount of energy has to be 
spent in mechanical processes on the fault zone. In the earlier studies, it was assumed 
that this dissipated energy was completely used in frictional heating on the fault plane, 
but unless it is assumed that only a small part of this energy is consumed in other 
mechanical processes, this energy cannot be used to determine the minimum frictional 
stress on the fault. A part of this fracture energy (Figure 4.5) could eventually be 
dissipated as heat on the fault, but we cannot determine this from seismology. 
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The 1999 Russia-China earthquake also has small radiation efficiency (about 0.14); the 
average rupture velocity for the Russia-China event is small, about 2 km/s [Martin 
Griffiths, written communication, 2002]. The 1994 Bolivia earthquake and the 1999 
Russia-China earthquake are unlike the other two deep earthquakes studied (the 1994 
Fiji-Tonga earthquake and the 1996 Flores Sea earthquake) which have radiation 
efficiencies larger than 0.5, much smaller static stress drops and rupture velocities 
between 3-5 km/s  ( β/V between 0.7 and 0.9) [Tibi et al., 1999].  
 
Another seismological observation is based on the earthquake magnitude-frequency 
relationships in different subduction zones. The Fiji-Tonga slab has a large number of 
small deep earthquakes, i.e., a large b-value, while the South American slab has a very 
small b-value with very few small earthquakes and some very large earthquakes 
[Giardini, 1988; Frolich, 1989]. The slab that subducts beneath the Flores Sea region 
has a large number of small earthquakes, while the Japan slab that ruptured in the 
Russia-China earthquake does not have as much deep seismicity in this region [Wiens 
and Gilbert, 1996; Wu and Chen, 2001]. Wiens and Gilbert [1996] and Wiens [2001] use 
a thermal parameter which is defined as the product of the slab vertical descent rate and 
the age of the subducting lithosphere as a measure of the temperature of the slab at 
depth; a larger thermal parameter is indicative of a colder slab at depth. They observe a 
systematic relationship between b-values and the thermal parameter in slabs–slabs with 
smaller b-values have smaller thermal parameter and are hence warmer. Further, they 
also observe that the radiation efficiency (they call it seismic efficiency) increases with a 
decrease in thermal parameter. Thus, our results are consistent with their observations– 
the 1994 Bolivia earthquake has the smallest radiation efficiency and correspondingly 
the smallest thermal parameter, both parameters are slightly larger for the 1999 Russia-
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China event that occurred in the Japan slab, and even larger for the 1996 Flores Sea 
and the 1994 Fiji-Tonga events. 
 
We next try to address the issue of the mechanisms of deep earthquake faulting, a 
problem that has invoked significant interest through the years, and whether our results 
help us understand this problem better. Since we cannot envisage ordinary brittle failure 
at the pressures and temperatures at which deep earthquakes occur, several 
mechanisms have been proposed to explain deep earthquakes.  Some of the suggested 
mechanisms include 1) dehydration embrittlement, where brittle fracture is induced by 
the release of volatiles which serve to increase the pore pressure and thus reduce the 
effective stress on the fault [Meade and Jeanloz, 1991]; 2) transformational faulting 
where phase changes cause faulting due to the rapid growth of an anticrack and the 
resulting thermal runaway processes cause the fault to grow catastrophically [Green II 
and P.C., 1989]; and 3) creep induced shear instabilities and melting where deformation 
of a material occurs rapidly enough compared to the timescale of thermal diffusion so 
that heat is accumulated in regions of high-strain and a positive feedback between 
deformation-induced heating and deformation leads to thermal runaway [Karato et al., 
2001]. There have been several attempts to use seismological parameters to constrain 
the faulting mechanism [Frolich, 1989; Green II and Houston, 1995] and the more recent 
studies [Wiens, 2001; Karato et al., 2001] favor creep induced shear instabilities as the 
more probable mechanism for deep earthquake faulting. 
 
Among other things, any mechanism that seeks to explain deep earthquake faulting 
should be able to explain the small radiation efficiencies and the differences in the 
observed seismological parameters between Bolivia and Russia-China earthquakes on 
the one hand, and the Flores and Fiji-Tonga earthquakes on the other. [Wiens, 2001, 
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Karato et al., 2001] argue that thermal shear instabilities would be able to explain most 
seismological observations. In creep induced thermal instabilities, temperature in a zone 
increases due to shear heating, but due to viscous dissipation, the width of this zone 
decreases gradually. However, at a critical width of the shear zone, the temperature 
increases explosively and the stress drops rapidly; this causes melting and thus induces 
slip in the shear zone, i.e., an earthquake [Griggs and Baker, 1968; Ogawa, 1990]. Since 
large deep earthquakes (e.g., the Bolivia earthquake) involved coseismic melting along 
narrow zones [Kanamori et al., 1998], thermal instability is a plausible mechanism for 
these earthquakes.  
 
Why do warmer slabs favor stress release through large earthquakes with high stress 
drops while colder slabs favor stress release through small earthquakes with smaller 
stress drops? [Karato et al., 2001] suggest thermal runaway instabilities are facilitated by 
high strain rates and a large degree of thermal feedback. According to the thermal 
runaway model, colder slabs have higher strain rates (larger deformation) and hence will 
result in a large number of earthquakes (as observed in the Fiji-Tonga region). Though 
warmer slabs have smaller strain rates, once a sufficient amount of strain has been 
accumulated, a thermal instability can be initiated. Warmer slabs probably have a better 
thermal feedback mechanism due to the higher temperature in the slabs and hence once 
the instability is initiated it can cascade into a large earthquake. This would explain the 
infrequent large earthquakes in warm slabs. Moreover, since the temperature in warmer 
slabs is higher, the rupture mechanism would involve a large amount of melt and hence 
the growth of the fault would be a very dissipative process.  However, thermal instability 
models depend strongly on the effects of temperature on slab rheology and these effects 
are not yet well understood. Such “creep rupture” [Lawn, 1993] is a vast area of study 
and further work is required to understand it better. 
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Differences between slabs could be due to differences in thermal parameter as 
mentioned earlier; however, some recent studies have suggested that the depth of 
penetration of slabs (i.e., age of subduction) and lower mantle structure could also 
control seismicity [Gurnis et al., 2000; Karato et al., 2001]. Another possibility is that 
different deep earthquake mechanisms operate in different slabs and this may result in 
differences in rupture processes as has been suggested by Wiens and McGuire [1995].   
 
Tsunami Earthquakes 
From Figure 4.7, we observe that tsunami earthquakes have small radiation efficiencies. 
Thus, these earthquakes dissipate a large amount of energy during the fracture process 
and are left with very little energy to radiate. Tsunami earthquakes are also known to 
have small rupture velocities and hence involve slow rupture [Kanamori, 1972; Kanamori 
and Kikuchi, 1993; Polet and Kanamori, 2000].  These earthquakes rupture the shallow 
portions of subduction zones resulting in a large amount of slip occurring very close to 
the ocean surface. To the first order, the size of a tsunami is proportional to the amount 
of water displaced at the tsunami source, which is proportional to the volume of the 
displaced ocean surface [Kajiura, 1970; Kanamori, 1972], thus, the large amount fault 
slip close to the ocean floor causes more displacement of the ocean floor and generates 
larger tsunamis than would be expected if the same amount of slip had occurred deeper.  
Tanioka and Satake [1996] and Polet and Kanamori [2000] also suggest that since the 
near surface structure plays a critical role in estimating the distribution of fault slip in 
tsunami events, the actual displacement on the ocean floor calculated from the seismic 
moment may be underestimated due to the presence of lateral heterogeneities that are 
usually not accounted for in seismic source inversions. Figures 4.8(a) and (b) show the 
ocean floor close to a trench at two different subduction zones. 
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Figure 4.8(a) A perspective diagram of the Kurile and Japan trench illustrating the results of the 
Kaiko project (Cadet et al., 1986). The highly segmented ocean floor with horst and graben 
structures can be observed; (b) A multi-channel seismic profile of the trench off Nicaragua 
(Crowe and Buffler, 1985). The profile was shot very close to the location of the 1992 tsunami 
earthquake in Nicaragua; it can be observed that the ocean floor close to the trench is highly 
faulted, has a small accretionary prism and a thin sediment layer. 
 
Most tsunami earthquakes rupture updip towards the trench in regions where the ocean 
floor close to the trench is highly faulted, has a small accretionary prism and a thin 
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veneer of sediments [Tanioka et al., 1997; Polet and Kanamori, 2000] (Figures 4.8(a) 
and (b)). The presence of sediments has been used to explain the slow character of 
these tsunami events.  Our results suggest high fracture energy in tsunami earthquakes. 
It is probable that the highly faulted trench and deformed sediments results in larger 
energy dissipation during failure. It has been observed that highly damaged material has 
an excessive amount of branching and bifurcation of cracks which gives rise to inelastic 
behavior and hence a large dissipation of energy [Barragan et al., 2001]. Moreover, in a 
recent study Poliakov et al. [2002] suggest that secondary failure in a damage zone 
causes the fracture energy to be much larger than when the rupture propagates along a 
single surface. Similarly, it is possible that the morphology of the trench causes 
branching and bifurcation of rupture resulting in the large energy dissipation during the 
rupture process of tsunami earthquakes. 
 
Other Earthquakes - Rupture Velocity and Radiation Efficiency 
Most crustal, interplate, downdip, intraplate and deep earthquakes have radiation 
efficiencies between 0.5 and 1 and are thus efficient in generating seismic waves. In 
these earthquakes, only a small fraction of the energy is dissipated in mechanical 
processes on the fault zone. Also, most earthquakes propagate at velocities close to the 
shear wave velocity.  
 
In Chapter 3, we discussed the relationship between the ratio of rupture velocity and 
limiting rupture speed (V ) and radiation efficiency that is obtained from crack theory 
and from simple energy considerations. We observed that the radiation efficiency was 
small for small V . For the earthquakes we studied, we observe a similar pattern. 
Most of these earthquakes have rupture velocities such that the ratio of rupture velocity 
Lc/
Lc/
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to shear wave speed ( β/V ) is between 0.6 and 0.85 and for these earthquakes the 
radiation efficiency is between 0.3 and 1 (see Figure 4.7). However, the 1994 Bolivia 
earthquake, the 1999 Russia-China border event and the tsunami earthquakes, have 
small β/V  and small radiation efficiencies.  
 
βV /
 
Figure 4.9 Radiation efficiencies determined 
estimates of static stress drop plotted agains
shear wave velocity obtained from literature. Sy
 
 
Figure 4.9 shows the radiation efficiencies 
obtained from literature for the earthquakes
usually determined from inversion of seismfrom the radiated energy-to-moment ratios and 
t the estimates of the ratio of rupture velocity to 
mbols are the same as before. 
determined in this study and rupture velocities 
 studied here. Average rupture velocities are 
ic waves and the results can be nonunique, 
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but for most of the larger earthquakes, the estimates of rupture velocities are quite 
robust. For each earthquake, we plot the upper and lower limit of radiation efficiencies 
that were determined earlier and an upper and lower limit of the ratio of rupture velocities 
to shear wave velocities ( β/V ) obtained from literature. We did not plot earthquakes for 
which the radiation efficiencies are larger than 1 (discussed later). 
 
Earlier, we assumed that in the model in Figure 4.5, the striped region represents 
fracture energy and hence this model can be used to calculate radiation efficiency. From 
crack theory, we know that the radiation efficiency is related to V  by equations 
(3.18a) and (3.18b) in Chapter 3. In Figure 4.9, we plot computed estimates of radiation 
efficiencies and estimates of 
Lc/
β/V  determined from data and we observe that the 
radiation efficiencies are smaller for smaller β/V  and larger for larger β/V , a 
relationship that we could expect from crack theory and from simple energy 
considerations. Since rupture velocity is an independently determined quantity, this 
consistency in the observed relationship between radiation efficiency and β/V  on the 
one hand, and the calculations from crack theory on the other (shown in Figure 4.10), 
suggest that the model shown in Figure 4.5 is probably good for most earthquakes. 
 
From the equation of motion, γ2=G , where γ  is the surface energy. If γ  is 
independent of V , since G  increases with crack length, for the equation of motion to be 
satisfied, should decrease, i.e., V  should increase with crack length (from 
equations (3.16) and (3.18)). This would imply that large earthquakes have large rupture 
velocity. However, if 
∗
)(Vg
γ  increases with V  as a result of extensive plastic deformation 
near the crack tip, as has been experimentally demonstrated by Rosakis and Zehnder 
 137
[1985], can be significantly lower than the shear wave velocity. Thus, under such 
conditions, we can have a large earthquake with a small rupture velocity. 
V
 
 
LcV / 
Figure 4.10 Same as Figure 4.9; for comp
efficiency to rupture velocity for Mode I, Mode II
 
Specific Fracture Energy 
As mentioned in Chapter 3, fracture energy
energy and static stress drop and from r
(3.18). From both methods, the fracture earison, the theoretical curves relating radiation 
 and Mode III cracks have also been plotted. 
  can be determined estimates of radiated 
upture velocities using equations (3.17) and 
nergy for most large events is small–at most 
GE
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comparable to .  Since RE DSEE SRG σ∆=+ 2
1  from Figure 4.5, the specific surface 
energy  is at most of the order of   SEG G /=
GG
S
SG D
S
DS
S
E
G σσ ∆=∆≈=
4
1)2/1(
2
1  
 
For large events assuming D=3 m, and Sσ∆ =30 bar, G is on the order of 2 MJ/m2, which 
is the value often quoted in seismology. This value is much larger than that directly 
measured for crystals and metals, and should not be interpreted as the specific surface 
energy in the ordinary sense. It should be interpreted as energy dissipated in a large 
volume near the crack tip or in the breakdown zone. In a recent study by Janssen et al. 
[2001], the authors calculate the fractured energy involved in deformation of 
experimental samples using a formula: )(5.0 mfCCG AVGfG += ρ , where G  is the fracture 
energy,  is the specific fracture energy, 
f
Cρ  is the density of cracks and V is the 
volume of the fracture process zone (or breakdown zone) and  is the fault area. 
Using a relationship like this would include the deformation in a volume around the crack 
tip and is probably a more appropriate method of calculating the specific fracture energy 
for earthquakes. Also, Poliakov et al. [2002], suggest that a part of the fracture energy is 
dissipated outside the main fault surface where there is secondary failure in the damage 
zone. 
C
mfA
 
Static Stress Drops and Rupture Velocity 
The estimates of static stress drop listed in Table 4.3 are based on determination of 
rupture area. Thus, if the static stress drop is constant,  [Kanamori and 
Anderson, 1975]. Stress drop can also be determined from the rupture duration if we 
2/3
0 SM ∝
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assume that, , where 3/10 τ∝M τ  is the rupture duration. This would imply that . 
By using estimates of 
2τ∝S
τ  from literature, and assuming , we determined estimates 
of static stress drop from 
2τ∝S
τ . Figure 4.11 shows estimates of stress drop from area (as 
tabulated in Table 4.3) plotted against estimates of static stress drop from duration, τ . If 
the ratio of rupture velocity to shear wave speed ( β/V ) is between 0.65 and 0.85 
(values observed for most earthquakes, e.g., Heaton [1990]), the estimates of stress 
drops from both methods should be similar. So, if we observe significant differences 
between the two estimates of static stress drops, it implies that there is something 
unusual about the rupture. From Figure 4.11 we observe that for most earthquakes, the 
two estimates of static stress drop are similar to within a factor of two. However, for the 
1994 Bolivia earthquake and the tsunami earthquakes the stress drop estimates from 
rupture area is significantly larger than the estimate from duration, despite the possible 
errors in the estimates. This is indicative of the slow character of the rupture for these 
events, i.e., small rupture velocity. Rupture velocity is given as τ/S≈V ; in the Bolivia 
earthquake the area of rupture is very small compared to what would be expected for an 
earthquake of its magnitude, whereas the duration of rupture in the tsunami earthquakes 
is anomalously large. Thus, an independent measure of rupture velocity can be used to 
check the consistency of the estimates of stress drops. 
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Small Earthquakes: What does the Stress Relaxation Model Imply? 
Estimates of radiated energy of earthquakes show a change in the energy-to-moment 
ratio with earthquake size. Though the methods used to estimate radiated energy for 
these small earthquakes have large uncertainties associated with them, most studies 
suggest a change in the energy-to-moment ratio at 4≈WM
6   to10−=
[Abercrombie, 1995; Mayeda 
and Walter, 1996]. If this observation is true, then what would it mean in terms of fracture 
energy? To answer this question, we have to know the stress drop. Abercrombie [1995] 
uses the duration to determine the static stress drop, but as was discussed in the 
Chapter 4, this method of measuring static stress drop is appropriate only if the ratio of 
rupture velocity to shear velocity is between 0.65 and 0.85. If we assume that this is true, 
then the static stress drop will be between 1-10MPa [Abercrombie, 1995]; if rigidity, 
, for an energy-to-moment ratio, , this would result in very 
small radiation efficiencies of 0.006 to 0.06. But small radiation efficiencies imply that the 
fracture energy is large and thus that the rupture velocity is small; this is contrary to the 
assumption involved in calculating stress drop from duration. Thus, the stress drop 
calculated from duration is not appropriate; either rupture velocity is smaller than usual 
or larger than usual. Since the rupture velocity in these earthquakes is already close to 
the shear wave velocity, the only possible explanation is that small earthquakes have 
smaller rupture velocities. This implies larger fracture energy and also small rupture area 
(since 
210 N/m 103×=µ 710−ε
τ/SV ≈ ), this implies that the static stress drop for these small earthquakes 
should be large. A recent study by Liu and Heaton [2002] suggests that smaller 
earthquakes could have a larger variability of stress drops. Thus, it is possible that these 
small earthquakes have large static stress drops. 
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Earthquakes with radiation efficiency larger than 1? 
How do we explain earthquakes with radiation efficiencies larger than 1? There are two 
possibilities; either the estimates of radiated energy and/or stress drops are inaccurate, 
or the model we use to calculate radiation efficiency is inappropriate. Despite the careful 
corrections we applied, the poor knowledge of the attenuation structure of the earth at 
higher frequencies could result in inaccuracies in the energy estimates. Also, as 
mentioned earlier, the estimates of static stress drop also have uncertainties. However, it 
is also possible that there is a stress undershoot (i.e., the final stress on the fault is 
larger than the residual frictional stress).  
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Figure 4.12 Undershoot model: The final stress
on the fault is larger than the residual frictional
stress on the fault. This could happen when the
fault hits an obstacle and locks up prematurely. 
 
 
 
 
 
In this case, from Figure 4.10, we can write 
,
)
)(
1(
                       
))(1(
2
/
                       
)(2/
01
01
0
01
S
f
R
S
fS
R
fS
R
GR
R
R
DS
DS
ME
DSDS
E
EE
E
σ
σσ
η
σ
σσ
µ
σ
σσση
∆
−+
′=
∆
−+∆
=
−+∆=+=
 
 143
where µση 2/
/ 0
S
R
R
ME
∆=′  is the radiation efficiency calculated from the radiated energy-to-
moment ratio and strain drops. Thus 
R
S
f
R ησ
σση ))(21( 1∆
−+=′ , 
and hence is there is a stress undershoot, it is possible that 1>′Rη  and this could explain 
our observations. Moreover, if the rupture propagates as a slip pulse [Heaton, 1990], we 
would expect an undershoot model of stress relaxation. Some studies suggest that the 
Landers earthquake (1992) and the Northridge earthquake (1994) data are better 
explained by slip pulse models; however, further investigations are required to 
understand the undershoot model. 
 
It is also possible that there is a stress overshoot as shown in Figure 4.13. 
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Figure 4.13 Overshoot model: The final stress on
the fault is smaller than the residual frictional
stress on the fault. This could happen when the
fault motion is such that it overshoots the
equilibrium. 
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So, if the overshoot were large, the radiated energy would be small. Madariaga [1976] 
and Kostrov and Das [1988] show that overshoot does not exceed 0.3, i.e., 
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S1 is the area of the top triangle in Figure 4.13 and S2 is the area of the shaded triangle. 
Thus, the effect of stress overshoot on the estimates of radiation efficiency is negligible. 
 
4.6 Conclusions 
We compute teleseismic estimates of radiated energy for 23 large subduction zone 
earthquakes; most of these earthquakes have 7.5, but we also included some 
smaller well-studied earthquakes. For comparison, we include 6 crustal earthquakes. We 
observe that the radiated energy-to-moment ratio is different for different types of 
earthquakes; tsunami earthquakes have the smallest radiated energy-to-moment ratio 
( ), interplate and downdip earthquakes have a slightly larger ratio 
( ) and intraplate and deep earthquakes have ratios similar to crustal 
earthquakes ( ).  
>wM
67 103  to107 −− ××
56 102  to105 −− ××
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We also compiled the static stress drop estimates for these 29 earthquakes from 
literature. From the seismic moment, radiated energy and static stress drop values we 
calculate the radiation efficiency for these earthquakes and interpret our results in the 
light of differences in rupture mechanisms. We observe that most earthquakes have 
large radiation efficiencies between 0.25 and 1, while tsunami earthquakes and some 
deep earthquakes like the 1994 Bolivia earthquake and the 1999 Russia-China 
earthquake have small radiation efficiencies (<0.25) and hence dissipate a large amount 
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of energy on the fault plane. We discuss the possible reasons for this difference in the 
radiation efficiencies of tsunami earthquakes and the deep Bolivian earthquake and 
suggest that they could be due to fundamental differences in the rupture mechanics of 
different events. In case of deep events, the energy is probably dissipated in thermal 
processes on the fault zone, while it is possible that the morphology of the trench causes 
branching and bifurcation of rupture resulting in the large energy dissipation during the 
rupture process of tsunami earthquakes. 
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CHAPTER 5 
Conclusions 
In this thesis, we develop a new method of estimating radiated energy from regional data 
using an empirical Green’s function method and use this method to determine the 
radiated energy for the Hector Mine earthquake. Since the regional estimates of radiated 
energy for the Hector Mine earthquake are robust, they constitute an important data 
point for studies involving the radiated energy. Moreover, with better data quality, the 
empirical Green’s function method can be extended to study smaller events. We also 
modify existing methods of estimating radiated energy from teleseismic data by 
improving the corrections applied to the observed seismic data for attenuation and 
directivity effects and use this modified method to determine radiated energy for the 
Hector Mine earthquake and other large earthquakes. For the Hector Mine earthquake, 
we observe that the regional estimates are almost the same as the teleseismic 
estimates. Thus, this event could serve as a calibration for future studies of radiated 
energy using regional and teleseismic data.  
 
To investigate the differences between the different types of subduction zone 
earthquakes and to understand the rupture mechanics these earthquakes, we use 
macroscopic source parameters: radiated seismic energy, seismic moment, rupture area 
and rupture velocity. The advantage of using such macroscopic parameters is that they 
reflect the overall frictional conditions on the fault; we do not have to determine the 
details of the rupture processes on the fault plane. Using the modified teleseismic 
method, we compute teleseismic estimates of radiated energy for 23 large subduction 
zone earthquakes; most of these earthquakes have 7.5, but we also included 
some smaller well-studied earthquakes. For comparison, we include 6 crustal 
>wM
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earthquakes. We observe that the radiated energy-to-moment ratio is different for 
different types of earthquakes; tsunami earthquakes have the smallest radiated energy-
to-moment ratio ( 7 ), interplate and downdip earthquakes have a slightly 
larger ratio ( ) and intraplate and deep earthquakes have ratios similar to 
crustal earthquakes ( ).  
67 103  to10 −− ××
56 102  to −− ×
5 103  to102 − ××
105×
4−
 
Subsequently, we use a stress relaxation model to understand the partitioning of energy 
in earthquakes and hence relate the macroscopic parameters such as radiated energy, 
seismic moment, and static stress drop to radiation efficiency and fracture energy. Since 
fracture energy is directly related to the physical processes on the fault zone, this 
parameter can be used to understand the dynamics of faulting. To use this model, we 
compiled the static stress drop estimates for these 29 earthquakes from literature. From 
the seismic moment, radiated energy and static stress drop values, we calculate the 
radiation efficiency for these earthquakes and interpret our results in the light of 
differences in rupture mechanisms.  
 
We observe that most earthquakes have large radiation efficiencies between 0.25 and 1, 
while tsunami earthquakes and some deep earthquakes, like the 1994 Bolivia 
earthquake and the 1999 Russia-China earthquake, have small radiation efficiencies 
(<0.25) and hence dissipate a large amount of energy on the fault plane. We discuss the 
possible reasons for this difference in the radiation efficiencies of tsunami earthquakes 
and the deep Bolivian earthquake and suggest that they could be due to fundamental 
differences in the rupture mechanics of different events. In case of deep events, the 
energy is probably dissipated in thermal processes on the fault zone, while it is possible 
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that the morphology of the trench causes branching and bifurcation of rupture resulting 
in the large energy dissipation during the rupture process of tsunami earthquake. 
 
We also compile the rupture velocities for these 29 earthquakes from literature and plot 
the radiation efficiency against the ratio of rupture velocity to shear wave velocity ( β/V ). 
Since rupture velocity is an independently determined quantity, consistency in the 
observed relationship between radiation efficiency and β/V  on the one hand, and the 
calculations from crack theory on the other hand, suggest that the stress relaxation 
model that we use is probably good for most earthquakes. 
 
Thus, we have better radiated energy estimates of larger events and with better data 
quality, the empirical Green’s function method can be extended to study smaller events; 
thus, with the increasing number of downhole stations, better instrumentation and 
greater knowledge of the earth’s structure it will become possible to improve the 
estimates of radiated energy from smaller earthquakes and understand the differences 
between the rupture mechanics of small and large earthquakes. Moreover, we also show 
that estimates of  alone cannot be used to understand earthquake mechanics; 
we have to go one step further and use a stress relaxation model along with the 
macroscopic seismic parameters – radiated energy, seismic moment, rupture area and 
rupture velocity to understand the differences in the rupture mechanics of earthquakes. 
0/MER
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Appendix A  
Attenuation Corrections Applied to Observed Data 
To estimate the attenuation correction, we use frequency dependent t* models that are 
derived from the models Der [1998]. Here, we briefly outline the procedure we use to 
determine the t* models. As attenuation of seismic energy is dominated by near surface 
effects, we decide to broadly account for the differences in the crustal structure beneath 
seismic stations. We divide all the teleseismic stations into two categories: shield 
stations and tectonic stations, based on a seismic tomography model (S20RTS, Ritsema 
[1999]). Stations that lie within regions 4 percent faster than PREM at 120 km are 
denoted as shield stations; all other stations are tectonic. For the shield stations, we use 
the QP S-T model of Der [1998], while for the tectonic stations we use a model that is 
obtained by combining the QP S-T and QP S-S models. The long period t* at each 
station is determined by using the velocity and Q structure for the western US given by 
Archambeau et al. [1969]. Using this initial t* and the appropriate frequency dependent t* 
model, we apply a frequency dependent t* correction at each station (see figure). 
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Figure A1 This is a plot of t* models: the plot shows the variation of t* with frequency for tectonic 
and shield stations at a distance of  from the source. We also include a slight distance 
dependence of t
050
*; for tectonic stations t* varies from 0.87 a t to 0.79 at , whereas for shield 
stations t
030 090
* varies from 0.67 at 030  to 0.59 at 90 . 0
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Appendix B 
Plots of Energy-to-moment Ratios 
 
Figure B1 Plot of teleseismic estimates of radiated energy-to-moment ratios: comparison with 
other studies. 
 
 
Figure B2 Plot of regional and teleseismic estimates of radiated energy-to-moment ratios 
obtained by different investigators. 
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Appendix C 
Plots of Energy-density Spectra 
           
  (a)              
 
                   
 (b)       
 (c)   (d)          
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(e) (f) 
          
(g) (h) 
 
Figure C Teleseismic average energy-density spectra: (a) 920902-Nicaragua tsunami 
earthquake; (b) 930712-Hokkaido interplate earthquake; (c) 940309-Fiji-Tonga deep earthquake; 
(d) 940609 -Bolivia deep earthquake; (e) 941004-Kushiro-oki interplate earthquake; (f) 941228-
Sanriku downdip earthquake; (g) 990920-Taiwan crustal earthquake;  (h) 010126-India crustal 
earthquake. 
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