The special form of Cauchy matrices is used to obtain a tighter bound for the validity region of the MDS Conjecture and a new compact characterization of generalized Reed-Solomon codes.
In addition, the generator matrix of a GRS code can also contain a column of the form (0 0 ... 0 v)′, v ≠ 0. Such a column is said to correspond to the infinity "element". In geometric terms, a GRS code corresponds to a normal rational curve [13] [14] . N min (2, q) = 2, and so N max (2, q) = q + 1. To obtain an upper-bound on N min (k, q) for larger values of k we make use of the following result:
Theorem 1. (Segre [13]). If q is odd, every [n, 3] MDS code over GF(q) with
q − ¼( √ ⎯ ⎯ q − 7) < n ≤ q + 1 is GRS.
Note that there exist [q + 1, 3] MDS codes over GF(q), q ev en, which are not GRS. Proof. Let C be an [r + k, k] GRS code with a given standard generator matrix G of the form (1) . First, we show that C has another standard generator matrix G with u 0 corresponding to infinity and u 1 corresponding to zero. Assume that the first column of G corresponds to some element α 0 ∈ F. By [10, p. 305, Problem 7] , there exists a k × k nonsingular matrix T such that the i-th column inĜ = T ⋅ G is given bŷ
II. BOUNDS ON THE LENGTHS OF MDS CODES Lemma 1. Given a k × r Cauchy matrix A = [a ij ] over F = GF(q)
except for the infinity column of G, if any, remaining unchanged. Thus, the first column ofĜ corresponds to the zero element. Reversing the order of the rows ofĜ, we obtain a standard generator matrixG with its first column corresponding to infinity. As before, there exists now a linear transformation on the rows ofG yielding a standard generator matrix G with the desired first two columns.
Second, let [I A] be the (unique) systematic generator matrix of C. Then A is a Cauchy matrix and its rows, being in a one-to-one correspondence with the first k coordinates of C, can be associated with the first k columns of any standard generator matrix of C. In particular, associating the rows of A with the first k columns of G yields a 0 j = c 0 d j and
normalizing the parameters involved, we can always set c 0 = c 1 = 1.
Proof. The theorem holds trivially if N min (k, q) ≥ q + 1. Therefore we assume
× n systematic generator matrix of an MDS code with 
super-regular matrix is itself super-regular.
Lemma 3. Let F = GF(q) and suppose that for some k, 2 ≤ k ≤ q − 2, there exists an inte- (ii) The proof of this part follows immediately from part (i).
Theorem 2. For odd q and
where ⎡a ⎤ stands for the least integer not smaller than a.
Proof. It is easy to verify that Theorem 1 and Lemma 3 imply
From Lemma 2, by induction on k, we obtain
The theorem now follows from (2) and (3).
The above result was obtained by Thas in [14] via geometric arguments.
Proof. Assume that N max (k + 1, q) ≥ q + 2 and let C be a [q + 2, k + 1] MDS code generated
Since by the conditions of the lemma, every [q + 1, k] MDS code over GF(q) is GRS, it follows that every k × (q + 1 − k) sub-matrix of A is a Cauchy matrix. As in the proof of Lemma 2, A must be a Cauchy matrix which is impossible since C is of length q + 2.
Theorem 3. For odd q and
Proof. The theorem is known to be valid for k = 2 and k = 3. Assume now that k ≥ 4.
Then,
and, by Theorem 2,
The theorem now follows from Lemma 4.
Theorem 3 slightly improves the Thas bound [14] and, thus, extends the validity range of the MDS Conjecture 1 . 
This implies the contradiction N 1 < N max (k, q) and, hence,
The lemma is obtained by setting N 0 = N 1 .
Lemma 5 implies the following corollary.
Corollary 1. Theorem 3 holds also for q
This restores symmetry in the validity region of the MDS Conjecture.
In analogy with Lemma 5, we have:
Since the dual of a GRS code is GRS, every MDS code with parameters [N 0 − 1, k] must be GRS as well. By Lemma 3, we obtain the contradiction N min (k, q) ≤ N 0 − 1 < N 0 and, thus, 
In view of Theorem 3, the values of N max (k, q) for small k are given in Table 1 (see also [6] ;
the range for k = 6 is obtained using the results of [15] instead of Theorem 1). 
III. APPLICATION TO SUPER-REGULAR MATRICES
The results of the previous section on MDS codes can be expressed in terms of super-regular matrices with the sub-class of Cauchy matrices corresponding to GRS codes. For instance, the analogue of Lemma 3 takes the form:
Suppose there exist integers s ≥ 1, t ≥ 3 such that every s × t super-regular matrix over F = GF(q) is a Cauchy matrix. Then, for every r ≥ t, each s × r matrix is a super-regular matrix if and only if it is a Cauchy matrix.
The implication of this statement, and its dual, is illustrated in Figure 1 for the case t = 3
and s = N min (3, q) − 3. Therefore,
which means that every row in A c is a linear combination of its first two rows, thus proving (ii).
Condition (i) follows from the fact that a 2 × 2 sub-matrix of A c is nonsingular if and only if the corresponding 2 × 2 sub-matrix of A is nonsingular.
For the "if" part, suppose A c is a k × r matrix with nonzero entries satisfying (i) and (ii).
Then, the first two rows of A c are linearly independent and their entries can still be expressed as in (4) and (5), with nonzero d j and nonzero and distinct y j . Now, (ii) implies that every row a c i , Lemma 7, together with Theorem 2, imply the following result. In particular, the k codewords
Theorem 4. Let F = GF(q), q odd, and let A be a k × r matrix over F with max(k, r) > q − ¼( √ ⎯ ⎯ q + 5). If all the entries of A are nonzero, then A is super-regular if and only if every 2 × 2 sub-matrix of A c is nonsingular and every 3 × 3 sub-matrix of A c is singular.

IV. DOUBLE-CIRCULANT MDS CODES
which is a permuted generator matrix of a double-circulant code.
As shown later, the converse of Lemma 9 is not true. Namely, not every double-circulant MDS code is equivalent to a cyclic code.
For code lengths in the range q − 1 ≤ n ≤ q + 1 there exist MDS cyclic codes with the following parameters:
(1) n = q − 1 and 1 ≤ k ≤ n. The (ordinary) Reed-Solomon codes are such.
(2) n = q and k ∈ {1 , q − 1, q}. When q is not a prime, there exist no cyclic MDS codes of length q for other values of k [16] [12].
(3) n = q + 1 and either k is odd or q is even. There exist no cyclic MDS codes of length q + 1 if q is odd and k is even, k ≤ q − 1 [10, p. 324] [3] .
By Lemma 9, there exists a [q − 1, ½(q − 1)] double-circulant MDS code over an odd-size field F = GF(q). We present now a construction of such codes. A similar construction using
Hankel matrices is given in [11] .
For odd q, let α be an element of order q − 1 2 (that is, α is a square of a primitive element of F) and let b be a nonsquare in F. Consider the ½(q − 1)
] is a circulant matrix given by
Since α is a square, b ⋅ α m ≠ 1 for all m and so the a ij are well defined. Also, note that
implying that A is a Cauchy matrix with 
with indices taken modulo k, and (b) the quotients
Proof. The "only if" part is a direct corollary of Lemma 7. We can use the latter also to prove the "if" part. Clearly, (a) implies that every row of A c is a linear combination of its first two rows, thus yielding Condition (ii) of Lemma 7. To prove that (b) implies Condition (i) of 
Thus, for any two integers r and s we have,
Hence, for S to obey Condition (b), we must have β j ∈ F if and only if j ≡ 0 (mod k). The period k must therefore satisfy the following three conditions: (1 ) (k, q − 1) = 1; (2) k divides (q + 1)(q − 1), i.e., k q + 1; and (3 ) k ≤ q + 1 2 . Therefore, in case P(x) is irreducible over F, we obtain the following upper bounds on k:
Bound (7c) is attainable with equality and, as we have indicated before, there exists even a cyclic MDS code of dimension q + 1 2 and length q + 1. For this value of k we have
Setting γ to any nonsquare in Φ we have γ ⋅ β j ∈ / F for all j and, so, the values σ j obtained by (6) are all nonzero. In particular, we may take γ = β − β −1 , which can be readily verified to be a nonsquare in Φ if q ≡ 1 (mod 4). Furthermore, for every nonsquare γ ′ ∈ Φ there exist a ∈ F and an integer l such that γ ′ ⋅ β l = a(β − β −1 ). It follows that for each sequence S of period q + 1 2 obtained by this construction there exists a cyclic l-shift with σ j = σ − j , in which case the resulting circulant matrix A is symmetric. Such a shift of S yields a so-called characteristic (or, natural) phase of S, giv en by
As an example, consider the [1 0, 5, 6] code over GF (9 ) , generated by and, since k ≤ q + 1 2 , we obtain the following upper bounds on the dimension k:
Note that bound (8c) is valid also for q = 3. Although we have q + 1 2 = q − 1 in this case, there exists no double-circulant MDS code of dimension 2 over GF(3 ).
A construction attaining bound (8c) has already been described in this section, and a similar construction attains bound (8b). : k = q + 1 2 ;
: k = q − 1 2 .
Based on these results, we may suggest some conjectures on the existence of long doublecirculant MDS codes which are not necessarily GRS. An exhaustive search has shown that there are no [q, q/2] double-circulant MDS codes over GF (8 ) and GF (1 6 
