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Abstract
This paper considers the solution of generalized fractional programming (GFP) problem which contains various variants such
as a sum or product of a ﬁnite number of ratios of linear functions, polynomial fractional programming, generalized geometric
programming, etc. over a polytope. For such problems, we present an efﬁcient uniﬁed method. In this method, by utilizing a trans-
formation and a two-part linearization method, a sequence of linear programming relaxations of the initial nonconvex programming
problem are derived which are embedded in a branch-and-bound algorithm. Numerical results are given to show the feasibility and
effectiveness of the proposed algorithm.
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1. Introduction
In this paper, we consider the global optimization of generalized fractional programming (GFP) problem in the
following form:
(GFP) max f (x) =
p∑
j=1
fj (x) =
p∑
j=1
tj
m∏
i=1
(
aTi x + bi
cTi x + di
)ij
s.t. x ∈ X = {x|Axb, x0},
whereA=(aij )q×n,b ∈ Rq ,ai , ci ,x ∈ Rn, tj andij (i=1, . . . , m, j=1, . . . , p) are real numbers,p is a natural number,
aTi x + bi and cTi x + di are afﬁne functions on Rn such that aTi x + bi > 0, cTi x + di > 0 for all x ∈ X, and assume that
{x|Axb, x0} is bounded. For some ij , if ij < 0, then term ((aTi x+bi)/(cTi x+di))ij =((cTi x+di)/(aTi x+bi))−ij .
Thus any term (aTi x + bi)/(cTi x + di) with negative exponent ij in GFP always can be transformed to a term with
positive exponent. Therefore, without loss of generality, we can assume that ij (i = 1, . . . , m, j = 1, . . . , p) are real
positive numbers.
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During the past years, intensive research has been done on special cases of this problem GFP. In part, this is
because these problems have many important applications in various disciplines, in particular, the sum of ratios prob-
lems which are encountered in various applications such as multi-stage stochastic shipping, cluster analysis, multi-
objective bond portfolio, etc. [7,2]. Another reason for the interest in this problem is that it usually poses signiﬁcant
theoretical and computational difﬁculties, i.e., it is known to generally possessmultiple local optima that are not globally
optima.
Up to now, although there has been signiﬁcant progress in the development of deterministic algorithms for ﬁnding
global optimal solutions of fractional programming, to our knowledge, little work has been done for globally solving
the problem considered in this paper. Most of these algorithms proposed are intended only for special cases of GFP.
For instance, Konno et al. [8] developed a similar parametric simplex algorithm which can be used to solve large-scale
problem. Konno andAbe [5] proposed an effective heuristic algorithm which is an extension of the parametric simplex
algorithm.Kuno [9], Konno and Fukaish [6] andBenson [1] presented several specialized algorithms based upon branch
and bound.
When cTi x + di = 1, ij (i = 1, . . . , m, j = 1, . . . , p) are real positive numbers, GFP can be reduced to the gen-
eral polynomial programming problem earlier investigated in [14–16]. Shor reduces general polynomial programs to
quadratic ones, whereas Sherali and Tuncbilek use a technique called reformulation–convexiﬁcation (R–C) to solve
the problem by branch and bound, where bounds are computed through reformulation and convex relaxation. Most
recently, Lasserre [10,11] developed a class of positive semideﬁnite relaxations for polynomial programming with the
property that any polynomial program can be approximated as closely as desired by semideﬁnite program of this class.
A common feature of all these methods is that they require introducing a huge number of additional variables even for
problems of small size involving polynomials.
Since any polynomial is a d.c. function, i.e., a function that can be represented as a difference of two convex
functions, a polynomial programming problem, or more generally, a polynomial fractional programming problem is
a d.c. optimization problem, and hence can in principle be solved by d.c. optimization methods [17]. So far, though,
very little experience has been gathered on solving polynomial fractional programming problems by d.c. optimization
methods.
The aim of the present paper is to develop a uniﬁed approach to some variants of problemGFP, our study is motivated
by the work of Hoai-Phuong and Tuy [3]. In [3], the authors pointed out that the problem GFP has been little studied
in the literatures.
In order to globally solve problem GFP, we use a transformation and a two-part linearization technique to systemati-
cally convert the problemGFP into a series of linear programming problems. The solutions of these converted problems
can be sufﬁciently closed to the global optimum of the problem GFP by a successive reﬁnement process. The proposed
branch-and-bound algorithm can be used to solve this GFP, but other methods reviewed above can only treat special
cases of problem GFP. Numerical experiment is given, which shows that the proposed method can treat all of the test
problems in ﬁnding globally optimal solutions within a prespeciﬁed tolerance.
The organization of this article is as follows. In Section 2, two-part linearization method is presented for generating
the relaxed linear programming of GFP. In Section 3, the proposed branch-and-bound algorithm in which the relaxed
subproblems are embedded is described, and the convergence of the algorithm is established. Some numerical results
are reported in Section 4 and Section 5 provides some concluding remarks.
2. Linear relaxation of GFP
The principal structure in the development of a procedure for solving problem GFP is the construction of upper
bounds for this problem, as well as for its partitioned subproblems. An upper bound on the solution of problem GFP
and its partitioned subproblems can be obtained by solving a linear programming relaxation problem. The proposed
strategy for generating this linear relaxation is to overestimate the objective function f (x) with a linear function. All
the details of this procedure will be given in the following.
First by solving 2n linear programming problems
min x
s.t. Axb,
x0
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Fig. 1.
and
max x
s.t. Axb,
x0
we can derive an initial rectangle H 0 denoted by
H 0 = {x | xlxxu ,  = 1, . . . , n}
which obviously contains the feasible region of the problem GFP.
Next, we show how to construct the overestimator of the objective function f (x).
For the function f (x), without loss of generality, let tj > 0 (j = 1, . . . , T ), tj < 0 (j = T + 1, . . . , p). Then the
initial function f (x) can be rewritten as follows:
f (x) =
p∑
j=1
fj (x) =
T∑
j=1
tj
m∏
i=1
(
aTi x + bi
cTi x + di
)ij
+
p∑
j=T+1
tj
m∏
i=1
(
aTi x + bi
cTi x + di
)ij
.
For each term (aTi x +bi)/(cTi x +di) (i =1, . . . , m), since aTi x +bi > 0 and cTi x +di > 0 for all x ∈ X, we can denote
aTi x + bi
cTi x + di
= exp(zi), i = 1, . . . , m. (1)
Thus, we can obtain an equivalent form of f (x) which is expressed as follows:
f (z) =
T∑
j=1
tj exp
(
m∑
i=1
ij zi
)
+
p∑
j=T+1
tj exp
(
m∑
i=1
ij zi
)
. (2)
In order to obtain the linear upper bounding function (LUBF) of the objective function f, we adopt two-part linearization
method. In the ﬁrst part, we will derive an LUBF of tj exp(
∑m
i=1 ij zi) about the variable z. Then, in the second part,
an LUBF about the primal variable x will be constructed ultimately.
First-part approximation: It is well known that the function exp(Y ) is a convex and monotone increasing function
about single variable Y. Then, from the convexity of exp(Y ), its (afﬁne) concave envelope is (see Fig. 1)
U(exp(Y )) = K(Y − Y l) + exp(Y l) exp(Y ). (3)
Moreover, since the tangential supporting function for exp(Y ) is parallel with the U(exp(Y )), the corresponding
tangential supporting function is (see Fig. 1)
L(exp(Y )) = K(1 + Y − lnK) exp(Y ), (4)
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where K = (exp(Y u)− exp(Y l))/(Y u −Y l). Then U(exp(Y )) and L(exp(Y )) are the LUBF and linear lower bounding
function (LLBF) of exp(Y ) over an interval [Y l, Y u], respectively.
Let H denote either the initial rectangle H 0 or some subrectangle of H 0 that is generated by the proposed algorithm.
Without loss of generality, let H = {x | xlxxu , = 1, . . . , n}. From H and (1), it is easy to obtain the following
bounds li , 
u
i , 
l
i , 
u
i , z
l
i , z
u
i satisfying
liaTi x + biui , licTi x + diui , zlizizui ∀x ∈ H, i = 1, . . . , m.
Now, we consider some term tj exp(
∑m
i=1 ij zi) in (2), and let
Yj =
m∑
i=1
ij zi ,
Y lj =
m∑
i=1
min(ij zli , ij z
u
i ),
Y uj =
m∑
i=1
max(ij z
l
i , ij z
u
i ),
Kj =
exp(Y uj ) − exp(Y lj )
Y uj − Y lj
.
Then, based on the former results, we have
Kj(1 + Yj − lnKj) exp(Yj )Kj(Yj − Y lj ) + exp(Y lj ),
that is,
Kj
(
1 +
m∑
i=1
ij zi − lnKj
)
 exp
(
m∑
i=1
ij zi
)
Kj
(
m∑
i=1
ij zi − Y lj
)
+ exp(Y lj ).
For j ∈ {1, . . . , T }, since tj > 0, we can obtain that
tj exp
(
m∑
i=1
ij zi
)
 tjKj
(
m∑
i=1
ij zi − Y lj
)
+ tj exp(Y lj ).
For j ∈ {T + 1, . . . , p}, since tj < 0, we get
tj exp
(
m∑
i=1
ij zi
)
 tjKj
(
1 +
m∑
i=1
ij zi − lnKj
)
.
From (1), it follows that
zi = ln(aTi x + bi) − ln(cTi x + di).
Hence, the ﬁrst-part LUBF of fj (x) denoted by Lj (x) about x for some index j (j = 1, . . . , p) can be obtained, i.e.,
for j ∈ {1, . . . , T },
Lj (x) = tjKj
(
m∑
i=1
ij (ln(aTi x + bi) − ln(cTi x + di)) − Y lj
)
+ tj exp(Y lj ), (5)
and for j ∈ {T + 1, . . . , p},
Lj (x) = tjKj
(
1 +
m∑
i=1
ij (ln(aTi x + bi) − ln(cTi x + di)) − lnKj
)
. (6)
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Fig. 2.
Second-part approximation: With the same method, we can derive the LLBF and LUBF of the function ln(Y ) over
the interval [Y l, Y u] (see Fig. 2), that is, we can get
K¯(Y − Y l) + ln(Y l) ln(Y )K¯Y − 1 − ln K¯ ,
where K¯ = (ln(Y u) − ln(Y l))/(Y u − Y l). Therefore, we have
K1i (a
T
i x + bi − li ) + ln li ln(aTi x + bi)K1i (aTi x + bi) − 1 − lnK1i ,
K2i (c
T
i x + di − li ) + ln li ln(cTi x + di)K2i (cTi x + di) − 1 − lnK2i ,
where K1i = (ln ui − ln li )/(ui − li ), K2i = (ln ui − ln li )/(ui − li ).
Then, for j ∈ {1, . . . , T }, substitute the terms ln(aTi x + bi) and ln(cTi x + di) in (5) by K1i (aTi x + bi) − 1 − lnK1i
andK2i (cTi x+di −li )+ ln li , respectively.We may derive the LUBF for each term tj
∏m
i=1((aTi x+bi)/(cTi x+di))ij
(j = 1, . . . , T ), which overestimate the value of the considered term as follows:
LF1j (x) = tjKj
(
m∑
i=1
ij (K1i (a
T
i x + bi) − 1 − lnK1i − K2i (cTi x + di − li ) − ln li ) − Y lj
)
+ tj exp(Y lj )
= tjKj
m∑
i=1
ij (K1iai − K2ici)Tx + tj
(
m∑
i=1
ij (KjK1ibi − Kj − Kj lnK1i − KjK2idi + KjK2ili
− Kj ln li ) − KjY lj + exp(Y lj )
)
.
For j ∈ {T + 1, . . . , p}, substitute the terms ln(aTi x + bi) and ln(cTi x + di) in (6) by K1i (aTi x + bi − li ) + ln li and
K2i (c
T
i x + di) − 1 − lnK2i , respectively. Hence, we can have the LUBF for each term tj
∏m
i=1((aTi x + bi)/(cTi x +
di))
ij (j = T + 1, . . . , p), which overestimate the value of the considered term as follows:
LF2j (x) = tjKj
(
1 +
m∑
i=1
ij (K1i (a
T
i x + bi − li ) + ln li − K2i (cTi x + di) + 1 + lnK2i ) − lnKj
)
= tjKj
m∑
i=1
ij (K1iai − K2ici)Tx + tjKj
(
m∑
i=1
ij (K1ibi − K1ili + ln li − K2idi + 1 + lnK2i )
+1 − lnKj
)
.
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Taken together, the LUBF of the objective function f (x) denoted by LF(x) can be obtained:
LF(x) =
T∑
j=1
LF1j (x) +
p∑
j=T+1
LF2j (x).
Obviously, f (x)LF(x).
Remark. For some i ∈ {1, . . . , m}, if li = ui or li = ui , then we need not derive the LUBF of ln(aTi x + bi) or the
LLBF of ln(cTi x + di) in form (6), because ln(aTi x + bi) or ln(cTi x + di) is a constant number. Therefore, without loss
of generality, in this paper we assume that li < 
u
i and li < 
u
i , i = 1, . . . , m.
Consequently, we can construct the corresponding approximation relaxation linear programming (RLP) of GFP in
H as follows:
(RLP) max LF(x) =
T∑
j=1
LF1j (x) +
p∑
j=T+1
LF2j (x)
s.t. x ∈ X = {x|Axb},
x ∈ H .
Theorem 1. Let j =Y uj −Y lj ,i =zui −zli , ui =ui /li , vi =ui /li , i=1, . . . , m, j =1, . . . , p. Then, for any x ∈ H ,
the difference of LF(x) and f (x) satisﬁes
LF(x) − f (x) → 0 as i → 0, i = 1, . . . , m.
Proof. For any x ∈ H , let  = LF(x) − f (x) =∑Tj=1(LF1j (x) − fj (x)) +∑pj=T+1(LF2j (x) − fj (x)), and let
1j =LF1j (x)−fj (x) (j = 1, . . . , T ), 2j =LF2j (x)−fj (x) (j =T + 1, . . . , p). Then it is obvious that we only need
to prove 1j → 0, 2j → 0 as i → 0, i = 1, . . . , m.
First, we consider the difference 1j (j = 1, . . . , T ). Since
1j = (LF1j (x) − Lj (x)) + (Lj (x) − fj (x)) = 1j1 + 1j2,
we may ﬁrst consider the difference 1j1. By the results given above, it follows that
1j1 = LF1j (x) − Lj (x)
= tjKj
(
m∑
i=1
ij (K1i (a
T
i x − bi) − 1 − lnK1i − K2i (cTi x + di − li ) − ln li ) − Y lj
)
+ tj exp(Y lj ) − tjKj
m∑
i=1
ij (ln(aTi x + bi) − ln(cTi x + di) − Y lj ) − tj exp(Y lj )
= tjKj
m∑
i=1
ij (K1i (a
T
i x − bi) − 1 − lnK1i − ln(aTi x + bi)) + tjKj
m∑
i=1
ij (ln(cTi x + di)
− K2i (cTi x + di − li ) − ln li ).
Let
1,ij1,1 = K1i (aTi x − bi) − 1 − lnK1i − ln(aTi x + bi),
1,ij1,2 = ln(cTi x + di) − K2i (cTi x + di − li ) − ln li .
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Then
1j1 = tjKj
m∑
i=1
ij
1,i
j1,1 + tjKj
m∑
i=1
ij
1,i
j1,2. (7)
Since 1,ij1,1 is a convex function, 
1,i
j1,1 can attain the maximum 
1,i,max
j1,1 at the point 
l
i or 
u
i . Through computing, we
have
1,i,maxj1,1 =
ln ui
ui − 1 − 1 − ln
ui
ui − 1 .
Since 1,ij1,2 is a concave function, 
1,i
j1,2 attains the maximum 
1,i,max
j1,2 at the point ln 1/K2i . By computing, we get
1,i,maxj1,2 = ln
ln vi
vi − 1 − 1 +
ln vi
vi − 1 .
By the deﬁnitions of ui and vi , we have vi → 1 and ui → 1 as i → 0. This implies that 1,i,maxj1,1 → 0 and
1,i,maxj1,2 → 0, furthermore, 1,ij1,1 and 1,ij1,2 go to zero asi approach zero. Therefore, from (7) it follows that 1j1 → 0
as i → 0.
Second, we consider the difference 1j2 = Lj (x) − fj (x). By (5) we have
1j2 = Lj (x) − fj (x)
= tjKj
m∑
i=1
ij (ln(aTi x + bi) − ln(cTi x + di) − Y lj ) + tj exp(Y lj ) − tj
m∏
i=1
(
aTi x + bi
cTi x + di
)ij
= tjKj (Yj − Y lj ) + tj exp(Y lj ) − tj exp(Yj )
= tj (Kj (Yj − Y lj ) + exp(Y lj ) − exp(Yj )).
From the deﬁnitions of Y lj and Y
u
j , we know that j = Y uj − Y lj → 0 as i → 0. Consequently, from [13, Theorem 1],
we have that Kj(Yj − Y lj )+ exp(Y lj )− exp(Yj ) → 0 as j → 0. This implies that 1j2 → 0 as i → 0, i = 1, . . . , m,
j = 1, . . . , T . Therefore, for any i, j (i = 1, . . . , m, j = 1, . . . , T ), we can obtain that
1j = LF1j (x) − fj (x) = 1j1 + 1j2 → 0 as i → 0. (8)
In the following, we will prove that 2j → 0 as i → 0 (i = 1, . . . , m, j = T + 1, . . . , p).
Since 2j = (LF2j (x) − Lj (x)) + (Lj (x) − fj (x)) = 2j1 + 2j2, we can consider 2j1 and 2j2, respectively. By
similar discussion as above, we can prove that 2j1 → 0 and 2j2 → 0 as i → 0 (i = 1, . . . , m, j = T + 1, . . . , p).
Therefore, we have
2j → 0 as i → 0 (i = 1, . . . , m, j = T + 1, . . . , p). (9)
From (8) and (9), it follows that
 = LF(x) − f (x) =
T∑
j=1
1j +
p∑
j=T+1
2j → 0 as i → 0 (i = 1, . . . , m)
and this completes the proof. 
From Theorem 1, it follows that LF(x) will approximate the objective function f (x) as i → 0, i = 1, . . . , m.
Based on the linear overestimator, it can be seen that the objective value of RLP is larger than or equal to that of GFP
for all points of H. Thus RLP provides a valid upper bound for the solution of GFP. For convenience, for any problem
(P ), let us denote the optimal value of (P ) by V (P ). Then we have
V (RLP)V (GFP).
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3. Algorithm and its convergence
In this section, a branch-and-bound algorithm is developed to solve the problem GFP based on the former linear
relaxation programming RLP. This method needs to solve a sequence of RLP problems over partitioned subsets of H 0.
The branch-and-bound approach is based on partitioning the set H 0 into subrectangles, each concerned with a node
of the branch-and-bound tree, and each node is associated with a relaxation linear subproblem in each subrectangle.
Hence, at any stage k of the algorithm, suppose that we have a collection of active nodes denoted by Qk , say, each
associated with a rectangle H ⊆ H 0, ∀H ∈ Qk . For each such node H, we will have computed an upper bound of
the optimal value of GFP via the solution UB(H) of the RLP, so that the upper bound of the optimal value of GFP on
the whole initial rectangle H 0 at stage k is given by UBk = max{UB(H),∀H ∈ Qk}. We now select an active node to
partition its associated rectangle into two subrectangles as described below, computing the upper bound for each new
node as before.At the same time, if necessary, we will update the lower bound LBk . Upon fathoming any nonimproving
node, we obtain a collection of active nodes for the next stage, and this process is repeated until convergence is obtained.
3.1. Branch rule
The critical element in guaranteeing convergence to a global maximum of GFP is the choice of a suitable partitioning
strategy. In this paper, we choose a simple and standard bisection rule. This rule is sufﬁcient to ensure convergence
since it derives all the intervals shrinking to a singleton for all the variables along any inﬁnite branch of the branch and
bound tree. Consider any node subproblem identiﬁed by rectangle H = {x ∈ Rn | xlxxu ,  = 1, . . . , n} ⊆ H 0.
The branching rule is as follows:
(1) Let
j = argmax{xu − xl,  = 1, . . . , n}.
(2) Let 	j satisfy
	j = 12 (xlj + xuj ).
(3) Let
H 1 = {x ∈ Rn | xlxxu ,  = j, xlj xj 	j },
H 2 = {x ∈ Rn | xlxxu ,  = j, 	j xj xuj }.
Through this branching rule, the rectangle H is partitioned into two subrectangles H 1 and H 2.
The basic steps of the proposed global optimization algorithm are summarized in the following. Let UB(H) refer to
the optimal objective function value of problem RLP for the rectangle H.
3.2. Algorithm statement
Step 0: Choose 
0. Find an optimal solution x0 and the optimal value UB(H 0) for problem RLP with H = H 0.
Set
UB0 = UB(H 0), LB0 = f (x0).
If UB0 − LB0
, then stop. x0 is a global 
-optimal solution for problem GFP. Otherwise, set
Q0 = {H 0}, F = ∅, k = 1
and go to Step k.
Step k: k1.
Step k1: Set LBk = LBk−1. Subdivide Hk−1 into two rectangles Hk,1, Hk,2 ⊆ Rn via the branching rule. Let
F = F ∪ {Hk−1}.
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Step k2: For each new node Hk,1, Hk,2, compute the lower bound for each linear constraint function
∑n
j=1aij xj
(i = 1, . . . , q) only according to the present considered rectangle, i.e., compute lower bound∑
aij>0
aij x
l
j +
∑
aij<0
aij x
u
j ,
where xlj and x
u
j denote the lower bounds and upper bounds of the present considered rectangle. If there exists some
i ∈ {1, . . . , q} such that∑
aij>0
aij x
l
j +
∑
aij<0
aij x
u
j > bi ,
then the corresponding node will be put into F. If Hk,1, Hk,2 have all entered into F, i.e.,
F = F ∪ {Hk,1, Hk,2}
then go to Step k6.
Step k3: For undeleted subrectangle Hk,1 and/or Hk,2, update the corresponding parameters Kj ,K1i , K2i
(i = 1, . . . , m, j = 1, . . . , p). Compute UB(Hk,t ) and ﬁnd an optimal solution xk,t for problem RLP with H =Hk,t ,
where t = 1 or 2 or 1,2. If possible, update the lower bound
LBk = max{LBk, f (xk,t )}
and let xk denote the point which satisﬁes LBk = f (xk).
Step k4: If UB(Hk,t )LBk , then set
F = F ∪ {Hk,t }.
Step k5: Set
F = F ∪ {H ∈ Qk−1 | UB(H)LBk}.
Step k6: Set
Qk = {H | H ∈ (Qk−1 ∪ {Hk,1, Hk,2}), H /∈F }.
Step k7: Set UBk =max{UB(H) | H ∈ Qk} and let Hk ∈ Qk satisfy UBk =UB(Hk). If UBk − LBk
, then stop.
xk is a global 
-optimal solution for problem GFP. Otherwise, set k = k + 1 and go to Step k.
3.3. Convergence of the algorithm
In this subsection, the convergence properties of the algorithm are given.
Theorem 2. (a) If the algorithm is ﬁnite, then upon termination, xk is a global 
-optimal solution for problem GFP.
(b) If the algorithm is inﬁnite, then it will generate an inﬁnite sequence of iterations such that along any inﬁnite
branch of the branch-and-bound tree, any accumulation point of the sequence {xk} will be the global solution of the
problem GFP.
Proof. (a) If the algorithm is ﬁnite, then it terminates in some Step k, k0. Upon termination by the algorithm, it
follows that
UBk − LBk
.
From Steps 0 and Step k3, k1, this implies that
UBk − f (xk)
.
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Let v denote the optimal value of problem GFP, then, by Section 2, we know that
UBkv.
Since xk is a feasible solution of problem GFP,
f (xk)v.
Taken together, this implies that
vUBkf (xk) + 
v + 
.
Therefore,
v − 
f (xk)v
and the proof of part (a) is complete.
(b) When the algorithm is inﬁnite, a sufﬁcient condition for a global optimization to be convergent to the global
maximum, stated in [4], requires that the bounding operation must be consistent and the selection operation is bound
improving.
A bounding operation is called consistent if at every step any unfathomed partition can be further reﬁned, and if any
inﬁnitely decreasing sequence of successively reﬁned partition elements satisﬁes
lim
k→∞(UBk − LBk) = 0, (10)
where UBk is a computed upper bound in stage k and LBk is the best lower bound at iteration k not necessarily occurring
inside the same subrectangle with UBk . In the following, we will show (10) holds.
Since the employed subdivision process is the bisection, the process is exhaustive. Consequently, from Theorem 1
and the relationship V (GFP)V (RLP), formulation (10) holds, this implies that the employed bounding operation is
consistent.
A selection operation is called bound improving if at least one partition element where the actual upper bound is
attained is selected for further partition after a ﬁnite number of reﬁnements. Clearly, the employed selection operation is
bound improving because the partition element where the actual upper bound is attained is selected for further partition
in the immediately following iteration.
In summary, we have shown that the bounding operation is consistent and that selection operation is bound improving.
Therefore, according to [4, Theorem IV.3], the employed global optimization algorithm is convergent to the global
maximum of GFP. 
4. Numerical experiments
To verify the performance of the proposed global optimization algorithm, some test problems were implemented.
The algorithm is coded in C + + and each linear programming is solved by the simplex method, and the convergence
tolerance set to 
 = 1.0E − 6 in our experiment. The results are summarized in Tables 1 and 2.
In Table 1, the notations have been used for row headers: Iter.: number of algorithm iteration; Lmax: the maximal
length of the enumeration tree; Time: execution time in seconds.
Table 1
Computational results of test problems
Example 1 2 3 4
Ref. [12] Our Ref. [12] Our Ref. [3] Our Our
Iter. 25 2 9 2 1 2 52
Lmax 14 2 3 3 7 2 3
Time 0.03 0.01548 0 0.01651 0.05 0.05784 1
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Table 2
Optimal solution and optimal value for test problems
Example Optimal solution Optimal value
x1 x2 x3
1 0 3.33333 0 3.00292
2 3 4 3.29167
3 3 4 5
4 1.5 1.5 0 7.96324
Example 1 (Shen and Wang [12]).
max
3x1 + 5x2 + 3x3 + 50
3x1 + 4x2 + 5x3 + 50 +
3x1 + 4x2 + 50
4x1 + 3x2 + 2x3 + 50 +
4x1 + 2x2 + 4x3 + 50
5x1 + 4x2 + 3x3 + 50
s.t. 6x1 + 3x2 + 3x310,
10x1 + 3x2 + 8x310,
x1, x2, x30.
Example 2 (Shen and Wang [12]).
max
37x1 + 73x2 + 13
13x1 + 13x2 + 13 −
63x1 − 18x2 + 39
13x1 + 26x2 + 13 +
13x1 + 13x2 + 13
63x1 − 18x2 + 39 −
13x1 + 26x2 + 13
37x1 + 73x2 + 13
s.t. 6x1 + 3x2 + 3x310,
5x1 − 3x2 = 3,
x10.
Example 3 (Hoai-Phuony and Tuy [3]).
max
37x1 + 73x2 + 13
13x1 + 13x2 + 13 +
63x1 − 18x2 + 39
13x1 + 26x2 + 13
s.t. 5x1 − 3x2 = 3,
1.5x13.
Example 4.
max
(
13x1 + 13x2 + 13
37x1 + 73x2 + 13
)−1.4
×
(
63x1 − 18x2 + 39
13x1 + 26x2 + 13
)1.2
−
(
x1 + 2x2 + 5x3 + 50
x1 + 5x2 + 5x3 + 50
)0.5
×
(
x1 + 2x2 + 4x3 + 50
5x2 + 4x3 + 50
)−2
s.t. 2x1 + x2 + 5x310,
5x1 − 3x2 = 3,
1.5x13.
From Tables 1 and 2, by the number of iteration and the maximal length of branch-and-bound tree, it is seen that our
algorithm can globally solve the problem GFP effectively.
5. Concluding remarks
In this paper, a branch-and-bound algorithm is presented for GFP problem which arises in various disciplines. A
transformation and a two-part linearization technique are employed to the initial nonconvex problem GFP, and a linear
relaxation of GFP is then obtained based on the linear upper bounding of the objective function. The algorithm was
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shown to attain ﬁnite 
 convergence to the global maximum through the successive reﬁnement of the feasible region and
the subsequent solutions of a series of linear programming problems. The proposed algorithm was applied to several
test problems. In all cases, convergence to the global maximum was achieved.
It is hoped that, in practice, the proposed algorithm and ideas used in this paper will offer valuable tools for
solving GFP.
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