Abstract. In a multiprocessor network, sending a packet typically refers to start-up time and transmission time. To optimize these two times, as opposed to earlier solutions, a spanning tree and multiple spanning trees are constructed to solve four types of broadcasting problems in an (n, k)-star graph: one-to-all or all-to-all broadcasting with either one-port or all-port communication model, respectively. Since the proposed spanning tree has an optimal height, both oneto-all and all-to-all broadcasting algorithms achieve nearly optimal start-up time and transmission time under all-port model and one-port model, and optimal transmission time under one-port model. By using multiple spanning trees, both one-to-all and all-to-all algorithms achieve nearly optimal transmission time under all-port model and one-port model.
Introduction
As a new topology of interconnection networks, the (n, k)-star graph has attracted lots of attentions: it not only preserves many appealing properties of n-star: scalability, maximally fault tolerance, partitionability, node-symmetry, but also overcomes the practical drawback with the star graph in that only )! ( ! k n n − nodes are involved, compared with ! n nodes for an n-star. Some works have been done on this graph, such as basic properties [1] , [2] , [3] , embeddability [3] , broadcasting algorithms [4] ,and so on.
The tree structure has received much interest as a versatile architecture for a large class of parallel processing applications. Spanning trees in particular support communications in different networks: hypercube [5] , star graph [6] , and (n, k)-star graph [7] , and (n, k)-arrangement graph [8] .
In this paper, we study one-to-all and all-to-all broadcasting problems in an (n, k)-star graph using packet-switching technique, one-port and all-port communication capabilities are considered.
Preliminaries
For simplification, denote the identity node (12…k) as Id and set {1,2,...,n} as > < n . S is illustrated in Figure 1 . 
Definition 1
For β external cycles of ' M symbols totally: , where
Theorem 1[7]
For an (n, k)-star graph, there must be a greedy spanning tree ) . Let q be at the t ,
S SP is given in Figure 2 . 
Thus, node p has to satisfy one of following three conditions. We will prove that the proposition that p and q are two leaves and
is false under any circumstance. Let e be an external symbol, i be an internal symbol, inv be an invariable symbol and | | x be the size of x.
(1) For 
, there are k n − external symbols, and each of them forms a cycle of length 1, and the rest form internal cycles of length 2.
Same to (1.1), we have the result that ) ...
e e e e e e G q α isn't a leaf.
satisfies one of the following two [2] :
, there are k n − external symbols, and each of them forms a cycle of length 1; three symbols form one cycle of length 3, and the rest form internal cycles of length 2; (3.2)
, there are k n − external symbols, and each of them forms a cycle of length 1; and the rest form internal cycles of length 2.
Same to (1) 
One-to-All Broadcasting Based on Optimal Spanning Tree
One-to-all broadcasting refers to the problem of sending a message from one source node to all other nodes in the network. In this section, we assume the packetswitching or store-and-forward model, thus, the latency to transmit a packet of b bytes along a link takes 
mT } under one-port model, where m is the size of message M .
All-Port Model
In the proposed algorithm, time will be slotted by fixed length and all nodes perform broadcast synchronously. In each time slot each node transmits a packet of size message segments to the network. A message segment is then propagated along the tree .In each time slot, each node helps propagating all message segments it received in the previous time slot to the subsequent nodes in the corresponding tree.
By theorem 1,
, the total times of all-port broadcasting are:
, where the former term is the time for the first packet to arrive at the bottom of the tallest tree and the latter term is due to the pipelined effect. Let the derivative of T with respect to p equal to 0,
Theorem 2 Under all-port model, one-to-all broadcasting can be performed in 
One-Port Model
A node with one-port communication capability can simulate the communication activity of an all-port node in one time slot using 1 − n time slots. The simulation can be done as follows: in the first time slot, the one-port node simulates the all-port nodes activity along dimension 1; in the second time slot, the one-port node simulates the all-port nodes activity along dimension 2; etc. By simulation algorithm stated above at every one-port node in k n S , , the following theorem is seen. Algorithm-Broadcasting(all-to-all, one-port) ( . A message segment is then propagated along the tree it is issued. In each time slot, each node helps propagating all message segments it received in the previous time slot to the subsequent nodes in the corresponding tree; (3) Repeatedly perform step 2 until all message segments have been broadcast. Theorem 3 Under one-port model, one-to-all broadcasting can be performed in k n S , within time ) 
All-to-All Broadcasting Based on Optimal Spanning Tree
All-to-all broadcasting refers to the problem of sending a message from all source nodes to all other nodes in the network, which is 
} under one-port model.
All-Port Model
LC and EC schemes proposed by Tseng et al. [6] are used to design our all-to-all broadcasting such that each node in k n S , can use 1 − n spanning trees.
Theorem 4
Under all-port model, all-to-all broadcasting can be performed in
Proof. Assume that in each iteration of time slot, all message segments can be combined into one packet and send at one time. Therefore, the start-up overhead times nearly links in the network, Therefore, the transmission time is obtained.
One-Port Model
Theorem 5 Under one-port model, all-to-all broadcasting can be performed in
Multiple Spanning Trees
Node p can be also described as
. The congestion of a directed tree is defined to be the maximum number of times the links of these trees overlapping on same edges.
Definition 4 Given any node
is the node obtained from p by cyclically shifting the label of p to the right by i positions.
Proof. The roots of multiple trees can be represented as
, consider its in-degrees:
, then, satisfying the first condition of definition 3 . So there exists an edge
, where
, then, satisfying the second condition of definition 3. So there exists an edge by reversing the direction of all edges along the path i p , where
,is a spanning tree of height h , where 
Proof. Only edges along
.See Figure 4 for example. 
All-Port Model
As Algorithm-Broadcasting(one-to-all, all-port), similar algorithm under all-port for one-to-all broadcasting using multiple spanning trees is available.
Theorem 8
Under all-port model, one-to-all broadcasting can be performed in
One-Port Model
As Algorithm-Broadcasting(one-to-all, one-port), similar algorithm under one-port for one-to-all broadcasting using multiple spanning trees is available. Theorem 9 Under one-port model, one-to-all broadcasting can be performed in
8
All-to-All Broadcasting Using Multiple Spanning Trees
Same to all-to-all broadcasting based on the optimal spanning tree, the following theorems are obtained.
Theorem 10
Theorem 11
Under one-port model, all-to-all broadcasting can be performed in
Conclusion
We have shown how to solve various versions of broadcast problems in an (n, k)-star graph by using a spanning tree and multiple spanning trees to simultaneously optimize both transmission time and start-up time. Finally, we compare our results with other broadcasting algorithms. The numbers of start-up time, transmission time, and overall time complexity are presented in Table 1 and Table 2 , respectively.
From Table 1 , for one-to-all broadcasting, under all-port model, the algorithm based on an optimal spanning tree achieves nearly optimal start-up time ) ) ( ( From Table 2 , for all-to-all broadcasting, under all-port model, the algorithm based on an optimal spanning tree achieves nearly optimal start-up time ) ) ( ( achieved by using multiple spanning trees, as for transmission time, both are nearly optimal. From Table 1 and Table 2 , we can see that it is a hard work to optimize both startup time and transmission time simultaneously. So our algorithms based on an optimal spanning tree are asymptotically optimal. To the best of our knowledge, this is the first work reporting the possibility of embedding multiple )) ( ( n O spanning trees in an (n, k)-star graph, while keeping the edge congestion variable. But no more comparative broadcasting algorithms are available in k n S , .
