Abstract. In this paper the authors describe the application of spatial choice models to microlevel intermetropolitan migration destination choice data from the US Public Use Microdata Samples (PUMS) for the period 1985-90. The metropolitan and the microlevel data facilitate an analysis incorporating well-defined geographic units and their respective attributes, as well as an analysis disaggregated by the personal factors of migrants. The PUMS files provide one of the richest sources of national-level migration microdata in terms of geographic resolution, the number of individual or household characteristics recorded, sample size, and availability. The focus of the modelling exercise is to examine the performance of competing-destinations migration models which are based on the assumption that migrants process spatial information hierarchically. To date the only empirical testing of such models has been undertaken with aggregate spatial flow data, so the PUMS data provide a unique opportunity to examine the behaviour of the competing destinations framework in more detail. The authors provide information on the determinants of iritermetropolitan migration within the USA and on the validity of the theoretical foundations of the competing-destinations framework. Traditional spatial choice models are shown to be severely misspecified and the distance-decay parameter estimates from such models to be potentially biased in such a manner that they exhibit the wellknown 'spatial structure' effect. This effect does not appear when the parameters are estimated from competing-destinations models.
Introduction
Spatial choices, such as the selection of a store, residential location, or urban area, are important decisions affecting the location and provision of services and, in the case of internal migration, the redistribution of population within a country or region. A growing volume of research indicates that spatial choice is a distinct area of study within the broad framework of behavioural research grounded in discrete choice theory (Fischer and Nijkamp, 1987; Fotheringham and O'Kelly, 1989; Thill, 1992) . Repeated choices, such as grocery shopping, and infrequent choices, such as residential mobility and interregional migration, are subject to three complicating factors to which aspatial choice situations (for example, travel mode choice, product brand choice) are not, namely: substitutability, choice set definition, and aggregation (Borgers and Timmermans, 1987; Haynes and Fotheringham, 1990) . These significant differences between spatial and aspatial choice have important implications for the application of discrete choice models to spatial choice situations. In response, the competing-destinations spatial choice model has been developed from purely spatial considerations with theoretical underpinnings based on spatial information processing (Fotheringham, 1983; 1986; .
An understanding of the determinants of interregional migration and the role of migrant selectivity commands attention from social scientists, planners, policymakers, and concerned citizens in different regions and countries. Urban congestion, a declining tax base through the loss of income-earning households, and increasing demands on services such as schooling and hospitals are some of the problems associated with population redistribution (DeJong and Gardner, 1981) . In most developed nations, the changes in population distribution depend more on migration than on spatial variations in birthrates and deathrates (Shaw, 1985) , and this redistribution is compounded by the fact that young adults with high reproductive potential are more migratory than are their older counterparts (Long, 1988) . Thus, it is important to understand the characteristics of the migration process, including the why, who, and where questions associated with destination choice. The role of the various factors affecting destination choice may be assessed with a multivariate statistical model such as the competingdestinations spatial choice model. In this paper, the age selectivity and spatial patterns of intermetropolitan migration are examined by means of this spatial choice approach.
An important development in the field of migration destination choice has been the availability of high-quality microdata where the level of analysis is an individual or household. By using microdata, analysts are able to assess the effect of migrant selectivity with respect to personal factors on migration behaviour, while controlling for the effects of other factors (for example, destination attributes), yielding potentially less biased results than those of macrolevel analyses. Myrdal (1957) notes that different migrants are likely to have different destination choice patterns and that their behaviour cannot be fully understood without separating the total population into a set of more homogeneous subpopulations and examining their distinctive behaviours. In addition, the geographic scale of analysis is an important component of migration microdata. Unfortunately, most microdata sets concern movements over large spatial units, such as provinces or regions in the Canadian and British census microdata, which are subject to aggregation bias (Kanaroglou and Ferguson, 1996; Shaw, 1985) . The US Public Use Microdata Samples (PUMS), in contrast, provide rich geographic detail allowing an analysis at the intermetropolitan level (Fotheringham and Pellegrini, 1996) . Metropolitan migration patterns may be reconstructed from the migration microdata which were originally stored at the rather abstract Public Use Microdata Area (PUMA) level in the PUMS-the geographic component of the PUMS. PUMAs generally follow county boundaries (over 3000 counties were defined in the USA in 1988) and have a population greater than 100000 persons to ensure respondents remain undisclosed. Smaller geographic units such as metropolitan areas are advantageous for migration analysis because they are fairly homogeneous in terms of labour markets, climatic conditions, and other relevant ecological factors that may influence destination choice and thus allow a more rigorous evaluation of the response of migrants to place-specific conditions (Shaw, 1985) .
In this paper we focus on the understanding and explanation of the destination choice pattern of intermetropolitan migrants during the 1985-90 migration period. To understand the migration choices of householders, disaggregated by age, and the relative influences of metropolitan area attributes on destination choice, the competing-destinations spatial choice model is applied to microdata from the 5% PUMS (USDC, 1993) . The competing-destinations model (Fotheringham, 1983; 1986 ) is deemed to be appropriate for migration destination choice modelling because of its attractive assumptions about spatial decisionmaking and the mounting empirical evidence (see references below) suggesting the validity of hierarchical destination choice which forms the theoretical basis of the model.
The major contribution of the present research is that it represents the first empirical test of the competing-destinations model with metropolitan microdata disaggregated by origins and age-groups. Thus, the paper augments earlier research in three important ways. First, we aim to validate the competing-destinations hypothesis of hierarchical destination choice by using geographically detailed migration microdata which permit an analysis of intermetropolitan migration rather than interregional migration. Second, the estimated models are 'origin specific' and thus provide insight into spatial variations and regional trends in the relative importance of ecological variables in destination choice, as opposed to the usual method of applying a single model across migrants, regardless of oTigiE Third,^arld^nost importantly, we provide the first empirical test of the competing-destinations model in which individual-level data (that is, microdata) are used. In this regard, the analysis is significant because earlier aggregate-data-based spatial interaction applications of the competing-destinations model may have been subject to aggregation effects and would not have been controlled for migrant selectivity. The advantages of studying migration systems with use of microdata and discrete choice models are discussed in Kanaroglou et al (1986) , Fischer and Nijkamp (1987) , and Maier and Weiss (1991) . In addition, as Maier and Weiss (1991) note, in most of the recent disaggregate migration choice literature the nested logit (NL) model is applied, an alternative discrete choice model capable of handling spatial choice situations. Thus, the results reported in this paper provide the basis for a meaningful comparison of the competing-destinations model with the NL spatial choice model.
Our aim in this paper is threefold: (1) to provide the best-fit models in terms of understanding the destination choice patterns of young adults, based on a series of ecological (explanatory) variables, and for these results to serve as the basis of comparison with other empirical migration research, including applications of the NL model; (2) to test the importance of the competition variable in the context of other explanatory variables and thus to evaluate the possible existence of hierarchical decisionmaking in destination choice; and (3) to investigate the spatial variation of model parameters estimated from a sample of young labour-force entrants, including the importance of job opportunities, climate, and distance, in explaining destination choice. We focus on the young adult age-groups (25-29 years old and 35 -44 years old) which provide a reliable sample size and follow the overall destination choice pattern of the sample householders (Pellegrini, 1996) . Moreover, the life-cycle (Rossi, 1955) and human-capital (Sjaastad, 1962) theories of migration indicate the importance of controlling for age selectivity in destination choice.
The rest of this paper is organised as follows. After presenting the behavioural model we introduce in turn the selection of ecological variables used in the destination choice model. After giving a brief description of the model estimation, specification, and diagnostics, we present the main results. The major findings and their implications are discussed in the final section of the paper.
The competing-destinations model of spatial choice
Considerable debate exists within the field of spatial choice as to the preferred method for modelling destination choice (for example, Eymann, 1995; Fotheringham, 1986; Kanaroglau et al, 1986; Pellegrini, 1997b; Pellegrini and Fotheringham, 1997; Pooler, 1994; Thill, 1992) . Arguments in favour of the competing-destinations model as an appropriate behavioural model of migration destination choice are based on the following: (a) it includes few assumptions which require the analyst to have knowledge of a decisionmaker's spatial choice set, the way individuals divide space into regions, or the level of substitutability across destinations; (b) it avoids the independence from irrelevant alternatives (IIA) property and is consistent with random utility theory; and (c) it provides a framework for incorporating spatial structure effects into spatial choice models, which previous empirical testing with aggregate spatial flows has shown to be important in reducing model parameter bias (Fotheringham, 1991) . In addition, we suggest that the competing-destinations model allows inferences as to the existence and level of hierarchical information processing in spatial choice through the assessment of the parameter of the competition term in the model (Fotheringham, 1986) . Theorists of hierarchical decisionmaking in spatial choice propose that individuals think of space in a hierarchy of spatial units and underestimate the number of opportunities in large clusters of destinations. Others have interpreted the role of competition in spatial interaction from a more economic perspective (Fik and Mulligan, 1990; Fik et al, 1992; Krmenec and Esparza, 1993; Lo, 1991) . In the following discussion we explain the decision to use the competing-destinations model for this analysis and how it compares with the NL model. Complete derivations of the model are available elsewhere (Fotheringham, 1983; 1986; Fotheringham and O'Kelly, 1989) and are not repeated here.
The competing-destinations model is a generalisation of the popular multinominal logit (MNL) model. The MNL model is considered inappropriate for spatial choice situations because a unilevel decision process is assumed in which all alternatives in the choice set of destinations are considered simultaneously. In general, in the MNL model it is assumed that a migrant seeks to maximise his or her well-being or utility, that objectively measured differences between destinations convey relevant information to the destination choice process, and that individuals perceive and evaluate the attractiveness of destinations based on this information, subject to various informational constraints. The reader is referred to Ben-Akiva and Lerman (1985) and to Wrigley (1985) for details regarding the derivation of the MNL model and related discrete choice models. Given the sheer number of alternatives in typical spatial choice situations, the simultaneous evaluation of choice alternatives is very unlikely (Fotheringham and O'Kelly, 1989) . This feature of the MNL model underlies its undesirable IIA property (Ben-Akiva and Lerman, 1985) .
The IIA property can be stated succinctly as follows: the ratio of the probabilities of selecting any two alternatives is independent of any other alternative. This inherent assumption of the logit formulation may be reasonable in some aspatial choice applications but is very unlikely to hold in spatial contexts where alternatives have fixed locations in space and are thus subject to differential levels of competition. The problem can be illustrated with a simple example relating to intermetropolitan migration, taken from Liaw et al (1986) . Consider a migrant facing a destination choice set with two metropolitan areas and one nonmetropolitan area. The explanatory model contains a set of observed ecological variables relating to the attractiveness of the destinations (for example, income, employment growth, distance) and an omitted variable (congestion) which tends to make the two metropolitan areas similarly less attractive than the nonmetropolitan area. As in the MNL model a simultaneous evaluation of the destinations is assumed, the odds of the conditional probabilities of selecting a metropolitan area compared with a nonmetropolitan area are equal, although it is clear that in reality they are not, ceteris paribus. In the unilevel MNL model it is assumed that the random parts of destination utilities are independent, whereas the missing variable makes the random parts correlated, leading to a violation of the IIA property and to potentially misleading parameter estimates (Ben-Akiva and Lerman, 1985) . The fact that the ratio is unaffected whether a destination is surrounded by other destinations or completely isolated is counterintuitive and makes the IIA assumption particularly troublesome in spatial choice applications such as for migration.
As a computationally tractable and theoretically attractive resolution to this problem (McFadden, 1978) the NL model, with its two-stage choice framework, has emerged in many migration studies (for example, Anderson and Papageorgiou, 1994; Liaw, 1990; Liaw and Kawabe, 1994; Liaw and Ledent, 1987; Newbold and Liaw, 1995) although it is often used to separate departure and destination choices, as shown in figure 1 , rather than as a purely destination choice model. One drawback of the NL model as a purely spatial choice model is that it assumes that the modeller has knowledge of the choice sets formed by individuals, an assumption which has been argued to be tenuous across space and migrant types (Batsell, 1981; Fotheringham and O'Kelly, 1989; Pellegrini and Fotheringham, 1997) . Individuals probably view the clustering and substitutability of alternatives in different ways, based on their origin and their familiarity with the region containing the destination alternatives (Gould and White, 1974) . In addition, the defining of clusters in the NL model requires that continuous space be divided in a discrete manner, which permits problematic situations such as the separation of proximate alternatives into different clusters where they cannot be considered as substitutes for each other. In other words, the rather strong assumption is made that within a cluster (or region) alternatives are equally substitutable, whereas they are not at all substitutable between regions.
In contrast, the competing-destinations model is actually a flexible multistage model which does not require the analyst to specify a priori the exact nature of the choice structure of the alternatives conceived by individuals. It is assumed that spatial information is processed hierarchically and that clusters of destinations are initially evaluated by migrants. It is further assumed that, following the general pyschophysical 'law' (Stevens, 1957) , individuals underrepresent the magnitude of large clusters so that the probability of selecting an individual destination within a large cluster is lower than if the destination were relatively isolated, ceteris paribus. This implies that if spatial information is processed hierarchically and if large clusters are mentally 'undervalued', the probability of selecting alternatives in large clusters will be lower than if spatial information were processed nonhierarchically and where all destinations were evaluated. The competing destinations framework incorporates this effect by the addition to the standard MNL framework of a variable which measures the likelihood of a destination being within a large cluster. This variable can be measured in different ways, but an obvious one is the well-known potential accessibility measure:
where W k represents the size of place k, and d kj represents the distance between alternatives k and j*. Hence, Cj measures the spatial competition or proximity of alternative j to all other potential alternatives k and it will be large for centrally located alternatives and small for peripherally located alternatives. The competing destinations spatial choice model is then defined as
where P~ is the probability of person n, currently living at z, choosing alternative j; V£ is the systematic utility resulting from person n at / choosing alternative j; Cj is the spatial competition term described above; and 6 is a parameter that relates the probability of choosing an alternative to the spatial competition faced by that alternative. From the rationale for the inclusion of this spatial competition term, it is expected that the parameter 6 will be negative: as the competition variable increases, the likelihood that the destination is in a large cluster increases and the probability it is selected therefore decreases, ceteris paribus. The parameter 6 also clearly acts as an index of the intensity of hierarchical choice, because when 9 = 0 the competing destinations framework collapses to a traditional MNL model. Although the competing-destinations model simply involves the addition of one variable to the traditional MNL model, it is important to note that, unlike other variables, the addition of the spatial competition alters the structure of the model and removes the undesirable IIA property from the MNL model. It is also quite different from the attributes included within V 0 -in that these variables represent the affect of destination attributes on the probability of that destination being selected given the destination is evaluated by an individual, whereas the spatial competition variable represents the likelihood that the destination will be evaluated. Hence, the competing-destinations model can be thought of as a conditional probability model having two components: the first, the MNL model part, representing the probability of a destination being selected given it is evaluated; and the second, the spatial competition variable, representing the likelihood of the destination being evaluated. In empirical tests of aggregate spatial flows, the parameter of the competition term in the competing-destinations model is consistently reported as negative and significant in migration studies across different migration systems, at different time periods, and at local and national levels of analysis (Boyle and Flowerdew, 1995; Fotheringham, 1981; 1983; 1986; Fotheringham and Curtis, 1992; Fotheringham and O'Kelly, 1989; Ishikawa, 1987) . In addition, this body of empirical evidence suggests that traditional choice MNL models are misspecified and that estimated distance-decay parameters contain a misspecification bias rendering them unreliable as behavioural indicators. From a complementary psychological perspective, further evidence has been provided in support of hierarchical spatial information processing, in a multivariate analysis of spatial recall data (Curtis and Fotheringham, 1995) . Here, a purely cognitive experiment with no spatial movement or preference involved provides findings consistent with the empirical migration studies in that competition has a statistically significant and negative relationship to US city name recall. Taken together, these findings suggest that individuals do use a hierarchical decisionmaking strategy and underestimate the number of alternatives in large clusters, hence the negative parameter, in spatial choice situations. Nevertheless, it is not possible to rule out other explanations for this spatial structure effect and the work presented here should be viewed as contributing to a general theory of hierarchical destination choice, whether imbued from economic or cognitive perspectives. A fuller survey of the empirical research using the competingdestinations model is available elsewhere (Pellegrini and Fotheringham, 1997) .
Specification of destination attributes (ecological variables)
A set of ecological variables is selected to measure the properties of the metropolitan areas in the choice set. The values of these variables are chosen so that they are relevant to the time period of analysis, and the choice of these factors is based on previous empirical findings, substantive theory, and, at the model-specification stage, the reduction of excessive collinearity amongst the explanatory variables. The analysis focuses on the 25-29 years old and 35-44 year old age-groups to assess the relative importance of various ecological variables, because the sample sizes in these age-groups permit extended analysis. The spatial migration pattern of these two groups of young adults is similar to that of the total sample. The ecological variables are defined with the assumption that the place utility of a potential destination depends on its economic, environmental, cultural, and geographic characteristics. Below, each variable tested in the model is defined, and the hypothesised sign of the effect of each variable is indicated for convenience.
Population (+)
The 1990 population of each destination is used to measure the effect of the size of ecumene on destination choice. To some extent, this variable measures the number of opportunities available for employment, the availability of high-level urban amenities (large department stores, sports franchises, entertainment, and diverse specialised services), the probability of having friends and relatives there, and so forth, and is thus hypothesised to have a positive effect on the destination's perceived utility. In addition, we can expect individuals to have more information about larger metropolitan areas (through media and personal contacts) than about smaller areas, ceteris paribus.
The parameter of this variable represents the sensitivity of a migrant's destination choice decision to distance and is commonly referred to as a distance-decay parameter. The great-circle distance between each origin and the potential destinations is used to measure the monetary and psychic costs of moving. Distance is also a proxy for the amount of information a migrant has about a destination where the assumption is that the individual will have less information about distant places and will therefore be less likely to choose those destinations. The variable is expected to yield negative parameter estimates.
Competition (-)
Competition or accessibility is defined by the usual Hansen-type measure, as in equation (1). When this variable is added to the MNL model it forms the competing-destinations model of spatial choice. As noted above, if the migration destination choice is consistent with a hierarchical information-processing strategy, the parameter associated with this variable will be negative.
Employment growth (+)
To represent the employment opportunities of a metropolitan area, an index of job growth from the Places Rated Almanac was used (Boyer and Savageau, 1989 ). The index is based on the percentage rate of job growth and the total number of new jobs forecasted between 1988 and 1995. It is hypothesised that the employment growth variable has a positive effect on the perceived utility of a destination.
Unemployment rate (-)
The annual unemployment rate for 1988 (the middle year of the migration interval) is used to measure the employment opportunities of a destination (USBC, 1991) . In this case, the unemployment variable is hypothesised to have a negative effect on destination utility.
Income level or relative income (+)
The 1988 personal income per capita of each destination is used to represent the income opportunities of a metropolitan area (USBC, 1991) . According to human-capital theory, income level is hypothesised to have a positive effect on perceived utility, and hence positive coefficients in the destination choice models are expected. Given recent empirical findings showing the weak explanatory power of the income variable (Liaw, 1990; Liaw and Kawabe, 1994) , a second 'relative-deprivation' or 'context-dependent' variable was defined where the destination income level is divided by the corresponding origin value. The parameter associated with this variable is also expected to be positive.
Climate (+) Shaw (1985) and Long (1988) note the increasing importance of climatic factors in the destination choice of migrants. Although measures of 'coldness' or 'brightness' have been used in migration models in the past, a more comprehensive climatic measurement is used in this paper as drawn from the Places Rated Almanac (Boyer and Savageau, 1989) . This index of climate is a measure of the quality of environment at destinations and is based on the following six indicators: (1) very hot and very cold months, (2) seasonal temperature variation, (3) heating and cooling days, (4) freezing days (5) 0°C days, and (6) 90°F days. Given the multicriteria-based assessment of climate, a more accurate assessment of the role of the physical environment in destination choice is attainable. For instance, metropolitan areas such as Phoenix have many sunny days, but the oppressive heat of its desert climate give Phoenix a lower climatic rating than, say, San Francisco, which has a stable and comfortable marine climate and ranks top of the Places Rated Almanac scoring (Boyer and Savageau, 1989) . The greater the climatic score of a place, the greater the probability that a migrant will select the place, ceteris paribus.
Cultural similarity (percentage young, percentage old, and percentage Black) (+ or -)
This set of variables is included to measure the preference among migrants for living in a familiar cultural milieu. For young movers, the percentage of young persons (aged 25 -34 years in 1990) at a destination is hypothesised to be a positive influence as the destination likely has the life-style characteristics and amenities enjoyed by that group. For similar reasons, the percentage of elderly persons (age 65 years and over in 1990) at a destination is hypothesised to vary directly with destination choice for the elderly sample. In the disaggregate models used to test the competing destinations hypothesis further, the percentage of black people is used to capture the 'pull' of traditional black metropolitan areas such as Washington and Atlanta. Cultural similarity variables defined on the basis of common language between origin and destination regions had positive and significant effects on destination choice in the bilingual Canadian context (Newbold and Liaw, 1994; .
Nearest-neighbour dummy (+)
Despite efforts to restrict the modelling to long-distance migrations which involve a change in labour market, some of the metropolitan areas are fairly close and may simply attract short-distance movers from nearby metropolitan areas. This local migration effect is measured by a dummy variable which assumes the value of 1 for the nearest destination to a particular origin being modelled; otherwise, it assumes the value of 0. The variable is expected to have a positive coefficient because metropolitan areas in proximity are affected less by the negative effect of intervening opportunities.
Model specification, estimation, and diagnostics
The unknown parameters of the competing-destinations model are estimated by maximum likelihood, where the estimator is the value of the parameter for which the observed sample is most likely to have occurred, by using the Newton-Raphson algorithm in the econometric software package LIMDEP (Greene, 1995) . If we define j£? as the likelihood function, and if y-= 1 if individual n from origin / chose destination j, and y» = 0 otherwise, we obtain as the likelihood function for the general MNL model including the competingdestinations model. Typically, it is more convenient to analyse the logarithm of equation (3), denoted <£ *, and so the maximum we seek is defined as
It is generally assumed that the observed utility is an additive logarithmic function of the destination characteristics. That is,
where /?£ represents a parameter and xf Jk is a destination characteristic. Equation (4) can then be rewritten as McFadden (1974) has shown that the maximum likelihood estimators of fi and 9 are consistent, asymptotically normal, and asymptotically efficient (see Ben-Akiva and Lerman, 1985) . The /-ratio (that is, the estimated coefficient of an ecological variable divided by its standard error) accompanying each estimated parameter is used to test the null hypothesis that, in the context of the other variables in the model, the corresponding ecological variable does not have explanatory power. As the /-ratio is asymptotically normally distributed, the magnitudes of 1.65 and 1.9.6 are considered statistically significant for the 0.10 and 0.05 levels, respectively. The /-ratio is also used to rank the relative importance of the ecological variables: the greater the magnitude of the /-ratio, the more important the corresponding variable.
In terms of model goodness-of-fit, the p 2 is calculated for each specification as
where ££ *(/0 * s tne value of the log-likelihood function at its maximum for a given model specification, and S£ *(0) is the value of the log-likelihood function when all parameters are zero (that is, this corresponds to the null modelwhere all destinations have equal probability of being chosen). Values of p 2 near 0.20 are considered a very good fit to microdata (McFadden, 1974) . It is important to note that p 2 -values tend to be very low in practice and may give the misleading impression of poor model fit (see the discussion in Newbold and Liaw, 1994) . In addition, the likelihood ratio statistic is used to test the null hypothesis that all the model parameters are zero (similar to the F test in regression). The test is specified as -2[J §?*(0) -<&*([$)] and is # 2 distributed with k (that is, the number of alternatives) degrees of freedom. Although it is almost always possible to reject the null hypothesis that all coefficients are zero at a very low level of significance, the test is a useful guide during model building and it is a well-known summary measure in discrete choice applications (Ben-Akiva and Lerman, 1985) .
Results

Descriptive statistics
Before we discuss the origin-specific model estimation results, it is useful to consider the observed destination choice proportions of the overall sample and the two age-groups across the 10 x 20 migration flow matrix of the largest metropolitan statistical areas (MSAs) in the USA in 1990 (figure 2). It should be noted that the PUMS files understate the total number of moves as intermediate moves are not recorded (Fotheringham and Pellegrini, 1996) . Overall, the dominant destination choices were Los Angeles, San Francisco, San Diego, New York, and Miami, with 12%, 10%, 10%, 8%, and 8%, respectively, of the 31878 records of migrant householders aged 25 and over in 1990. This pattern is consistent with the interstate migration flows to the South and West found in recent census tabulations (Long, 1988) . In contrast, large Northeast and Midwest metropolitan areas such as Detroit, Cleveland, Minneapolis, and Pittsburgh attracted 2% or less of all migrants amongst the twenty destinations. Again, this movement is consistent with well-known interstate migration trends in the recent past. If we examine destination choice proportions by origin we find, not unexpectedly, that some of the largest destination choice flows are from nearby origins, indicating the continued importance of 'friction of distance' in migration (table 1) . For example, 38% of migrants from Philadelphia moved to New York, and 37% of migrants from Washington moved to Baltimore. To a lesser extent, movers from Los Angeles to San Diego and between Houston and Dallas exhibited similar trends, perhaps because of the level of information about opportunities at nearby metropolitan areas and decreased costs of moving shorter distances. At the other extreme, 23% of the migrants from New York moved hundreds of miles to Miami, which is consistent with the long-standing migration linkages between the states of New York and Florida (Long, 1988) .
The drawing power of the West coast is evident in a number of cases. For instance, Los Angeles is the destination choice of migrants from New York (12%), Detroit (14%), (table 2) . To some extent, shorter-distance moves decrease from the 25-29 years old age-group to the 35-44 year old age-group. For example, the proportion of movers from San Francisco to Los Angeles drops from 42% to 37%, and the counterstream from Los Angeles to San Francisco drops slightly, from 24% to 23%o. This same trend is true for movers between Dallas and Houston (19% to 17%), Washington and Baltimore (43% to 33%), and for movers from Los Angeles to San Diego (23% to 21%), as examples. In addition, the older age-group shows more dispersion in the observed destination choice proportions, which may be attributed to the search for employment opportunities from a broader mental map of destinations as they gain life experience and seek out career goals. In general, on the East coast, New York is a dominant destination choice, which is likely to be attributable to its vast size, job opportunities, and accompanying amenities, although it draws most of its migrants from other Northeast metropolitan areas. Los Angeles, with high employment growth through the 1980s and a favorable climate, was an even more dominant destination choice amongst each of the origins. These patterns are consistent with known age-specific migration patterns to large, economically growing metropolises (Morrill, 1994) .
Spatial choice modelling
Multiple origin-specific competing-destinations models are estimated based on the 25-29 year old and 35-44 year old age-groups for the ten origin MSAs, depicted in bold in figure 2. Although the iterative Newton -Raphson estimation routine is computationally efficient, it does tend to diverge when too many insignificant variables are specified. For this reason, numerous model specifications for each origin are estimated, starting from very 'general models' which contain as many substantively meaningful explanatory variables as possible, to a 'best-fit' model where all coefficients generally have statistically significant parameters and where highly collinear and less important variables are deleted.
In moving from general to best-fit models, the following sensitivity analysis procedure is used (after Liaw, 1990; Liaw and Kawabe, 1994; Liaw et al, 1986) . First, to assess the relative importance of a single or subset of variables and the redundancy of their explanatory powers, the effects of selectively deleting some explanatory variables from the general model are examined. Second, if the deletion results in a large decrease in p 2 -value then the deleted variables are considered to be highly important-the greater the decrease, the more important the deleted variable(s). Last, if the deletion results in a marked increase in the magnitude of the t ratio of remaining variables, then the deleted variable(s) and the remaining variables overlap in explanatory power. This model specification procedure was necessary because there are 2 11 -1 (2047) possible runs for each of the ten origin-specific models and for any disaggregation by persontype, and so substantive theory and the above procedure guides the analysis. The above procedure for moving from a general model to a best-fit model is illustrated in table 3, where the competing-destinations model is estimated for the 35-44 years age-group from New York. The general specification contains a large number of explanatory variables with substantively meaningful signs and a p 2 -value of 0.141. In particular, migrants from New York were strongly attracted to large metropolitan areas with high employment growth and income opportunities and a favourable climate. As expected, distance has a negative effect and competition has a negative parameter associated with it, supporting the hypothesis that destination choice results from hierarchical information processing. The strong negative effect of the percentage young variable is counterintuitive, and the unemployment variable is insignificant. These results are encouraging because they are consistent with the expectations from substantive theory and other modelling applications.
From specifications 1 to 3 in table 3, we can make the following assessments. First, the income and percentage young variables are important, as indicated by the reduction in the p 2 when they are deleted. Second, the nearest-neighbour dummy variable (in this case, a Philadelphia dummy) is highly collinear with the percentage young variable, with the latter providing a better fitting model. Last, the unemployment variable is not important in the model and is thus deleted from the final specification.
In table 4(a) (see over) we show the best-fit specifications for all ten origins for the 25 -29 year old age-group and, overall, it appears that a small number of variables (four to six) explain the destination choice patterns of this age-group. This result is encouraging because it is consistent with NL destination choice models estimated with microdata in other spatial systems and time periods (Liaw, 1990; Liaw and Kawabe, 1994; Newbold and Liaw, 1994; . In particular, population, employment growth, income (except Chicago), climate, and contiguity have the expected positive and significant effects on destination choice, whereas distance and competition have the expected negative effects. The percentage young variable has a strongly negative effect for New York, but a more 'sensible' positive effect on destination choice for young migrants from Los Angeles.
The most consistent variables in terms of sign and statistical significance are population, distance, competition, and employment growth, which indicates that migrants are more likely to have information on, and thereby more likely to select, destinations with a large population that are close by, ceteris paribus. The negative parameter associated with the competition variable is consistent with previous results showing that interaction between origins and destinations is attenuated by some aggregate level individuals make destination choices hierarchically, evaluating larger regions (or clusters) and then selecting a destination within that region. The negative competition parameter is also consistent with the notion that the relationship between the size of a region and the selection of that region is logarithmic, making the selection of individual destinations from that large region (or cluster) less likely, ceteris paribus. The models have good-to-moderate p 2 -statistics ? and their likelihood ratio tests indicate that the null hypotheses that all coefficients are zero can be rejected with a high level of confidence.
The estimation results for the competing-destinations model with microdata continues to be encouraging when the ten origin-specific models are calibrated for the 35-44 years old age-group [table 4(b)]. As expected, population, employment growth, income (except San Francisco), climate, and contiguity have positive effects, whereas distance, competition, and unemployment have negative effects. The models have moderate to good p 2 -values and yield only minor counterintuitive results (that is, the percentage young variable has a negative effect for New York). Some other salient features from table 4(b) include the disappointing performance of the unemployment rate and income variables for understanding destination choice. A possible explanation is that, in the context of the comprehensive employment growth variable, income (which is also subject to the negative effect of unemployment) and unemployment rate turn out to be unimportant. The weak performance of the unemployment and income variables have been reported elsewhere Newbold and Liaw, 1995) and illustrate the superiority of employment growth indicators as measures of the perceived economic opportunities of destinations.
From an evaluation and comparison of tables 4(a) and 4(b) we can make the following generalisations. First, the results are sensible in terms of substantive theory regarding the influence of the set of ecological variables on destination choice. Second, the magnitudes of the ^-ratios indicate that climate is at least as important as traditional economic variables in explaining migration destination choice, although the population and distance variables are most important in terms of ^-ratios. This finding is consistent with Shaw's (1985) analysis of intermetropolitan migration in Canada which showed that noneconomic variables are of increasing importance to an explanation of .7) 0.146 migration patterns. Third, the distance-decay coefficients for the older age-group are less negative than those for the younger age-group for seven of the ten origins, suggesting that distance exerts more of a deterrent effect on younger persons, who may have less information about destinations and be less likely to have a job waiting for them at a new location. This finding is in disagreement with Stillwell's findings from aggregate British migration data, reported on elsewhere (Fotheringham and O'Kelly, 1989) .
The importance of the competition variable
The above results are important and interesting because they corroborate findings of previous studies with spatial choice models and regression analysis. The major difference in the present paper is the emphasis on the role of the competition variable in modelling destination choice. In most of the present findings, the competition variable is negative and significant. This result provides evidence in support of the competing-destinations approach to spatial choice modelling of migration processes. The implication here is that models of destination choice require an explicit recognition of the spatial structure and/ or spatial decisionmaking mechanisms of migrants.
Further testing of the competing-destinations model is presented in tables 5 and 6, where the importance of the competition variable in the context of the other ecological variables is examined from the best-fit models of the 25 -29 year old and 35 -44 year old age-groups, respectively. In each case, the competition variable is deleted from the best specification and the model is reestimated with the remaining ecological variables (denoted as test 1). For the origins where competition is statistically significant, the p 2 -values for the test estimations all decrease, pointing to the importance of the competition variable to the explanation of migration destination choice. Even where the competition parameter is only marginally significant (that is, Dallas, Boston, Houston), for the 25-29 year old age-group, a reduction in p 2 -value is indicated. The Dallas and Philadelphia origin models for the 35 -44 year old age-group do not have statistically significant competition parameters and, not unexpectedly, show no change in p 2 -value when competition is removed from the model specification. It should be noted that even small decreases in p 2 -value can indicate significant declines in model fit (Newbold and Liaw, 1994; Pellegrini, 1997a; 1997b) . The results of these tests are encouraging in terms of including a competition variable for the proper specification of a destination choice model.
Most important, however, is the consistent and well-known spatial pattern that the distance-decay parameter exhibits. The spatial pattern of distance decay when competition is absent from the model is one where peripheral origins have more negative estimates (San Francisco, Los Angeles, Houston) than do central origins (New York, Chicago) . In particular, the bias is such that the parameters of the central origins become more negative when competition is added whereas the parameters of the peripheral origins become less negative. Thus, the parameter variation is decreased when the competition variable is added to the choice model, and, in turn, the spatial patterning is noticeably reduced. This result provides corroborative evidence for the empirical results obtained from aggregate spatial interaction modelling where biased distance-decay parameters were consistently reported, but disappeared when competition was added to the models (see Fotheringham, 1981; 1983) . The results also support earlier theoretical findings (Fotheringham, 1986) where the nature of the misspecification bias in distance-decay parameters estimated from models without a spatial competition variable was identified.
The bias in distance-decay parameters for the 25 -29 year old age-group is portrayed in figure 3 , where the values of the distance parameters estimated without the competition variable in the model are subtracted from the distance parameters estimated with competition in the model. The bar chart indicates that as origin centrality increases, along the x axis (that is, the competition variable increases in value), the difference in the distance parameter values changes from a negative to a positive adjustment of the parameter value. In other words, the well-known bias in distance-decay parameters, showing that residents of peripheral origins are more deterred by distance in destination choice than are residents of central origins, is eliminated through the addition of the competition variable.
Although the ten origins are generally insufficient for a full evaluation of the spatial patterning of parameter estimates, one further piece of supporting evidence for the validity of the competing destinations model is suggested by the pattern of competition parameters shown in figure 4 . Here, the pattern is such that there is a tendency for the competition parameter to become more negative as the centrality of the origin increases. It has been suggested (Fotheringham, 1991) hierarchically to a greater extent than do residents of peripheral locations because of the greater volumes of spatial information in central locations. However, it is also reasonable to suggest that the more central origins face greater competition in terms of central place function and accessibility, in line with the hierarchical model proposed by Fik and Mulligan (1990) . In any case, this result is consistent with the findings of previous empirical spatial choice research (Fotheringham and Curtis, 1992) .
Migrant selectivity and destination choice
To investigate the role of migrant selectivity in destination choice, competing destinations models were estimated for specific migrant groups originating from New York, which had reliable samples sizes for each group (table 7) . The groups of householders examined includes the following: elderly migrants, aged 65 and over in 1990; migrants with high educational attainment, defined as having bachelor's, master's, professional, or doctoral degrees in 1990; migrants with low educational attainment, defined as having a high-school diploma or less in 1990; black migrant householders; and female householders who migrated. This portion of the analysis is meant to amplify the earlier investigation on the importance of the competition variable and is not meant as a comprehensive evaluation of the role of migrant selectivity in intermetropolitan migration. A more complete evaluation of migrant selectivity and metropolitan destination choice, based on disaggregations by race and education level, is the subject of a separate paper (Pellegrini, 1997b) .
From table 7 we can make the following generalisations. Elderly migrants from New York were attracted to high-amenity (population) areas with favourable climates. The very high r-ratio for the percentage elderly variable accounts for the rather moderate climate £-ratio because the two overlap in explanatory power in this case. A comparison of the high-education and low-education estimation results suggests that distance is a greater deterrent to low-education persons. This substantive result is consistent with other studies in the USA (Long, 1988) but is in disagreement with some studies undertaken in Canada (Shaw, 1985) . The explanation for this patterning of estimation results is that distance should exert less of a negative effect on the highly educated as such individuals are likely to be better informed, may experience lower psychic costs of migration, and are more likely to have a job waiting upon relocation. The counterargument is that highly educated persons will experience a greater inertia effect from fixed capital (business interests, professional practices).
The model calibrated for black migrants indicates weak explanatory power for the population variable, which is probably a result of the collinearity of the population variable with the highly significant and positive percentage black cultural variable. In addition, the model parameters for distance and competition are more negative than those for the age-disaggregated models for New York, indicating increased distance deterrence for black migrants, which is not unexpected given the historically strong regional preferences noted in Long (1988) . In terms of the competition parameter, the strongly negative parameter suggests increased levels of hierarchical information processing on the part of black migrants, reflecting, perhaps, a very different mental map of the destination alternatives available to them from the mental map of white migrants. Certainly, further model estimations at different origins will help confirm these speculations.
Last, we consider the results of the model estimation for the female migrants. In the age-group specifications, both employment growth and income are important positive factors in destination choice, whereas for the female-led households only employment growth is important. Further, population size is a weak explanatory variable, which is partly a result of some overlap with employment growth, but is otherwise surprising. As with the black and low-education migrants, distance deterrence seems to be greater for female migrants, which may be because of other personal factors such as the presence of school-age children in the household, with a single parent restricting the scope of possible migration choices.
Besides the interesting substantive results shown in table 7, the findings underscore the validity of the competing-destinations model in that the competition variable is negative and significant in each of the disaggregate models for New York. In addition to reinforcing the earlier aggregate empirical findings and those reported here based on detailed microdata, these findings refute suggestions that the competition variable is simply picking up a regional migration preference effect as an alternative explanation for the negative competition parameter. This evidence is supported by the similar findings across different spatial systems and time periods, and the cognitive experiments Figure 5 . The spatial pattern of the inflow/outflow ratio for the overall, origin-specific models.
described elsewhere (Curtis and Fotheringham, 1995) . To emphasise this point further, in figure 5 we plot crude ratios of inflow to outflow for the ten origin -destinations against the competition variable to test for any spatial patterning present in the data. The ratios in figure 5 show no clear trend with respect to origin centrality.
Summary and discussion
In this paper we have examined several aspects of the performance of a spatial choice model calibrated with disaggregate migration data from the US PUMS. This is an underutilised dataset for migration studies in that it provides migration details on individuals at a fine geographic resolution, far superior to equivalent datasets available in other countries (Fotheringham and Pellegrini, 1996) . The results inform on the attributes of destinations which affect migrants' choices and on differences in these relationships between age-groups, ethnic groups, education groups, and gender groups. The main emphasis of the empirical results, however, is on the role of spatial competition in determining destination choice. The inclusion of a variable measuring the proximity of a destination to competing destinations has been justified theoretically in terms of hierarchical information processing and systemwide competitive accessibility, but its relevance has only been tested previously with aggregate flow data. We have provided strong evidence, using disaggregate spatial choice data and comprehensive spatial choice models, that destination competition plays an important role in migrants' spatial choices. Specifically, central destinations which are close to other destinations are less likely to be selected than more peripheral ones, ceteris paribus. Elsewhere, it has been postulated (Fotheringham, 1983; 1986; that this result arises from individuals processing spatial information hierarchically and underrepresenting the numbers of opportunities for migration in large clusters. The proximity of a destination to other destinations thus measures its likelihood of being included within an individual's mental representation of a large cluster. As this likelihood increases, the probability of evaluating that destination decreases, ceteris paribus. Alternatively, the findings from this disaggregate analysis may be linked to hierarchically competitive, origin -destination systems operating within the set of MSAs in the choice set (Fik and Mulligan, 1990; Fik et al, 1992; Krmenec and Esparza, 1993) , and this is the subject of current research efforts (Pellegrini, 1997a) .
Further evidence for the misspecification of spatial choice models which do not include a destination competition term is given in this paper in terms of the bias found in distance-decay parameters. When distance-decay parameters are estimated in the calibration of traditional spatial choice models, the parameter estimates indicate the classic pattern of bias such that central origins have less negative estimates than do peripheral origins. This bias is shown to be removed in the calibration of the competingdestinations models. Again, the results from this disaggregate analysis complement those previously undertaken with spatially aggregated flows. The importance of these results is that they reinforce conclusions previously drawn only from aggregate analysis and which were susceptible to criticisms of aggregation bias. As such, the results place further suspicion on much of the extensive literature concerned with the empirical examination of spatial flows which has been based on potentially misspecified models based on the assumption of a flat information-processing strategy whereby individuals are assumed to evaluate all possible destinations.
