Introduction
In the recent literature, there is an increased interest in survey data collection designs in which design features are adapted to characteristics of units in the survey target population (Groves and Heeringa, 2006 , Wagner, 2008 , Särndal, 2011 and Schouten, Calinescu and Luiten, 2013b . These characteristics may come from the sampling frame, other linked administrative data or from paradata observations, and they form strata in which design features are differentiated. This paper is about the formation of such strata and the design of interventions given the strata.
Most literature about adapting survey design is restricted to nonresponse error and ignores other errors like measurement error. We will restrict ourselves also to nonresponse error in this paper in order not to make the stratification problem overly complex. However, there is a clear need for a more general approach Bhulai, 2012, Calinescu and as the survey mode is one of the most prominent design features and is known to affect multiple errors simultaneously. We leave this to future research.
The implementation of designs that differentiate design features, generally, follows a number of steps: 1. Choose proxy measures for survey quality; 2. Choose a set of candidate design features, e.g. survey modes or incentives; 3. Define cost constraints and other practical constraints; 4. Link available frame data, administrative data and paradata; 5. Form strata with the auxiliary variables for which design features can be varied; 6. Estimate input parameters (e.g. contact and participation propensities, costs); 7. Optimize the allocation of design features to the strata; 8. Conduct, monitor and analyse data collection; 9. In case of incidental deviation from anticipated quality or costs, return to step 7; 10. In case of structural deviation from anticipated quality or costs, return to step 6; 11. Adjust for nonresponse in the estimation. See Groves and Heeringa (2006) , Peytchev et al. (2010) and Schouten, et al. (2013b) for general strategies towards the design of adaptive surveys. Most of the steps are, however, not specific to adaptive survey designs, rather it is steps 5 to 7 where the adaptation comes in. In this paper, we consider these steps.
The actual implementation in practice depends on the setting and the type of survey. There is a wide range of labels for designs that vary design features over population units: responsive survey design, adaptive survey design, responsive data collection design, targeted survey design and tailored survey design. Their inventors come from different survey settings and as a result have slightly different viewpoints on how the designs should be constructed and what they need to achieve. The main differences in settings between surveys are: 1) The length of the data collection period and the number of instances for intervention, 2) the application of refusal conversion methods, 3) the strength of prior knowledge from frame data, administrative data and paradata in previous waves of the same survey, 4) a focus on learning during data collection versus learning from wave to wave, and 5) a focus on both structural and incidental deviations versus a focus on just structural deviations. On the one end, there are the responsive survey designs as introduced by Groves and Heeringa (2006) where surveys have a long data collection with several instances for intervention, where refusal conversion is possible, where there is relatively little prior knowledge, where the focus is on learning during data collection and on both structural and incidental deviations. On the other end, there are adaptive survey designs as described by Schouten, et al. (2013b) that refer to relatively short data collection periods with limited intervention and limited possibility to convert refusers, with strong prior knowledge, a focus on learning in between waves and on structural deviations only. In fact, any design phase of responsive survey design, i.e. any period in between interventions, could be adaptive. Here, we discuss the selection of strata for a single intervention, i.e. for a single adaptation of design features, and throughout the paper we refer to such designs simply as adaptive survey designs.
If the focus is on nonresponse, ideally, the characteristics used for forming strata explain both the key survey variables and the propensity to respond. The formation of strata in adaptive survey designs is very similar to formation of strata in the post data collection adjustments for nonresponse. The reason for this similarity is very simple: Adaptive survey designs attempt to adjust for nonresponse by design rather than just post-hoc in the estimation. Various authors have come up with explicit proxy measures for nonresponse error in the optimization of adaptive survey designs: Schouten, Cobben and Bethlehem (2009) propose to use representativeness indicators and the coefficient of variation of response propensities and Särndal (2011) and Lundquist and Särndal (2013) propose to use balance indicators. Other authors describe a less explicit approach in which sample units are prioritized based on response propensity models (e.g. Peytchev et al., 2010 , Wagner, 2013 . However, all share a focus on reducing the variation in response propensities for a selected set of auxiliary variables. The obvious and legitimate question is whether such adjustment by design on a specified set of variables has any use when the same variables can also be employed afterwards in the estimation. In our opinion, adjustment by design as a supplement to adjustment afterwards is useful for two reasons: First, it is inefficient to have a highly unbalanced response; a large variation in adjustment weights is to be avoided and may inflate standard errors. Second, and more importantly, the adjustment by design originates from the rationale that stronger imbalance on relevant, auxiliary variables is, in the majority of cases, a signal of stronger imbalance on survey target variables. For a more elaborated discussion see Schouten, Cobben, Lundquist and Wagner (2014) and Särndal and Lundquist (2013) . Schouten et al. (2014) provide empirical evidence based on 14 survey data sets that, on average, a design with a more representative response has smaller nonresponse biases, even after post-survey weighting on the characteristics for which representativeness was assessed and evaluated. Schouten (2015) discusses theoretical conditions under which adaptive survey design reduce nonresponse bias, even after nonresponse adjustment.
Adaptive survey designs have some similarity to balanced sampling, e.g. Deville and Tillé (2004) , Grafström and Schelin (2014) and Hasler and Tillé (2014) , However, adaptive survey designs attempt to balance response to a given sample, not the sample itself. In other words, adaptive survey designs optimize the allocation of treatments or design features given a sample but not the inclusion into the sample. For the same reason, the criticism that adaptive survey designs resemble quota sampling is false; the balance of response is assessed against a probability sample not against the population. Schouten et al. (2012) state that partial R-indicators can be used as tools to monitor and analyse nonresponse and to improve survey response through adaptive survey design. In this paper, we show how to employ partial R-indicators for these purposes..
In this paper, we demonstrate how the partial R-indicators can be used to identify (and monitor) strata for adaptive survey designs and how to optimize interventions for the strata depending on the frequency and length of the survey data collection. In order to be able to use the indicators for building population strata, it is imperative that they are accompanied by standard error approximations. In this paper, as an important by-product, we provide such approximations. At www.risq-project.eu code in SAS and R and a manual (De Heij, Schouten and Shlomo, 2015) are available for the computation of (partial) R-indicators and (partial) coefficients of variation (CV). The code is extended with standard error approximations for all indicators and other features compared to the first version that was launched in 2010. This paper has four main sections in which we explain the methodology, simulate properties and provide a real application. In Section 2, we briefly review the coefficient of variation and partial R-indicators and explain how the indicators can be used to build and evaluate profiles of nonrespondents. Such profiles form the strata to which data collection can be adapted through a pre-planned intervention. The intervention implies a change of strategy or an additional follow-up to nonrespondents. In Section 3, we discuss the optimization of an adaptive survey design intervention. We distinguish between two settings: one-time only surveys and continuous surveys. In Section 4, we discuss a simulation study where we evaluate the impact of the sample size on such intervention decisions. The sample size determines what underand overrepresentation can be statistically monitored. In Section 5, we demonstrate the formation of strata and the optimization of the design for a real dataset, the Dutch Crime Victimisation Survey. We conclude with a discussion in Section 6.
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Building nonrespondent profiles
In this section, we discuss the use of partial R-indicators to identify strata for adaptive survey designs. In the optimization of these designs, we employ the coefficient of variation (CV) of the estimated response propensities, which sets an upper bound to the absolute bias of response means. The partial R-indicators point at the strata that need more effort to improve the CV. We, first, revisit the various indicators. Subsequently, we discuss how the partial R-indicators can be used to form nonrespondent profiles.
R-indicators, coefficients of variation and partial Rindicators revisited
R-indicators measure the total variation in response propensities given a specified set of auxiliary variables, while partial R-indicators decompose the total variation into variation attributable to variables and to categories of variables. When a survey is used for the estimation of a wide range of population parameters, then the Rindicators are employed as a supplement to the response rates. When a survey mainly estimates population means or totals, then it is recommended to focus on the coefficient of variation instead. A central role is played by auxiliary variables that form population strata and by the response propensities in these strata. The response propensities are estimated from a regression model that includes the auxiliary variables as covariates. Since response is a 0-1 event, non-linear link functions are typically used to transform the regression on the covariates to the [0, 1] interval. We choose logistic link functions in this paper. The contribution of the covariates can be modelled in many different ways as some or all interactions between them may be included. In the applications in this paper, we exclude interactions and include only main effect terms per covariate.
In this section, we provide the basic formulas for the various indicators. We refer to Schouten et al (2012) and Schouten, Calinescu and Luiten (2013b) for details about the use of the indicators.
We use the notation and definition of response propensities as set out in Schouten, Shlomo and Skinner (2011) and Shlomo, Skinner and Schouten (2012) . We let denote the set of units in the population and the set of units in the sample. We define a response indicator variable which takes the value 1 if unit in the population responds and the value 0 otherwise. The response propensity is defined as the conditional expectation of given the vector of values of the vector of auxiliary variables
and denote this response propensity by . We assume that the values are known for all sample units, i.e. for both respondents and nonrespondents.
We define the R-indicator as
The estimation of the response propensities is typically based on a logistic regression model and we denote the estimated response propensity by ̂ or the shortened ̂ . The estimator of the variance of the response propensities is
(2) where is the design weight and
We estimate the R-indicator as
(4)
The bias adjusted R-indicator as shown in Shlomo et al. (2012) is
and h is the link function of the logistic regression. The standard error of the R-indicator is presented in Shlomo et al. (2012) .
The coefficient of variation (CV) which standardizes the variance of the response propensities is calculated as the bias-adjusted standard error of the response propensities, as shown in (2), divided by the average response propensity and estimated by
is the term under the square root in (5). The estimate of the variance of the coefficient of variation is presented in De Heij, Schouten and Shlomo (2015) . The coefficient of variation and its estimated standard error are included in the new versions of the SAS and R code on www.risq-project.eu (De Heij et al 2015) .
The unconditional partial indicators measure the distance to representative response for single auxiliary variables and are based on the between variance given a stratification with categories of (Schouten et al 2011) . The variable may or may not be included in the covariates of the model X for estimating the response propensities.
Given a stratification based on a categorical variable Z having categories , the variable level unconditional partial R-indicator is defined as
is the average of the response propensity in stratum k . This between variance is estimated by
where k X ,  is the design-weighted stratum mean of the estimated propensities and ̂ is the estimated population size of stratum k.
At the category level Z=k, the unconditional partial R-indicator is defined as
and is estimated by
Conditional partial R-indicators measure the remaining variance due to variable within sub-groups formed by all other remaining variables, denoted by (Schouten et al 2011) . In contrast to the unconditional partial R-indicator, the variable must be included in the model for estimating response propensities. Let be the 0-1 dummy variable that is equal to 1 if and 0 otherwise. Given a stratification based on all categorical variables except Z, denoted by and indexed by , , the conditional partial R-indicator is based on the within variance and is defined as 13) and is estimated by
At the categorical level of Z=k, we restrict the within variance to population units in stratum k and obtain 
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In order to compare the partial R-indicator values and to select categories that show the strongest under representation, their values need to be accompanied by the standard errors. In earlier papers, however, the properties of partial R-indicators have only been estimated through resampling methods. In practical monitoring and analysis, resampling is too time-consuming and cumbersome. Analytic approximations to the bias and standard errors are now available and are implemented in the RISQ 2.1 SAS and R code at www.risq-project.eu The approximations are given in the appendix and are also included in the manual to the RISQ code (De Heij et al 2015).
Building nonrespondent profiles from auxiliary variables
In this section, we show how to employ the partial R-indicators to form nonrespondent strata. It must, however, be noted that the indicators are no prerequisite to building nonrespondents profiles; other statistics exist and can be applied to do the same. The utility of the partial R-indicators lies in four properties: 1. they can be computed at the variable-level, 2. they form a suite with R-indicators and naturally allow for a top-down analysis, 3. they have analytical expressions of variance and, hence, can be used in statistical testing, and 4. they incorporate the size and impact on representativeness of subpopulations based on those variables included in the response models.
The construction of sensible nonrespondent profiles and the efficacy of adaptive survey designs in reducing nonresponse error are fully dependent on the relevance of available auxiliary variables. Partial R-indicators, and any other proxy measure for that matter, are merely tools to transform and condense such multi-dimensional information to useful and manageable dimensions. As for nonresponse adjustment in the estimation, adaptive survey design that are based on variables with a weak relation to survey target variables may be counterproductive and increase imprecision (Little and Vartivarian 2005) . The pre-selection of relevant auxiliary variables is, therefore, crucial, and the absence of such variables should warrant against adaptive survey designs. The utility of adaptive survey design, regardless of adjustment in the estimation, is proportional to the strength of the association between auxiliary variables and survey target variables.
There are two main differences between the pre-selection of auxiliary variables for adaptive survey design and for adjustment afterwards. The first difference is that adaptive survey design strata need to be formed before or during data collection while nonresponse adjustment strata can be formed after data collection is completed. For some surveys the actual publication date of their statistics may be several months after the completion of data collection so that there is sufficient time to update some of the auxiliary variables to the reference period of the survey. The second difference lies in the required properties of the auxiliary variables. Since nonresponse adjustment is done when nonresponse is a given fact, auxiliary variables need to relate to key survey variables and to the specific realized nonresponse mechanism. However, since adaptive survey design is affecting the actual response propensities, auxiliary variables need to relate to key survey variables and to all likely nonresponse mechanisms linked to the candidate design features. Hence, for adaptive survey design, the set of auxiliary variables should be broader.
Importantly, in the selection of auxiliary variables, the variables should not be strongly collinear. Ideally, the variables should be more or less independent and cover different dimensions of the target population. In practice, it is inconvenient to first construct such variables from the available list of variables (e.g. as principal components or factors) as the resulting variables are difficult to interpret and to translate to effective data collection treatments. Hence, it is better to use a selection of meaningful variables, although they may correlate to some extent. Conditional partial R-indicators are designed to remove remaining collinearity, but they follow from the idea that collinearity is modest.
In this paper, we assume survey key statistics are population means or totals and we take the coefficient of variation (CV) as the target proxy nonresponse measure. Given a pre-selected set of auxiliary variables, nonrespondent profiles can be built by entering all pre-selected variables to a (logistic) regression model for response. The next step is to judge whether the resulting CV is acceptable or not, and, hence, whether it is necessary to inspect the variable-level and category-level partial Rindicators. It is important to remark here that it is the effect size that should determine further inspection and not the standard error or significance; for large sample sizes any partial R-indicator would be significantly different from zero. Adaptation of the design is needed only when the CV is above a specified threshold. Given that R-indicators and coefficients of variation are fully dependent on the choice of auxiliary variables, the choice of a threshold is not straightforward. There are two options: an internal threshold and an external threshold. An internal threshold is a threshold computed using the same covariates and model and based on one or more earlier waves of the same survey that are deemed to have acceptable quality. An external threshold is a threshold based on one or more other surveys of acceptable quality, again using the same covariates and the same model. Regardless of the type of threshold, the CV threshold should be computed using exactly the same model, i.e. the same auxiliary variables with the same categories, the same link function and the same main and interaction regression terms. At Statistics Netherlands, models can be kept constant because survey samples can be linked to the same administrative data and paradata is standardized over surveys but this may not be true for other institutions. When a CV attains a value above the internal or external threshold providing evidence of a lack of representativity, then nonrespondents profiles should be derived from the variables and categories within those variables that have large and significant unconditional and conditional partial R-indicators. In section 3.3, we discuss how these partial R-indicators can be used in constructing adaptive design strata.
Designing an adaptive follow-up from nonrespondent profiles
In this section, we propose structured trial-and-error recipes for the optimization of an intervention, given a set of strata. The approach depends on the frequency and length of the survey data collection. In order to avoid an overly complex approach, we make some pragmatic assumptions: We assume that a survey designer is considering a single intervention in which the first phase is cheaper than the second phase. We assume, furthermore, that the designer anticipates that the second phase is really needed to improve accuracy of the key survey statistics. The last assumption is made because accuracy has two dimensions: bias and variance. Without such an assumption, one would have to check whether a smaller bias using phase 2 outweighs a smaller variance using phase 1, but with a (much) larger sample size. We, first, review existing approaches in the literature in section 3.1. In section 3.2, we discuss the impact of the type of survey on the design of interventions. We distinguish two types: one-time only surveys and continuous surveys. Finally, in section 3.3, we provide the algorithms for the two types of surveys.
Approaches to allocate cases for follow-up
To date, four approaches to the optimization of adaptive survey designs can be identified in the literature: 1) a trial-and-error approach (e.g. Laflamme and Karaganis, 2010, Luiten and , 2) a set of stopping rules (e.g. Lundquist and Särndal, 2013) , 3) propensity-based prioritization (e.g. Peytchev et al., 2010 , Wagner, 2013 , Wagner and Hubbard, 2013 , and 4) a mathematical optimization problem (e.g. Schouten, et al., 2013b) . The approaches vary in their explicit focus on mathematical optimization, their certainty to be effective, their ability to be linked to candidate data collection strategies, their reproducibility, and their reliance on the accuracy of response propensity estimates.
The first approach is a trial-and-error approach. Different population subgroups receive different treatments that have proven to be effective from practical experience and historic survey data. The subgroup response propensities for each treatment are not explicitly modelled or estimated and costs are only roughly kept at the available budget level. There is no explicit mathematical optimization. As a result, a successful improvement of quality using the design is uncertain until it is fielded and analysed. Furthermore, the approach may be subjective and not easily reproducible by others. However, there is no dependence on models or estimated response propensities and it has room to include expert knowledge.
The second approach is a set of stopping rules to decide whether continued efforts are made to population subgroups. This approach comes closest to the responsive survey design paper by Groves and Heeringa (2006) that refers to phase capacity. Lundquist and Särndal (2013) , for example, prolong efforts in subgroups until a lower limit, say 60%, is reached. This approach also does not make use of an explicit mathematical optimization model, but stopping rules are constructed based on a quality objective function. As a result this approach has some guarantee that quality is improved. It also allows to some extent for the inclusion of expert knowledge to choose the most effective strategies within subgroups and it is only mildly sensitive to the accuracy of response propensities.
The third approach is prioritization of sample units in data collection based on estimated response propensities. The response propensities are estimated during data collection and the propensities of nonrespondents are sorted. The lowest propensity cases have higher priority and receive more effort. This approach is not linked to a specific quality objective function but it does aim at equalizing response propensities. Similar to stopping rules there is some guarantee that quality is improved. It is, however, more sensitive to accuracy of response propensities than the first two approaches. More importantly, it is harder to link effective data collection strategies as the sorted cases do not have an easy translation into characteristics.
The fourth approach is a fully mathematical formulation and optimization. The probabilities that subgroups are assigned to treatments, so-called strategy allocation probabilities, form the set of decision variables. The quality objective function and cost and other constraints are explicitly written in terms of these decision variables, and optimized using (non)linear programming. If all input parameters, e.g. the response propensities, are estimated accurately, then the approach leads to optimal and predictable improvement of quality. However, the approach is sensitive to inaccurate input parameters. Furthermore, the optimization problems can be nonlinear and non-convex, depending on the form of the objective function and cost constraints, which may become computationally intractable. The R-indicator and coefficient of variation are examples where the optimization becomes nonlinear.
A practically feasible and pragmatic approach may be in between a full trial-and-error and a full mathematical optimization: it is robust but has some mathematical rigor, objectivism and structure and allows for quality-cost trade-offs. We call such an approach a structured trial-and-error approach. The stopping rules and propensitybased prioritization come close to such an approach, but they are not explicitly linked to proxy nonresponse bias measures. Furthermore, the propensity-based prioritization is sensitive to sampling variation and cannot easily be linked to effective treatments, and the stopping rules do not allow for an easy quality-cost trade off. In section 3.3, we present a structured trial-and-error approach based on partial Rindicator values. Before we do, we discuss a crucial aspect of a survey: the frequency and length of the data collection.
Types of surveys
It makes a big difference in designing an adaptive survey design whether a survey has a finite or infinite horizon data collection period, whether it is run only once (or infrequently) or continuously, and whether there is strong or weak prior knowledge about the response propensities. Adaptive survey designs are best suited for continuously running surveys with a long time horizon or surveys with strong prior knowledge about the effectiveness of treatments. In surveys with a long time horizon, budgets can be invested in trying different treatments to learn how the target population responds and there is no immediate need to optimize treatment during data collection. Surveys with strong prior knowledge resemble surveys for which there has been a long period to learn how treatments work. At the opposite of the spectrum, in surveys with weak prior information that are run once and for a short period, the only option is to learn and act during data collection. In this paper, we will consider both extremes in the simulation study of section 4 and the application of section 5..
Suppose a survey runs for m time periods or it is requested that the design of a survey is left unchanged for m time periods. In practice, the survey may run for a longer time, but method effects, i.e. a change of design, are constrained to be absent for this period. Suppose that for each time period statistics need to be produced. This publication frequency implies that there is room only to experiment with the design during time period 1 and room to optimize the design before the statistics for time period 1 are published. Once data collection starts for time period 2, the design needs to be fixed. Suppose further that, in each period, data collection is split into two phases. The first phase is conducted for the full sample, but the second phase can only be conducted for a proportion q of the nonrespondents due to budget constraints. Now, say that a follow-up costs the same for each nonrespondent. Then over the full length of the survey, qm of a one time period full follow-up budget is available. In the first time period, a subsample of proportion p of the nonrespondents may receive follow-up, where, generally, p will be larger than q, so that an investment is made in the first time period. For the remaining m-1 time periods, a budget of qm-p is left, which amounts to (qm-p)/(m-1) per time period. For a continuous survey with a long time horizon, (qm-p)/(m-1) ≈ q and all nonrespondents can be allocated for follow-up. For a one-time only survey, it must hold that p = q. Apart from the length and budget of the survey, the choices of p and the individual subsampling probabilities depend on the strength of the prior knowledge about the phase 2 response propensities. The inclusion of such knowledge demands a Bayesian approach, which is beyond the scope of the present paper. In the following, we assume only weak knowledge exists about the overall phase 2 response rate and costs.
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A structured trial-and-error approach
We consider the two extreme settings: a one-time only survey and a continuous survey with a long-time horizon. For the one-time only survey, we suggest the following steps, in which is the size of the nonresponse after phase 1: 1. After phase 1 of the one-time only survey derive the CV, R-indicator and partial Rindicators; 2. Adapt to the nonresponse by:
a. Inspect the variable-level partial R-indicators and select variables for which unconditional and conditional partial R-indicators are significantly different from zero; b. Select all categories of those variables identified in (a) that have a significant negative unconditional value and a significant (positive) conditional value; c. Form a stratification by crossing all categories and, possibly, collapse empty or small strata; d. Compute the category-level unconditional partial R-indicator for the new stratification variable and order the strata by their sign and their p-value with respect to the null-hypothesis that the partial R-indicator is equal to zero; e. Select strata for follow-up based on their rank until cases are selected.
For the first wave of a continuous survey, the steps are: 1. After phase 2 of the continuous survey derive the CV, R-indicator and partial Rindicators; 2. Adapt to the nonresponse by:
a. Inspect the variable-level partial R-indicators and select variables for which unconditional and conditional partial R-indicators are significantly different from zero; b. Select all categories of those variables identified in (a) that have a significant positive unconditional value and a significant (positive) conditional value; c. Form a stratification by crossing all categories and, possibly, collapse empty or small strata; d. Compute the category-level unconditional partial R-indicator for the new stratification variable and order the strata by their sign and their p-value with respect to the null-hypothesis that the partial R-indicator is equal to zero; e. Deselect strata until at most cases remain with the highest p-values.
In both settings, it is assumed that adaptation is needed. For the one-time only survey (setting 1) we have partial response and there is a need to decide on strata to target for follow-up. It is assumed that the CV values do not satisfy the prescribed threshold. For the continuous survey (setting 2) we have a full response from the first phase of a survey and there is a need to deselect strata for follow-up in the subsequent phase. It is assumed that the required budget to apply phase 2 to all nonrespondents is too small.
The two approaches that we propose, provide structure but still are essentially trialand-error. There is no guarantee that the adaptation leads to an optimal allocation and better accuracy. In Sections 4 we analyse the first setting in a simulation study and in Section 5 we analyse both settings in a real application.
A simulation study
For the simulation study, we use a dataset from the 1995 Israel Census Sample of Individuals aged 15 and over. This was an equal probability sample of the Census population with a 1:5 sampling fraction. This dataset is of size N=753,711 and will serve as our population for the simulation study. Population response propensities were calculated using a 2-step process:
1. Probabilities of response are defined according to variables: child indicator, income from earnings groups, age groups, sex, number of persons in household and three types of localities where the categories of the variables are described in table 4.1.1. Some of the variables are at household level since typical social surveys will have the household as the sample unit and certain variables impact on response, e.g. if there are children in the household, but all individuals 16 and over respond to the questionnaire. These variables define groups that are known to have differential response rates and the probabilities of response are those found in social surveys in practice. Based on the probabilities of response, we generated a response indicator obtaining a value of 0 for a nonresponse and a value of 1 for a response according to a draw from the Bernoulli distribution. 2. Using the response indicator as the dependent variable, we fit a logistic regression model on the population using the variables defined in step 1 as explanatory variables and where type of locality and size of household were interacted. The predictions from this model serve as the 'true' response propensities for our simulation study.
The overall response rate generated in the population dataset was 69.2%. Table 4 .1.1 presents the probabilities of response according to the variables in step 1 that were used to generate the population response propensities in step 2. High nonresponse rates in categories are likely to cause the sub-group in the population to be underrepresented according to the partial R-indicators.
From the population, we drew three samples: ,3 and 4 ). All variables are contributing to lack of representativity. There is generally more impact on the lack of representativity as the sample sizes get smaller. For the conditional partial R-indicators which control for the effects of remaining variables, the within variation of the response propensities in categories of variables remains large. In other words, conditioning on other variables, response is still not representative with respect to the specific variable. In general, we see that the unconditional partial R-indicators are larger than the conditional partial R-indicators in the original sample for all variables. This suggests that the impact of each variable is reduced when controlling for other variables and that the auxiliary variables show some collinearity. We use the first setting of the structured trial-and-error approach in Section 3.3 to determine characteristics of individuals to target for follow-up on nonrespondents. Based on the variable level partial R-indicators, we inspect variables and choose those where both the unconditional and conditional values are significantly different from zero as denoted by the '*' in the left-hand panel of When the contribution of a variable or category, in this case persons between 45 to 54 years of age, is very small, it may occur that the conditional value is larger than the unconditional value. This is the result of the functional form of response propensity models, in which no interactions terms are included.
Percent response generated in the simulation population dataset according to auxiliary variables
identified strata of each strata are 838 (5.6%), 421 (5.6%) and 188 (5.0%) for the 1:50, 1:100 and 1:200 samples respectively. We assume that after efforts to convert the nonrespondents to respondents, we achieve a 50% response rate in the follow-up. For the simulation study, half of the nonrespondents in the strata were randomly converted to respondents assuming that within each strata, the probabilities to respond are homogenous under the MAR assumption. This increased the response rates by approximately 2.7%, as can be seen in column 5 of . There is evidence of a significant increase in the R-indicator and a decrease in the Coefficient of Variation after the nonresponse follow-up when comparing confidence intervals.
We return now to table 4.1.3, containing the variable level partial R-indicators, and focus on the right side of the table (columns 5, 6 and 7) after the 50% conversion response to the targeted follow-up. Based on the results, we generally see the same trend as the R-indicators with a reduction in the variable level partial Rindicators, although some collinearity has remained. In the 1:200 smaller sample size we see that the variable sex, which is a dichotomous variable, has gone from nonsignificant to significant, following the targeted response for both conditional and unconditional partial R-indicators. For the categorical level partial R-indicators (not shown here), there is an overall reduction following the targeted response, and many categories have become non-significant.
The conclusion from this simulation study is that even with a small increase in the response rate, albeit targeted at those nonrespondents contributing to the lack of representativity, we are able to improve the representativeness of the data. This means that fewer adjustments are needed to correct for nonresponse bias under post-stratification, leading to smaller variation in sampling weights and increased efficiency. In each of the three samples drawn, post-stratification weights were calculated for individuals in the survey (ignoring household-level weighting) using standard weighting classes of cross-classified type of locality, age group and sex. Before the targeted follow-up, the CVs of the survey weights were 10.0%, 15.6% and 17.8% for the 1:50, 1:100 and 1:200 samples, respectively. Following the targeting of nonrespondents and conversion, the CV's of the survey weights were 9.7%, 15.0% and 16.3%. The weighted estimate for the average income in Israeli Shekels (IS) for those employed went from 4,340 IS, 4,327 IS and 4,326 IS for the 1:50, 1:100 and 1:200 samples, respectively, before targeting nonrespondents, to 4,342 IS, 4,358 IS, and 4,354 IS following targeting of nonrespondents. The true value in the population is 4,377 IS.
An application to the Crime Victimisation Survey
In this section, we show an application to the 2011 Dutch Crime Victimisation Survey (CVS). Within the 2011 CVS a large survey mode experiment was conducted that allows us to investigate various sequential mixed-mode adaptive survey designs. This experiment is described and analysed in detail in Schouten et al. (2013a) . In the construction of the adaptive survey designs, we adopt the two extreme settings: no learning period (a one-time only survey) and a long learning period (a continuous survey).
The design of the experiment was as follows: A sample of 8800 persons was randomly assigned to one of four sequential mode strategies: Web followed by faceto-face, mail followed by face-to-face, telephone followed by face-to-face and faceto-face followed by face-to-face. The last strategy, face-to-face followed by face-toface, is not a mixed-mode strategy but was added to evaluate time stability of CVS key variables. The experiment was designed to decompose mode effects into modespecific selection and mode-specific measurement bias with face-to-face as the benchmark mode. In order to do so, both respondents and nonrespondents to the first phase (Web, mail, telephone or face-to-face) received the second phase (face-toface) in which the first key sections of the CVS questionnaire were repeated. At the first phase, persons were not aware of a second phase. In it was concluded that the mode of the first phase did not impact the size and composition of response to the second phase. Furthermore, the answers to the key CVS questions in the second phase could not be predicted by the mode of the first phase. We view the two phases, therefore, as a sequential mixed-mode design.
In the present application, we consider two strategies: Web to face-to-face and mail to face-to-face. These two strategies come up naturally in mixed-mode designs where cheaper survey modes are tried first. We assume that there is insufficient budget to allocate all nonrespondents to face-to-face and we investigate which persons to allocate to the face-to-face second phase. In the following, we abbreviate face-to-face to F2F.
The evaluation of representativeness and the construction of strata for the second phase is done using six socio-demographic registry variables: gender (male, female), age (15-25, 25-35, …, 65-75, 75+) , urbanization of residence (not, little, moderate, strong, very strong), income in Euro's (<3K, 310K, 10-15K, 15-20K, 20-30K, >30K), ethnicity (native, western non-native, non-western non-native), and registered landline phone number (yes, no). These variables have been linked to a wide range of survey datasets at Statistics Netherlands as they are related generally to survey variables and are used in weighting adjustments and publication tables. Particularly, gender, age, urbanization and registration of a landline phone number relate strongly to key CVS variables: victimization, perception of safety, judgment of police performance and perception of neighbourhood problems. The response rate of this strategy is close to 70% and the R-indicator is around 0.80. In the following, we take the resulting coefficient of variation of 0.160 as the target. We believe that two F2F phases represent what can be achieved with reasonable effort; beyond this effort the survey gets exceptionally expensive. We use the F2F → F2F coefficient of variation as internal benchmark.
Rows 2, 3, 6 and 7 of table 5.1.1 present the indicator values for Web only, Web to F2F, mail only and mail to F2F. The response rate for Web only is by far the lowest, but the R-indicator is similar to the benchmark strategy. However, resulting from the low response rate the coefficient of variation is much higher. For mail, the picture is somewhat reversed: the response rate is relatively high, but the R-indicator is much lower. As a consequence, again, the coefficient of variation is much higher than the benchmark strategy but lower than that of the Web only strategy. When the F2F second phase is added, then the response rates increase considerably, for mail it is now close to that of the benchmark strategy. The R-indicator and the coefficient of variation become similar to that of the benchmark strategy.
We assume that the available budget is not sufficient to cover a second phase for all nonrespondents in the first phase. The costs for approaching one CVS sample person through mail is approximately four times higher than through Web and the costs for F2F are approximately 30 times higher. The last column of table 5.1.1 gives the costs per strategy relative to the cost of assigning one sample unit to Web. The F2F to F2F strategy is approximately 45 times more expensive than Web only. For ease of demonstration, suppose that the available budget is 13.800. This implies there is budget to allocate 940 cases to F2F after a Web first phase and 720 cases after a mail first phase. The full F2F strategies for Web and mail cost, respectively, 49.1 and 42.3 per case, and are too expensive to assign all cases. We adopted two extreme settings. The first setting is that of a one-time only survey or a low frequency survey in which there is no time to learn and to perform a full F2F phase 2. Under this setting, a decision to allocate nonrespondents to F2F has to be based on the Web and mail phase 1 responses only. The second setting is that of a continuous survey in which budget can be invested to perform a pilot with a full F2F second phase. Under this setting, a decision to allocate nonrespondents can be based using the responses to both phases. Table 5 .1.1 includes the indicator values of the adaptive survey designs that are constructed under the two settings (rows 4 and 5 for Web and rows 8 and 9 for mail). We constructed the designs following the steps of section 3.3. For the first setting, four categories turned up for both Web (income groups 10-15K and 15-20K, age group >75 years and non-western non-natives) and for mail (males, age groups 15-25 years and 25-35 years and non-western non-natives). From these categories stratifications were formed and strata with significant negative unconditional values were selected for follow-up; 594 cases for Web and 329 for mail. For the second setting, we found four categories for Web (income group >30K, natives, persons with a registered phone and persons living in little or non-urbanized areas) and five categories for mail (income group >30K, natives, persons with a registered phone and age groups 55-65 years and 65-75 years). From these categories again stratifications were formed and strata that did not have significant negative unconditional values were deselected for follow-up; leaving a total of 896 cases for Web and 601 cases for mail for follow-up. For both settings the numbers of cases were within the budget levels. Under the first setting for Web the second phase does not improve the R-indicator while for mail the second phase leads to a large increase in the R-indicator. The coefficient of variation for mail has become similar to the target from the F2F to F2F design while for Web it is still higher. Under the second setting, the R-indicator values increase for both Web and mail and are significantly higher than for strategy F2F to F2F. Because of the lower response rate the coefficient of variation for Web is still higher than the target but for mail it is significantly lower.
Variable
In the construction of the designs, we have concentrated on auxiliary variables. The important question is whether the various designs also affect the survey variables. The victimization variable shows a significant difference against a Web only design at the 5% level, the feeling unsafe variable against a Mail only design at the 5% level, the other variables do not. Especially, the neighbourhood nuisance scale seems to be very robust against changes in design. There is some indication that decreases in the coefficient of variation coincide with significant changes in the victimization variables; the only design where the %victimized did not change significantly, the first setting for Web, still had a relatively high coefficient of variation. Remarkably, the number of reported victimizations in designs with a Web first phase is a lot higher than those with a mail first phase, although percentages victimized are similar. We have no explanation for this other than differences in selection between the web to F2F and mail to F2F designs.
Adjusted response means for five CVS survey variables and coefficient of variation for designs with a Web or mail first phase.
(p-value for test against phase 1 response only: *** = below 0.1%, ** = below 1% , * = below 5%). The application confirms that building adaptive survey designs based on response to a first phase can be risky. For mail the second phase allocation turned out right and all indicators improved, but for Web hardly any improvement was found; The F2F second phase helped raise response rates of some strata but was counterproductive on other strata. This risk reflects the lack of knowledge about the efficacy of the second phase which is included in the scenario where both phases have been conducted first. The application shows that it may be fruitful to perform a first pilot wave in which some investment is made in learning if and how a second phase improves response. After this wave the design can be optimized for subsequent waves and statistics for the first wave (and obviously future waves) can be based on the optimized design.
Web
In the application, we performed a structured trial-and-error approach. Under the second setting where we have estimates for the response propensities for both phases, we could have done an advanced optimization following Schouten, et al. (2013b) . This would lead to a complex non-linear, non-convex optimization problem when all variables and all variable interactions are included. If we would first construct stratifications for targeting sample cases, as we have done here, the properties of the problem are the same but the dimensionality would be much lower and perhaps a brute force approach where many options are simply tried would become within reach. We have not tried this for the application, however.
Discussion
In this paper, we demonstrated how to use partial R-indicators in forming nonrespondent profiles and strata for adaptive survey designs. We, furthermore, presented and demonstrated structured trial-and-error approaches to adaptive survey designs, and we identified two extreme scenarios: a one-time only survey and a continuous survey with a long time horizon. In the approaches we adopted a pragmatic viewpoint in order to avoid complex optimization. However, the crucial ingredient to the formation of strata and the efficacy of adaptive survey designs is the availability of auxiliary variables from frame data, administrative data or paradata that are relevant to the key survey variables.
We design and employ adaptive survey designs from the conviction that adjustment by design is profitable also when adjustment afterwards is applied. There are two motivations for this conviction: we want to reduce variation in adjustment weights by design and we treat proxy measures of nonresponse error as process quality indicators. We believe, and there now is empirical evidence, that a larger variation in response propensities on known variables is indicative of even higher variation in response propensities on other variables.
In dividing the data collection into two phases, we assume that there is a strong conjecture that a second phase is needed to reduce the impact of nonresponse error. Although we do test indicators for their significant difference to a fully random nonresponse, we largely ignore the trade-off between bias and variance that needs to be made when taking the mean square error as the ultimate quality measure.
The two settings, a one-time only survey and a continuous survey, are very different. In the first setting, there is little if no time to learn and one must lean on experience obtained in other surveys, while in the second setting a learning period may be included explicitly. However, also for continuous surveys it is desirable to have comparability over time, so that the learning period must allow for the construction of estimates under various strategies. The latter implies that in the learning period, the sample is randomly divided over a number of optional strategies. We provide straightforward and easy-to-implement approaches to both settings.
To date, all approaches towards designing adaptive survey design are non-Bayesian and do not update response propensity distributions during data collection or from one wave to the other. A Bayesian approach is a promising alternative as uncertainty about adaptive survey design input parameters is included in a natural way, see e.g. Wagner and Hubbard (2013) . However, such an approach requires a different framework (e.g. Schafer, 2013 for an application to data collection monitoring), and the most challenging element may be how to include and model multiple but diverse key survey variables. We advocate that a Bayesian approach is investigated but leave it to future research to explore this alternative.
Appendix A: Bias adjustment and standard error approximations for partial R-indicators
The strategy taken in the bias and standard error analytic approximations strongly resemble those for the overall R-indicator. For the sake of brevity, we, therefore, give only condensed derivations here. We refer to Shlomo, et al. (2012) for an elaborate description.
A.1 Bias adjustment
Like the overall R-indicator, the partial R-indicators are subject to bias that results from sampling variation. The sampling variation leads to sample-size dependent noise in the estimated response propensities that is picked up by the indicators; even with constant response propensities some variation will be observed. The bias adjustment is intended to remove this spurious variation.
Empirical work has shown that the bias affecting the R-indicator in (5) has little impact on the variable level partial R-indicators, when sample sizes are large, and no impact on the categorical level partial R-indicators in all samples. The main reason for this is that for the partial R-indicators, defined as the decomposed variance components of the variance of the response propensities, the variance terms become more dominant compared to the bias terms.
Therefore, for smaller sample sizes, we adopt a method of pro-rating the bias correction term of (5) is the within variance given the stratifying variable (all auxiliary variables except ). By calculating the complementary between and within variance for each of the stratifying variables, we can implement a pro-rating of the bias correction term for (5) between the complimentary between and within variances for small sample sizes.
A.2 Standard error approximations for variable-level partial R-indicators
To obtain the variance estimates for the variable level partial R-indicators, we follow the strategy employed in Shlomo et al (2012) .
For the unconditional partial R-indicator,
, we can obtain an estimate of the variance according to the methodology of Shlomo et al (2012) , but with the change that the response propensities are modelled according to a stratification on the single variable Z.
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Similarly, for the conditional partial R-indicator,
, we can obtain an estimate of the variance according to the methodology of Shlomo et al (2012) , but with the change that the response propensities are modelled according to a stratification on . This approximation is due to the fact that, in practical applications, only main effects and second order interactions are typically used to estimate response propensities in the logistic regression model, as opposed to a complete cross-classification of auxiliary variables, since many categories would have very small or zero sample sizes.
A.3 Standard error approximations for unconditional category-level partial R-indicators
To obtain the variance estimates for the categorical level partial R-indicators, we denote by the auxiliary variables taking values and by a categorical variable for which the partial indicator is calculated with categories .
The variance of the estimated unconditional category-level partial R-indicator, 
A.4 Standard error approximations for conditional category-level partial Rindicators
For the conditional category-level partial R-indicator, ) , , ( X c k Z P  in (16), we use similar methodology as for the variance estimation of the R-indicator described in Shlomo et al (2012) . However, we add in the stratification variable indexed by .
The estimate of the variance of the R-indicator in Shlomo et al (2012) is based on the decomposition of ) ( 2 X S  into the part induced by the sampling design for a fixed value of ̂ and the part induced by the distribution of ̂ as obtained from the logistic regression response model. We take the latter to be ̂ ), where
