Abstract: Regularization techniques for the numerical solution of inverse scattering problems in two space dimensions are discussed. Assuming that the boundary of a scatterer is its most prominent feature, we exploit as model the class of cartoon-like functions. Since functions in this class are asymptotically optimally sparsely approximated by shearlet frames, we consider shearlets as a means for regularization. We analyze two approaches, namely solvers for the nonlinear problem and for the linearized problem obtained by the Born approximation. As example for the first class we study the acoustic inverse scattering problem, and for the second class, the inverse scattering problem of the Schrödinger equation. Whereas our emphasis for the linearized problem is more on the theoretical side due to the standardness of associated solvers, we provide numerical examples for the nonlinear problem that highlight the effectiveness of our algorithmic approach.
Introduction
The scattering problem analyzes how incident waves, radiation, or particles, which are transmitted in a medium, are scattered at inhomogeneities of this medium. The associated inverse problem aims to determine characteristics of the inhomogeneities from the asymptotic behavior of such scattered waves. This problem appears in various flavors in different application areas, e.g. non-destructive testing, ultrasound tomography, and echolocation. For an overview of the problem and recent developments, we refer to the survey article [13] .
Various numerical methods have been proposed for the solution of inverse scattering problems. A very common approach to solve a nonlinear inverse scattering problem are fix-point iterations, which produce a sequence of linear inverse scattering problems with solutions that converge, under some suitable assumptions, to a solution of the nonlinear problem. One such approximation technique is the Born approximation, see e.g. [6, 35] . However, one drawback of this class of approaches is the fact that it requires the solution of a linear inverse scattering problem in every iteration step, which is typically again an ill-posed problem that is hard to solve in the presence of noisy data or data with linearization errors. On the other hand, the nonlinear problem can be solved directly by an optimization approach, see [14] . One particular such technique, see [32] , tackles the nonlinear problem by minimizing a Tikhonov functional with a suitably chosen regular-ization term. The success of such an approach depends heavily on how properties of the solution are encoded in the regularization term. This, however, requires typically that a priori knowledge about characteristics of the solution is available.
We discuss both these approaches and combine them with a sparsity based methodology which makes use of representing the scatterer in a sparse way, as it has been suggested in several other areas of inverse problems. This methodology is based on the hypothesis that most types of data indeed admit a sparse approximation by a suitably chosen basis or frame, see Section 2.1, and today this is a well-accepted paradigm. Generally speaking, knowledge of a sparsifying basis or frame, appropriately applied, allows precise and stable reconstruction from very few and even noisy measurements. One prominent way to infuse such knowledge is by a regularization term such as in a Tikhonov functional. Indeed, in [32] , it is assumed that the to-be-detected objects are sparse in the sense of small support, which is then encoded by using an L p -norm for p close to as regularization term, thereby promoting sparsity.
In this paper, we also aim to utilize sparsity to solve inverse medium scattering problems, but follow a different path. The key idea of our new approach is to generate a model for a large class of natural structures and an associated representation system, which provides asymptotically optimal sparse approximation of elements of this model class. We use this approach for solving the nonlinear as well as a linearized inverse scattering problem. As problem cases we consider the acoustic inverse medium scattering problem and the inverse scattering problem of the Schrödinger equation.
Modeling of the scatterer
Typically, a scatterer is a natural structure, which distinguishes itself from the surrounding medium by a change in density. In the 2D setting, this inhomogeneity can be regarded as a curve with, presumably, certain regularity properties. The interior as well as the exterior of this curve is usually assumed to be homogeneous.
In the area of imaging sciences, the class of cartoon-like functions [16] is frequently used as model for images governed by anisotropic structures such as edges. Roughly speaking, a cartoon-like function is a compactly supported function which is a twice continuously differentiable function, apart from a piecewise C -discontinuity curve, see Definition 2.2 below. This cartoon-like model is well suited for many inverse scattering problems, where the discontinuity curve models the boundary of a homogeneous domain. In some physical applications, one may debate this regularity of the curve as well as the homogeneity of the domains, but a certain smoothness on small pieces of the boundary seems a realistic scenario.
Directional representation systems
Having agreed on a model, one needs a suitably adapted representation system which ideally provides asymptotically optimal sparse approximations of cartoon-like functions in the sense of the decay of the L -error of best N-term approximation. Such a system can then be used for the regularization term of a Tikhonov functional.
The first (directional) representation system which achieved asymptotic optimality were curvelets introduced in [10] . In fact, in [9] curvelets are used to regularize linear ill-posed problems. This is done under the premise that the solution of the inverse problem exhibits edges, which tend to get smoothed out in a regularization procedure, while curvelets as a system adapted to edges overcomes this obstacle. However, on the practical side, curvelets suffer from the fact that often a faithful numerical realization of the associated transform is difficult.
In [21] shearlet systems were introduced, which similarly achieve the desired optimal sparse approximation rate [29] , but in addition allow a unified treatment of the continuum and digital realm [31] . As curvelets, shearlets are mainly designed for image processing applications, in which they are also used for different inverse problems such as separation of morphologically distinct components [17, 30] , recovery of missing data [19, 26] , or reconstruction from the Radon transform [12] . Furthermore, in contrast to curvelets, compactly supported shearlet frames for high spatial localization are available [27] , see [28] for a survey.
In view of this discussion, shearlet frames seem a good candidate as a regularizer for inverse scattering problems, and in fact this will be key to our approach.
Inverse scattering problems
We examine two conceptually different approaches to numerically solve inverse scattering problems. More precisely, we study a method to directly tackle the nonlinear problem as well as a linearization approach. As problem cases we focus on two types of inverse scattering problems, see e.g. [14] , which are the acoustic inverse scattering problem, and the inverse scattering problem of the Schrödinger equation.
For the second, we analyze the strategy to linearize the inverse scattering problem by means of the Born approximation.
The acoustic inverse scattering problem aims to reconstruct a contrast function which encodes the scatterer by emitting an acoustic wave and measuring the scattered waves. Common application areas are radar, sonar, and geophysical exploration, see e.g. [14] for a survey of applications.
The minimization of a suitable Tikhonov functional is a common approach to directly solve this nonlinear inverse problem. In [32] a sparsity-based regularization term is introduced which uses the L p -norm with p close to directly on the function to-be-recovered. This regularization scheme is very successful when the object under consideration has small support.
Following our methodological concept, and assuming that cartoon-like functions are an appropriate model for the scatterer, we instead choose as regularization term the ℓ p -norm of the associated shearlet coefficient sequence with p larger or equal to . After giving the theoretical background in Section 3, we present numerical experiments that compare our approach to that of [32] , see Section 3.4.2. These examples show convincing results, both in terms of the reconstruction error and the number of iterations. In particular, it is demonstrated that edges of the scatterer are recovered with high accuracy.
The inverse scattering problem of the Schrödinger equation aims to determine a quantum mechanical scattering potential from measurements of backscattering data. A prominent method to linearize this inverse scattering problem is by means of the Born approximation.
Modeling the scatterer by cartoon-like functions, shearlets can be used again as a regularizer, provided that the transition from the nonlinear towards the linear problem does not influence the fact that the solution belongs to the class of cartoon-like functions. It has been shown in [36, 42] that certain singularities of the scatterer can still be found in the solution of the associated linearized problem. However, all these results require a global regularity of the scatterer to describe the regularity of the inverse Born approximation. On the other hand, in the case of cartoon-like functions we have strong local but poor global regularity and therefore the results of [36, 42] cannot be applied to our situation. To provide a theoretical basis for the application of shearlet frames, we prove that indeed the Born approximation to the Schrödinger equation gives rise to a scattering problem that exhibits sharp edges in the solution of the linearized problem. In particular, we show that the cartoon model is almost invariant under the linearization process, see Theorem 4.3 and Corollary 4.5. This implies that the sparsity structure of the model stays untouched by the linearization. These results then provide the theoretical justification that shearlet systems can be used as regularization for the numerical solution of the associated linearized problems.
Outline of the paper
The paper is organized as follows. The precise definition of shearlet systems, their frame properties, and their sparse approximation properties for cartoon-like functions are summarized in Section 2. Section 3 is devoted to the nonlinear scattering problem. We first describe the direct and associated inverse problem, followed by the introduction of our new approach to regularize the inverse scattering problem using the shearlet transform in Section 3.3. In Section 3.4 these methods are then compared numerically to other approaches.
The scattering problem of the Schrödinger equation, which will be solved by a linearization, is then introduced and studied in Section 4 with Theorem 4.3 being the main result on local regularity of the inverse Born approximation. Corollary 4.5 analyzes the situation of using the cartoon-like model as scatterer. In Section 4.3 we describe possible numerical algorithms that use Corollary 4.5 as well as the effect on real world problems.
Shearlet systems
In this section we provide a precise definition of shearlet frames and recall their sparse approximation properties, see [28] for a survey on shearlets and [11] for a survey on frames.
Review of frame theory
A frame generalizes the notion of orthonormal bases by only requiring a norm equivalence between the Hilbert space norm of a vector and the ℓ -norm of the associated sequence of coefficients. To be more precise, given a Hilbert space H and an index set I, then a system {φ i } i∈I ⊂ H is called a frame for H if there exist constants < α ≤ α < ∞ such that
The constants α , α are referred to as the lower and upper frame bound, respectively. If α = α is possible, then the frame is called tight.
Each frame Φ := {φ i } i∈I ⊂ H is associated with an analysis operator T Φ defined by
which decomposes a function into its frame coefficients. The adjoint of T Φ is called synthesis operator and is given by
Finally, the frame operator is defined by S Φ := T * Φ T Φ . The operator S Φ , which can be shown to be self-adjoint and invertible, see e.g. [11] , allows both a reconstruction of f (given its frame coefficients) and an expansion of f in terms of the frame elements, i.e.,
Hence, although Φ does not constitute a basis, there exists a reconstruction formula using the system {φ i } i∈I := {S − Φ φ i } i∈I , which can actually be shown to also form a frame, the so-called canonical dual frame. As for efficient expansions of a function f ∈ H in terms of Φ we can identify with (⟨f,φ i ⟩) i∈I one explicit coefficient sequence. However, this is typically by far not the 'best' possible coefficient sequence in the sense of rapid decay in absolute value. Since one has better control over the sequence (⟨f, φ i ⟩) i∈I of frame coefficients, it is often advantageous to instead consider the expansion f = ∑ i∈I c iφi of f in terms of the canonical dual frame. The reason is that, if fast decay of the frame coefficients can be shown, then this form provides an efficient expansion of f .
Shearlet systems and frame properties
Shearlet systems are designed to asymptotically optimal encode geometric features in two space dimensions. For their construction we define for j, k ∈ ℤ the matrices
The former is called parabolic scaling matrix and ensures that the elements of the shearlet system have an essential support of size −j × − j following the parabolic scaling law 'width ≈ length '. The matrix S k is called shearing matrix, which in contrast to rotation matrices used in the construction of curvelets [10] , leave the digital grid ℤ invariant, and ensure the possibility of a faithful numerical realization. The formal definition of a shearlet system as it was defined in [27] is as follows.
One possibility to obtain a frame is to choose φ, ψ ∈ L (ℝ ) such that, for α > γ > ,
In this situation it has been established in [27] that there exists a sampling vector c
forms a frame for L (ℝ ). One special case are compactly supported shearlet frames. Faithful implementations of shearlet frames and the associated analysis operators are available at www.ShearLab.org, see also [31] .
Sparse approximation
Shearlets have well-analyzed approximation properties, in particular, for cartoon-like functions as initially introduced in [16] . Denoting by χ D ∈ L (ℝ ) the characteristic function on a bounded, measurable set D ⊂ ℝ , we have the following definition. We measure the approximation quality of shearlets with respect to the cartoon model by the decay of the L -error of best N-term approximation. Recall that for a general representation system {ψ i } i∈I ⊂ H and f ∈ H, the best N-term approximation is defined as
In contrast to the situation of orthonormal bases, if {ψ i } i∈I forms a frame or even a tight frame, it is not clear at all how the set Λ has to be chosen. Therefore, often the best N-term approximation is substituted by the N-term approximation using the N largest coefficients.
To be able to claim asymptotic optimality of a sparse approximation, one requires a benchmark result. In [16] it was shown that for an arbitrary representation system {ψ i } i∈I ⊂ L (ℝ ), the minimally achievable
provided that only polynomial depth search is used to compute the approximation. The condition on the polynomial depth search means, that the i-th term in the expansion can be chosen in accordance with a selection rule σ(i, f), which obeys σ(i, f) ≤ π(i) for a fixed polynomial π(i), see also [16] .
In the above definition of asymptotic optimality, we made use of the Landau symbol O(f(a)), which for a function f describes the asymptotic convergence behavior as a → for the set of functions g such that lim sup x→a
f(x) < ∞. Shearlets achieve this asymptotically optimal rate up to a log-factor as the following result shows.
Theorem 2.3 ([29]). Let φ, ψ,ψ ⊂ L (ℝ ) be compactly supported, and assume that the shearlet system
SH(φ, ψ,ψ, c) forms a frame for L (ℝ ). Furthermore, assume that, for all ξ = [ξ , ξ ] T ∈ ℝ , the function ψ satisfies |ψ(ξ)| ≤ C min{ , |ξ | δ } min{ , |ξ | −γ } min{ , |ξ | −γ }, ᐈ ᐈ ᐈ ᐈ ᐈ ᐈ ᐈ ∂ ∂ξ ψ (ξ) ᐈ ᐈ ᐈ ᐈ ᐈ ᐈ ᐈ ≤ |h(ξ )| + |ξ | |ξ | −γ , where δ > , γ ≥ , h ∈ L (ℝ) and
C is a constant, andψ satisfies analogous conditions with the roles of ξ and ξ exchanged. Then SH(φ, ψ,ψ, c) provides an asymptotically optimal sparse approximation of f
Theorem 2.3 indicates that shearlet systems provide a very good model for encoding the governing features of a scatterer.
The nonlinear acoustic scattering problem
In this section we focus on the first of the two numerical approaches, which is to directly tackle the nonlinear problem. As a case study, we consider the acoustic scattering problem. After briefly discussing the direct problem, we introduce the related inverse problem, which we approach using a Tikhonov-type functional with regularization by ℓ p minimization, with p close to or equal to , applied to the shearlet coefficients. For this setting, we will provide numerical examples and compare with other regularization approaches.
The direct problem
A very common model for the behavior of an acoustic wave u : ℝ → ℂ in an inhomogeneous medium is the Helmholtz equation [14] . Given a wave number k > and a compactly supported contrast function f ∈ L (ℝ ), the Helmholtz equation has the form
where the contrast function f models the inhomogeneity of the medium due the scatterer. In a typical situation one models f as a function which is smooth, apart from a model of the scatterer which is again assumed to be an essentially homogeneous medium, whose density is, however, significantly different from the surrounding medium. To model the boundary of the scatterer, a typical approach is to use a curve with a particular regularity, say C . Recalling the definition of a cartoon-like function in Definition 2.2, we suggest to use E (ℝ ) as a model for the boundary. Furthermore, even if the boundary of the scatterer is only a piecewise C -curve, then the shearlets provide a very good model, since the sparse approximation results of shearlets as well as our analysis also hold in this more general situation. As further ingredient for the acoustic scattering problem, we introduce incident waves u inc , which are solutions to the homogeneous Helmholtz equation, i.e., (3.1) with f ≡ . A large class of such solutions take the form
for some direction d ∈ . Then, for a given f ∈ L (ℝ ) and a solution u inc to the homogeneous Helmholtz equation, every solution to (3.1) can be expressed as u = u s + u inc , where u s denotes the scattered wave. To obtain physically reasonable solutions we stipulate that the scattered wave obeys the Sommerfeld radiation condition, see e.g. [14] ,
For a given k > , and contrast function f ∈ L (ℝ ) with compact support and incident wave u inc , the acoustic scattering problem then is to find u ∈ H loc (ℝ ) such that
To obtain an equivalent formulation, we introduce the fundamental solution G k to the Helmholtz equation,
where H ( ) is a Hankel function, see e.g. [1] . Let B R denote the open ball of radius R > centered at and let R be chosen such that supp f ⊂ B R , then the volume potential is defined by
Using this potential we can reformulate the acoustic scattering problem as the solution of the LippmannSchwinger integral equation given by
for f ∈ L (ℝ ) with supp f ⊂ B R . Any solution u s ∈ H loc (B R ) of (3.4) indeed solves the acoustic scattering problem in B R and can, by the unique continuation principle [23] , be uniquely extended to a global solution of the acoustic scattering problem, see e.g. [14] . Letting L (B R ) denote the square-integrable functions defined on B R , which are in particular compactly supported, we now define the solution operator of the acoustic scattering problem by
and the Lippmann-Schwinger equation (3.4) allows to compute this operator for a given scatterer f and incident wave u inc .
The inverse problem
In the associated inverse problem, we assume that we know the incident wave u inc as well as measurements of the scattered wave u s and we aim to compute information about the scatterer f . Following [32] , we model these measurements as u s | Γ meas , where Γ meas is the trace of a closed locally Lipschitz continuous curve with Γ meas ∩ B R = .
In the case that we just have one incident wave u inc , then the map (f, u inc ) → u s | Γ meas , is called monostatic contrast-to-measurement operator in [32] . For multiple incident waves, and multi-static measurements, a closed set Γ inc is introduced, which is again the trace of a closed locally Lipschitz curve enclosing B R , such that Γ inc ∩ B R = . The set Γ inc serves to construct single layer potentials, which take the role of the incident waves. For φ ∈ L (Γ inc ), these single layer potentials are
see Figure 1 for an illustration. In the case that we just have one incident wave u inc , then the map (f, u inc ) → u s | Γmeas , is called monostatic contrast-to-measurement operator in [31] . For multiple incident waves, and multi-static measurements, a closed set Γ inc is introduced, which is again the trace of a closed locally Lipschitz curve enclosing B R , such that Γ inc ∩ B R = . The set Γ inc serves to construct single layer potentials, which take the role of the incident waves. For φ ∈ L (Γ inc ), these single layer potentials are part, and let HS(⋅, ⋅) denote the space of Hilbert Schmidt operators [45] . Then the multi-static measurement operator N, which assigns to each contrast function a Hilbert-Schmidt operator, maps a single layer potential to the associated solution of the acoustic scattering problem. Formally, N is defined by [31] , where it was also shown, even in a more general setting, that the operator N satisfies the following properties.
Theorem 3.1. [31] The operator N is continuous, compact, and weakly sequentially closed from L
Since in realistic applications the signals always contain noise, we consider the inverse acoustic scattering problem with noisy data, which for a noise level ε > , and noisy measurements
is to recover the scatterer f † . This inverse problem is ill-posed and requires careful regularization which is discussed in the next subsection. 
Let L p
Im≥ (B R ) denote the set of L p (B R )-functions with nonnegative imaginary part, and let HS( ⋅ , ⋅ ) denote the space of Hilbert-Schmidt operators [46] . Then the multi-static measurement operator N, which assigns to each contrast function a Hilbert-Schmidt operator, maps a single layer potential to the associated solution of the acoustic scattering problem. Formally, N is defined by [32] , where it was also shown, even in a more general setting, that the operator N satisfies the following properties.
Theorem 3.1 ([32]). The operator N is continuous, compact, and weakly sequentially closed from L
Since in realistic applications the signals always contain noise, we consider the inverse acoustic scattering problem with noisy data, which for a noise level ε > and noisy measurements
≤ ε, is to recover the scatterer f † . This inverse problem is ill-posed and requires careful regularization which is discussed in the next subsection.
Regularization by frames
A classical regularization approach to solve inverse problems is to minimize an appropriate Tikhonov functional. If X is a Hilbert space, Y a Banach space and F : X → Y a possibly nonlinear operator, R : X → ℝ a convex functional, α > a regularization parameter and y ε a noisy datum, then the Tikhonov functionals under consideration are of the form
This methodology was introduced by Tikhonov, who used this method to solve linear inverse problems and employed a Sobolev norm as penalty term, [45] . Later, sparsity promoting regularizations where used, where for instance for ≤ p ≤ , R(x) = ∑ i |⟨x, φ i ⟩| p , with an orthonormal basis (φ i ) of X, see [15, 20] . Further extensions of this concept to nonlinear operators F and penalty terms R = ∑ i |⟨x, φ i ⟩| p with some frame (φ i ) i have been described in various flavors in, e.g., [24, 38, 44] . In [32] it was suggested to minimizẽ
for fixed p > and α > . For p close to , the regularization term in this functional promotes sparsity in the representation of the scatterer. Regularization techniques of this sort have been studied comprehensively, see e.g. [41] .
Here we suggest a different regularization, which exploits that the scatterer f is modeled as a cartoonlike function E (ℝ ) and that shearlet systems are used to obtain sparse approximations of the scatterer f . Let Φ := SH(φ, ψ,ψ, c) be a shearlet frame satisfying the hypotheses of Theorem 2.3, and let T Φ denote the analysis operator of the shearlet frame Φ. Then the proof of Theorem 2.3 yields the decay behavior of the associated shearlet coefficients T Φ (f). It has been shown in [29] that T Φ (f) is in ℓ p for every p > .
We propose to regularize the acoustic inverse scattering problem by adapting the data fidelity term appropriately and by imposing a constraint on the ℓ p -norm of the coefficient sequence T Φ (f). More precisely, for fixed ≤ p ≤ and α > , we consider the Tikhonov functional
Note that the case of p = is not excluded in our analysis in contrast to the situation in [32] .
Having introduced the Tikhonov regularization, we now describe the convergence of the minimization process. For this we are particularly interested in convergence to a norm minimizing solution f * ∈ L (B R ), i.e.,
Such convergence properties have extensively been studied. Let us give the following result, which combines results from [24] directly for our setting. Having introduced the necessary theoretical tools, we can now give numerical examples to compare the regularization by shearlet frames to that of [32] .
Numerical methods for the acoustic inverse scattering problem
In this subsection, we will analyze numerical approaches to solve the acoustic scattering problem of Section 3. After discussing an algorithmic realization of our approach (3.6), we briefly present the other numerical methods that we compare with, followed by a detailed description of the numerical experiments. It will turn out that our new method is advantageous to the other methods in the situation that the scatterer is a body consisting of a more or less homogeneous medium, whose density is significantly different from the surrounding medium.
The new algorithmic approach
As suggested in Section 3.3, we aim to solve the minimization problem, compare also (3.6),
where Φ is a shearlet frame for L (ℝ ), andΦ denotes the associated canonical dual frame. Employing the sign function, the mapping
and the operator S αμ,p := (I + αμJ p ) − , it has been shown in [32] that the solution via the standard Tikhonov functional (3.5) can be obtained as the limit of the Landweber iteration
By [39] , the solution to (3.6) with a frame based regularization term can be computed as a limit of the iteration
see [32] for an explicit construction of N ὔ and [N ὔ ] * .
Since the ℓ -norm promotes sparsity, in our experiments we will choose p = . In this case, S αμ, is the soft-thresholding operator, which for a scalar ω, is defined as
with element-wise application for sequences.
The general setup of the numerical experiments, whose results will be described in Section 3.4.2, follows that for similar experiments presented in [32] . We chose the stepsize μ n according to the Barzilai-Borwein rule [7] , and stop the iteration when
with τ = . and ε being a fixed parameter chosen according to the noise level. For an analysis of this stopping rule, see e.g. [25] . Furthermore, we choose the regularization parameter α so that it determines the optimal value for a low noise level and then decrease it proportionally to the noise level ε. Although other parameter choice rules have been proposed, as for instance the Morozov discrepancy principle [5] , we prefer this simpler a-priori choice, since this has also been used in the comparison results [32] .
In each step of (3.8), one shearlet decomposition and reconstruction step needs to be performed for which Shearlab [31] is used. In all experiments, a discretization of the domain with a × grid is used and the shearlet system of Shearlab using five scales. We subsample the shearlet system according to Definition 2.1 using a mask.
We select as domain [− , ] , and let the scatterer be supported in B R with R = . . We then pick T transmitter-receiver pairs equidistributed on the circle of radius . , where T = in the first experiment and T = in the second experiment. Thus T Lippmann-Schwinger equations need to be solved in every step, T for the evaluation of N(f n ) for the different single layer potentials, and T for the evaluation of [N ὔ (f n )] * .
We then solve these equations with a simple, and admittedly slower, method than [32] , by discretizing, and then solve the resulting linear system using a GMRES iteration without preconditioning. The results in Section 3.4.2 show that even with this simple approach the advantage of the shearlet regularization over other regularization methods can be observed. The increased runtime per step does not affect the overall runtime significantly, since we require less iterations. However, using the method of [32] to solve the LippmannSchwinger equations should provide a significant further speed-up in our algorithm, when aiming for higher numerical efficiency and not only for the accuracy of the reconstruction.
As scatterers f , we consider prototypes of cartoon-like functions, as in Figures 2 and 3. 
Comparison results
We compare our approach with two other approaches, first the method introduced in [32] , which is based on the assumption that the scatterer is itself sparse and hence an L -regularization is used, solving
via the Landweber iteration (3.7), and second
which does not contain a regularization term, hence does not exploit sparsity in any way. We stop the iteration when (3.9) is achieved. This method with the regularization term based on the L (B R ) is not covered by the theoretical results in [32] which only yield convergence results for L p -norms with p > . Since this approach is used for the numerical results in [32] , we also compare with this method rather than with an L p -penalty for p > . In the first set of experiments we choose a wave number of k = and compute reconstructions with our approach, see Section 3.4.1. The different noise levels that we impose are described in Table 1 and Figure 2 . In Table 1 , for each of the three regularization methods, we provide the relative error measured in the discrete L -norm as well as the number of iterations until (3.9) is achieved for different noise levels. Reconstructed scatterers using the shearlet regularization, relative noise levels from left to right: ε = . , . , . . Third Row: Reconstructed scatterers using the L -regularization, relative noise levels from left to right: ε = . , . , .
. The colormaps in all images coincide with that of the top image. Table 1 . Numerical results of the three regularization methods for different noise levels with the scatterer chosen as in Figure 2 .
The shearlet scheme shows the best performance both visually and with respect to the relative error. The inferior performance of the L -regularization from [32] is due to the fact that the scatterer is not sparse itself in the sense of having a relatively small support. Certainly, if no penalty term is used, then the solution is not at all adapted to the specific structure and expectedly, the performance is worse.
We also conducted a second set of experiments with a different wave number, i.e., k = and display the results in Table 2 . Furthermore, the reconstruction error is depicted in Figure 3 , where we observe that the shearlet regularization produces satisfying results. Most importantly, the singularity curve of the scatterer, which is the most prominent feature of the cartoon model, is obtained with decent precision. Interestingly, the shearlet regularization also requires the least number of iterations in this example.
The reason for the superior performance of the regularization by the shearlet transform is also visible in Figure 3 . All three methods handle the singularity curve fairly well, although, naturally, the error is the largest at points where the singularity is most pronounced, i.e., the upper and lower right corners as well as the middle of the left edge of the centered square. Away from the singularities, the shearlet regularization Table 2 . Numerical results of the three regularization methods for different noise levels with the scatterer chosen as in Figure 3 .
yields a far better approximation than the other two approaches, since it is designed to deal very well with smooth regions.
The linearized scattering problem of the Schrödinger equation
The second numerical approach to inverse scattering problems which we consider is that of first linearizing the problem. This technique is commonly known as Born approximation. The inverse problem we will study with this method is quantum mechanical scattering. After introducing the inverse problem, our goal will be to provide a theoretical basis for the application of shearlet frames. As before, we base our considerations on the premise that edges, i.e., curve-like singularities, are the governing features of the scatterer leading to the cartoon model as appropriate choice. Once we step away from the nonlinear situation and introduce a linearization, then this argument may, however, not be valid anymore. It could be possible, that linearizing the inverse problem introduces a smoothing that erases all edge-like structures. Fortunately, it has been shown, see, e.g., [36, 42] , that when using a linearization via the inverse Born approximation, certain singularities of the scatterer prevail.
It turns out that finding the inverse Born approximation is a problem of reconstructing functions from possibly corrupted and maybe limited Fourier data. Problems of this sort have been studied when the object under consideration is sparse in some basis or frame, see [3, 4] .
This gives a first indication, that methods involving shearlets may be appropriate in a regularization of the inverse scattering problem with the Schrödinger equation. However, all results on the regularity of the inverse Born approximation in the literature describe the global regularity in the sense of weak differentiability. In the case of cartoon-like functions, however, we have strong local, but poor global regularity. To be able to exploit shearlets in the context of this problem, in this section, we will prove a local regularity result for the inverse Born approximation.
The inverse problem
The time-independent Schrödinger equation, for f ∈ L (ℝ ), a wave number k > , and with u = u s + u .2), is given by
This equation describes the motion of a single particle moving in an electric field with potential f . Therefore f should be smooth, whenever the permittivity of the medium does not change drastically, and the solution can jump when the medium and the permittivity changes. For θ ∈ [ , π] and τ θ = (cos(θ), sin(θ)), the associated backscattering amplitude is defined by
and the inverse problem is to reconstruct the potential f from A. Using |ξ|τ θ := ξ to denote polar coordinates, the Born approximation of the solution f is defined as the inverse Fourier transform of the function ξ → A(k, −θ, θ), given by
Applying the Lippmann-Schwinger integral equation (3.4) iteratively as in [36] yields that
where
is the integral operator with kernel G |ξ| (x, y)f(y) as defined in (3.3).
Local regularity of the inverse Born approximation
To determine the local regularity of the Born approximation f B from a given potential f , we invoke the representation (4.3) and observe that we can equally well examine the regularity of the functions q , . . . , q m , and q R m+ . To analyze the regularity of the functions q j , we will make use of the Radon transform and the Projection Slice Theorem, see e.g. [18] .
Theorem 4.2 (Projection Slice Theorem). Let f ∈ L (ℝ ).
Then, for all θ ∈ [ , π) and ξ ∈ ℝ,
Heref denotes the Fourier transform.
Before we state and prove the local regularity of the functions q j , j = , . . . , m, we fix some notation. We will denote the Sobolev spaces of functions with s weak derivatives in L (ℝ ) by H s (ℝ ) and the functions that are locally in H s (ℝ ) by H s loc (ℝ ). Furthermore, H s (x) is the local Sobolev space of s times weakly differentiable functions with weak derivatives in L (x), and L (x) the space of distributions that are L on a neighborhood of x, see [8] . Finally, we denote by C k,α (ℝ ) the k times differentiable functions with a Hölder continuous k-th derivative with Hölder coefficient α, writing C k (ℝ ) if the k-th derivative is simply continuous.
Then we have the following regularity result. Proof. We start by proving the local regularity of q . Let x ∈ ℝ be such that f ∈ H s loc (x ); then we aim to prove that
For this, we introduce a smooth cutoff function φ supported in a neighborhood U x of x , where f is H s+ε such that φ ≡ on a strictly smaller neighborhood of x . For x ∈ U x , the function φ is now used to decompose q as
We further decompose I as
and study each of the integrals I , I , , and I , separately.
Regularity of I . We use a representation from [36, Lemma 1.1], which yields, for x ∈ U x ,
where . We obtain that ν ∈ C ∞ (ℝ ) by the following argument. Since
we can employ the compact support of f and an estimate of the form
with p = , q = / , which can be found in [43] , to obtain that
Since we only take the Fourier transform over a bounded frequency part, we obtain that ν is analytic.
To show the local regularity of (4.5) as a function of x, we introduce the symbol
It follows from [8, Theorem 1.3] , that if the function
is in H s (x) for some s ∈ ℕ, s > and if ‖g ξ ‖ H s (x ) is independent of ξ , then the corresponding pseudodifferential operator a(x, D) is a bounded operator from H s (x ) to H s (x ). By definition, we have
Thus it remains to prove that, for any |ξ| ≥ , we have g ξ ∈ H s (x ) and ‖g ξ ‖ H s (x ) is independent of ξ . By (4.6), we obtain a(x, ξ) = p.v.
Since φf ∈ H s+ε (ℝ ) is compactly supported, it follows that F(φf) ∈ C ∞ (ℝ ) and
Passing to polar coordinates yields
and by the smoothness of
the terms ∫ ℝ |r|( + |r| ) s+ε |F(φf)(rτ θ )| dr are uniformly bounded with respect to θ. This implies the desired regularity of the second term of (4.8) as a function of x. We continue with the first term of (4.8), i.e., with
By substitution, without loss of generality we may assume that ξ = ( , ). Application of Theorem 4.2 shows that (4.10) equals
For a given sequence ε n → as n → ∞, we set
and show that the sequence
is a Cauchy sequence in H s (x ). We first observe that by Theorem 4.2, the finiteness of the integral in (4.9) implies that 
Hence for a multi-index γ with |γ| ≤ s, taking the γ-th derivative of each element of (4.11) yields
To prove that this sequence is a Cauchy sequence in
is Hölder continuous on [ , π). In fact, by the chain rule and Theorem 4.2, for θ, θ ὔ ∈ [ , π), we have
Since R θ (φf) ∈ C s,ε (ℝ), we obtain that the first term of (4.13) is bounded by C |τ θ − τ θ ὔ | α for some α ≤ ε and C > . Hence also the local L (x )-norm of the first term is bounded by C |τ θ − τ θ ὔ | α with a possibly different constant C . In the sequel, C ν , ν ∈ ℕ will always denote a positive constant.
To estimate the L (x )-norm of the second term of (4.13), it suffices to show
Using the Plancherel identity [34] and Theorem 4.2, we obtain 
Since φf has compact support, also D ρ (φf) is compactly supported. Hence, its Fourier transform is Hölder continuous and obeys
for a function h ∈ L (ℝ ). Thus, the first term M in (4.16) is bounded if α < . To estimate the second term M in (4.16), we observe that
Thus, the term M is bounded by C |τ θ − τ θ ὔ | −α , and we have proved (4.14) . Using the estimates for the two terms in (4.13) yields that
Returning to the sequence in (4.12), for m > n, we have the estimate
Since ∫ π |π − θ| α /cos(θ) dθ < ∞, (4.17) converges to for m > n and as n → ∞ and hence (4.11) is a Cauchy sequence in H s (x ), which implies the required regularity of g ξ . Thus, a( ⋅ , D)(f) is s-times weakly differentiable and using (4.7), we obtain the required differentiability of I .
Regularity of I , . The proof of local regularity of I can be applied in a similar way to also prove local regularity of I , .
Regularity of I , . Using the same argument as for I (x), we obtain
for x ∈ U x , where ν ∈ C ∞ (ℝ ). In this case the approach as for I (x) is not applicable anymore, since ( − φ)f is not globally s-times differentiable and, consequently, its Radon transform does not need to be as well. Thus, it is not possible to construct a pseudo-differential operator, which is bounded from H s (x ) to H s (x ). However, since ( − φ)f ∈ L (ℝ ), using the argument of (4.17) with s = and considering the Radon transform R θ (( − φ)f) instead of R θ (φf) yields that with the symbol b being defined as
we have that for fixed ξ , the function
which can be chosen to be the same for all M. Then
and hence
up to a smooth function, this yields the claimed regularity of I , .
Combining all the terms I , I , , and I , finishes the proof that q ∈ H s (x ). For the functions q , . . . , q m , using a similar computation as in the proof of the main theorem of [42] , we obtain for ≤ j ≤ m − that
Now we can apply similar arguments as in the proof for q ∈ H s (x ), in particular, splitting f and q j into two parts and estimating the resulting terms in the same fashion as before. Finally, to show that f B ∈ H s (x ), the decomposition (4. 
A careful review of the methods of [36] and [42] seems to indicate that this term should be even smoother than φ(y)f(y). Hence we believe that Theorem 4.3 can be improved in the sense that locally the regularity of the Born approximation f B is higher than the regularity of the contrast function f .
We now turn to the question of how the Born approximation affects the regularity of a function f that is modeled as a cartoon-like function. It would certainly be highly desirable that f B is again a cartoon-like function, and we show next that this is indeed almost the case when posing some weak additional conditions to f . The proof will use both the known results that the inverse Born approximation does not introduce a global smoothing, see [36, 40, 42] , as well as Theorem 4.3, which proves that locally the smoothness does not decrease. The key point will be that for a scatterer, which is smooth except for some singularity curve, this curve will still be present in the inverse Born approximation. For this result, we introduce the notion of a neighborhood N δ (X) of a subset X ⊂ ℝ defined by N δ (X) := {x ∈ ℝ : inf y∈X ‖x − y‖ < δ}, where δ > . 
In particular, f B is a cartoon-like function up to a C ∞ -function and an arbitrarily well localized correction term at the boundary.
By Theorem 4.3, it follows that φ f B ∈ H (ℝ ) and φ f B ∈ C ∞ (ℝ ). Then (4.3) implies that
and thus φ q R ∈ H (ℝ ) and φ q R ∈ C ∞ (ℝ ). 
Numerical examples
The previously derived results, in particular Corollary 4.5, now enable the utilization of common numerical approaches for the linearized problem. In fact, Corollary 4.5 implies that the inverse Born approximation of a cartoon-like function will indeed be almost a cartoon-like function. It thus seems conceivable to assume that the inverse Born approximation can again be sparsely approximated by shearlets, i.e., the sparsity of the expansion -which is key to most regularization approaches -is maintained during the linearization process.
To illustrate why this is indeed the case, let us consider the following numerical example.
Sparse approximation of the inverse Born approximation by shearlets
For this, we consider the cartoon-like function f given in the top left of To examine the sparsity structure of f B , we now compute reconstructions of f B using only shearlet coefficients on a fixed level. The results are depicted in Figure 4 and show that the energy of the reconstruction using higher levels is concentrated along the discontinuity curve. This provides us with the first (qualitative) indication that the inverse Born approximation f B can again be sparsely approximated by shearlets.
Aiming also for quantitative evidence of the ability of shearlets to sparsely approximate f B , we next analyze the N-term approximation rate by the shearlet system of f and f B in the top right of Figure 4 . We observe that both expansions have the same order of decay of O(N − ) as N → ∞. Thus, the rate of approximation of the original cartoon-like function and its inverse Born approximation coincide asymptotically with the optimal rate for cartoon-like functions. Hence, concluding, our theoretical analysis (Corollary 4.5) that the sparsity structure of cartoon-like functions in the shearlet expansion prevails after taking the inverse Born approximation becomes also evident in numerical experiments.
Solution of the linearized problem
Having settled the question of sparse approximation of the inverse Born approximation by shearlets both theoretically and numerically allows us to then utilize one of the numerous approaches to incorporate sparse regularization in linear inverse problems, see [9, 12, 37] as well as [28] .
Let us take a closer look at the linearized problem that we face in the case of the inverse scattering problem of the Schrödinger equation. For a given backscattering amplitude A, the inverse Born approximation can be obtained by simply taking the inverse Fourier transform of A as described in (4.2). In real world applications the inversion will be more involved, since the whole backscattering amplitude might not be accessible and only partial measurements can be used. Furthermore, these measurements are likely to be corrupted by noise. At this point the problem becomes a problem of reconstructing functions exhibiting a known sparsity structure from given partial noisy Fourier measurements. Now assume that samples of the backscattering amplitude (A(k i , θ i )) Since, due to the limited amount of measurements, this problem is typically underdetermined, the sparsity introduced by the shearlet expansion and guaranteed by Corollary 4.5 will be used, and the inversion of K will be casted as the regularized minimization problem arg min
where Ξ : ℝ m → ℝ is a suitable sparsity promoting functional. Traditionally, if Ξ is chosen as λ‖ ⋅ ‖ for some λ > , this problem can be solved by an iterative shrinkage thresholding algorithm, [15] . Along these lines, reconstruction problems from Fourier data have been studied under the premise of sparse representations in [3, 4] for wavelets and with some numerical examples also for shearlets in [22] . A full analysis of the reconstruction problem with shearlet systems as well as numerical examples is given in [33] . 
