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Yet we propose the conclusion will not change for the larger unit cell. Figure S1B compares the e-h recombination timescale for MAI, Ii and the pristine system. One can see that both MAI and Ii suppress the e-h recombination, which is in good agreement with the results of 1×1×1 unit cell.
This suggests that the conclusion of this work does not depend on the size of the unit cell. for pristine and the MAI, Ii defects using 2×2×2 supercell. Only one defect is presented in each supercell. So the defect density is also lower by one magnitude compared to that with the 1×1×1 supercell.
Section S2. Spin-orbit coupling
In order to consider the effect of spin-orbit coupling (SOC), we use the adiabatic spinor basis to perform the NAMD simulations.
be a two-component spinor wavefunction. Then the coupling between the spinor wavefunctions can be calculated using the Hammes Schiffer and Tully (HST) equation (40) with the twocomment spinor
Since the two spinors at gamma point are degenerate, and the NAC between the spinors with reverse spin is relatively smaller than the one between the spinors with consistent spin, we only present the NAC for the spinors with the consistent spin. The sequence of energy levels along the trajectories is rearranged, since it is occasionally reversed for the degenerate spinors, which can cause a severe problem for getting an accurate coupling. We also perform a phase consistency correction using the method similar to references (60). Compared to the pristine system, the recombination rate will still be strongly suppressed due to the small effective NAC. Thus we argue that our conclusions are not changed. 
Section S5. Decoherence effects
The pure dephasing time reported in Table S3 is obtained using the optical response function formalism in the second cumulant approximation (54). This is an important factor that affects the charge recombination rates due to the quantum decoherence effects. As seen from Table S3 , the pure dephasing times are within 7 fs. The small dephasing time suppresses capture and the subsequent e-h recombination. 
where n and p are the concentration of photoexcited electrons and holes, respectively. ni is the intrinsic carrier concentration and ℎ and are lifetime parameters for holes and electrons, respectively. The quantities n0 and p0 are parameters that introduce the dependency of the recombination rate on trapping energy level E0, which can be written as
where NC, NV, EC, EV are the density of states and energy of the conduction and valance band. If ℎ and are of the same order of magnitude, the maximum value for the recombination will occur when the E0 lies near the middle in the band gap. Therefore, as schematically shown in Fig.   1 , the localized defect states which are also known as deep-level traps in the band gap are believed to be effective e-h recombination centers.
SRH model was proposed for all the semiconductors. It provides a simple measure on recombination centers and therefore has been widely applied for different kinds of semiconductors including perovskite solar cell (32, 39, (64) (65) (66) (67) (68) . However, the electron-phonon interaction is not included in this model. Yet it is the dominant factor in the nonradiative e-h recombination. Based on SRH model, for those with deep defects, such as MAI and PbV, the e-h recombination centers will be formed. However, we found that for all these defective systems, the e-h recombination is not significantly accelerated.
Section S7. The impurity phonon localization A phonon is a collective excitation in a periodic condensed matter system. Therefore, there is no localized phonon in a pristine periodic system if the translational symmetry is not interrupted by such like surface or impurity. However, if there is a defect, the pristine lattice phonons can be affected by the defect and new phonon modes can be generated by the defects. If the defect is weakly coupled with surrounding lattice atoms, as V-N codoping in TiO2, which we have discussed in our previous work (33), a localized phonon can be formed. Such a localized phonon is mostly contributed by the defect.
The localization of phonons on atom α can be calculated by projecting the phonon modes into this atom as: = ( ) 2 +( ) 2 + ( ) 2 , where ( / / ) is the orthonormalized eigenvector of the dynamical matrix (69). Figure S5 shows the projected phonon localization of the pristine and different defective MAPbI3 systems. And fig. S6 depicts the ratio of impurity phonon modes to the total phonon modes. As fig. S5 and S6 show, in the defective MAPbI3, the contribution of the defects to phonons at various frequencies is generally smaller than 20%. That is because the defects are strongly coupled with the lattice. It suggests that defect-related phonons are delocalized. 
Section S8. Phonon effects on the NAMD of electronic states
The NAMD of electrons are naturally coupled with the nuclear motion, which can be described as local vibrations in small molecular systems and phonons in periodic solid systems. In the ab initio NAMD simulation, the time evolution of excited electron/hole is described using the timedependent Kohn-Sham (TDKS) equation
Here ( , ) is the wave function of the excited electron/hole, which can be extended using a set of Kohn-Sham (KS) orbitals
in which ( ; ( )) is the KS basis sets and cj(t) is the expanding coefficient which represents the occupation of the KS orbital. Here R(t) represents the nuclear motion, which is described by the phonon excitation in solid systems. Further, the NAC element which determines the hopping probability between different electronic states is written as
Here both and are KS orbitals which depend on the nuclear motion R(t), i.e., the phonon excitation. Therefore, one can see that the NAMD of electronic states are strongly coupled with the phonon excitation.
Another concern is if the MD simulation can describe the phonons with long-wavelength over several unit cells. First, we need to clarify that since we are using a primitive cell, what are described in the MD simulation are the phonon modes exactly at the Γ point. These phonons have zero momentum and thus infinite wavelength, which can be perfectly described using the infinite periodic lattice. It is completely different with local vibrations which generally exist in molecular systems without periodicity. Further, since the acoustic phonons at Γ point have zero frequencies, what we have investigated and discussed in the manuscript are actually the optical phonons at Γ point. Second, we admit that the phonons with non-zero momentum are not included in the simulation and they may also play a role in the e-h recombination process. However, we argue that these phonons will not affect our conclusion significantly since they are also low-frequency phonons. For the non-zero momentum optical phonons, because their dispersion in momentum space is very weak, we expect their frequencies to be comparable to the optical phonons at Γ point, which are shown by FT spectra in Fig. 4 . For the acoustic phonons with non-zero momentum, they always have lower frequencies compared with the optical phonons. Therefore, since both the optical and the acoustic lattice phonons with non-zero momentum have low frequencies, we believe they will not accelerate the e-h recombination due to the small NAC.
We do believe that these non-zero momentum phonons may play a role to further suppress the e-h recombination. For example, the acoustic phonons may be important for the large polaron and ferroelectricity formation which can further separate the electron and hole. As we have discussed in the main manuscript, these physical insights are in line with our conclusion. Here we want to express that even without the help of possible long-range effects such as large polarons and ferroelectricity, the defect tolerance can still be induced by the low-frequency lattice phonons.
