In this paper we consider the Luby Transform Codes(LT Codes) over the binary erasure channel(BEC). We derive the expression of asymptotic throughput and the length of source where the expression applies to is also proposed, which provides a new basis for the evaluation and optimization of its performance. Simulations confirm the theoretical claims and also indicate that there is a best length of source to each distribution, by which, we can get the largest throughput to this distribution.
Introduction
Elias proposed the model of binary erasure channel (BEC) in 1955 [1] . Data are either received correctly or claimed lost when they are transmitted in the Internet, so the Internet is a practical example of BEC. Automatic Repeat reQuest (ARQ) technique has been adopted to solve the problem of data loss. However, a feedback storm occurs when channel state becomes worse. To overcome the severe drawback of ARQ, fountain codes [2, 3, 5] were proposed without offering a practical construction. In 2002, LT code, as the first realization of digital fountain code, was designed with the Robust Soliton Distribution(RSD), which can approach the capacity of the channel in any erasure channels [4] .
Luby analyzed the asymptotic performance of LT codes by And-Or tree [6] , which provides an intuitive basis to judge the performance of LT codes. But fountain codes are proposed to ensure the reliability of the transmission. [7] also has demonstrated the improvements in throughput can be possible with using rate less codes. So when using fountain codes, throughput is a more important indicator. Some recent works are concerned with it. [8] obtained the probability of packet transmission and probability of collision, to calculate the throughput for the access schemes RTS/CTS in the four-way handshaking technique. [9] employed fountain code to encode transmission data and take advantage of its random coding scheme to improve throughput in MPTCP(Multipath TCP).
The throughput in above researches is achieved by simulations, and they can only study the throughput indirectly through some parameters. The aim of this paper is to derive and propose the explicit expression of throughput for LT codes over BEC based on the asymptotic performance, and the theory show a very good approximation for simulation results . LT Codes and Asymptotic Performance. The description of LT codes can be found for example in [4] . We mainly discuss about the asymptotic performance. According to [5] , we have Lemma 2.1.
Lemma 2.1. The decoding failure probability of an LT code is given by , where l y is determined by the following recursion formulae, i.e.
is the max degree of the distribution.  is the overhead. Normally, as  grows, the receiver is more likely to recovery all the source symbols. Thus, we can determine the lower bound of LT codes over BEC. Theorem 2.1. Over BEC,  is the average degree of output nodes of LT codes which satisfies (1 ) y e      (2) when  is large enough, the lower bound turns out to be asymptotic BER. Proof: The conclusion can be easily achieved by (1) . At some iterative round l , l   , 1 l l y y y   
.because 1 l y  is larger than 0, we have
which completes the proof. We compare the BER performances among different lengths of source with the same distribution 8 RSD(0.3,0. ,1000) in fig1 to prove (2) is right. As the length increases from 1000 to  (asymptotically), BER of LT codes gets lower and lower. What's more, asymptotic performance is the limit to that of various lengths. Besides, lower bound is also plotted and we can tell when  gets large enough, that lower bound matches asymptotic performance perfectly which proves (2) is right. The curve of ( ) y  is similar to "Z" when K   .With small overhead, the value of BER is large ( ( ) 1 y   ); When overhead varies from 1  to 2  , ( ) y  decreases rapidly( BER of LT codes decreases with the increase of K and tends to be asymptotic. So there is a constant k ,when K k  ,the BER basically maintains unchanged. We will also do some studies to obtain k . In [5] ,we also have Lemma 2.2 Lemma 2.2. Another expression for decoding failure probability of an LT code is as follow: 
When  is small enough 3
   , we think BER has reached asymptotic performance .
The Asymptotic Throughput. This section will describe the formula derivation of asymptotic throughput of LT codes over BEC.
In the deterministic transmission network model, sender keeps transmitting the encoded symbols to receiver until achieve the ACK from receiver, which suggests that the source data has been recovered. The length of source is K .We assume that the source can successfully recovered after receiving N encoded symbols, N = (1+ )K  .  is the overhead for recovering source.the throughput is
In addition, t and ACK t are mainly decided by the channel. In order to highlight the influence of the degree distribution, we change (5) to get a new definition of throughput for LT codes
The average value [ ] N E Tr of the throughput is derived as follow. Theorem 3.1. when BER is known as ( ) y  ,the probability of each input symbol successfully recovered is 1 ( ) y   . To the source whose length is K , its cumulative probability distribution function and the probability density function of the source recovered are ' ( (1 ) (1 y)) ( ) (1 y( )) (1 e ) 
With the equation 5.1.11 from Abramowitz and Stegun [11] , e t T dt t    has be expressed as a series expansion representation, whose value can be get easily. Then 2 (1 )
In (12), the value of [ ] N E Tr will decrease with K ，Actually, the BER in practices will decrease when K k  , the condition may cause the increase of [ ] N E Tr when K k  .The simulations in Section 4 also have proved this. Further, we have Theorem3.2.
Theorem 3.2. To each distribution, when K k  ,the throughput rate will increase as K grows ,but it will be opposed when K k  ,so when K k  ,the throughput rate becomes the maximum value to this distribution. In addition, when K k  (asymptotically), 2 (1 )
And the value of k can be decided by Definition2.1.
Simulation Results. In this section, we present simulation results to verify that our theories are right. We select three distributions 1 For three degree distributions, simulations among different lengths of source are done. The average throughput of actual results, theoretical values and the difference of both are listed in Table 1 . To each distribution, the actual average throughput is similar to the theoretical values and theorem3.2 is also verified in simulations. In order to determine the value of k , we use definition2.1. The results are shown in Table 2 and they prove that the values of k can be determined by definition2.1. Usually, ! i e i    will tend to 0 when 50 i  ,so we set max 50 d  .The results in Table 1 and Table 2 both prove that   Equation 12 can correctly express the asymptotic throughput of LT code over the erasure channel and by definition 2.1 we can get the value of constant k , the best length of source, to each degree distribution.
Conclusions
We analyze the LT code specifically. Based on the asymptotic performance proposed by Luby, we study the throughput of LT codes over BEC and obtain an exact expression for it. And the best length for source data to maximize throughout rate is worked out as well. The simulations results show that the theoretical values of the throughput and the best length are both satisfy the actual values well.
