Tail risk refers to the risk associated with extreme values and is often affected by extremal dependence among multivariate extremes. Multivariate tail risk, as measured by a coherent risk measure of tail conditional expectation, is analyzed for multivariate regularly varying distributions. Asymptotic expressions for tail risk are established in terms of the intensity measure that characterizes multivariate regular variation. Tractable bounds for tail risk are derived in terms of the tail dependence function that describes extremal dependence. Various examples involving Archimedean copulas are presented to illustrate the results and quality of the bounds.
It follows from the duality theory that any coherent risk measure (X) arises as the supremum of expected values of X, taken over with respect to a convex set of probability measures on environmental states, all of them being absolutely continuous with respect to the underlying physical measure. If the set is taken to be the set of all conditional probability measures conditioning on events with probability greater than or equal to p, 0 < p < 1, then the corresponding coherent risk measure is known as the worst conditional expectation W CE p (X), which, in the case that loss variable X is continuous, equals to the tail conditional expectation (TCE) defined as follows, TCE p (X) := E(X | X > VaR p (X)), (1.1) where VaR p (X) := inf{x ∈ R : Pr{X > x} ≤ 1 − p} is known as the Value-at-Risk (VaR) with confidence level p (i.e., p-quantile). The VaR has been widely used in risk management, but it violates the subadditivity of coherency on convex cone L and often underestimates risks. Although
VaR is coherent on a much smaller convex cone consisting of only linearized portfolio losses from elliptically distributed risk factors, the non-subadditivity of VaR can occur in the situations where portfolio losses are skewed or heavy-tailed with asymmetric dependence structures [21] . It can be shown that for continuous losses, TCE is the average of VaR over all confidence levels greater than p, focusing more than VaR does on extremal losses. Thus, TCE is more conservative than VaR at the same level of confidence (i.e., TCE p (X) ≥ VaR p (X)) and provides an effective tool for analyzing tail risks. The TCE is also related to the expected residual lifetime, a performance measure widely used in reliability theory and survival analysis.
For light-tailed loss distributions, such as normal distributions, TCE and VaR at the same level p of confidence are asymptotically equal as p → 1. Another example of light-tailed losses is the phase-type distribution 2 . The explicit relation between TCE and VaR for the phase-type loss distributions was obtained in [6] , from which asymptotic equivalence of TCE and VaR as p → 1 is evident. It is precisely the heavy-tails of loss distributions that make TCE more effective in analyzing tail risks. Formally, a non-negative loss variable X with distribution function (df) F has a heavy or regularly varying right tail at ∞ with heavy-tail index α if its survival function is of the following form (see, e.g., [5] for detail), Pr{X > x}dx , (1.5) where I(A) hereafter denotes the indicator function of set A. By the Karamata theorem (see, e.g., [25] ), we have Plug this estimate into (1.5), we obtain (1.4) for any regularly varying distribution with heavy-tail index α > 1.
The asymptotic formula (1.4) of TCE for univariate tail risks is fairly straightforward, but the multivariate case remains unsettled and is the focus of this paper. Consider a random vector X = (X 1 , . . . , X d ) from a multi-assets portfolio at the end of a given period, where the i-th component X i corresponds to the loss of the financial position on the i-th market. A risk measure 2 That is, the hitting time distribution of a finite-state Markov chain.
R(X) for loss vector X corresponds to a subset of R d consisting of all the deterministic portfolios x such that the modified positions x − X is acceptable to regulators/supervisors. The coherency principles that are similar to the univariate case were formulated in [15] for multivariate risk measure R(X), and it was further shown in [4] that for continuous loss vectors, multivariate TCE's are coherent in the sense of [15] . Note, however, that multivariate TCE's, to be formally defined in Section 2, are subsets of R d , which lack tractable expressions even for some widely used multivariate distributions, such as multivariate normals. The effect of dependence among losses X 1 , . . . , X d in different assets on the multivariate TCE also remains difficult to understand. In this paper, we study asymptotic behaviors of multivariate TCE's for multivariate regularly varying distributions.
Our method, based on tail dependence functions developed in [23, 14] , not only yields explicit asymptotic expressions of multivariate TCE's for various multivariate distributions, but also leads to better insights into how the dependence among extreme losses would affect analysis on tail risks.
The rest of the paper is organized as follows. In Section 2, we briefly discuss the multivariate coherent risk measures introduced in [15] and obtain the asymptotic expressions of multivariate TCE's for multivariate regularly varying distributions in terms of their intensity measures. In Section 3, we utilize tail dependence functions to obtain asymptotic bounds for multivariate TCE's.
Section 4 has some concluding remarks. Throughout this paper, measureability of functions and sets are often assumed without explicitly mention, and the maximum operator is denoted by ∨.
Tail Risks of Multivariate Regular Variation
To explain the vector-valued coherent risk measures, we use the notations from [15] . Let K be a closed, salient convex cone 1 of R d such that R d + ⊆ K. The convex cone K induces a partial order on R d : x ≤ K y if and only if y ∈ x + K. Note that a convex cone K must be an upper set 3 with respect to partial order ≤ K induced by itself. Moreover, if A is an upper set with respect to partial order ≤ K , then for any x ∈ A and k ∈ K, x + k ≥ K x, leading to x + k ∈ A and thus A + K ⊆ A. Observe that we always have A + K ⊇ A due to the fact that any closed convex cone must contain the origin. Conversely, if A + K = A for some subset A, then for any y ≥ K x with x ∈ A, y ∈ x + K ⊆ A + K = A, implying that A must be upper with respect to partial order ≤ K .
Hence, A is an upper set with respect to partial order ≤ K if and only if A + K = A.
+ , then the ≤ K -order becomes the usual component-wise order. For any two loss random vectors X and Y on the probability space (Ω, F, P), define X ≤ K Y if and only if Y − X ∈ K, P-almost surely.
Using the partial order ≥ K rather than the usual component-wise partial order can account for some financial market frictions such as transaction cost, etc.. See [15] for details. 3 A set S is called upper (lower) with respect to partial order ≤K if s ≤K (≥K ) s and s ∈ S imply that s ∈ S. Definition 2.1. Consider random loss vectors on a probability space (Ω, F, P). A vector-valued coherent risk measure R(·) is a measurable set-valued map satisfying that R(X) ⊂ R d is closed for any loss random vector X and 0 ∈ R(0) = R d , as well as the following axioms:
3. (Positive Homogeneity) For any X and positive s, R(sX) = sR(X).
(Translation Invariance)
For any X and any deterministic vector l, R(X + l) = R(X) + l.
When d = 1, (X) := inf{r : r ∈ R(X)} is a univariate coherent risk measure satisfying the four axioms discussed in Section 1, and thus R(X) = [ (X), ∞). It was shown in [15] that the worst conditional expectation for random vector X, defined as
and K is an upper set, W CE p (X) is also an upper set. For any continuous random vector X, W CE p (X) equals the tail conditional expectation (TCE) for X, defined as in [4] by,
where Q p (X) = {A ⊆ R d : A is Borel-measurable and A + K = A, Pr{X ∈ A} ≥ 1 − p} is the set of all the upper sets (with respect to ≤ K ) with probability mass greater than or equal to 1 − p.
Observe that T CE p (X) is a convex and upper set that consists of all the deterministic portfolios x of capital reserves that can be used to cover the expected losses E(X | X ∈ A) in the events that X ∈ A.
Note that multivariate coherent risk measures discussed in [15, 4] are defined for essentially bounded random vectors. To discuss asymptotic properties, these measures have to be extended to the set of all random vectors on
This can be done using the idea in [9] that allows vectors in R(X) to have components taking the value of ∞; that is, the positions corresponding to these components are so risky, whatever that means, that no matter what the capital added, the positions will remain unacceptable. We need also to exclude the situations where components of the vectors in R(X) take the value of −∞, which would mean that arbitrary amounts of capitals could be withdrawn without endangering the portfolios (see [9] for details). As a matter of fact, it can be easily verified that T CE p (X) is coherent in the sense of Definition 2.1 if X, which may not be bounded, has a continuous density function.
The extreme value analysis of TCE T CE p (X) as p → 1 boils down to analyzing asymptotic behaviors of E(X | X ∈ rB) as r → ∞ for various upper set B, for which multivariate regular variation suits well. A non-negative random vector X with joint df F is said to have a multivariate regularly varying (MRV) distribution F if there exists a Radon measure µ (i.e., finite on compact sets), called the intensity measure, on R d + \{0} 4 and a common normalization sequence {b n } with 1. Random vector X has an MRV df F .
2. There exists a Radon measure µ on R d \{0} such that
for all continuous points x of µ, where
positive constants c, α and a probability measure S on S
3. There exists a Radon measure µ on R d \{0} such that for every Borel set B ⊂ R d \{0} bounded away from the origin satisfying that µ(∂B) = 0, 4) with the homogeneity condition µ(rB) = r −α µ(B).
Observe from (2.3) that the margins F j , 1 ≤ j ≤ d, of an MRV df F are regularly varying in the sense of (1.2). Since F 1 , . . . , F d are usually assumed to be tail equivalent [25] , we have that
hereafter that c ij = 1 for notational convenience. If c ij = 1 for some i = j, we can properly rescale the margins and the results still follow. We also assume that the heavy-tail index α > 1 to ensure the existence of expectations. It is well-known from [24] that a random vector X has an MRV distribution F if and only if X is in the maximum domain of attraction of a multivariate extreme value (MEV) distribution with identical Fréchet margins H(x; 1/α) := exp{−x −α } for
is modified via the one-point uncompactification (see, e.g., [25] ).
x > 0 and α > 0. That is, properly normalized component-wise maximums of random samples from df F converge weakly, as the sample size goes to infinity, to an MEV distribution with identical Fréchet margins. In general, the margins of an MEV distribution can be expressed in terms of the generalized extreme value family,
and in particular, with Fréchet margins, the extremal dependence structure can be characterized by intensity measure µ. Note, however, that the parametric feature, enjoyed by the univariate EV distributions, is lost in the multivariate context. Theorem 2.3. Let X be a non-negative loss vector that has an MRV df with intensity measure µ.
1. Let B be an upper set bounded away from 0. Then
where
denotes the unit ball in R d with respect to the norm || · ||.
Proof. To estimate E(X | X ∈ rB) for any upper set B bounded away from 0, consider, for any
We first argue that we can pass the limit through the integration. Since upper set B = ∅, we have that the complement B c = R d is a lower set 3 with respect to the ≤ K -order.
Observe from (2.4) and the generalized dominated convergence theorem that, as r → ∞,
For the first summand of (2.6), we have
Using the Karamata theorem (1.6), we have, as r → ∞,
Thus, we have, via (2.4), as r → ∞,
where the last equality follows from the direct calculation via (2.3). Therefore, we have
where the second equality follows from (2.4). Because of (2.6), (2.7) and the generalized dominated convergence theorem, we have from (2.5) that
This concludes the proof of statement (1).
For statement (2), we simplify the asymptotic expression for (2.1). For any upper set A ∈ Q p (X), there exists an upper set B with B ∩ S d−1 + = ∅ and a positive number r B such that A = r B B. Consider p → 1. Since Pr{X ∈ rB} is decreasing in r, we can find r B,p ≥ r B for any
It follows from (2.8) that E(X j | X ∈ r B,p B) is asymptotically increasing for sufficiently small 1 − p and goes to +∞ as p → 1, and thus we have E(X | X ∈ A) ≤ E(X | X ∈ r B,p B) for sufficiently
Observe that r B,p B ∈ Q p (X), and we have
is bounded away from 0} and Pr{X ∈ r B,p B} = 1 − p. That is, (2.1) can be rewritten as follows, for sufficiently small 1 − p,
For any B ∈ Q, there exists a real number r B with r B ≥ 1 such that r B B ∈ Q ||·|| = {B ⊆ R d :
That is, for any B ∈ Q with Pr{X ∈ r B,p B} = 1 − p, we can find a B ∈ Q ||·|| and a real number r B ,p (e.g., r B ,p = r B,p /r B ) such that r B,p B = r B ,p B .
Thus (2.9) can be rewritten further as 
Bounds for Tail Risks via Tail Dependence Functions
Theorem 2.3 shows how extremal dependence, as described by the intensity measure, would affect tail risks, but the asymptotic expression obtained in Theorem 2.3 is intractable for some multivariate distributions. In this section, we utilize the method of tail dependence functions introduced in [23, 14] to derive tractable bounds for TCE. For notational convenience, we only consider the case
The idea is to separate the margins from the dependence structure of df F , so that TCE's can be expressed asymptotically in terms of the marginal heavy-tail index and tail dependence of the copula of F . The copula-based approach for extremal dependence analysis is especially effective in developing versatile parametric dependence models [13, 22] . Assume that df F of random vector X = (X 1 , . . . , X d ) has continuous margins F 1 , . . . , F d , and then from [26] , the copula C of F can be uniquely expressed as
are the quantile functions of the margins. The extremal dependence of a df F can be described by various tail dependence parameters of its copula C. The lower or upper tail dependence parameters, for example, are the conditional probabilities that random
with standard uniform margins belongs to lower or upper tail orthants given that a univariate margin takes extreme values (small or large):
where C denotes the survival function of C. Bivariate tail dependence has been widely studied [13] , and various multivariate versions of tail dependence parameters have also been introduced and studied in [16, 18] .
Observe from (3.1) that the tail dependence parameters of copula C are the conditional tail probabilities that components U i 's go to extremes at the same rate (same relative scale), and thus they describe only some aspects of extremal dependence. The tail dependence parameters also lack operational properties to facilitate the extremal dependence analysis of certain multivariate distributions, such as vine copulas, that are constructed from basic building blocks of bivariate distributions. To overcome these deficiencies, the lower and upper tail dependence functions, denoted by b(·; C) and b * (·; C) respectively, were introduced in [16, 23, 14] as follows,
we focus only on upper tail dependence in this paper and any result about upper tail dependence can be easily translated into the result for lower tail dependence. The explicit expression of b * for elliptical distributions was obtained in [16] . A theory of tail dependence functions was developed in [23, 14] based on the Euler's formula for homogeneous functions:
where the upper conditional tail dependence functions 
which extends the well-known formula (see, e.g., [10] ) for bivariate tail dependence parameters to the multivariate case. It was shown in [14] that b * (w; C) > 0 for all w ∈ R d + if and only if λ U > 0. Unlike λ U , however, the tail dependence function provides all the extremal dependence information of copula C as specified by its extreme value copula [23, 14] .
Using the inclusion-exclusion principle, we define the upper exponent function of C as follows
where b * S (w i , i ∈ S; C S ) denotes the upper tail dependence function of the margin C S of C with component indexes in S. Similar to tail dependence functions, the exponent function has the following homogeneous representation:
homogeneous of order zero. It was shown in [14] that tail dependence functions {b * S (w i , i ∈ S; C S )} and the exponent function a * (w; C) are uniquely determined from one to another.
It follows from Theorem 2.4 of [18] and (2.3) that
In fact, the detailed relations between the intensity measure µ and tail dependence function b * have been established in [19] , and in particular,
The Radon-Nikodym derivative of µ with respect to the Lebesgue measure is then given by
If the tail dependence function is explicitly known, such as in the case of Archimedean copulas [14] , then the Radon-Nikodym derivative (3.7) of the corresponding intensity measure µ can be calculated explicitly, and
Therefore, by Theorem 2.3 (1), E(X | X ∈ rB) can be asymptotically expressed in terms of the tail dependence function b * for sufficiently large r. But the asymptotic estimation of T CE p (X) via Theorem 2.3 (2) is still cumbersome because B ∈ Q ||·|| can be quite arbitrary. More tractable bounds for T CE p (X) can be established using the tail dependence and exponent functions, as shown in the next theorem.
Theorem 3.1. Let X be a non-negative loss vector with an MRV df F and heavy-tail index α > 1.
Assume that the copula C of F has a positive upper tail dependence function b * (w; C) > 0. Let || · || max denote the maximum norm.
For sufficiently small 1 − p,
3. For sufficiently small 1 − p,
where, for 1 ≤ j ≤ d,
Proof. Let F have margins F 1 , . . . , F d that are regularly varying in the sense of (1.2). Since
(1) Without loss of generality, let j = 1. The straightforward calculation shows
Applying the Karamata theorem and generalized dominated convergence theorem, we are allowed to pass the limit through the integral. Since L j , 1 ≤ j ≤ d, are slowly varying and the margins are tail equivalent, we have,
(2) It follows from (2.10) that as p → 1,
where r x,p satisfies Pr{X ∈ r x,p (x, ∞]} = 1 − p. Since b * (1; C) > 0, it follows from Theorem 2.4 of [18] that µ((1, ∞]) > 0 (see also (3.6)). Since ||X|| max is regularly varying at ∞, we have for sufficiently small 1 − p, there exists r 1,p , such that
Observe that as p → 1, r 1,p → ∞, and thus it follows from (2.4) that for sufficiently small 1 − p,
Therefore, as p → 1,
(3.8)
Observe from (1) and (3.6) that as p → 1,
where S j (b * , α) = 1 + (3) In light of (2.10), consider, for any B ∈ Q ||·||max with Pr{X ∈ r B,p B} = 1 − p,
Since the margins are tail equivalent and slowly varying, we have, for any 0 ≤ w j ≤ 1, and any
where b * {j}∪S (w −α j , 1, . . . , 1; C {j}∪S ) denotes the upper tail dependence function of the multivariate margin C {j}∪S evaluated with the j-th argument being w −α j and others being one. Similarly,
Using the bounded convergence theorem, we then have, for sufficiently small 1 − p,
Plug (3.11) and (3.12) into (3.10), and we have, for sufficiently small 1 − p,
.
(3.13)
On the other hand, using the Karamata theorem (1.6), we have, for sufficiently small 1 − p,
Combining (3.13) and (3.14) into (3.9), we have, for sufficiently small 1 − p,
Thus, for sufficiently small 1 − p,
for any B ∈ Q ||·||max . Therefore,
for sufficiently small 1 − p. In the remainder of this section, we have some examples to examine the quality of the results in Theorem 3.1 when used as approximations. The examples show that they are better with more tail dependence and a larger ζ, where ζ is in the exponent of the second order expansion
It is intuitive that if ζ is larger (especially if ζ ≥ 1), then the second order term is less important.
It remains an open question whether it can be proved in any generality that ζ increases as the amount of extremal dependence in a parametric family increases. Note that for the Fréchet upper bound copula, C U (1 − uw) = u min{w 1 , . . . , w d }, and there is no second order term (i.e., ζ = ∞). Example 3.4. We show some details for three copula families to illustrate Theorem 3.1. The first copula is the exchangeable MTCJ copula (or Mardia-Takahasi-Cook-Johnson copula, see [20, 27, 8] ), the second is a mixture of the MTCJ copula and the independence copula, and the third is a non-exchangeable trivariate copula. Second order expansions of the tail dependence functions are obtained and the approximation from part (1) of Theorem 3.1 is summarized in Tables for some   special cases. (a) The MTCJ copula in dimension d, with dependence increasing in δ, is:
Let w j > 0 for j = 1, . . . , d, and let W = w
The second order term of C(uw; δ) is O(u 1+ζ ), where ζ = δ increases with more dependence.
Suppose (X 1 , . . . , X d ) is multivariate Pareto of the form used in [20] ; the univariate survival function is x −α for x > 1 for all d margins and the copula is given in (3.16) . That is,
An expression for the conditional expectation (given for the first component only because of symmetry) is:
leading to TCE
The above expectations exist for α > 1. Because we are using the copula with survival functions, we will use the above b, b 2 in their upper tail dependence form of b * , b * 2 .
• Exact calculation of the last summand in (3.18):
• First order approximation of the last summand in (3.18):
This can be computed via numerical integration. Let the numerator and denominator of the above be denoted as N 1 = N 1 (x; α, δ) and D 1 = D 1 (x; α, δ).
• Second order approximation of the last summand in (3.18):
. Table 1 has some (representative) results to show how the approximations compare; we take shows that the first order approximation is worse only when the dependence is weak and the exponent ζ of the second order term is much less than 1; in these cases, the second order term of the expansion is useful.
(b) Mixture model with MTCJ and independence copulas. Now, the second order term is between O(u) and O(u 2 ), depending on the amount of dependence in the copula. Let
so that dependence increases as δ and β increase. Let W = w −δ
and ζ = δ if δ < d − 1 and
The second order term is not far from the first order term if δ is near 0 (i.e., weak dependence). Similar to part (a), we list the exact TCE and the first/second order approximations for the last summand in (3.18).
• Exact (assuming α > 1 as before): with
• First order approximation: this is the same as in part (a) because β cancels from the numerator and denominator.
• Second order approximation: this is the same as in part (a) for Table 2 has some (representative) results to show how the approximations compare; we take (c) Consider a trivariate nested Archimedean copula (Joe 1993 ) that is non-exchangeable. Let
Similar to part (a), one gets C(uw; δ 1 , δ 2 ) ≈ u b(w; δ 1 , δ 2 ) + u 1+δ 1 b 2 (w; δ 1 , δ 2 ), where
The second order term has a parameter δ 1 which is the weakest dependence parameter of the bivariate margins.
Example 3.5. We show the quality of the approximations in parts (2) and (3) Based on this distribution, expressions of the form VaR g(p) (||X|| max ) can be computed numerically.
Because of exchangeability, parts (2) and (3) have the form Example 3.6. We consider general Archimedean copulas which satisfy a regular variation condition. Consider a loss vector (X 1 , . . . , X d ) with copula C and regularly varying margins having heavy-tail index α > 1. Assume that the survival copula C of C is an Archimedean copula C(u; φ) = φ( That is, asymptotic subset and superset bounds for multivariate TCE are approximately identical for small β.
Concluding Remarks
Our results illustrate how tail risk is quantitatively affected by extremal dependence and also show how the tool of tail dependence functions can be used to estimate such an asymptotic relation.
Similar to the univariate case (1.4), the multivariate tail conditional expectation T CE p (X) as p → 1 is essentially linearly related to the value-at-risk of an aggregated norm of X. In contrast to the univariate case where the asymptotic proportionality constant is related to the heavy-tail index α, the asymptotic proportionality constants in the multivariate case depend not only on the heavy-tail index α but also on the tail dependence structure (see (3.7) and Theorem 3.1).
Weak tail dependence can occur at some margins in high-dimensional distributions such as vine copulas (see [14] ), and the quality of the bounds presented in Theorem 3.1 is rather poor for the distributions with weak tail dependence. In this situation, the higher order expansions such as (3.15) should be used to reveal the dependence structure at sub-extreme levels so that more accurate, tractable bounds can be developed. Our numerical examples via the second order expansion show some significant improvements in the presence of weak tail dependence, but more theoretical studies are indeed needed in this area.
