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Abstract
For a mixed stochastic differential equation driven by independent fractional Brownian motions
and Wiener processes, the existence and integrability of the Malliavin derivative of the solution
are established. It is also proved that the solution possesses exponential moments.
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1. Introduction
This paper is devoted to the following mixed stochastic differential equation (SDE) in Rd:
Xt = X0 +
∫ t
0
a(Xs) ds+
∫ t
0
b(Xs) dWs +
∫ t
0
c(Xs) dBs, (1)
where W = {Wt, t ≥ 0} is an m-dimensional standard Wiener process, B = {Bt, t ≥ 0} is
an l-dimensional fractional Brownian motion; the coefficients a : Rd → Rd, b : Rd → Rd×m,
c : Rd → Rd×l are continuous, X0 ∈ R
d is non-random. (See Section 2 for precise definitions of
all objects.)
Since the seminal paper [3], mixed stochastic models containing both a standard Wiener
process and a fractional Brownian motion (fBm) gained a lot of attention. The main reason
for this is that they allow to model systems driven by a combination of random noises, one of
which is white and another has a long memory. In financial modelling, for example, one can
distinguish between the randomness coming from economical situation and the randomness
originating from the market microstructure.
Unique solvability of equation (1) was established under different sets of conditions in [5,
7, 10, 9]. Article [10] also contains an important result that the solution to (1) is a limit of
solutions to Itoˆ SDEs, which gives a tool to transfer some elements of the well developed theory
for the Itoˆ SDEs to equation (1).
Over the last decades, the Malliavin calculus of variations has become one of the most
important tools in stochastic analysis. While originally it was developed by Malliavin to study
existence and regularity of densities of solutions to SDEs, now it has numerous applications in
mathematical finance, statistics, optimal control, etc. For this reason, questions of Malliavin
regularity generate considerable scientific interest. There is a huge amount of articles devoted
to the Malliavin calculus for Itoˆ SDEs, see [13] and references therein. For SDEs driven by
fBm, the questions of Malliavin regularity were studied in [1, 2, 8, 11, 14]. Equation (1)
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can be treated with the help of the rough path theory, which also allows to address the case
H < 1/2, see [2]. However, this requires rather high regularity of coefficients (usually they are
assumed to be infinitely differentiable with all bounded derivatives). In this paper we will use
another techniques, namely, the approach developed in [9, 10, 16], to study the equation (1),
which enables us to prove the Malliavin regularity under less restrictive assumptions on the
coefficients. One of the key ingredients of the proof is the above-mentioned approximation by
the solutions of Itoˆ SDEs. As a side result, we prove an exponential integrability of solutions
to mixed SDEs with bounded coefficients. This result is of independent interest in financial
mathematics, where it can be used to prove existence of martingale measures or to argue the
integrability of solutions for certain equations with stochastic volatility.
The paper is organized as follows. Section 2 contains necessary definitions. It also provides
a brief summary on the pathwise integration and the Malliavin calculus of variations for frac-
tional Brownian motion. In Section 3, we prove the main results of the article: exponential
integrability of solution to (1) and existence and integrability of Malliavin derivatives. Proofs
of auxiliary results are given in Appendix.
2. Preliminaries
2.1. Definitions, notations and assumptions
On a complete filtered probability space (Ω,F ,F = (Ft)t≥0,P), letW = {Wt = (W
1
t , . . . ,W
m
t ) , t ≥ 0}
be a standard F-Wiener process in Rm, B =
{
Bt =
(
BH,1t , . . . , B
H,l
t
)
, t ≥ 0
}
be an F-adapted
fractional Brownian motion in Rl, i.e. a collection of independent fBms BH,k with Hurst index
H ∈ (1/2, 1), independent of W . We recall that an fBm with Hurst index H ∈ (0, 1) is a
centered Gaussian process BH = {BHt , t ≥ 0} with the covariance function
RH(t, s) =
1
2
(t2H + s2H − |t− s|2H);
in the case H ∈ (1/2, 1) considered here, BH has the property of long-range dependence. It is
known that fBm has a continuous modification (even Ho¨lder continuous of any order up to H),
and in what follows we will assume that the process BH is continuous.
The equation (1), is understood precisely as a system of equations on [0, T ]
X it = X
i
0 +
∫ t
0
ai(Xs) ds+
m∑
j=1
∫ t
0
bi,j(Xs) dW
j
s +
l∑
k=1
∫ t
0
ci,k(Xs) dB
H,k
s , i = 1, 2, . . . , d, (2)
where for i = 1, . . . , d, j = 1, . . . , m, k = 1, . . . , l, the functions ai, bi,j , ci,k : R
d → R are
continuous; the integrals w.r.t. W j are understood in the Itoˆ sense, whereas those w.r.t. BH,k,
in the pathwise sense, as defined in 2.2.
Throughout the paper, we will use the following notation: |·| will denote the absolute value
of a number, the Euclidean norm of a vector, and the operator norm: |Ax| = sup|x|=1 |Ax|. The
inner product in Rd will be denoted by 〈·, ·〉; ‖f‖∞ = supx∈Rd |f(x)| is the supremum norm of
a function f , either real-valued, vector-valued, or operator-valued. The symbol C will be used
for a generic constant, whose value is not important and may change from one line to another.
We will impose the following assumptions on the coefficients a = (a1, . . . , ad), b = (bi,j, i =
1, . . . , d, j = 1, . . . , m) and c = (ci,j, i = 1, . . . , d, j = 1, . . . , l) of (2):
(A1) a, b, c are bounded and have bounded continuous derivatives,
(A2) c is twice differentiable and c′′ is bounded.
2
2.2. Integration with respect to fractional Brownian motion
The integral with respect to fBm will be understood in the pathwise (Young) sense. Specifi-
cally, for a ν-Ho¨lder continuous function f and a µ-Ho¨lder continuous function g with µ+ν > 1
the integral
∫ b
a
f(x)dg(x) exists as a limit of integral sums, moreover, the inequality∣∣∣∣
∫ b
a
f(s) dg(s)
∣∣∣∣ ≤ Kµ,ν ‖g‖a,b,µ (‖f‖a,b,∞ (b− a)µ + ‖f‖a,b,ν (b− a)µ+ν) (3)
holds, where ‖f‖a,b,∞ = supx∈[a,b] |f(x)| is the supremum norm on [a, b], and for γ ∈ (0, 1)
‖f‖a,b,γ = sup
a≤s<t≤b
|f(t)− f(s)|
|t− s|γ
is the Ho¨lder seminorm on [a, b]; Kµ,ν is a universal constant. Thus, since fBm is Ho¨lder
continuous of any order less than H , the integral
∫ b
a
f(s)dBHs is well defined provided f is β-
Ho¨lder continuous on [a, b] with β > 1−H . We will use inequality (3) also in a multidimensional
case (see e.g. [14, Proposition 1]); for simplicity we will write it with the same constant Kµ,ν .
2.3. Malliavin calculus of variations
Here we give only basics of Malliavin calculus of variations with respect to fBm, see [13]
for a deeper exposition. Let S[0, T ] denote the set of step functions of the form f(t) =∑n
k=1 ck1[ak,bk)(t) defined on [0, T ]. For functions f, g ∈ S[0, T ] define the scalar product
〈f, g〉H =
∫ T
0
∫ T
0
f(t)g(s)φ(t, s) dt ds,
where φ(t, s) = H(2H − 1)|t − s|2H−2. Let L2H [0, T ] denote the closure of S[0, T ] w.r.t. this
scalar product. It is a separable Hilbert space, which contains not only classical functions, but
also some distributions (see [15]). Then the product
H =
(
L2H [0, T ]
)l
×
(
L2[0, T ]
)m
is a separable Hilbert space with the scalar product
〈f, g〉H =
l∑
i=1
〈fi, gi〉H +
m∑
i=l+1
〈fi, gi〉L2[0,T ].
The map
I : (1[0,t1), 1[0,t2), . . . , 1[0,tl), 1[0,s1), 1[0,s2), . . . , 1[0,sm)) 7→ (B
H,1
t1 , B
H,2
t2 , . . . , B
H,l
tl
,W 1s1 ,W
2
s2
, . . . ,Wmsm)
can be extended by linearity to S[0, T ]l+m. It appears that for f, g ∈ S[0, T ]l+m
E [ 〈I(f), I(g)〉 ] = 〈f, g〉H,
so I can be extended to an isometry between H and a subspace of L2(Ω;Rm+l).
For a smooth cylindrical variable of the form ξ = F (I(f1), . . . , I(fn)), where fi = (fi,1, . . . , fi,m+l) ∈
H for i = 1, . . . , n and F : Rn(m+l) → R is a continuously differentiable finitely supported func-
tion, define the Malliavin derivative Dξ as a random element in H with the j-th coordinate
equal to
∑n
i=1 ∂(i−1)(l+m)+jF (I(f1), . . . , I(fn))fi,j, j = 1, . . . , l +m. For p ≥ 1 denote by D
1,p
the closure of the space of smooth cylindrical random variables with respect to the norm
‖ξ‖
D1,p
= E
[
|ξ|p + ‖D ξ‖p
H
]1/p
;
D is closable in this space and its closure will be denoted likewise. Finally, the Malliavin
derivative is a (possibly, generalized) function from [0, T ] to Rl+m, so we can introduce the
notation
D ξ =
{
Dt ξ =
(
D
H,1
t ξ, . . . ,D
H,l
t ξ,D
W,1
t ξ, . . . ,D
W,m
t ξ
)
, t ∈ [0, T ]
}
.
3
3. Existence of exponential moments and Malliavian regularity
In this section we prove that certain power of the supremum norm of the solution to (1)
possesses exponential moment; then this fact is used to prove the Malliavin differentiability of
this solution.
Theorem 1. The solutionX of (2) satisfies E
[
exp
{
z ‖X‖α0,T,∞
}]
<∞ for any α ∈ (0, 4H/(2H+
1)), z > 0.
Proof. The inequality α < 4H/(2H + 1) is equivalent to (2H)−1 < 2α−1 − 1, therefore, it
is possible to choose some ν ∈ (1/2, H) such that (2ν)−1 < 2α−1 − 1. Take also arbitrary
β ∈ ((2ν)−1, 2α−1 − 1) so that α(1 + β) < 2.
Now if κ ∈ (1− ν, 1/2) is sufficiently close to 1/2, it follows from Lemma 2 that
‖X‖0,T,∞ ≤ C
(
1 + ‖B‖1+β0,T,ν + JX,κ(T )
(
1 + ‖B‖β0,T,ν
))
.
By the Young inequality,
JX,κ(T ) ‖B‖
β
0,T,ν ≤
JX,κ(T )
1+β
1 + β
+
β ‖B‖1+β0,T,ν
1 + β
.
Since ‖B‖0,T,ν is an almost surely finite supremum of a centered Gaussian family, and α(1 +
β) < 2, for any y > 0 we have E
[
exp
{
y ‖B‖
α(1+β)
0,T,ν
}]
< ∞ thanks to Fernique’s theorem.
Further, it follows from Lemma 1 that for any y > 0 E
[
exp
{
yJX,κ(T )
α(1+β)
} ]
< ∞ and
E [ exp {yJX,κ(T )
α} ] <∞. Thus, writing
‖X‖α0,T,∞ ≤ Cα
(
1 + ‖B‖
α(1+β)
0,T,ν + JX,κ(T )
α + JX,κ(T )
α(1+β)
)
,
we get the required statement with the help of the Ho¨lder inequality.
Theorem 2. Let X be the solution of (2). Then for all t > 0 Xt ∈
⋂
p≥1D
1,p.
Proof. Consider the sequence
{
Znt = n
∫ t
(t−1/n)∨0
Bs ds, n ≥ 1
}
of processes approximating B.
It can be easily checked (see e.g. [10]) that ‖Zn − B‖0,T,µ → 0, n → ∞ a.s. Processes Z
n are
absolutely continuous: Znt =
∫ t
0
Z˙ns ds with Z˙
n
t = n
(
Bt −B(t−1/n)∨0
)
.
Now define Xn = {Xnt , t ∈ [0, T ]} = {(X
n,1
t , . . . , X
n,d
t ), t ∈ [0, T ]}n≥1 as the solution to the
SDE
Xnt = X0 +
∫ t
0
(
a(Xnu ) + c(X
n
u )Z˙
n
u
)
du+
∫ t
0
b(Xnu ) dWu; (4)
coordinatewise, for i = 1, . . . , d
Xn,it = X0,i +
∫ t
0
(
ai(X
n
u ) +
l∑
j=1
ci,j(X
n
u )Z˙
n,j
u
)
du+
m∑
k=1
∫ t
0
bi,k(X
n
u ) dW
k
u ,
where Z˙n,jt = n
(
BH,jt − B
H,j
(t−1/n)∨0
)
. By [10, Theorem 4.1], Xnt → Xt, n → ∞, uniformly on
[0, T ] in probability.
First note that all moments of Xn are bounded uniformly in n. Indeed, from the almost
sure convergence ‖Zn − B‖0,T,µ → 0, n→∞, we have ζ = supn≥1 ‖Z
n‖0,T,µ <∞ a.s. But ζ is
a supremum of some centered Gaussian family, so by Fernique’s theorem, E [ exp {zζa} ] < ∞
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for all z > 0, a ∈ (0, 2). A fortiori, supn≥1 E
[
exp
{
z ‖Zn‖a0,T,µ
}]
<∞. Arguing as in the proof
of Theorem 1, we get supn≥1 E
[
exp
{
z ‖Xn‖α0,T,∞
}]
<∞ for any α ∈ (0, 4H/(2H+1)), z > 0.
The uniform boundedness of moments clearly follows.
Further, the solution of (4) is Malliavin differentiable w.r.t.W (see e.g. [13]) as a solution to
an Itoˆ SDE. It is Malliavin differentiable w.r.t. B as a solution of an Itoˆ SDE with a parameter.
To see this, take a direction h ∈ (L2H [0, T ])
l
and consider a version of the equation (4) with BH
shifted by εh, ε ∈ R:
X
(n)
t (ε, h) = x0 +
∫ t
0
nc(Xns (ε, h))
d
ds
(∫ s
s−1/n
(
BHu + ε
∫ u
0
φ(u, v)h(v) dv
)
du
)
ds
+
∫ t
0
a(X(n)s (ε, h)) ds+
∫ t
0
b(X(n)s (ε, h)) dWs.
This is a usual Itoˆ SDE with a scalar parameter ε, so its solution is differentiable with respect
to ε; moreover, the derivative d
dε
X
(n)
t (ε, h)
∣∣
ε=0
satisfies a linear SDE obtained by differentiating
formally both sides of (3) (see e.g. [4, Part II, §8]). This means that X
(n)
t is differentiable in
all directions from (L2H [0, T ])
l
, as claimed.
The equations satisfied by the derivatives w.r.t. B and W are similar, so we will study those
for B, as they are slightly more involved.
Fix s ∈ [0, T ] and q = 1, . . . , l. Define Dn,it = D
H,q
s X
i,n
t , i = 1, . . . , d. Then D
n satisfies
Dn,it = D
n,i
s,t +
∫ t
s
〈grad ai(X
n
u ), D
n
u〉 du+
m∑
j=1
∫ t
s
〈grad bi,j(X
n
u ), D
n
u〉 dW
j
u
+
l∑
j=1
∫ t
s
〈grad ci,j(X
n
u ), D
n
u〉 dZ
j,n
u ,
where
Dn,is,t =
l∑
j=1
∫ t
0
ci,j(X
n
u )D
H,q
s Z˙
n,j
u du = n
∫ (s+1/n)∧t
s
ci,q(X
n
u ) du.
Due to linearity, the solution to equation A.3 can be written as
Dnt = n
∫ (s+1/n)∧t
s
Rnt (z)dz,
where for z ∈ (s, s+ 1/n) the process
{
Rnt (z) =
(
Rn,1t (z), . . . , R
n,d
t (z)
)
, t ≥ z
}
solves
Rn,it (z) = ci,q(Xz) +
∫ t
z
〈grad ai(X
n
u ), R
n
u(z)〉 du+
m∑
j=1
∫ t
z
〈grad bi,j(X
n
u ), R
n
u(z)〉 dW
j
u
+
l∑
j=1
∫ t
z
〈grad ci,j(X
n
u ), R
n
u(z)〉 dZ
j,n
u ,
Therefore,
‖Dn‖s,T,∞ ≤ n
∫ (s+1/n)
s
‖Rn(z)‖z,T,∞ dz,
whence for any p ≥ 1 by Jensen’s inequality,
E
[
‖Dn‖ps,T,∞
]
≤ n
∫ (s+1/n)
s
E
[
‖Rn(z)‖pz,T,∞
]
dz.
5
From Lemma 3 we have
E
[
‖Rn(z)‖pz,T,∞
]
≤ Kp
(
E
[
exp
{
Kp ‖Z
n‖α0,T,µ
}])1/4
.
As it was shown above, supn≥1 E
[
exp
{
Kp ‖Z
n‖α0,T,µ
}]
<∞, thus, we obtain that E
[
‖Dn‖ps,T,∞
]
is bounded by a constant independent of n and of s. So we have for any p ≥ 1,
sup
n≥1
sup
s,t∈[0,T ]
E
[ ∣∣DH,qs Xnt ∣∣p ] <∞, q = 1, . . . , l.
Similarly,
sup
n≥1
sup
s,t∈[0,T ]
E
[ ∣∣DW,js Xnt ∣∣p ] <∞, j = 1, . . . , m.
Hence it is easy to deduce that supn≥1 E
[
‖DXnt ‖
p
H
]
< ∞; and, taking into account that all
moments of Xn are bounded uniformly in n, we get supn≥1 E
[
‖Xnt ‖
p
D1,p
]
< ∞ for any p ≥ 1.
From here the Malliavin differentiability of X follows from [12, Lemma 1.2.3] and uniform
boundedness of moments Xn.
Remark 1. Using the same techniques, it is possible to generalize the results of the paper to
the case where the driving fBm’s have different Hurst exponents.
Appendix A. Technical lemmas
Lemma 1. Let A > 0, κ ∈ (0, 1/2), α ∈ (0, 2), z > 0, t > 0. There exists a constant KA,κ,α,z,t
such that if an F-adapted process {ξs, s ∈ [0, t]} satisfies |ξs| ≤ A for almost all s ∈ [0, t] and
ω ∈ Ω, and if V is a scalar F-Wiener process, then E
[
exp
{
z
∥∥∫ ·
0
ξsdVs
∥∥α
0,t,κ
}]
≤ KA,κ,α,z,t.
Proof. Define Zv =
∫ v
0
ξr dVr, 0 ≤ v ≤ t and put Zu,s = (Zs − Zu)(s − u)
−κ, 0 ≤ u < s ≤ t.
Using the Garsia–Rodemich–Rumsey inequality, we can write for p > (1/2− κ)−1
m := E
[
‖Z‖0,t,κ
]
≤ Cp,κ,tE

(∫ t
0
∫ t
0
∣∣∫ s
u
ξrdVr
∣∣p
|s− u|pκ+2
du ds
)1/p  ≤ Cp,κ,t
(∫ t
0
∫ t
0
E
[ ∣∣∫ s
u
ξrdVr
∣∣p ]
|s− u|pκ+2
du ds
)1/p
≤ Cp,κ,t

∫ t
0
∫ t
0
E
[ ∣∣∫ s
u
|ξr|
2 dr
∣∣p/2 ]
|s− u|pκ+2
du ds


1/p
≤ Cp,κ,tA
(∫ t
0
∫ t
0
|s− u|p(1/2−κ)−2 du ds
)1/p
≤ Cp,κ,t,A.
Further, let DV denote the Malliavin derivative with respect to V , and Zu,s =
∫ s
u
ξrdVr(s−u)
−κ,
(u, s) ∈ T := {(a, b) | 0 ≤ a < b ≤ t}. Then∫ t
0
∣∣DVr Zu,s∣∣2 dr = (u− s)−2κ
∫ s
u
|ξr|
2 dr ≤ A2(u− s)1−2κ ≤ A2t1−2κ
almost surely. Therefore, it follows from [17, Theorem 3.6] that for any x > 0
Pr
(∥∥∥∥
∫ ·
0
ξsdVs
∥∥∥∥
0,t,κ
> m+ x
)
= Pr
(
sup
(u,s)∈T
Zu,s > m+ x
)
≤ 4 exp
{
−
x2
2A2t1−2κ
}
,
which provides the required statement.
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Further we estimate the solution of a slightly more general version of equation (2):
Y it = Y
i
0 +
∫ t
0
ai(Ys) ds+
m∑
j=1
∫ t
0
bi,j(Ys) dW
j
s +
l∑
k=1
∫ t
0
ci,k(Ys) dγ
k
s , i = 1, . . . , d, (A.1)
where γ =
{
(γ1t , . . . , γ
l
t), t ≥ 0
}
is a process in Rd with µ-Ho¨lder continuous paths, µ > 1/2;
the integral
∫ t
0
ci,k(Xs) dγ
k
s is understood in the Young sense.
Fix some θ ∈ (1− µ, 1/2) and define
JY,θ(t) =
d∑
i=1
m∑
j=1
∥∥∥∥
∫ ·
0
bi,j(Ys) dW
j
s
∥∥∥∥
0,t,θ
.
The following result establishes pathwise estimates of the solution to (A.1), which are better
than those in [16, Lemma 4.1], but require stronger assumptions. To prove it, we modify the
approach of [6].
Lemma 2. The solution Y of (A.1) satisfies
‖Y ‖0,t,∞ ≤ |Y0|+2
(
‖a‖∞ + JY,θ(t) +Kθ,µ ‖γ‖0,t,µ ‖c‖∞
)(
tθ + t
(
2Kθ,µ ‖γ‖0,t,µ ‖c
′‖∞ + 1
)(1−θ)/µ)
.
Proof. To simplify the text, we will use the notation of equation (1) for the integrals in (A.1).
Applying (3), we can write for u, s ∈ [0, t] such that s ∈ (u, u+ 1]
|Ys − Yu| ≤
∣∣∣∣
∫ s
u
a(Yv) dv
∣∣∣∣+
∣∣∣∣
∫ s
u
b(Yv) dWv
∣∣∣∣+
∣∣∣∣
∫ s
u
c(Yv) dγv
∣∣∣∣
≤ ‖a‖∞ (s− u) + JY,θ(s− u)
θ +Kθ,µ ‖γ‖0,t,µ
(
‖c‖∞ (s− u)
µ + ‖c(Y )‖u,s,θ (s− u)
θ+µ
)
≤
(
‖a‖∞ + JY,θ(t)
)
(s− u)θ +Kθ,µ ‖γ‖0,t,µ
(
‖c‖∞ (s− u)
µ + ‖c′‖∞ ‖Y ‖u,s,θ (s− u)
θ+µ
)
.
It follows that
‖Y ‖u,s,θ ≤ ‖a‖∞ + JY,θ(t) +Kθ,µ ‖γ‖0,t,µ ‖c‖∞ +Kθ,µ ‖γ‖0,t,µ ‖c
′‖∞ ‖Y ‖u,s,θ (s− u)
µ.
Now put ∆ =
(
2Kθ,µ ‖γ‖0,t,µ ‖c
′‖∞ + 1
)−1/µ
. With this choice, for (s− u) ≤ ∆
‖Y ‖u,s,θ ≤ 2
(
‖a‖∞ + JY,θ(t) +Kθ,µ ‖γ‖0,t,µ ‖c‖∞
)
. (A.2)
Therefore, for (s− u) ≤ ∆
‖Y ‖u,s,∞ ≤ |Yu|+ ‖Y ‖u,s,θ (s− u)
θ ≤ |Yu|+ 2
(
‖a‖∞ + JY,θ +Kθ,µ ‖γ‖0,T,µ ‖c‖∞
)
(s− u)θ.
If ∆ ≥ t, we set u = 0, s = t and obtain
‖Y ‖0,t,∞ ≤ |Y0|+ 2
(
‖a‖∞ + JY,θ(t) +Kθ,µ ‖γ‖0,t,µ ‖c‖∞
)
tθ,
as needed. In the case where ∆ < t, write
‖Y ‖u,s,∞ ≤ ‖Y ‖0,u,∞ + 2
(
‖a‖∞ + JY,θ(t) +Kθ,µ ‖γ‖0,t,µ ‖c‖∞
)
∆θ.
Hence, dividing the interval [0, t] into [t/∆] + 1 subintervals of length at most ∆, we obtain by
induction
‖Y ‖0,t,∞ ≤ |Y0|+ 2
(
‖a‖∞ + JY,θ(t) +Kθ,µ ‖γ‖0,t,µ ‖c‖∞
)
∆θ (1 + [t/∆])
≤ |Y0|+ 2
(
‖a‖∞ + JY,θ(t) +Kθ,µ ‖γ‖0,t,µ ‖c‖∞
) (
tθ + t∆θ−1
)
,
which implies the required statement.
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For a fixed s ∈ [0, T ] and a fixed almost surely bounded Fs-measurable random vector
Rs = (R
1
s, . . . , R
d
s) ∈ R
d, let {Rt, t ∈ [s, T ]} =
{
(R1t , . . . , R
d
t ), t ∈ [s, T ]
}
be the solution of
Rit = R
i
s +
∫ t
s
〈grad ai(X
n
u ), Ru〉 du+
m∑
j=1
∫ t
s
〈grad bi,j(X
n
u ), Ru〉 dW
j
u +
l∑
k=1
∫ t
0
〈grad ci,k(X
n
u ), Ru〉 dγ
k
u,
(A.3)
i = 1, . . . , d, t ∈ [s, T ]. We will write equation (A.3) shortly as
Rt = Rs +
∫ t
s
a′(Yu)Ru du+
∫ t
s
[b′(Yu), Ru] dWu +
∫ t
s
[c′(Yu), Ru] dγu.
Using the same methods as in [9, 10], it can be shown that this equation has a unique solution
such that ‖R‖s,T,θ <∞ a.s.
Lemma 3. For any p > 0
E
[
‖R‖ps,T,∞
]
≤ Kp
(
E
[
exp
{
Kp ‖γ‖
2/(µ+θ)
0,T,µ
}])1/4
,
where the constant Kp depends only on p, T , θ, µ, ess sup |Rs|, ‖a‖∞, ‖a
′‖∞, ‖b‖∞, ‖b
′‖∞,
‖c‖∞, ‖c
′‖∞, ‖c
′′‖∞.
Proof. In this proof the symbol C will denote a generic constant which depends only on the
parameters mentioned in the statement.
Fix someN ≥ 1,M ≥ 1 and define for t ∈ [s, T ] At =
{
‖γ‖0,t,µ + JY,θ(t) ≤ N, ‖R‖s,t,∞ ≤M
}
,
It = 1At , Zt =
∫ t
s
[b′(Ys), Rs] dWs. Let also ∆ = min {∆1,∆2,∆3}, where
∆1 = (9Kθ,µ ‖c
′‖∞N + 1)
−1/µ
, ∆2 = (9 ‖a
′‖∞ + 1)
−1
,
∆3 =
(
9Kθ,µ ‖c
′′‖∞
(
‖a‖∞ +Kθ,µ ‖c‖∞ + 1
)
N2 + 1
)−1/(µ+θ)
.
Take some u, t ∈ [s, T ] such that u < t and estimate∣∣∣∣
∫ t
u
a′(Yr)Rr dr
∣∣∣∣ ≤ ‖a′‖∞ ‖R‖u,t,∞ (t− u),∣∣∣∣
∫ t
u
[c′(Yr), Rr] dγr
∣∣∣∣ ≤ Kθ,µ ‖γ‖0,t,µ (‖[c′(Y ), R]‖u,t,∞ (t− u)µ + ‖[c′(Y ), R]‖u,t,θ (t− u)θ+µ)
≤ Kθ,µ ‖γ‖0,t,µ
(
‖c′‖∞ ‖R‖u,t,∞ (t− u)
µ
+
(
‖R‖u,t,∞ ‖c
′′‖∞ ‖Y ‖u,t,θ + ‖c
′‖∞ ‖R‖u,t,θ
)
(t− u)θ+µ
)
.
Therefore,
|Rt − Ru| ≤ Kθ,µ ‖γ‖0,t,µ ‖c
′‖∞ (t− u)
θ+µ ‖R‖u,t,θ + |Zt − Zu|
+
(
‖a′‖∞ (t− u) +Kθ,µ ‖γ‖0,t,µ
(
‖c′‖∞ (t− u)
µ + ‖c′′‖∞ ‖Y ‖u,t,θ (t− u)
θ+µ
))
‖R‖u,t,∞ .
Now let (t− u) ≤ ∆ and ω ∈ At. Then
‖R‖u,t,θ ≤ Kθ,µ ‖c
′‖∞N∆
µ ‖R‖u,t,θ + ‖Z‖u,t,θ
+
(
‖a′‖∞∆
1−θ +Kθ,µN
(
‖c′‖∞∆
µ−θ + ‖c′′‖∞ ‖Y ‖u,t,θ∆
µ
))
‖R‖u,t,∞
≤
1
9
‖R‖u,t,θ + ‖Z‖u,t,θ +
(
1
9
∆−θ +
1
9
∆−θ +Kθ,µ ‖c
′′‖∞ ‖Y ‖u,t,θN∆
µ
))
‖R‖u,t,∞ .
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Applying the estimate (A.2) and the definition of ∆3, we get Kθ,µ ‖c
′′‖∞ ‖Y ‖u,t,θN∆
µ+θ ≤ 2/9,
which leads to
‖R‖u,t,θ ≤
1
2∆θ
‖R‖u,t,∞ +
9
8
‖Z‖u,t,θ .
Obviously, ‖R‖u,t,∞ ≤ |Ru|+ ‖R‖u,t,θ∆
θ ≤ ‖R‖s,u,∞ + ‖R‖u,t,∞ /2 + 9∆
θ ‖Z‖u,t,θ /8, whence
‖R‖s,t,∞ ≤ 2 ‖R‖s,u,∞ +
9∆θ
4
‖Z‖u,t,θ
for ω ∈ At. Therefore,
E
[
‖R‖2ps,t,∞ It
]
≤ C
(
E
[
‖R‖2ps,u,∞ It
]
+∆2pθE
[
‖Z‖2pu,t,θ It
])
≤ C
(
E
[
‖R‖2ps,u,∞ Is
]
+ E
[
‖Z‖2pu,t,θ It
])
.
(A.4)
We can assume without loss of generality that p > 2(1−2θ)−1. Then, by the Garsia–Rodemich–
Rumsey inequality,
E
[
‖Z‖2pu,t,θ It
]
≤ C
∫ t
u
∫ t
u
E
[
|Zx − Zy|
2p
It
]
|x− y|2θp+2
dx dy ≤ C
∫ t
u
∫ t
u
E
[ ∣∣∫ y
x
[b′(Yr), Rr]Ir dWr
∣∣2p ]
|x− y|2θp+2
dx dy
≤ C
∫ t
u
∫ t
u
E
[ ∣∣∫ y
x
‖b′‖2∞ |Rr|
2
Ir dr
∣∣p ]
|x− y|2θp+2
dx dy ≤ C
∫ t
u
∫ t
u
∫ y
x
E
[
|Rr|
2p
Ir
]
dr |x− y|p(1−2θ)−3 dx dy
≤ C
∫ t
u
E
[
|Rr|
2p
Ir
]
dr
∫ t
0
∫ t
0
|x− y|p(1−2θ)−3 dx dy ≤ C
∫ t
u
E
[
‖R‖2ps,r,∞ Ir
]
dr.
Plugging this estimate into (A.4) we get with the help of the Gronwall lemma that
E
[
‖R‖2ps,t,∞ It
]
≤ CE
[
‖R‖2ps,u,∞ Iu
]
eC∆ ≤ CE
[
‖R‖2ps,u,∞ Iu
]
whenever (t− u) < ∆. By induction, we get
E
[
‖R‖2ps,T,∞ IT
]
≤ E
[
|Rs|
2p
Is
]
C [(T−s)/∆]+1 ≤ CeCT/∆ ≤ KeKN
α
, (A.5)
where we use the symbol K for the constant, as it will be fixed from now on. Denote ζ =
‖γ‖0,T,µ+ JY,θ(T ) and α = 2/(µ+ θ). Observe that in (A.5) the right-hand side is independent
of M , so letting M → ∞, we get E
[
‖R‖2ps,T,∞ 1ζ≤N
]
≤ K exp {KNα} for any N ≥ 1. Now
write
E
[
‖R‖2ps,T,∞ e
−2Kζα
]
=
∞∑
n=1
E
[
‖R‖2ps,T,∞ e
−2Kζα1ζ∈[n−1,n]
]
≤
∞∑
n=1
E
[
‖R‖2ps,T,∞ e
−2K(n−1)α1ζ≤n
]
≤ K
∞∑
n=1
eKn
α−2K(n−1)α =: K ′ <∞.
By the Cauchy–Schwartz inequality,
E
[
‖R‖ps,T,∞
]
≤
(
E
[
‖R‖2ps,T,∞ e
−2Kζα
]
E
[
e2Kζ
α ])1/2
≤
(
K ′E
[
e2Kζ
α ])1/2
.
Finally,
E
[
e2Kζ
α ]
≤ E
[
exp
{
2αK
(
‖γ‖α0,T,µ + JY,θ(T )
α
)} ]
≤
(
E
[
exp
{
2α+1K ‖γ‖α0,T,µ
}]
E
[
exp
{
2α+1KJY,θ(T )
α
)} ])1/2
.
Applying Lemma 1 to the last term, we get the required statement.
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