In this paper we study the shrinking self-similar solutions of the nonlinear diffusion equation with nondivergence form ∂u ∂t = u m ∆u (m 1).
Introduction
This paper is concerned with the shrinking self-similar solutions of the nonlinear diffusion equation with nondivergence form ∂u ∂t = u m ∆u (m 1 although it can be transformed into an equation like (1.1), with the corresponding exponent m = (p − 1)/p which belongs to (0, 1). During the past decades, Eq. (1.2) has been extensively investigated; see, for example, [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] . However, as far as we know, there are only a few works (cf. [13] [14] [15] [16] [17] [18] [19] [20] , etc.) devoted to equations not in divergence form like (1.1). Among the earliest works in this respect, it is worthy to mention the work [13] by Allen, who did discuss such kind of equation with m = 1 in one dimensional case, modelling the diffusive process for biological species. We also point out that Bertsch has obtained several important results on the similar equations like (1.1); see, for example, [17, 18] . In addition, we note that Wiegner has investigated blow-up properties and asymptotic behavior of the degenerate diffusion equation with a nonlinear source term
see [19, 20] . For Eq. (1.2), one of the famous phenomena is the so-called finite speed propagation of perturbations. Indeed, if the initial datum u 0 (x) has compact support, then any solution u of Eq. (1.2) with u(x, 0) = u 0 (x) has the following properties: for any t > 0, supp u(· , t) remains compact and increases with respect to t. In this paper, we are much interested in the discussion of solutions of Eq. (1.1) with the above mentioned properties and other kind of properties. The motivation lies in that the solutions of Eq. (1.1) might have not only the similar properties as those of Eq. (1.2), but also the properties different from those of Eq. (1.2). The similarity is that the equation may have the solutions with the properties of finite speed of propagation of perturbations. However, the support of u(· , t) might be shrinking or unchanged in some special case, which is essentially different from the solutions of Eq. (1.2). Based on this consideration, the purpose of this paper is to investigate the self-similar solutions with shrinking property. In other words, we are seeking solutions of the form
where w(ξ ) has the properties that w(ξ ) > 0 in [0, a) and w(ξ ) = 0 in [a, +∞). It is obvious that this kind of solutions possess the properties of finite speed propagation of perturbations. Furthermore, the support of u(· , t) remains unchanged if α = 0, while the support of u(· , t) shrinks as t increases if α > 0. In addition, for α > 0, we show that the support of u(· , t) shrinks to a single point as t tends to infinity. We also discuss the singularities of 1/u(x, t) at this point as t tends to infinity and compare 1/u(x, t) with the Dirac function as t tends to infinity in some sense. This paper is arranged as follows. In Section 2 we first deduce the ordinary differential equation which the shrinking self-similar solutions should satisfy and then present the main results of this paper. The proof of the main results is given in Section 3.
Preliminaries and main results
To discuss the shrinking self-similar solutions, we should first deduce the equation satisfied by the function w(ξ ) in (1.3) used for the definition of self-similar solutions. A direct calculation shows that w = w(ξ ) should satisfy the following ordinary differential equation:
where n is the spatial dimension. Let v = ξw . Then we have
and Eq. (2.1) is transformed to the system
Consider system (2.2) with the following initial value conditions: The main results of this paper are the following theorems. 
Theorem 1 (Existence
.
In addition, let 
where Γ is the standard Gamma function. In particular, when m = 2/n and α = 2/(mn − 2), we get that 
Theorem 4 (Nonexistence
is a solution of Eq. (1.1) in the sense that
Remark 2. Theorems 2 and 4 imply that the initial value problem (2.2)-(2.
3) has at most one solution.
Proof of the main results
Because the initial value problem (2.2)-(2.3) is singular, we first study an approximate problem. For small ε > 0, consider system (2.2) with the initial value conditions 
In addition, the estimate
Proof. It follows easily from the theory for ordinary differential equations that (w ε , v ε ) exists locally. So there exists δ > ε such that (w ε , v ε ) exists in (ε, δ), and for any ξ ∈ (ε, δ), we have
The extension theorem implies that one and only one of the following two conclusions holds:
(i) There exists a ε > 0 such that w ε (a ε ) = 0, and for any ξ ∈ (ε, a ε ), we have
(ii) For any ξ ∈ (ε, +∞), we have
Now we show that conclusion (ii) does not hold. In fact, if conclusion (ii) were valid, then it would follow from (3.2) that
We will distinguish two cases to estimate the lower bound of −v ε .
(1) When n = 1, 2, for any ξ ∈ (ε, +∞), we have
(2) When n 3, for any ξ ∈ (ε, +∞), we have
Therefore, for n 1, we get that
Hence when ξ 2ε,
which contradicts conclusion (ii). So only the first conclusion holds and from the mean value theorem we get the estimate
The proof is complete. ✷ Now we establish the comparison principle. We give two initial value conditions
and 
Proof. If A 1 = A 2 and B 1 = B 2 , then the uniqueness of solutions to the initial value problem implies w 1 = w 2 and v 1 = v 2 . In this case the result is trivial. Now we assume that A 1 = A 2 and B 1 = B 2 do not hold at the same time. Then there exists δ > ε, such that
Here
holds, we see that the above results hold for some δ a. The proof is complete. ✷ Proposition 3. There exists a constant C 0 > 0 independent of ε, such that
holds when 0 < ε < C 0 . Furthermore, for 0 < δ < a ε − 2ε, we have the estimate
Proof. We will distinguish two cases to estimate the upper bound of −v ε .
(1) When n = 1, for any ξ ∈ [ε, a ε ), we have
(2) When n 2, for any ξ ∈ [ε, a ε ), we have
Therefore, for each n 1, we get that
, ∀ξ ∈ [ε, a ε ).
The comparison principle implies a ε a 1 for 0 < ε 1. Thus for 0 < ε 1, we have
From the mean value theorem, we get that
Then for 0 < ε < C 0 , we have
We now show the latter of the proposition correct. Let 0 < δ < a ε − 2ε. From the proof of Proposition 1, we get that
Noticing that a ε − δ > 2ε and w ε (a ε ) = 0, we get from the mean value theorem that w ε (a ε − δ) βδ 4(n + 1)A m−1 . Therefore,
Proof. Let 0 < ε < C 0 . From the proof of Proposition 3, we get that
, ∀ξ ∈ [ε, a ε ),
Noticing that w ε (ε + C 0 ) A/2, we get that
For any τ > 0, let
The proof is complete. ✷ Lemma 2. Let 0 < ε < C 0 . For any τ > 0, there exists a constant δ > 0 independent of ε such that
Proof. Let 0 < ε < C 0 . The result is trivial if τ A. We assume 0 < τ < A in the following proof. From the proof of Proposition 3, we get that
Let ξ 1 , ξ 2 ∈ (ε, a ε ) such that w ε (ξ 1 ) = τ/2 and w ε (ξ 2 ) = τ . Then
The mean value theorem implies that
The proof is complete. ✷
Proposition 4. Let the conditions of Proposition 2 hold.
In addition, we assume that 0 < ε < C 0 and B 2 = 0. Then there exist two constants M 1 , M 2 > 0 depending only on a 0 , w 1 (a 0 ) and A 2 but independent of ε such that for any ξ ∈ [ε, a 0 ], the estimates
hold.
Proof. We see from the comparison principle that
and for ε ξ 1 ξ 2 a 0 , we have
Thus for any ξ ∈ [ε, a 0 ], we get that
where M 1 , M 2 > 0 depend only on a 0 , w 1 (a 0 ) and A 2 but are independent of ε. Therefore, for any ξ ∈ [ε, a 0 ],
and
hold. For any ξ ∈ [ε, a 0 ], Gronwall's inequality implies that
Therefore, for any ξ ∈ [ε, a 0 ], we get that
The proof is complete. ✷ Now we prove the theorems.
Proof of Theorem 1. Let 0 < ε < C 0 and (w ε , v ε ) be the solution of the initial value problem (2.2), (3.1). From Proposition 1, there exists a ε > 0 such that
From the comparison principle, we see that 0 a ε 1 a ε 2 for any 0 < ε 1 ε 2 < C 0 . It follows from Proposition 3 that a ε > C 0 for any 0 < ε < C 0 . Thus a exists and a > 0. For any ξ ∈ (0, a), the comparison principle implies that w ε (ξ ) and v ε (ξ ) are bounded and monotone for any 0 < ε < C 0 . Thus w ε (ξ ) and v ε (ξ ) converge when ε → 0 + . For ξ ∈ (0, a), let
In addition, we let
We see that w and v are right continuous at 0 from Lemma 1 and w is left continuous at a from Lemma 2. It follows from Proposition 3 that For any τ > 0, the right continuity of (w 1 , v 1 ) and (w 2 , v 2 ) at 0 implies that there exists a constant 0 < δ < min{C 0 , a 0 } such that
For any ε ∈ (0, δ), we see that
are the solutions of system (2.2) with the initial value conditions
correspondingly. Let (w 0 (ξ ), v 0 (ξ )) be the solution of system (2.2) with the initial value conditions
The comparison principle implies that
Proposition 4 implies that there exist two constants M 1 , M 2 > 0 independent of ε such that when ξ ∈ [ε, a 0 ], we have
Thus when ξ ∈ [ε, a 0 ], we get that
Owing to the arbitrariness of τ > 0 and ε ∈ (0, δ), we get that
Owing to the arbitrariness of a 0 ∈ (0, a 1 ), we get that
The left continuity of w 1 and w 2 at a 1 implies
In addition, 
Thus, for any ξ ∈ [a/2, a), 
Therefore,
is integrable on 0, √ a . Let φ(x) be a continuous function on R n . From the replacement formula of variables and the integral mean value theorem, we get that (ξ ) .
Letting ξ → 0 + , we get that
. 
