Abstract. It is studied how small perturbations of a 2 × 2 complex matrix change its canonical form for *congruence. The Hasse diagrams for the closure ordering on the set of *congruence classes of 2 × 2 matrices is constructed.
1. Introduction. We study how small perturbations of a 2 × 2 complex matrix can change its *canonical form for *congruence (matrices A and B are *congruent if S * AS = B for a nonsingular S). We construct the closure graph G 2 , which is defined for any natural n as follows. Definition 1.1. The closure graph G n for *congruence classes of n × n complex matrices is the directed graph, in which each vertex v represents in a one-to-one manner a *congruence class C v of n × n matrices, and there is a directed path from a vertex v to a vertex w if and only if one (and hence each) matrix from C v can be transformed to a matrix form C w by an arbitrarily small perturbation.
The graph G n is the Hasse diagram of the partially ordered set whose elements are the *congruence classes of n × n matrices and a ≼ b means that a is contained in the closure of b. Thus, the graph G n shows how the *congruence classes relate to each other in the affine space of n × n matrices.
The graph G n is also the closure graph for *congruence classes of pairs (P, Q) of n × n Hermitian matrices since each n × n matrix is uniquely represented in the form P + iQ and two matrices are *congruent if and only if the corresponding pairs are *congruent. Note that the closure graphs for congruence classes of 2-by-2 and 3-by-3 matrices were constructed in [9] .
Unlike perturbations of matrices under congruence and *congruence, perturba-tions of matrices under similarity and of matrix pencils have been much studied. The set of Jordan canonical forms of all matrices that are arbitrarily close to a given matrix was described in [3, 13] . This description was extended to Kronecker's canonical forms of pencils in [14] . The closure graph for 2 × 3 matrix pencils was constructed in [8] . The article [6] develops a comprehensive theory of closure relations for similarity classes of matrices and for equivalence classes of matrix pencils. The software StratiGraph [7] constructs their closure graphs.
All matrices that we consider are complex matrices.
2. The closure graph for *congruence classes of 2-by-2 matrices. Define the n-by-n matrices:
Each *congruence class contains exactly one canonical matrix for *congruence; that allows us to identify the vertices of G n with the n × n canonical matrices for *congruence. We use the *congruence canonical matrices given in [10] (see also [11, 12] ).
Lemma 2.1 ( [11] ). Each square complex matrix is *congruent to a direct sum, uniquely determined up to permutation of summands, of matrices of the form
For each A ∈ C n×n , the set
is a vector space over R, which is the tangent space to the *congruence class of A at the point A since
for all C ∈ C n×n and ε ∈ R. The numbers dim R V A and n 2 − dim R V A are called the dimension and codimension over R of the *congruence class of A.
The following theorem, which is proved in Section 3, is the main result of the paper.
Theorem 2.2. The closure graph for *congruence classes of 2 × 2 matrices is
in which λ, µ, ν, σ, τ ∈ C, λ = µ = ν = τ = 1, σ < 1, R + is the set of nonnegative real numbers, and Im(c) is the imaginary part of c ∈ C. Each *congruence class is given by its canonical matrix, which is a direct sum of blocks of the form (2.1). The graph is infinite: each vertex except for [ 0 0 0 0 ] represents an infinite set of vertices indexed by the parameters of the corresponding canonical matrix. The *congruence classes of canonical matrices that are located at the same horizontal level in (2.4) have the same codimension over R, which is indicated in round brackets to the right. Remark 2.3. Let M be a 2 × 2 canonical matrix for *congruence.
• If each neighborhood of M contains a matrix whose *congruence canonical form is N , then there is a directed path from M to N in (2.4) (if M = N , then there is always the "lazy" path of length 0 from M to N ).
• The closure of the *congruence class of M is equal to the union of the *congruence classes of all canonical matrices N such that there is a directed path from N to M (if M = N then there is always the "lazy" path).
3. Proof of Theorem 2.2. The following lemma is given in [5 
Each of these matrices has the form A can + D, in which A can is a direct sum of blocks of the form (2.1), the stars in D are complex numbers, all ε λ , δ λ , δ µ are either real numbers if λ, µ ∉ R or pure imaginary numbers if λ, µ ∈ R. (Clearly, D tends to zero as E tends to zero.) Twice the number of stars plus the number of entries ε λ , δ λ , δ µ is the smallest that can be attained by using transformations (3.1); it is equal to the codimension over R of the *congruence class of A.
Note that the codimensions of congruence and *congruence classes were calculated in [1, 4] and [2, 5] , respectively. By [15, Part III, Theorem 1.7] , the boundary of each *congruence class is a union of *congruence classes of strictly lover dimension, which ensures the following lemma. Lemma 3.2. If M → N is an arrow in the closure graph G 2 , then the *congruence class C M of M is contained in the closure of the *congruence class C N of N , and so the codimension of C M is greater than the codimension of C N .
The proof of Theorem 2.2 is divided into two steps.
Step 1: Let us prove that each arrow in (2.4) is correct. To make sure that an arrow M → N is correct, we need to prove that the canonical matrix M can be transformed by an arbitrarily small perturbation to a matrix whose *congruent canonical form is N . Consider each of the arrows of (2.4).
• The arrows z t ] such that
Clearly, λ ∈ µR + + νR + if and only if there are x and z and an arbitrarily small ε 11 such that the first equality in (3.3) holds (we can take ε 11 = 0). Taking arbitrarily small y, t for which S is nonsingular, we get arbitrarily small ε 12 , ε 21 , ε 22 for which the other equalities in (3.3) hold.
• The arrow
exists for all λ and σ. z t ] such that
yz +tσx = ε 21ȳ t +tσy = ε 22 Letzx = u + iv, σ = α + βi, and λ + ε 11 = a + bi, in which u, v, α, β, a, b ∈ R, then the first equation in (3.4) takes the form (u − vi) + (u + vi)(α + βi) = a + bi, which gives the system
with respect to the unknowns u and v. Its determinant α 2 + β 2 − 1 is nonzero since σ < 1. Therefore, the first equation in (3.4) holds for some x and z. Taking arbitrarily small y, t for which S is nonsingular, we get arbitrarily small ε 12 , ε 21 , ε 22 for which the other equalities in (3.4) hold.
i.e., there exists an arbitrarily small perturbation (3.2) that is *congruent to τ [ 0 1
1 i ]. This means that there exists a nonsingular S = [ x y
z t ] such that
i.e., (3.5)z x +xz +zzi =τ (λ + ε 11 )zy +xt +zti =τ ε 12 tx +ȳz +tz =τ ε 21t y +ȳt +tti =τ ε 22
Consider the first equation in (3.5). Sinceτ (λ + ε 11 ) ≠ 0, z ≠ 0 too. Thus, Im(τ (λ + ε 11 )) = Im(zx +xz +zzi) =zz > 0, and so Im(τ λ) ⩾ 0.
Conversely, if Im(τ λ) ⩾ 0, then we can take x, z and an arbitrarily small ε 11 such that the first equation in (3.5) holds. Taking arbitrarily small y, t for which S is nonsingular, we get arbitrarily small ε 12 , ε 21 , ε 22 for which the other equalities in (3.5) hold.
• The arrow λ 0 0 −λ → [ 0 τ τ τ i ] ( λ = τ = 1) exists if and only if λ = ±τ .
i.e., there exists an arbitrarily small perturbation
This means that there exists a nonsingular S such that
Equating the determinants of both sides, we find that −τ 2 det(S * S) is arbitrarily close to −λ 2 . Since det(S * S) = det S det S ∈ R and λ = τ = 1,
we have λ = ±τ .
Conversely, let λ = ±τ . Since 
Step 2: Let us prove that we have not missed arrows in ( • ).
• Equating the determinants of both sides, we find that (λ −1 τ ) 2 = −1, and so λ −1 τ = ±i. Then rank(B + B * ) = 1, which is impossible since A + A * is *congruent to B + B * and rank(A + A * ) = 2.
