Abstract: Working over C and formalizing and sharpening approaches introduced in [X3], [S] and [R1], we give a method for verifying when a divisor on a blow up of P 2 at general points is nef. The method is useful both theoretically and when doing computer computations. The main application is to obtaining lower bounds on multipoint Seshadri constants on P 2 . In combination with methods developed in [HR], significantly improved explicit lower bounds are obtained.
I. Introduction
Given a positive integer n, the codimension 1 multipoint Seshadri constant for points p 1 , . . . , p n of P N is the real number
where the infimum is taken with respect to all hypersurfaces Z, through at least one of the points. We also take ε(N, n) to be defined as sup{ε(N, p 1 , . . . , p n )}, where the supremum
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An apparently simpler problem consists in studying the existence of hypersurfaces with a given sequence of multiplicities m = (m 1 , . . . , m n ) at given points p 1 , . . . , p n ∈ P N . Let us denote by α(N, m, p 1 , . . . , p n ) (respectively, α 0 (N, m, p 1 , . . . , p n )) the least degree of a hypersurface (respectively, irreducible hypersurface) passing with multiplicity at least m i (respectively, exactly m i ) through each point p i . If the points are in general position in P N , we write simply α(N, m) and α 0 (N, m). With this notation, the Seshadri constant can be defined more simply as a limit. Indeed, arguing as in the proof of Corollary 5 of [R2] (to reduce to the case that the multiplicities are all equal) and using subadditivity of α (and hence the fact that α(N, (qm + r)
[n] ) ≤ qα(N, m [n] ) + α(N, r [n] ), where we use the shorthand m [k] to denote the sequence (m, . . . , m) of length k), it follows that ε(N, n) = lim m→∞ N −1 α(N, m [n] ) nm .
(In this form, Seshadri constants were also studied in [C] .) It is not immediately clear how helpful explicit computations of values of α are in estimating the value of ε(N, n), but it follows from Theorem 1.1(a) of [HH] that for all m ≥ 1 we have α(N, (m(N + k)) [n] ) nm(N + k) ≥ α(N, (k + 1) [n] , p 1 , . . . , p n )
and hence for any k > 0 we have ε(N, n) ≥ N −1 α(N, k [n] , p 1 , . . . , p n )/(n(N + k − 1)). If the points p i are sufficiently general, then we also have N −1 α(N, k [n] , p 1 , . . . , p n )/(nk) ≥ ε(N, n). Thus, computing values of α(N, k [n] , p 1 , . . . , p n ) gives, in principle, a computational approach for obtaining arbitrarily good estimates for ε(N, n).
Unfortunately, when N = 2 this method is not computationally efficient enough (at least given the computational resources available to us as this is written) to use it to obtain estimates that improve on results obtained using geometric methods; see, for example, [B] , [H] and [T] , which give the best currently known lower bounds for ε(2, n). As good as these bounds are, however, it is not clear to what extent these geometric methods can be used (in combination with computer computation, say) to obtain arbitrarily accurate estimates of ε(2, n). In this paper, refining an approach of [S] which in turn refines and extends the method used in [X3] , we give a method that does provide a basis for obtaining arbitrarily accurate estimates of ε(2, n), which we apply to obtain lower bounds for ε(2, n) which for almost all n improve on the bounds cited above. Although the main results of this paper do not depend on computer computation, our method is compatible with computer computation. See Example II.8 for an explicit demonstration of our method, and to see an example of its use in conjunction with a computer calculation. Our method is also extendible, in the sense that it can improve on previous bounds on ε(2, n) by using them as a starting point. See, for example, the discussion after Example II.8 of the bounds given in Table II .10 when n − 1 > 9 is a square.
Since we will be interested in the case N = 2, we will denote ε(2, n), α(2, m) and α 0 (2, m) simply by ε(n), α(m) and α 0 (m). It is well known that ε(n) ≤ 1/ √ n, with equality if n is a square. By results of Nagata [N1] , ε(n) is known for n < 10, so there is no loss of interest if we assume n ≥ 10, which we will at times do, if it is convenient. Moreover, when n ≥ 10 is not a square, Nagata [N2] conjectured (in different terminology) that ε(n) = 1/ √ n. Although this conjecture has not yet been verified for any n ≥ 10 not a square, the general belief is that it is correct, hence the attention paid here and elsewhere to obtaining lower bounds for ε(n). For any specific n, our best lower bound on ε(n) is obtained by direct application of the method we demonstrate in Example II.8. This direct approach is algorithmic; by analyzing the algorithm, we are also able to give weaker but explicit lower bounds in terms of n (see Remark I.2 and Corollary I.4).
Our method involves two steps. The first step, which Section II of this paper is mainly devoted to and which culminates in the proof of Theorem I.1, shows how to convert estimates of values of α to bounds on ε(n). (To apply Theorem I.1, one must verify certain lower bounds involving α. If for some n ≥ 10 one of these lower bounds is violated, then Nagata's conjecture is false. In such a case, it follows from Lemma II.1 that one can compute ε(n) exactly with an explicit finite calculation.) The second step, which Section III of this paper is mainly devoted to and which culminates in the proof of Theorem I.3 and Corollary I.4, concerns actually making the estimates of the values of α, and is based on our work in [HR] .
Theorem I.1: Let n ≥ 10 be an integer, and µ ≥ 1 a real number.
, we see the hypotheses of Theorem I.1(b) hold (note that the hypotheses involving k = 0 are vacuous when µ/(n − 1) ≤ 1), and hence we have
This result, which is already an improvement on previously known bounds for most n ≥ 59, depends only on Section II. All of Section III, and thus much of the effort of this paper, is devoted to the refinements needed to prove Theorem I.3 and Corollary I.4, which give stronger bounds than ( * ). ♦ Theorem I.3: Let 1 ≤ µ ≤ n(n − 1) be integers with n ≥ 10, and define
To obtain from Theorem I.3 the explicit simpler statement of Corollary I.4 and to provide a basis for making comparisons of different lower bounds on ε(n), it is convenient to write them in the form ε(n)
, where f is a function of n. It is worth emphasizing that the bounds presented in Corollary I.4 are obtained by making simplifying estimates based on analyses of the underlying methods presented in Section II and in [HR] . For specific values of n, we can obtain even better results by applying the methods directly, a demonstration of which is given in Example II.8. Table  II .10 shows the results of doing so for all nonsquares 10 ≤ n ≤ 99 except n = 41 and n = 50. (The results shown in Table II .10 for n = 41 and n = 50 were known previously and are as good or better than what we obtain. All other results shown in Table II .10 are better than what was known previously.)
Before discussing in more detail the conceptual basis for our approach, we compare the bounds we obtain with previously known bounds. Note that the larger f (n) is, the better is the bound. Perhaps the best previous general bound for n ≥ 10 is given in [T] , for which f (n) = 12n + 1. As Corollary I.4 shows, for our bounds f (n) is quadratic in n, so for n large enough (indeed, for n ≥ 59), our bounds involve larger values of f (n).
For special values of n, [B] also gives bounds better than those of [T] , and these bounds are also quadratic in n. (In particular, if n = (ai) 2 ± 2i for positive integers a and i, then f (n) = (a 2 i ± 1) 2 , and, if n = (ai) 2 + i for positive integers a and i with ai ≥ 3, then f (n) = (2a 2 i + 1) 2 ).) However, except when n − 1 is a square, our bounds are better, for n large enough (when n ± 2 is a square, make a direct comparison; otherwise, look at coefficients of the n 2 term in f (n)). Bounds are also given in [H] ; they apply to all values of n and are almost always better than any bound for which f (n) is linear in n (more precisely, given any constant a, let ν a (n) be the number of integers i from 1 to n for which f (i) from [H] is bigger than ai; then lim n→∞ ν a (n)/n = 1). Nonetheless, although the bounds in [H] are not hard to compute for any given value of n, they are not explicit or simple enough to make them easy to work with. Moreover, computations for specific values of n (see, for example, Table II .10) show in almost all cases that the bounds we obtain here are better than those of [H] .
We now describe the conceptual basis for our approach. Given general points p i ∈ P 2 , 1 ≤ i ≤ n, let X be obtained from P 2 by blowing up the points. Let L be the pullback to X of the divisor class of a line in P 2 , and E i be the divisor class of the exceptional curve obtained by blowing up p i . Then ε(n) is the supremum of all real numbers t such that
Since nefness of classes of positive selfintersection is Zariski open, finding particular points p 1 , . . . , p n such that F is nef with F 2 > 0 is enough to show that ε(n) ≥ t. For a given t for which F 2 > 0, we first produce an explicit finite list of divisor classes containing the classes of all reduced, irreducible divisors C (if any) with F · C < 0. Lemma II.1 already gives such a list of test classes; most of the effort in Section II is related to making the list of test classes smaller, which ultimately results in Theorem I.1.
If each test class on the list is shown not to be the class of an effective divisor, it follows that F is nef and hence that ε(n) ≥ t. Thus our approach is in fact a method for verifying that a divisor class is nef. (Given nonnegative integers m 1 , . . . , m n , it also applies more generally to finding values of t such that F = (1/t)L−(m 1 E 1 +· · ·+m n E n ) is nef.) In order to verify that certain divisors are not effective, we use an intersection theoretic algorithm developed in [HR] for obtaining lower bounds for the least degree α of curves passing through given points with given multiplicities. In Section III we analyze this algorithm to obtain explicit formulas in some cases, which we then apply in order to prove Theorem I.3 and Corollary I.4. (See Example II.8 for an explicit demonstration of our approach, and Table II .10 for the best current bounds on ε(n) for nonsquares 10 ≤ n ≤ 99.)
Finally, as an application of our results, Section IV gives a criterion for ampleness, substantially extending ampleness criteria given in [X3] , [B] and [T] .
II. Abnormal Curves
Let X be obtained by blowing up distinct points p 1 , . . . , p n ∈ P 2 . Let m i ≥ 0 be integers, not all 0, and let
For each real δ > 0, there is a finite set of test classes H such that if none of these test classes is the class of an effective divisor, then F δ is nef:
Lemma II.1: Let X, F , and F δ be as above assuming the points p 1 , . . . , p n ∈ P 2 are general, where δ ≥ 0. If H is the class of a reduced irreducible divisor such that
where γ is the number of nonzero coefficients h 1 , . . . , h n , and
, where a is the minimum positive element of {h 1 , . . . , h n }.
Proof: Suppose there is a reduced irreducible curve C such that F δ · C < 0. The class of C must be of the form H = tL − h 1 E 1 − · · · − h n E n , where t ≥ 0 (since C is effective) and each h i is nonnegative (since C is irreducible and F δ · E i ≥ 0 holds for all i).
First consider (b). By [X1] , we have
and solving for h gives the result.
♦
In the case that some of the coefficients h i are equal, the list of test classes can be made considerably smaller. Indeed, generalizing the terminology used in [N1] , given any divisor class F with F 2 ≥ 0, let us say a curve C is F -abnormal if C is reduced and irreducible with F · C < 0. In case F = √ n − (E 1 + · · · + E n ), we will refer to an F -abnormal curve simply as abnormal. (Thus, with n understood, an abnormal curve here is the same as in [N1] , which is also what Szemberg [S] calls a submaximal curve.) The following lemma generalizes a result of [S] :
Lemma II.2: Let X be obtained by blowing up distinct points p 1 , . . . , p n ∈ P 2 and let [C r ] are linearly independent in the divisor class group on X.
Proof: We have F = F 0 . Using a sufficiently small positive δ, we may assume that 
, so by appropriately increasing δ slightly, we can assume that F δ · D = 0, and hence by the index theorem we must have
We now apply our foregoing results in the simplest case of specific interest, generalizing and extending methods and results of [X3] , [S] and [R1] . Similar but more complicated results can be obtained when the coefficients F · E i are not all equal.
Corollary II.3: Let X be obtained by blowing up n ≥ 10 general points p 1 , . . . , p n ∈ P 2 and let F be the R-divisor class
Proof: Because the points are general and F is uniform, permuting the coefficients of the class H of an F -abnormal curve gives another such class. Since all such permutations are in the subspace orthogonal to F − (F · H/t)L, it follows from Lemma II.2 that there are at most n such curves. But it is not hard to check that there are always more than n permutations unless at most one of the coefficients is different from the rest. Thus H is of the form H = tL − m(E 1 + · · · + E n ) + kE i with 1 ≤ i ≤ n, which gives (a). Consider (b). Since H is the class of a reduced irreducible curve with t > 0, we must have H · E i ≥ 0 for all i, hence −m ≤ k. But for r ≥ 9, it is known that ε(r) ≥ 1/ √ r + 1 = (1/ √ r)( 1 − 1/(r + 1)). (For r = 9 this is because ε(9) = 1/3; for r > 9 see [ST] .) Thus no curve abnormal for r is ever abnormal for r + 1. Thus a curve D abnormal for a given r ≥ 10 has D · E i > 0 for all i. In particular, we have m + k > 0.
By Lemma II.1(b) with δ = 0 and a = min (m, m + k), we have m 2 n + 2mk + k 2 − a < (mn + k) 2 /n, which simplifies to give k 2 < (n/(n − 1)) a. Likewise, taking δ = 0, (c) follows from Lemma II.1(b) in the case that k = 0, as does
We call a class of the form tL − m(E 1 + · · · + E n ) uniform, and following [S] , we call a class of the form tL − m(E 1 + · · · + E n ) + kE i almost uniform. If m < n, we now obtain more refined versions of the results above.
Lemma II.4: Let X be obtained by blowing up n ≥ 10 general points
Now, assume that k = 0. By Corollary II.3(c) we have t 2 − nm 2 − 2mk < k 2 /n, but now k 2 /n < 1; Corollary II.3(c) also tells us that t 2 − nm 2 − 2mk ≥ 0. Therefore, putting both inequalities together we must have t 2 − nm 2 − 2mk = 0, proving 2mk = t 2 − m 2 n and thus
We note that when Lemma II.4 applies, there is for each m at most one k = 0 and one t for which an abnormal curve [C] = tL − (m + k)E 1 − mE 2 − · · · − mE n could exist. Indeed, 2mk = t 2 − m 2 n implies that t 2 has the same parity as m 2 n, and only one integer t in the range m √ n − 1 < t < m √ n + 1 has this property. ♦
The next corollary is just a refined version of Lemma II.1. Note that
is equivalent to δ = (µ − 1/n) −1 . We will denote an almost uniform class of the form tL − m(E 1 + · · · + E n ) + kE i by C(t, m, k), with n being understood. Corollary II.6: Let X be obtained by blowing up n ≥ 10 general points of P 2 . Let µ ≥ 1 be real and consider the R-divisor class Proof: Let C be an F δ -abnormal class. Then C = C(t, m, k), where t, m and k satisfy the criteria of Corollary II.3. First, say k = 0; then m 2 n − m ≤ t 2 , while F δ · C < 0 implies t √ n + δ < mn, hence m 2 n − m < m 2 n 2 /(n + δ) or (1/n)(1 − 1/(mn)) < 1/(n + δ). This simplifies to m − 1/n < 1/δ = µ − 1/n, or m < µ. Now assume k = 0. This time we have t √ n + δ < mn + k and m 2 n + 2mk
This holds when k > 0 because in this case k 2 < mn/(n − 1). It also holds when k < 0, because now
2 holds since it simplifies to mn(2 − n) < |k|. So, putting everything together, we have
Proof of Theorem I.1: We prove first part (b) of the theorem, which we will show implies part (a). Since (1/ √ n)( 1 − 1/(µn)) = 1/ √ n + δ, the statement that ε(n) is at least as big as (1/ √ n)( 1 − 1/(µn)) is equivalent to claiming that
. By hypothesis, this cannot occur if 1 ≤ m < µ/(n − 1) and k 2 ≤ (n/(n − 1))min (m, m + k) (resp., 1 ≤ m < µ), but these conditions hold by Corollary II.3 and Corollary II.6.
Let us now see how (b) implies (a). For every integer 1 ≤ m < µ, assume that
The first claim is immediate, for m < µ ′ implies m < µ and then
For the second claim, given a reduced and irreducible curve C = C n with multiplicity m at general points p 1 , . . . , p n−1 , multiplicity m + k at p n and L · C = α 0 ((m [n−1] , m + k)), consider curves C 1 , . . . , C n−1 such that C i has multiplicity m + k at p i and multiplicity m at the other points (which exist because the points are general). Then D = C 1 + . . . + C n is a reducible effective curve with multiplicity nm + k at each of the points. But k 2 ≤ (n/(n − 1))min (m, m + k) implies that k ≤ m. (If not, then certainly 0 < k and k ≥ m + 1, but it is easy to see that (m + 1) 2 > n(2m + 1)/(n − 1), since n ≥ 10, and (m + i) 2 − n(2m + i)/(n − 1) is an increasing function of i for i ≥ 1.) So if m < µ ′ /(n − 1), then nm + k ≤ (n + 1)m < (n + 1)µ ′ /(n − 1) = µ, and
as claimed. ♦ Example II.8: We demonstrate how to use the results of this section to obtain lower bounds on Seshadri constants. To verify ε(n) ≥ (1/ √ n) 1 − 1/(µn) for some choice of µ > 1, make a list of all (t, m, k) with m < µ satisfying the criteria of Corollary II.3. The bound ε(n) ≥ (1/ √ n) 1 − 1/(µn) is equivalent by Corollary II.6 to the statement that, for each triple (t, m, k), either C(t, m, k) is not the class of an effective, reduced, irreducible divisor, or F δ · C(t, m, k) ≥ 0, where δ = (µ − 1/n) −1 . In practice, of course, one does not know ahead of time what µ to pick, so one finds all triples (t, m, k) satisfying Corollary II.3, starting with m = 1, and successively increasing m. For each triple, compute e(t, m, k) defined by δ ′ = (e(t, m, k) − 1/n) −1 , by solving
The desired µ is the largest value such that, for each triple (t, m, k) with m < µ, either e(t, m, k) ≥ µ (and hence F δ ·C(t, m, k) ≥ 0 for δ = (µ−1/n) −1 ) or C(t, m, k) can be shown not to be the class of an effective, reduced, irreducible divisor.
We now carry this out for n = 10. Here is a list of all triples (t, m, k) satisfying Corollary II.3 for n = 10, with m ≤ 93: It is easy to see that none of C(3, 1, 0), C(6, 2, −1) and C(12, 4, −2) can be the class of an effective divisor (use the fact that there is a unique plane curve of degree 3m with 9 general points of multiplicity m). By [CCMO] , no abnormal curve occurs with n ≥ 10, m ≤ 20 and k = 0, which rules out C(22, 7, 0), C(41, 13, 0) and C(60, 19, 0). We would like to thank Professor Ferruccio Orecchia, who used the program discussed in [CCMO] to verify that C(139, 44, 0) is not the class of an effective divisor (the least degree of a plane curve with 10 general points of multiplicity 44 is 140). If (to two decimals) we take µ = 69.44, we now see there is no triple (t, m, k) such that m < µ, e(t, m, k) < µ, and C(t, m, k) is effective. Thus F = (250/79)L−(E 1 +· · ·+E 10 ) is nef, F ·C(79, 25, 0) = 0, and we have ε(10) ≥ 79/250 = (1/ √ 10) 1 − 1/(10µ). To improve on this bound, we would need to show that C(79, 25, 0) and C(158, 50, 0) are not the classes of reduced, irreducible curves (it suffices, of course, to show neither is the class of an effective divisor). Were we able to do this, we next would need to deal with C(256, 81, 0), and so on. ♦
We close this section with a list of the best currently known values of f (n) when n is not square, for 10 ≤ n ≤ 99. For each n, the table below gives the best value we know for f (n) (truncated to two decimals), along with a possible abnormal curve C(t, m, k) which we are unable to rule out but which would have to be ruled out in order to verify a larger value for f (n). Thus the bound on ε(n) we obtain for each n is ε(n) ≥ (1/ √ n)( 1 − 1/f (n)), and if there actually is such a curve C(t, m, k), then we would have equality. (Since k = 0 for each case listed, we write C(t, m) in place of C(t, m, 0) .) The listed values are better than all previously known values except in two cases: the value for n = 41, which comes from [H] (our method also obtains this value, but doesn't improve on it), and the value for n = 50, which comes from [B] . With two variations, the remaining values come from applying the method presented in Example II.8, in some cases using the intersection theoretic algorithm of [HR] to show certain classes cannot be the classes of effective divisors. (The [HR] algorithm, which depends on two parameters r and d which can be chosen somewhat arbitrarily, is discussed in detail in Section III.)
The first variation applies for 10 ≤ n ≤ 99 unless n − 1 is a square bigger than 10. Here, when necessary, we use the algorithm from [HR] with d = ⌊ √ n⌋ and r = ⌊d √ n⌋. The listed classes C(t, m, k) are just ones with F δ · C(t, m, k) = 0 but which the [HR] bound on effectivity is not good enough to rule out (and thus prevent us from obtaining a larger value for f (n)). It is possible that by employing other choices for r and d we could improve some of the bounds even further. The second variation applies when n is 17, 26, 37, 50, 65 or 82. It is the same as above, except in addition we use the known bound ε(n) ≥ (1/ √ n)( 1 − 1/(2n − 1) 2 ) given in [B] when n − 1 is a square as an additional criterion: the class C(t, m, k) of any abnormal curve must satisfy e(t, m, k) 
III. Bounds
In order to apply Theorem I.1, we need to verify certain lower bounds on minimum degrees α of curves with points of given multiplicities. A means of deriving such bounds is given in [HR] . Indeed, as pointed out in Remark I.2, using bounds given in [HR] in the case of uniform multiplicities, Theorem I.1 already establishes ε(n) ≥ √ n 1 − 1/(n(n − 5 √ n + 4)/2) for n ≥ 10. The main point of this section is to analyze the method of [HR] to obtain explicit bounds (given in Theorem III.2) when the multiplicities are only almost-uniform, which we then use to obtain the improved bounds on ε(n) given in Theorem I.3 and Corollary I.4.
The approach developed in [HR] for obtaining lower bounds for the least degree α(m) of a curve with multiplicities m = (m 1 , . . . , m n ) at a set of n general points depends on choosing arbitrary positive integers r ≤ n and d, and then involves specializing the n points and using semicontinuity. The specialization consists in choosing first an irreducible plane curve C of degree d, and then choosing points p 1 , . . . , p n such that: p 1 is a general smooth point of C; p i is infinitely near p i−1 for 2 ≤ i ≤ n; and p i is a point of the proper transform of C on X i−1 for i ≤ r (more precisely, so that E i − E i+1 is the class of an effective, reduced and irreducible divisor for 0 < i < n and so that the class of the proper transform of C to X is dL − E 1 − · · · − E r ). Denoting by α ′ (m) the least degree t such that |tL − m 1 E 1 − · · · − m n E n | is non-empty (for this special position of the points) we have α(m) ≥ α ′ (m) by semicontinuity. Now [HR] gives a numerical algorithmic criterion
to vanish. If t satisfies the criterion (and hence
The largest t which satisfies the criterion is our lower bound. To describe the criterion, we recall some notation from [HR] . Given a class
Eventually it happens that F · N j ≥ 0 for all j, in which case we set D i+1 equal to the resulting F . (Since under the specialization each N j is the class of a reduced irreducible divisor, in the event that D ′ i is the class of an effective divisor, unloading just amounts to subtracting off certain fixed components of |D ′ i |. Although it is convenient to define D i for all i, we are only interested in D i when i is reasonably small. Indeed, for i sufficiently large, D i always takes the form of a negative multiple of L; the multiplicities all eventually unload to 0. In fact, when D 0 is understood, we will denote by ω ′ the least i such that
Let j be the least index i such that t i < d and let g C = (d − 1)(d − 2)/2 be the genus of C. The criterion of [HR] (see the discussion after the proof of Lemma II.3 of [HR] 
The results of [HR] are obtained by analyzing this criterion with respect to particular choices of the parameters d and r describing C. The results we obtain here mostly involve choosing d = ⌊ √ n⌋ and r = ⌊d √ n⌋, however other choices can also be useful, as (b) shows. From now on we restrict our attention to almost uniform sequences m = (m + k, m, . . . , m) of n multiplicities satisfying the inequalities imposed by Corollary II.3 or Lemma II.4. To apply the criterion of [HR] , the multiplicities in m should be nonincreasing. Thus we will assume m = (m + k, m, . . . , m) when k ≥ 0 and m = (m, . . . , m, m + k) when k ≤ 0. In the special case that m < n and k ≥ 0, we have k 2 ≤ m by Lemma II.4, in which case we let m ′ denote (m + 1, · · · , m + 1, m, · · · , m), where the m + 1 entry occurs k times. (In the terminology of [HR] , m ′ is then n-semiuniform.) If m < n but k < 0, we take m ′ = m. Since after the specialization of [HR] , E i − E i+1 is the class of an effective divisor for each i > 0, clearly
is also a lower bound for α ′ (m) and hence for α(m).
Lemma III.1: Let n be a positive integer. Let d = ⌊ √ n⌋, r = ⌊d √ n⌋, and assume [C] as
Proof: The proof is similar to that of Lemma II.3 of [HR] . Also, it is obviously true if n is a square, since then C 2 = 0, so we may assume that n is not a square. Now assume that k > 0. The choice r = ⌊d √ n⌋ ensures that r 2 /n − d 2 ≤ 0, while k 2 ≤ n implies that min(k, r) = k and min(k, r) − kr/n = k(n − r)/n ≤ d(n − r)/n < 1. On the other hand, D 0 · C = dt − (mr + k); thus it is enough to show that (D i 
k + i(n − r) = qn + ρ and 0 ≤ ρ < n. (To see this, note by construction that D i always must have the form (t − id)L − b(E 1 + · · · + E n ) + A c for some b and c. To determine b and c, use the fact that ω ′ is such that for i < ω ′ , the sum of the coefficients of the E j in D i is just the sum of the coefficients of the E j in D 0 − iC, hence bn + c = mn + k − ir.) It now follows that
The claim now follows using A ρ · C = − min(ρ, r), since clearly (k + i(n − r))(r/n) = (r/n)(qn + ρ) ≤ rq + min(ρ, r).
hence |k|(n−r−1) ≤ r ≤ n−1. For 1 ≤ i ≤ |k|, one can argue in a way similar to that used before (noting for i ≤ |k| that the coefficient of E n is unaffected), to see that
where |k|(n−r−1) = ρ. So for |k| ≤ i < ω ′ , we are in a situation similar to that above: we have D i = (t−id)L−(m−i+q)E 1 −· · ·−(m−i+q)E n +A ρ , where k +i(n−r) = qn+ρ and 0 ≤ ρ < n, and an analogous argument shows (D i 
2 )−rq+A ρ ·C ≤ i(r 2 /n−d 2 )−kr/n. We now consider two cases, depending on whether n − d 2 is even or odd. First say it is even. For some 1 ≤ δ ≤ d, we can write n = d 2 +2δ and r = d 2 +δ−1, hence n = 2r−d 2 +2. Using this expression for n we have (i(r
2 is odd. Here we have n = d 2 + 2δ + 1 and
2 + 1 and r − d 2 = δ. Using these expressions for n and r we have (i(r
The following theorem extends Theorem I.3 of [HR] to almost uniform classes for our particular choice of r and d. Given a multiplicity sequence m = (m 1 , . . . , m n ), define u and ρ by: u ≥ 0, 0 < ρ ≤ r and m 1 + · · · + m n = ur + ρ. 
It is easy to check that ω ′ , defined above, is ⌈(mn + k)/r⌉ = u + 1, so if t ≤ s + ud, it follows that t ω ′ ≤ s − d < 0, and thus ω ′ ≥ ω, where ω is the least i such that t i < 0, and hence ω = j + 1. Lemma III.1 now gives
2 is even and k < 0) for all 0 ≤ i ≤ ω − 2, so t ≤ ⌊(mr + k + g − 1)/d⌋ (resp.,
We can now prove Theorem I.3 and Corollary I.4.
Proof of Theorem I.3: The conclusion is true when n is a square, so we may assume n is a nonsquare. Cases 10 ≤ n < 25 (i.e., 3 ≤ d ≤ 4) we treat ad hoc, briefly. When n is a nonsquare, we have r/d < √ n, so for µ large enough r/d < n − 1/µ holds, hence only finitely many µ can satisfy the hypothesis. When d = 3, it turns out that the only value of µ satisfying the hypothesis is µ = 1. For d = 4, it turns out that µ is never more than 14. From Table II .10, we see that ε(n) ≥ (1/ √ n) 1 − 1/(µn) thus holds for n < 25. So hereafter we may assume that d ≥ 5. Theorem I.1 will imply our conclusion. To apply Theorem I.1, it is enough to consider multiplicity sequences m = (m 1 , . . . , m n ) in which either all multiplicities are equal to m ≤ µ − 1 or every multiplicity but one equals m < µ/(n − 1) (and so m ≤ (µ − 1)/(n − 1) which implies m < n), and the remaining one is m + k with k 2 ≤ (n/(n − 1))min (m, m + k) (and as in the proof of Lemma II.4, m < n implies k 2 ≤ m). In either case, k zero or not, it suffices to show α(m) ≥ ((nm + k)/ √ n) 1 − 1/(µn). Since in the non-uniform case we have k 2 ≤ m < n, we can apply Theorem III.2; in the uniform case we can apply Theorem I.3(c) of [HR] . What we want is to show that ((mn + k)/ √ n) 1 − 1/µn is no bigger than the lower bound on α(m) given in each of these theorems. Recall the quantities s, u and ρ defined in Theorem III.2. First we show that s + ud + 1 ≥ (mn + k)/ √ n. The proof of Corollary IV.1 of [HR] handles the uniform case (k = 0), which we now adapt to handle also the case that k = 0. Since r 2 ≤ d 2 n, we see that (mn + k)/ √ n ≤ (mn + k)d/r, so it suffices to show that (mn + k)d/r ≤ s + ud + 1. If s = d−1, then s+ud+1 = (u+1)d = ⌈(mn+k)/r⌉d ≥ (mn+k)d/r as required, so assume (s+1)(s+2) ≤ 2ρ < (s+2)(s+3) and s+2 ≤ d. Then r(s+ud+1) = r(s+1)+(mn+k)d−dρ, so we need only check that r(s + 1) + (mn + k)d − dρ ≥ (mn + k)d, or r(s + 1) ≥ dρ. If s = 0, then r(s + 1) = r ≥ 3d = d(s + 2)(s + 3)/2 ≥ dρ, since √ n ≥ 3. If s > 0, then r(s+1) ≥ d(s+3)(s+2)/2 ≥ dρ, since r(s+1)/d ≥ d(s+1) ≥ (s+2)(s+1) ≥ (s+3)(s+2)/2. In the uniform case, we still have to prove that ⌊(mr + g − 1)/d⌋ + 1 ≥ m n − 1/µ. Observe that ⌊x/d⌋ + 1 ≥ x/d, so it is enough to prove (mr + g − 1)/d ≥ m n − 1/µ. But both sides of this inequality are linear in m, it obviously holds for m = 0, and it holds for m = µ − 1 by hypothesis, so it clearly holds for all 0 < m < µ.
Finally, we need to verify ⌊(mr + k + g − 1)/d⌋ + 1 ≥ ((mn + k)/ √ n) 1 − 1/µn when k = 0. As before, it is enough to prove (mr + k + g − 1)/d ≥ ((mn + k)/ √ n) 1 − 1/µn, which we can rewrite as m( n − 1/µ − r/d) ≤ (d − 3)/2 + k(1/d − (1/ √ n) 1 − 1/(µn)). But k 2 ≤ m < n, so k ≥ −d, hence it is enough to prove
As d ≥ 5, the term on the right is positive, it holds for m = 0 and so again by linearity it suffices to show it holds for m = (µ − 1)/(n − 1). By hypothesis we have (d − 3)/(2(n − In the special case that ∆ = 2 we can do better, as we now show. It's enough to show we can take µ n ≥ n − 1 in Theorem I.1(b), which follows by applying Corollary IV.1 of [HR] . Indeed, as noted in Remark I.2, we can restrict to the k = 0 case, and then Corollary IV.1(b) tells us that α(m) ≥ m √ n if m ≤ d 2 = n − 2. ♦
IV. Application
As an application of our bound on ε(n), we give a criterion for a divisor class F = tL − m(E 1 + · · · + E n ) (where t > 0 and m are integers and F 2 > 0) on a blow up X of P 2 at n ≥ 10 general points to be ample. When m = 1, it is known that F is ample; see [X3] (or see [B] , which shows that this is already an immediate consequence of [N2] ). This was extended to m = 2 by [B] and to m = 3 by [T] . Moreover, [H] shows F is nef when m ≤ √ n. However, it is not easy to use the approach of [H] to obtain a simple criterion for ampleness. So here we give an ampleness criterion.
Corollary IV.1: Let n ≥ 10, t 2 > nm 2 , m > 0 and consider the divisor class F = tL − m(E 1 + · · · + E n ) on the blow up X of P 2 at n ≥ 10 points. Define f (n) either as given in Corollary I.4 or in Table II .10. If m < (f (n) − 1)/n, then F is ample. In particular, F is ample if m ≤ (n − 3 √ n − 5)/2.
Proof: Note that t 2 ≥ m 2 n + 1, so t/m ≥ n + 1/m 2 , hence m/t ≤ 1/ n + 1/m 2 =
(1/ √ n)( 1 − 1/(nm 2 + 1)). Thus f (n) > nm 2 + 1, or m < (f (n) − 1)/n, suffices. This establishes the first claim. But f (n) as given in Corollary I.4 is always at least as big as n(n −3 √ n−4)/2, hence (f (n) −1)/n > (n −3 √ n −5)/2, and the second claim now follows. ♦ Remark IV.2: It follows from Cor IV.1 that F = tL − m(E 1 + · · · + E n ) is ample for any positive integers 0 < t, 0 < m ≤ 4 such that F 2 > 0. To see this for 10 ≤ n ≤ 99 use the values of f (n) in Table II .10 together with the criterion m < (f (n) − 1)/n, and for n ≥ 61 use the criterion m ≤ (n − 3 √ n − 5)/2. In fact, we obtain an upper bound on m of more than 4 in all cases except when n is 12, 13, 23, 29 or 41.♦
