In this paper, we study the problem of network deployment 
Introduction
This paper investigates the problem of network deployment in hybrid sensor/actuator networks. By hybrid sensor networks, we mean those networks consisting of both resource-rich and resource-impoverished sensor devices. The resource-rich devices, called micro-servers, are more expensive but have significantly greater bandwidth and energy capabilities compared to the low-cost, low-powered sensors. Such hybrid sensor networks have the potential to support the long-range and/or high-bandwidth communications required by data-intensive sensing applications using broadband networking standards such as 802. 16 as well as the low-power, fine-grained sensing possible by smaller sensing devices. Examples of broadband sensor networking applications include time-elapsed imaging using video sensors for coastal monitoring, and speech analysis in home health care and cane-toad monitoring.
In the past couple of years, sensor networks research has addressed the development of sensor platforms [6] , application domains [12] , and communication paradigms [15] [11] [16] [14] . Although previous work has considered optimal sensor deployment in the context of homogeneous sensor networks [8] [7] [5], network deployment has not been previously considered in the context of hybrid sensor networks.
Motivation for Hybrid Sensor Networks
Historically, large scale networks have evolved to encompass myriad types of network devices. The Internet today combines different devices such as routers, servers and hosts. Even the routers can be classified into different categories (e.g., into core routers and edge routers). For large scale sensor networks that may have thousands of nodes in the future, it is more realistic to have hierarchical models of network devices rather than flat ones. Such a sensor network involves a hybrid of resource-rich specialized nodes in conjunction with small sensor devices [13] . The resource-rich nodes provide service such as (i) longrange data communications, (ii) persistent data storage, or (iii) actuation. Examples of actuation would be re-charging or replacing small nodes whose energy has been depleted, imagers which can take photos or video when activated by sensors, sprinklers used for precision agriculture which can sprinkle water in badly parched areas etc. The resourcerich node can act as a data sink, and we call it a microserver.
1 Figure 1 shows the hierarchical view of a hybrid sensor network. Lower tier consists of numerous inexpensive sensors, e.g. MICA2 (See Figure 2 ) from CROSSBOW [1] ; and upper tier consists of many expensive but resourcerich micro-servers, e.g., STARGATE (See Figure 2 ) from CROSSBOW. 
Motivation for Data Anycast
The key challenge in building Ad-Hoc multi-hop sensor networks from small, low-powered sensor nodes are scalability and energy-efficient mechanisms for data dissemination. Previously proposed data routing protocols [15] [11] [16] [14] for sensor networks have not 1 The term micro-server was suggested by Deborah Estrin. been designed to leverage the capabilities of hybrid devices. By exploiting resource-rich devices, the communication burden on smaller, energy, bandwidth, memory and computation-constrained sensor devices can be reduced. Consequently, these protocols may not be best suited for several applications of such hybrid sensor networks, which involve a multitude of mutually cooperative micro-servers.
Our thesis is that an anycast service, which routes sensor data to the nearest available micro-server, rather than to a single designated server, can provide significant improvements to the aforementioned data dissemination protocols for such applications and networks. The intuition is that you only care for the service, not which server provides it. The anycast service should be useful for several hybrid sensor applications.
Consider the case of mobile soldiers operating in a battlefield. The soldiers may be equipped with more powerful data transmitters (out of band higher-range radios) than sensors. It may be more effective to forward the information (e.g. enemy detection, land mine presence, convoy vehicles) to the nearest available soldier, who can forward it to the other soldiers, instead of sending it to all soldiers in the field. In a disaster recovery operation, several biochemical sensors may have been scattered, and multiple imagers (aerial or robotic) may be navigating the terrain. When biochemical sensors detect a toxic plume, this message just needs to go to the nearest imager (rather than a specific imager) which can act accordingly. In the example of Figure  1 , resource-impoverished MICA2 motes transfer data to one of the STARGATES, and the STARGATE can either handle the data or transfer it to interested parties using out-of-band transmission channel (e.g., WiFi) and other routing protocols (e.g., AODV [4] ).
Hybrid Sensor Network Deployment: Problems and Contributions
In this paper, we investigate some fundamental questions on hybrid sensor network deployment to support anycast communication.
• Given a number of micro-servers, how does the placement of them affect the life time of network?
• What is the benefit of introducing additional microservers into network? Is it cost effective to introduce these extra micro-servers?
To answer these two questions, we formulate an integer programming problem to study how the placement of microservers affect the lifetime of a hybrid sensor network using anycast communication. This optimization problem allows us to study the cost-benefit of using multiple microservers. Our cost model accounts for the variation in the cost and capability of network resources in a hybrid sensor network, such as bandwidth and energy consumption, as well as the spatiotemporal variation in network events.
In particular, we find that the cost-effectiveness of microservers increases with the size of the network, thus making hybrid sensor networks a scalable solution. Although we study network deployment in the context of anycast communication, a similar methodology can also be applied to distributed storage and computation in hybrid sensor networks. The rest of this paper is organized as follows. Section 2 provides an overview of the anycast communication model which motivates the network deployment problem described in the paper. Section 3 proposes an integer linear programming formulation of the network deployment problem. Section 4 introduces a tabu-search algorithm to solve the problem efficiently. Section 5 presents an analysis to compare the life-time differences and a cost analysis of different scenarios. Section 6 discusses our conclusions.
Tree-Based Data Anycast
In this section, we provide an overview of our anycast mechanism which motivates the network deployment problem addressed in this paper.
We assume a hybrid sensor network which consists of both resource-rich micro-server nodes and low-power sensor nodes. Further we assume that there are multiple microservers (sinks) interested in the same data. Data needs to only reach one sink, thus motivating an anycast service. We assume that sensor network applications can handle small amount of data loss; and therefore anycast does not need to explicitly provide reliable data delivery.
We want to provide an anycast service that is scalable, self-organizing, robust, simple and energy-efficient. To implement this, we adopted a shared tree approach. Corresponding to each event source, a shortest-path tree rooted at the source is constructed. Sinks form the leaves of the tree. Sinks can dynamically join or leave the anycast tree. Although this approach requires more network state, it is a good approach to handling dynamics, as it simultaneously maintains paths to all sinks. By eliminating the need to discover paths to alternate sinks each time a sink leaves, it can reduce worst-case latency (when sinks fail) and does not require synchronization among sinks. Figure 3 illustrates how the structure of each anycast tree evolves when two sinks join and leave a sensor network. Details of the anycast mechanism are described in paper [9] .
An important metric in determining the performance of the anycast scheme is the number and placement of microservers (resource-rich nodes), relative to low-powered sensor nodes. The number of micro-servers must be sufficient to meet system lifetime objectives, as well as other application-governed objectives (e.g., message delivery latency), without exceeding resource cost thresholds. Moreover, the number of micro-servers chosen depends on parameters such as the occurrence pattern (frequency, spatial distribution) of sensor events in the system. In the next section, we propose a problem formulation for resource provisioning, i.e., placement of micro-servers and sensors, incorporating all these factors.
Cost Model and Optimization
In this section, we propose a model to investigate how the number of micro-servers and their placement affect the lifetime of a hybrid sensor network.
We assume that the sensor network is to be deployed in a rectangle of area A. We divide the area into a number of grids whose area a is chosen according to the transmission range (R) of the sensor, such that at least a sensor is required per grid to maintain network connectivity and coverage. In this paper, we choose a = R 2 and as a result the total number of grids is n = A/a .
For a given grid size n, assuming that each grid will only have either a sensor or a micro-server, our placement problem is to decide where the micro-servers should be placed so that the lifetime of the network can be maximized. In order to formulate the placement problem, we define the following parameters:
• Set of locations N = {1, ..., n}.
• A number of events r i happens within each time unit.
• It costs e 1 units of energy for a sensor to sense/handle an event.
• It costs E 1 units of energy for a micro-server to sense/handle an event.
• It costs e 2 units of energy for a sensor to forward the data packets of an event.
• It costs E 2 units of energy for a micro-server to forward the data packets of an event.
• The initial energy of a sensor is B sensor units.
• The initial energy of a micro-server is B server units.
• The shortest distance (hop-count) between grid i and grid j is d ij .
• The network lifetime is L.
• The lifetime of sensor or micro-server at grid k is L k .
• λ = •
Sensors use their energy for two purposes -(i) sensing, and (ii) relaying packets from a data source to a microserver. In order to have the second type of energy consumption captured in the optimization model succinctly, we define the indication function γ k ij as follows:
if grid k is on the transmission path from grid i to grid j and k = j (Note that the requirement that k = j is required because the last node in the path does not have to re-transmit.) 0 otherwise.
The values of γ k ij depend on the network's routing algorithm (e.g., tree-based anycast) and can be calculated in advance.
The decision variables are x i as:
x i = 1 if the device at grid i is a sensor 0 otherwise (a micro-server).
With anycast routing, a sensor will be transmitting to the closest micro-server. To enforce this in the problem formulation, we define an auxiliary variable z ij :
if the micro-server at grid j is the closest micro-server to the sensor at grid i 0 otherwise.
The objective of the optimization is choose the locations of the m micro-servers so as to maximize the lifetime of the network. Therefore, the problem can be formulated as:
subject to:
Constraints (2) and (3) model, respectively, the energy consumption of a sensor and a micro-server. The details as to how these constraints are derived can be found in the Appendix.
Constraints (4) to (6) enforce that a sensor delivers packets only to the closest micro-server. For details on derivation, see Appendix. Constraint (7) ensures a micro-server cannot be an intermediate node of a path. Constraint (8) limits that there are m micro-servers in the network. Constraint (9) ensures that only a micro-server can be the end point (sink) of disseminated data. Constraint (10) enforces that a sensor sends packets to one micro-server only. Constraint (11) says the lifetime of the network is the smallest lifetime of all the sensors and micro-servers. Constraints (12, 13, 14) define the scopes of variables x i , z ij and w k ij . Remark: Although the above formulation uses the mean spatial data rate r k to determine the locations of the microservers. It can be given a more general interpretation. Given a temporal-spatial data rate distribution r k (t) at time t, if the lifetime is sufficiently long and the distribution has finite mean and variance, we can apply Central Limit Theorem and Gaussian distribution to argue that the spatial data rate at grid k is less than r k with probability (1 − ). By using r k in our formulation instead, we can obtain a lifetime guarantee with probability (1 − ).
A Tabu Search Algorithm
The model introduced in Section 3 is a complicated combinatorial problem whose complexity depends on the number of grids and the number of micro-servers. For a problem with n grids and m micro-servers, there are n! (n−m)!m! different possible placements of micro-servers in total. From our experience, we find that the maximum number of grids that the commercial optimization package CPLEX [2] can handle efficiently is 20. Therefore, the results produced by CPLEX are not very helpful for the deployment of a reasonable size network. We therefore develop an heuristic solution based on tabu search [3] . 
Tabu Search
The tabu search is conducted within a neighborhood of the current solution. We have tested a number of different ways of defining the neighborhood and our experience shows that the following works best: during a local search, we vary the location of one micro-server at a time; if the current location of the micro-server is at grid k, then its neighborhood N k is defined as all the other grids in the network:
Our tabu-search algorithm ( Figure 4 ) defines two tabu lists. The first one records the grids that micro-servers can not move to for a number of iterations I t . The second one records the grids that micro-servers can not leave for another number of iterations I f . The value of I t and I f should be large enough to avoid cycles (we tuned them as 3/4 × n and 1/2 × m respectively in our experiments).
The algorithm tries to find out a local maximum by calculating the lifetime of each possible single move in intensification stage. When the gain is negative, the algorithm explores the unexplored area in diversification stage by random movement. Note that it will not move to recent locations since they are recorded in tabu-lists unless aspiration level condition is satisfied. The aspiration level condition is defined as a new best lifetime found. The algorithm terminates when the objective function has not improved for the number of stabilityLimit iterations. The stabilityLimit parameter is defined as a large integer (e.g., 500) to ensure the robustness of the algorithm.
Algorithm Benchmark
To validate the tabu-search algorithm, we compared its results with those from CPLEX for a 20-grid network (the maximum grid size that CPLEX can handle efficiently). The results, see Table 1 , showed that our tabu-search algorithm achieved the same optimal results as CPLEX, but in much shorter time.
We have also applied our tabu search algorithm to larger grid sizes. For example, for a grid size of 100 and 10 microservers, it takes about 8 minutes and 48 seconds to obtain a solution.
Results and Analysis
The mathematical model introduced in Section 3 enables us to study the effect of the number of micro-servers and their placements on the network lifetime of hybrid sensor networks utilizing anycast routing. Moreover, this model also allows us to study the financial cost effectiveness and in particular to determine the most cost-effective combination of sensors and micro-servers in a hybrid sensor network. Furthermore, our scalability study shows that the cost effectiveness of hybrid sensor networks increases with the size of the network.
We use three different grid sizes: 50, 100 and 150, in our study. The parameters that we used for our study is showed in Table 2 . Note that the sensing and transfer energy figures are taken from [13] . The reason why we choose 6KJ for the sensor is that this is the energy found inside two AA batteries. We use two different traffic patterns. The first traffic pattern, a uniform traffic pattern, has five events taking place at each grid within each time unit.The second traffic pattern, a non-uniform traffic pattern, has r k events taking place at grid k per unit time where r k is an uniformly distributed integer in [0, 10] .
Because the results of the optimization were similar for both scenarios, we report only on the results of the uniform traffic scenario below. The reader is referred to [10] for the results from non-uniform traffic scenario.
In order to study the effect of the number of microservers and micro-server placement on the lifetime of the network. For a given number of micro-servers, we find:
1. The micro-server placement that will give the maximum lifetime using the mathematical model developed in Section 3 will be referred to as "the best".
2. The micro-server placement that will result in the worst lifetime which we will be referred to as "the worst".
3. The lifetime resulted from random placement of the micro-servers. This is calculated by generating 20 random placements according to uniform distribution and compute the mean lifetime of these 20 placements. This will be referred to as "Random".
For the 150-grid case, Figure 5 plots lifetime for the best, the worst and random placement against different number of micro-servers. The figure shows that network lifetime can be improved by placing micro-servers at optimal locations. For example, when four micro-servers are deployed, the best micro-server placements can extend the network lifetime by more than seven folds comparing to the worst, and by more than 50% comparing to the random placements. This demonstrates the need to optimize the locations of the micro-servers. Figure 5 also shows that, with optimal placement, additional micro-servers can improve network lifetime significantly. For example, network lifetime improves by more than 100% with the addition of the second micro-server. Figure 6 shows the micro-servers' locations for the best and the worst placement when 14 micro-servers are used.
It is obvious that the network lifetime increases with the number of micro-servers. An important question is how cost-effective this is. We define the performance cost ratio of a hybrid sensor network with m micro-servers as
where L is network lifetime and the denominator is the network cost. The cost consists of n − m sensors at cost c s and m micro-servers at cost kc s where k represents the ratio of the cost of a micro-server to a sensor. If we use the current costs of Mica Mote and STARGATE, then k = 5. However, this can change in the future. In our study, we use k from 5 to 110. As a basis of comparison, we normalize the performance cost ratio with respect to that with only one micro-server, Parameter Value Initial energy of a sensor 6,000 Joules Initial energy of a micro-server 60,000 Joules Energy to sense an event for a sensor 35 mJ Energy to sense an event for a micro-server 25 mJ Energy to forward the packets generated by an event for a sensor 6 mJ Energy to forward the packets generated by an event for a micro-server 6 mJ we define N Lm = Lm L1 . Therefore, if N Lm is larger than 1 or 100%, then network L m (which has m micro-servers) is financially more cost-effective than L 1 (which has one micro-server). Figures 7, 8, 9 plot the values of the normalized performance ratio for grid size of, respectively, 50, 100 and 150. For example, in a 100-grid network, for k = 5 and m ∈ [4, 12] , the cost-effectiveness of these networks are more than twice that of a single micro-server network. As another example, for a 100 or 150 grid network (Figures 8,  9 ), hybrid sensor network is cost effective for a wide range of k.
Moreover, to achieve maximum cost-effectiveness, the figures show that different number of micro-servers should be used as the values of k change. For example, in a 100 grid network, if k = 5, the lifetime of network can be extended by more than 150% at the same cost ratio if nine micro-servers are used compared to just one micro-server is used; if k = 50, network lifetime can be extended by more than 20% at the same cost ratio if three micro-servers are used compared to just one micro-server is used. Not surprisingly, the performance decreases as the value of k increases (when micro-server becomes much more expensive than sensor).
Furthermore, we find that cost-effectiveness increases with network size. We have plotted N Lm for k = 50 for different network sizes in Figure 10 . It shows that the larger the network, the more financially cost-effective it is to add additional micro-servers into the network. For example, the network lifetime per unit cost can be extended by more than 40% when the second micro-server is added to a 150 grid network, while the lifetime can be only extended by about 20% and 10% respectively when the second micro-server is added to a 50 or 100 grid network. 
Conclusions
In this paper, we considered the problem of network deployment for hybrid sensor networks, consisting of both resource-rich and resource-impoverished sensor devices. The resource-rich nodes are more expensive but provide significantly enhanced functionality (storage, memory, computation, energy, communication bandwidth, and other specialized functions). Such hybrid sensor networks have the potential to support the long-range and/or high-bandwidth communications required by data-intensive sensing applica- tions using broadband networking standards such as 802. 16 (for example, time-elapsed imaging using video sensors for coastal monitoring, speech analysis in home health care, cane-toad monitoring etc.) as well as the low-power, finegrained sensing possible by smaller sensing devices.
We proposed an integer linear programming formulation and introduced a tabu-search algorithm to answer some fundamental questions related to hybrid sensor network deployment -for a given number of micro-servers, what is the maximum lifetime of a sensor network and what is the optimal micro-server placement? What benefit can ad- ditional micro-servers add to the network, and how costeffective is it to introduce these micro-servers? We also propose a normalized cost model that balances the benefits with deployment costs. A case study showed how an optimal deployment can be achieved.
Our studies showed that network lifetime could be extended more than 100% by adding an extra micro-server to the network; the network lifetime with optimized microserver placement can be seven times greater than the worst case lifetime, and 60% greater than lifetime with random deployment of micro-servers . We also proposed a cost model and showed that a maximum performance cost ratio can be achieved. In particular we find that the costeffectiveness of micro-servers increases with network size, thus making hybrid sensor networks a scalable solution. Although we studied network deployment to support anycast communication, a similar methodology could be applied to deployment for distributed computation and storage in hybrid sensor networks.
