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FIBRE BUNDLE FRAMEWORK
FOR UNITARY QUANTUM FAULT TOLERANCE
DANIEL GOTTESMAN AND LUCY LIUXUAN ZHANG
Abstract. We introduce a differential geometric framework for describing families of quantum error-
correcting codes and for understanding quantum fault tolerance. In this paper we show that topological
fault tolerance can be discussed in the same language used for fault tolerance in other kinds of quantum
error-correcting codes. In particular, we use fibre bundles with a flat projective connection to study the
transformation of codewords under unitary fault-tolerant evolutions. We explore in detail two examples
of fault-tolerant families of operations, the qudit transversal gates and string operators in the toric code
and other two-dimensional anyonic models. For these examples, we show that the fault-tolerant logical
operations are given by the monodromy group for either of two bundles, both of which have flat projective
connections. We also outline a program which aims to ultimately unify all fault-tolerant protocols into a
single framework generalizing that used in the examples.
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1. Introduction
In order to build a scalable quantum computer, some form of fault tolerance will almost certainly be
needed. Decoherence and other forms of error are likely to be much more serious for a quantum computer
than for a classical computer, in part because quantum computers are built out of smaller components, and
hence are more fragile, and in part because quantum states are simply inherently more delicate than classical
states.
A fault-tolerant protocol [11] consists of a quantum error-correcting code (QECC) together with a set
of techniques, called gadgets, which allow us to perform a universal set of gates without compromising the
protection of the code. In particular, there are two main families of fault-tolerant protocols known, which
we study here using our framework. One uses a stabilizer code1 and performs logical gates largely using
transversal operations (gates which can be decomposed into a tensor product over the qudits in the code),
supplementing with a few gadgets based on a modified form of teleportation (“magic state” constructions) in
order to produce a universal set of fault-tolerant gates. The other family uses a topological code and performs
gates using topologically robust gates, for instance by braiding defects in the lattice of qubits making up
the code. In some models, braiding is sufficient to produce a universal gate set, while other models can
be made universal by augmenting the set of operations with magic state constructions. There are a few
other fault-tolerant protocols which do not fit neatly into either of these categories. We do not study these
miscellaneous protocols in this paper, but we expect similar principles to apply to them.
On the face of it, the techniques used in the two main families of fault-tolerant protocols seem very
different. We argue to the contrary that there is a natural picture which unifies topological fault tolerance
with fault tolerance based on transversal gates. In particular, both can be understood as fundamentally a
topological effect. By choosing the correct geometric space to study, we can view transversal gates as the
result of moving along a topologically non-trivial path in that space, much as gates for a topological code
result from moving along a path in configuration space.
We view this paper as the first step in a program which could ultimately unify all notions of fault-
tolerant quantum computation. Fault-tolerant constructions have a deserved reputation as being rather
complicated and utilizing an ad hoc assortment of different tricks, and a conceptual simplification and
unification of the principles of fault tolerance would be very welcome. The program could lead to improved
fault-tolerant protocols or general results about fault tolerance because of deeper insights into the structure
of fault tolerance. The work also helps put work on fault-tolerant quantum computation into a broader
mathematical context which could suggest interesting future avenues of mathematical development.
In addition, some of the techniques we develop along the way may be helpful in describing other quan-
tum systems. In particular, our construction for the toric code involves using superposition to simulate a
continuous geometric space, allowing us to interpret a family of finite-dimensional subspaces as a continu-
ous configuration space. That is, the continuous nature of quantum amplitudes substitutes for continuous
variation in position.
For much of this paper, we shall focus on building the mathematical framework and the geometrical
pictures needed for this program. This picture gives us an alternative, geometric and quite global way of
looking at quantum error-correcting codes and quantum fault tolerance.
Roughly speaking, the main point of the paper is:
Conjecture 1. Fault-tolerant logical gates can always be expressed as arising from monodromies of an
appropriate fibre bundle with a flat projective connection.
For the bulk of this paper, we will focus on unitary fault-tolerant gates, for which the above conjecture
specializes to and is stated more precisely as Conjecture 2. We have so far only proven Conjecture 1 or
Conjecture 2 in the cases of transversal gates and a family of topological codes which includes surface codes.
The result for transversal gates is a consequence of Theorem 6.5. For toric codes with a fixed number of
quasiparticles or defects, it follows from Theorem 7.7. For the standard toric code, few interesting operations
can be done by braiding defects. We show how to generalize the construction for the toric code to a variety
of more general topological codes and anyon models, for which braiding of quasiparticles is more powerful.
1However, the results in Section 6 of this work apply not only to stabilizer codes, but to arbitrary codes.
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1.1. The basic idea. For those already possessing the requisite mathematical background, we give a quick
sketch of the conceptual aspects of our picture. The Grassmannian Gr(K,N) is the set of subspaces of
a given size of a Hilbert space, where K is the dimension of the subspace and N the dimension of the
Hilbert space. Gr(K,N) can be thought of as the manifold of quantum error-correcting codes. Performing a
continuous-time unitary evolution corresponds to a path in Gr(K,N). There are two natural fibre bundles
over Gr(K,N), with the fibre over a point C equal to either the set of vectors in the subspace C or the set of
orthonormalK-frames for C. Unitary evolution naturally transforms elements of the fibre, but unfortunately,
does not in general give us a well-defined notion of parallel transport in the bundle over Gr(K,N), because
different unitary evolutions may give rise to the same path in Gr(K,N), potentially leading to different paths
or “lifts” in the bundle. However, by restricting to a subset M of Gr(K,N) (consisting of certain codes
with a given quantum error correction property) and to a set of fault-tolerant unitary evolutions, a notion
of parallel transport is well-defined. Furthermore, in such cases, we get a natural flat projective connection
on the fibre bundle being considered. Thus, due to the projective flatness, fault-tolerant gates performing a
non-trivial logical operation correspond to homotopically non-trivial loops on M.
For fault-tolerant protocols based on transversal gates, we let M be the set of subspaces which can be
reached from a given code C by performing a tensor product of single-qudit unitary gates. For the toric code
with a fixed number of defects, we define an M that is isomorphic to the configuration space of the defects
with a hard-core condition that prevents the defects from getting too close to each other. The standard
description of a toric code only allows defects at a discrete set of locations (vertices of a lattice or a dual
lattice), but we demonstrate how to interpolate between such codes, and eventually define a continuous
topological spaceM of defect configurations. The construction for the toric code can be generalized to other
models with localized anyonic quasiparticles, including, we believe, the Kitaev quantum double models [14]
and Levin-Wen string net models [18].
1.2. Comparison with prior work. While there has been quite a lot of work on fault-tolerance with
transversal gates (see, e.g., references in [11]) and on topological codes (for instance, [7, 14] and many
subsequent papers), we are not aware of any previous work that attempts to unify the two approaches into
a single picture.
The approach we use for transversal gates breaks up the Grassmannian into submanifolds which are orbits
of local unitaries (which, in this context, means tensor products of unitaries on the individual qudits). The
idea of classifying quantum error-correcting codes up to local unitary equivalence has appeared before, in
the notion of invariants of quantum codes. (See, for instance, [23].) The use of local unitary invariants
has also become a standard approach for analyzing multi-particle entanglement [13]. Both of these lines of
work certainly have some connection to our approach, but the focus in prior work has been on identifying
invariants, frequently polynomial invariants, that distinguish different classes of states or codes, whereas
we are more interested in specific topological properties of a single class. Polynomial invariants and the
associated techniques are thus not useful for our purposes. Our main theorem for transversal gates makes
use of the results of [8].
For topological codes, we work by considering a space which is isomorphic to the space of configurations of
particles on a torus. When the particles are located on lattice sites (or dual lattice sites for the dual defects),
the codes we get are completely standard [7, 14]. The novelty in our construction is to give a description of
the configuration space as sitting inside Gr(K,N), by assigning a topological quantum error-correcting code
to every configuration of defects on a torus, including those configurations which have defects at locations
other than lattice sites (or dual lattice sites for dual defects), subject only to a hard-core condition that
pairs of defects are not too close together. This trick may have other applications in the study of topological
codes and topologically ordered systems.
1.3. Plan of the paper. We have included a good deal of introductory material in order to make the paper
somewhat self-contained for people from different backgrounds. Sections 2–4 provide background material
and definitions we will use later, as well as providing partial motivation for some of the choices we make
later in the paper. We begin with a brief introduction to quantum fault tolerance in Section 2, portraying
the interplay between its essential ingredients. In Section 3, we introduce the abstract geometric notions
we shall use in this paper. We establish a geometric picture for unitary evolutions of QECCs (of any fixed
dimension) in Section 4. Section 4 does not contain any original mathematical content, but does start to
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Figure 1. The three aspects of a fault-tolerant protocol.
illustrate the connections between our picture and existing concepts; in particular, it explains how we can
understand the Grassmannian as the manifold of quantum error-correcting codes of a given size.
The new material begins in Section 5, where we summarize our program to unify the principles of unitary
fault tolerance. Sections 6 and 7 present two detailed worked-out examples of the framework (transversal
gates and topological codes), proving special cases of Conjecture 2. In Section 8, we sketch how to push
the present framework further to include non-unitary fault-tolerant operations, such as those which would
change the dimension of the physical Hilbert space. We conclude in Section 9 with a discussion of some
possible future directions and open problems.
2. Quantum information preliminaries: quantum fault tolerance
This section contains some of the concepts and lemmas from quantum information which we shall need
to build or understand our geometric picture.
In short, quantum fault tolerance refers to a framework for designing quantum computation procedures
which are robust against physical errors. There are three main ingredients that go into building a fault-
tolerant protocol: error models, quantum error-correcting codes (QECCs), and fault-tolerant gadgets. The
three components, as pictured in Figure 1, must be chosen to work together properly for the protocol to be
fault tolerant. These three ingredients are addressed in Sections 2.1 – 2.3, and then we give two examples
in Sections 2.4 and 2.5 to illustrate the desired compatibilities.
2.1. Error models. The error model tells us what kinds of errors occur during the computation. Quantum
states are vectors in a Hilbert space. Since global phase has no physical significance, in fact a projective
Hilbert space is more appropriate, but frequently we work with the full Hilbert space and only remove the
phase at a later stage. For the purpose of this paper, errors are simply linear operators on the physical
Hilbert space.
Given a particular physical implementation of quantum computation, certain kinds of errors will be more
likely than others. For instance, errors acting on a few qubits at a time are typically much more common than
errors acting on many qubits. The aim of the error model is to encapsulate the essential properties of the
physical errors, while still being simple enough to make analysis tractable. We will deal with a set of possible
errors representing the range of likely errors; typically, the Kraus operators in a CP map decomposition2 will
be in the linear span of the set of possible errors.
Conceptually, it is often helpful to make a distinction between storage errors and gate errors:
Definition 2.1. A storage error is an error which occurs in the computer while no gates are being performed.
A gate error is an error which occurs in one or more qudits while they are involved in the implementation
of a physical gate.
2The CP map decomposition is not unique; however, the linear span of the Kraus operators is unique.
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Storage errors are relatively simple to imagine, but the physical reasons for gate errors are a little more
complicated, so let us elaborate a little. Gate errors may be caused by faulty control, such as turning on
an incorrect interaction or turning the correct interaction on for the wrong amount of time. However, gate
errors can also occur due to an interaction between storage errors on the qudits being manipulated and
attempted control of the system. This is a possibility because gates are not performed instantaneously in
the lab, so storage errors continue to affect the system during that time and furthermore become altered by
the gate, diversifying the types of storage-induced errors, which we classify as gate errors in this context.
For instance, if a phase (Z) error occurs during the implementation of a CNOT gate, the state at the end
of the gate could have X or Y errors on it as well as Z errors. The gate error due to a storage Z error
occurring during a CNOT implementation can be written as E = aI ⊗ FI + bX ⊗ FX + cY ⊗ FY + dZ ⊗ FZ
(focusing on the error on the first qubit). In fact, for any CNOT implementation, there exists a time for
the storage error to occur so that b 6= 0. Similarly, we can replace b 6= 0 with c 6= 0 or d 6= 0 here, and the
statement remains true. By the same token, a single-qubit storage error that occurs while a two-qubit gate is
being performed is likely to produce errors in both qubits involved in the gate. Due to these reasons, for the
purpose of mathematical analysis, it is helpful to consider a storage error that occurs while a gate is being
performed as part of the gate error. In fact, as per Definition 2.1, we take the liberty to group together all
errors which happen during the gate, regardless of their physical source, and call them gate errors.
More precisely, we can consider an error model to consist of:
• a set of possible storage errors E ,
• plus a set of gate errors EU for each unitary physical gate U (at least for those in the fault-tolerant
protocol),3
• as well as other error sets for other (non-unitary) physical actions like preparing a qubit or measuring.
The sets EU are highly dependent on E , as we shall see shortly. For most of this paper, except for Section
8, we focus on the first two classes of errors, i.e. the errors in E and in the sets EU .
For applications like proving the threshold theorem, the error model should also specify the probabilities
of the different kinds of errors, but for the purposes of this paper, we won’t need to think about probabilities;
it is sufficient for us to just focus on the sets of errors. This typically means that we want the error model
to contain only the likely errors and exclude errors which are possible but very unlikely.
For our fault tolerance analysis, the role of E is simply the set of possible errors that we assign to a pure
wait time step. A wait time step is shown as an “empty” extended rectangle in Figure 2, i.e. where we only
have two EC procedures at the two ends of the extended rectangle, sandwiching no physical or logical gate.
Mathematically and without loss of generality, let us think of a gate error as acting after a perfect
implementation of the desired physical gate. That is, suppose the actual implementation of the gate did not
realize the desired unitary U but instead some other operator
(1) U ′ = E ◦ U
(not necessarily unitary) on the physical Hilbert space. We then say that the gate error is E. The choice
to have the errors act after the gates is arbitrary; we could have chosen to have them act before, and that
would have worked just as well, but we need to fix a convention.
We usually require that
(2) E ⊆ EU
for all U since a physical storage error could occur right at the end of a gate implementation, in which case
we still consider it as part of the gate error. Similarly, a storage error could occur right at the beginning of
a gate U , so we also require that
(3) E ∈ E =⇒ UEU−1 ∈ EU ,
since what actually gets implemented is the gate U ◦ E = (UEU−1) ◦ U . Again, we consider the storage-
induced error UEU−1 as part of the gate error EU , since it occurs during the implementation of a gate. As
a useful convention, let us throw the identity error into each of the error sets.
3Some physical gates will never occur in the fault-tolerant protocol, so we don’t have to specify EU for those specific U ’s.
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We frequently work with Pauli errors. When expressed in the qubit computational basis, the single-qubit
Pauli operators are given by
(4) σX := X :=
(
0 1
1 0
)
, σZ := Z :=
(
1 0
0 −1
)
, σY := Y := iXZ =
(
0 −i
i 0
)
.
In addition, we shall need the definition
(5) σ0 := 1
where 1 is the identity operator on the qubit Hilbert space. There are standard generalizations of the Pauli
errors to qudits [15]. We will also deal with multiple-qudit Pauli errors, which are tensor products of the
single-qudit Paulis.
Definition 2.2. The weight of an n-qudit Pauli error is the number of non-identity tensor factors in the
tensor product.
2.2. Quantum error-correcting codes. The QECC gives us the ability to correct errors. In a QECC, a
logical Hilbert space is encoded in a larger physical Hilbert space in such a way that errors can be identified
and corrected. Naturally, it is not possible to correct all possible errors4, so to be useful, a QECC should
focus on the most likely kinds of errors in an implementation.
Here we briefly review a few key concepts of quantum error correction. See [11] for more details. Let us
define an ((n,K)) qudit quantum error-correcting code as a linear subspace C of dimension K, called the
codespace, sitting inside a dn-dimensional physical Hilbert space Hphysical = (Cd)⊗n of n qudits. Typically
the physical system in use has a physically natural tensor product decomposition into qudits. For instance,
each qudit may be one ion in an ion trap.
It is often the case that we want to run a computation using more than logdK logical qudits
5, so a single
((n,K)) qudit QECC will not be enough. Let’s say we need m logical qudits. We call the Hilbert space
(Cd)⊗m of the logical qudits the logical space, denoted by Hlogical. When m > logdK, we can divide up the
dm-dimensional logical space into a tensor product of logical subspaces of dimension ≤ K (in whatever way
is most convenient) and then encode each of these tensor factors as codespaces in a separate block of the
QECC, using a total of n⌈m/ logdK⌉ physical qudits.
QECCs are made to correct errors. The following definition makes the notion of error correction precise.
Definition 2.3. Given a set E ′ = {Ea} of errors, we say that a QECC C corrects this set of errors if there
exists a quantum (recovery) operation R such that
(6) (R ◦Ea)|ψ〉 ∝ |ψ〉 for all Ea ∈ E ′ and |ψ〉 ∈ C.
This operational definition of correctability translates into the following algebraic condition [3, 16]:
Theorem 2.1. A QECC C corrects the set of errors E ′ if and only if
(7) 〈ψi|E†aEb|ψj〉 = fabδij
where Ea, Eb ∈ E ′ and {|ψi〉} is an orthonormal basis for the codespace C.
The independence of the numbers fab from i and j is the crucial element here. For any pair of errors Ea
and Eb, since fab does not depend on i, j, one can verify that if equation (7) is satisfied for one orthonormal
basis of C, then it is satisfied for any other orthonormal basis as well, with the same constants fab.
Definition 2.4. The distance of a QECC C is the minimum weight6 of a (qudit) Pauli operator P for which
there does not exist f(P ) independent of i and j such that
(8) 〈ψi|P |ψj〉 = f(P )δij
for all orthonormal pairs of vectors |ψi〉, |ψj〉 in C. If C is an ((n,K)) qudit QECC with distance δ, we say
that C is a minimum distance (qudit) code of type ((n,K, δ)).
As a corollary to Theorem 2.1, we have the following.
4For example, those errors that are “tangential” to the code subspace will be undetectable and hence uncorrectable.
5Typically K is a power of d, the size of the physical qudits, namely, we usually like to encode an integer number of qudits.
6See Definition 2.2.
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Figure 2. A schematic example of a portion of a circuit built of fault-tolerant gadgets,
such as EC, CNOT and H . We can consider a fault-tolerant circuit to be broken up into
fundamental units called “extended rectangles”, marked by dotted lines in the figure. Each
(solid) line represents a block of the QECC. EC is an error correction step, and CNOT and
H are two kinds of logical gate. In general, a fault-tolerant gadget, such as the CNOT or H
logical gates here, might also contain error correction. This is because a fault-tolerant gate
might itself be made up of multiple physical gates, and sometimes we need to perform error
correction between the physical gates in order to prevent the errors from becoming too
severe.
Corollary 2.2. An ((n,K, δ)) code can correct all errors7 of weight t where 2t+ 1 ≤ δ.
It is also useful to have the notion of an encoding for a QECC. Let C be an ((n,K)) qudit quantum error-
correcting code as above, that is, C is a K-dimensional vector subspace of the dn-dimensional Hphysical. An
encoding8 for C refers to a choice of a unitary isomorphism ι from the logical space CK to C. A decoding for
C, on the other hand, is a choice of a unitary isomorphism ω from C to the logical space CK . In a fault-
tolerant protocol, the encoding and decoding mostly happen only abstractly in the mind of the quantum
information theorist, but are nevertheless very useful and important concepts.
In a fault-tolerant protocol, the QECC C must be matched to the given error model (the blue line in
Figure 1). In particular, the code C should be able to correct at least the set E of storage errors, and for U
ranging over the unitary physical gates used in the fault-tolerant protocol, U(C′) should be able to correct
EU , where C′ is the code obtained by applying all the physical gates prior to U in the fault-tolerant gadget
to the reference code C.
2.3. Fault-tolerant operations. Fault-tolerant gadgets let us perform various kinds of actions on a quan-
tum state encoded in a QECC.
First, we quickly review what is involved in a fault-tolerant quantum computation. A fault-tolerant
protocol consists of a set of gadgets which perform encoded versions of the various components of a quantum
circuit. At a minimum, a fault-tolerant protocol needs gadgets for state preparation, measurement, and a
universal set of gates. The protocol also needs a gadget for fault-tolerant error correction, inserted into the
fault-tolerant circuit periodically, as in Figure 2, to prevent errors from building up during the computation.
All gadgets are performed on states encoded in the QECC used in the protocol. Thus, a fault-tolerant
circuit might begin with state preparation gadgets to create a number of encoded |0〉 states, continue with a
sequence of gate gadgets implementing a quantum algorithm, interleaved by fault-tolerant error correction
procedures, and end with measurement gadgets which output the logical value of one or more encoded qubits.
Each gadget is composed of a number of physical gates, and each physical gate U can potentially be
followed by an error drawn from EU . Sometimes, error correction is performed between the physical gates,
to prevent the errors from becoming too severe. Figure 2 gives an example of part of a fault-tolerant circuit.
In the case of the 7-qubit code, the logical CNOT and H gate gadgets are each made up of a tensor product
of n physical gates (i.e. are transversal), where n is the number of physical qudits used in the QECC. Since
only a tensor product is involved in this case, the logical CNOT and H gates can actually be accomplished
in depth 1, and can therefore be considered as made up of a single physical gate. Better examples of logical
7Only Pauli errors of weight t is defined in this paper. However, an ((n,K, δ)) code indeed corrects general errors of weight
t once that is properly defined.
8Here, we do not consider subsystem encodings.
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gates being composed of multiple physical gates include magic state constructions, error correction gadgets,
and moving defects around in a toric code as described in Sections 7 and 2.5.
Naturally, in a fault-tolerant protocol, fault-tolerant gadgets must be matched to the QECC (the green
line in Figure 1) and to the error model (the red line in Figure 1). In the absence of error, a fault-tolerant
gate9 F should map a valid encoded state into another encoded state, namely
(9) F (C) = C
for the QECC C chosen for our fault-tolerant protocol. In general, there may be some physical errors already
in the state at the beginning of the gadget. The FT operation will combine these with additional errors (after
possible intermediate error correction) that occur during the gadget. As a property of an FT operation, if
neither group of errors is too severe, we ask that the error at the end of the gadget is still correctable by the
code.
In order to make sure that the errors during a FT gadget don’t become too severe, we might have to
perform error correction within the gadget, and the error-correction property the FT gadget must satisfy
has implications for the intermediate physical gates, their error sets and the intermediate codes. Here it
is important to keep track of not just the fault-tolerant gates, but also how each fault-tolerant gate F
is discretely implemented, i.e. the decomposition F = Um · · ·U1 into a series of physical gates Ui. In
some sense, we need to make sure the error-correcting properties of the reference code and of intermediate
codes are not spoiled by the implementation of the gadgets, even in the presence of imperfection in their
implementation, and that the error-correcting properties of the intermediate codes are strong enough to
correct the accumulated errors. Since we don’t correct errors after every physical gate, when we do correct
errors, say after some physical gate U , we might need to correct accumulated errors beyond what is in the set
EU . Therefore, the compatibility we ask for here between the fault-tolerant operations and the error model
is more stringent than that outlined at the end of the Section 2.2.
Similarly, the error-correction property of the FT gadget has implications not only on the discrete imple-
mentation of the gadget, but also on the continuous-time implementation and all the intermediate codes. By
continuous-time implementation of a fault-tolerant gate F , we mean we keep track of not only the physical
gates Ui that make up F , but also their continuous-time implementation, e.g. evolving the system under
some Hamiltonian. However, we do not discuss the compatibility between the continuous-time implemen-
tation and the error model so much here because for now we model the errors to happen at discrete time,
after each physical gate.
In this paper, we will focus mainly on unitary fault-tolerant gate gadgets. To qualify as a unitary
fault-tolerant gate, not only does the resulting fault-tolerant gate need be unitary, it also needs admit a
continuous-time implementation which is unitary for all time 0 ≤ t ≤ 1.
2.4. Example: The s-qudit error model and transversal gates. Let us consider an example that we
will return to in Section 6 and see how the choice of error model, QECC, and fault-tolerant gadgets (and
physical gates) must fit together in this case.
We define an s-qudit error model for when the underlying system has errors naturally occurring inde-
pendently on ≤ s separate qudits. We shall make this brief statement more precise below. The underlying
physical Hilbert space in this case is Hphysical :=
⊗n
i=1Hi where n is the number of qudits and Hi = Cd
denotes the qudit Hilbert space for the ith qudit. The set of storage errors E in the s-qudit error model is
the set of all tensor product errors of weight s or less, namely E =
⊗
iEi where Ei acts on Hi and Ei 6= 1
for at most s places.
Without loss of generality, a unitary gate U takes the form
⊗
j Uj , expressed as a tensor decomposition
maximizing the number of tensor factors. Each Uj acts on a subspaceHj which contains the tensor product of
an integer number of the qudit Hilbert spaces Hi. U acts on Hphysical, so
⊗
j Hj = Hphysical. Furthermore,
since the tensor decomposition
⊗
j Uj maximizes the number of tensor factors, such a decomposition is
unique. With respect to the Hilbert space decomposition
⊗
j Hj = Hphysical, we define the set of gate errors
9A fault-tolerant gate is always used to mean a fault-tolerant logical gate, not the physical gates that make up the fault-
tolerant gadget/gate.
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EU associated with U10 to be the set of all tensor product errors F =
⊗
j Fj where Fj acts on Hj and at
most s of the Fj ’s are nontrivial. In particular, if U is a tensor product of unitaries on the individual qudit
Hilbert spaces Hi, then E = EU ; otherwise E ( EU .
By Corollary 2.2, a code with distance δ corrects s qudit errors iff δ > 2s. Thus, any code of, for example,
distance 2s+ 1 is well-suited to correct a s-qudit error model if we consider only storage errors.
However, in a quantum fault-tolerant protocol, we need a code that can correct gate errors from EU .
Suppose the gate U is of the form
⊗
i Ui where each Ui acts on one of the qudits. Then E = EU and the gate
errors E1 and E2 (as in Theorem 2.1) would also have a weight of at most s, hence in this case E
†
1E2 is an
error of weight at most 2s. Therefore, the same code that corrects the errors in a wait step can also correct
the errors incurred in a time step where the gate U is performed. Hence, a distance 2s+ 1 code may again
be a suitable QECC for fault-tolerant computation under the s-qudit error model, if all gates involved are
of this form.
On the other hand, if each Ui acts non-trivially on 2 qudits in a single block of the code, then EU contains
errors of weight 2s. In this case, we would need a code with distance at least 4s + 1. To avoid needing
larger distance codes than 2s+1, we shall design fault-tolerant protocols for the s-qudit error model to avoid
multi-qudit gates acting within a single block of the QECC. Therefore, to achieve fault tolerance in this case,
we restrict our physical gates to be transversal gates, defined below.
Definition 2.5. A (possibly multi-block) transversal gate U is one that can be written as U =
⊗
i Ui, where
the unitary Ui acts only on the i
th qudit in each block of a QECC.
For instance, if we are dealing with a system of qubits, any tensor product of single-qubit gates is a
transversal operation, as is a tensor product of CNOT gates, where the ith CNOT uses qubit i from block
1 as the control qubit and qubit i from block 2 as the target qubit. For CSS codes, the transversal CNOT
between two code blocks implements the logical CNOT between the two encoded qubits [24].
A transversal gate that maps the code space back into itself is automatically fault-tolerant with respect to
the s-qudit error model and a distance 2s+1 code, in part by the same argument which shows that a code with
distance 2s+1 corrects weight s errors. Thus, for example, the s-qubit error model, a distance 2s+1 QECC,
and (faulty) transversal gates fit together to produce a sensible fault-tolerant protocol. Unfortunately, such
a protocol is incomplete, since the set of transversal gates on a QECC can never execute a universal set of
logical gates [8]. However, in some important cases, a large number of gates can be performed transversally.
For instance, the 7-qubit code has a transversal implementation of the full Clifford group [24].
2.5. Example: The geometrically local error model and the toric code. A second example is when
errors are geometrically local and we use topological codes and gates. More specifically, in this paper we
simply consider the toric code and string operators, which will serve as examples of a topological code and
topological gates. We present a fibre bundle picture of this model in Section 7.
The 2D (s, t)-geometrically local error model is specified by two parameters s and t. Let us consider the
n-qubit Hilbert space Hphysical := (C2)⊗n, with the qubits arranged in 2 spatial dimensions, say on the
vertices (as in Figure 3) or the edges (as in toric code) of a square lattice with unit lattice spacing. The set
of possible storage errors E consists of all tensor product Pauli errors which have support on a union ⋃si=1 Si
of at most s clusters of qubits, where each Si is contained in a disk Di of diameter at most t, as depicted in
Figure 3.
Without loss of generality, a unitary gate U can be written as U =
⊗r
j=1 Uj , where Uj acts on Hj ,
consisting of a tensor product of an integer number of geometrically neighbouring Hi’s. The decomposition
is chosen to maximize the number of tensor factors. Then the set EU of gate errors consists of tensor product
Pauli errors acting on a union
⋃s
i=1 S
′
i of at most s clusters, where each cluster S
′
i is contained within
Di∪ supp(Uj), for some disk Di of radius t and for all j such that supp(Uj)∩Di 6= ∅. We see that in general
E ( EU because Si ⊂ Di for errors in E whereas the analogous set inclusion S′i ⊂ Di does not generally hold
true for errors in EU . In fact, it can be that Di ⊂ S′i, as shown in Figure 3. We may assume t ≥ 1 always;
when the error sets are all empty, we say that we have a (0, 1)-geometrically local error model.
10For the error model to be realistic, U must be implemented by a time sequence U(t) of unitaries each of which respecting
the tensor product decomposition
⊗
j Hj . The U(t) here is a unitary evolution, as defined in Definition 4.2. In particular,
U(0) = 1 and U(1) = U .
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Figure 3. An example of a (3, 2)-geometrically local error. X represents an error, and
a solid circle indicates a cluster Di. If we do two-qubit gates between adjacent qubits
(represented by thick blue lines), the clusters can be larger, represented by dotted circles.
In this figure, the qubits live on the vertices of the lattice. This is different from the usual
convention for the toric code, which has qubits on the edges of a lattice.
As a QECC resilient against the (s, t)-geometrically local error model, we use Kitaev’s toric code [14],
which we define explicitly in Section 7.1.1. The standard toric code is defined for a qubit system on a torus,
geometrically arranged so that the qubits sit on the edges of a square lattice with unit lattice spacing. If the
underlying lattice on the torus has period L, the code then has distance L, that is, it is robust against the
s-qubit storage errors, as defined in Section 2.4, with weight s < L/2. On the other hand, since the toric code
is sensitive to the local and toroidal geometry, it is also a natural candidate for providing protection against
geometrically local errors, and the code distance by itself is not a good measure of the error correction power
of the toric code. We expect the toric code to “do better” when we consider a more restricted class of errors.
Indeed, this is what happens. If we consider only the storage errors, i.e. in a quantum memory setting, a toric
code of size L is robust against the (s, t)-geometrically local error model for st < L/2, effectively increasing
the maximum allowed number of error locations from ⌊(L− 1)/2⌋ to about sπt2/4 = (πt/4)⌊(L− 1)/2⌋ by
taking advantage of the geometric clustering of the errors, especially effective when t is large. Also note that
the s-qubit error model is the same as the (s, 1)-geometrically local error model. Hence, robustness against
(s, t)-geometrically local error models for st < L/2 is a strictly stronger statement than robustness against
s-qubit error models for s < L/2.
In this case, a natural set of fault-tolerant operations compatible with the (s, t)-geometrically local error
model and the toric code are those consisting of a tensor product of single-qubit gates or gates interacting
only clusters of qubits of diameter d, since these gates respect the geometric locality of the code. Then if
the error before a gadget is an (s1, t) error and the gate errors are (s2, t)-geometrically local, then the error
after the gadget becomes an (s1 + s2, t + 2(d − 1))-geometrically local error, since each cluster could have
been increased in size by error propagation, but only by at most (d− 1) qubits in each direction. Here, when
the s1+ s2 disks of error support overlap after being expanded by (d− 1) in radius, for ease and certainty of
analysis, we still consider the new support of errors to be decomposed into the same s1 + s2 disks, say with
the original centers.
For instance, if the gates involve tensor products of two-qubit Clifford operators (where gates interact
only nearest-neighbour qubits), then each cluster can have diameter up to t+2. In this case, the toric code of
size/distance L is able to correct the accumulated error after the gate, provided that (s1+ s2)(t+2) < L/2.
In section 7, we work with FT operations which are certain tensor products of single-qubit Paulis, usually
known as the string operators, which will be defined in Section 7.1.1. String operators interact clusters of
qubits of diameter d = 1, so if the initial error is (s1, t)-geometrically local, the error after applying a string
operator with (s2, t)-geometrically local gate errors is (s1 + s2, t)-geometrically local. The string operators
are far from being universal — they generate the logical Paulis. For certain topological codes, sequences of
local operations acting on slightly larger clusters can produce universal sets of logical gates [9].
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Figure 4. The Mo¨bius strip is a fibre bundle over the base space S1 (in red) with fibre the
interval [−1, 1] ⊂ R (fibre at one point shown in blue).
3. Geometric preliminaries
In this section, we will introduce the main mathematical structures used in this paper. In Section 3.1,
we introduce fibre bundles, including vector bundles and principal bundles, and in Section 3.2, we discuss
connections and holonomy. For more information about these topics, see, for instance, [21].
3.1. Fibre bundles. To establish the main claim of this paper, we shall make use of two bundles over the
set of all K-dimensional subspaces (all the possible K-dimensional codespaces in the language of quantum
error correction) of the physical Hilbert space Hphysical = CN . Here, we introduce the general notion of a
fibre bundle and two prominent subclasses thereof, principal G-bundles and vector bundles.
3.1.1. Definition of a fibre bundle. The notion of a fibre bundle mirrors that of a manifold — recall the
definition of a manifold involving a maximal atlas of coordinate charts. Intuitively, a fibre bundle is a
manifold with some topological space (the fibre) attached to each point. To make this definition rigorous,
we employ the notions of bundle projection and local trivialization.
Definition 3.1 (Bundle projection & Trivialization). Let E, B and F be Hausdorff spaces11 and π : E → B
a (continuous) map. Then π is called a bundle projection with fibre F if each point of B has a neighbourhood
U such that there is a homeomorphism φ : U × F → π−1(U) such that π(φ(p, f)) = p for all p ∈ U and
f ∈ F . Such a map φ is called a trivialization of the bundle over U . More specifically, φ may be called a
trivialization of π, or of E, over U . Such a pair (U, φ) is called a (local) trivialization chart.
We now explain a couple of terms which will appear in Definition 3.2 of a fibre bundle. A topological
group is a group which is also a topological space and where the group operations are continuous. An action
of G on F is said to be faithful or effective if for any g 6= h in G, there exists an element f ∈ F such that
g · f 6= h · f .
The following is basically Definition 13.2 of [6].
Definition 3.2 (Fibre bundle). Let G be a topological group acting faithfully on the Hausdorff space F as
a group of homeomorphisms from the topological space F to itself. Let E and B be Hausdorff spaces. Then
a fibre bundle (E,B, π, F,G) [over the base space B with total space E, fibre F and structure group G] is a
bundle projection π : E → B (with fibre F ) together with a collection Φ of trivialization charts, such that:
(i) Each point of B has a neighbourhood U over which there is a trivialization chart (U, φ) in Φ;
(ii) If φi, φj ∈ Φ are charts over U , then there is a continuous map θij : U → G such that φj(p, f) =
φi(p, θij(p) · f) for all p ∈ U , f ∈ F , called a transition function or coordinate transformation;
(iii) If φ : U × F → π−1(U) is in Φ and V ⊂ U , then the restriction of φ to V × F is in Φ;
(iv) The set Φ is maximal among collections satisfying (i), (ii), and (iii).
A collection Φ of trivialization charts satisfying properties (i) – (ii) is known as a G-atlas, in analogy with
an atlas for a manifold. Comparing Definitions 3.1 and 3.2, we see that property (i) of a fibre bundle is
similar to the intrinsic requirement of a bundle projection. However, in the definition of a bundle projection,
11Roughly speaking, a Hausdorff space is a topological space that satisfies some basic properties to make it reasonably
well-behaved. For a formal definition, refer to [20].
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we only ask that a trivialization over some neighbourhood U exits, whereas in the definition of a fibre bundle,
we ask the G-atlas Φ to contain such a trivialization chart.
Figure 4 shows a simple example of a fibre bundle. Here, the base space B is S1, and the fibre F is the
interval [−1, 1] in the vector space R. To get a nontrivial fibre bundle, we let the total space E be the Mo¨bius
strip. The structure group of this bundle is G = O(1) = Z2, where O(1) stands for the group of orthogonal
linear transformations of the vector space R.
Let us mention a fact about the structure group G: Suppose p ∈ B, then the set
(10) {θij(p) ∈ G | φi, φj ∈ Φ are charts over U for some U ∋ p} = G,
where Φ and G are as in Definition 3.2 and θij is the transition function between φi and φj given by condition
(ii). This is because the G-atlas Φ in Definition 3.2 is maximal, and therefore contains charts “shifted by”
any group element g ∈ G. So, we could alternatively think of the structure group as defined by the set on
the left hand side of equation (10). The structure group is also known as the gauge group in physics.
Remark 1. In this paper, all the spaces that appear are not only Hausdorff topological spaces but also
subsets of manifolds. Furthermore, all the spaces and functions are continuous and piecewise smooth. In all
cases of interest to us, G is a smooth Lie group, the action of a group element g ∈ G is a diffeomorphism,
sometimes even a linear map, on F , and all other (originally continuous) maps appearing in the definitions
are now piecewise smooth.
3.1.2. Vector bundles and principal bundles.
Definition 3.3 (Vector bundle). A vector bundle (E,B, π, F,G) is a fibre bundle whose fibre F is not only
a Hausdorff topological space but also comes equipped with a vector space structure.
For a complex vector bundle E, if its fibre F = Cd, we call d the fibre dimension and denote it by dimE.
Then the structure group G for such a vector bundle may be GL(d,C) or some subgroup thereof, such as
the unitary group U(d).
Definition 3.4 (Principal bundle). A principal bundle or G-bundle (E,G, π, F,G) is a fibre bundle with
fibre F = G and the structure group G acting on the fibre F = G by left multiplication.
Principal bundles play an important role in the setting of gauge theories and in this work.
3.1.3. Transition functions and associated bundles. The transition functions are what allow us to have a
solid handle on fibre bundles, and are useful for understanding associated bundles. Let us examine them
more closely.
Let θij be the transition function from the fibre coordinates under chart j to those under chart i, as per
Definition 3.2 (ii). Since the φ∗’s are charts, the G-valued transition functions at any point p ∈ B satisfy:
(i) θii(p) = e,
(ii) θji(p) = θij(p)
−1,
(iii) Suppose φi, φj , φk are three charts over Ui, Uj , Uk respectively, with nonempty triple intersection
Ui ∩ Uj ∩ Uk 6= ∅. Then θik(p) = θij(p)θjk(p).
Definition 3.5 (Associated bundle). Given a bundle E, short for (E,B, π, F,G), with fibre F , and another
Hausdorff space F ′ with an action of the topological group G, we can produce a new bundle (E′, B, π′, F ′, G)
with the same base space and same transition functions (and hence necessarily the same structure group),
but with different fibre F ′ upon which G also acts. The new bundle E′ is called the associated bundle of E
with fibre F ′.
The notion of associated bundles allows us to go between certain different bundles with the same structure
group. The concept of associated bundles relates the tautological vector bundle ξ(K,N) and the tautological
principal bundle P (K,N), which we will introduce later in the paper.
3.1.4. Pullback of a fibre bundle. Let π : E → B be a fibre bundle with fibre F . If a continuous map
f : B′ → B is given, then the fibre bundle E over B can be “pulled back” along f to obtain a new fibre
bundle over B′ with the same fibre F , denoted by f∗E and defined below.
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Definition 3.6 (Pullback bundle). Let E and f be as above, and let π be the bundle projection for E. Then
we define f∗E to be the subspace of B′ × E which consists of points (p, u) such that f(p) = π(u), namely
(11) f∗E := {(p, u) ∈ B′ × E | f(p) = π(u)},
with bundle projection π1 : f
∗E → B′ given by π1(p, u) = p. We thus obtain the pullback bundle of E by f .
The idea of the pullback is that, roughly speaking, the fibre of f∗E over p ∈ B′ corresponds to the fibre
of E over f(p) ∈ B. Implicitly, the topology on f∗E is taken to be the subspace topology of the product
space B′ × E. In fact, we can formulate this relation between E and f∗E more clearly by observing that
there is a bundle map from f∗E to E. Below, we define the general notion of a bundle map, and specify this
canonical bundle map from f∗E to E.
Definition 3.7 (Bundle map). Let π : E → B and π′ : E′ → B′ be fibre bundles. A continuous map
f¯ : E′ → E is called a bundle map if it maps each fibre π′−1(p) of E′ into fibre π−1(q) of E for some q in B.
In other words, a bundle map is a continuous fibre-preserving map. We see that a bundle map f¯ : E′ → E
induces a map f : B′ → B, given by f(p) := q where q is as above, or alternatively by f(p) = π(f¯(v)) for
any v ∈ F ′p, the fibre of E′ over p.
Now, if we define π2 : f
∗E → E by π2(p, u) = u, that gives us a bundle map π2 from f∗E over B′ to E
over B. The fact that π2 is a bundle map means exactly that the following diagram commutes.
f∗E E
B′ B
pi2
f
pi1 pi
This commutative diagram clearly follows from the definition of f∗E in Equation 11.
We will use pullback bundles in our construction of the important bundles ξ(K,N)|M and P (K,N)|M from
ξ(K,N) and P (K,N), respectively. Our application of the pullback bundle is particularly straightforward
because the map f will simply be the inclusion map of M into the Grassmannian Gr(K,N), to be defined
in Section 4.1.1.
3.2. Connections and holonomy.
3.2.1. Ehresmann connection and horizontal subspaces. The transition functions tell us how to line up dif-
ferent bundle coordinate charts over a point. We are also interested in relating the fibres at different points,
and the notion of a connection tells us how to do that.
In this section, we assume that all our topological spaces are also smooth manifolds, so the notions of
tangent spaces, etc. make sense. If M is a manifold, then TpM is the tangent space of the manifold at the
point p, and TM = ⊔pTpM is the tangent bundle, a vector bundle over M with fibre isomorphic to TpM
over each point p.
Let E be a (smooth) fibre bundle with base space B, fibre F and structure group G. Take an element u of
E, and let Fp denote the fibre over p = π(u). We now consider the tangent space TuE of the total manifold
E over the point u. The idea is to break the vector space TuE into a direct sum of a vertical subspace VuE
and a horizontal subspace HuE. The subspace VuE will be canonically defined at each u ∈ E as the tangent
space to the submanifold Fp of E, and we obtain the vertical bundle VE = ⊔uVuE over E. However, there
are many ways of choosing the subspace HuE while ensuring that TuE = VuE ⊕ HuE. The Ehresmann
connection is basically a “good” choice or a specification of such a subspace HuE at each u ∈ E. We give
the precise statements below. The following definition is based on and generalizes the discussions in Sections
10.1.1 and 10.1.2 of [21].
Definition 3.8 (Ehresmann connection). An Ehresmann connection on E is a choice of piecewise smooth
vector subbundle HE = ⊔uHuE of TE over E, called the horizontal bundle (of the connection), whose fibres
satisfy the following properties:
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(i) TuE = HuE ⊕ VuE for every u ∈ E;
(ii) HuE depends smoothly on u;
(iii) HE is compatible with the action of the structure group G of the bundle.
HuE is the fibre of HE over u ∈ E and VuE is the fibre of VE over u.
The precise formulation of property (iii) is most straightforwardly phrased in terms of parallel transport,
so we delay this part of the definition until later in statement (14) of Section 3.2.2, when we have defined
parallel transport.
The projection π provides us with a map from HuE to TpB when π(u) = p, if we keep in mind equivalence
classes of curves in both cases. HuE is a kind of lift of TpB. Property (i) ensures that the map is an
isomorphism. Thus, we can think of the connection as a way of assigning a direction in the bundle for each
direction in the base space. That is, it tells us how the position in the fibre changes when we move in the
base space and therefore how the fibres at different points connect up.
3.2.2. Horizontal lift and parallel transport. A curve12 γ˜(t) in a fibre bundle E is called a lift of the base
space curve γ(t) if π ◦ γ˜(t) = γ(t) for all t ∈ [0, 1]. We shall define below lifts which are considered as
“horizontal”. The following is a more general version of Definition 10.9 of [21].
Definition 3.9 (Horizontal lift). Let E be a piecewise smooth fibre bundle with an (Ehresmann) connection
over the base space B, and let γ : [0, 1] → B be a curve in B. A curve γ˜ : [0, 1] → E in E is said to be a
horizontal lift of γ if π ◦ γ˜ = γ and the tangent vector to γ˜(t) always belongs to Hγ˜(t)E.
Theorem 3.1 (Generalization of Theorem 10.10 of [21]). Let π : E → B be a piecewise smooth fibre bundle
with an (Ehresmann) connection. Let γ : [0, 1] → B be a piecewise smooth curve in B and let u0 be an
element of the fibre at γ(0). Then there exists a unique piecewise smooth horizontal lift γ˜(t) in E such that
γ˜(0) = u0.
Theorem 3.1 can be proven using the existence of a unique solution to an appropriate differential equation.
From the unique horizontal lift γ˜(t) which satisfies γ˜(0) = u0, we obtain the element u1 = γ˜(1) in the
fibre over γ(1), called the parallel transport of u0 along γ. We define the following parallel transport map
along the curve γ:
Γ(γ) : Fγ(0) → Fγ(1)(12)
u0 7→ u1.(13)
Now we can precisely formulate property (iii) from Definition 3.8. Take two trivializations φ0 and φ1 of
E over U0 and U1 containing γ(0) and γ(1) respectively. Then with respect to the trivializations φ0 and φ1,
we obtain isomorphisms Fγ(0) ≃ F and Fγ(1) ≃ F . That way, we can compare Fγ(0) and Fγ(1) directly via
these trivializations. Property (iii) says that, with respect to this pair of trivializations:
(14) For any curve γ(t) in the base space, Γ(γ) should be a transformation in the structure group G.
Furthermore, statement (14) does not depend on the choice of trivializations. That is, suppose Γ(γ) does
not transform fibre Fγ(0) to fibre Fγ(1) according to the action of some group element g in G with respect
to φ0 and φ1, then with respect to another such pair ψ
′
0 and ψ
′
1 of trivializations, it also won’t transform
according to any group element of G. On the other hand, if Γ(γ) transforms the fibre as g for one such
pair of trivializations, then a different choice of trivializations will result in the action by a possibly different
group element g′. This follows from the property of trivializations given by property (ii) of Definition 3.2.
Property (iii) of Definition 3.8 guarantees the following: If the structure group G acts on the fibre F as
diffeomorphisms13 (as opposed to only as homeomorphisms), then the map Γ(γ) is a diffeomorphism with
respect to the standard topology on the fibre, that is, smooth and with smooth inverse given by Γ(γ−1),
where γ−1 : [0, 1] → B is a curve defined by γ−1(t) := γ(1 − t) for 0 ≤ t ≤ 1. For a vector bundle, parallel
transport should be a linear map; and for a principal bundle, parallel transport should perform multiplication
by a group element of G.
12Curves are implicitly piecewise-smooth, and in particular continuous, throughout this paper.
13In the main bundles ξ(K,N) and P (K,N) considered in this paper, the structure group action on the fibre will be smooth.
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We don’t want to restrict attention to just smooth curves γ(t), but we do want to use curves which are
sufficiently well-behaved that parallel transport can be sensibly defined on them. In particular, we shall
work with piecewise smooth curves in this paper, which arise naturally from our constructions.
3.2.3. Holonomy. Let (E,B, π, F,G) be a piecewise smooth fibre bundle, HE a choice of connection in E,
and γ : [0, 1] → B a loop based at p, that is p = γ(0) = γ(1). Suppose γ˜ is the (unique) horizontal lift of
γ with γ˜(0) = u0 ∈ Fp with respect to this connection. In general, γ˜(0) 6= γ˜(1) in Fp. This difference is
the holonomy along the loop γ, and the holonomy group, to be defined below, captures the range of such
differences for all possible loops based at p.
For a loop γ(t) with γ(0) = γ(1) = p, the parallel transport map gives a mapping of the fibre Fp to itself,
Γ(γ) : Fp → Fp. Let CP (B) denote the set of loops based at p in B. The holonomy group Holp(HE) is
defined as
(15) Holp(HE) := {Γ(γ) ∈ Diff(Fp) | γ ∈ CP (B)},
where Diff(Fp) stands for the group of diffeomorphisms
14 of the fibre Fp, which is a smooth manifold. While
CP (B) is not quite a group, the set Holp(HE) forms a group, specifically a subgroup of Diff(Fp). We can
see this by noting that if α and β are loops at p, so is α ∗ β (α followed by β, with reparameterization);
therefore Γ(β)Γ(α) = Γ(α ∗ β) is also in Holp(HE). Also id ∈ Hol0(HE), because Γ(γ0), where γ0 is the
constant loop γ0(t) = p, yields the identity element in Diff(Fp). The inverse of an arbitrary diffeomorphism
Γ(γ) is given by Γ(γ−1).
If the base space B is path-connected, that is between any two points p0 and p1 there is a curve γ in B
with γ(0) = p0 and γ(1) = p1, then the holonomy groups Holp0(HE) and Holp1(HE) at different base points
are isomorphic via conjugation as follows:
(16) Holp1(HE) = Γ(γ)Holp0(HE)Γ(γ)
−1,
where γ can be any such curve. Different choices of γ simply yield different isomorphisms between Holp0(HE)
and Holp1(HE). Note that Γ(γ)
−1 = Γ(γ−1).
The discussion above does not involve or depend on a choice of trivialization. However, if we choose
a trivialization φ over U ∋ p, we obtain an isomorphism Fp ≃ F . Via the trivialization φ and the fibre
identification, we can view the holonomy group Holp(HE) as a subgroup
15 of the structure group G, and
simultaneously we can view G as a subgroup of Diff(Fp). So, we have
(17) Holp1(HE) < G < Diff(Fp)
upon choosing a trivialization over U ∋ p. Note that the setup here is a special case to the discussion in
Section 3.2.2. Here, we only need to choose a single trivialization to interpret the parallel transport around
a loop as a group element of G, whereas the parallel transport along an arbitrary curve in Section 3.2.2
requires the choice of a pair of trivializations in general.
In the case of a vector bundle, Holp(HE) < GL(Fp,C) < Diff(Fp) upon choosing a trivialization over
U ∋ p, since the structure group in this case is GL(Fp,C).
3.2.4. Flatness of a connection and monodromy. In this paper, we focus on (projective) connections on fibre
bundles which are (projectively) flat. The projectiveness of a connection or of the flatness of a connection will
be discussed in some details in Section 3.2.5, so here we simply focus on defining and analyzing the flatness of
a connection. When we have a flat connection, the holonomy is known as the monodromy. Monodromies are
particularly interesting because they are topologically robust, in that homotopic loops produce the same fibre
transformations over the base point. We will return to this point and its physical implications in Section 5.4.
Here we choose to define flatness of a connection indirectly via the triviality of the restricted holonomy
group, which we define below. The definition sets up the stage for the “robustness” we have just described.
14The map Γ(γ) on Fp is diffeomorphic as long as the structure group G acts smoothly on the fibre F , which is indeed the
case for piecewise smooth bundles.
15Recall that the action of the structure group G on the fibre F is faithful.
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Definition 3.10 (Restricted holonomy group). Given (E,B, π, F,G) a piecewise smooth fibre bundle, a
connection HE on it, and Γ(γ) the parallel transport along γ as defined by equation (13), the restricted
holonomy group at a point p ∈ B is defined as
Hol0p(HE) := {Γ(γ) ∈ Diff(Fp) | γ ∈ CP (B) contractible in B}.
Clearly, Hol0p(HE) is a subgroup of Holp(HE). We are now ready to define the flatness of a connection.
Definition 3.11 (Flat connection). A connection TuE = HuE ⊕ VuE on a fibre bundle E is called flat if
the restricted holonomy group Hol0p(HE) at point p is trivial for all p ∈ B. (Or equivalently, for a fixed p in
each path-connected component, by equation (16).)
If the connection HE is flat, then for any γ in B based at p, the transformation Γ(γ) of the fibre Fp is
only dependent on the homotopy class of γ. This is because given two homotopic loops γ and γ′, γ′ ∗ γ−1 is
a contractible loop, so
(18) Γ(γ)−1Γ(γ′) = Γ(γ′ ∗ γ−1) = e.
We explore the implications of this analysis. For a general (not necessarily flat) connection, we only have
a homomorphism CP (B) → Holp(HE). However if HE is a flat connection, there is a homomorphism16
π1(B, p) → Holp(HE), where π1(B, p) is the fundamental group of manifold B based at the point p. This
action of π1(B, p) on F is called the monodromy action (or monodromy representation in the case of a vector
bundle), and in this case, the group Holp(HE) is also known as the monodromy group. In other words, the
flat connection lets us complete the following commutative diagram:
CP (B)
π1(B, p) Holp(HE)
Remark 2. For physicists, it may be worth noting that a non-flat connection is what gives rise to the
geometric or Berry phase. The base space in this case is the manifold of gapped Hamiltonians, with fibre at
H equal to the ground state space of H .
3.2.5. Projective connections, flat projective connections and projectively flat connections. A subgroup Z of
a group G is called central if it lies in the centre of G. For G = GL(K,C), an obvious choice of a central
subgroup is Z = {λ1 | λ ∈ C, |λ| 6= 0} = C× = GL(1,C). In the case of interest to us, G = U(K) and
Z = {λ1 | λ ∈ C, |λ| = 1} = U(1).
Definition 3.12 (Projective fibre bundle). Now, suppose E is a fibre bundle with structure group G. Upon
choosing Z, we can create a projective fibre bundle E˜ from the bundle E by choosing a trivialization and
identifying points within each fibre that differ only by the action of Z.
Since Z sits in the center of G, the identification we made to obtain E˜ from E is actually independent
of our choice of trivializations. We can see this by letting (Ui, φi) and (Uj , φj) be two trivializations such
that Ui ∩ Uj 6= ∅, and p ∈ Ui ∩ Uj . We wish to show that for a pair of arbitrary points u1 and u2 in the
fibre π−1(p), u1 ∼ u2 with respect to φj implies that u1 ∼ u2 with respect to φi. From the definition of the
projective bundle E˜, we know that u1 = φj(p, f), where f ∈ F , and u2 are identified with respect to φj if
and only if u2 = φj(p, z ·f) for some z ∈ Z. On one hand, u1 = φj(p, f) = φi(p, θij(p) ·f) using the transition
function θij as in Definition 3.2; on the other hand, φj(p, z · f) = φi(p, θij(p) · z · f) = φi(p, z · θij(p) · f) due
to the fact that z ∈ Z is a central element in G. Therefore, we see quite clearly that if u1 ∼ u2 with respect
to φj , then u2 = φi(p, z · θij(p) · f), and u1 ∼ u2 with respect to φi. Similarly, using the transition element
θji(p) = θij(p)
−1, we can show that for u1 and u2 in the fibre π
−1(p), u1 ∼ u2 with respect to φi implies that
u1 ∼ u2 with respect to φj . Thus, we have proven that the identification to obtain the projective version E˜
from E is independent of the choice of trivializations.
In this paper, we shall use the term projective vector bundle to mean the projectivized version E˜ of a
vector bundle E. Note that even if E is a vector bundle, the fibres of E˜ might not be projective spaces, as
in the example where the fibre is F = CK and the central subgroup is Z = U(1).
16This homomorphism is surjective, as is the other homomorphism mentioned in this paragraph.
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Next, we define a projective connection.
Definition 3.13 (Projective connection). A projective connection on E is a connection on E˜.
Let us examine the differences between a connection on E and a projective connection on E.
A connection on E always yields a connection on E˜. This is essentially due to property (iii) of Definition
3.8 and the fact that Z is a central subgroup of G. Here, we do not give a full proof, but shall show only
that a parallel transport in E projects down to a parallel transport in E˜, that is if u0 ∼ u′0 in Fγ(0), then
Γ(γ)u0 ∼ Γ(γ)u′0 in Fγ(1) for any curve γ in B. Let us choose two trivializations (U0, φ0) and (U1, φ1)
where U0 contains γ(0) and U1 contains γ(1) respectively. Suppose u0 = φ0(γ(0), f) ∼ u′0 in Fγ(0), then
u′0 = φ0(γ(0), z · f) for some z ∈ Z. By property (iii) of Definition 3.8, Γ(γ)u0 = φ1(γ(1), g · f) and
Γ(γ)u′0 = φ1(γ(1), g · z · f) for some g ∈ G. Now, since z is a central element, we can rewrite Γ(γ)u′0 as
Γ(γ)u′0 = φ1(γ(1), z · g · f), and it becomes clear that Γ(γ)u0 ∼ Γ(γ)u′0 in Fγ(1).
On the other hand, a connection on E˜ does not by itself yield a connection on E, but it is very close
to being one. In fact, parallel transport in E˜ almost translates to parallel transport in E, but with an
additional ambiguity up to Z. That is, given a curve γ in the base space B, the parallel transport map
Γ˜(γ) in E˜ yields a one-to-many map Γ(γ) from the fibre Fγ(0) to the fibre Fγ(1) in E, taking u0 ∈ Fγ(0) to
{Γ˜(γ)[u0]} = {z · u1 | z ∈ Z} where u1 ∈ Fγ(1) is an element of E in the equivalence class Γ˜(γ)[u0].
In this paper, we often prefer to work with the original fibre bundle E rather than E˜, and talk about
projective connections on E rather than connections on E˜, in order to match the common convention in the
field of quantum information.
For an honest connection, we define the notion of projective flatness for a connection on E, to be used in
Section 7, as follows:
Definition 3.14 (Projectively flat connection). Let E,G,Z be as above, and let HE be a connection on the
fibre bundle E. We say that the connection HE is projectively flat if, for all points p ∈ B (or equivalently,
for just one point), the restricted holonomy group Hol0p(HE) < G satisfies
(19) Hol0p(HE) < Z · e < G,
where e is the identity element of G.
Contrasting with Definition 3.11, we see that this notion is a relaxation of the flatness condition, by the
central subgroup Z. In particular, if G is a matrix group and Z = U(1), projective flatness would mean
Hol0p(HE) < U(1) ·1, where 1 is the identity operator. This is the case that concerns us in the present work.
We shall also need the following notion, which invokes Definition 3.11 of a flat connection, in Section 6.
Definition 3.15 (Flat projective connection). A flat projective connection on E is a flat connection on E˜.
Comparing Definition 3.15 with Definition 3.14, we see that they are actually quite similar in terms of
the conditions imposed upon the respective restricted holonomy groups. This is because Hol0p(HE˜) = [e]
is essentially equivalent to saying Hol0p(HE) < Z · e. The main difference is then that a flat projective
connection is only a projective connection, whereas a projective flat connection is a true connection.
4. A geometric picture for unitary evolutions of QECCs
In this section, we begin to paint the geometric picture central to this paper. We explain how a few key
objects in the theory of quantum error correction and fault tolerance relate to natural geometric construc-
tions. We first describe in Section 4.1 a natural manifold structure on the set of all codes with a fixed logical
dimension K and physical dimension N . We then give the set of all codewords in these codes a vector bundle
structure in Section 4.2, and the set of all encodings for these codes the structure of a principal U(K)-bundle
in Section 4.3. Eventually, in Section 5, we want to construct a smaller vector bundle and a smaller principal
U(K)-bundle for every family of fault-tolerant unitary operations, along with a QECC.
4.1. Codes and the Grassmannian manifold Gr(K,N). Let us define the notion of code dimension
as a pair of integers (K,N) where K gives the dimension of the codespace and N is the dimension of
the physical Hilbert space. Below, we give a manifold structure on the set of all QECCs of a fixed code
dimension ~d = (K,N). In particular, this set can be endowed with the manifold structure of Gr(K,N), the
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Grassmannian manifold of K-dimensional subspaces in CN . We introduce the Grassmannian manifold and
make the aforementioned identification in Section 4.1.1, establishing a “static” geometric picture; in Section
4.1.2, we capture some dynamics on the manifold by considering unitary evolutions acting on the manifold
of codes.
4.1.1. Space of (K,N)-dimensional codes as the Grassmannian manifold Gr(K,N). In this section, we in-
troduce the Grassmannian manifold, which can be identified with the set of all (K,N)-dimensional codes.
This means we can think of the set of codes as the manifold of codes. The specification of a code dimension
~d = (K,N) is always implicit.
As a set, the Grassmannian is defined as
Gr(K,N) := {All K-dimensional linear subspaces of CN}.
We will put a manifold structure on Gr(K,N) by first describing it as a “homogeneous space” and then as
a coset space of a closed (Lie) subgroup in the Lie group U(N), giving Gr(K,N) the structure of a smooth
manifold.
Definition 4.1. A homogeneous space for a group G, or a G-space, is a non-empty set with a transitive G
action.
The Grassmannian is a homogeneous space for the group G = U(N), where the action of A ∈ U(N) on
a point V ∈ Gr(K,N) is simply given by the application of linear transformation A to CN , transforming
the K-dimensional subspace V ⊆ CN to the subspace A(V ). It is not difficult to convince yourself that this
action is transitive on Gr(K,N), namely between any two K-planes V and W , there always exists some
unitary operator A ∈ U(N) such that A(V ) = W . For any G-space S, we can always express it as the left
cosets of the subgroup Gx in G, where Gx is the stabilizer in G of any point x ∈ S. We identify the subgroup
Gx for the U(N)-space Gr(K,N) below, culminating in Theorem 4.1.
First we clarify a couple of notations used below. Let U(N), as usual, denote the Lie group of all unitary
operators on CN . Given a K-dimensional vector subspace V ⊂ CN , we can decompose CN into orthogonal
subspaces
(20) CN = V ⊕ V ⊥,
where V ⊥ is the orthogonal complement of V in CN with respect to the standard inner product. We define
U [V ] as the subgroup of operators on CN = V ⊕ V ⊥ of the form S′ ⊕ 1V ⊥ , where S′ is a unitary operator
on the subspace V and 1V ⊥ is the identity transformation on its orthogonal complement V
⊥. It is pretty
clear that U [V ] ⊂ U(N) and U [V ] ≃ U(K). Similarly, U [V ⊥] is defined as the subgroup of operators of
the form 1V ⊕ S′′ where S′′ acts unitarily on the subspace V ⊥. Analogously, we have U [V ⊥] ⊂ U(N) and
U [V ⊥] ≃ U(N −K).
The following theorem and corollary are standard properties of the Grassmannian (see, e.g., Sec. 3.65(f)
of [25]). We present them without proof.
Theorem 4.1. Fix a K-plane V in CN . There is a bijection of sets
(21) Gr(K,N) ≃ U(N)
/
U [V ]⊕ U [V ⊥] ,
identifying Gr(K,N) with the coset space on the right. For any W ∈ Gr(K,N), let AW be any unitary
operator satisfying W = AW (V ). The explicit bijective map is given by
(22) W 7→ [AW ] := {AW (S′ ⊕ S′′) | S′ ∈ U [V ] and S′′ ∈ U [V ⊥]} = AW (U [V ]⊕ U [V ⊥]) ,
mapping W to the left coset of U [V ]⊕ U [V ⊥] in U(N) containing the operator AW .
Remark 3. In fact, the left coset [AW ] contains precisely all those unitary operators on CN which take the
subspace V into the subspace W , as summarized by the following equation
(23) [AW ] = {A ∈ U(N) | A(V ) =W}.
The natural action of U(N) on Gr(K,N) for g ∈ U(N) and W ∈ Gr(K,N) is given by
(24) g ·W := g(W ).
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It follows from a general fact about homogeneous spaces that this U(N) action on Gr(K,N) agrees pre-
cisely with the natural U(N) action on U(N)/(U [V ]⊕ U [V ⊥]) under the homogeneous space identification
of equations (21) and (22). Via this same identification, we arrive at the following corollary.
Corollary 4.2. Gr(K,N) is a smooth manifold. The U(N) action on the Grassmannian Gr(K,N) is
smooth.
Recall from Section 2.2 that an ((n,K)) qudit quantum error-correcting code is simply a K-dimensional
subspace in Hphysical = (Cd)⊗n. In other words, the code dimension of such a QECC is then (K,N) where
N = dn. Therefore, the Grassmannian Gr(K,N), where N = dn, is also equal to the set of ((n,K)) qudit
QECCs, so we may equally well think of Gr(K,N) as the manifold of codes.
4.1.2. Unitary evolution of codes yielding paths in Gr(K,N). In this section, our goal is to study unitary
evolutions of codes, with special attention to their geometric meanings. We now concern ourselves with the
action of not only a single unitary, but a piecewise smooth one-parameter family of unitaries. Physically, this
difference corresponds to the difference between a one-shot implementation of a unitary and a continuous
implementation thereof, which is typically more realistic.
Let us first define the notion of unitary evolution.
Definition 4.2. A unitary evolution is a one-parameter family U(t) of unitary operators such that, at time
0, U(0) = 1, and as time passes, U(t) evolves piecewise smoothly with time, until at time 1, it accomplishes
some target unitary U(1) = U .
Since we are interested in understanding the action of such a U(t) on the Grassmannian or the manifold of
codes, we will presumably be studying the trajectory U(t)(V ) ofK-planes in CN for all points V in Gr(K,N).
However, since the action of U(N) is transitive on Gr(K,N), it’s sufficient, both mathematically and for
fault tolerance purposes, to understand the action of unitary evolutions on a single point C ∈ Gr(K,N),
which we call the base point. In the context of fault tolerance, the base point of our choice corresponds to the
QECC employed in a fault-tolerant protocol, which we shall call the reference code. Mathematically, suppose
we choose a different base point C′. Then there is always a unitary A ∈ U(N) for which A(C) = C′, and
the homotopy classes of loop trajectories based at C′ are in one-to-one correspondence with the homotopy
classes of loops based at C. More precisely, any loop γ(t) := U(t)(C) at C can be turned into a loop
γ′(t) = U ′(t)(C) based at C′ via U ′(t) = AU(t)A−1 for all t ∈ [0, 1]. Mapping the homotopy class [γ(t)] to
[γ′(t)] gives a group isomorphism between π1(Gr(K,N), C), the fundamental group of Gr(K,N) with base
point C, and π1(Gr(K,N), C
′), the fundamental group with base point C′. Therefore, it is sufficient to work
with just base point C.
The fact, stated in Corollary 4.2, that the action of U(N) on Gr(K,N) is smooth means that the map
U(N)×Gr(K,N)→ Gr(K,N) is a smooth map from the smooth product manifold on the left to the smooth
manifold on the right. In particular, this map restricted to U(N) × {C} still gives a smooth map into
Gr(K,N). Therefore we have that a piecewise smooth family of unitaries {U(t) | 0 ≤ t ≤ 1} gives rise to
a piecewise smooth curve γ(t) = U(t)(C) in Gr(K,N).17 Since U(0) = 1 and U(1) = U for some target
unitary U , γ(t) is a piecewise smooth curve from the point C to U(C) in the Grassmannian manifold. Note
that γ(t) may be self-intersecting even when U(t) is not, as depicted in Figure 5 of Section 5.2.3.
4.2. Codewords and the tautological vector bundle ξ(K,N). In this section, we describe the first
of the two fibre bundles over the Grassmannian manifold which will be important to us. We start with
the simpler one, where the fibres have the structure of a vector space. This fibre bundle can hold more
information about our quantum system than just its base space, the Grassmannian; in particular, it allows
us not only to store information about where the subspace gets mapped to by a given unitary evolution, but
also to keep track of the evolution of individual vectors in the subspaces.
17A parametrized unitary path U(t) or curve γ(t) is smooth if all t-derivatives are defined. This includes the possibility of
derivatives being 0, so it is possible for a smooth curve to “stop” and then resume in a different direction, provided it stops and
re-starts smoothly. It is piecewise smooth if it can be decomposed into a finite sequence of smooth curves.
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4.2.1. Space of codewords as the tautological vector bundle ξ(K,N). Here we describe a vector bundle ξ(K,N)
over the Grassmannian. All the vector bundles considered for the concrete quantum information applications
in this paper are pullbacks of the vector bundle ξ(K,N) to some subset of the Grassmannian. Hence we
sometimes refer to the bundle ξ(K,N) as the “big vector bundle”. Mathematically, ξ(K,N) is known as the
tautological vector bundle, defined below.
Definition 4.3 (Tautological vector bundle ξ(K,N) over Gr(K,N)). The tautological vector bundle ξ(K,N)
over Gr(K,N) is the vector bundle whose fibre at a point W ∈ Gr(K,N) is simply the K-plane W , and the
total space E is constructed by taking the disjoint union of all such fibres. All the fibres FW = π
−1(W ) =W
are isomorphic to F = CK (upon choosing a trivialization), and the structure group G = U(K) acts on the
fibre CK from the left in the obvious manner.
By a codeword, we mean a pair (C,w) where C is a code and w a vector in C ⊂ CN . Clearly, we have
a one-to-one correspondence between the codewords and the elements of the tautological vector bundle: C
tells us which fibre of ξ(K,N) the codeword belongs to, and the vector w tells us which point in that fibre
(C,w) represents.
Note that for simplicity, our definition of a codeword did not take into account the projective equivalence
relation
(25) w ∼ w′ if w = ξw′ for some ξ ∈ C×,
which is appropriate for quantum states.
4.2.2. Unitary evolution of codewords as paths in ξ(K,N). We wish to consider the action of a unitary
evolution of CN on the space of codewords ξ(K,N). Let us first briefly consider the action of one single
unitary operator U ∈ U(N) on the space. Let u = (C,w) be a codeword in ξ(K,N). The action of U results
in the new codeword (U(C), U(w)), which stands for “the vector U(w) in the code U(C)”. We see that a
unitary action by U maps any fibre FC of ξ(K,N) to the fibre FU(C), so U induces a smooth
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from ξ(K,N) to itself, which we call fU . Since U is invertible, the map fU is actually a diffeomorphism as
it is also invertible, with inverse given by fU−1 .
Now, let U(t) be a unitary evolution and let (C,w) be a codeword in the reference code C. If we define
(26) η{U}(t) := fU(t)(C,w) = (U(t)(C), U(t)(w)),
we see that η{U}(t) is a path in the bundle ξ(K,N) which projects via the bundle projection π to the path
γ(t) = U(t)(C) in the base Grassmannian manifold.
As discussed in Section 4.1.2, if the one-parameter family of unitaries U(t) is piecewise smooth in U(N),
which is the case for unitary evolutions, then the path γ(t) is piecewise smooth in Gr(K,N). This is a
consequence of Corollary 4.2, which states that the action of U(N) on Gr(K,N) is smooth. Similarly, the
path η{U}(t) is also piecewise smooth in ξ(K,N), because the U(N) action on ξ(K,N) is also smooth.
4.3. Encodings and the tautological principal bundle P (K,N). In Section 4.2, we developed a geo-
metric picture for the space of codewords ξ(K,N) and the unitary action on it. In this section, we shall build
a similar picture for the space of encodings, also giving it the structure of a fibre bundle. However, this one
will not be a vector bundle but one with fibres diffeomorphic to the structure Lie group U(K) itself. That is,
it is a principal U(K)-bundle. In a way, this second fibre bundle allows us to capture the unitary evolution
of QECCs more efficiently, in that it captures the evolution of ordered orthonormal bases or orthonormal
K-frames in QECCs instead of the evolution of one codeword at a time.
4.3.1. The tautological principal bundle P (K,N) over Gr(K,N). The mathematical hero this time is the
tautological principal U(K)-bundle, which is the associated bundle of ξ(K,N) with fibre U(K). Just like
for ξ(K,N), the principal U(K)-bundle P (K,N) can be thought of as the “big principal bundle” for our
framework, because all the principal bundles we will consider in unitary fault tolerance applications are
pullbacks or restrictions of the bundle P (K,N) to some subset of the base manifold Gr(K,N).
18The smooth action of G = U(N) on the topological space F = CK guarantees the smoothness within fibres, and the
smoothness of the action across fibres follows from the fact that a unitary U maps the fibre over C to the fibre over U(C) and
Corollary 4.2.
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Here we shall give two descriptions of the bundle P (K,N). In the first approach, we define the bundle
using the language of Lie groups. In the second approach, which we will take in Section 4.3.2, we describe
the same bundle in terms of K-frames. To juxtapose the two descriptions, we can think of the first one as
the “operator” perspective and the second one as the “state” perspective.
Definition 4.4 (Tautological principal bundle P (K,N) over Gr(K,N)). Fix a particular K-dimensional
subspace V ⊂ CN . The tautological principal bundle P (K,N) over Gr(K,N) is the U(K)-principal bundle
by choosing an identification19 CK ≃ V once and for all, and first describing P (K,N) as a U [V ]-principal
bundle with
(i) Total space E: the smooth manifold U(N)/U [V ⊥];20
(ii) Fibre π−1(W ) over W : Consists of those left cosets of U [V ⊥] in U(N) which contain unitary
operators A for which A(V ) =W . Such cosets are denoted as AU [V ⊥];
(iii) A trivialization-dependent left U(K)-action on the fibre π−1(W ): Choose a trivialization at W ,
namely an isomorphism π−1(W )
∼−→ U [V ], by choosing a particular coset AU [V ⊥] and using the
following map
(27) B U [V ⊥] 7→ A−1B|V ⊕ 1V ⊥ .
Then U [V ] acts on π−1(W ) via this trivialization, explicitly as follows:
(28) Y ·B U [V ⊥] = (AY A−1B)U [V ⊥]
for Y in U [V ]. It’s not hard to see that both the right hand side of Equation (27) and (28) depend
only on A|V and not on A|V ⊥ .
After our first definition of P (K,N) above, let us try to understand and expand on it. Property (i) of
Definition 4.4 reads
(29) P (K,N) := U(N)
/
U [V ⊥] = {Left cosets AU [V ⊥] | A ∈ U(N)}
which bears resemblance to Equation (21) of Theorem 4.1, formulating P (K,N) as a homogeneous space
with a transitive left action of U(N). Hence, parallel to Corollary 4.2, we have that P (K,N) is a smooth
manifold, with a smooth U(N) action.
As a set, and as discussed in property (ii) of Definition 4.4, the total space P (K,N) can be decomposed
as
P (K,N) =
⊔
W∈Gr(K,N)
{Left cosets AU [V ⊥] | A ∈ U(N) and A(V ) =W}(30)
=:
⊔
W∈Gr(K,N)
F (W ),(31)
where the definition of fibres F (W ) is self-evident. This is the fibre decomposition for P (K,N). We saw in
Definition 4.4, especially in property (iii), that F (W ) is diffeomorphic to U(K). This is a necessary condition
for P (K,N) to be a principal U(K)-bundle.
Remark 4. Instead of viewing elements of the fibre F (W ) as left cosets AU [V ⊥] for unitary operators A ∈
U(N) which in particular takes V toW , we can instead think of them as the different unitary transformations
A := A|V : V → W obtained through restricting the operator A to the subspace V . This way, we have
exactly one A for each coset AU [V ⊥].
4.3.2. Space of encodings as an alternative description VK(C
N ) of P (K,N). Our goal in this section is to
relate the physical concept of QECC encodings to a mathematical object, the smooth fibre bundle P (K,N).
Let us recall and elaborate on the concept of encoding for a QECC C, introduced in Section 2.2. We
gave a very brief characterization of an encoding for a (K,N)-dimensional code C as a unitary isomorphism
ι : CK → C ⊂ CN . Let us call any encoding of a K-dimensional logical Hilbert space into an N -dimensional
physical Hilbert space a (K,N)-dimensional encoding. Then any (K,N)-dimensional encoding is given by a
19That is, we want to choose an encoding for the code V .
20U(N)/U [V ⊥] is a smooth manifold because U [V ⊥] is a closed subgroup of U(N). However, U(N)/U [V ⊥] is not a Lie group
because U [V ⊥] is not a normal subgroup of U(N).
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partial isometry21 ι : CK →֒ CN . Given such an injective map ι, we say that ι is an encoding for the QECC
ι(CK).
In order to come up with an efficient way to specify an encoding, let us now introduce the notion of a
K-frame.
Definition 4.5. Assume K ≤ N . A K-frame is an ordered set of K linearly independent vectors in the
vector space CN . An orthonormal K-frame is a K-frame where all vectors in the set have norm 1 and are
pairwise orthogonal.
For us, K ≤ N in general. If K = N , a K-frame is precisely an ordered basis for CN . In the general case
of K ≤ N , a K-frame β would be an ordered basis for the subspace W = span(β) of CN .
Now, let us describe encodings in terms of orthonormalK-frames. Let α = {e1, e2, ..., eK} be the standard
(orthonormal, ordered) basis for CK . To specify a QECC encoding ι : CK →֒ CN , it is necessary and sufficient
to specify ι(α),22 which is an orthonormal K-frame in CN . On the other hand, if we have an orthonormal
K-frame β in CN , we can obtain a partial isometry ι by letting ι(α) = β. Hence, the set of possible encodings
ι is in bijection with the set of possible orthonormal K-frames β, where their relation is given by β = ι(α).
To summarize, we have
S := {All encodings for (K,N)-dimensional codes}(32)
= {All orthonormal K-frames in CN}.(33)
It turns out that the set of all orthonormal K-frames in CN is a well-known mathematical object called
the Stiefel manifold, denoted as VK(C
N ). Therefore, we see that the set of all (K,N)-dimensional encodings
is exactly the Stiefel manifold, namely
(34) S = VK(CN ).
Next, we give VK(C
N ) a principal U(K)-bundle structure, then in Theorem 4.3 below we identify it with
P (K,N) as principal bundles, and thereby letting VK(C
N ) inherit the smooth manifold structure of P (K,N)
in Corollary 4.4.
Let G(W ) be the set of all orthonormal K-frames β in CN such that span(β) =W . Then
(35) VK(C
N ) =
⊔
W∈Gr(K,N)
G(W ).
G(W ) will be the fibre over W in the bundle VK(C
N ).
Theorem 4.3. Let us fix a K-plane V in CN and an encoding ι : CK →֒ CN for V , namely span(ι(α)) = V
where α is the standard ordered orthonormal basis for CK . Then there is a natural bijection of sets
(36) P (K,N) ≃ VK(CN ).
Furthermore, the set bijection preserves the fibres
(37) F (W ) ≃ G(W )
for each W ∈ Gr(K,N), where F (W ) is defined by Equation (31) and G(W ) by the discussion preceding
Equation (35). That is, the above isomorphism is a bundle isomorphism.
Proof. Let us describe the bijections. Recall that P (K,N) is the coset space U(N)/U [V ⊥]. Having fixed
an encoding ι for V , define φ : P (K,N)→ VK(CN ) by φ(AU [V ⊥]) = A(ι(α)). Recall that A is unitary, so
A(ι(α)) is another orthonormal K-frame, this time spanning A(V ). Also define ψ : VK(C
N )→ P (K,N) by
letting ψ(β), for each orthonormal K-frame β ∈ VK(CN ), be the unique U [V ⊥]-coset of unitary transforma-
tions which takes the K-frame ι(α) ⊂ V to β ⊂ span(β). The maps are well-defined, and it is easy to see
that φ and ψ are inverses of each other.
Now, we will show that φ maps the set F (W ) to G(W ) for every W ∈ Gr(K,N). Recall that F (W )
consists of all the left cosets AU [V ⊥] where A(V ) = W and A unitary. Hence, for AU [V ⊥] in F (W ),
21For us, a partial isometry is a linear map from a vector space A to a vector space B which preserves the inner product.
If the vector spaces A and B are complex vector spaces, then a partial isometry differs from a unitary transformation in that
it does not have to be an isomorphism. It must be injective, but might not be surjective.
22In other words, we should specify the codewords representing logical 0 through logical K − 1.
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we have φ(AU [V ⊥]) = A(ι(α)), which is an orthonormal K-frame spanning W because ι(α) spans V and
A(V ) =W . Therefore, φ(AU [V ⊥]) is in G(W ). 
Because of Theorem 4.3, we could view the fibre bundle structure on VK(C
N ) as being inherited from
P (K,N) rather than being independently defined. Thus we formulate the following corollary.
Corollary 4.4. The Stiefel manifold has the structures of a smooth manifold and of a principal U(K)-bundle,
both inherited from P (K,N), as described above.
Since the bundle VK(C
N ) has been identified with the bundle P (K,N), we shall view the description
of VK(C
N ) as an alternative description of P (K,N), and often refer to either description as P (K,N) in
the remainder of the paper. We use the notation VK(C
N ) when we would like to emphasize the K-frame
interpretation of the bundle.
4.3.3. Unitary evolution of encodings as paths in VK(C
N ). In this section, we are concerned with the action
of the full U(N) on VK(CN ). The U(N) action, unlike the U(K) action of Equation (28), does not preserve
the fibres of VK(C
N ). If U is a unitary operator on CN , it naturally induces a smooth map hU : VK(C
N )→
VK(C
N ), namely
(38) hU (β) = U(β).
In particular, hU maps the fibre G(W ) to the fibre G(U(W )).
We now consider the action of a unitary evolution, namely, a piecewise smooth one-parameter family of
unitary operators U(t) on CN such that U(0) = 1. Suppose U(t) is a unitary evolution and β = ι(α) an
orthonormal K-frame, or equivalently an encoding, for the reference code C. We define
(39) λ{U}(t) := hU(t)(β) = U(t)(β),
a one-parameter family of orthonormal K-frames, or equivalently, encodings. Then at time t,
(40) π(λ{U}(t)) = π(U(t)(β)) = span(U(t)(β)) = U(t) (span(β)) = U(t)(C).
Therefore, the encoding path λ{U}(t) projects to the subspace path γ(t) = U(t)(C) in the base Grassmannian
manifold. In other words, the path λ{U}(t) is a lift of the path γ(t) from the base manifold Gr(K,N) to the
bundle P (K,N). If U(t) is piecewise smooth, so are λ{U}(t) and γ(t).
4.4. Candidates of natural parallel transport structures on ξ(K,N) and on P (K,N).
Remark 5. Unitary evolutions corresponding to fault-tolerant operations, or any unitary evolutions that
induce a closed loop in the base Grassmannian manifold, when applied to an initial codeword (C,w), do not
necessarily yield closed loops in ξ(K,N). In general, fU(1)(C,w) = (C,w
′) for some element w′ in π−1(C).
These non-closed loops in the bundle ξ(K,N) are precisely the interesting points of this paper and the source
of computational power of fault-tolerant protocols.
Remark 6. Similar to Remark 5, a lift of a closed loop in Gr(K,N) may not result in a closed loop in
P (K,N). If F (t) is a unitary fault-tolerant loop and if hF (1)(β) 6= ξβ for any ξ ∈ C× (or ξ ∈ U(1)), this
F (t) shall correspond to a fault-tolerant gate implementation which yields a nontrivial logical operation.
Here, we give primitive proposals for a connection on ξ(K,N) and on P (K,N). We then show that our
proposals will not in general yield a flat projective connection on either of the two bundles over the entire
Grassmannian manifold Gr(K,N) using all unitary evolutions. However, our ultimate goal is to show that
they do yield well-defined flat projective connections when restricted to suitable M (i.e., when considered
in ξ(K,N)|M and P (K,N)|M) and sensible F -evolutions.
The main idea is that a unitary path U(t) induces not only a path γ(t) in the Grassmannian, but also
paths γ˜(t) in the fibre bundles ξ(K,N) and P (K,N). γ˜(t) is supposed to represent the lift of γ(t) to the
fibre bundle provided by parallel transport, and with a certain initial value u0 in π
−1(C1) where C1 is the
starting K-dimensional subspace. This is depicted in Figure 5.
We will use the term pre-connection or pre-parallel transport to indicate a connection-like object that
gives a possibly non-unique notion of parallel transport. In other words, a pre-connection is a set of possible
parallel transport structures. Two examples are given by equations (41) or (42).
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4.4.1. A proposal for a pre-connection on ξ(K,N). Given a piecewise smooth path γ(t) in Gr(K,N) with
γ(0) = C1, we can choose a piecewise smooth unitary evolution U(t) that induces γ(t) when acting on C1.
Then there is a path in ξ(K,N) defined by equation (26),
(41) η{U}(t) := fU(t)(C1, w1) = (U(t)(C1), U(t)(w1)),
which is a lift of γ(t), and the map fU(t) gives us a way to relate the fibre over C1 to the fibre over
U(t)(C1) = γ(t) for any t ∈ [0, 1]. In other words, fU(t) resembles the notion of a parallel transport, which
is key to the concept of a connection.
However, this primitive proposal of a parallel transport, fU(t), on ξ(K,N) depends crucially on the
unitary evolution {U} = U(t) and might not yield a consistent parallel transport in ξ(K,N) for different
choices of {U} from an allowed set F˚p. Depending on the unitary evolution {U} we choose, there are various
possibilities for a parallel transport between fibres over any two fixed points, C1 and C2, in the Grassmannian.
The proposal will not lead to a well-defined connection unless fU(t) is independent of the choice of unitary
evolutions {U} consistent with the same path γ in the Grassmannian.
4.4.2. A proposal for a pre-connection on P (K,N). Similarly, we can define a pre-connection on P (K,N):
Given any curve γ(t) in the base space Gr(K,N), choose a unitary evolution {U} = U(t), which when
acting on Gr(K,N) results in the path γ(t). A natural {U}-dependent pre-parallel transport of a (K,N)-
dimensional encoding β = ι(α), where α is the standard basis for CK , over a curve γ(t) in Gr(K,N) is given
by equation (39),
(42) λ{U}(t) := hU(t)(β) = U(t)(β).
Again, equation (42) only defines a true parallel transport on P (K,N) if along any path of subspace unitary
evolution γ(t), the proposed parallel transport λ{U}(t) is independent of the choice of unitary evolution {U}.
4.4.3. Failure to have a connection for F˚p = {All unitary paths} or M = M˚ = Gr(K,N). If we try to apply
these definitions to the full bundles ξ(K,N) or P (K,N) while allowing all possible unitary paths, we find
that we do not obtain connections. For example, consider Gr(2, 4), the manifold of 2-dimensional subspaces
of a 2-qubit Hilbert space, and let C be the subspace {|0〉⊗ |ψ〉 | |ψ〉 ∈ C2}. Let γ(t) = C be the trivial path
that stays at C for all times. γ(t) can be derived from many different unitary paths, for instance a path
of the form 1 ⊗ U(t) for any U(t). However, any two such paths with different values of U(1) will result
in a different transformation of the fibre at C, giving many different pre-parallel transports over the trivial
path at C in Gr(K,N). So the pre-parallel transport we get this way is inconsistent, and fails to give us a
well-defined connection.
5. A richer geometric picture for fault-tolerant unitary evolutions
Given a unitary fault-tolerant protocol, our goal is to construct a connection out of the U(N) action on
ξ(K,N) and P (K,N). We do not have a connection over the full bundles ξ(K,N) and P (K,N). However,
when considering fault-tolerant operations, we do not consider arbitrary unitary paths but only certain
unitary paths in a subset of the Grassmannian. This leads us to a bundle with a smaller base space, on
which we can hope to have a well-defined flat projective connection.
In this section, we outline a program to demonstrate the topological nature of fault tolerance. We define
the main mathematical objects that we expect to play a role in the construction and state Conjecture 2,
which codifies the main goal of the program. We also prove Criterion 5.1, which will be useful in Sections 6
and 7, where we work out in detail our picture for two examples of fault-tolerant protocols. In the next few
sections, we analyze in detail only the unitary fault-tolerant gates; we return to non-unitary gates briefly in
Section 8.
Ultimately, we would like to have a way to automatically construct the smaller bundles given a fault-
tolerant protocol. However, at this stage in the development of our program, the topological picture requires
us to make some additional choices which might not be uniquely specified by the fault-tolerant protocol
we begin with. These choices need to be made carefully in order to both be consistent with the structure
of the original fault-tolerant protocol and have the right properties to give us a flat projective connection.
Currently we must rely on intuition about the nature of fault tolerance in the model being studied in order
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to determine the correct choices. In some cases, the choice is clear, while in others there may be a degree of
arbitrariness in the choice.
In Section 5.1, we bridge the gap between Section 2 and the input required for our geometric frame-
work, and we specify how (the continuous-time implementations of) the fault-tolerant operations should be
described. In Section 5.2, we introduce the main mathematical objects for the framework which we want
to create, including the restriction bundles ξ(K,N)|M and P (K,N)|M. In Section 5.3, we give the main
conjecture: on these restriction bundles, the general proposal for parallel transport in Section 4.4 is a flat
projective connection. The implication on the fault-tolerant logical gates is highlighted in Section 5.4.
5.1. Specifications of a fault-tolerant protocol for our framework. In the existing literature, a rig-
orous definition of quantum fault tolerance in the general setting (for general error models and protocols)23
is still lacking. Naturally, this poses certain challenges for us as we seek to give a geometric formulation for
unitary quantum fault tolerance. We do not attempt to give a rigorous definition for fault tolerance here;
we merely try to organize it enough for our use.
5.1.1. Bridging the gap between Section 2 and our framework. In Section 2, we described the three main
ingredients of a fault-tolerant protocol. There we illustrated how the error model, the QECC, and the FT
operations must all be chosen harmoniously, a concept illustrated pictorially in Figure 1.
For Sections 5, 6 and 7, we assume that we are given a fault-tolerant protocol, upon which we carry out
the construction of a mathematical framework as sketched out in the present section. We will not need all
the information in a specification of an FT protocol for building our current framework, instead we extract
the part of the specification we need.
For one thing, we do not explicitly incorporate error models into our framework at this stage, although
we hope to address and incorporate errors into our followup work. However, we do assume that an appro-
priate error model has been used, and compatibility considered, in coming up with the set of fault-tolerant
operations, the physical gates and their continuous-time implementations, all of which play key roles in our
geometric construction.
For our framework, we do however need a description of the reference code and the FT operations, along
with some idea of how the FT operations are implemented. Now, let us take a closer look at how these
ingredients of a fault-tolerant protocol are described. One simple way to partially prescribe a fault-tolerant
protocol is to give a reference code C to which the encoded Hilbert space always returns in between fault-
tolerant gates and a set of fault-tolerant gates acting on C, along with a continuous-time implementation
for each fault-tolerant gate.24 This description is somewhat minimal and often used when specifying an FT
protocol. However, when designing FT protocols, that is when we are mainly concerned about which physical
gates or implementations to allow in order to keep errors under control, another approach to describing the
FT operations is often used: as in the examples in Sections 2.4 and 2.5, FT protocols are often designed by
first figuring out and specifying the allowed physical gates (the ordering could matter), and then defining
the FT operations to be a sequence of physical gates which takes code C back to itself.
Even if F is a fault-tolerant gate, not all unitary paths that start at 1 and end at F are valid fault-tolerant
implementations of that gate. Some such paths will pass through codes that are not able to correct errors
well, and others will cause errors to propagate in an uncontrolled way. A fault-tolerant implementation must
avoid these dangers so that errors can be corrected no matter when they occur. It may be that in order for
the implementation to be fault tolerant, error correction must be performed multiple times in the course of
the procedure. Since we are only considering paths without errors and since error correction does not change
a state with no errors in it, any required error correction steps do not show up in the formulation we use.
In the remainder of Section 5, we will assume the fault-tolerant protocol is given to us and will not worry
about how it is designed.
23In some restrictive settings, however, one can find more precise definitions for quantum fault tolerance. For example,
see [2] for a more precise definition of fault tolerance in one important context.
24Sometimes the continuous-time implementation is implicitly given or not completely specified, leaving some ambiguity in
the detailed implementation.
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5.1.2. Fault-tolerant unitary operations F˚L and loops F˚ l. As discussed above, a fault-tolerant protocol con-
sists of a group F˚L of fault-tolerant unitary operations and a set F˚ l of fault-tolerant unitary loops, the
specified fault-tolerant implementations of the gates in F˚L.
Recall that one of the properties of an FT operation was captured by Equation (9) of Section 2.3:
(43) F (C) = C
where C is the reference code for the FT protocol (and will always mean the reference code by default).
Note that not all unitaries satisfying this equation are fault tolerant.
The fault-tolerant implementations of the elements of F˚L are given by paths in the set F˚ l. The paths in
F˚ l are maps from [0, 1] to U(N) which start at the identity and end at elements of F˚L:
• If F (t) ∈ F˚ l, then F (0) = 1 and F (1) ∈ F˚L.
Definition 5.1. When working within the context of an FT protocol, we use the term FT unitary operations
to mean only those operators in F˚L. An FT unitary loop is a unitary path in F˚ l.
It is easy to see that we may assume the identity operator is in F˚L because we can take its unitary
implementation to be F (t) = 1, which is clearly fault tolerant for sensible pairs of code and error model.
It is also clear that the composition of the two elements of F˚L is again in F˚L by concatenating the two
corresponding unitary fault-tolerant implementations. However, to fully establish the group structure on
F˚L (which ensures that F˚ l has some convenient properties for our construction), we shall consider only
fault-tolerant protocols where the following holds:
• If F is in F˚L, then F−1 ∈ F˚L.
In standard examples this property holds, but it is not clear it is true for all fault-tolerant protocols.
Fault-tolerant unitary loops are basically those unitary evolutions which fault-tolerantly and unitarily
implement a fault-tolerant unitary operation. Conversely, a unitary is only considered a fault-tolerant unitary
operation if there exists a fault-tolerant unitary loop implementing it. Putting the two together, we have
the following relation between the sets F˚L and F˚ l:
(44) F˚L = {F (1) | F (t) ∈ F˚ l}.
Furthermore, if F (t) with t ∈ [0, 1] is a unitary fault-tolerant implementation, so is F (t) with t ∈ [0, t0],
where 0 ≤ t0 ≤ 1, as long as F (t0)(C) = C. Therefore, we also have
(45) F˚L = {F (t0) | 0 ≤ t0 ≤ 1, F (t0)(C) = C, F (t) ∈ F˚ l},
which expresses a kind of maximality of the group F˚L with respect to the set F˚ l.
Since F˚L is closed under inverses, we may also assume F˚ l is closed under reversal of paths:
• If F (t) ∈ F˚ l, then F (1− t)F (1)−1 ∈ F˚ l.
In terms of the geometric picture we have been building since Section 4, the trajectory F (t)(C) of codes,
where F (t) is a fault-tolerant unitary loop, actually forms a closed loop (based at C) in the Grassmannian,
hence the term “loop” even though in general F (0) 6= F (1) and F (0)|C 6= F (1)|C . This means that F (t)
only induces a closed loop in the base space when acting on the subspace C, but F (t) does not form a closed
loop in U(N), nor does it yield closed loops in general in the two fibre bundles when acting on an element
u in the fibre π−1(C). To gain some intuition, the reader may consult Figure 5, especially focusing on the
segment of U(t) that gives rise to the little loop (to the right of the intersection point) in the base of the
bundle (depicted in the right hand side of the figure) and its lift.
Note that the set of loops we get by applying fault-tolerant unitary loops to the reference code C will
in general not be the set of all loops in Gr(K,N) based at C, but instead just those loops passing through
sufficiently robust intermediate codes at all times.
5.2. The main elements of the framework.
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5.2.1. The sets F˚ , F˚p, and M˚. We have been given the following two sets specifying a fault-tolerant protocol:
• F˚L, the group of gates in the protocol implemented via fault-tolerant unitary operations
• F˚ l, the set of implementations (i.e., FT unitary loops) of the gates in F˚L
Based on these, we introduce the following objects:
• F˚ , the set of unitary operations that can appear in F˚ l,
(46) F˚ := {F (t0) | 0 ≤ t0 ≤ 1, F (t) ∈ F˚ l} ⊂ U(N).
• F˚p, the set of paths in F˚ :
(47) F˚p := {F (t) : [0, 1]→ F˚ , F (t) piecewise smooth}
• M˚, the subset of Gr(K,N) indicating those subspaces which appear in the course of a fault-tolerant
unitary gate,
(48) M˚ := F˚(C)
We don’t restrict F˚ to contain only unitaries with U(C) = C for the reference code C because we want
F˚ to include both fault-tolerant gates and intermediate unitaries that we pass through while implementing
fault-tolerant gates. Since F (0) = 1 for all F (t) ∈ F˚ l, it’s not hard to see that in general F˚ will be a subset of
U(N) that is path-connected to the identity. However, unlike F˚L, F˚ does not always have a group structure.
5.2.2. The sets F , Fp, and M. The set M˚ gives a first approximation of the base space of the bundles
with projectively flat connections. In the case of transversal gates (Section 6), it actually is the base space.
However, in other cases, such as for the toric code (Section 7), M˚ is too sparse to meaningfully use as a base
space, so we wish to extend it. This leads to some larger sets:
• M, a subset of Gr(K,N) with a projectively flat connection
• F , a set of unitary operations including F˚ but acting on M. F must have the property that
(49) M = F(C)
• Fp, the set of paths in F :
(50) Fp := {F (t) : [0, 1]→ F , F (t) piecewise smooth}
We currently have no precise formula for choosingM and F given the fault-tolerant protocol. This is the
biggest missing piece of our program.
In general, we wish to choose M to be a topological space which is “not too much larger” than M˚. In
particular, we want M to have the property that “small” loops in M˚ should be homotopically trivial in M
even though they might not be in M˚. “Large” loops may remain homotopically non-trivial. The precise
meaning of the terms “small loops” and “large loops” has to be determined on a case-by-case basis.
The choice of F is closely tied to the choice ofM. Unitaries in F should be implementable by paths that
have similar but perhaps somewhat weaker fault-tolerance properties to those in F˚ l. One possible route for
the program is to consider paths in F˚ l but with errors added, and then let F be the set of unitaries that
appear on the noisy paths.
Both M and F play critical roles in our program. We use M as the base space for ξ(K,N)|M and
P (K,N)|M, which are supposed to have projectively flat connections. However, in order to move from a
pre-connection to a well-defined projective connection, we also need to restrict the unitaries available to the
set F . Thus, the claim is that when M and F are chosen properly, parallel transport is well-defined and
flat on M for unitary paths involving operators from F .
5.2.3. The restriction bundles ξ(K,N)|M and P (K,N)|M. Consider the (smooth) inclusion map
(51) ιM :M →֒ Gr(K,N),
where the map ιM is the standard inclusion map obtained by viewing M as a subset of Gr(K,N). As
described in Section 3.1.4, we can pull back the “big bundles” over Gr(K,N) to bundles over M along the
base map ιM. We call the pullback of ξ(K,N) along ιM the restriction vector bundle over M, and denote
it by ξ(K,N)|M. Similarly, the pullback of P (K,N) is called the restriction principal bundle overM and is
denoted P (K,N)|M.
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U(N)
M
ξ(K,N)|M or P (K,N)|M
U(t)
γ(t)
γ˜(t)
Figure 5. A unitary path U(t) induces a path γ(t) in the base spaceM and a path γ˜(t) in
the fibre bundle ξ(K,N)|M or P (K,N)|M. By definition, γ˜(t) is a lift of γ(t). The induced
path γ(t) may be self-intersecting even when the original unitary path U(t) is not.
The pullback is generally defined for any continuous (or smooth, depending on what kind of bundles
we are dealing with) map, and not just for injective ones. But since ιM is injective, the bundles resulting
from the pullback along ιM will be embeddable in the respective “big bundles”, fibre by fibre. In fact, the
restriction bundles over M obtained this way, as a topological space, consist exactly of those fibres over the
points in the subspace M.
5.3. Parallel transport structures and flat projective connections on ξ(K,N)|M and P (K,N)|M.
5.3.1. Partial connections and their classification. The set M˚ is the object given to us by the fault-tolerant
protocol, but parallel transport on M˚, even if consistent, may only give a partial connection, telling us
how to perform parallel transport along a limited set of paths in M in the case that M 6= M˚. Parallel
transport using this “connection” makes sense when we restrict attention only to M˚, but this may not be a
sufficiently well-behaved space, so to talk about (projective) flatness, we wish to think about all of M and
use an extended version Fp of F˚p.
We can distinguish between two senses in which a partial connection may be “projectively flat”:
Definition 5.2. A partial connection on M˚ is a strong flat projective partial, or strong FPP, connection
over M˚ ⊆ M if it can be extended to a flat projective connection on ξ(K,N)|M and P (K,N)|M. If it can
be extended to a flat connection (not just a projective connection), then it is a strong flat partial, or strong
FP, connection. A partial connection on M˚ is a weak FPP connection if the modified restricted holonomy
group Hol
′0
C (HE) (for C ∈ M˚) defined below:
Hol
′0
C (HE) := {Γ(γ) | U(t) ∈ F˚p, γ(t) = U(t)(C) contractible in M}
is projectively trivial (i.e., is contained in C× or U(1)). If Hol′0C (HE) is trivial (not just projectively trivial),
then it is a weak flat partial, or weak FP, connection.
A weak FPP connection is only defined along paths induced by F˚p — it may not be extendable to all of
M — and we only use M to determine if a loop is topologically trivial or not. A strong FPP connection is
originally defined only on paths γ(t) lying in M˚, but we can extend it to all of M, using Fp instead of F˚p.
To show that a partial connection is a strong FPP, we must define the larger set of allowed unitary
paths Fp ⊃ F˚p so that any path in M starting at C can be derived from a unitary path in Fp. Then
we use the natural pre-connection for Fp to define a pre-connection on ξ(K,N)|M and P (K,N)|M. If the
pre-connection defines a flat projective connection on all of M, then we had a strong FPP connection over
M˚.
For transversal gates (Section 6), the projective connection is naturally defined on a manifold. It makes
sense for this example to choose M˚ =M, so we do not have to deal with partial connections. For toric codes
(Section 7), M˚ is not a manifold and we naturally define only a partial connection. However, we will show
that it is actually a strong FP connection, namely it can be extended to a flat connection on some suitable
M. For more general cases, it might be necessary to resort to weak FPP connections.
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5.3.2. Main conjecture. We now state the main conjecture of the paper:
Conjecture 2. For any set F˚p of fault-tolerant unitary paths that comes from a fault-tolerant protocol,
involving a reference code C and a set F˚ l of fault-tolerant unitary loops, the natural proposals from Sec-
tion 4.4 for pre-connections on M˚ may be extended to a well-defined projective connections in ξ(K,N)|M
and P (K,N)|M when restricted to an appropriately chosen subset M⊃ M˚ of Gr(K,N) and an appropriate
subset of unitary paths Fp ⊃ F˚p; furthermore, these extended connections are projectively flat.
Our examples both produce strong FPPs, so we have phrased Conjecture 2 to say that we will always get
strong FPP connections, but it is possible that in more general cases, it has to be weakened a bit to allow
weak FPPs.
By restricting “parallel transport” to be defined via a properly chosen set F˚p of fault-tolerant unitary
paths in U(N), we believe that the problems noted in Section 4.4.3 vanish, and the pre-connection becomes
an actual (projective) connection. We will show that the conjecture is true for the examples given in Sections
6 and 7. It is quite natural for a fault-tolerant protocol to yield a flat projective connection: A fault-tolerant
protocol should be robust against small deviations from the ideal implementation of the gates, which are
created via evolutions from F˚ l, and a flat projective connection indicates that small distortions of the path
of unitaries F (t) should not change the logical gate. This physical intuition leads us as well to the converse
conjecture, Conjecture 3, which we state in the conclusions section.
5.3.3. Criteria for projective flatness of the proposed (extended) connection on M. The following provides a
useful criterion to determine if the pre-connection defined in Section 4.4 is a flat projective connection.
Criterion 5.1. Let W1,W2 ∈ M be contained in a simply-connected subset N ⊆ M. Suppose that for
any such W1, W2, and N , and any pair of unitary paths U1(t), U2(t) ∈ Fp such that U1(0) = U2(0) = 1,
U1(1)(W1) = W2 = U2(1)(W1), and U1(t)(C), U2(t)(C) ∈ N for all t ∈ [0, 1], and for any initial condition
(C,w) or β in the fibre at W1, we have that
η{U1}(1) = ξ · η{U2}(1),(52)
λ{U1}(1) = ξ · λ{U2}(1).(53)
where ξ is a nonzero complex number. When equation (52) is true, we work with ξ(K,N)|M, and when
equation (53) is true, we work with P (K,N)|M. When both are true, we can work with either bundle. Then
the natural pre-connection on the bundle defines a projective connection on the bundle over M and the
projective connection is projectively flat. If ξ = 1 always, then we have a flat connection rather than a flat
projective connection. When M˚ 6=M, we also have a strong FPP (or FP connection when ξ = 1) on M˚.
Proof. In general, there are many unitaries U such that U(W1) = W2. Two such unitaries U and U
′ differ
by their action on the subspace, U = U ′V , with V ∈ U [W1]. However, when the hypothesis is true, we have
a way to uniquely choose such a unitary U (up to phase ξ) by focusing on subspace paths within N : Suppose
we have two paths γ1 and γ2 within N with the same endpoints, and let U1(t) and U2(t) be lifts of γ1 and
γ2 in Fp respectively, satisfying U1(0) = 1 = U2(0). If U and U ′ are the endpoints of the unitary paths,
U = U1(1) and U
′ = U2(1), then by the hypothesis of the proposition, they must transform the fibre in the
same way (up to a phase), and therefore V = ξ1. If we fix W1 and let W2 vary over N , we get a canonical
choice of U (up to a phase) for all points in N . This canonical choice of U then determines a canonical local
trivialization of the fibre bundle over N . We can then use this local trivialization to define the projective
connection in the obvious way within N , in the sense of horizontal subspaces for the Ehresmann connection.
When ξ = 1, we get a regular (non-projective) connection.
This conclusion holds for any simply-connected N . If N1 and N2 are two simply-connected regions and
N1 ∩ N2 is connected, then N1 ∪ N2 is simply connected as well, and the projective connection is well-
defined on the union.25 In particular, this means the canonical choice of projective connection is consistent
between N1 and N2. By breaking the coordinate chart of M up into simply-connected sets whose pairwise
intersections are connected, we see that the projective connection is well-defined globally. (If M is not
connected, we can treat each connected component separately.)
25For intuition, it suffices to imagine Ni as disks.
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Furthermore, with this condition, the projective connection is projectively flat: Consider a contractible
loop γ based at W1, and let N consist of γ union the interior of γ (the points swept out when we contract γ
to nothing). We can break up γ = γ2 ∗ γ−11 , where γ1 and γ2 are two paths from W1 to some other W2 ∈ N .
Then there exist unitary paths U1(t) and U2(t) realizing γ1 and γ2. By the hypothesis, the paths U1(t) and
U2(t) perform the same parallel transport on any fibre element β (for P (K,N)|M) up to a phase. The loop
γ thus turns β into ξβ. This is true for arbitrary γ, so the projective connection is projectively flat (or flat
if ξ = 1). The same argument works for ξ(K,N)|M as well. 
5.4. Fault-tolerant logical gates and the monodromy groups. If we think of implementing a logical
gate in a real system, we are likely to do so by turning on a Hamiltonian H(t) for some period of time and
then turning it off. That means the gate is not implemented all at once; instead, we perform a path
(54) F (t) = T e−i
∫
t
0
H(t′) dt′ .
In this case, F (t) is a path in F˚p, and since F (0)(C) = F (1)(C) = C by virtue of being a logical gate, F (t)
is in fact a F˚ -loop based at C, namely F (t) ∈ F˚ l.
In cases where Conjecture 2 holds, it follows that if the loop F (t)(C) is homotopically trivial in M, then
it performs a trivial (up to a phase) fibre automorphism on π−1(C). In other words, it performs the identity
logical gate. The non-trivial logical transversal gates correspond to some of the homotopically non-trivial
loops inM, so we can with justice say that all fault-tolerant gates in the set F˚ l are in fact topological. Since
the connections in ξ(K,N)|M and P (K,N)|M are projectively flat, π1(M), the first fundamental group of
M, has a monodromy action on the fibres, given by
ρξ(π1(M, C)) = {η{F}(1) | F (t) ∈ F˚ l}(55)
ρP (π1(M, C)) = {λ{F}(1) | F (t) ∈ F˚ l}(56)
in the two bundles respectively.
As a consequence of Conjecture 2, we obtain the following corollary relating geometry/topology and
fault-tolerant logical gates.
Corollary 5.2.
(57) ρξ(π1(M, C)) = {Logical gates implemented via paths in F˚} = ρP (π1(M, C))
Of course, it is possible that there are topologically non-trivial loops inM that nonetheless give us trivial
logical gates. See Section 6.4.2 and Figure 9 for an example.
6. Example I: Transversal gates
We have seen in Section 2.4 that minimum distance codes (Definition 2.4) and transversal gates (Definition
2.5) work together in a fault-tolerant protocol to protect against s-qudit error models. In this section, we
investigate how they fit into our geometric description of fault tolerance.
6.1. Single-block and multiple-block transversal gates. In the single code block case, we work with
an n-qudit (physical) Hilbert space of the most general form, namely Hphysical =
⊗n
j=1 C
dj where dj is
the dimension of the jth transversal component. Therefore, the total physical dimension is N =
∏n
j=1 dj .
Usually, all dj are the same and are equal to d, but this is not needed for our results.
Often, instead of a single block, we work withM blocks of identical QECCs, each of which is an ((n,K ′, δ))
qudit code C1 with physical qudit dimensions ~D = (D1, D2, ..., Dn). It follows that the total physical Hilbert
space is
(58) Hphysical = (
n⊗
j=1
C
Dj )⊗M ∼=
n⊗
j=1
(CDj )⊗M ,
and the joint code space is C = C1
⊗M ⊂ Hphysical, where each copy of C1 sits in a different tensor factor in
the first decomposition of Hphysical. Transversal gates interact the jth registers CDj of each of the M code
blocks.
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Figure 6. A transversal gate on multiple blocks of a QECC can be considered as a transver-
sal gate on a single block of a QECC with larger physical qudits. Each circle represents a
qudit, and each row represents a block of the code. We group together qudits in the same
column to make the larger qudits. The jth qudits from the various code blocks are interacted
together in a transversal gate, so a transversal gate can also be viewed as acting separately
(as a tensor product) on the individual larger qudits.
It will prove convenient to view M blocks of identical QECCs as a single QECC with larger qudits, as
shown in Figure 6. To do this, we use the second tensor product decomposition Hphysical =
⊗n
j=1(C
Dj )⊗M
and view each transversal component (CDj )⊗M as a new qudit of dimension dj = D
M
j . This way, we obtain
a single ((n,K, δ)) qudit QECC C with physical qudit dimensions ~d = (d1, d2, ..., dn) and K = K
′M . Since
the physical Hilbert space dimension for each code block C1 is N
′ =
∏n
j=1Dj , the joint physical Hilbert
space dimension of the M blocks is N = N ′M . Note that the distance δ and the number n of qudits needed
remain unchanged, although the size of the qudits has changed.
A transversal gate on M blocks of the code C1 therefore acts in the form
⊗
Uj, where each tensor factor
acts on the dj-dimensional j
th qudit of the new code V . Therefore, in the following sections, it is sufficient
to confine our attention to single-block transversal gates. Given instead multiple blocks of identical QECCs,
we shall automatically define C, ~d, K and N as above.
6.2. F and M for transversal gates.
6.2.1. Definitions of F and M. When we consider fault-tolerant transversal gates, the natural set of allowed
unitaries are simply the transversal gates:
(59) F =


n⊗
j=1
Uj
∣∣∣∣ Uj ∈ U [Cdj ]

 .
The set F is a compact Lie subgroup of the full unitary group U(N). We define the set Fp of allowed/fault-
tolerant unitary evolutions to be all piecewise smooth paths in F . It is easy to see that F is F -path-connected
to the identity 1.
In Conjecture 2, we mention the subset M of the Grassmannian where we may hope to establish a flat
projective connection for the restriction vector bundle ξ(K,N)|M and the restriction principle U(K)-bundle
P (K,N)|M. For transversal gates, when C is the initial code space, we can define M as:
(60) M = M˚ := F(C) = {F (C) | F ∈ F} ⊂ Gr(K,N).
Since M˚ is already a nice and “big enough” manifold, we can let M = M˚ for transversal gates.
Proposition 6.1. If C,C′ ∈M, then the distance of C′ is the same as the distance of C.
Proof. For a pair of codes C,C′ ∈ M, by the definition of M, ∃U ∈ F such that U(C) = C′. Let δ(C)
be the distance of C and δ(C′) the distance of C′. We prove that δ(C′) ≥ δ(C) by showing, according to
Definition 2.4 of code distance, that for any Pauli E′ of weight less than δ(C), |ψi〉 and |ψj〉 orthonormal
codewords in the code C′, 〈ψ′i|E′|ψ′j〉 = f ′(E′)δij for some function f ′ independent of i and j.
The key observation is that, for any Pauli E′ of weight less than δ(C) and any U ∈ F , U †E′U acts on the
same physical qudits as E′ did, and therefore, we can write U †E′U =
∑
m cmEm, where each Em is a Pauli
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operator of weight < δ(C). Then the conclusion follows easily from the definition of distance (Definition 2.4):
〈ψ′i|E′|ψ′j〉 = 〈ψi|U †E′U |ψj〉(61)
= 〈ψi|
∑
m
cmEm|ψj〉 =
∑
m
cm〈ψi|Em|ψj〉(62)
=
∑
m
cmf(Em)δij = f
′(E′)δij(63)
if we let f ′(E′) :=
∑
m cmf(Em). Here, |ψi〉 and |ψj〉 are orthonormal codewords in the code C, and f(Em)
the functions that would appear in Definition 2.4 of code distance for the code C. 〈ψ′i|E′|ψ′j〉 = f ′(E′)δij for
any Pauli errors of weight less than δ(C) means that δ(C′) ≥ δ(C).
A similar argument, namely by switching the roles of codes C and C′, gives us δ(C) ≥ δ(C′). Therefore,
we have δ(C) = δ(C′).

Remark 7. The Lie group F acts on Gr(K,N), and partitions it into orbits. The orbit of C under F isM.
We can get very different submanifolds M from different codes C. In particular, for two codes of different
distance, the submanifolds corresponding to them will always be non-intersecting. It is also possible that
two codes of the same distance are contained in disjoint F orbits. Of course, not all the F orbits are equally
interesting from the point of view of quantum error correction. Many will contain codes of distance 1, and
as such are not even able to detect a single error. Of the remaining F orbits, some will have larger distance
than others. Also, some families of codes are more easily “constructible”26 than others.
6.2.2. Various subgroups of F or U(n) and quotients thereof. Here we define a few subgroups of F which we
will use later.
Fix an ((n,K)) QECC C, and let N =
∏n
j=1 dj . Let P be the projector from C
N onto the code space C.
Define the set L of logical unitary operators as
(64) L := {U ∈ U(N) | (1− P )UP = 0}
This is the same as the condition that a unitary operator U ∈ L iff U(C) = C. Lemma 1 of [8] says that L
forms a group.
The set of FL of fault-tolerant logical unitary operators, or in this case transversal logical unitary operators,
is given by the intersection
(65) FL := F ∩ L.
There is a similar but slightly different definition of logical operators in the literature, which we shall
call effective logical operators in this work. When restricted to within the unitary group U(N), the effective
logical unitary operators are given by
(66) L := L
/
(U1 ∼ U2 if ∃ ξ ∈ C× s.t. U1(x) = ξU2(x) ∀x ∈ C) = L
/
L(C⊥) ,
where L(C⊥) is defined as
(67) L(C⊥) := {U ∈ L | U(ei) = ξ · ei for all 1 ≤ i ≤ K; where ξ ∈ C, |ξ| = 1 independent of i}.
Here, {ei}Ni=1 is an orthonormal basis for Hphysical extending a fixed basis {ei}Ki=1 for C.
Similarly, let us introduce the physical notion of the set of effective fault-tolerant logical unitary operators,
(68) FL := FL
/
(F1 ∼ F2 if ∃ ξ ∈ C× s.t. F1(x) = ξF2(x) ∀x ∈ C) = FL
/
FL(C⊥) ,
where
(69) FL(C⊥) := F ∩ L(C⊥) ⊆ FL.
The sets FL(C⊥) and L(C⊥) so obtained do not depend on the choice of basis. It is an easy-to-check fact that
the set FL(C⊥) is a closed subgroup of FL. Therefore, by Cartan’s theorem, FL(C⊥) is a Lie subgroup and
FL is at least a coset space. Furthermore, FL(C⊥) is normal in FL: Any unitary g ∈ FL fixes the codespace
26An example of being relatively constructible is if a code C has a relatively simple encoding circuit, then the F orbit
containing C will contain codes which have similar constructibility.
33
C, that is, it acts independently on C = span(e1, ..., eK) and on C⊥ = span(eK+1, ..., eN ). Therefore, if F
satisfies F |C = ξ1 and F ′ = gFg−1, then F ′|C = ξ1 as well. (FL(C⊥) is a normal subgroup of FL but is not
a normal subgroup of F .) We deduce the following proposition.
Proposition 6.2. FL(C⊥) is a normal Lie subgroup of FL, and so the quotient FL = FL/FL(C⊥) has the
structure of a Lie group.
Let us comment further on the physical interpretation of the quotient in equation (68). The set FL(C⊥) is
analogous to the notion of stabilizer for stabilizer codes, whereas the set FL is analogous to the normalizer.
So these two sets are very naturally defined and important in the quantum information context. Their
quotient is analogous to the set of “logical operators” in the context of stabilizer code, which corresponds
as we see to the effective version in our language. In particular, FL is the set of distinct logical operations
that can be implemented with transversal gates on the code C.
6.2.3. Manifold structure ofM for transversal gates. The setM for transversal gates was defined in equation
(60). Here we show that M has a manifold structure.
From the definition of FL by equation (65), we see that there is the set inclusion FL ⊂ F . Let us rephrase
M in terms of these two sets of operators. Consider the action of F on the Grassmannian manifold Gr(K,N).
Since M is the orbit of C under this F action and FL is the stabilizer of C under the same action, we have
(70) M≃ F /FL .
Next, we set out to establish the fact that FL is a Lie subgroup of F . Lemma 2 of [8] reads: The
logical operators contained in a Lie group of unitary operators form a Lie subgroup. Namely, if A is any
Lie subgroup of U(N), then AL := A ∩ L is a Lie subgroup of A. Since F is a Lie group, it follows that
FL = F ∩ L is a Lie subgroup of F .
Combining this fact with equation (70), we immediately establish that M is isomorphic to a coset space
for a Lie subgroup FL inside a Lie group F , and therefore by Cartan’s theorem, M inherits the manifold
structure of the coset space, culminating in the next theorem.
Theorem 6.3. M is a submanifold of the Grassmannian manifold Gr(K,N).
We write ιM :M→ Gr(K,N).
6.3. Establishing the flat projective connections on the restriction bundles. Here, we try to sub-
stantiate the claim that the pullback along ιM of the pre-connections defined by F , as proposed in Sections
4.4.1 and 4.4.2 for ξ(K,N) and P (K,N) respectively, indeed become flat projective connections when we
take F to be the set of transversal gates and M as defined by equation (60). We adopt some arguments
from [8] to help us establish this claim.
The proof revolves around the set
(71) C := The connected component of the identity in FL,
which also plays an important role in [8].
The following lemma is the main step of the proof of Theorem 1 in [8], and also provides the main result
we need in order to prove that the proposed pre-connection is a flat projective connection on M:
Lemma 6.4. The identity connected component C of FL acts projectively trivially, namely by ξ · 1, on any
code C with distance ≥ 2.
Note that we have the following inclusions:
(72) C ⊂ FL(C⊥) ⊂ FL ⊂ F .
The second set inclusion was shown to be a Lie subgroup inclusion in Proposition 6.2, and the third inclusion
is also a Lie subgroup inclusion as argued in the discussion leading up to Theorem 6.3. C is a Lie subgroup
of FL, so this is a sequence of inclusions of Lie subgroups of U(N). Each has an interpretation in terms of
loops, as given in Table 1, which provides us with clearer intuition of the role played by these groups.
The main step in our proof of Theorem 6.5 will be to establish the first row of Table 1 using Lemma 6.4.
Rows 3 and 4 of the table are more or less by definition. The term stabilizer homotopy class in Row 2 of
the table makes sense once the homotopy class dependence of fibre automorphism demonstrated by Row
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Restricted action of
subgroups of U(N) on C Is realizable on the fibre π−1(C) in ξ(K,N)|M or P (K,N)|M as
C {Automorphisms of π−1(C) induced by all F -loops in the bundle lifting the
contractible C-based loops in M}
FL(C⊥) {Automorphisms of π−1(C) induced by all F -loops in the bundle lifting all
stabilizer homotopy classes of C-based loops in M}
FL {Automorphisms of π−1(C) induced by all F -loops in the bundle lifting
arbitrary C-based loops in M}
F {Fibre transformations π−1(γ(0) = C)→ π−1(γ(1)) induced by all arbitrary
F -paths γ(t), t ∈ [0, 1] in the bundle}
Table 1. Correspondences between subgroups of U(N) and homotopy classes in M
1 of the table has been established. In fact, we can take Row 2 of Table 1 as its definition. Namely, the
stabilizer homotopy classes of loops in M refer to those homotopy classes whose lifts to an F -loop in the
restriction bundle(s) always yield a projectively trivial fibre automorphism, that is, it transforms the fibre
by only a complex phase. For example, in Figure 9, the loop marked “stabilizer generator” would produce
an automorphism in Row 2, and the loops marked “logical X” and “logical R3” give automorphisms in Row
3. We do not prove Rows 2, 3 and 4 in this paper.
Theorem 6.5 (Flat projective connections in ξ(K,N)|M and P (K,N)|M for transversal gates). Let C be
a QECC with distance ≥ 2, F the set of transversal gates as given by equation (59), and M = F(C) as
defined by equation (60). Then the pre-connections proposed in Sections 4.4.1 and 4.4.2, for ξ(K,N)|M
and P (K,N)|M respectively, both become well-defined projective connections in the case of transversal gates;
furthermore, the projective connections are projectively flat.
Proof. Let
I := {Automorphisms of π−1(C) induced by all F -loops in the bundle lifting(73)
the contractible C-based loops in M}.
Using Lemma 6.4, we can reduce the proof of Theorem 6.5 to the following claim:
(74) C|C = I,
interpreting Row 1 of Table 1. Actually, only C|C ⊃ I is needed for the proof of Theorem 6.5, but below we
shall prove both directions of inclusion.
Here is how the reduction works: Given the claim and Lemma 6.4, we can quickly prove the theorem
using Criterion 5.1. Consider any simply-connected subset N of M. If two unitary paths U1(t) and U2(t)
induce paths γ{U1} and γ{U2} in N with the same endpoints W1 and W2, then the concatenated path
γ = γ{U1} ∗ (γ{U2})−1 is a loop. Since N is simply connected, γ is homotopically trivial. By the claim of
C|C ⊃ I, it induces an automorphism of C in C. But by Lemma 6.4, C only contains projectively trivial
maps. Therefore, η{U1}(1) = ξ ·η{U2}(1) and λ{U1}(1) = ξ ·λ{U2}(1). Thus, the conditions of Criterion 5.1 are
satisfied for either ξ(K,N)|M or P (K,N)|M, and the projective connection is well-defined and projectively
flat.
We thus only need to prove the claim of equation (74).
First, we try to establish C|C ⊂ I. Suppose F ∈ C. Since C is the connected component of the identity in
the Lie group FL, there exists an FL-path F (t) connecting F to the identity 1. Here, an FL-path is defined
analogously to an F -path, except that every point F (t) in the path now belongs to the subset FL ⊂ F .
We have F (0) = 1 and F (1) = F . This path F (t) projects to the constant path γ(t) = C in M because
F (t) ∈ FL for all t, and the constant loop is homotopically trivial. Thus, F |C is realizable as a π−1(C) fibre
automorphism for the homotopically trivial loop γ(t) = F (t)(C) induced by the F -loop F (t), so C|C ⊂ I.
Now we show that C|C ⊃ I. Suppose F (t) is an F -loop in F such that γ(t) := F (t)(C) is a homotopically
trivial loop in M, in other words, F (t) induces a π−1(C) fibre automorphism in the set I. From the fact
that F (0) = 1 and γ(t) is homotopic to the constant loop C, we want to show that F (1) is in C, namely
that F (1) can be connected to 1 via a path in FL. Let’s denote such a homotopy by H(t, s) where s ∈ [0, 1],
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lifts to
C
H(t, 1)
γ(t) = H(t, 0)
in M:
1
F (t) = H˜(t, 0)
θ1(s) = H˜(0, s)
θ2(t) = H˜(t, 1)
θ3(1− s) = H˜(1, s)
in F :
Figure 7. The homotopy H(t, s) on M and the lifted homotopy H˜(t, s) of paths in F .
H(t, 0) = γ(t) and H(t, 1) = C is the constant path. Since F (t) is a lift of γ(t) = H(t, 0) from the space
M ⊂ Gr(K,N) to the space F ⊂ U(N), by the homotopy lifting property [26] (which always holds for the
projection from a Lie group onto a quotient thereof) for the projection p : F → F /FL ≃M, we can lift the
homotopy H(t, s) of based loops in M to a homotopy H˜(t, s) of paths in F such that H˜(t, 0) = F (t) and
p(H˜(t, s)) = H(t, s). See Figure 7. In particular, θ2(t) := H˜(t, 1) is a path in FL because H(t, 1) = C; also
θ1(s) := H˜(0, s) and θ3(1− s) := H˜(1, s) are paths in FL because H(1, s) = C = H(0, s). Concatenating the
paths θ1 ∗ θ2 ∗ θ3 in FL, we see that θ3(1) = H˜(1, 0) = F (1) is path-connected to θ1(0) = H˜(0, 0) = F (0) = 1
in FL. So, F (1) is in C, and we have C|C ⊃ I.
This establishes the claim C|C = I, completing the proof of the theorem.

6.4. Implications on fault-tolerant logical gates.
6.4.1. Logical gates and π1(M). Since we have established a flat projective connection in the bundles
ξ(K,N)|M and P (K,N)|M in the case of transversal gates, Corollary 5.2 applies and says that:
(75) ρξ(π1(M, C)) = {Logical gates implemented via paths in F} = ρP (π1(M, C))
Equation (75) relates the fault-tolerant logical gates to two monodromy representations of the fundamental
group of M, as part of our general theory of geometric fault tolerance. It also tells us that the logical gates
are associated with the homotopy classes π1(M, C).
Equation (75) does not guarantee that each logical gate is associated with a unique homotopy class.
However, we note the following:
Proposition 6.6. In the case of transversal gates,
(76) π1(M, C) = π0(FL/U(1)).
Proof. We will define a map Ψ : π1(M, C)→ π0(FL/U(1)). The zeroth fundamental group π0(FL/U(1)) ≃
π0(FL) is the set of connected components of FL/U(1) (which is equal to the set of connected components of
FL). Choose one distinguished component F (0)L of FL, for instance the component containing the identity. A
loop γ(t) based at C in M≃ F/FL lifts to unitary paths F (t) which begin and end in FL ⊂ F , because FL
is the set of unitaries in F that fix C. Given some homotopy class [γ] of M (i.e., an element of π1(M, C)),
choose a loop γ(t) inM based at C and lift it to a path F (t) that begins in F (0)L . Let F (1)L be the component
of FL containing F (1). Then we define Ψ([γ]) := F (1)L . We show below that this map is well-defined and
that it is an isomorphism.
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F (0)L
F (1)L
Figure 8. Two paths that start and end in same connected components of FL (shaded
areas) can be put together with paths in FL to form a closed loop. Since π1(F) = 0, the
loop is contractible and therefore projects to the trivial homotopy class inM. Thus the two
paths project to the same homotopy class in M.
The second part of the proof of Theorem 6.5 shows that a homotopically trivial loop in M lifts to a path
F (t) in F that is homotopically equivalent (in F) to a path that lies completely within FL. In fact, essentially
the same argument using the homotopy lifting property shows that if γ and γ′ are any two homotopic loops
in M and F (t) is a lift of γ to F , then F (t) is homotopic in F to some lift F ′(t) of γ′, that F (0) and F ′(0)
are connected by a path within FL, and that F (1) and F ′(1) are connected by a path within FL. The only
difference in the argument is that H(t, 1) = γ′(t) instead of being a constant path. The resulting situation
is shown in Figure 8.
Furthermore, any pair of lifts F0(t) and F1(t) of a loop γ in M which start in the same component of FL
also end in the same component of FL: Suppose first that F0(0) = F1(0). Then the path F−10 ∗ F1 is a lift
of the homotopically trivial loop γ−1 ∗ γ, and by the argument in the proof of Theorem 6.5, the lifted path
is homotopically equivalent to a path lying completely within FL. In particular, there is a path within FL
between F0(1) and F1(1), so they are in the same component of FL. If F0(0) 6= F1(0), but they are in the
same component of FL, then they are connected by a path G(t) and we can consider F−10 ∗G ∗ F1 instead
of F−10 ∗ F1.
As a consequence, given a particular homotopy class ofM, the lift of any path from it that starts in F (0)L
will end in a particular connected component F (1)L of FL. The same statement holds if we work with F/U(1)
and FL/U(1). Therefore, Ψ is well defined.
Because F/U(1) =⊗SU(dj) is simply connected, the converse is also true: Two paths in F/U(1) that
start and end in the same connected components of FL/U(1) are homotopic in F , so they project down to
the same homotopy class in M, as illustrated in Figure 8. Therefore Ψ is one-to-one. Given any component
F (1)L of FL ⊂ F , we can choose a path F (t) with F (0) ∈ F (0)L and F (1) ∈ F (1)L , and get a path γ(t) in M
by projecting. This shows that Ψ is onto. Thus, the homotopy classes of M correspond precisely to the
connected components of FL/U(1). That is, π1(M) = π0(FL/U(1)). 
By the result of [8], FL/U(1) is discrete whenever the QECC C has distance at least 2, and thus
π0(FL/U(1)) = FL/U(1). Therefore, the homotopy classes of loops in M exactly correspond to the fault-
tolerant logical unitary operators (up to global phase). However, the effective fault-tolerant logical unitary
operators might be a smaller set, as some non-contractible loops in M might perform different unitary op-
erations on all of CN but might have the same monodromy action on the fibre C, and hence perform the
same logical operation.
6.4.2. Transversal gates example: The five-qubit code. In principle, it might be possible to study the manifold
M associated with a particular code C, determine π1(M, C), and use that to figure out the set of possible
logical transversal gates for C. In practice, however, this seems to be quite difficult to do. At the moment,
the only way we know to figure out the topology of M is to study the transversal gates of C using other
methods and then use Theorem 6.5 to tell us about M. In this section, we will give an example of this for
a single block of the five-qubit code [17, 3].
The five-qubit code is a stabilizer code, so all unitaries in the stabilizer S preserve the code space and
perform the logical identity operator. Furthermore, elements of N(S), the set of Paulis that commute with
the stabilizer, also preserve the code space. The cosets N(S)/S correspond to distinct effective logical
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stabilizer
generator
logical X
logical R3
Figure 9. A cartoon of M for single-block transversal gates for the 5-qubit code. The
actual M is 15-dimensional, which is hard to visualize, so instead we draw a 2-manifold
with a fundamental group with the same number of generators.
operations; in fact, N(S)/S in this case is isomorphic to the logical Pauli group. The five-qubit code has two
additional logical transversal gates R3 and R
2
3 [10]. R3 is a Clifford group operation that, under conjugation,
maps X 7→ Y , Y 7→ Z, and Z 7→ X , and on the five-qubit code, the logical R3 gate can be performed
transversally via R⊗53 , i.e., by performing the physical R3 gate on each qubit of the code. For the five-qubit
code, there are no non-Clifford transversal gates that preserve the code space [22].
The generators of FL for the five-qubit code are therefore the generators of N(S) plus R3. N(S) has 6
generators — 4 stabilizer generators plus generators corresponding to the logical X and logical Z.27 Because
FL/U(1) is a discrete group in this case (as the five-qubit code has distance ≥ 2), each of the seven generators
of FL/U(1) corresponds to a generator of π1(M). The monodromy representation of π1(M) on ξ(K,N) has
an image FL with 3 generators X , Z, and R3. The 4 stabilizer generators correspond to non-trivial loops in
M (generators of π1(M)) that nonetheless have trivial holonomy on ξ(K,N); these loops generate FL(C⊥).
7. Example II: Toric codes and string operators
In Section 6, we studied the restriction fibre bundles for transversal gates acting on QECCs with a fixed
distance. We claim that we can build a similar picture for string operators acting on the toric code [14] while
preserving the number of each type of defects. Some crucial features in this case will be different from those
for transversal gates and are very much worth noting. At the end of this section, we describe how to apply
the same picture for Kitaev’s quantum double model based on any finite gauge group G or for more general
Levin-Wen string net models.
Note that the toric code is a QECC of distance about
√
N , and the string operators we will be working
with are transversal operations. Therefore, the fibre bundle picture from Section 6 would be a valid way of
understanding these gates. However, in this section we will develop a different picture that emphasizes the
geometric structure of the toric code and can be generalized to other topological codes.
We focus on the case of the toric code with a number of defects, and fault-tolerant gates performed by
moving the defects on the torus. As we shall elaborate in this section, a defect can be moved a small distance
using gates acting only locally, making this an appropriate set of fault-tolerant gates for the toric code and
the 2D (s, t)-geometrically local error model, as discussed in Section 2.5.
The details of this construction are fairly complicated, but we can outline the main ideas quickly. The
ultimate goal is to construct M, a subset of Gr(K,N) which is isomorphic to the configuration space of
some number of points (which come in two species) on the torus, and we impose an additional “hard-core”
constraint that the points (known as “defects”) are not too close together. That is, we wish to associate
to each defect configuration a subspace of the Hilbert space. The toric code gives a standard way to do
this when the defects lie on any of the points of some standard lattice (for one species of point) or the
dual lattice (for the other species), defining a quantum error-correcting code for each such configuration of
defects. To associate a subspace with a configuration not of this form, we interpolate between the standard
quantum codes, defining a QECC whose codewords are superpositions of standard toric codes with defect
27The logical R3 is not performed using Pauli operators and is therefore not in N(S).
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configurations close to the desired one. We also define geometrically local unitary operators that relate
subspaces associated with similar defect configurations. This produces a continuous space M ⊆ Gr(K,N)
and allows us to show that M is flat.
In Sections 7.1 and 7.2, we introduce the toric code with defects and the standard method of moving
defects around via string operators. In Section 7.3, we show how to do the interpolation to move defects
continuously on the edges of the graph, and in Section 7.4, we extend this to allow defects to be moved to
any location on the surface of the torus. We use this to define the desiredM and show that it is isomorphic
to the configuration space of the defects (subject to the hard-core condition). Ultimately this enables us to
show in Section 7.5 that we can apply the picture developed in Section 5, getting a flat connection for the
two usual fibre bundles over M. In Sections 7.6 and 7.7, we comment on a few aspects of the construction.
Finally, in Section 7.8, we show how to apply the construction to other topological models, including many
with non-Abelian anyons.
7.1. The toric codes and the string operators.
7.1.1. The toric codes. Let us fix a square lattice Γ on (and “covering”) a genus-g torus Tg. Now imagine
having one qubit sitting at each edge in the edge set E, with its own computational basis {|0〉, |1〉}. As
introduced by Kitaev [14], the total physical Hilbert space of the quantum system for the toric code is
(77) Hphysical =
⊗
e∈E
(C2)e = C
N
where N = 2|E|. Let ~β = {β1, ..., β|E|} be a fixed ordered collection of qubit computational bases, one for
each edge Hilbert space C2.
Then the toric code CK refers to the ground state subspace for the following Hamiltonian:
28
(78) HK = −
∑
v∈V
Av −
∑
f∈F
Bf
where V and F are the sets of vertices and faces, respectively, for the graph Γ, Av acts on the four edges
meeting at a vertex v by
(79) Av = X ⊗X ⊗X ⊗X
and Bf acts on the four edges around a face f by
(80) Bf = Z ⊗ Z ⊗ Z ⊗ Z,
where the Pauli operators X and Z are defined with respect to the fixed bases ~β for the physical qubits.
Let nv and nf be two even non-negative integers. We can consider a modified toric code or toric code
with defects CK(Sv, Sf), where Sv = (v1, · · · , vnv ) and Sf = (f1, · · · , fnf ) are sets of vertices and faces
respectively. The code CK(Sv, Sf ) is defined as the ground state subspace of the modified Hamiltonian
(81) H(Sv, Sf ) = −
∑
v∈V \Sv
Av −
∑
f∈F\Sf
Bf +
∑
v∈Sv
Av +
∑
f∈Sf
Bf .
The Hamiltonian H(Sv, Sf ) always has the same ground state degeneracy as the Hamiltonian HK . For
example, if we work with the genus-1 torus T1, the dimension of CK(Sv, Sf ) is always K = 4 for any legal
(nv, nf) or (Sv, Sf ) and regardless of our choice of the lattice. For our present discussion, we work with a
fixed lattice Γ. Suppose, for a moment, we choose the lattice Γ on the torus T1 to be a square lattice of
size L × L; then the total Hilbert space dimension is N = 2L(L− 1). This can be derived by counting the
number of distinct edges, horizontal and vertical, as in [7]. Therefore, with this special choice of Γ, we are
working with the Grassmannian Gr(K,N) = Gr(4, 2L(L − 1)). In general, however, the number N varies
with different choices of the lattice even for the same torus, while the number K is lattice-independent. If
we fix the lattice Γ as well as the torus Tg, as is the assumption in this paper, then both K and N will be
fixed for any legal choice of the pair (Sv, Sf ).
Physically, the number nv represents the number of primal defects (which live at the vertices of Γ specified
by Sv) whereas nf represents the number of dual defects (which live on the faces of Γ specified by Sf ). In
28All subscripts K in this section stand for Kitaev model, of which the toric code is a special case.
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Figure 10. An X-string operator (red, through faces) and a Z-string operator (blue,
through vertices) for the toric code. Note that in this example, the X-string operator
consists of two disconnected pieces.
particular, the original code CK is just CK(Sv, Sf ) for nv = 0 = nf and it is the unique four-dimensional
subspace that corresponds to having no defects of any type, given a fixed graph Γ on the genus-g torus Tg.
It is also helpful to think about the dual lattice:
Definition 7.1. Let Γ be a graph embedded in a 2-manifold. The dual graph Γ¯ is a graph whose vertices
are the faces of Γ. Γ¯ has an edge between two of its vertices if and only if the two corresponding faces of Γ
share an edge of Γ. The faces of Γ¯ are thus the vertices of Γ.
Based on this definition, we can see that the primal defects can equivalently be thought of as living on
the faces of the dual graph Γ¯ and dual defects living on the vertices of Γ¯.
7.1.2. The string operators. A string operator F on Hphysical =
⊗
e∈E(C
2)e is just a tensor product of Pauli
operators or the identity operator on the individual qubits, along with one of the phases {1, i,−1,−i}. It
can be written as
(82) F = ξ ·O1 ⊗ · · · ⊗O|E|
where each Oi is an operator acting on the i
th qubit and is chosen from the set {1, X, Y, Z}, whereas ξ is
a phase factor from the set {1, i,−1,−i}. In the case where Oi = Y , we can use equation (4) to rewrite
Oi = Y = iXZ as a product of X and Z, hence we can product decompose the whole string operator F
into, for example, ξ′ ·FXFZ where the operator FX is a tensor product of purely X and 1, FZ purely Z and
1, and ξ′ ∈ {1, i,−1,−i} a new phase factor. Alternatively, since X and Z anticommute, that is,
(83) XZ = −ZX,
we can equally well write a general string operator F as ξ′′ · F ′ZF ′X .
Now, why do we call these simple tensor products of Pauli operators the string operators? This is because
we usually represent the physical qubits as edges on a graph, and we like to represent the action of a nontrivial
Pauli operator on a qubit by “darkening” that edge. When a bunch of edges, especially some geometrically
connected ones, are darkened, they tend to look like a bunch of strings living on the lattice, as in Figure 10. If
we try to represent a string operator F by darkening or coloring the graph Γ, in general it might appear that
we will need 3 colors, one for each of X,Y and Z (plus 1 lighter or default shade for the identity operator).
However, after we decompose F into the form ξ · FXFZ , we only need 2 colors, one to color the edges upon
which FX acts nontrivially (by X), and the other to color the edges where FZ acts nontrivially (by Z). We
call the string operator corresponding to FX an X-string operator, and the string operator corresponding
to FZ a Z-string operator. We typically think of the Z-string operators as living on the edges of Γ and the
X-string operators as living on the edges of the dual lattice Γ¯, because X-string operators produce defects
on faces of Γ; this also avoids the possibility of needing color a single edge with both colors.
7.2. Discrete-time evolutions and the discrete configuration space C
HC,(nv ,nf )
K . If we want to do
computation with the toric codes, we must introduce dynamics to the quantum system. This is done, for
example, by introducing a time flow to the standard string operators, representing the order in which the
operations are done. This has a natural interpretation in terms of moving defects around on the torus, or
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creating or annihilating pairs of defects. We begin by defining a discrete time flow below, then we extend it
to a continuous time flow in Section 7.3.
7.2.1. Discrete-time string evolutions. Let’s think about how we are going to apply a string operator F . We
could apply it all at once, namely instantaneously. However, the usual strategy for gates in a topological code
is to move defects around in a geometrically local fashion. Therefore, we want to think about the toric code
in the context of an (s, t)-geometrically local error model. For such an error model, a large string operator
could create a large cluster of errors.29 To implement a string operator fault-tolerantly, we should therefore
grow the string operators slowly — perform a small string operator, then stop and do error correction, then
continue with a second small string operator, and so on, until we have built up the full string operator we
wish to perform.
For the moment, let us imagine that we have a specific fixed way to implement the Pauli operators X and
Z on every qubit e ∈ E, and furthermore let us make the temporary simplification that the implementation
of a single-qubit X or Z is instantaneous. (We will relax this assumption shortly.) To introduce a discrete
time flow, we are then just talking about specifying an order in which to implement the Oi’s for a general
string operator F = ξ · O1 ⊗ · · · ⊗ O|E|. We call a string operator with a specified discrete-time flow a
discrete-time string evolution, whose formal definition is given as follows:
Definition 7.2. A discrete-time string evolution is a sequence (P1, . . . , Pl), where each Pi is either X or
Z acting on a single qubit. Equivalently, we can represent a discrete-time string evolution as a sequence
(ak)k=1,l, where each ak denotes either a primal edge (an edge of the lattice Γ) expressed in the form of ek
or a dual edge (an edge of the dual lattice to Γ) in the form of e¯k. To convert such a sequence (ak)k=1,l to
an ordered application of Pauli operators, we simply interpret an element ek in the sequence as “apply the
Pauli Z operator to the primal edge ek”, and we read an element e¯k as “apply the Pauli X operator to the
dual edge e¯k”. Then we compose the sequence of Pauli operators in the order Pl ◦ · · · ◦ P1. A discrete-time
string evolution (ak)k=1,l is said to realize the string operator F if Pl ◦ · · · ◦ P1 = F .
There are a couple of points to note about this definition. First, we do not insist that all the edges in the
sequence be distinct. It is allowed to have edge e or e¯ appear multiple times in a sequence, as in Figure 11.
Second, this particular evolution results in a particular choice of phase for the string operator F .30
At each step in a discrete-time string evolution, we perform a single Pauli operator. It is standard to view
string operators as a means to transport defects, as in for example [7]. A Z string segment transports a
primal defect from one end of the string to the other and an X string segment (on the dual lattice) transports
a dual defect from one of its ends to the other. A discrete-time string evolution fills out this picture, giving
us a history of the process in which one defect hops by one edge at each time step. When a primal edge e
is performed on a configuration with a primal defect at one end of the edge, the defect hops to the other
end of e, and similarly a dual edge e¯ causes a dual defect to hop from one end of the dual edge to the other.
When e is performed on a configuration where there are no defects at either end of e, it instead creates a
pair of primal defects at its ends, and when e is performed on a configuration with primal defects at both
ends, it causes the two defects to annihilate. Similarly, a dual edge e¯ can create or annihilate pairs of dual
defects. Primal edge operators have no direct effect on dual defects and dual edge operators have no direct
effect on primal defects, but in both cases, there may be some global effect on the phase of the overall string
operator.31
We can interpret a discrete-time evolution acting on a code CK(Sv, Sf ) as a rectilinear tangle. An example
is shown in Figure 11. However, normally we define tangles only up to isotopy, and we are explicitly not
doing that here. Instead, we insist the tangle has, at each time step, only a single thing happening: one
strand moves by one step, a cup (creation of a pair of defects), or a cap (annihilation of two adjacent defects).
Isotopic tangles will realize the same string operator (or at any rate, ones that are equivalent in that they
29In fact, for the toric code, the string operators are also transversal gates, so they do not actually produce large clusters.
However, for more general topological codes, the string operators are not tensor products. The point really is to come up with
an approach that still works for the general topological code.
30However, only the two phases corresponding to real string operators can be achieved in this way; i.e., phase ±1 if the
number of Y tensor factors in the string operator is even and phase ±i if the number of Y factors is odd.
31In Kitaev models with non-abelian anyons, the phase could be replaced by a unitary on the code space.
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Figure 11. An example of a tangle. This example cannot be realized as a verified discrete-
time string evolution, since there are two events where defects annihilate and one where a
pair of defects is created.
have the same action on CK(Sv, Sf )), but represent different discrete-time string evolutions. Thus, there is
not a unique discrete-time string evolution realizing a given string operator.
7.2.2. Verified string operators and evolutions. One annoyance with discrete-time string evolutions as defined
in Definition 7.2 is that the same evolution can correspond to very different tangles depending on the initial
state. For instance, the single Pauli Z applied to primal edge e can move a primal defect along the edge
e (in either direction), it can create a pair of defects (a cup), or it can annihilate a pair of defects (a cap).
We prefer to work with a more controlled Hilbert space, so we instead work with slightly more complicated
unitary operators:
Definition 7.3. Let Zi be the unitary operator that performs Zi if there is exactly one primal defect on one
of the vertices of the edge e corresponding to qubit i and performs 1 if there are zero or two primal defects
on the vertices of e. Similarly, let Xi be the unitary operator that performs Xi if there is exactly one dual
defect on the one of the dual vertices of the dual edge e¯ corresponding to qubit i and performs 1 otherwise.
We can also let Y i = iXZ, but we will not generally need to use this operator. We call Xi, Y i and Zi the
verified Pauli operators because they first check that a defect is present before moving it.
We can then define a verified discrete-time string operator as a tensor product of verified Pauli operators
with phase ±1 or ±i, just replacing the usual Paulis in a string operator with verified Paulis. Similarly, a
verified discrete-time string evolution is a sequence of verified X and Z Pauli operators. A verified discrete-
time string evolution realizes a verified discrete-time string operator in just the same way as a discrete-time
string evolution realizes a regular string operator.
Note that verified string evolutions cannot create or annihilate pairs of defects, so at the end of a verified
discrete-time string evolution, the numbers and types of defects are just the same as in the initial configuration
of defects. Only the positions have changed. Thus, a tangle realized by a verified discrete-time string
evolution cannot have any “cups” or “caps” in it. For instance, the tangle in Figure 11 cannot be realized
in this way.
If the qubit i is on edge e with vertices v and v′, the verified Pauli is
(84) Zi =
1
4
[(1−Av)(1 +Av′) + (1+Av)(1−Av′)]Zi + 1
4
[(1 +Av)(1 +Av′) + (1−Av)(1− Av′)]1.
This can be realized by acting on the qubit i and the six other qubits adjacent to v and v′. Similarly, Xi
can also be realized by acting on 7 qubits. Also note that Z
2
i = X
2
i = 1.
7.2.3. Hard-core discrete-time string evolutions. Our next step is to restrict attention to verified discrete-
time evolutions which respect a “hard-core” condition at all times. In particular, we insist that at all times,
the defects in the code are separated by a minimum separation s ≥ 3. We count s in terms of lattice distance,
so lattice points (x, y) and (x′, y′) have separation |x − x′| + |y − y′|. We also enforce the same minimum
separation between primal and dual defects, counting the lattice distance from the vertex supporting the
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primal defect to the closest vertex of the face containing the dual defect. The hard-core condition constrains
the movement of defects that are already at the minimum distance apart, limiting the possibilities for string
evolutions.
For our analysis of the toric code, it is sufficient to consider s = 3, the minimum needed to avoid having
two defects on the same face, but larger s may be needed for more general anyon models. The separation is
needed for our definitions of various operators later in this section. The topology of M does not change if
we take a larger value of s unless it is so large that the defects become unable to move while still satisfying
the hard-core constraint.
The hard-core requirement more or less implements the idea that only codes of large distance should arise
during the moving of defects — when two defects get close together, even a small cluster of errors can braid
them around each other. Of course, if we were actually storing information in the defects, it would not be
sufficient to keep them far apart; we would also need the defects to physically be holes of large diameter.
Again, the point here is to work in a simplified model that contains many of the main features of a more
complicated topological code.
Satisfying the hard-core condition is not an intrinsic property of a discrete-time string evolution (ak), or
even of a verified discrete-time string evolution (since that only checks the locations of defects that move).
Instead, it is a property of a code CK(Sv, Sf) together with an evolution (ak). Suppose we have performed
r time steps of (ak). This has moved the defects in CK(Sv, Sf ), giving us instead CK(S
′
v, S
′
f ). Because the
evolution so far has satisfied the hard-core condition, no defects have been created or annihilated, and thus
CK(S
′
v, S
′
f ) still has (|Sv|, |Sf |) defects. To continue to satisfy the hard-core condition at time r + 1, the
edge ar+1 must be adjacent to a primal defect in CK(S
′
v, S
′
f ) (if ar+1 is a primal edge) or to a dual defect in
CK(S
′
v, S
′
f ) (if ar+1 is a dual edge). Furthermore, the other end of the edge must not be distance < s from
any other defect.
The hard-core condition imposes substantial restrictions on the possible discrete-time realizations of a
particular string operator F , but it’s likely that there will still be multiple hard-core discrete-time string
evolutions realizing F . There are many ways this can occur. For instance, given a configuration of multiple
defects, we can imagine moving them in any order, including moving one defect, then moving a second one,
and then moving the first one again. Another class of examples can be derived from the observation that
the string evolution (e, e) realizes the identity string operator, but it is not a trivial evolution. It or more
complicated evolutions realizing the identity can be inserted into an evolution (provided they do not lead to
a violation of the hard-core condition) without changing the overall string operator. One can think of this
as a non-monotonic reparameterization of the time coordinate.
7.2.4. Discrete picture of evolution and configurations. Based on what we have done so far, we can put
together a completely discrete picture of paths and configurations starting at the toric code CK(Sv, Sf ) and
satisfying the hard-core condition.
Let
Fpdiscr(Sv, Sf ;S′v, S′f ) :={Verified discrete-time string evolutions starting at defect locations (Sv, Sf ), ending
at defect locations (S′v, S
′
f), and satisfying the hard-core condition at all times}.(85)
The set Fpdiscr(Sv, Sf ;S′v, S′f ) is non-empty only when |S′v| = |Sv|, |S′f | = |Sf |, and CK(S′v, S′f ) also satisfies
the hard-core condition. The set Fpdiscr consists of verified discrete-time string evolutions beginning at defect
locations (Sv, Sf ) but which are allowed to end anywhere:
(86) Fpdiscr :=
⊔
(S′v ,S
′
f
)
Fpdiscr(Sv, Sf ;S′v, S′f ),
where the union is taken over all possible endpoints (S′v, S
′
f ). Fpdiscr is a discrete-time analog of F˚p as
introduced in Section 5, except that F˚p allows for an arbitrary starting point of the paths it contains. We
can similarly define a discrete-time analog of F˚ :
(87) Fdiscr := {verified string operators F |F realized by (a1, . . . , al) ∈ Fpdiscr}.
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Let nv = |Sv|, nf = |Sf |. The corresponding discrete configuration space is
(88) C
HC,(nv ,nf )
K := Fdiscr(CK(Sv, Sf )).
Typically, C
HC,(nv ,nf )
K is the set of all toric codes with (nv, nf) defects such that the hard-core condition is
satisfied, and is otherwise independent of CK(Sv, Sf ). However, in some unusual special cases, it may not
be possible to move between otherwise valid configurations using only evolutions in Fpdiscr. For instance, this
can happen if the lattice Γ is completely packed with defects at the minimum distance s from each other.
Superficially, this structure seems like precisely what we need in order to follow the program laid out in
Section 5. However, with only a discrete configuration space, it is not straightforward to define a connection,
let alone determine if that connection is projectively flat. Therefore, in the following sections, we will discuss
how to extend the discrete string evolutions and discrete configuration space into continuous objects for
which the notion of a flat projective connection is well-defined.
7.3. Continuous-time string evolution and the graph-like configuration space M˚.
7.3.1. Continuous-time string evolutions. Let us denote by σij the verified Pauli operator σ
i acting on the
jth qubit of the system and acting as the identity everywhere else, where i ranges over the set {1, X, Y, Z}.
To fit these single-qubit Pauli operators into the framework of differential geometry, we fix a continuous-
time unitary evolution U ij(t) for each single-qubit Pauli operator σ
i
j , that is, U
i
j(0) = 1, where 1 is the
identity transformation, and U ij(1) = σ
i
j . In particular, we may make the following choice for U
i
j(t): Let
Hij = (σ
i
j − 1)π/2. Then
(89) U ij(t) := e
itHij = e−itpi/2[cos(tπ/2)1+ i sin(tπ/2)σij ].
In order to capture the possibility of a defect moving “backwards” along an edge (with respect to edge
orientation), we also define the opposite evolution given by
(90) V ij (t) := U
i
j(−t) = e−itH
i
j = eitpi/2[cos(tπ/2)1− i sin(tπ/2)σij ].
Note that V ij (1) = σ
i
j as well. Let
α(t) = e−itpi/2 cos(tπ/2)(91)
β(t) = ie−itpi/2 sin(tπ/2).(92)
Then
U ij(t) = α(t)1 + β(t)σ
i
j(93)
V ij (t) = α(1 − t)σij + β(1− t)1 = U ij(1− t)σij .(94)
Note that α(0) = β(1) = 1, α(1) = β(0) = 0, and |α(t)|2 + |β(t)|2 = 1.
Definition 7.4. For each primal edge of Γ and each dual edge of Γ¯ choose an orientation. The orientations
on Γ and Γ¯ may be chosen independently. Assume we start with the fixed base code CK(Sv, Sf ). Let F (t) :
[0, l]→ U(N) be a continuous function (l is a non-negative integer), and let ∆F (m, δt) = F (m+ δt)F (m)−1
be the change in F (t) between time t = m and time t = m+ δt. Given the choice of edge orientations, F (t)
is a continuous-time string evolution running for l time steps if it satisfies the following properties:
(i) F (0) = 1.
(ii) The sequence (∆F (0, 1),∆F (1, 1),∆F (2, 1), . . . ,∆F (l − 1, 1)) is a verified hard-core discrete-time
string evolution (represented as a sequence of single-qubit verified Paulis).
(iii) Letm be an integer in [0, l−1]. Suppose ∆F (m, 1) = σij , where j is an edge oriented from vertex a to
vertex b (if i = Z) or a dual edge oriented from face a to face b (if i = X). If F (m)(CK(Sv, Sf )) has
a (dual) defect at a, then we require that ∆F (m, δt) = U ij(δt) for 0 ≤ δt < 1. If F (m)(CK(Sv, Sf))
has a (dual) defect at b, then we require that ∆F (m, δt) = V ij (δt). If F (m)(CK(Sv, Sf)) has no
(dual) defects at either a or b, then we require ∆F (m, δt) = 1. (By property (ii), the evolution
satisfies the hard-core condition and exactly one of these three conditions must be true.) j is the
qubit on which ∆F (m, 1) acts.
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A continuous string operator is F = F (t) for some t and some continuous-time string evolution F (t). We
can define a set Fgraph:
(95) Fgraph := {Continuous string operators}.
A truncated continuous-time string evolution is a continuous-time string evolution taken on the domain
[t1, t2], with 0 ≤ t1 < t2 ≤ l.
Note that we use U ij(t) from time step m to m+ 1 if we are moving a defect along the orientation of an
edge and use V ij (t) if we are moving against the orientation of the edge. The orientation of edges will also be
needed in Section 7.3.2 to define a continuous configuration space of defects. At this stage, the orientations
can be arbitrary, but later in Section 7.4, we shall insist on a regular pattern for the edge orientations. Also
note that Definition 7.4 implies that the evolution F (t) is piecewise smooth.
A continuous-time string evolution represents a string evolution where time can take continuous values.
At integer times, it agrees with the steps of a verified discrete-time string evolution, and at non-integer times,
the next discrete step is in progress. However, we have two possible ways to define the evolution between
discrete times, depending on whether we are moving a defect along the orientation of an edge or against it.
Because we have fixed the way we interpolate between integer time steps, a continuous-time string evo-
lution does not contain any more information than a discrete-time string evolution. Indeed, given any
discrete-time string evolution (ak), there is a unique continuous-time string evolution corresponding to it,
given by
(96) F (m+ δt) = U ij(δt) ◦ am ◦ · · · ◦ a1 or V ij (δt) ◦ am ◦ · · · ◦ a1
for all m ∈ [0, l − 1], 0 ≤ δ < 1, depending on the orientation of the edge am+1, and where j is the qubit at
the edge am+1, i = Z if am+1 is primal, and i = X if am+1 is dual.
We can now define the set of continuous-time fault-tolerant paths Fpgraph to be the set of continuous-time
string evolutions allowing for truncation, reparameterization, and reversal:
Fpgraph := {F (t) : [0, 1]→ U(N) |F (g(t)) is a truncated piecewise smooth(97)
continuous-time string evolution for some g(t)}.
The function g(t) can be any possible reparameterization, including truncation and reversal, i.e. g : [0, 1]→
[0, l], g piecewise smooth. For the toric code, Fpgraph plays the role of F˚p as discussed in Section 5. Note
that Fgraph = {F (1)|F (t) ∈ Fpgraph}.
7.3.2. The graph-like configuration space M˚. We can define a set of codes M˚ that can be reached from
CK(Sv, Sf ) via hard-core continuous-time fault-tolerant evolutions. Since Fgraph contains the endpoints of
evolutions in Fpgraph, we have
(98) M˚ = Fgraph(CK(Sv, Sf )) ⊂ Gr(K,N).
Since a continuous-time string evolution reduces to a verified discrete-time string evolution at integer
times, we can certainly think of a continuous-time string evolution as moving defects around in just the
same way as a discrete-time string evolution. That is, the discrete set C
HC,(nv ,nf )
K is contained in M˚. This
only applies at integer times; at non-integer times, we don’t have a toric code for any configuration of the
defects, so M˚ is strictly bigger than CHC,(nv ,nf )K .
Nevertheless, we can interpret the extra codes in M˚ as a continuous graph-like configuration space which
allows primal defects to be on either vertices or edges of Γ and dual defects to be on vertices or edges of the
dual graph Γ¯. Specifically, we imagine a partially completed Pauli operator as moving a defect along the
edge between the starting location and ending location of the defect.
To be precise, suppose UZj (t) acts on a subspace CK(Sv, Sf ) associated with the defect configuration
(Sv, Sf) such that exactly one end a of the edge j is in Sv, and let CK(S
′
v, S
′
f ) = σ
Z
j (CK(Sv, Sf )) be the
code reached by transporting one primal defect from a to b (the other end of j) via σZj . Then we have
S′f = Sf and S
′
v = (Sv \ {a}) ∪ {b}. Then if the edge is oriented from a to b, we define the subspace
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CK(Sv, Sf ;S
′
v, S
′
f )(t) (t ∈ [0, 1]) as
CK(Sv, Sf ;S
′
v, S
′
f )(t) := U
Z
j (t)(CK (Sv, Sf )) = (α(t)1 + β(t)σ
Z
j )(CK(Sv, Sf))(99)
= {α(t)|ψ〉 + β(t)σZj |ψ〉 s.t. |ψ〉 ∈ CK(Sv, Sf )}.(100)
When |ψ〉 ∈ CK(Sv, Sf ), σZj |ψ〉 is the corresponding codeword in CK(S′v, S′f ), so CK(Sv, Sf ;S′v, S′f )(t)
consists of superpositions of corresponding codewords in CK(Sv, Sf) and in CK(S
′
v, S
′
f ), and is thus “partway
in between” these two codes. If the edge is oriented from b to a, we instead let
CK(Sv, Sf ;S
′
v, S
′
f )(t) := V
Z
j (t)(CK(Sv, Sf ))(101)
= UZj (1− t)σZj (CK(Sv, Sf ))(102)
= UZj (1− t)(CK(S′v, S′f ))(103)
= {α(1− t)σZj |ψ〉+ β(1 − t)|ψ〉 s.t. |ψ〉 ∈ CK(Sv, Sf )}.(104)
Here we have used the fact that V Zj (t) = U
Z
j (1−t)σZj (equation (94)) and the relationship between CK(Sv, Sf )
and CK(S
′
v, S
′
f ).
We interpret CK(Sv, Sf ;S
′
v, S
′
f)(t) as associated with a configuration where there are dual defects at the
locations Sf , primal defects at the locations Sv \ {a}, plus one more primal defect located on the edge
between a and b, a distance t from a. (Assume the length of each edge is normalized to 1.) Since CK(Sv, Sf )
and CK(S
′
v, S
′
f) are orthogonal subspaces and α(t), β(t) are monotonic in t, the only intersection between
the subspaces CK(Sv, Sf ;S
′
v, S
′
f )(t) and CK(Sv, Sf ;S
′
v, S
′
f )(t
′) is the null vector whenever t 6= t′. Thus,
given a codeword in one of these subspaces, we can uniquely determine the value of t and therefore the
location of the moving defect in a corresponding configuration. Conversely, given a location of a defect along
the edge, we can immediately assign a value of t and thus obtain a code CK(Sv, Sf ;S
′
v, S
′
f )(t). The only
potential ambiguity is that the code corresponding to a particular defect location might in principle depend
on whether the defect was moved to the location by starting from a and moving towards b or by moving
from b towards a, but by assigning orientation and using U or V as appropriate, we have ensured that the
code CK(Sv, Sf ;S
′
v, S
′
f )(t) is the same whether it is derived by moving a distance t from a or a distance 1− t
from b. Thus, we have found a smooth diffeomorphism between the subset {CK(Sv, Sf ;S′v, S′f )(t)}t∈[0,1] of
Gr(K,N) and the edge in Γ corresponding to qubit j.
Similarly, if UXj (t) maps the code CK(Sv, Sf ) to CK(S
′
v, S
′
f ) by moving a single dual defect from face a
to face b along an edge j of the dual lattice Γ¯, we can define
(105) CK(Sv, Sf ;S
′
v, S
′
f )(t) := U
X
j (t)(CK(Sv, Sf )) = {α(t)|ψ〉 + β(t)σXj |ψ〉 s.t. |ψ〉 ∈ CK(Sv, Sf )}
or
(106) CK(Sv, Sf ;S
′
v, S
′
f )(t) := V
X
j (t)(CK(Sv, Sf )) = {α(1− t)σXj |ψ〉+ β(1 − t)|ψ〉 s.t. |ψ〉 ∈ CK(Sv, Sf )},
depending on the orientation of the edge j with respect to a and b. As with the primal defects, we may
interpret CK(Sv, Sf ;S
′
v, S
′
f )(t) as having a dual defect located on the edge of the dual lattice between a and
b, a distance t from a.
Based on this, we can see that M˚ is equivalent to the set of configurations such that either all primal
defects are on vertices and dual defects are on faces, or all but one defect is on a vertex or face and the last
defect is located on an edge of the lattice Γ (if the defect is primal) or on an edge of the dual lattice Γ¯ (if
it is a dual defect). Because we defined continuous-time string evolutions to only have a single incomplete
Pauli operator, M˚ never has more than one defect on the interior of an edge.
While M˚ has a continuous structure (i.e., it is not discrete), it is still not a manifold. When we imagine
shifting a defect around on the interior of an edge, M˚ looks locally like a 1-manifold. However, when all
defects are on vertices of Γ or Γ¯, there are many choices for how to move the defects. Any defect (subject
to hard-core constraints) could move out onto any of the edges incident at its vertex, so at these points, M˚
is a junction between many different 1-manifolds. In other words, M˚ has the structure of a graph. The
maximum degree of the graph is 4(nv +nf) when Γ is a square lattice, but for some vertices, the degree will
be smaller because the hard-core condition restricts the possible moves.
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Figure 12. A way of choosing orientations on the torus so that all faces look the same.
A B
C D
(x, y)
Figure 13. A single face with corners A, B, C, and D.
We can define the usual pre-connection on the bundles over M˚, and it turns out to be a well-defined
partial connection. We delay the proof that it is a connection until Section 7.5, where we show that it is a
strong FPP connection.
7.4. The extended evolutions and the full configuration space M. The next step is to figure out
how to extend M˚ to a larger topological spaceM so we can determine if the connection we get onM is flat.
M˚ is already an extension of CHC,(nv ,nf )K , and was defined by allowing defects to be on the edges as well
as on the vertices of Γ and Γ¯. The next step is to relax the restrictions on the locations of defects even
further, to let them be anywhere (subject to the hard-core condition) on the torus Tg. Once again, we find
a homeomorphism between a subset M of the Grassmannian and the hard-core configuration space of the
defects.
For this purpose, we wish to assume that the lattice Γ is a (square) rectilinear one and to choose orien-
tations on the edges in a regular way so that all faces look the same. Figure 12 is an example of how to do
this. We believe neither of these assumptions is truly necessary, but they save us from having to consider
many different cases.
7.4.1. Codes with one defect off a vertex. Let us start by considering moving a single primal defect off of
a vertex. The case of a dual defect will be similar. We define a map assigning a subspace in Gr(K,N) to
each location within a face of Γ. Let the four vertices of the face be labelled A, B, C, and D, with the
edges oriented A → B, C → D, C → A, D → B, as shown in Figure 13. Fix the locations of all but
one defect, and consider four codes CA, CB , CC , and CD, which have the last defect at A, B, C, and D,
respectively. We assume that the defect configurations for all four codes satisfy the hard-core condition.
When the last defect is in the square ABCD, we can refer to the defect location with the coordinates (x, y),
with (x, y) = (0, 0) corresponding to C and (x, y) = (1, 1) corresponding to B, etc. We wish to define a
homeomorphism between a subset of Gr(K,N) and locations (x, y) ∈ [0, 1]× [0, 1] which is consistent with
the one already chosen for M˚. For instance, a defect at position (0, y) on the edge CA should correspond to
the code {α(y)|ψC〉+ β(y)|ψA〉}. Here, and in the following, we let |ψA〉, |ψB〉, |ψC〉, and |ψD〉 be mutually
corresponding codewords in the codes CA, CB , CC , and CD. Namely, |ψB〉 = σij |ψA〉, where σij is the verified
Pauli that moves a defect from A to B, and so on.
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We can break the square face into two triangles via the line AD, as in figure 13. If the defect is below
this line (x+ y ≤ 1), we will choose a code which is a superposition of CA, CC , and CD.
(107) C(x,y) = {a(x, y)|ψA〉+ c(x, y)|ψC〉+ d(x, y)|ψD〉}.
If it is above the line (x+ y ≥ 1), we choose a code which is a superposition of CA, CB, and CD.
(108) C(x,y) = {a′(x, y)|ψA〉+ b′(x, y)|ψB〉+ d′(x, y)|ψD〉}.
In order to agree with the codes along the edges, we have the following conditions:
Edge CA: a(0, y) = β(y)(109)
c(0, y) = α(y)(110)
d(0, y) = 0(111)
Edge CD: a(x, 0) = 0(112)
c(x, 0) = α(x)(113)
d(x, 0) = β(x)(114)
Edge AB: a′(x, 1) = α(x)(115)
b′(x, 1) = β(x)(116)
d′(x, 1) = 0(117)
Edge DB: a′(1, y) = 0(118)
b′(1, y) = β(y)(119)
d′(1, y) = α(y).(120)
If the defect is on the line AD, we wish the rules obtained from the two triangles to agree:
a(x, 1 − x) = a′(x, 1 − x)(121)
b′(x, 1 − x) = 0(122)
c(x, 1 − x) = 0(123)
d(x, 1 − x) = d′(x, 1− x).(124)
We must also obey normalization:
|a(x, y)|2 + |c(x, y)|2 + |d(x, y)|2 = 1(125)
|a′(x, y)|2 + |b′(x, y)|2 + |d′(x, y)|2 = 1.(126)
Finally, we wish the mapping (x, y) 7→ (a, c, d; a′, b′, d′) to be one-to-one so that each code corresponds to
only one point in the face.
One solution is as follows:
a(x, y) = α(x)β(y)(127)
c(x, y) = α(x + y)(128)
d(x, y) =
β(x)α(y)
|β(x)α(y)|
√
1− |α(x)β(y)|2 − |α(x + y)|2(129)
d(0, y) = 0(130)
a′(x, y) = α(x)β(y)(131)
b′(x, y) = β(x + y − 1)(132)
d′(x, y) =
β(x)α(y)
|β(x)α(y)|
√
1− |α(x)β(y)|2 − |β(x + y − 1)|2(133)
d′(x, 1) = 0(134)
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These formulas satisfy the constraints because of the properties of α and β noted in Section 7.3.1. Note that
d and d′ are continuous at x = 0 and y = 1, respectively. Not all values of (a, c, d; a′, b′, d′) can be achieved
for (x, y) within the square.
Proposition 7.1. There is a bijection between the points (x, y) within the square ABCD and the achievable
sextuplets (a, c, d; a′, b′, d′).
Proof. By the definitions above, the values of (x, y) completely specify (a, c, d; a′, b′, d′), so we have a map
ι : ABCD → Gr(K,N). We wish to show that this map is one-to-one.
Let us consider a possible triplet (a, c, d) in the triangle ACD and prove that there is a unique (x, y) that
it corresponds to. In fact, it is sufficient to look only at |a| and |c| to determine (x, y). |α| is monotonically
decreasing and |β| is monotonically increasing. Therefore, the value of |c| tells us the value of x+ y provided
that x + y ≤ 1. Moreover, for fixed x + y, increasing x and decreasing y decreases |a|, so there is only a
single point on the line x+ y = |α|−1(c) that can correspond to a particular value of |a|.
Similarly, a triplet (a′, b′, d′) in the triangle ABD corresponds to a unique pair (x, y) with x+y ≥ 1, since
|b′| tells us the value of x+ y − 1 and |a′| specifies a unique (x, y) on that line. 
Thus, we have established an isomorphism between the possible locations of a defect within the square
ABCD and a subset of the Grassmannian (the image of ι). Furthermore, this isomorphism and its inverse
are continuous. Indeed, the map ι is a smooth diffeomorphism within the triangle ACD and inside the
triangle ABD. However, there is a discontinuity in the derivatives across the line AD. Therefore, the
isomorphism is only piecewise smooth.
Via the same strategy, we can define codes for which a single dual defect is located anywhere within a
face of the dual graph Γ¯.
7.4.2. Unitary to move a single defect into a square. We now wish to define unitaries that can move primal
and dual defects from a vertex into the interior of a face of Γ or Γ¯ respectively. We will describe in some
detail the appropriate unitaries to move a primal defect, and the definition for a dual defect is very similar.
Let A be the upper left corner of a face ABCD of Γ as in Figure 13, and let CA, CB, CC , and CD, as
above, be codes that have a primal defect on A, B, C, or D, respectively, and all other defects at the same
locations in all four codes. We restrict attention to situations in which all four codes satisfy the hard core
condition. We will define a unitary UA,(x,y) that maps CA to C(x,y), i.e., that moves a defect from A to
(x, y), where (x, y) is an interior point of the square ABCD.
There are many possible such unitaries, but we wish to choose one that acts only on qubits in the vicinity
of the face ABCD. In particular, it will act non-trivially only on the 12 qubits on edges adjacent to the four
vertices ABCD.
Furthermore, the unitary UA,(x,y) shall act non-trivially only on the subspaces CA ⊕ CB ⊕ CC ⊕ CD
spanned by states with exactly one primal defect on one of the vertices A, B, C, or D. There are many such
subspaces corresponding to different configurations of defects outside the square, and each such subspace
CA ⊕ CB ⊕ CC ⊕ CD will be an invariant subspace of UA,(x,y). If there are no defects on these vertices or
more than one (which would violate the hard-core condition), UA,(x,y) acts as the identity. Within a single
subspace CA ⊕ CB ⊕ CC ⊕ CD, we demand that UA,(x,y) maps each state |ψ〉 ∈ CA to the corresponding
state |ψ〉 ∈ C(x,y), as given in Section 7.4.1. We also insist that if (x, y) is on an edge of the square, then
UA,(x,y) agrees with a continuous string operator that moves the defect from A to that position on the edge.
(There are two such continuous string operators acting on the edges of the square, corresponding to moving
around the face in opposite directions, but they agree on the subspace on which UA,(x,y) acts non-trivially
because by the hard-core condition there is no dual defect located at that face.) Finally, we ask that the
map (x, y) 7→ UA,(x,y) be a piecewise smooth diffeomorphism.32 We have specified the action of UA,(x,y) on a
subset of basis vectors (those from CA) within each invariant subspace CA⊕CB ⊕CC ⊕CD and completely
defined it when (x, y) is on the edge of the square. We don’t care otherwise about the action of UA,(x,y), so
pick some UA,(x,y) satisfying these constraints.
Proposition 7.2. A family of unitaries UA,(x,y) with the properties listed in the previous paragraph exists,
and the unitaries can be performed by acting on just the 12 qubits at edges adjacent to the square ABCD.
32It should be a smooth diffeomorphism on each triangle, but there will be a discontinuity in the derivatives on the line AD.
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Proof. Let us focus on a single invariant subspace. In particular, let us focus on a four-dimensional subspace
C|ψ〉 spanned by |ψA〉 = |ψ〉, |ψB〉 = σB|ψ〉, |ψC〉 = σC |ψ〉, and |ψD〉 = σD|ψ〉, where |ψ〉 ∈ CA and σB, σC ,
and σD are verified Pauli operators mapping CA to CB, CC , and CD, respectively. We will choose a UA,(x,y)
such that each C|ψ〉 is an invariant subspace.
Section 7.4.1 specifies the value of |ψ(x,y)〉 = UA,(x,y)|ψA〉 for all (x, y) in the square ABCD. There is no
obstruction to extending |ψ(x,y)〉 to a basis for C|ψ〉 in a piecewise smooth way over the whole square ABCD.
This is equivalent to choosing a 4× 4 unitary U˜A,(x,y) such that U˜A,(x,y)|ψA〉 = |ψ(x,y)〉 ∀(x, y) ∈ ABCD. In
fact, because we are free to choose the overall phase, we can ensure that U˜A,(x,y) ∈ SU(4). However, U˜A,(x,y)
is not necessarily the UA,(x,y) we desire because we also have a requirement that specifies UA,(x,y) completely
when (x, y) is on the boundary of the square ABCD.
Note that choosing UA,(x,y) is equivalent to choosing Uˆ : ABCD → U(3):
(135) Uˆ(x, y) = U˜−1A,(x,y)UA,(x,y)|Cˆ ,
where Cˆ is the subspace of C|ψ〉 spanned by |ψB〉, |ψC〉, and |ψD〉. We chose U˜A,(x,y) to be piecewise smooth
as a function of (x, y). Therefore, UA,(x,y) is piecewise smooth as (x, y) varies over the square iff Uˆ is piecewise
smooth. Since UA,(x,y) is specified on the boundary of the square, so is Uˆ . We can think of this specification
as a loop γ in U(3). We claim that γ is contractible. A piecewise smooth homotopy between γ and the
trivial loop is equivalent to a choice of Uˆ that has the correct value on the boundary of ABCD, and thus
determines UA,(x,y) on the subspace C|ψ〉.
Therefore, we just need to show that γ is contractible. U(3) = U(1)×SU(3), with U(1) the center of U(3),
and the projection from U(3) to U(1) is given by the determinant. Since π1(SU(3)) = 0, we just need to
show that det γ is contractible in U(1). We can check this by calculating detUA,(x,y) around the loop, since
det U˜A,(x,y) = 1. Now, on the subspace C|ψ〉, U
i
j(t) and V
i
j (t) act non-trivially only on the 2-dimensional
subspace with a defect at one vertex of the edge for qubit j, so detU ij(t) = detV
i
j (1−t) = e−2itpi/2. Referring
to Figure 13, as we move from A to C along the edge CA, we move the phase around half the unit circle,
but then we move it back (since the edge orientation is opposite) as we move from C to D along the edge
CD. Then we go halfway around the unit circle again going from D to B and then reverse ourselves again
as we return from B to A. We see that the phase does not loop. Therefore, det γ and γ are contractible.
Note that this argument relied on our choice of edge orientation.
We thus get a valid definition of Uˆ on the square ABCD and can deduce a definition of UA,(x,y)|Cˆ :=
U˜A,(x,y)Uˆ(x, y). We can use the same definition for UA,(x,y) on any subspace of the form C|ψ〉. We can let
|ψ〉 run over a basis of CA, giving us a definition of UA,(x,y) satisfying all constraints on the whole invariant
subspace CA ⊕ CB ⊕ CC ⊕ CD.
To show that there exists a unitary UA,(x,y) which can be realized by acting only on the 12 qubits adjacent
to the square ABCD, we can apply the following lemma:
Lemma 7.3. Let U be a unitary operator with an invariant subspace S. There exists U ′ such that U ′|S = U |S
such that U ′ can be realized by acting only on the qubits in set T if TrT U |ψ〉〈ψ|U † = TrT |ψ〉〈ψ| for all
|ψ〉 ∈ S.
Proof of Lemma. Let R be reference Hilbert space of the same dimension as S, and let |Φ〉 = ∑k |k〉S |k〉R
be a maximally entangled state between S and R. Then TrT (U ⊗ 1)|Φ〉〈Φ|(U † ⊗ 1) = TrT |Φ〉〈Φ|. It follows
(from standard arguments, see e.g. [19]) that there exists unitary U ′ acting only the qubits in T such that
(136) (U ′ ⊗ 1)|Φ〉 = (U ⊗ 1)|Φ〉.
Since U ′ and U have the same Choi-Jamiolkowski isomorphism on the subspace S, they act the same way
on S. 
We thus need only to show that all states in one invariant subspace C|ψ〉 have the same density matrix
on qubits not adjacent to the square ABCD. Let Tr# indicate the trace over the 12 qubits adjacent to the
square ABCD.
Let ΠA =
1
2 (1 −AA) be the projector on the subspace with a defect at A and similarly let ΠB , ΠC , and
ΠD be the projectors on the subspaces with defects at B, C, and D. Note that these four projectors only
act on the 12 qubits adjacent to ABCD.
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Consider |ψi〉 and |ψj〉, with i 6= j drawn from {A,B,C,D}. Then
Tr# |ψi〉〈ψj | = Tr#(Πi|ψi〉〈ψj |)(137)
= Tr#(|ψi〉〈ψj |Πi)(138)
= 0,(139)
with the second line following by cyclicity of the trace.
Furthermore,
(140) Tr#(|ψA〉〈ψA|) = Tr#(σB|ψA〉〈ψA|σB) = Tr#(σC |ψA〉〈ψA|σC) = Tr#(σD|ψA〉〈ψA|σD)
by cyclicity of the trace. Thus, given any normalized state
(141) |φ〉 = λA|ψA〉+ λB|ψB〉+ λC |ψC〉+ λD|ψD〉 ∈ C|ψ〉,
we have that
Tr# |φ〉〈φ| =
∑
i∈{A,B,C,D}
|λi|2Tr# |ψi〉〈ψi|+
∑
i6=j
λiλ
∗
j Tr# |ψi〉〈ψj |(142)
=
( ∑
i∈{A,B,C,D}
|λi|2
)
Tr# |ψ〉〈ψ| +
∑
i6=j
0(143)
= Tr# |ψ〉〈ψ|.(144)
(Recall that |ψi〉 = σi|ψ〉.) Since the density matrix of all states in C|ψ〉 is the same outside of the 12
qubits adjacent to ABCD, any unitary on C|ψ〉 can be implemented by acting on just the qubits adjacent
to ABCD. It follows that the unitaries UA,(x,y) can be implemented by acting on just the qubits adjacent
to ABCD. 
Superficially, the definition only says what UA,(x,y) does to the specific code CA, and not to codes that
have a defect at A but with a different configuration of the far away defects. However, because of the
requirement that UA,(x,y) acts only on the qubits adjacent to ABCD, UA,(x,y) has the same effect (i.e., it
moves a defect from A to (x, y)) for all codes satisfying the hard core condition and with a defect at A. To
see this, consider such a code C′A. Because C
′
A and CA only differ in the location (and possibly number)
of defects away from ABCD, we can reach C′A from CA by applying some string operator F that does not
involve any of the qubits adjacent to ABCD. F and UA,(x,y) act on disjoint sets of qubits, and therefore
they commute.
Let C′B, C
′
C , C
′
D be the codes that have all defects in the same locations as C
′
A except for having one
at B, C, or D instead of A, and C′(x,y) be the code derived from them which corresponds to having a
defect at location (x, y) in the square ABCD. Assume all of the codes C′A, C
′
B , C
′
C , and C
′
D satisfy the
hard-core condition. Just as C′A = FCA, it is also true that C
′
B = FCB , C
′
C = FCC , and C
′
D = FCD.
Therefore, C′(x,y) = FC(x,y) as well, since these two codes are defined in equations (107) and (108) via linear
superpositions of the other codes. Thus,
(145) C′(x,y) = F
(
C(x,y)
)
= FUA,(x,y) (CA) = UA,(x,y)F (CA) = UA,(x,y) (C
′
A) .
That is, UA,(x,y) moves a defect from A to (x, y) in the square ABCD no matter what the locations are of
other defects (primal or dual) far away.
In the same way, we can define a unitary VA¯,(x,y) that moves a dual defect from a vertex of the dual graph
Γ¯ to anywhere on the dual face for which A¯ is in the upper left corner. Once again, we insist that VA¯,(x,y)
acts only on the qubits adjacent to the dual face, and therefore VA¯,(x,y) has the same effect on all codes
satisfying the hard-core condition that have a dual defect at A¯.
Note that it is possible that a code CA satisfies the hard-core condition when a defect is at A, but it
would violate the hard-core condition if the defect is moved from A to one of the other vertices B, C, or D.
In this case, we will not use the unitary UA,(x,y) since it might have an unexpected effect and we will not
allow a defect to be moved into the interior of a face for which one of the vertices would violate the hard-
core condition. It is still possible to move it along an edge of that face using a continuous string operator,
provided both vertices adjacent to the edge satisfy the hard-core condition. Similarly, we do not allow dual
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defects to be moved into the interior of a dual face if having a dual defect at one of the dual vertices of the
dual face would violate the hard-core condition.
We have only defined the unitaries UA,(x,y) and VA¯,(x,y) to move defects from the upper left corner of a
face or dual face into the interior. However, it is straightforward to move a defect from any other corner of
a face or dual face into the interior by first moving the defect to the upper left corner via a verified discrete
string operator and then using UA,(x,y) or VA¯,(x,y) to move it into the interior.
7.4.3. The set Fext of unitaries and the set Fpext of unitary evolutions. The next step is to define a set of
unitaries and unitary evolutions that allows us to move multiple defects off of the vertices of the graph. To
do so, we will need to be careful that moving multiple defects off of the graph does not involve codes that
violate the hard-core condition.
Definition 7.5. Let S ⊆ CK be a set of toric codes, let SA ⊆ S be the subset of codes in S that have a
primal defect at the vertex A, and let SA¯ ⊆ S be the subset of codes that have a dual defect at the dual
vertex (i.e., primal face) A¯. Let f be the face for which A is the upper left corner. Then define
(146) SAf = S ∪ {C|C = FCA, CA ∈ SA, F a verified discrete Z string operator acting on edges of f .}.
Similarly, let f¯ be the dual face for which A¯ is the upper left corner.
(147) SA¯f¯ = S ∪ {C|C = FCA¯, CA¯ ∈ SA¯, F a verified discrete X string operator acting on edges of f¯ .}.
We can also define SAe and S
A¯
e¯ analogously with F a verified discrete string operator (i.e. a verified Pauli
for a single qubit) and e or e¯ is an edge or dual edge for which A is the starting point.
The set SAf could add up to 3 new codes to S for each code CA ∈ SA and similarly for SA¯f¯ . SAe could
add 0 or 1 new code to S for each code CA ∈ SA. SAf is the set of codes that we can get by starting with
a code in S and moving a defect from A to one of the other corners of f . The definition makes the most
sense for codes which satisfy the hard-core condition, since then we don’t have to worry about annihilating
two defects, but for the moment, we let the definition apply to all sets of codes. Similarly, SAe includes the
codes we get from S by moving the defect along the edge e. The sets SA¯
f¯
and SA¯e¯ are the versions of these
sets for dual defects.
Definition 7.6. Suppose we have a unitary W of the form W = (
∏r
i=1Wi)F , where F is a verified discrete
string operator, and each Wi is UA,(x,y), VA¯,(x,y), or U
P
a (t) (with a a qubit representing either an edge or
dual edge, depending on the Pauli P ; see equation (89) for the definition of UPa , 0 ≤ t ≤ 1). We can then
define a sequence of sets of codes Si for (W,CK(Sv, Sf )) via the following process:
(i) Let CK(S
′
v, S
′
f ) = FCK(Sv, Sf ), and let S0 = {CK(S′v, S′f )}.
(ii) Let Si be defined recursively from S = Si−1 as one of the following:
• If Wi = UA,(x,y), then Si = (Si−1)Af , where f is the face with upper left corner A.
• If Wi = VA¯,(x,y), then Si = (Si−1)A¯f¯ , where f¯ is the dual face with upper left corner A¯.
• If Wi = UZa (t) and A is the start of the edge a, then Si = (Si−1)Aa .
• If Wi = UXa (t) and A¯ is the start of the dual edge a, then Si = (Si−1)A¯a .
If a vertex A or dual vertex A¯ appears while defining Si, we say it is the starting point of Wi.
Because we always use Wi to move a defect from the starting point of an edge, we do not need to use
V ia (t) in the definition. Note that given W of this form, the decomposition into Wi and F satisfying the
above definition is unique up to permutation of the Wi’s; we will show this as part of Lemma 7.5.
Recall that when one defect is off of a vertex, we get a state which is a superposition of states from
multiple toric codes with slightly different defect locations. The same will hold true when we move multiple
defects off of the vertices of Γ. The set Sr (with r the number of Wi’s in the decomposition of W ) is the
set of codes that appear in the superposition, and Si is the set of codes that would appear if we only used
W1, . . . ,Wi instead of W1, . . . ,Wr. Note that Si ⊆ Si+1.
The extended set Fext of allowed unitaries acting on CK(Sv, Sf ) then consists of unitaries of the form∏r
i=1WiF , as above, with the additional constraints that
• F can be realized via a hard-core verified discrete-time string evolution from CK(Sv, Sf ).
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K ⊂ M˚ ⊂ M ⊂ Gr(K,N)
Fpdiscr
Fdiscr
Fpgraph
Fgraph
Fpext
Fext
Subsets of Gr(K,N):
Paths in U(N):
Subsets of U(N):
Figure 14. We have three configuration spaces satisfying the hard core condition:
C
HC,(nv ,nf )
K (which corresponds to having defects only on vertices of the graph or dual
graph), M˚ (which corresponds to having defects only on edges), and M (allowing defects
also in the interior of faces). All three correspond to subsets of Gr(K,N). They have sets
of operator evolutions acting on them: Fpdiscr, Fpgraph, and Fpext, respectively, which are dif-
ferent versions of the sets of allowed fault-tolerant operations. In the notation of Section 5,
Fgraph = F˚ and Fext = F .
• All of the vertices A or dual vertices A¯ that appear as starting points of aWi are locations of defects
in CK(S
′
v, S
′
f) = FCK(Sv, Sf ).
• Each vertex A or dual vertex A¯ appears only once, i.e., as a starting point of only one Wi.
• The set Sr contains only codes satisfying the hard-core condition.
This definition may seem complicated, but it is not actually that bad. All we are saying is that Fext
consists of unitaries that can be created via a verified discrete-time string evolution followed by moving some
or all of the defects onto edges or into the interior of faces. We can then create any allowed configuration by
starting with an approximation to it where all defects are on integer lattice sites, the upper left corners of
the destination faces, or the starting vertices of the destination edges (this can be created from CK(Sv, Sf )
using F ), and then applying an appropriate set of Wi’s.
We can also define a set of allowed evolutions
(148) Fpext := {F (t)|F (t) piecewise smooth, F (t) ∈ Fext ∀t ∈ [0, 1]}.
The set of unitaries Fext is the version of F from Section 5 for this example, and Fpext is the analog of Fp.
7.4.4. The full configuration space M of codes. We now can define the set of codes which corresponds to
allowing multiple defects to leave the vertices of the graph:
(149) M = Fext(CK(Sv, Sf )).
The various sets of codes and paths are summarized in Figure 14.
We claim that M is isomorphic to the configuration space of the defects (subject to the hard-core condi-
tion) on Tg.
First, let us be explicit about what we mean by the hard-core condition when the defects can be anywhere
on the surface:
Definition 7.7. Let Γ be a lattice on Tg and Γ¯ be its dual lattice, also interpreted as a lattice on Tg. Let
x be a point on Tg. We say that a vertex v of Γ is adjacent to x if one of the following holds:
• If x is in the interior of a face f of Γ and v is a vertex of the face f ,
• If x is on an edge e of Γ and v is a vertex on the edge e, or
• If x is located at the vertex v.
Similarly, we say that a dual vertex v¯ of Γ¯ is adjacent to x if v¯ is on dual face f¯ when x in the interior of f¯ ,
v¯ is an endpoint of a dual edge e¯ when x is on e¯, or if x is on v¯ itself.
A pair of defects at points x and y on Tg satisfies the hard-core condition with respect to the lattice Γ
and the dual lattice Γ¯ if every vertex (if the defect at x is primal) or dual vertex (if the defect at x is dual)
adjacent to x has lattice distance at least s from every vertex or dual vertex adjacent to y. (Recall that we
count distance between a vertex v and a dual vertex v¯ by counting the minimal distance between v and any
vertex on the face of Γ given by v¯.) A configuration of many defects satisfies the hard-core condition if all
pairs of defects satisfy the hard-core condition.
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Theorem 7.4. M is isomorphic (via piecewise smooth diffeomorphisms) to the configuration space of defects
subject to the hard-core condition and labelled by defect type (primal or dual defect).
In case there are so many defects that not all defect configurations can be moved to each other without
violating the hard-core condition at some point (i.e., the hard-core configuration space is not connected), we
focus attention on the component of the configuration space path-connected to the code CK(Sv, Sf ).
Proof. We will demonstrate a continuous piecewise smooth bijection betweenM and the defect configuration
space. Fix a reference code CK(Sv, Sf ) as before.
There is a straightforward map Φ from the defect hard-core configuration space toM based our definitions
so far: Let us describe the configuration by assigning to the ith defect a vertex Ai of Γ (if the defect is a
primal defect) or a vertex A¯i of Γ¯ (if the defect is a dual defect), such that the vertex (or dual vertex) is the
upper left corner of the face (or dual face) containing the defect, the start of the oriented edge containing
the defect, or the location of the defect, depending on if the defect is in the interior of a face ai, on an edge
ei, or on a vertex of Γ (or Γ¯ if it is a dual defect). Then we assign coordinates (xi, yi) within the face if
the defect is in the interior of a face, or we assign ti if the defect is along an edge. (We do not need any
additional coordinate if the defect is on a vertex.) Begin with the code CK(Sv, Sf ) and apply a verified
string operator F to bring it to CK(S
′
v, S
′
f ), the code with defects in the locations {Ai} ∪ {A¯i}. Then, for
each defect i not on a vertex, apply to the code UAi,(xi,yi), VAi,(xi,yi), U
Z
ei (ti), or U
X
ei (ti), as appropriate (for
primal defect in the interior of a face, dual defect in the interior of a dual face, primal defect on an edge,
and dual defect on an edge, respectively). The result is a code reached from CK(Sv, Sf ) via an operator in
Fext. Therefore the resulting code is in M by equation (149). Because the four maps used to move defects
from vertices onto faces or edges are continuous as a function of the coordinates (xi, yi) or ti, and because
they are chosen to be consistent with each other, Φ is continuous. Further, note that as defects move within
individual triangles, Φ is smooth. Whenever a defect crosses an edge, there is a discontinuity in derivatives,
so the map as a whole is only piecewise smooth.
We can also define a map Ξ fromM to the defect hard-core configuration space. Note that for any element
C ofM, we can pick an elementW of Fext, decomposed as
∏r
i=1WiF , such that (
∏r
i=1WiF )(CK(Sv, Sf )) =
C. From the additional constraints in the definition of Fext, we can assign to each defect in CK(S′v, S′f) =
FCK(Sv, Sf ) an “end point” in the following ways: If the vertex or dual vertex containing the ith defect is
the starting point for some Wi, then the end point of that defect is the location specified by the coordinates
used in Wi. If the vertex or dual vertex does not appear as the starting point of a Wi, then the end point of
the defect is the (dual) vertex itself. This assigns to each code C ∈ M a configuration of defects. We need
to verify that the configuration is unique (to ensure that the map Ξ is well-defined) and does not depend on
the choice of W or its decomposition; this is a consequence of the following lemma:
Lemma 7.5. If W,W ′ ∈ Fext and W (CK(Sv, Sf )) = W ′(CK(Sv, Sf )), then W = W ′G, with G a verified
discrete-time string operator. Furthermore, G is a closed loop.
Proof. We write W = (
∏r
i=1Wi)F and W
′ = (
∏r′
j=1W
′
j)F
′, with Wi and F as in Definition 7.6. We can
assume without loss of generality that r = r′ by adding additional trivial Wi or W
′
j operators to the smaller
decomposition. Unless the set of starting points for the set {Wi} match the starting points for {W ′j}, the
defects in W (CK(Sv, Sf )) will be in different locations than those for W
′(CK(Sv, Sf )), and the codes will
be different. Furthermore, for a given starting point, there is a unique Wi that moves a defect from that
starting point to a particular location in the interior of an adjacent edge or face. Thus, the set {Wi} must
be the same as {W ′j}. The order may be different, but due to the hard-core condition, the W ’s commute, so∏r
i=1Wi =
∏r
j=1W
′
j . Thus, W =W
′(F ′)−1F . F and F ′ are both verified discrete-time string operators, so
G := (F ′)−1F is a verified discrete-time string operator.
Since all the starting points of the {Wi} match the starting points of the {W ′i}, the locations of all defects
in F (CK(Sv, Sf )) and F
′(CK(Sv, Sf )) must be the same. Thus, the end points of the string F must be the
same as the end points of F ′. Therefore the product (F ′)−1F is a loop. 
That is, given C ∈ M, the choice of W ∈ Fext is unique up to a verified discrete-time string operator G
which is a closed loop. A closed loop acting on a code in C
HC,(nv ,nf )
K does not move any defects; therefore,
the map Ξ we have given above is well-defined. By comparing the resulting map from M to the defect
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configuration space with the definition of Φ above, we can see that the map Ξ is equal to Φ−1. As with Φ,
Ξ is piecewise smooth.

There are two awkward things about the topological space M. First, it is not generally a manifold, or
even a manifold with boundary. Second, it is not smooth, but only piecewise smooth.
It is not a manifold because of the hard-core condition. When there are nv primal defects and nf
dual defects, the set of defect configurations satisfying the hard-core condition is, in most places, locally
diffeomorphic to a 2(nv + nf )-dimensional Euclidean space: When all defects are far from each other, each
is unconstrained and has 2 directions it can move. When a pair of defects gets close to each other, there
is a boundary that prevents defects moving closer, and a cluster of close-together defects can constrain
movement even more. Because we measure distance between defects in terms of lattice distance, which only
takes integer values, a cluster of three or more defects may be constrained to a space of even lower dimension
than 2(nv + nf )− 1.
M is not smooth because it is defined by being pieced together from configurations where each defect
is constrained to be inside a triangle. We have been careful to make everything continuous when a defect
crosses into a different triangle, but the structure is not smooth at such points. If viewed using the usual
differentiable structure of Gr(K,N), there are kinks in M when a defect crosses between triangles, either
across a diagonal or across an edge of Γ or Γ¯.
The failure of M to be a manifold is not that serious for us, although it does make it unclear precisely
what structure we should demand for other examples of fault-tolerant gate sets. The failure to be smooth
is more troublesome, since in order to define a connection, we need a well-defined tangent space for M and
the bundles ξ(K,N)|M and P (K,N)|M.
Luckily, M is sufficiently well-behaved that we can define a tangent space over M and the two bundles
of interest. All of these spaces are piecewise smooth, and in fact can be decomposed as a union of smooth
manifolds with boundary (or corners), and the only intersection between different pieces is at the boundary
of the pieces. If we consider a point in the interior of one of the pieces, the tangent space is defined normally.
If we are at the boundary of just a single piece, we consider the tangent space to just consist of those tangent
vectors which point inwards, in directions which are still within the piece.
If we are at a point which is the intersection of two or more pieces, we can define the tangent space
as the disjoint union of the tangent spaces of the pieces meeting at the point (truncated as above due to
boundaries). Effectively we are gluing together the pieces of the tangent spaces in the same way that the
pieces of M are attached together. In this case, every direction in M (or in a bundle over M) has tangent
vectors associated to it, as usual. An equivalent definition would be to let the tangent space at any point
consist of sets of curves, where two curves are equivalent if they have the same directional derivative in
the positive direction at the point. This is very close to a standard definition of the tangent space for a
differentiable manifold; the difference being that in this case, the derivative in the negative direction might
not agree with the derivative in the positive direction, or the negative direction might not exist at all if
the curve begins at the point. The tangent space defined in this way is sufficient for our purposes (defining
a connection), but it lacks some standard properties of tangent spaces, so one should be cautious when
applying this definition in other contexts. For instance, the tangent space defined this way does not have a
natural linear structure.
7.5. Strong flat partial connections over M˚ ⊂ M. As in Section 4.4, we can define a natural pre-
connection ∇Kgraph on P (K,N)|M˚ for paths in M˚.33 Let U(t) ∈ Fpgraph be a path of continuous string
operators inducing the path γ(t) in M˚. Then pre-parallel transport along γ in the bundle P (K,N)|M˚ at
time t is given by β 7→ hU(t)(β), with hU(t) defined by equation (38). Recall that different paths U(t)
corresponding to the same path γ(t) could in principle give different results from the pre-parallel transport.
We claim that instead the pre-connection defines a flat partial connection (not just projectively flat) on
M˚. We can show this by extending it to a flat connection on all of M, making ∇Kgraph a strong flat partial
connection. (See Definition 5.2.) The same argument and same conclusion applies for ξ(K,N)|M˚.
33The “K” in ∇K
graph
stands for “Kitaev code”.
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7.5.1. Extending ∇Kgraph to ∇Kext on M. To extend the pre-connection ∇Kgraph to a pre-connection ∇Kext on
M, all we have to do is to replace Fpgraph with the set Fpext of allowed unitary paths for the toric code. We
prove in this section the following theorem:
Theorem 7.6. ∇Kext gives a well-defined notion of parallel transport on M.
Proof. Suppose we have a path γ(t) in M. By the definition of M, γ(t) = W (t)(CK (Sv, Sf )) for some
W (t) ∈ Fpext; in particular, for each t, W (t) ∈ Fext. We wish to chooseW (t) ∈ Fpext. Lemma 7.5 tells us that
the only ambiguity in choosing W (t) for any given t is up to verified discrete-time string loops. Therefore,
for any path γ(t), there is a natural choice for a continuous unitary path W (t): Start with some value of
W (0) as the initial value of the path, to be determined later. As long as defects move within a face or
edge, we simply vary the appropriateWi in the decomposition of W (t) and leave the discrete string operator
unchanged; the resulting segment of the unitary path is continuous.
When a defect moves from one face f to an edge e, we need to be careful, as the starting point for the
edge might be different from the starting point for the face. Let A be the upper left corner of the face f , and
let H be a continuous string operator that moves a defect from A along the edges of f to the new location
of the defect on e. The starting point A′ of the edge e might be different than A. Write H = UPa (s)E for an
appropriate time s, Pauli P = X or Z, and verified discrete-time string operator E from A and A′ along the
edges of the face. (E is trivial if A = A′.) We must update the decomposition of W (t) =
∏
WiF when the
defect reaches the edge. We replace Wi with U
P
a (s) and replace F by EF . Because UA,(x,y) is required to
agree with a continuous string operator that moves a defect along the edge(s) from A to (x, y) when (x, y)
lies on an edge of the face, UA,(x,y) → H = UPa (s)E as (x, y) reaches the edge. Therefore, the change in the
decomposition of W (t) as the defect reaches the edge still leads to a continuous unitary path W (t).
We change the decomposition similarly if we move from an edge into the interior of a face, or if we move on
to or off of a vertex, or on to or off of dual edges or vertices. This process tells us uniquely what the verified
discrete-time string operators for W (t) must be at all times in order for the unitary path to be continuous
and how to represent W (t) in the decomposition of Definition 7.6.
The only remaining ambiguity is a choice of the verified discrete-time string operator for the starting
point W (0) of the unitary path. If we fix γ(0) = CK(Sv, Sf ), then it is natural to choose W (0) = 1.
Then W (t) is unique, and therefore parallel transport along γ(t) is well-defined. If we use a path with a
different starting point γ(0), we must choose some verified discrete-time string operator F for W (0) such
that W (0)(CK(Sv, Sf )) = γ(0). (Lemma 7.5 tells us this choice is the only ambiguity given γ(0).) Now
imagine we choose a different path W ′(t) ∈ Fpext for γ(t) with verified discrete-time string operator F ′ at the
start. W ′(t) is the unique path with F ′, and W ′(t) =W (t)F−1F ′. Parallel transport along γ(t) determined
by W (t) is given by W (t)W (0)−1, but W ′(t)W ′(0)−1 = W (t)W (0)−1, so the two unitary paths give the
same parallel transport. Thus, ∇Kext gives a well-defined notion of parallel transport everywhere on M,
independent of even the choice of initial value W (0). 
The reason we find a connection in this case and not a projective connection is that while we allow a
global phase factor in discrete string operators, it is a discrete phase ±1 or ±i. Thus, there is no continuous
unitary path that changes the global phase while not braiding the defects around each other.
7.5.2. Flatness.
Theorem 7.7. ∇Kext is a flat connection, so ∇Kgraph is a strong flat partial connection.
Proof. Consider any loop γ(t) in M. Let us for the moment restrict attention to loops γ(t) that begin and
end on points in C
HC,(nv ,nf )
K (with all defects on vertices). BecauseM is homeomorphic to the configuration
space of the defects, we can think of a path γ(t) inM as a colored braid over Tg (with two colors representing
primal and dual defects). We can distort γ(t) to a loop γ′(t) that lies on M˚, as in Figure 15, by taking
each strand of the braid and pushing (and possibly stretching or compressing) it via isotopy to travel along
the edges of whichever face of Γ or Γ¯ within which the defect is currently moving. When we do so, parallel
transport along γ′(t) is the same as parallel transport along γ(t), broken up into segments moving within a
single face, and with the segments interspersed by loops ηi(t) that move a single defect within a single face
(including its edges and vertices) of Γ or Γ¯.
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γ(t)
γ′(t)
η1(t) η2(t) η3(t)
Figure 15. Distorting the path γ(t) of a single particle (red) to a path γ′(t) (blue) along
edges of Γ. The difference between the two is a product of loops ηi(t) (green), each contained
in a single face. A path (in black) consisting of alternating green loops and blue segments
is equivalent (because of cancelling segments) to the original red path γ(t).
Now, we claim that the parallel transport along a loop ηi(t) that lies within a single face of Γ or Γ¯ is
trivial. This is true because the unitary path Gi(t) corresponding to ηi(t) simply consists of varying UA,(x,y)
over points (x, y). There is a unique UA,(x,y) for each point (x, y) and ηi(t) is a loop, so Gi(0) = Gi(1)
and parallel transport along ηi(t) is the identity. Consequently, parallel transport along γ(t) is the same as
parallel transport just along the distorted path γ′(t).
If γ(t) is a homotopically trivial loop in M, then the corresponding braid is trivial as well. That is,
homotopy in M is equivalent to isotopy in R3. In a trivial braid, no defects circle any others and no defects
travel around a non-trivial loop on Tg. The γ
′(t) that we get by distorting such a γ(t) will therefore be
a product of disjoint loops on M˚, and the unitary path corresponding to γ′ will be a product of disjoint
discrete string loop operators that do not circle any defects or loop around Tg. Therefore, due to standard
properties of the toric code, parallel transport along γ′(t), and thus along γ(t), is trivial.
Now we need to consider loops based at arbitrary points in M. When we change the base point of a
loop, we conjugate the holonomy with the parallel transport along a path between the base points. How-
ever, conjugating the identity still gives us the identity. Thus, the holonomy of any homotopically trivial
(contractible) loop in M is the identity. By Criterion 5.1, ∇Kgraph is a well-defined connection and is flat on
all of M. 
7.6. Fault-tolerant logical gates from string operators. By Theorem 7.7 and the observation of Sec-
tion 5.4, the logical gates for the toric code are given by the monodromy representation of the fundamental
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group of M induced by the bundle P (K,N)|M˚ or ξ(K,N)|M˚. The fundamental group of M is the braid
group on Tg with two colors of strands. We have three types of generators of the colored braid group on
Tg: those consisting of moving one defect of one color around another of a different color, those consisting
of swapping two defects of the same type, and those consisting of moving a defect around a homotopically
non-trivial loop of Tg.
We can determine what logical gates the colored braid group generators correspond to using the standard
approach to analyzing the toric code (as per [14] or [7]): Swapping two defects of the same type (“half
braiding”) does not change the encoded state unless the combination of the two paths forms a loop enclosing
another defect. Moving one defect around another (“full braiding”) produces a global phase of −1 iff the two
defects are of different types (one primal and one dual). Therefore full-braiding generators do not produce
any non-trivial logical gate. On the other hand, moving a defect around a homotopically non-trivial loop of
Tg performs a logical Pauli operator on the appropriate logical qubit of the code. If the code CK(Sv, Sf )
contains just one type of defect (e.g., primal), we can only perform logical Pauli operators of one type (e.g.,
only logical X ’s). If CK(Sv, Sf ) contains both primal and dual defects, the monodromy group is isomorphic
to the full Pauli group on the logical qubits. Adding extra defects does not help us do more logical gates.
While in the case of the toric code, the monodromy group is quite simple, recall that the toric code is
just an example and a model for more complicated topological codes. In Section 7.8, we show how to apply
the same construction to models with non-Abelian anyons, in which moving defects around each other will
perform non-trivial logical gates, even potentially a universal set of gates.
7.7. Freedom in choosing M˚ and M. We made a number of arbitrary choices in the definitions of M˚
andM. To what extent do our conclusions depend on these choices? The set of logical gates cannot depend
on these choices, so this is a question of how the topology of different possible choices of the topological
space M relate to each other.
The freedom in choosing M˚ is somewhat limited. We need a way of performing continuous-time string
operators with local gates that generate the usual discrete string operators at integer times. There is certainly
some freedom in precisely how to do that, for instance by reparameterizing time, but all of them are basically
quite similar.
M is much less constrained. The main thing we need is simply to find some way to extend M˚ to a
topological space M for which the extended connection ∇Kext on M is projectively flat. No doubt there
are many different ways of doing this. We have chosen one in this paper for which M is isomorphic to the
configuration space of the defects, so that loops in M correspond to braids. This allows us to make close
contact with the usual topological picture of the toric code, so it is a natural choice. Even then, there are a
number of arbitrary details in our construction, but they don’t seem to play any fundamentally important
role. We simply made a set of choices that works for the construction, but surely other choices are possible.
It is also not necessary to define an M that is isomorphic to the configuration space provided we get
a flat projective connection. However, not all choices are equally enlightening as to the structure of the
fault-tolerant protocol. For instance, suppose instead of the actual M we defined above, we were instead
to make similar definitions, but to restrict defects to be within a small distance ǫ of an edge or a dual edge
rather than allowing them to be anywhere in a face. Topologically, this would correspond to a “thickening”
of M˚. This alternateM′ is a subset of theM we defined, so the connection on it is still well-defined and flat.
However, in M′ there are many more homotopically non-trivial loops, since moving a defect around a face
is now non-contractible. These additional non-contractible loops always produce trivial logical gates, so are
not very interesting, but they complicate matters. In particular, they make the fundamental group of M′
larger and therefore obscure the “meaningful” non-contractible loops that correspond to non-trivial logical
gates. The moral here is that we want to pick the “largest” M that gives us a flat projective connection.
Beyond that, it is unclear if there are additional criteria that M should satisfy.
7.8. Other topological codes. The construction given for toric codes can be immediately applied to give
a similar result for any anyon model with similar properties. In particular, we assume that the anyon model
has the following properties:
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(i) The model works within a larger Hilbert space which has N qudits located on the edges of a square
lattice Γ on the torus.34 The edges of Γ are oriented as in Figure 12.
(ii) The anyon model contains multiple species of quasiparticles (also called defects). Some species (the
“primal species”) can be located on vertices of Γ, others (the “dual species”) on the faces of Γ
(or equivalently, on the vertices of Γ¯). There is a vacuum species 0, which is also the absence of
a quasiparticle at a location. Each configuration of defects corresponds to a subspace (the “code
subspaces”) whose dimension K depends only on the number of each species of quasiparticles and
not on the locations of the quasiparticles.
(iii) There exist projectors Πia, with i labelling a quasiparticle species and a either a vertex (for a primal
species) or dual vertex (for a dual species). The projectors satisfy the following properties:
(a) Πia acts only on qudits with lattice separation at most ⌊(s− 1)/2⌋ from a. (Recall that s is the
minimum separation allowed by the hard-core condition.)
(b) Πia|ψ〉 = |ψ〉 if |ψ〉 has a defect of type i at a; otherwise Πia|ψ〉 = 0.
(c) [Πia,Π
i
b] = 0.
(iv) There exist unitary operators ωij, with j labelling a qudit and i a quasiparticle species, which have
the following properties:
(a) ωij acts only on qudits with lattice separation at most ⌊(s− 1)/2⌋ from j.
(b) (ωij)
2 = 1
(c) ωij moves a defect of species i along the edge j: That is, if C is a code subspace satisfying the
hard-core condition with a defect of species i at a vertex v (or dual vertex if i is a dual species)
adjacent to qubit j, then ωij(C) is a code subspace with the location of all defects the same as
C except that instead of a defect of type i at v, there is a defect of type i at the vertex (or
dual vertex) v′, which is at the other end of the edge (or dual edge) associated with qubit j.
(d) ωij acts as the identity if the two vertices (or dual vertices) adjacent to j have no defects of
type i or if there are defects (of any species) at both vertices.
(v) Let ABCD be a square (or dual square) in Γ. Then ωiCAω
i
CDω
i
BDω
i
AB|CA = 1|CA when CA is a code
subspace satisfying the hard-core condition with a defect of species i at vertex (or dual vertex) A.
The projectors Πia can detect the presence of a defect at i, so condition (iii) is essentially a refinement of
condition (ii), and ensures that the quasiparticles are well-defined localized objects. Note that if C satisfies
the hard-core condition, when there is a defect of species i at v, there cannot be any defect at the adjacent
vertex v′. The interpretation of ωij is that it moves a defect of type i from v to v
′ or from v′ to v (since ωij
squares to the identity). We do not put a constraint on the behavior of ωij when the defect configuration
does not satisfy the hard-core condition or if there is not a particle of species i on a vertex (or dual vertex)
adjacent to qubit j. Condition (v) basically encapsulates the topological order property of an anyon model:
When the hard-core condition is satisfied, there are no other defects on or within the square ABCD, so
moving an anyon around the square should be a trivial operation.
We believe that Kitaev’s quantum double models [14] and the more general Levin-Wen string net models
[18] can be formulated in this way. The projectors Πia are the usual projectors in these models giving
the location and type of a quasiparticle. However, the standard string operators F ij for these models are
non-unitary, so they cannot serve as the operators ωij . Instead, we use the combination
(150) ωij = Π
0
vΠ
i
v′F
i
jΠ
i
vΠ
0
v′ +Π
i
vΠ
0
v′F
i
−jΠ
0
vΠ
i
v′ + [(1−Πiv)(1−Πiv′) + (1−Π0v)Πiv′ +Πiv(1−Π0v′ )−ΠivΠiv′ ]1,
where v and v′ are the vertices (or dual vertices) at the ends of the edge associated with qubit j, and F i−j is
the string operator that moves a defect against the orientation of j. This is analogous to equation (84). We
believe that the properties of the string operators ensure that the ωij defined this way satisfy condition (iv),
but we have not been able to prove this rigorously.
Another minor complication is that these models are not usually presented on a square lattice. We can
always imbed the usual structure into a square lattice, which may require increasing s somewhat since the
distance between vertices of the imbedded graph could be greater than 1.
Given a model with the desired properties, we can just follow the full construction for the toric codes
presented in this section, substituting ωij for σ
i
j throughout. There are only a few small differences in the
34The use of a square lattice is not essential, but it is convenient to use the same lattice as previously.
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|ψ〉
Rpi/8|+〉 C Rpi/8|ψ〉
Figure 16. A magic state injection circuit to perform the π/8 phase rotation Rpi/8 =
diag(e−ipi/8, e+ipi/8) on an arbitrary state |ψ〉. It involves an ancilla “magic state” Rpi/8|+〉,
a CNOT gate, a measurement, and a Clifford group gate C = Rpi/8XR
−1
pi/8, conditioned
on the measurement outcome. While C is in the Clifford group, the gate Rpi/8 itself is
non-Clifford. In a fault-tolerant scenario, all quantum states are encoded in a QECC and
operations are performed with fault-tolerant gadgets.
proofs. First, the various configuration spaces require a specification of the number and locations of all
types of defects, and there are generally more than two. This produces no substantive difference in the
construction. A slightly larger change is that ωij acts on qudits within a distance ⌊(s − 1)/2⌋ of the edge
instead of within distance 1. This means that the U ij(t), V
i
j (t) will also, and that the UA,(x,y) will act on
qudits within a distance ⌊(s − 1)/2⌋ of the square. However, since the hard-core condition requires defects
to be a distance at least s apart, the operators associated with two different defects will not overlap.
The only place we used a property of a Pauli operator not part of condition (iv) is in the proof of Propo-
sition 7.2. Specifically, we need to calculate the determinant of U ij(t) = e
−itpi/2[cos(tπ/2)1 + i sin(tπ/2)ωij]
on the 4-dimensional subspace C|ψ〉. ω
i
j acts as the identity on the two basis states which have no defects at
the ends of j and swaps the other two basis states. Thus, on C|ψ〉, ω
i
j = X ⊕ 12, and detU ij(t) = e−2itpi/2 as
for the toric code.
Thus, the same construction we used for the toric code also shows that a wide variety of models with
non-Abelian anyons can also be understood in terms of our framework. In these models, the monodromy
group includes the full set of gates that can be produced via braiding.
8. Towards full fault tolerance
Sections 6 and 7 illustrated how our picture works for two of the main classes of fault-tolerant gates,
namely transversal gates and topological gates. Here, we focus mostly on extending the transversal gate
set to enable universal quantum computation; in particular, we comment on some aspects of the bundle
construction involved. Since transversal gates are not universal, fault-tolerant protocols based on them
usually add in gates from a third major class of fault-tolerant gates, magic state constructions or equivalently
magic state injection. Topological constructions sometimes also make use of magic state injection. This third
class of fault-tolerant gates is not unitary.
Generally speaking, if we can perform the logical Clifford gates and one logical gate outside of the Clifford
group, then the system is capable of universal computation. Magic state injection enables us to simplify the
requirement of being able to perform one logical gate outside of the Clifford group to a requirement of being
able to prepare a particular non-stabilizer state known as a “magic state”. For instance, to perform the gate
Rpi/8 = diag(e
−ipi/8, e+ipi/8), we just need the magic state Rpi/8|+〉. The magic state injection procedure,
depicted in Figure 16 for Rpi/8, typically uses some logical gates from the Clifford group, measurement,
and classical control, plus some copies of the magic state. In order to fulfill these requirements, the idea
is that we can provide fault-tolerant measurement and logical Clifford group gates using transversal gates
or another fault-tolerant construction, and somehow separately create encoded magic states, perhaps using
state distillation techniques [5]. Magic state injection then allows us to complete the universal gate set. See
[12] for further discussion of how magic state constructions work.
We have not worked out our picture in detail for magic state constructions, but in this section, we will
quickly sketch how we expect it to work. We will focus on the case where the basic set of logical gates
available is performed through transversal gates, extending Section 6.
8.1. Ancillas. First let us consider logical unitary gates on the encoded data which are performed via a
physical unitary operation on the joint system of the data and ancillas encoded in the same QECC. The
ancilla serves as a scratch space to assist in the circuit and is discarded after the circuit is complete. The
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resulting operation should still be a unitary operation on the logical state. We do not have a concrete
fault-tolerant protocol in mind for this section — instead, the discussion here serves as a warm-up for the
scenario we shall consider in Section 8.2, where measurements are also involved.
A unitary construction using an ancilla will generally introduce the ancilla in a known state, perform
gates interacting the computational data blocks with the ancilla blocks, and then discard the ancilla. Since
we are assuming for the moment that the final logical operation on the system is unitary and preserves the
logical subspace, the ancilla will end up in a tensor product with the data blocks. The final state of the
ancilla cannot depend on the state of the data blocks, because then the data and ancilla blocks would in
some cases be entangled and the logical operation would be non-unitary. Therefore the final state of the
ancilla depends only on the gate being performed (which determines the initial state of the ancilla and the
physical unitary done to it).
We have already noted in Section 6 (see Figure 6) that transversal gates interacting multiple blocks of
the QECC can be rephrased in the picture of a single data block by simply considering all the corresponding
registers of the different blocks together as one qudit of a larger size. For instance, for a transversal gate
interacting two blocks of a qubit code, we can combine the first qubits of the two blocks into a single
dimension-4 qudit, and the second qubits of the two blocks into a second 4-state qudit, and so on. The
transversal gate on the two blocks then becomes a single-block transversal gate, a tensor product of single-
qudit operations acting on the individual 4-state systems. Therefore, we continue our discussion below
assuming without loss of generality that we are dealing with a single code block of data and a single ancilla
block and doing transversal gates between them.
Recall that in the version of our picture without ancillas, we describe a QECC, which is a subspace C in
the physical Hilbert space Hphysical, as an element of the Grassmannian Gr(K,N). When we add an ancilla
into the picture, the Grassmannian changes from Gr(K,N) to Gr(K, Nˆ). In particular, C ∈ Gr(K,N) is
replaced by Cˆ = C⊗|B〉 ∈ Gr(K, Nˆ). Since |B〉 is a single state independent of the logical data, the subspace
Cˆ has the same dimension K as C. However, we have increased the dimension of the physical Hilbert space
from N to Nˆ = NA, where A is the dimension of the Hilbert space containing the ancilla.
Including ancillas also requires us to modify M ⊂ Gr(K,N), the manifold of subspaces related to the
QECC C by transversal gates, to Mˆ ⊂ Gr(K, Nˆ), the manifold related to Cˆ by transversal gates on larger
qudits, including the ancilla system. Let HN be the Hilbert space of the data blocks and HA be the Hilbert
space of the ancilla. Let Fˆ be the set of transversal gates acting on data plus ancilla blocks, as discussed
above, and let Cˆ = C ⊗ |A〉, where C is the starting QECC code block and |A〉 is the starting state of the
ancilla. Then we define
(151) Mˆ := Fˆ(Cˆ) = {F (Cˆ) | F ∈ Fˆ} ⊂ Gr(K, Nˆ).
Note that M can be considered as a submanifold of Mˆ; in particular, M⊗ |A〉 ⊂ Mˆ provides one such
embedding. Indeed, we can embed M into Mˆ in many different ways, e.g., as M⊗ |A′〉. It is possible that
M⊗ |A′〉 is not a subset of Mˆ for all |A′〉, but it will be if C ⊗ |A′〉 = U(C ⊗ |A〉) for some U ∈ Fˆ . We will
consider M⊗ |A〉 as the “standard” embedding of M in Mˆ. See Figure 17.
We begin with the subspace Cˆ = C⊗|A〉 ∈ M, whereM in this context means its standard embedding into
Mˆ. As we perform a unitary gate interacting HN and HA, we follow a path which leavesM and eventually
ends up at the subspace C⊗|A′〉. (Recall that, as discussed above, we cannot end up with any entanglement
between the ancilla and code because we are doing a logical unitary operation.) If |A′〉 = |A〉, we have
returned to M and performed a loop in Mˆ. In this case, we can identify the logical gates implementable via
transversal gates plus ancillas with the monodromy representation of π1(Mˆ) as before. However, note that
the monodromy representation of π1(Mˆ) might be different than the monodromy representation of π1(M),
potentially giving us access to additional fault-tolerant logical gates.
If |A′〉 6= |A〉, however, we have not performed a loop even though there is a sensible way to equate the
final subspace C⊗|A′〉 with the initial subspace C⊗|A〉. If it is possible to reset the ancilla from |A′〉 to |A〉
using transversal gates acting only on the ancilla block, then we can use these gates to complete the loop.
However, it might not be possible to do so — it may be that the only way to get from |A′〉 to |A〉 using
transversal gates is to interact with the data block. One potential approach to circumvent this problem is to
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M⊗ |A〉
M⊗ |A′〉
M′
Figure 17. Adding ancilla blocks embeds M into a larger manifold Mˆ, and gates that
interact the computational blocks with the ancilla blocks produce a path (dotted line) in
Mˆ that leaves M and eventually returns to M when the ancilla blocks are reset to their
initial value |A〉. Mˆ is defined via equation (151).
work with an appropriate quotient space of Mˆ which identifies subspaces D ⊗ |A〉 ∈ Mˆ and D ⊗ |A′〉 ∈ Mˆ
for arbitrary D ∈M.
Another straightforward way is to allow additional paths in Mˆ to include non-transversal unitaries which
change the ancilla block without touching the data block. That is, we would add to Mˆ all points of the
form D ⊗ |B〉, for any D ∈ M, |B〉 ∈ HA, and allow any unitary paths that map subspaces of the form
D ⊗ |B〉 only into other subspaces of the same form with the same D. This procedure means extending the
manifold Mˆ and group Fˆ further to Mˆ′ and Fˆ ′. Because travelling along one of the new paths does not
alter the D subspace, there is a natural way to trivialize the fibre along the path. We can then create a loop
by performing the transversal gate on HN ⊗HA and then following one of the new paths from C ⊗ |A〉 to
C⊗|A′〉, as in Figure 17. The same argument as in Section 6 should show that the connection is projectively
flat and that the gate is non-trivial only if the loop is homotopically non-trivial in Mˆ′.
The additional paths represent “resetting” the ancilla register. To follow such a path using physical
operations might require many-qudit gates and would not necessarily be at all fault-tolerant, but we can still
use them as a conceptual tool.
8.2. Measurements. The strategy for gadgets which involve measurements is similar but more complex.
First, note that we can always replace a gadget involving measurement and classical control by one using
unitary operations and ancillas: We purify the measurements by replacing each with a CNOT to an ancilla
qudit that starts in the state |0〉. We can maintain fault-tolerance while doing so [1] by repeating the
measurement multiple times and storing the results as a classical repetition code. Since the classical repetition
code allows transversal implementation of a universal set of classical gates, we can perform the classical
control of the quantum computer fault-tolerantly. Classical error correction consists of non-transversal gates,
but implemented in a way that limits the propagation of bit flip errors. Note that the classical code does
not protect against phase errors on the qudits which we have added to replace the classical measurement
results, but because the original circuit assumes those bits are classical anyway, phase errors on them have
no effect on the main computation qudits.
The complication for our picture arises because the set of allowed unitaries Fˆ for data block plus ancillas
consists of transversal quantum gates on the “quantum” registers in the system and a different set of possible
gates on the “classical” registers in the computer. A fault-tolerant classical computation by itself probably
would not result in a flat projective connection, because generating classical gates continuously via a Hamil-
tonian requires leaving the set of allowed classical states and generally involves intermediate states which
are sensitive to phase errors. However, since we have restricted attention to magic state constructions where
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phase errors in the classical registers have no effect on the actual encoded states, we believe that applying
our construction to magic state injection gadgets will lead to a flat projective connection.
Summarizing the points in this section, we believe the following procedure allows us to construct a bundle
representing a magic state construction, and gives a flat projective connection on that bundle.
(i) Purify measurements by adding additional ancillas. Replace each measurement by a CNOT.
(ii) Store formerly classical bits in a classical repetition code and implement classical gates transversally
on this code.
(iii) Define an enlarged set of allowed unitaries Fˆ by transversal gates on quantum registers, continuous
generation of classical gates on classical registers, and reset operations on ancillas that do not touch
the original computational qubits.
(iv) Enlarge the subset M ⊂ Gr(K,N) to Mˆ ⊂ Gr(K,N ′) based on the ancilla Hilbert space and
allowed unitaries Fˆ .
(v) Consider loops that start at the original code in M, leave M to explore Mˆ via transversal gates,
purified measurements, and classical gates, and then return to M by resetting ancillas.
9. Conclusion
We have shown that fault-tolerance via transversal gates and from braiding defects in the toric code or
similar topological codes can both be phrased in the same general mathematical framework. In both cases,
the fault tolerance of the protocol reveals itself when the connection on M ⊂ Gr(K,N) turns out to be
projectively flat. Intuitively, it makes sense that this would be a general feature of fault-tolerant protocols:
When U(t) represents a possible unitary evolution in the protocol, small errors in the gate implementation
lead to U˜(t), a path close to U(t). The protocol is fault-tolerant precisely when U(t) performs the same
logical gate as U˜(t) — i.e., both paths induce the same parallel transport in bundles over M. This, in turn,
suggests that the connections on ξ(K,N) and P (K,N) should be projectively flat. This is the motivation
for Conjecture 2, which states that projective flatness is a necessary condition for fault tolerance.
Indeed, this criterion seems to capture the heart of fault tolerance: faulty implementations of gate gadgets
should have the same effect on encoded qudits as an ideal implementation would. It is therefore tempting
to go further and guess that projective flatness is a sufficient condition as well:
Conjecture 3. A protocol is fault-tolerant if there is a set of paths F˚p and a topological space M˚ such that
the natural pre-connection defines a flat projective partial connection on M˚.
To prove either Conjecture 2 or Conjecture 3 would require a rigorous and general definition of what it
means for a protocol to be fault-tolerant. Right now, we can state rigorous conditions for fault tolerance for
specific error models, such as the s-qudit error model, and we have a general intuitive sense of what fault
tolerance means for arbitrary error models, but we do not have a rigorous formulation of fault tolerance for
general error models. Having one would be valuable, not only for the program begun in this paper, but also
for other potential methods of proving general theorems about fault tolerance.
Once we have a general definition of fault tolerance, it may be possible to complete our program and
prove Conjectures 2 and 3. To do so, we will need a canonical way to chooseM given M˚. The main element
that is missing from our picture currently is the error model, so we suspect that the error model will go into
the definition of M.
Even without such a general framework, there are a variety of more specific open questions that are
suggested by our work. Can the ideas sketched out in Section 8 be fleshed out, or is there some subtle
issue that arises? What, precisely, is the relationship between the manifold M for single-block transversal
gates and the manifold for multiple-block transversal gates — is there a direct relationship between their
fundamental groups? Is there a way to calculate the monodromy representation of π1(M) directly, and
therefore learn something about fault-tolerance from the topology of M?
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