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Seznam uporabljenih kratic in
simbolov
API - Programski vmesnik (angl. Application Program Interface)
HTML - Oznacˇevalni jezik za oblikovanje vecˇpredstavnostnih dokumentov,
ki omogocˇa povezave znotraj dokumenta ali med dokumenti (angl. Hyper
Text Markup Language)
HTTP - Protokol za izmenjavo besedil ter graficˇnih, zvocˇnih in drugih vecˇ-
predstavnostnih vsebin na spletu (angl. Hyper Text Transfer Protocol)
LAN - Krajevno oziroma lokalno omrezˇje (angl. Local Area Network)
PCA - Metoda glavnih komponent (angl. Principal Component Analysis)
PHP - Skriptni programski jezik, namenjen za izdelavo dinamicˇnih spletnih
strani (angl. Hypertext Pre-Processor)
SVD - Metoda razcepa na singularne vrednosti (angl. Singular Value Decom-
position)
XML - Razsˇirljivi oznacˇevalni jezik (angl. Extensible Markup Language)

Povzetek
Metode racˇunalniˇskega vida, povezane z moderno racˇunalniˇsko opremo, omo-
gocˇajo nove mozˇnosti za posredovanje vizualnih informacij. S tem, da racˇu-
nalniˇski sistem dolocˇi nekatere lastnosti iz slike obraza opazovalca (npr. spol,
starost), mu lahko prilagodi prikazano informacijo glede na te lastnosti. Za
oznako procesa zaznavanja, dolocˇevanja znacˇilnosti gledalca in posredovanja
povratne informacije v tem delu vpeljemo izraz “digitalna karakterizacija”,
saj nasˇ sistem za digitalno karakterizacijo bistveno presega dosedanje sisteme
za digitalno oglasˇevanje (angl. digital signage), ki zgolj posredujejo informa-
cijo opazovalcu, a ga ne zaznavajo, ne dolocˇijo njegovih lastnosti in mu ne
prilagodijo prikazane informacije. Predstavljen je izviren racˇunalniˇski sistem
za zaznavanje oseb in dolocˇevanje njihovih osnovnih znacˇilnosti (npr. spola)
na osnovi slike, ki jo posreduje video kamera. Sistem posreduje osebi tudi
povratno informacijo preko racˇunalniˇskega ali informacijskega zaslona, ki je
namesˇcˇen skupaj s kamero. Povratna informacija je prilagojena znacˇilnostim
osebe - gledalca. Osnovni komponenti sistema sta predvajalno mesto in glavni
strezˇnik. Na predvajalnem mestu se s pomocˇjo metod racˇunalniˇskega vida
izvaja karakterizacija obrazov opazovalcev, na osnovi cˇesar se lahko prilagodi
prikazovana vsebina. Glavni strezˇnik dolocˇa vsebine za prikazovanje in skrbi za
manipulacijo z zajetimi podatki. Detekcija in sledenje vecˇ opazovalcev se izva-
jata v realnem cˇasu. Pri karakterizaciji obraza opazovalca uporabimo metodo
glavnih komponent (PCA) in okolje za podatkovno rudarjenje Orange. Pose-
bej obdelamo klasifikacijo spola iz obraza opazovalca. Za ta namen v okviru
okolja Orange uporabimo in primerjamo metode strojnega ucˇenja: naivni
Bayes, K-najblizˇjih sosedov, klasifikacijsko drevo in nakljucˇni gozdovi. Kot
ucˇno in testno mnozˇico uporabimo del zbirke obraznih slik FERET. Z metodo
nakljucˇnih gozdov lahko dolocˇimo spol opazovalca s 83,3% zanesljivostjo v 17,9
ms. Za upravljanje sistema razvijemo spletno aplikacijo, ki omogocˇa dinamicˇno
generiranje porocˇil, statisticˇno obdelavo in vizualizacijo zajetih podatkov. Si-
stem je kompatibilen z vsemi obicˇajnimi operacijskimi sistemi in zasnovan za
izvajanje na standardni racˇunalniˇski ter video opremi, zato je uporaben pov-
sod, kjer zˇelimo informacijo prilagoditi gledalcu: v izobrazˇevanju, zdravstvu,
oglasˇevanju itd.
Kljucˇne besede:





Digital signage in combination with computer vision opens new possibilities for
out-of-home advertisement. By determining certain characteristics of observers
(e.g. gender, age) the information presented to them may be adjusted accord-
ing to their expected preferred interest. To denote the process of detecting,
characterizing and responding to the observer we introduce the term “digital
characterization” as our system significantly reaches over the existing so called
“digital signage” systems that only presents information without detecting and
characterizing the observers. Digital characterization in real time has become
possible due to the development of the image analysis methods and the devel-
opment of the widely available computer equipment. A computer system for
digital characterization is described. It is an intelligent system for displaying
selected visual information on a computer screen. The system tracks and char-
acterizes the viewers by analyzing the images of their faces taken by a camera
attached to the screen, using the computer vision methods in real time. It also
performs logging and analysis of recorded data. Main components of the sys-
tem are the player and the main server. The player performs characterization
of the viewers which can be used for adjusting the information on the screen.
The main server performs selection of the presented information and manip-
ulates the data. Detection and tracking of several observers is performed in
real time. In face characterization we use the Principal Component Analysis
(PCA) and the data mining environment Orange. Characterization of the ob-
server’s gender from their face is specially treated. The following methods of
machine learning are applied and inter-compared in the Orange environment:
naive Bayes, K-nearest neighbors, classification tree and random forest. A
part of FERET face image library is used as learning and test sets. Selected
methods are implemented for real time application on a PC. Gender of an ob-
server can be determined in 17,9 ms with 83,3% reliability using random forest
classifier. A web application for managing of the system and for generating
reports is developed, including statistical analysis and visualization of data.
The system is designed for standard computer and video equipment. For this
reason it is practically applicable wherever we want to adapt the information
to the viewer: in education, medical institutions, marketing, etc.
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Digitalni oziroma racˇunalniˇsko vodeni sistemi postajajo sestavni del nasˇega
zˇivljenja. Kot primer digitalnega sistema navedimo zaslon za oglasˇevanje
ali predvajanje dolocˇene informacije, ki ga upravlja racˇunalnik. Digitalni si-
stem sestavljajo razlicˇne racˇunalniˇske in video komponente, njegovo bistvo
pa je racˇunalniˇski program, ki izvaja in upravlja proces. Ker so digitalni
si˜stemi namenjeni sˇiroki uporabi, morajo biti zasnovani na preprostih in ce-
nenih racˇunalniˇskih komponentah. Zato pa morajo biti racˇunalniˇski programi
toliko bolj ucˇinkoviti in zahtevni. V svetu potekajo intenzivne raziskave in
razvoj metod, ki so njihova podlaga.
Osnovi namen tega dela je raziskava in izboljˇsava metod ter prakticˇna
izdelava racˇunalniˇskega programa, ki upravlja digitalni sistem za prikazovanje
vsebine v javnem prostoru, npr. v nakupovalnem centru. Tak sistem je po-
stavljen na vidnem mestu in podaja slikovno ali tekstualno informacijo mnozˇici
nakljucˇnih opazovalcev, ki se spreminja v relativno kratkem cˇasu. Za ilustra-
cijo navedimo primer informacijskega zaslona v sprejemni pisarni bolniˇsnice,
ki cˇakajocˇim prikazuje preventivne zdravstvene informacije ali pa zaslon, ki
vstopajocˇim v prodajalno reklamira izdelke. Cˇe se taki sistemi uporabljajo za
oglasˇevanje, jih imenujemo sistemi za digitalno oglasˇevanje. V tuji literaturi
se je zanje udomacˇil izraz “digital signage” [11, 15, 25]. Ker so postali LCD
zasloni in ostale racˇunalniˇske komponente poceni in zanesljivi, se sistemi za
digitalno oglasˇevanje zˇe mnozˇicˇno uporabljajo v sˇtevilnih javnih prostorih kot
so nakupovalna srediˇscˇa, letaliˇscˇa in celo posˇtni uradi.
V prvem sklopu dela opredelimo osnovno zgradbo in princip delovanja sis-
tema za digitalno zaznavanje. S pomocˇjo metod racˇunalniˇskega vida [26] ga
izboljˇsamo tako, da vgradimo metode za prepoznavanje osnovnih znacˇilnosti
opazovalca (npr. spol, starost, razpolozˇenje) z namenom, da opazovalcu pri-
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kazˇemo zanj prilagojeno vsebino. Inteligentni digitalni sistem, ki vsebuje
opisane lastnosti, imenujemo sistem digitalne karakterizacije [22]. Pojem dig-
italna karakterizacija vpeljemo, ker se tak sistem bistveno locˇi od sistemov
za digitalno oglasˇevanje, saj poleg tega, da zazna (detektira) osebo, dolocˇi
tudi njene osnovne znacˇilnosti ter ji posreduje povratno, specificˇno prilagojeno
informacijo. Sistem v sprejemni pisarni bolniˇsnice prikazˇe drugacˇne preven-
tivne zdravstvene informacije, cˇe ugotovi, da se pred zaslonom nahaja starejˇsa
gospa, kot cˇe ugotovi, da je tam mlad fant. Sistem na vhodu v trgovino pa bo
poleg gledalcu prilagojenih oglasov belezˇil tudi statisticˇne podatke o kupcih
(npr. kdaj jih najvecˇ nakupuje, kako so porazdeljeni po starostnih skupinah
in spolu), na osnovi katerih trgovina lahko prilagodi svoj delovni ritem in
ponudbo.
Pri digitalni karakterizaciji je pomembno zagotavljati varovanje osebnih
podatkov gledalca v skladu z zakoni in predpisi [28]. Zato poskrbimo, da sistem
belezˇi samo kumulativne statistike, vsi osebni podatki (slika, spol, starost) pa
se zbriˇsejo takoj po karakterizaciji.
Za uporabo pri digitalni karakterizaciji raziˇscˇemo in uporabimo razlicˇne
metode racˇunalniˇskega vida. Racˇunalniˇski vid je podrocˇje racˇunalniˇstva, ki
se ukvarja s procesiranjem in analizo slik [26]. Racˇunalnik interpretira sliko
na osnovi metod razpoznavanja vzorcev in iskanja znacˇilnic. Obsezˇen nabor
metod nam omogocˇa zajem specificˇnih informacij. V okviru dela se ome-
jimo na metode za iskanje in sledenje obrazov ter obraznih znacˇilnic [14].
Uporaba obicˇajne strojne opreme ter dinamika sistema zahtevata uporabo
metod racˇunalniˇskega vida majhne cˇasovne zahtevnosti. Predstavimo metodo
AdaBoost [27], ki omogocˇa detekcijo objektov v realnem cˇasu. Opiˇsemo pro-
gram za detekcijo in sledenje obrazov, ki smo ga razvili na osnovi teh metod. S
pomocˇjo programa presˇtejemo sˇtevilo ljudi, ki v nekem obdobju gleda prikazo-
vano vsebino, dolocˇimo cˇas zadrzˇevanja pred zaslonom ter oddaljenost opazo-
valca od zaslona. Pri konstrukciji klasifikatorja spola na podlagi obraza upora-
bimo povezavo med metodo analize glavnih komponent [9, 26] in okoljem za
podatkovno rudarjenje Orange [8]. Za ucˇenje klasifikatorja uporabimo pro-
gramsko knjizˇnico OpenCV [5] in del obsezˇne zbirke obrazov FERET [19, 20].
Nasˇ sistem za digitalno karakterizacijo vsebuje tudi programske kompo-
nente, ki smo jih razvili za lazˇje in ucˇinkovitejˇse prakticˇno izkoriˇscˇanje pri-
dobljenih podatkov. Namenjene so predvsem uporabi pri digitalnem oglasˇe-
vanju. Kot primer navedimo trzˇenje oglasˇevanja preko zaslonov na javnih
povrsˇinah. Ucˇinkovitost in tudi cena oglasˇevanja temeljita na sˇtevilu ljudi,
ki si ogledajo oglas. Obicˇajno izhajajo iz pavsˇalnih, grobih ocen. Pavsˇalne
ocene pa pri obracˇunavanju s pomocˇjo sistema za digitalno karakterizacijo na-
7domestimo z dejanskimi, statisticˇno obdelanimi in razcˇlenjenimi podatki, saj
imamo popolno statisticˇno informacijo ne samo o sˇtevilu gledalcev, ampak
celo o njihovih znacˇilnostih. Podatke belezˇimo v podatkovni zbirki, kar nam
omogocˇa kasnejˇse analize ter izdelavo porocˇil. Izdelali smo aplikacijo, ki omo-
gocˇa pregledovanje zajetih podatkov preko spleta. Uporabljena podatkovna
zbirka je PostgreSQL [21]. Operacijski sistem strezˇnika je Debian Linux [7], za
prikaz spletnih strani pa uporabimo Apache [1]. Za dinamicˇno pripravo zajetih
podatkov uporabimo okolje PHP [18], za vizualizacijo pa tehnologijo Adobe
Flex [4].
Pri razvoju nasˇega sistema smo uporabili samo odprtokodno programsko
opremo, ki je prosto dostopna na spletu. Sistem je zasnovan tako, da lahko tecˇe
na vseh mnozˇicˇno zastopanih operacijskih sistemih (Windows, Linux, Mac OS)
in zato lahko deluje na poljubnem racˇunalniˇskem sistemu. Sistem smo tudi
prakticˇno testirali na video posnetkih znane turisticˇne agencije in je zrel za
komercialno uporabo na zˇe obstojecˇih sistemih za digitalno oglasˇevanje. Prvo
komercialno aplikacijo pricˇakujemo v poslovalnicah Posˇte Slovenije.
Na podlagi tega dela smo objavili zˇe nekaj znanstvenih publikacij [3, 22,
23, 24]. Raziskovalno in razvojno delo bomo nadaljevali predvsem v smeri
natancˇnih in ucˇinkovitih metod za dolocˇevanje detajlnih znacˇilnosti obraza,
zlasti starosti in razpolozˇenja. Pri tem je osnovni problem ta, da je metode





V poglavju opredelimo pojma digitalno oglasˇevanje in digitalna karakterizacija.
Sistem za digitalno oglasˇevanje sluzˇi kot izhodiˇscˇe za nadgradnjo in izboljˇsave,
ki nas privedejo do lastnosti sistema za digitalno karakterizacijo.
2.1 Digitalno oglasˇevanje
Digitalno oglasˇevanje (angl. digital signage) je sistem za digitalno prikazovanje
vsebine, ki se nahaja na javnih prostorih [15, 25]. Obicˇajno ga sestavljajo
osrednji strezˇnik in mnozˇica predvajalnih mest. Predvajalno mesto sestavlja-
ta zaslon in omrezˇno-predvajalni vmesnik, pogosto je to osebni racˇunalnik.
Povezavo med strezˇnikom in predvajalnimi mesti predstavlja komunikacijski
kanal, ki navadno poteka po lokalnem omrezˇju (LAN) ali pa preko medmrezˇja.
Centralni strezˇnik preko omrezˇja posreduje zahteve za prikaz vsebine na dolo-
cˇenih predvajalnih mestih [11]. Shemo sistema prikazuje slika 2.1.
Sistem za digitalno oglasˇevanje omogocˇa doseganje ciljev na podlagi uprav-
ljanja:
• zaporedja prikazanih vsebin,
• cˇasovnega intervala trajanja posameznega prikaza,
• izbire vsebine za posamicˇno predvajalno mesto,
• izbire vsebine glede na dolocˇen cˇas ali del dneva.
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Slika 2.1: Shema sistema za digitalno oglasˇevanje. Komunikacija poteka od
strezˇnika k predvajalnemu mestu.
Vrednotenje prikazane vsebine predstavlja velik problem sistemov za digi-
talno oglasˇevanje, saj temelji na ocenah in ne na trenutnih podatkih. Sˇtevilo
ogledov vsebine se oceni zgolj na podlagi povprecˇnega sˇtevila ljudi, ki dnevno
precˇkajo obmocˇje predvajalnega mesta. Dolgorocˇno zastavljene, nekaj mesecˇne
oglasˇevalske akcije tako dosezˇejo povprecˇje, pri kratkorocˇnih pa so nihanja ve-
lika. Tovrstne pavsˇalne ocene lahko precej odstopajo od povprecˇnih. Kot
primer navedimo predvajalno mesto, ki se nahaja v nakupovalnem srediˇscˇu.
Sˇtevilo ljudi, ki se bodo v cˇasu razprodaje nahajali v obmocˇju zaslona, bo ver-
jetno vecˇje od povprecˇnega, v cˇasu poletnih dopustov pa manjˇse. S pomocˇjo
belezˇenja sˇtevilka kupcev ne optimiziramo samo oglasˇevalske kampanje ampak
lahko tudi prodajne kapacitete in strategijo.
V okviru vrednotenja omenimo sˇe relevantnost prikazane vsebine. Predva-
jalno mesto na ukaz centralnega strezˇnika predvaja razlicˇne vsebine v dolocˇenih
cˇasovnih intervalih in dolocˇenem zaporedju. Ucˇinkovitost podajanja vsebine
lahko izboljˇsamo na podlagi karakterizacije opazovalcev. Zakaj ne bi skupini
najstnic, cˇe jih sistem prepozna kot najstnice, ponudili njim privlacˇne vsebine?
Zakaj jim poleg relevantne vsebine sistem ne bi omogocˇili tudi neposredne in-
terakcije?
Digitalno oglasˇevanje ponuja precej mozˇnosti izboljˇsav in razsˇiritev. Inteli-
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gentni sistem, ki ponuja odgovore na zgoraj zastavljene probleme, smo poimen-
ovali sistem za digitalno karakterizacijo.
2.2 Digitalna karakterizacija
Digitalna karakterizacija je sistem za prikazovanje vsebin, ki omogocˇa sledenje
in karakterizacijo gledalcev v realnem cˇasu, mozˇnost interakcije z opazovalcem
ter mozˇnost analize zajetih podatkov s strani upravljavca [22, 23].
Postavitev sistema izhaja iz sistema za digitalno oglasˇevanje. Pri digitalni
karakterizaciji predvajalna mesta opremimo z napravami za zajem slike, kot je
na primer nizko cenovno kamera, vgrajena v okvir zaslona. Shemo sistema za







Slika 2.2: Shema sistema za digitalno karakterizacijo. Z uporabo kamere omo-
gocˇimo interakcijo med opazovalcem in sistemom. Komunikacija med strezˇni-
kom in predvajalnim mestom poteka v obe smeri.
V sistemu digitalne karakterizacije upravljavec za vsako izmed predva-
janih vsebin dolocˇi karakteristicˇne lastnosti ciljne publike. Strezˇnik nato preko
omrezˇja posˇlje predvajalnim mestom mnozˇico okarakteriziranih vsebin za pred-
vajanje. Naloga predvajalnega mesta je, da na podlagi trenutnega dogajanja
pred zaslonom karakterizira potencialne gledalce, izbere in prikazˇe najbolj rele-
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vantno vsebino ter spremlja njihov odziv. Karakterizacija gledalcev lahko za-
jema:
• dolocˇanje sˇtevila opazovalcev pred zaslonom,
• cˇas zadrzˇevanje posameznega opazovalca,
• oceno oddaljenosti posameznega opazovalca od zaslona,
• klasifikacijo spola opazovalca na podlagi obraza,
• umestitev posameznega opazovalca v dolocˇeno starostno skupino,
• belezˇenje odziva opazovalca na prikazano vsebino.
Zajete karakteristike gledalcev se belezˇijo in omogocˇajo upravljavcu sistema
pregled zgodovine dogajanja pred zaslonom. Na podlagi zajetih podatkov
sistem omogocˇa pripravo statistik in generiranje porocˇil.
Varovanje osebnih podatkov, ki jih zajema sistem (slika osebe in vse, kar iz
nje dolocˇimo) predstavlja poseben segment, ki je pomemben tako za uporab-
nike kot za izpolnjevanje zakonskih dolocˇil [28]. Zˇe zasnova sistema za digitalno
karakterizacijo mora zagotavljati, da zajem informacij obsega le kumulativne
karakteristicˇne podatke opazovalcev, ne pa tudi osebnih. Uporabimo zasnovo,
ki minimizira mozˇnost zlorabe osebnih podatkov, tako, da se sliko obdeluje
lokalno, jo takoj po obdelavi zbriˇse in posreduje naprej v sistem le splosˇne
statisticˇne podatke.
Slika 2.3 prikazuje osnovni dve komponenti sistema za digitalno karakteri-
zacijo: predvajalno mesto in glavni strezˇnik. Na predvajalnem mestu se zajema
slika, na kateri zˇelimo poiskati obraze razlicˇnih ljudi ter njihove karakteristike.
Smiselno je, da karakterizacija poteka na predvajalnem mestu, ne pa na samem
strezˇniku. To zagotavlja manjˇso obremenitev omrezˇja ter predstavlja prvi nivo
zagotavljanja zasebnosti, saj se namesto slike preko omrezˇja posˇiljajo zgolj
okarakterizirani podatki v obliki XML sporocˇil. Zajeto sliko zavrzˇemo takoj







Slika 2.3: Osnovne komponente sistema za digitalno karakterizacijo.
Poglavje 3
Sledenje obrazov v realnem cˇasu
V poglavju predstavljamo opredelitev in opis realizacije prve komponente si-
stema, ki zajema detekcijo in sledenje opazovalcev na podlagi obraza.
Procesiranje na predvajalnem mestu se opravlja v realnem cˇasu. To pomeni,
da nas v vsakem trenutku zanima sˇtevilo ljudi in njihov polozˇaj pred zaslonom.
Predpostavljamo tudi, da na predvajalnem mestu nimamo visoko cenovne
strojne opreme, temvecˇ standardni osebni racˇunalnik. Z uposˇtevanjem teh
dveh zahtev ugotovimo, da bomo za detekcijo in sledenje obrazov potrebovali
algoritem z majhno cˇasovno kompleksnostjo. Metoda, ki zadostuje omenjenim
kriterijem, je metoda detekcije obrazov avtorjev Viola in Jones, ki temelji na
metodi strojnega ucˇenja AdaBoost [14].
3.1 Detektor obrazov Viola in Jones
Leta 2001 sta Paul Viola in Michael Jones predlagala metodo za ucˇinkovito
realnocˇasno detekcijo obrazov [27]. Predlagani algoritem sestavljajo sˇtirje
temeljni koncepti:
• uvedba znacˇilnic Haar, ki opisujejo preproste znacˇilnice pravokotnih ob-
lik,
• opredelitev integralne slike (angl. integral image) za hitro racˇunanje
znacˇilnic,
• uporaba metode strojnega ucˇenja AdaBoost za izgradnjo kaskade “mocˇnih”
klasifikatorjev,
• opredelitev zaporedja v kaskadi klasifikatorjev z namenom optimizacije
izvajalnega cˇasa.
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Znacˇilnice Haar (angl. Haar features) so osnovane na valcˇkih Haar (angl.
Haar wavelets) [27]. Predstavljajo mocˇan model za opis obraznega klasifika-
torja ter omogocˇajo ucˇinkovito implementacijo s pomocˇjo tehnike integriranja
slike. Predstavljamo si jih lahko kot preproste pravokotne oblike cˇrne in bele
barve. Znacˇilnice Haar v obliki maske sistematsko polagamo po sliki in ugo-
tavljamo, katere in koliko slika vsebuje. Razsˇirjen nabor znacˇilnic Haar je
predstavljen na sliki 3.1, primer ujemanja iskanih znacˇilnic pri detekciji obraza
pa na sliki 3.2.
a) b)
c)
Slika 3.1: Razsˇirjen nabor znacˇilnic Haar: a) robne znacˇilnice, b) znacˇilnice
obkrozˇenega srediˇscˇa (angl. center-surround features) in c) linijske znacˇilnice.
Slika 3.2: Prvi dve znacˇilnici Haar v osnovni Viola in Jones kaskadi za detekcijo
obrazov iˇscˇeta ocˇi.
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Prisotnost znacˇilnice ugotovimo z odsˇtevanjem povprecˇne vrednosti tem-
nega podrocˇja od povprecˇne vrednosti svetlega podrocˇja. Znacˇilnica je priso-
tna, cˇe razlika presega dolocˇen prag, ki se dolocˇi v fazi ucˇenja klasifikatorja.
Za racˇunsko ucˇinkovito preverjanje prisotnosti velikega sˇtevila znacˇilnic Haar
na sliki I(x,y) sta Viola in Jones definirala integralno sliko II(x,y). Integralna
slika II(x,y) v tocˇki (x,y) vsebuje vsoto vrednosti vseh tocˇk v podrocˇju nad in







kjer I(i,j) predstavlja vrednost v tocˇki (i,j) osnovne slike I. Integralno sliko
lahko izracˇunamo z enim samim prehodom slike na osnovi lastnosti:
S(x, y) = S(x, y − 1) + I(x, y), (3.2)
II(x, y) = II(x− 1, y) + S(x, y), (3.3)
kjer S(x, y) predstavlja vsoto vrstice. Robna pogoja sta:
S(x,−1) = 0,
II(−1, y) = 0.
Integralna slika nam omogocˇa racˇunsko ucˇinkovito racˇunanje vsote po-
drocˇja pravokotne oblike. Za izracˇun vsote poljubnega pravokotnika potre-
bujemo zgolj 4 naslavljanja tocˇk integralne slike in 3 racˇunske operacije, kar
predstavlja izreden prihranek pri racˇunanju in umesˇcˇanju znacˇilnic razlicˇnih
velikosti in oblik [14]. Primer taksˇnega izracˇuna prikazuje slika 3.3b.
Za izracˇun povprecˇne sivinske vrednosti izracˇunano vsoto pravokotnika de-
limo z njegovo povrsˇino.
AdaBoost je meta algoritem, ki se velikokrat uporablja v povezavi z drugimi
metodami strojnega ucˇenja. Prvicˇ sta ga opisala Yoav Freund in Robert
Schapire [10]. Metoda AdaBoost uporabi mnozˇico “sˇibkih” (angl. weak)
klasifikatorjev za izgradnjo “mocˇnega” (angl. strong) klasifikatorja. Sˇibek
klasifikator v tem primeru oznacˇuje klasifikator, katerega uspesˇnost detekcije
mora presegati vsaj nakljucˇno ugibanje. Samostojna uporaba taksˇnega klasi-
fikatorja ne daje iskanih rezultatov in ni smiselna. Predstavljamo pa si verigo
sˇibkih klasifikatorjev, kjer vsak prispeva svoj delezˇ do koncˇnega odgovora. Cˇe
mnozˇico klasifikatorjev, zbranih v tej verigi, optimalno utezˇimo, dobimo mocˇni
klasifikator. Cilj algoritma AdaBoost je torej poiskati najboljˇso kombinacijo























Slika 3.3: Integralna slika. a) Tocˇka (x,y) integralne slike predstavlja vsoto
vseh vrednosti osnovne slike znotraj oznacˇenega podrocˇja. b) Vsoto tocˇk zno-
traj pravokotnika D lahko izracˇunamo kot II(x4, y4) − II(x2, y2)− II(x3, y3) +
II(x1, y1).
sˇibkih klasifikatorjev hm in utezˇi αm z namenom izgradnje mocˇnega klasifika-
torja HM . Mocˇni klasifikator HM lahko formuliramo kot:
HM(x) =
∑M
m=1 αm ∗ hm(x)∑M
m=1 αm
(3.4)
kjer x predstavlja vzorec za klasifikacijo, M pa sˇtevilo sˇibkih klasifikatorjev.
Koeficienti αm zavzemajo vrednosti vecˇje ali enake 0, zalogo vrednosti hm(x)
pa predstavljajo realna sˇtevila na intervalu {-1,1}. Linearno kombinacijo sˇibkih
klasifikatorjev normaliziramo z vsoto utezˇi αm [14].
Viola in Jones sta predlagala gradnjo sˇibkih klasifikatorjev na osnovi zna-
cˇilnic Haar. Iz mnozˇice dobljenih sˇibkih klasifikatorjev lahko sestavimo ra-
zlicˇne mocˇne klasifikatorje. Med njimi iˇscˇemo taksˇno zaporedje, ki bo najbolje
ustrezalo nasˇemu problemu. Prag sprejetja mocˇnega klasifikatorja mora biti
nastavljen dovolj nizko, da sprejme vse oziroma skoraj vse ucˇne primere. Ti
navadno predstavljajo mnozˇico vecˇ 1000 slik. Zaporedje mocˇnih klasifikatorjev
imenujemo tudi kaskada klasifikatorjev. Primer kaskade za detekcijo obrazov
prikazuje slika 3.4.
Omenimo, da lahko vrstni red zˇe izbranih klasifikatorjev znatno vpliva
na izvajalni cˇas detekcije. Smiselno je, da najbolj selektivne klasifikatorje
uvrstimo na zacˇetek kaskade, saj tako najhitreje zavrnemo najvecˇ primerov.
Predlagana metoda detekcije je neodvisna od velikosti in lokacije obrazov na
sliki, ne pa tudi rotacij obrazov.















Slika 3.4: Kaskada klasifikatorjev. Del slike, ki je presˇel skozi celotno kaskado
oznacˇimo za obraz, sicer ga zavrnemo.
3.2 Selekcija in validacija obrazov
Metoda detekcije Viola in Jones se izkazˇe za ucˇinkovito pri hitrem iskanju
obrazov na sliki. Prakticˇna uporaba metode pa pokazˇe na njeno pomanjkljivost
pri natancˇnosti detekcije. S spreminjanjem praga detekcije lahko dolocˇimo,
kako “strog” naj bo detektor pri iskanju obrazov.
Pri nizkem pragu detektor na enaki sliki detektira vecˇje sˇtevilo obrazov,
saj kriteriji za detekcijo niso vecˇ tako zelo strogi. Povecˇa se sˇtevilo pozitivnih
detekcij, nekatere obraze detektira celo vecˇkrat. Poleg pozitivnih detekcij pa
se povecˇa tudi sˇtevilo negativnih detekcij, torej delov slike, ki v resnici ne
predstavljajo obrazov. Visok prag nas pripelje do bolj natancˇne detekcije,
saj se izognemo napacˇnim detekcijam in vecˇkratnim detekcijam istega obraza,
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vendar s tem izgubimo tudi detekcijo marsikaterega pravega obraza. Nasˇ cilj
je izboljˇsati detektor, da bo nasˇel kar najvecˇje sˇtevilo pravih obrazov s cˇim
manjˇsim sˇtevilom napacˇnih detekcij. Predlagamo postopek, ki maksimizira
pozitivne detekcije in minimizira negativne.
Ker zˇelimo detektirati kar najvecˇ obrazov, izhajamo z detektorjem obra-
zov, ki ima ohlapne kriterije detekcije. Iz mnozˇice kandidatov moramo izlocˇiti
vecˇkratno detektirane obraze in detekcije, ki ne predstavljajo obrazov. Prvi
problem resˇimo z zdruzˇevanjem vecˇkratnih detekcij istega obraza. Ideja temelji
na tem, da preverimo ali se vecˇji del dveh detektiranih obrazov prekriva. Ko
najdemo tak par obrazov, obraza zdruzˇimo (tj. povprecˇimo polozˇaj in ve-
likost) v nov obraz in osnovna obraza zavrzˇemo. Primer psevdo kode podaja
algoritem 1, rezultat zdruzˇevanja pa slika 3.5.
Algoritem 1 Zdruzˇevanje vecˇkratnih detekcij istega obraza
Vhod: Seznam koordinat detektiranih obrazov v danem trenutku
NewFaces = {F1, F2, ..., FN}, dolzˇina seznama N,
Parametri: Faktor prekrivanja εoverlap
Inicializacija: Seznam MergedFaces = {}
for i = 1, . . . , N do
CurrFace← Fi|Fi ∈ NewFaces
for j = i+ 1, . . . , N do
SuccFace = Fj|Fj ∈ NewFaces ∧ Fj 6= Fi
if (overlapRatio(CurrFace, SuccFace) > εoverlap) then
CurrFace← merge( CurrFace, SuccFace )
replaceListElement(NewFaces, Fi, CurrFace)
discardListElement(NewFaces, Fj)





Izhod: Seznam zdruzˇenih obrazov MergedFaces
Naslednji problem predstavljajo napacˇne detekcije. Prakticˇna uporaba de-
tektorja obrazov Viola in Jones pokazˇe, da se napacˇne detekcije pojavljajo
sporadicˇno. Ob ohlapnih kriterijih bo detektor v daljˇsem cˇasovnem intervalu
od cˇasa do cˇasa in navadno na razlicˇnih krajih javil napacˇno detekcijo. Dej-
stvo, da nas zanima dogajanje v dolocˇenem cˇasovnem intervalu in ne zgolj ena
sama slika ter skoraj nakljucˇno pojavljanje napacˇnih detekcij, nam bo koristilo
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Slika 3.5: Zdruzˇevanje vecˇkratnih detekcij istega obraza.
pri njihovi identifikaciji.
Predlagamo metodo, ki validira detektirane obraze na podlagi prostorske
in cˇasovne lokalnosti. Detektiran obraz se najprej oznacˇi kot kandidat za
dejanski obraz. Cˇe je bila znotraj krajˇsega cˇasovnega intervala tdiscard na
obmocˇju obraza uspesˇna detekcija vsaj D-krat, se obraz oznacˇi kot veljaven
obraz. V nasprotnem primeru se obraz zavrzˇe, saj se predvideva, da gre za
primer negativne detekcije. Primer psevdo kode predstavlja algoritem 2.
Prakticˇna uporaba zgoraj opisanih algoritmov pokazˇe, da smo uspesˇno
resˇili problem ohlapnega detektorja obrazov. Dopolnjeni detektor uspesˇno za-
vracˇa sporadicˇne negativne detekcije osnovnega detektorja Viola in Jones ter
omogocˇa detekcijo obrazov, ki jih ob strozˇjih kriterijih detekcije ne bi nasˇli.
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Algoritem 2 Validacija detektiranih obrazov
Vhod: Seznam detektiranih obrazov v danem trenutku NewFaces =
{F1, F2, ..., FN}, seznam kandidatov za obraze CandFaces =
{C1, C2, . . . , CM}, seznam aktivnih obrazov V alidFaces = {V1, V2, . . . VK}
Parametri: Faktor prekrivanja εoverlap, sˇtevilo detekcij D, cˇas izlocˇitve
tdiscard
for all Fi in NewFaces do
CurrFace← Fi
FaceFound← false
for all Cj in CandFaces do
CandFace← Cj
if CandFaceappearanceT ime > tdiscard then
discardListElement(CandFaces, Cj)
else if (overlapRatio(CurrFace, CandFace) > εoverlap) then





if FaceFound 6= true then
CurrFacetimesDetected ← 1
addElementToList( CandFaces, Fi )
end if
end for
for all Ci in CandFaces do
CurrCand← Ci
if CurrCandtimesDetected > D then
moveElement( Ci, CandFaces, V alidFaces)
end if
end for
Izhod: Posodobljena seznama CandFaces in V alidFaces.
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3.3 Sledenje obrazov v realnem cˇasu
Opiˇsimo, kako nepovezano detektiranje obrazov spremeniti v sistem za sle-
denje. Metoda sledenja obrazov predstavlja cˇasovno in prostorsko povezovanje
detektiranih obrazov. Zanima nas torej cˇas pojavljanja in gibanje posameznega
obraza. Detektor obrazov Viola in Jones pri svojem delovanju uposˇteva zgolj
trenutno sliko, na kateri se izvaja detekcija. Prva ideja povezovanja zaporednih
detekcij izhaja kar iz algoritma 2 za validacijo detektiranih obrazov. Uposˇteva-
jocˇ cˇasovno in prostorsko lokalnost lahko predpostavimo, da obraza, ki sta bila
detektirana zgolj nekaj desetink sekunde narazen na skoraj enakem delu slike,
pripadata isti osebi. Preprost sistem sledenja torej vsebuje seznam trenutno
aktivnih obrazov ter za vsakega cˇas in polozˇaj ob zadnji detekciji. Obraz ostane
v seznamu aktivnih obrazov toliko cˇasa, dokler detektor ob vnovicˇni detekciji
ne poiˇscˇe obraza, ki se nahaja na podobnem mestu. Cˇe v dolocˇenem cˇasovnem
intervalu obraz ni ponovno zaznan, postane neaktiven in se posledicˇno briˇse iz
seznama aktivnih obrazov.
Poleg metode zdruzˇevanja zaporedno detektiranih obrazov smo sledenju
obrazov dodali sˇe metodo opticˇnega toka (angl. optical flow). Opticˇni tok
se uporablja za dolocˇanje gibanja na podlagi dveh cˇasovno zaporednih slik.
Na osnovi prejˇsnje slike za vsako tocˇko trenutne slike ocenimo smer in hitrost
gibanja. Splosˇna metoda opticˇnega toka je racˇunsko intenzivna, zato smo
uporabili metodo, ki racˇuna opticˇni tok zgolj za izbrano mnozˇico ugodnih tocˇk.
Ugodne tocˇke so tiste, ki lezˇijo na robovih ploskev oziroma predstavljajo kot,
kar omogocˇa hitro, zanesljivo in robustno sledenje. Metodo sledenja ugodnih
tocˇk poznamo tudi pod imenom avtorjev te metode kot metodo Lucas-Kanade
[5]. Temelji na treh predpostavkah:
• Konsistentna osvetljenost. Sivinska oziroma barvna vrednost dolocˇene
tocˇke skozi cˇas ostaja enaka.
• Cˇasovna lokalnost. Tocˇke med dvema zaporednima slikama se ne pre-
mikajo hitro.
• Prostorska koherenca. Podrocˇje tocˇk, ki pripada istemu delu scene, se
obnasˇa in giblje enako.
Vsak detektiran obraz torej opiˇsemo sˇe z mnozˇico ugodnih tocˇk, ki so zno-
traj oziroma v neposredni blizˇini obraza. Zanimivo je, da se pogosto za najbolj
ugodne tocˇke obraza izkazˇejo ravno ocˇi, usta ter konica nosu. Problem sledenja
obraza smo torej prevedli na problem sledenja ugodnih tocˇk. Za vsako zajeto
22 Poglavje 3: Sledenje obrazov v realnem cˇasu
sliko izracˇunamo opticˇni tok za izbrane tocˇke, ki nam povedo kam se je pre-
maknil obraz. Primer delovanja metode prikazuje slika 3.6.
a) b)
Slika 3.6: Metoda opticˇnega toka Lucas-Kanade. a) Ugodne tocˇke za sledenje
znotraj in v okolici obraza. b) Izracˇun novih koordinat obraza na podlagi
sledenja tocˇk. Obraz dolocˇen na osnovi opticˇnega toka predstavlja modra
elipsa.
3.4 Ocena razdalje
Zanimiv podatek sistema za digitalno karakterizacijo je, kako dalecˇ od zaslona
za projeciranje vsebine se nahaja posamezen opazovalec. V nasˇem primeru
predpostavljamo, da je kamera, ki zajema sliko predvajalnega mesta, vgrajena
nad zaslon (glej sliko 2.2). Problem razdalje med opazovalcem in zaslonom
tako prevedemo na problem razdalje med opazovalcem in kamero.
Za natancˇen izracˇun razdalje med obrazom in zaslonom bi potrebovali dve
kalibrirani kameri, ki bi opazovali predvajalno mesto. Sistem za digitalno
karakterizacijo je bolj preprost in vkljucˇuje zgolj eno kamero. Predpostavka,
da se fizicˇne velikosti obrazov med seboj bistveno ne razlikujejo, nam omogocˇa
oceno oddaljenosti posameznega obraza od zaslona. Ko detektor na zajeti sliki
zazna obraz, lahko izracˇunamo velikost obraza kot njegovo plosˇcˇino P na sliki.
Plosˇcˇina P je povezana z oddaljenostjo obraza, saj izgledajo objekti blizˇje
kameri vecˇji, kot objekti, ki so dalecˇ od kamere. Na podlagi te ugotovitve
empiricˇno dolocˇimo korelacijsko tabelo, ki povezuje plosˇcˇino obraza z razdaljo
od kamere. Korelacijsko tabelo prikazuje tabela 3.1. Velja opozoriti, da so
podatki v tabeli 3.1 izmerjeni na specificˇni kameri z vidnim kotom 72◦ za
tocˇno specificˇen obraz in smiselno zaokrozˇeni.
Z interpolacijo tabele lahko izrazimo obliko funkcije za oceno razdalje dist
na osnovi plosˇcˇine obraza P . Predpostavimo, da v prvi aproksimaciji obliko
obraza lahko aproksimiramo s kvadratom. Stranico kvadrata izracˇunamo kot
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*tocˇkovni element slike (angl. pixel)
Tabela 3.1: Empiricˇna korelacijska tabela, ki povezuje plosˇcˇino obraza na sliki
z razdaljo do kamere.
koren plosˇcˇine. Detektor je pri dolocˇanju viˇsine in dolzˇine obraza na sliki
podvrzˇen dolocˇeni napaki. Pri izracˇunu plosˇcˇine se ta napaka sˇe povecˇa. Na-
pako zmanjˇsamo, cˇe plosˇcˇino korenimo, ter za “osnovno” enoto velikosti obraza
vzamemo kar stranico kvadrata. Iz tabele 3.1 razberemo, da sta razdalja in





kjer je A sˇtevilska konstanta, ki jo dobimo iz korelacije v tabeli 3.1. Predlagana
metoda kljub grobim predpostavkam deluje dobro, saj pri ocenjevanju razdalje
dosega med 5 do 10% odstopanja od izmerjene vrednosti. Tovrstna metoda ima
tudi izredno nizko cˇasovno kompleksnost. Vecˇjo natancˇnost lahko dosezˇemo z
bolj kompleksnim modelom funkcije, kar pa vpliva na vecˇjo cˇasovno zahtevnost.
Prakticˇna uporaba metode na osnovi podatkov zajetih v realnem cˇasu z
detektorjem Viola in Jones pokazˇe nov problem. Tudi cˇe gledalec na pred-
vajalnem mestu miruje, detektor njegov obraz ob vsaki novi detekciji zazna
nekoliko razlicˇno, kar povzrocˇi, da se pojavijo pozitivni in negativni odkloni
v ocenjeni razdalji. Problem smo resˇili s povprecˇenjem zadnjih N ocenjenih







kjer Pt predstavlja plosˇcˇino obraza v cˇasu t. Ob prakticˇni uporabi se izkazˇe,
da povprecˇenje resˇi problem odklanjanja razdalje zˇe za zadnjih 8 slik (N = 8).
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3.5 Implementacija
Pri opredelitvi okolja za realizacijo sistema za sledenje obrazov smo izhajali iz
sledecˇih zahtev:
• okolje omogocˇa hitro izvajanje programske kode, ki dopusˇcˇa manipulacijo
na relativno nizkem nivoju (upravljanje s pomnilnikom),
• mozˇnost uporabe primerne zbirke metod racˇunalniˇskega vida, ki bi sluzˇila
kot osnova pri implementaciji sistema za detekcijo in sledenje obrazov,
• cˇim vecˇja neodvisnost programskega okolja in knjizˇnic od operacijskega
sistema in strojne opreme,
• okolje mora ponujati mozˇnosti za skalabilno realizacijo.
Pomemben parameter pri izbiri programskega okolja je tudi izvajalni cˇas
programa. Zˇelimo tudi, da pri implementaciji lahko neposredno manipuli-
ramo s pomnilnikom, saj s tem pridobimo boljˇsi nadzor nad njegovo porabo.
Odlocˇili smo se za programsko okolje zasnovano v programskem jeziku C++,
saj nadgrajuje konstrukte jezika C in omogocˇa lazˇje delo z objekti.
3.5.1 Programska knjizˇnica OpenCV
Pri izboru programskih knjizˇnic racˇunalniˇskega vida smo se odlocˇili za pro-
gramski paket OpenCV. OpenCV je odprtokodna zbirka metod racˇunalniˇskega
vida, napisana v programskih jezikih C in C++. Knjizˇnica je rezultat dela
razvojnega oddelka podjetja Intel. Namenjena je sˇiroki uporabi, saj je izdana
pod licenco BSD, kar omogocˇa prosto uporabo tako za raziskovalne kot tudi
komercialne aplikacije. Primarno je namenjena procesiranju slik v realnem
cˇasu [5]. Zbirka OpenCV ponuja poenoten vmesnik do razlicˇnih naprav za za-
jemanje slik ter manipulacijo z njimi. Vkljucˇuje tudi detektor Viola in Jones ter
ucˇinkovito implementacijo metode za izracˇun opticˇnega pretoka Lucas-Kanade.
Dodatno prednost predstavlja sama zasnova knjizˇnice, saj njeno delovanje ni
omejeno na izbiro operacijskega sistema in strojne opreme.
3.5.2 Programska knjizˇnica Boost
Boost je zbirka pregledanih (angl. peer reviewed) odprtokodnih in prosto
dostopnih knjizˇnic, ki razsˇirjajo funkcionalnosti jezika C++ [16]. Cilji pro-
jekta Boost so vkljucˇitev cˇim vecˇjega sˇtevila novih knjizˇnic v standard jezika
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C++. Nabor knjizˇnic je sˇirok, saj zajema tako splosˇno namenske, kot tudi
specificˇne in abstrakcijske knjizˇnice. Vecˇ kot 80 zbranih knjizˇnic vkljucˇuje
metode iz podrocˇja linearne algebre, regularnih izrazov, nitenja, (angl. thread-
ing), generiranja psevdo-nakljucˇnih sˇtevil in sˇe mnogo drugih. Vse knjizˇnice
so zasnovane neodvisno od platforme.
Pomembno lastnost sistema predstavlja skalabilnost, ki smo jo dosegli z
uporabo nitenja. Vecˇnitna aplikacija omogocˇa vzporedno izvajanje razlicˇnih
komponent programa, saj se posamezne komponente razporedijo po razlicˇnih
procesorjih in jedrih. Socˇasno izvajanje lahko bistveno zmanjˇsa izvajalni cˇas,
ki predstavlja kriticˇni element aplikacije. Prednost delitve programa med vecˇ
niti predstavlja tudi lazˇje upravljanje z izvorno kodo, saj posamezna nit zajema
logicˇno zakljucˇeno enoto.
Pri implementaciji vecˇnitne aplikacije smo se oprli na knjizˇnico znotraj
programskega paketa Boost. Program smo razdelili na tri logicˇne enote:
• FaceTracker, ki skrbi za sledenje obrazov,
• FaceClassifier, ki omogocˇa karakterizacijo obraza,
• DataTracker, ki omogocˇa belezˇenje zajetih podatkov,
kjer vsaka enota predstavlja svojo nit.
Kumulativni podatki se belezˇijo v formatu XML. Hranijo se v datoteki
na lokalnem datotecˇnem sistemu in tudi v podatkovni zbirki na centralnem
strezˇniku. Za posˇiljanje podatkov preko omrezˇja smo uporabili knjizˇnico Asio,
ki zdruzˇuje zbirko nizkonivojskih metod za mrezˇno programiranje [2]. Za-
jeti podatki se v realnem cˇasu preko protokola HTTP posredujejo na glavni
strezˇnik.
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Poglavje 4
Karakterizacija obrazov
Glavno lastnost sistema za digitalno karakterizacijo predstavlja njegova sposob-
nost realnocˇasne karakterizacije opazovalcev na predvajalnem mestu. S tem
dosezˇemo vecˇjo relevantnost predvajane vsebine ter upravljanje na osnovi re-
alnih podatkov. V poglavju 3 smo predstavili del sistema, ki skrbi za detekcijo
in sledenje obrazov, sedaj pa se bomo osredotocˇili na karakterizacijo znacˇilnic
posameznega obraza.




• razpolozˇenje na podlagi izraza in mimike,
• obrazne modalnosti, kot so brada, brki, ocˇala, pokrivala.
Za razpoznavanje omenjenih lastnosti je bilo razvitih zˇe vecˇ metod racˇu-
nalniˇskega vida. Metode so vecˇinoma specificˇne, zato predlagamo postopek
karakterizacije, ki se lahko uporabi za dolocˇanje sˇirokega nabora znacˇilnic. V
delu se bomo omejili zgolj na klasifikator za dolocˇanje spola, kljub temu da
bi enak postopek lahko uporabili tudi za dolocˇanje starostne in rasne skupine
opazovalcev. Postopek temelji na povezavi metode glavnih komponent (angl.
Principal Component Analysis oz. PCA) s programom za podatkovno rudar-
jenje Orange.
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4.1 Metoda glavnih komponent
Metoda glavnih komponent (angl. PCA) dolocˇi ortogonalno bazo lastnih
vektorjev - slik, s katerimi lahko najbolje popiˇsemo mnozˇico vhodnih slik in
pri tem izgubimo cˇim manj informacije. Namen metode je zmanjˇsanje sˇtevila
dimenzij mnogo dimenzijskega problema na osnovi analize glavnih komponent.
Rezultati metode so abstrahirane znacˇilnice, ki predstavljajo ucˇno mnozˇico v
nizˇje dimenzijskem lastnem prostoru (angl. eigenspace). Metoda minimizira
napako rekonstrukcije slike ter maksimizira varianco projekcije v prostoru last-
nih vektorjev [9, 14, 26].
Prvi del metode PCA je priprava ucˇne mnozˇice. Sˇtevilo slik v ucˇni mnozˇici
naj bo enako N. Vse vhodne slike poravnamo in pretvorimo na enako velikost
(m × n). Sledi normalizacija barvne oziroma sivinske intenzitete, kar pomeni,





2 = 1. Vsako vhodno sliko
Ij velikosti (m × n) iz ucˇne mnozˇice pretvorimo v vektor xj velikosti (m∗n × 1).
Pretvorba dvodimenzionalne slike v enodimenzionalen vektor poteka tako, da
beremo elemente slike od leve proti desni, od zgoraj navzdol in jih zaporedoma
dodajamo v vektor. Vektor xj lahko formaliziramo kot:
xj = [I11, I12, . . . , I1n, I21, . . . , Imn]
T , (4.1)








kjer x¯ predstavlja povprecˇno sliko ucˇne mnozˇice v vektorski obliki. Sedaj lahko
zapiˇsemo matriko X dimenzije [m∗n × N] kot:
X = [(x1 − x¯)|(x2 − x¯)|(x3 − x¯)| . . . |(xN − x¯)], (4.3)
kjer vektorji xj predstavljajo slike ucˇne mnozˇice v vektorski obliki in znak |
pomeni, da vektorje v matriko zlagamo po stolpcih. Matriko X uporabimo za
izracˇun kovariancˇne matrike Q, ki nam pove, v kaksˇni medsebojni odvisnosti
so vhodne slike. Matriko Q definiramo kot:
Q = XXT , (4.4)
kjer Q predstavlja kovariancˇno matriko velikosti (m∗n × m∗n). Matrika Q
je diagonalno simetricˇna kvadratna matrika. Pri izracˇunu lastnih vektorjev in
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lastnih vrednosti matrikeQ uporabimo metodo razcepa na singularne vrednos-
ti (angl. singular value decomposition oziroma SVD). Definirajmo matriko Q´
kot:
Q´ = XTX, (4.5)
kjer je Q´ diagonalno simetricˇna kvadratna matrika velikosti (N × N). Matriki
Q in Q´ imata enake lastne vrednosti [26], kar nam omogocˇa, da lahko lastne
vektorje matrike Q izracˇunamo iz lastnih vektorjev matrike Q´. Velja torej:
λ = λ´, (4.6)
ν = X · ν´, (4.7)
kjer je λ lastna vrednost matrike Q, ν lastni vektor matrike Q, λ´ lastna
vrednost matrike Q´ in ν´ lastni vektor matrike Q´. Tipicˇno je N ¿ m∗n, zato
je izracˇun lastnih vektorjev in lastnega sistema matrike Q´ numericˇno ugodnejˇsi.
Lastni vektorji matrike Q´ so netrivialne resˇitve (ν´ 6= 0) karakteristicˇne
enacˇbe:
(Q´− λ´ · I) · ν´ = 0, (4.8)
kjer je I enotska matrika [9, 26]. Ker je Q´ matrika reda (N × N), ima N
lastnih vrednosti in N lastnih vektorjev ν´i. Na osnovi vektorjev ν´i po enacˇbi
4.7 izracˇunamo vektorje νi.




i · (xj − x¯). (4.9)
Projekcije uredimo v vektor gj dolzˇine N, katerega zapiˇsemo kot:
gj = [gj1, gj2, . . . , gjN ]. (4.10)





kjer x¯ predstavlja povprecˇno sliko sistema, gji i-to komponento projekcije gj
in ν1, . . . ,νN lastne vektorje kovariancˇne matrike Q.
Izracˇunane pare lastnih vrednosti in lastnih vektorjev nato uredimo padajocˇe
glede na lastno vrednost, tako da velja λ1 ≥ λ2 ≥ . . . λN . Pari z vecˇjo lastno
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vrednostjo nosijo vecˇ informacije, saj lastna vrednost v tem primeru pred-
stavlja varianco od povprecˇne slike x¯ [14]. Tipicˇno je λi ≈ 0, za i > K, kjer
je K ¿ N . Pare z manjˇso varianco kot λi obicˇajno zanemarimo, saj se v
praksi pokazˇe, da je K ¿ N , kar pomeni, da prostor slik, ki je sprva vseboval
nekaj tisocˇ dimenzij, zmanjˇsamo skoraj za dve dekadi velikosti. Kljub redukciji





Pri iskanju korelacije med novo sliko Ir in tistimi v ucˇni mnozˇici si lahko po-
magamo z izracˇunanimi projekcijami slik ucˇne mnozˇice. Korelacijo v slikovnem
prostoru nadomestimo z evklidsko razdaljo dveh vektorjev v lastnem prostoru
sistema [26]. Namesto zamudnega mnozˇenja vektoriziranih slik med seboj,
sliko Ir pretvorimo v vektor xr (enacˇba 4.1) in izracˇunamo projekcijo na lastne
vektorje sistema gr (enacˇbi 4.9 in 4.10). Nato za vsak projekcijski vektor ucˇne
mnozˇice gj izracˇunamo evklidsko razdaljo do gr kot:
d(gj,gr) = ‖gj − gr‖ =
√√√√ N∑
m=1
(gjm − grm)2, (4.13)
kjer gjm predstavlja j-to komponento vektorja gj, grm pa j-to komponento vek-
torja gr. Primerjava evklidskih razdalj za dolocˇanje korelacije mocˇno zmanjˇsa
cˇasovno kompleksnost iskanja podobnosti med slikami.
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4.2 Klasifikacija spola
4.2.1 Projekcija slik z metodo glavnih komponent
Prvi del sistema za klasifikacijo spola zajema pripravo vhodne mnozˇice. Upora-
bimo zbirko FERET, ki vsebuje 2.413 barvnih slik 856 razlicˇnih oseb [19, 20].
Zbirka je namenjena predvsem raziskovalcem na podrocˇju racˇunalniˇskega vida,
ki se ukvarjajo z razpoznavanjem ljudi na osnovi obrazov. Vsaka oseba je foto-
grafirana z razlicˇnimi modalnostmi (ocˇala, brada) v razlicˇnih cˇasovnih obdob-
jih. Za potrebe ucˇenja smo iz zbirke nakljucˇno izbrali 400 slik zˇenskih in 400
slik mosˇkih obrazov. Struktura slik zajema razlicˇne starostne razrede in rasne
skupine. Izbrane slike nato normaliziramo. Predprocesiranje tako zajema po-
ravnavo slik na osnovi rocˇnega dolocˇanja koordinat ocˇi ter nosu. Razdaljo med
koordinatami ocˇi in nosu uporabimo za dolocˇevanje obmocˇja obraza. Obrezano
in rotirano sliko, velikosti (400 × 400) tocˇk, nato pretvorimo na sivinsko skalo.
Primer predprocesiranja prikazuje slika 4.1.
b)a)
Slika 4.1: Normalizacija vhodne mnozˇice. a) Sliki z oznacˇenimi ocˇmi in nosom
iz zbirke FERET. b) Sliki po koncˇanem predprocesiranju.
Slike iz vhodne mnozˇice pretvorimo v vrsticˇno obliko na podlagi enacˇbe 4.1
ter jih zdruzˇimo v skupno matrikoX (enacˇba 4.3). Po izracˇunu povprecˇne slike,
kovariancˇne matrike, njenih lastnih vektorjev in lastnih vrednosti izracˇunamo
sˇe lastne obraze (angl. eigenfaces). Lastni obrazi so po definiciji lastni vektorji
νi sistema (enacˇba 4.8), pretvorjeni v slike. Postopek pretvorbe vektorja v
sliko je inverzen postopku, ki ga opisuje enacˇba 4.1. Primer povprecˇne slike in
lastnih obrazov prikazuje slika 4.2.
Izracˇunamo tudi projekcije vhodnih slik na lasten sistem in jih zabelezˇimo.
Pri shranjevanju smo ohranili vse projekcijske dimenzije (K = N), saj redukcija
ni smiselna, ker zˇelimo v fazo strojnega ucˇenja prenesti kar najvecˇ informacije
o problemu. Za mnozˇenje vektorizirane slike z 800 lastnimi vektorji sistema
potrebujemo 555,1 ms oziroma 0,7 ms na vektor. Cˇas je izmerjen na osebnem
racˇunalniku s frekvenco procesorja 2,14 GHz.




Slika 4.2: Povprecˇna slika in lastni obrazi po metodi PCA. a) Slika povprecˇnega
obraza. b) Slike lastnih obrazov z najvecˇjimi lastnimi vrednostmi. c) Slike
lastnih obrazov z najmanjˇsimi lastnimi vrednostmi.
Izracˇunane projekcije povezˇemo s programom za strojno ucˇenje Orange.
Vhod za orodje Orange predstavljajo podatki o 800 projekcijah vhodnih slik.
Vsako projekcijo predstavlja 800 PCA znacˇilnic oziroma atributov ter ciljni
razred slike.
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4.2.2 Ucˇenje klasifikatorja v okolju Orange
Orange je odprtokodno okolje za podatkovno rudarjenje, razvito na Fakul-
teti za racˇunalniˇstvo Univerze v Ljubljani. Omogocˇa vizualno in programsko
upravljanje s kompleksnimi metodami strojnega ucˇenja [8]. Racˇunsko inten-
zivne metode so implementirane v programskem jeziku C++, katere skupaj z
graficˇnim okoljem povezuje ovojnica napisana v programskem jeziku Python.
Povezava jezikov omogocˇa hitro izvajanje in enostaven dostop do posameznih
komponent preko interpretiranih skript. Graficˇni vmesnik omogocˇa enostavno
manipulacijo z razlicˇnimi komponentami, ki skupaj tvorijo shemo (angl. scheme)
podatkovnega rudarjenja. Uporabljeno shemo za klasifikacijo spola znotraj
okolja Orange predstavlja slika 4.3.
Okolje Orange nam ponuja sˇirok nabor orodij za strojno ucˇenje. Zani-
malo nas je, kako so metode strojnega ucˇenja kot so naivni Bayesov klasifika-
tor, K-najblizˇjih sosedov, klasifikacijsko drevo, nakljucˇni gozdovi in VizRank
uspesˇne na ucˇni in testni mnozˇici. Podajamo kratek opis posameznih metod,
bolj podroben opis pa je podan v [6, 17, 13].
Slika 4.3: Shema podatkovnega rudarjenja v okolju Orange.
Naivni Bayesov klasifikator(NB) predpostavlja pogojno neodvisnost vred-
nosti razlicˇnih atributov pri danem razredu. Algoritem na osnovi ucˇne mnozˇice
oceni apriorne verjetnosti razredov in pogojne verjetnosti razredov pri dani
vrednosti atributov. Uporablja lahko zgolj diskretne atribute, zato zvezne
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atribute pred ucˇenjem diskretiziramo. Kljub naivnosti se v praksi pogosto
izkazˇe kot zelo uspesˇna metoda strojnega ucˇenja [17].
Metoda K-najbliˇzjih sosedov(K-NS) klasificira nov primer na podlagi podob-
nih primerov iz ucˇne mnozˇice. Osnovna razlicˇica metode med ucˇnimi primeri
poiˇscˇe K najblizˇjih primerov, ki kar najbolj sovpadajo s primerom, ki ga zˇelimo
klasificirati. Primeru se dodeli razred, kateremu pripada najvecˇ primerov
izmed K najblizˇjih sosedov. Slabost metode je, da se vecˇina procesiranja opravi
ob klasifikaciji novega primera, ko iˇscˇemo njemu najbolj podobne primere. Po-
leg cˇasovne zahtevnosti izvajanja pa je potrebno omeniti sˇe prostorsko kom-
pleksnost, saj moramo ob vsaki novi klasifikaciji imeti na voljo vse podatke iz
ucˇne mnozˇice [17].
Klasifikacijsko drevo(KD) predstavlja graficˇno predstavitev mnozˇice odlo-
cˇitvenih pravil. Vozliˇscˇa drevesa predstavljajo pogoje, listi pa ustrezajo razre-
dom. Pot od korena do lista drevesa vrne mnozˇico konjuktivnih pogojev, ki
ustrezajo enemu odlocˇitvenemu pravilu. Kljucˇni del gradnje drevesa pred-
stavlja izbira delitvenega atributa. Prednost klasifikacijskih dreves predstavlja
enostavna interpretacija klasifikatorja za cˇloveka [6, 17].
Metoda nakljucˇnih gozdov(NG) razsˇirja koncept klasifikacijskega drevesa.
Namesto enega drevesa, zgradimo mnozˇico dreves, ki pri klasifikaciji novega
primera glasujejo. Nakljucˇnost se uporablja pri izbiri atributov, ki dolocˇajo
posamezno drevo. Metoda nakljucˇnih gozdov je primerljiva z najboljˇsimi
algoritmi, tezˇavo pa predstavlja velika koncˇna mnozˇica dreves, ki onemogocˇa
cˇlovesˇko interpretacijo klasifikatorja [17].
Mnozˇico vhodnih podatkov nakljucˇno razdelimo med ucˇno in testno mnozˇico.
Ucˇni mnozˇici dodelimo 70 odstotkov oziroma 560 nakljucˇno izbranih primerov
vhodnih slik, preostalih 30 odstotkov oziroma 240 primerov pa namenimo za
testiranje klasifikatorja. Parametri ucˇnih metod obdrzˇijo privzete vrednosti.
Vse nasˇtete metode uporabimo na ucˇni mnozˇici pri razlicˇnem sˇtevilu atribu-
tov. Ucˇni postopek zacˇnemo s 5 najbolj pomembnimi atributi glede na metodo
PCA ter jih postopoma dodajamo. Dobljene klasifikatorje preizkusimo na
testni mnozˇici in zabelezˇimo rezultate. Celoten postopek se ponovi desetkrat
in izracˇuna povprecˇje merjenih cˇasov ter klasifikacijske tocˇnosti. Cˇas ucˇenja
posameznih metod pri razlicˇnem sˇtevilu atributov predstavljata tabela 4.1 in
slika 4.4. Cˇas klasifikacije enega primera prikazuje tabela 4.2 in slika 4.5.
Klasifikacijsko tocˇnost metod podajata tabela 4.3 in slika 4.6.

























Slika 4.4: Cˇas ucˇenja v odvisnosti od sˇtevila atributov uporabljenih za ucˇenje.
Izrazito odstopa “lena” metoda K-najblizˇjih sosedov, ki se ji ni potrebno
naucˇiti nicˇesar.
Cˇas ucˇenja metod [s]
Sˇtevilo atributov Naivni Bayes K-NS Klasifikacijsko drevo Nakljucˇni gozdovi
5 0,08 0,00 0,18 2,74
10 0,16 0,00 0,33 3,56
15 0,24 0,00 0,58 3,83
25 0,39 0,00 1,06 5,82
50 0,83 0,00 2,69 8,42
75 1,24 0,00 4,95 10,33
100 1,66 0,01 6,98 12,76
150 2,48 0,01 10,20 16,24
200 3,36 0,01 13,18 19,29
300 5,05 0,01 17,48 24,35
450 7,70 0,01 25,96 31,01
600 10,25 0,02 34,12 37,81
800 14,10 0,03 39,17 44,73
Tabela 4.1: Cˇas ucˇenja metod pri razlicˇnem sˇtevilu atributov.


























Slika 4.5: Cˇas klasifikacije primera v odvisnosti od sˇtevila atributov
uporabljenih za ucˇenje.
Cˇas klasifikacije 1 primera [ms]
Sˇtevilo atributov Naivni Bayes K-NS Klasifikacijsko drevo Nakljucˇni gozdovi
5 0,01 0,56 0,01 0,40
10 0,02 0,63 0,01 0,40
15 0,02 0,69 0,01 0,41
25 0,04 0,83 0,01 0,41
50 0,07 1,16 0,01 0,43
75 0,10 1,51 0,01 0,45
100 0,13 1,84 0,01 0,45
150 0,19 2,53 0,01 0,47
200 0,26 3,16 0,01 0,47
300 0,41 4,49 0,01 0,48
450 0,67 6,64 0,01 0,49
600 0,95 8,83 0,01 0,51
800 1,40 11,72 0,01 0,51
Tabela 4.2: Cˇas klasifikacije primera pri razlicˇnem sˇtevilu atributov.



























Slika 4.6: Klasifikacijska tocˇnost v odvisnosti od sˇtevila atributov uporabljenih
za ucˇenje.
Klasifikacijska tocˇnost [%] metod
Sˇtevilo atributov Naivni Bayes K-NS Klasifikacijsko drevo Nakljucˇni gozdovi
5 76,3 80,0 71,3 78,3
10 75,4 82,9 72,1 81,7
15 73,3 83,3 68,3 82,1
25 77,5 85,0 72,9 83,3
50 74,6 82,9 67,9 82,1
75 76,7 81,3 66,3 83,3
100 73,8 81,3 69,2 82,9
150 74,6 69,6 70,0 82,5
200 73,3 62,1 69,2 80,8
300 73,8 54,6 68,8 82,5
450 65,0 50,8 66,7 72,5
600 63,8 50,0 65,0 77,5
800 57,1 50,0 64,6 62,9
Tabela 4.3: Klasifikacijska tocˇnost pri razlicˇnem sˇtevilu atributov za ucˇenje.
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Z rezultati smo lahko zadovoljni. Najboljˇso klasifikacijsko tocˇnost, 85,0%
dosezˇe metoda K-najblizˇjih sosedov. Razlog za njen uspeh lahko pripiˇsemo
relativno veliki ucˇni mnozˇici in dejstvu, da so vsi atributi zvezni. Metoda K-
najblizˇjih sosedov brez tezˇav klasificira tako diskretne kot tudi zvezne atribute.
V tabeli 4.3 lahko opazimo, kako klasifikacijska tocˇnost metode narasˇcˇa do 25
atributov, nato pa pocˇasi konvergira proti 50%. Pri 25 atributih za klasifikacijo
potrebuje 0,83 ms. Kljub uspesˇni natancˇnosti, metoda K-najblizˇjih sosedov
ob vsaki klasifikaciji pregleda podatke celotne ucˇne mnozˇice, kar jo uvrsti med
prostorsko zahtevne metode.
Metoda nakljucˇnih gozdov dosezˇe 83,3% klasifikacijsko tocˇnost pri 25 atribu-
tih. Cˇas klasifikacije metode glede na sˇtevilo ucˇnih atributov narasˇcˇa pocˇasi in
je ob najboljˇsem klasifikacijskem rezultatu 0,41 ms (glej tabelo 4.2). Metoda
se izkazˇe za uspesˇno tudi pri vecˇjem sˇtevilu atributov, saj pri 600 atributih
ucˇne mnozˇice sˇe vedno klasificira primere s 77.5% natancˇnostjo.
Naivni Bayesa pri 25 atributih ucˇne mnozˇice dosezˇe najboljˇso klasifikacijsko
tocˇnost 77.5%, kar ga uvrsˇcˇa na tretje mesto. Testni primer pri 25 atributih
klasificira v 0,04 ms, kar je za red velikosti hitreje od metod K-najblizˇjih sose-
dov in nakljucˇnih gozdov. Cˇas klasifikacije raste linearno z narasˇcˇanjem sˇtevila
atributov v ucˇni mnozˇici.
Klasifikacijsko drevo se izkazˇe kot metoda hitre klasifikacije. Cˇas klasi-
fikacije primera namrecˇ v vseh primerih znasˇa manj kot 0,01 ms. Klasifikacijska
tocˇnost v najboljˇsem primeru, tj. pri 25 atributih, znasˇa 72,9%.
Najbolj tocˇne klasifikatorje metod povzemamo v tabeli 4.4.
Metoda strojnega ucˇenja NB K-NS KD NG
Klasifikacijska tocˇnost [%] 77,5 85,0 72,9 83,3
Cˇas klasifikacije [ms] 0,04 0,83 0,01 0,41
Sˇtevilo atributov 25 25 25 25
Tabela 4.4: Rezultati strojnega ucˇenja metod klasifikatorja spola.
Zanimivo je, da vse metode dosezˇejo najboljˇso klasifikacijsko tocˇnost pri 25
atributih ucˇne mnozˇice. Omenili smo zˇe, da za izracˇun enega atributa potre-
bujemo 0,7 ms. Na podlagi tega lahko izracˇunamo celotni cˇas klasifikacije slike
obraza, ki vkljucˇuje razvoj slike po petindvajsetih lastnih vektorjih sistema in
klasifikacijo po izbrani metodi stojnega ucˇenja. Izkazˇe se, da glavnino cˇasa
predstavlja izracˇun projekcije, saj v primeru 25 atributov znasˇa 17,5 ms.
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Poleg sˇirsˇe uveljavljenih metod strojnega ucˇenja pa smo preizkusili tudi
metodo VizRank. Metoda VizRank je namenjena iskanju zanimivih podat-
kovnih projekcij. Metoda oceni razlicˇne projekcije glede na to, kako uspesˇno
locˇijo ciljne razrede [13]. Projekcijo definira nabor atributov, ki so uporabljeni
za locˇevanje podatkov. Glede na dobljene ocene metoda predlaga najboljˇse
projekcije. V primeru ucˇne mnozˇice z veliko atributi se metoda izkazˇe za
racˇunsko intenzivno, saj pregleduje vse mozˇne nabore. Tabela 4.5 prikazuje
uspesˇnost locˇevanja razredov glede na uporabljeno sˇtevilo atributov.
Sˇtevilo atributov Uspesˇnost delitve [%] Uporabljeni atributi
7 72,6 f0, f1, f2, f8, f9, f27, f39
6 71,4 f0, f1, f2, f8, f21, f23
5 69,4 f0, f1, f2, f5, f27
4 63,7 f0, f1, f6, f18
3 63,4 f0, f5, f27
Tabela 4.5: Rezultati iskanja delitvenih projekcij ucˇne mnozˇice glede na sˇtevilo
uporabljenih atributov z metodo VizRank. Atribut fi−1 predstavlja i-to kom-
ponento projekcije primera na lastni sistem.
Kljub velikemu sˇtevilu atributov ucˇne mnozˇice metoda VizRank daje dobre
rezultate. Metoda dolocˇi projekcijo, ki dosega 70 odstotno delitev primerov
zˇe pri petih oziroma sˇestih uporabljenih atributih. Klasifikacijski cˇas enega
primera znasˇa 5,1 ms. Primere najbolj uspesˇnih delitvenih projekcij za razlicˇno
sˇtevilo atributov predstavlja slika 4.7.
Po pregledu nekaterih metod podatkovnega rudarjenja lahko ocenimo, ka-
tere izmed omenjenih bi bile primerne za hitro in ucˇinkovito klasifikacijo spola
na osnovi PCA znacˇilnic. Razvitih je bilo zˇe vecˇ metod klasifikacije spola na
podlagi obraza, ki dosegajo sˇe boljˇse rezultate od tistih v tabelah 4.4 in 4.5,
vendar so neprimerne s staliˇscˇa cˇasovne zahtevnosti [12]. Isˇcˇemo torej kompro-
mis med klasifikacijsko natancˇnostjo in ucˇinkovitostjo metode. Ugotovili smo,
da vecˇino cˇasa porabimo za izracˇun PCA znacˇilnic.
Med ustrezne metode glede na klasifikacijsko tocˇnost uvrstimo metodo
nakljucˇnih gozdov in K-najblizˇjih sosedov. Za bolj ustrezno izberemo metodo
nakljucˇnih gozdov, saj metoda K-najblizˇjih sosedov pri klasifikaciji primera
potrebuje podatke celotne ucˇne mnozˇice. Skupni cˇas klasifikatorja spola torej
znasˇa 17.5 + 0,41 = 17,9 ms.
Omeniti velja tudi metodo VizRank, s katero smo poiskali zanimive pro-
jekcije vhodne mnozˇice. Klasifikacijska tocˇnost te metode ne dosega tocˇnosti
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Slika 4.7: Projekcija PCA znacˇilnic vhodne mnozˇice z metodo VizRank: a)
prostor sˇtirih atributov, b) prostor petih atributov, c) prostor sˇestih atributov
in d) prostor sedmih atributov.
metode nakljucˇnih dreves, vendar pa za klasifikacijo potrebuje zgolj 5 atribu-
tov, kar pomeni sˇe krajˇsi klasifikacijski cˇas.
Slika 4.8 kazˇe primere najboljˇsih in najslabsˇih klasifikacij testne mnozˇice.
Najboljˇsa klasifikacija pomeni pravilno klasificiran primer ter maksimalno od-
daljenost tega primera od nasprotne skupine. Najslabsˇa klasifikacija pa ozna-
cˇuje nepravilno klasificiran spol in maksimalno oddaljenost primera od svoje
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skupine.
Natancˇnost predlaganih metod za klasifikacijo dosega v nasˇem sistemu pri
realno cˇasni obdelavi ∼ 83%. Dosezˇena natancˇnost je dobra za sistem digi-
talne karakterizacije, ki v realnem cˇasu zbira kumulativne statistike. Sistem je
namrecˇ sposoben slediti in okarakterizirati dogajanje na predvajalnem mestu z
relativno veliko zanesljivostjo. S staliˇscˇa prepoznavanja v kriticˇnih aplikacijah
pa je dobljena natancˇnost presˇibka.
a) b)
Ž M Ž M
Slika 4.8: Najslabsˇe in najboljˇse klasificirani primeri testne mnozˇice. a) Naj-
slabsˇe klasificirani primeri testne mnozˇice. V levem stolpcu so mosˇki obrazi,
ki jih klasifikator uvrsti med zˇenske. V desnem stolpcu so obrazi zˇensk, ki
jih klasifikator uvrsti med mosˇke obraze. b) Najboljˇse klasificirani primeri
ucˇne mnozˇice. Levi stolpec prikazuje pravilno uvrsˇcˇene zˇenske obraze, desni
pa mosˇke obraze, z najvecˇjo stopnjo zaupanja.
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Poglavje 5
Zajem in vizualizacija podatkov
Druga komponenta sistema za digitalno karakterizacijo je namenjena shranje-
vanju zajetih podatkov, njihovi vizualizaciji ter generiranju porocˇil. Upravl-
jalcu sistema omogocˇa celovit pregled nad dogajanjem na predvajalnem mestu
ter mozˇnost upravljanja na podlagi informacij zajetih v razlicˇnih cˇasovnih ob-
dobjih. Na tem mestu sˇe enkrat poudarimo, da gre za zajem karakteristicˇnih
podatkov, ki so namenjeni statisticˇni obdelavi, in ne osebnih podatkov, kot so
na primer slike obrazov opazovalcev, ki se zavrzˇejo takoj po koncˇani karakter-
izaciji.
Sistem za sledenje in karakterizacijo obrazov belezˇi zajete informacije o
opazovalcih. Po zakljucˇenem spremljanju obraza, tj. ko sistem sledenja izgubi
obraz, posˇlje podatke karakterizacije centralnemu strezˇniku. Podatki se prena-
sˇajo v obliki XML sporocˇil. Primer taksˇnega sporocˇila je predstavljen na sliki
5.1. Prenos med predvajalnim mestom in glavnim strezˇnikom lahko poteka
preko lokalnega ali globalnega omrezˇja. Strezˇnik potrdi oziroma zavrne prejeto
sporocˇilo na osnovi avtentikacije in podatkovne integritete. Prenos sporocˇil
poteka preko protokola HTTP. Zaradi mozˇnih nestanovitnosti delovanja omre-
zˇja se poslana sporocˇila belezˇijo tudi na lokalnem datotecˇnem sistemu. S
tem zagotovimo viˇsjo kakovost hranjenja zajetih podatkov v primeru izpada
omrezˇne povezave.
Pricˇakujemo lahko, da obseg podatkov produkcijskega sistema za digitalno
karakterizacijo kmalu presezˇe raven hranjenja XML datotek. Zˇelimo si sistem,
ki bo omogocˇal zanesljivo hranjenje vecˇje kolicˇine podatkov, performancˇno
ugodno iskanje po njih in enostaven programski vmesnik (API). Vse opisane
lastnosti zdruzˇujejo podatkovne zbirke. V nadaljevanju podajamo opis imple-
mentacije podatkovne zbirke s spletno aplikacijo, ki skupaj omogocˇata enos-
tavno, dostopno in ucˇinkovito manipulacijo z zajetimi podatki.
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Slika 5.1: Struktura XML sporocˇila za prenos zajetih podatkov.
5.1 Shranjevanje podatkov
Za shranjevanje podatkov smo izbrali relacijski podatkovni model. Gre za
verjetno najˇsirsˇe zastopan podatkovni model danasˇnjih informacijskih siste-
mov. Predstavimo ga lahko s podatkovno tabelo oziroma relacijo, kjer stolpci
predstavljajo razlicˇne atribute, vrstice pa ustrezajo posameznim entitetam.
Podatkovni model zajema dva sklopa. Prvi sklop zajema podatke o uporab-
nikih sistema za digitalno oglasˇevanje. Gre za uporabniˇske racˇune, naslove
elektronske posˇte, kontaktne podatke, pripadnost delovni organizaciji. Pod
uporabnikom si predstavljamo osebo, ki upravlja z dolocˇenimi predvajalnimi
mesti znotraj celotnega sistema za digitalno karakterizacijo. Drugi sklop je
namenjen shranjevanju podatkov karakterizacije opazovalcev. Gre za podatke
vezane na predvajalna mesta, kot so na primer:
• ime in lokacija predvajalnega mesta,
• avtentikacijski podatki vezani na predvajalno mesto,
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• sˇtevilo in cˇas trajanja sej zajemanja,
• karakteristicˇni podatki opazovalcev,
• povezava predvajalnih mest z uporabniˇskimi racˇuni.
Seja zajemanja predstavlja dolocˇen cˇasovni interval, znotraj katerega se je na
predvajalnem mestu izvajala karakterizacija opazovalcev. Primer podatkovnega
modela sistema za digitalno karakterizacijo prikazuje slika 5.2.
Za implementacijo podatkovnega modela smo uporabili PostgreSQL. Gre
za objektno-relacijski sistem za upravljanje s podatkovno zbirko. PostgreSQL
tecˇe na vecˇini operacijskih sistemov. Odprtokodna narava sistema omogocˇa
prosto uporabo za komercialna in nekomercialna okolja. PostgreSQL ponuja
vse zahtevane funkcionalnosti, ki jih zˇelimo od sistema za upravljanje s po-
datkovno zbirko. Dodatno prednost predstavlja tudi sˇirok nabor programskih
vmesnikov, ki omogocˇajo aplikacijski dostop do podatkovne zbirke.
5.2 Vizualizacija podatkov in generiranje porocˇil
Shranjene podatke zˇelimo graficˇno predstaviti v obliki kumulativnih statistik.
Definirati je potrebno funkcionalnosti aplikacija, strezˇniˇsko okolje, programe in
orodja, ki omogocˇajo razvoj aplikacije za vizualizacijo podatkov in generiranje
porocˇil. Aplikacija uporabniku omogocˇa:
• graficˇno in tabelaricˇno predstavitev podatkov,
• mozˇnost izbire tipa podatkov (sˇtevilo opazovalcev, cˇas zadrzˇevanja, spol),
• mozˇnost omejitve cˇasovnega intervala prikazanih podatkov,
• primerjavo podatkov zajetih na razlicˇnih predvajalnih mestih,
• vmesnik za dodajanje novih predvajalnih mest,
• mozˇnost samodejnega posˇiljanja tedenskih oziroma mesecˇnih porocˇil po
elektronski posˇti.
Implementirali smo aplikacijo v obliki spletne storitve. Ta omogocˇa eno-
staven dostop do podatkov preko medmrezˇja. Uporabniku za dostopanje ni
potrebno namestiti nove programske opreme, saj potrebuje le spletni brskalnik.
Prednost spletne aplikacije je tudi v lazˇjem vzdrzˇevanju in nadgrajevanju
funkcionalnosti.











































































































































Slika 5.2: Podatkovni model sistema za digitalno karakterizacijo. Oranzˇna
barva oznacˇuje shemo namenjeno uporabniˇskim racˇunom, modra pa relacije v
shemi za shranjevanje zajetih podatkov.
Osnovo spletne aplikacije predstavlja spletni strezˇnik. Strezˇnik smo za-
snovali na operacijskem sistemu Debian Linux. Debian je prosto dostopna
distribucija operacijskega sistema Linux. Velja za stabilen sistem, ki odlicˇno
deluje kot strezˇnik. Dodatno prednost predstavlja orodje “apt-get”, ki omogocˇa
enostavno vzdrzˇevanje in namesˇcˇanje varnostnih popravkov ter ucˇinkovito uprav-
ljanje z namesˇcˇeno programsko opremo [7].
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Za prikaz spletnih strani smo izbrali spletni strezˇnik Apache. Apache je
odprtokodni projekt Fundacije Apache. Zˇe od leta 1996 drzˇi naslov najbolj
zastopanega spletnega strezˇnika na svetu. Tecˇe na vseh sˇirsˇe zastopanih opera-
cijskih sistemih. Omogocˇa razsˇiritve v obliki modulov in povezavo z razlicˇnimi
programskimi jeziki [1].
Za izris grafikonov uporabljamo ogrodje Adobe Flex v povezavi z dinami-
cˇnim okoljem PHP [4]. Interpretacijski jezik PHP je bil zasnovan za izdelavo
dinamicˇnih spletnih strani [18]. Omogocˇa tudi preprost dostop do sistema za
upravljanje s podatkovno zbirko PostgreSQL. Skrbi tudi za prijavo uporab-
nikov, pripravo kumulativnih podatkov, dodajanje novih predvajalnih mest in
generiranje porocˇil. Primer grafikona, ki predstavlja kumulativno statistiko,
predstavlja slika 5.3.
Slika 5.3: Pregled kumulativnih podatkov glede na spol. Oranzˇni grafikon
predstavlja sˇtevilo zˇensk, modri pa sˇtevilo mosˇkih, ki so se v izbranem
cˇasovnem intervalu nahajali pred zaslonom na predvajalnem mestu.
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Poglavje 6
Zakljucˇek
V delu je opisana struktura in delovanje sistemov za digitalno oglasˇevanje.
Opredelili smo sisteme za digitalno karakterizacijo, ki z uporabo metod ra-
cˇunalniˇskega vida povecˇajo ucˇinkovitost in uporabnost sistemov za digitalno
oglasˇevanje. Omogocˇajo prikaz relevantne vsebine ter mozˇnost lazˇjega upravl-
janja na podlagi spremljanja gibanja in karakterizacije obrazov opazovalcev.
Obravnavali smo problematiko detekcije in sledenja obrazov v realnem
cˇasu. Za detekcijo obrazov smo predlagali uporabo metode Viola in Jones,
ki se izkazˇe za primerno resˇitev hitrega iskanja obrazov. Predstavili smo
tezˇavo dolocˇanja praga detekcije ter mozˇne resˇitve z uposˇtevanjem cˇasovne
lokalnosti. Na osnovi rezultatov detekcije zdruzˇenih z metodo opticˇnega toka
Lucas-Kanade smo predstavili sistem za sledenje obrazov. Obravnavali smo
ocenjevanje razdalje med obrazom in predvajalnim mestom z uporabo ene
kamere. Sistem za detekcijo in sledenje obrazov smo implementirali in preiz-
kusili.
Opisali smo vrsto lastnosti, ki jih lahko dolocˇimo na podlagi obraza opa-
zovalca. Predstavili smo postopek izgradnje klasifikatorja spola s povezavo
metode glavnih komponent z okoljem za podatkovno rudarjenje Orange. Za
ucˇenje in preverjanje uspesˇnosti klasifikatorja smo uporabili slike iz zbirke
FERET. Primerjali smo razlicˇne metode strojnega ucˇenja ter opredelili nji-
hove prednosti in slabosti.
Poseben sklop sistema za digitalno karakterizacijo predstavlja shranjevanje,
statisticˇna obdelava in vizualizacija karakteristicˇnih podatkov. V ta namen
smo razvili podatkovni model ter ga povezali s spletno aplikacijo, ki omogocˇa
dinamicˇno generiranje porocˇil in izris grafikonov.
Glavna mozˇna nadgradnja obstojecˇega sistema bo v prihodnje razsˇiritev
nabora karakteristicˇnih lastnosti opazovalca. Sistem bo poleg spola lahko tako
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prepoznaval sˇe starostni razred, rasno skupino, trenutno razpolozˇenje opazo-
valcev in njihov odziv na prikazano vsebino. Naslednja mozˇna nadgradnja
se kazˇe pri implementaciji sistema za karakterizacijo opazovalcev, kjer smo
se oprli na splosˇno poznane in zˇe implementirane metode, ki ustrezajo prob-
lemu in dosegajo zadovoljive rezultate. Prilagajanje metod specifiki dolocˇenega
problema namrecˇ odpira mozˇnosti za nadaljnje izboljˇsave natancˇnosti in ucˇin-
kovitosti. Pomembna prihodnja nadgradnja sistema je izdelava novega mod-
ula, ki bo upravljavcu omogocˇal povezavo med prikazovanimi vsebinami in
karakteristikami na predvajalnem mestu v realnem cˇasu.
Koncˇni cilj pa bi bil razvoj sistema, ki bi omogocˇal interakcijo med opazo-
valcem in sistemom tako, da bi sistem iz gibov, mimike in govora opazovalca
razpoznal njegove zˇelje ali zahteve glede predvajane vsebine in se na to odzval.
Za doseganje tega cilja pa morata biti izpolnjena dva pogoja: izpopolnitev
obstojecˇih metod za karakterizacijo in zmogljivejˇsa racˇunalniˇska oprema.
Dodatek A
Prevod posvetila




2.1 Shema sistema za digitalno oglasˇevanje . . . . . . . . . . . . . . 10
2.2 Shema sistema za digitalno karakterizacijo . . . . . . . . . . . . 11
2.3 Osnovne komponente sistema za digitalno karakterizacijo . . . . 12
3.1 Razsˇirjen nabor znacˇilnic Haar . . . . . . . . . . . . . . . . . . . 14
3.2 Prvi dve znacˇilnici Haar v osnovni Viola in Jones kaskadi za
detekcijo obrazov . . . . . . . . . . . . . . . . . . . . . . . . . . 14
3.3 Integralna slika . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
3.4 Kaskada klasifikatorjev . . . . . . . . . . . . . . . . . . . . . . . 17
3.5 Zdruzˇevanje vecˇkratnih detekcij istega obraza . . . . . . . . . . 19
3.6 Metoda opticˇnega toka Lucas-Kanade . . . . . . . . . . . . . . . 22
4.1 Normalizacija vhodne mnozˇice . . . . . . . . . . . . . . . . . . . 31
4.2 Povprecˇna slika in lastni obrazi po metodi PCA . . . . . . . . . 32
4.3 Shema podatkovnega rudarjenja v okolju Orange . . . . . . . . 33
4.4 Cˇas ucˇenja v odvisnosti od sˇtevila atributov uporabljenih za
ucˇenje . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
4.5 Cˇas klasifikacije primera v odvisnosti od sˇtevila atributov upo-
rabljenih za ucˇenje . . . . . . . . . . . . . . . . . . . . . . . . . 36
4.6 Klasifikacijska tocˇnost v odvisnosti od sˇtevila atributov uporab-
ljenih za ucˇenje . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
4.7 Projekcija PCA znacˇilnic vhodne mnozˇice z metodo VizRank . . 40
4.8 Najslabsˇe in najboljˇse klasificirani primeri testne mnozˇice . . . . 41
5.1 Struktura XML sporocˇila za prenos zajetih podatkov . . . . . . 44
5.2 Podatkovni model sistema za digitalno karakterizacijo . . . . . . 46




3.1 Korelacijska tabela, ki povezuje plosˇcˇino obraza na sliki z raz-
daljo do kamere . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
4.1 Cˇas ucˇenja metod pri razlicˇnem sˇtevilu atributov . . . . . . . . 35
4.2 Cˇas klasifikacije primera pri razlicˇnem sˇtevilu atributov . . . . . 36
4.3 Klasifikacijska tocˇnost pri razlicˇnem sˇtevilu atributov za ucˇenje . 37
4.4 Rezultati strojnega ucˇenja metod klasifikatorja spola . . . . . . 38




1 Zdruzˇevanje vecˇkratnih detekcij istega obraza . . . . . . . . . . 18




[1] (2009) Apache HTTP Server Version 2.2 Documentation. Dostopno na:
http://httpd.apache.org/docs/2.2/
[2] (2009) Asio C++ Library. Dostopno na:
http://sourceforge.net/projects/asio/
[3] B. Batagelj, R. Ravnik, F. Solina, “Computer vision and digital sig-
nage”, v zborniku Tenth International Conference on Multimodal Inter-
faces 2008, Kreta, Grcˇija, okt. 2008, str. 1-4.
[4] R. Blank, H. Otuome, O. Gonzalez, C. Charlton, AdvancED Flex Appli-
cation Development, New York: Apress, 2008.
[5] G. Bradski, A. Kaehler, Learning OpenCV, Sebastopol: O’Reilly, 2008.
[6] I. Bratko, Prolog - Programming for Artificial Intelligence, Anglija: Ad-
dison Wesley, 2001, pogl 18.
[7] (2009) Debian Linux. Dostopno na:
http://www.debian.org/
[8] J. Demsˇar, B. Zupan, G. Leban, “Orange: From Experimental Machine
Learning to Interactive Data Mining”, 2004.
[9] M. Doberlet, “Razpoznava obrazov z metodo glavnih komponent”,
diplomsko delo, sept. 2004, str. 23-32.
[10] Y. Freund, R. Schapire, “A decision-theoretic generalization of on-line
learning and application to boosting”, Journal of Computer and System
Sciences, zv. 1, avg. 1997, str. 119-139.




[12] A. Jain, J. Huang, “Integrating Independent Components and Linear Dis-
criminant Analysis for Gender Classification”, v zborniku Sixth IEEE In-
ternational Conference on Automatic Face and Gesture Recognition, Seul,
Juzˇna Koreja, maj 2004, str. 159-163.
[13] G. Leban, I. Bratko, U. Petrovic, T. Curk, B. Zupan, “VizRank: finding
informative data projections in functional genomics by machine learning”,
Bioinformatics, 2005, zv. 21, str. 413-414.
[14] S. Z. Li, A. K. Kain, Handbook of Face Recognition, New York: Springer,
2004, pogl. 2.
[15] L. I. Lundstrom, Digital Signage Broadcasting: Content Management and
Distribution Techniques, Focal Press, 2008.
[16] B. Karlsson, Beyond the C++ Standard Library: An Introduction to
Boost, Anglija: Addison Wesley Professional, 2005.
[17] I. Kononenko, Strojno ucˇenje, Ljubljana: Zalozˇba FE in FRI, 2005, pogl.
3, 9 in 10.
[18] (2009) PHP - Hypertext Preprocessor. Dostopno na:
http://www.php.net/
[19] P. J. Phillips, H. Wechsler, J. Huang, P. Rauss, “The FERET database
and evaluation procedure for face recognition algorithms”, Image and Vi-
sion Computing Journal, zv. 16, sˇt. 5, str. 295-306, 1998.
[20] P. J. Phillips, H. Moon, S. A. Rizvi, P. J. Rauss, “The FERET Evalua-
tion Methodology for Face Recognition Algorithms”, IEEE Trans. Pattern
Analysis and Machine Intelligence, zv. 22, str. 1090-1104, 2000.
[21] (2009) PostgreSQL. Dostopno na:
http://www.postgresql.org/
[22] R. Ravnik, B. Batagelj, F. Solina, “Racˇunalniˇski vid in digitalna karakter-
izacija za oglasˇevanje”, v zborniku Zbornik strokovne konference ROSUS
2009, Maribor, Slovenija, mar. 2009, str. 157-164.
[23] R. Ravnik, B. Batagelj, F. Solina, “Digital Characterization of Observers
Using Computer Vision in Real-Time”, Mednarodna elektrotehniˇska in
racˇunalniˇska konferenca - ERK 2009, Portorozˇ, Slovenija, sep. 2009, spre-
jeto v objavo.
LITERATURA 61
[24] R. Ravnik, B. Batagelj, F. Solina, “From Digital Signage to Digital Char-
acterization”, poglavje v knjigi, X. Hua, T. Mei, A. Hanjalic, Online
Multimedia Advertising: Techniques and Technologies, 2010, poslano v
objavo.
[25] J. Schaeﬄer Digital Signage: Software, Networks, Advertising, and Dis-
plays, Focal Press, 2008.
[26] E. Trucco, A. Verri, Introductory techniques for 3-D computer vision, New
Jersey: Prentice-Hall, 1998, pogl. 10.
[27] P. Viola, M. Jones, “Rapid Object Detection using a Boosted Cascade of
Simple Features”, IEEE Computer Vision and Pattern Recognition, zv. 1,
str. 511-518, 2001.
[28] “Zakon o varstvu osebnih podatkov”, Uradni list Republike Slovenije,
Ljubljana, Slovenija, sˇt. 86, jul. 2004.
