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Prefaio
En este proyeto, estudiamos el registro de imágenes sobre hardware grá-
o. Con esta ténia nos referimos a enontrar una transformaión que haga
posible el solapamiento entre dos imágenes.
En el Capítulo 1 realizaremos una breve introduión aera del registro
de imágenes, expliando en qué onsiste y uáles son sus apliaiones, y dis-
utiremos diferentes estrategias para llevarlo a abo.
A ontinuaión, desribiremos el algoritmo del que partimos para realizar
el registro, basándonos en el trabajo de I. De Falo et al. [FMS
+
07℄ y apor-
tando nuestras propias mejoras y optimizaiones. Hablaremos también de su
implementaión y analizaremos el rendimiento en CPU.
A la vista de los resultado, propondremos una nueva plataforma de ejeu-
ión, la GPU, y detallaremos su estrutura interna.
Seguidamente, estableeremos las bases del Modelo de Proesamiento de
Flujos y trasladaremos el algoritmo de registro a este modelo.
Para nalizar, omprobaremos gráamente los resultados obtenidos tanto
en CPU omo en GPU, observando una mejora importante en el rendimiento
del algoritmo.
Abstrat
In this projet, we study the image registration on graphial hardware.
This task onsists in nding a suitable transformation to math two images.
In Chapter 1 we introdue image registration, explaining how it works and
its appliations, and showing dierent approahes to the solution.
After, we desribe the algorithm based on the work of I. De Falo et
al. [FMS
+
07℄, adding our own improvements and optimizations. We write
about its implementation and its CPU performane.
With these results in mind, we introdue a new framework and its beha-
vior, the GPU. Then, we make another approah to the image registration
algorithm, following the guidelines of the Stream-Proessing Model.
In the end, we examine the results between both models, showing how
promising is the GPU approah.
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Capítulo 1
Introduión
1.1. El Registro de Imágenes
En el ampo de la visión por omputadora, uando se toman imágenes de
una misma esena u objeto, en diferentes instantes de tiempo, o desde diferen-
tes posiiones, obtenemos informaión que se enuentra en diferentes ejes de
referenia. Sabemos que es informaión de un mismo sujeto o lugar, pero no
podemos haer una omparaión able entre los diferentes datos obtenidos, al
estar tomados en diferentes ondiiones. Además, esa diferenia de ondiiones
puede ser una araterístia de nuestro estudio, omo seria el aso de imágenes
de un terreno tomadas on un año de diferenia, para omparar la evoluión
de la vegetaión, o estudiar fenómenos meteorológios.
El registro de imágenes onsiste en el estudio e integraión de esa infor-
maión en un únio eje de referenia omo se observa en la gura 1.1, esto
es, una vez tomadas las imágenes, se analizan las similitudes existentes entre
las mismas, y se busa una transformaión que haga que podamos superponer
1
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Figura 1.1: El registro de imágenes intenta enontrar la transformaión que traslade al
mismo maro de referenia ambas imágenes.
una imagen a la otra, teniendo la erteza de que la informaión de un punto
superpuesto on otro en la imagen nal, orresponde on el mismo lugar en la
realidad.
Obteniendo esta nueva imagen, fruto de la superposiión de ambas, po-
demos observar los ambios produidos entre unas ondiiones y otras, por
ejemplo on respeto al tiempo. También podemos oger una serie de imáge-
nes de un mismo lugar, y rear una nueva imagen que inluya a todas, uniendo
esas imágenes por sus lugares omunes. Esto nos permite obtener una imagen
mas grande de un lugar, sin apreiar orte alguna entre las diferentes partes.
Teniendo estas posibilidades, se nos plantea el uso de imágenes on mayor
2
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trales
Figura 1.2: Representaión de una imagen hiperespetral
tamaño que una imagen omún, y que albergan muha mas informaión que
la peribida por el ojo humano, las imágenes hiperespetrales.
1.2. Imágenes Hiperespetrales
Las imágenes hiperespetrales, son imágenes de gran tamaño, on mayor
informaión que una imagen omún. Al tomar una de estas imágenes, no solo
se almaena la informaión bidimensional típia de una imagen multiespetral,
sino que además se añade un onjunto de anales a lo largo del espetro visible,
infrarrojo, y ultravioleta.
Esta informaión es tomada por un espetrómetro, que reoge ientos de
bandas espetrales, resultado de la reexión de la luz en las diferentes regiones
u objetos de la imagen. Esto nos permite estudios muho mas relevantes, omo
por ejemplo, los materiales que presenta un terreno, o de los que esta heho
3
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un objeto, omo puede omprobarse en la gura 1.2.
En el aso que nos oupa, trabajamos on imágenes de poriones de te-
rreno tomadas desde un satélite. Con esta informaión, podemos identiar
las diferentes regiones que omponen el paisaje, y estudiar la evoluión de las
mismas. Por ejemplo, la erosión que produe el agua en el aue de un río, o
el estado de una formaión roosa.
1.3. Algoritmos de Registro de Imágenes
Para enfrentarnos al registro de imágenes, tenemos diferentes formas de en-
ontrar la transformaión que unia los ejes de referenia de las dos imágenes
[Bro92℄.
El mapeo de puntos, propone la reaión de una serie de puntos de
ontrol, llamados landmarks, en ambas imágenes, que representan una
misma araterístia. Partiendo de esas referenias, se intenta entones
emparejarlos. Una vez emparejados, se utiliza esa transformaión para
todos los píxeles de la imagen.
El ajuste de superies, valora las superies en vez de los puntos de
ontrol. Utilizando varios algoritmos de segmentaión, puede loalizar
satisfatoriamente superies de alto ontraste. Si dos superies pueden
ser identiadas por este método en diferentes imágenes, entones se
produe el ajuste de ambas. Este se utiliza espeialmente en imágenes
medias, por ejemplo on la superie epidérmia.
4
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Medidas de similitud de Voxels
1
: Estos métodos de registro utilizan la
imagen entera sin reduirla o segmentarla a lo largo de todo el proeso,
por lo que resultan más ables que los basados en puntos. Sin embargo,
dado que manejan una antidad enorme de datos, tienen el inonveniente
del gran oste omputaional que ello supone. La idea de estos métodos
es denir los parámetros del registro omo una funión de alguna medida
de similitud entre las dos imágenes, e intentar maximizar esta medida
de similitud [yJMV07℄.
El método basado en la intensidad, utiliza las intensidades de la imagen
omo método de registro, de modo que no se requiere una segmentaión
explíita de ada imagen. Sin embargo, para la transformaión global de
la imagen el número de parámetros que han de ser optimizados suele ser
enorme y llevarlo a la prátia puede resultar imposible [yJMV07℄.
Método basado en la Informaión Mutua (Mutual Information, MI): Este
método esta basado en maximizar la antidad de informaión ompartida
por las dos imágenes. No se ayuda de ningún agente externo, o punto de
ontrol en la imagen, y tampoo preisa de una manipulaión previa de
la misma.
Viendo todas estas posibilidades, nos deantamos en nuestro estudio por
la MI, puesto que es la que presenta el menor numero de restriiones. Esto
supone un espaio de búsqueda muy grande, ideal para búsquedas aleatorias
omo lo son los algoritmos evolutivos. [FMS
+
07℄
1
Unidad ubia que ompone un objeto tridimensional
5
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Figura 1.3: Los algoritmos evolutivos se rigen por las mismas leyes que la biología
Los algoritmos evolutivos son métodos de búsqueda en un espaio de so-
luiones. El nombre se debe, a que al igual que en las reglas de la evoluión
biológia, las soluiones mas aptas tienen mas posibilidades de sobrevivir. Da-
da una poblaión iniial de soluiones poteniales a un problema, el algoritmo
evolutivo seleiona un onjunto de individuos padre, on los que se generan
nuevas soluiones hijo que extienden la poblaión, si superan una funión de
aptitud. Los supervivientes son soluiones mas adeuadas omo se observa en
la gura 1.3.
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1.4. GPGPU
En onreto, vamos a utilizar el algoritmo de Evoluión Diferenial (Die-
rential Evolution, DE), omo reomienda el trabajo de I. De Falo et al. [FMS
+
07℄,
en el ual, preisamente, se ofree un método de registro de imágenes basado
en MI.
1.4. GPGPU
Cómputo de Propósito General en Unidades de Proeso Gráo (General-
Purpose Computing on Graphis Proessing Units,GPGPU) se puede denir
omo el paradigma que promueve la utilizaión de la Unidad de Proeso de
Gráos omo una unidad de proeso de propósito general. Este nuevo punto
de vista, nae a raíz de la inlusión en la tarjeta gráa de módulos progra-
mables.
1.4.1. Orígenes y evoluión
Las primeras tarjetas gráas surgieron para aliviar la arga del proeso
gráo a la CPU. Esto permitía una mejora en el rendimiento general del
sistema, aunque la funionalidad de las tarjetas gráas era bastante limitada.
Pasado un tiempo, se inluyo la posibilidad de programar iertas partes de la
tarjeta gráa, en onreto, los proesadores de fragmentos y vérties. Esto
supuso una mejora importante, ya que entones los desarrolladores podían
explotar esta araterístia, reando nuevos efetos gráos y nuevos modelos
de iluminaión.
Muhos de estos efetos explotaban el paralelismo de las unidades progra-
mables, y su rendimiento superior de alulo en oma otante, respeto de
7
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las CPUs. Todo ello, sumado al abaratamiento de las tarjetas gráas en el
merado, permitió que los desarrolladores mas innovadores tuvieran aeso a
equipos on múltiples unidades de proesamiento en paralelo.
Además, on el paso del tiempo apareieron iertos problemas de rendi-
miento al operar sobre vetores y matries. Las CPUs proporionaron una
soluión mediante un onjunto de instruiones nuevo. Aun así, las CPUs se-
guían siendo demasiado generalistas, y el onjunto de instruiones demasiado
limitado. Se neesitaba mayor rendimiento, y mayor espeializaión.
Las GPUs pareían la soluión indiada, sin embargo, aun era neesario
una serie de ténias que permitiesen traduir los algoritmos diseñados para
CPU, en algoritmos equivalentes que explotasen las araterístias únias de
las tarjetas gráas. Estos nuevos algoritmos enajan en el modelo de proe-
samiento de ujos, uyos detalles ampliaremos en el Capítulo 4. Basta deir
que el modelo de ujos permite apliar un programa a un onjunto de datos,
operando sobre los mismos en paralelo.
1.4.2. Perspetiva futura
La GPU NVIDIA 8800 es la primera tarjeta gráa en introduir un modelo
uniado de hardware totalmente programable, donde se elimina la visión
lásia de un onjunto de módulos programables independientes, y ofree omo
araterístia únia un lenguaje de programaión orientado al desarrollo de
software general sobre GPU, CUDA.
Teniendo estas posibilidades, no seria de extrañar que las ompañías ofrez-
an produtos de alto rendimiento, basados en sus soluiones gráas.
8
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1.5. Motivaión
Múltiples apliaiones en el mundo de la mediina [MV98℄, omo el estu-
dio del desarrollo de un tumor [SMH
+
07℄, el deterioro oseo de una persona
[HBHH01℄, o el análisis detallado de la retina del ojo [ret02℄.
También es utilizado para el estudio del efeto del paso del tiempo en
diversos ampos, omo las onstruiones antiguas o exavaiones arqueológi-
as [JEE77℄, o las formaiones montañosas de un paisaje [rid00℄.
El prinipal problema de esta ténia, es el tiempo de omputo. Al proesar
las imágenes, se estudian píxel a píxel. Para una imagen de tamaño medio
(800x600), tenemos que proesar 480000 píxeles. Es una antidad muy elevada,
y el proesamiento se hae seuenialmente, por lo que es muy lento.
Por otro lado, en este algoritmo existe una araterístia que podemos ex-
plotar, y es que el estudio de ada píxel es independiente de los demás, por
lo que podríamos proesar varios píxeles en paralelo sin llegar a una solu-
ión errónea. De esta forma, disminuiría muho el tiempo de registro de las
imágenes, proporionalmente al numero de píxeles en paralelo que podríamos
omputar.
1.6. Objetivos
Partiendo de la idea del registro de imágenes hiperespetrales expuesto
anteriormente, y los avanes en las GPUs atuales, se propone el desarrollo
de una apliaión para el registro automátio de imágenes, prestando espeial
atenión a la optimizaión de sus algoritmos desde un punto de vista ompu-
9
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taional. Para ello, se abordara el problema del registro siguiendo el algoritmo
expuesto en el Capítulo 2, basado en la Evoluión Diferenial, y se plantea la
utilizaión de unidades de proesamiento gráo (GPUs) programables para
aelerar aquellas fases más ostosas de la apliaión suseptibles de explotar
las apaidades de este tipo de plataformas.
1.7. Organizaión del resto de este doumento
En el Capítulo 2 desribimos el algoritmo del que partimos para realizar
el registro de imágenes, y su implementaión y análisis de rendimiento
en la CPU.
En el Capítulo 3, entramos en el ámbito de las GPUs, analizando la
evoluión de esta arquitetura, y desribiendo el pipeline gráo de la
misma.
En el Capítulo 4, desribimos el modelo de proesamiento de ujos sobre
GPU, e implementamos el registro de imagen haiendo uso de este mo-
delo. que partes del algoritmo son abordables por los diferentes módulos
de la arquitetura.
En el Capítulo 5, omparamos los resultados de CPU y GPU.
En el Capítulo 6, desarrollamos las onlusiones a las que hemos llegado
y planteamos algunas mejoras.
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Algoritmo para el registro de
Imágenes Hiperespetrales
En el Capítulo 1 hemos hablado sobre el registro de imágenes y elegido la
estrategia a seguir, basada en la MI, desrita en la seión 1.3.
A lo largo de este apítulo desarrollaremos esta estrategia y los algorit-
mos que la integran tomando omo referenia el trabajo de I. De Falo et
al. [FMS
+
07℄.
Comenzaremos analizando el algoritmo de búsqueda DE
1
, y la prueba de
aptitud basada en MI
2
.A ontinuaión propondremos algunas mejoras y ter-
minaremos on los resultados de la implementaión sobre CPU.
1
Dierential Evolution
2
Mutual Information
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2.1. Algoritmo de Evoluión Diferenial
Los algoritmos evolutivos son sistemas de resoluión de problemas de op-
timizaión o búsqueda que se rigen por las leyes de la evoluión. Trabajan
variando una poblaión de soluiones, y evaluando la aptitud de los indivi-
duos, omo expresa el siguiente esquema:
Algorithm 1 Algoritmo Evolutivo
Inicializar_Poblacion(P )
for i = 1 to generaciones do
for eah Individuo i in P do
i_mutado = Mutar(i)
if es_Mejor(i_mutado, i) then
i = i_mutado
end if
end for
end for
solucion = Mejor(P )
Las diferentes formas de Algoritmo Evolutivo dependen de omo se om-
porten las funiones Mutar(Individuo) y es_Mejor(Individuo, Individuo).
La funión Mutar(Individuo) atúa sobre un onjunto de individuos padre
seleionados aleatoriamente, y el individuo hijo es generado en funión de
sus padres. Por otro lado es_Mejor(Individuo, Individuo) devolverá true si
la medida de similitud (Measure Of Math, MOM) de a es superior a la MOM
de b según el riterio que estemos estudiando.
Por ejemplo, en un problema de maximizaión, es_Mejor(n1, n2) sería
equivalente a n1 > n2.
En DE, dado un problema de maximizaión on m parámetros reales, y
eligiendo un tamaño de poblaión de n individuos, ada individuo representará
12
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Figura 2.1: Cómo se genera un nuevo individuo en una generaión
una soluión potenial omo un vetor de m valores reales. Como se observa
en la gura 2.1, la funión Mutar(Individuo) afeta a un sólo parámetro j de
un individuo ualquiera i. Para ello, primero seleiona tres individuos padre
por la posiión de los mismos en la poblaión (r1,r2 y r3), todas distintas entre
sí. A ontinuaión, genera el nuevo parámetro mediante la expresión:
Pi,j = Pr3,j + F · (Pr1,j − Pr2,j) (5)
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F es un parámetro del algoritmo en [0,0 . . . 1,0] que expresa la magnitud on
la que la diferenia (Pr1,j−Pr2,j) se aplia a Pr3,j. La DE debe su araterístia
diferenial preisamente al heho de apliar una diferenia entre dos de los
padres on una magnitud F .
Sin embargo, la funión Mutar(Individuo) sólo suede si se da alguna de
las siguientes ondiiones:
Si un número real aleatorio p en [0,0 . . . 1,0] es menor que la tasa de am-
bio (Changue Rate, CR) introduida en el algoritmo omo parámetro.
Si un número aleatorio k en [1,m] es exatamente j, es deir, oinide
on el número de parámetro seleionado para mutar.
Si ninguno de estos requisitos se veria entones el parámetro se mantiene
intato.
Este individuo mutado que designaremos andidato es omparado ontra
el individuo original. Si resulta mejor soluión según el riterio de la funión
es_Mejor(Individuo, Individuo) reemplaza al mismo en la próxima pobla-
ión. De otra forma, es el original el que sobrevive y pasa a la nueva poblaión.
El mismo patrón se repite un máximo de g generaiones.
En nuestro aso, los individuos son vetores de 6 elementos
(rot1, rot2, rot3, rot4, dx, dy) que representan las transformaiones anes que
pueden ser soluión del problema de registro de imágenes omo se explió en la
seión 1.1. Los uatro primeros elementos, (rot1, rot2, rot3, rot4), forman una
rotaión bidimensional y los dos últimos, (dx, dy), un vetor desplazamiento
en el plano XY . Nuestro riterio de aptitud, es deir, la base de la funión
es_Mejor(Individuo, Individuo) es la MI omo ya vimos en la seión 1.3.
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2.2. Cálulo de la informaión mutua
En teoría de la probabilidad, y en teoría de la informaión, la informaión
mutua de dos variables aleatorias es una antidad que mide la dependenia
mutua de las variables.
Esta será nuestra MOM y se alula en funión de la expresión 2.1:
I(Y, Z) =
∑
y,z
PY,Z(y, z) · log
PY,Z(y, z)
PY (y) · PZ(z)
(2.1)
donde PY (y) y PY (z) son las funiones de masa de probabilidad marginal
y PY,Z(y, z) es la funión de masa de probabilidad ondiionada.
La MI esta relaionada on las entropías omo sigue:
I(Y, Z) = H(Y ) + H(Z)−H(Y, Z) (2.2)
siendo H(Y, Z) la entropía onjunta y H(Y ) y H(Z) las entropías de Y y
Z respetivamente. La deniión de estas entropías es:
H(Y ) = −
∑
y
PY (y) · log PY (y), H(Z) = −
∑
z
PZ(z) · log PZ(z) (2.3)
H(Y, Z) = −
∑
y,z
PY,Z(y, z) · log PY,Z(y, z) (2.4)
Para alular las probabilidades, debemos utilizar el histograma onjunto
del par de imágenes h. Este se dene omo una funión de dos variables Y y Z
on la intensidad de grises de las dos imágenes omo podemos ver en la gura
15
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Figura 2.2: Elaboraión del histograma
2.2. Su valor en la oordenada (Y, Z) es el numero de pares orrespondientes
teniendo nivel de grises Y en la primera imagen y nivel de grises Z en la se-
gunda. La funión onjunta de masa de probabilidad se obtiene normalizando
el histograma onjunto del par de imágenes:
PY,Z(y, z) =
h(y, z)∑
y,z h(y, z)
(2.5)
PY (y) =
∑
z
PY,Z(y, z), PZ(z) =
∑
y
PY,Z(y, z) (2.6)
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El registro de imágenes utilizando la MI establee que un par de imágenes
están alineadas según una transformaión geométria T uando I(Y (x), Z(T (x)))
es máxima. Por lo tanto debemos busar la transformaión T que maximie
I.
2.3. Optimizaiones a los algoritmos
Dos estrategias empleadas para favoreer la onvergenia propuestas por
Alberto Ferrería Blano en [Bla07℄ son:
1. Para alular la funión de masa onjunta PY,Z(y, z) lo que haemos es
dividir ada valor h(y, z) entre el sumatorio del histograma, omo se
muestra en la euaión 2.5 y a ontinuaión se redue para alular PY y
PZ .
∑
y,z h(y, z) es el tamaño del área solapada. La mejora propuesta es
en vez de usar este valor, usar el tamaño de las imágenes para normalizar
de manera que las euaión quedaría:
PY,Z(y, z) =
h(y, z)
ancho(Y ) · alto(Y )
(2.7)
De esta manera uanto menor sea el área solapada menores serán las pro-
babilidades en omparaión on el resultado de no apliar esta mejora.
Con este ambio estamos penalizando a aquellas soluiones que tienen
un área de solapamiento pequeño on el objetivo de evitar asos dege-
nerados en los que la apariión de nubes en los bordes puede resultar
problemátia, ya que la poblaión tendería en ese aso a enajar zonas
pequeñas que al estar ubiertas por nubes tienen unos olores similares
17
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y obtendría un valor de MI elevado.
2. El uso ada un ierto número de generaiones de una estrategia de má-
xima pendiente, esto es, intentar adivinar que direión debería tomar
el mejor individuo para inrementar su MI. El proedimiento es, ada 5
generaiones tomamos al mejor individuo. Calulamos el gradiente de la
funión I(YT , Z),donde YT representa la imagen Y transformada según
los valores del individuo, siendo ada omponente del gradiente la deri-
vada parial en ada uno de los parámetros de la transformaión, lo que
nos da la direión (teória) de mayor reimiento de la MI: ∇I(YT , Z).
Generamos un nuevo individuo sumándole esa antidad al mejor indi-
viduo y lo evaluamos. Si es mejor, entones sustituye al que era mejor
individuo de nuestra poblaión. Si no, es desehado. De esta manera
onseguimos guiar la búsqueda haia zonas donde debería enontrarse el
máximo.
Para la implementaión de estas mejoras reamos tres versiones de la apli-
aión, una primera que no inluye ninguna mejora, una segunda que inluye
la mejora 1, y una última que inluye las mejoras 1 y 2.
2.4. Desripión de Implementaión CPU
En esta seión vamos a mostrar diagramas de ujo y el pseudoódigo que
desriben omo hemos implementado los algoritmos disutidos anteriormente.
18
2.4. Desripión de Implementaión CPU
2.4.1. Algoritmo de Evoluión Diferenial
A ontinuaión mostramos el ujo de ejeuión de la DE en la gura 2.3,
junto on su pseudoódigo, algoritmo 2, según esta desrito en la seión 2.1.
Figura 2.3: Implementaión del algoritmo de evoluión diferenial
19
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Algorithm 2 Algoritmo de Evoluión Diferenial
for i = 0 to tamPoblacion do
Crear_Individuo()
Calcular_MI_Individuo()
end for
for i = 0 to numGeneraciones do
Calcular_Siguiente_Generacion() {Detallado mas adelante}
end for
En detalle, ada nueva generaión se alula omo se india gráamente
en la gura 2.4, aompañada de su pseudoódigo (algoritmo 3).
Figura 2.4: Cómo se genera un nuevo individuo en una generaión
20
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Algorithm 3 Nueva generaión
for i = 0 to tamPoblacion do
{Para ada individuo de la Poblaion}
Generar_Individuos_Aleatorios()
X = poblacin[i]
candidato = poblacin[i]
mutar(candidato, individuos_aleatorios)
Calcular_MI(candidato)
if candidato.MI > X.MI then
X = candidato
end if{Nos quedamos on el que tenga mejor MI}
end for{Al terminar tenemos una nueva generaion}
21
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2.4.2. Cálulo de la MI
Figura 2.5: Implementaión del álulo de la MI en CPU
Implementar la informaión mutua sobre CPU onsiste úniamente en apli-
ar las fórmulas desritas en 2.2 omo puede omprobarse en la gura 2.5,
aompañado del algoritmo 4. Como optimizaión hemos deidido preompu-
tar en distintas matries los valores de PY , PZ y PY,Z así omo HY , HZ y HY,Z
on el n de reutilizar ómputos.
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Algorithm 4 Calulo de la MI
Creacion_Histograma_Conjunto() {Detallado mas adelante}
Normalizacion_Histograma_Conjunto() {Calulo de PY , PZ y PY,Z}
Calculo_Entropias() {Calulo de HY , HZ y HY,Z}
MI = Entropia_de_Y + Entropia_de_Z − Entropia_Conjunta_Y_Z
{Obtenemos así la MI de un individuo}
El funionamiento del alulo del Histograma se muestra en la gura 2.6,
y el pseudoódigo puede verse en 5
Figura 2.6: Implementaión CPU del histograma
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Algorithm 5 Cálulo del Histograma
for i = 0 to tamao_imagen do
i_transformada = T · i
ImA = V alor_De_Gris(ImagenA, i)
ImB = V alor_De_Gris(ImagenB, i_transformada)
Histograma[ImA, ImB] + +
end for
2.5. Resultados obtenidos
En esta seión vamos a analizar los resultados obtenidos en CPU. Primero
haremos una somera desripión de la plataforma experimental usada y los
datos de entrada. Después presentaremos tablas que muestran los resultados
de la ejeuión del programa. A ontinuaión analizaremos qué número de
generaiones y de individuos neesita la evoluión diferenial para garantizar
que enontrará buenas soluiones. Y para terminar mostraremos las tablas de
tiempos obtenidas para varias ejeuiones del algoritmo on diferentes datos de
entrada y tamaños de histograma. Más adelante, en la seión 4.4 mostraremos
los tiempos obtenidos en la ejeuión en GPU, y en el apítulo 5 se hae una
omparativa y un análisis de los tiempos en ambas plataformas.
2.5.1. Plataformas de ejeuión
Las ejeuiones se han llevado a abo sobre proesadores Intel, la tabla 2.1
desribe los aspetos prinipales de la plataforma experimental. Las implemen-
taiones han sido ompiladas utilizando GNU-C/C++ ompiler (version 4.1.2,
on los ags de optimizaión -O3 -msse). Además, la implementaión en ha
sido optimizada para aprovehar al máximo las loalidades de la ahe para
24
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un mayor rendimiento.
Tabla 2.1: Desripión ténia de la CPU
Caraterístias Core 2 Duo
Año 2006
FSB 1066 MHz
ICahe L1 32KB
DCahe L1 32KB
L2 Cahe 4M ompartida
Memoria 2 GB
Reloj 2.4 GHz
2.5.2. Imágenes de prueba
Para las pruebas han sido utilidadas imágenes sintétias de tamaños 128x128,
256x256, 512x512, 1024x1024 y 2048x2048 extraídas de una fotografía tomada
on un satélite al telesopio Ikonos de Puerto Rio e imágenes hiperespetrales
de los sensores Ali e Hyperion.
2.5.3. Resultados on imágenes sintétias
Las tablas 2.2 y 2.3 reogen los resultados obtenidos de promediar 5
ejeuiones del algoritmo para distintos tamaños de poblaión y número de
generaiones de evoluión de dihas poblaiones.
Hay que tener en uenta que el heho de apliar la normalizaión mejorada
hae que el valor de la informaión mutua se reduza, en funión del tamaño
del área solapada. En este aso la informaión mutua máxima es, alulada
on la normalizaión 'tradiional' 2.3619, y para la normalizaión mejorada
1.8177. Vemos omo el valor máximo se onsigue para 300 generaiones on
200 individuos en ualquiera de las versiones.
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200 generaiones
Mejora 100 individuos 150 individuos 200 individuos
Sin mejoras 2.3564 2.3603 1.9063
Normalizaion 1.8172 1.8171 1.7988
Normalizaion+Gradiente 1.6322 1.2383 1.7957
250 generaiones
Mejora 100 individuos 150 individuos 200 individuos
Sin mejoras 1.4189 1.4866 2.361
Normalizaion 1.8175 1.8176 1.8174
Normalizaion+Gradiente 1.8176 1.8176 1.8176
300 generaiones
Mejora 100 individuos 150 individuos 200 individuos
Sin mejoras 2.3619 2.3619 2.3619
Normalizaion 1.8176 1.8177 1.8177
Normalizaion+Gradiente 1.8177 1.8176 1.8177
Tabla 2.2: Informaión mutua máxima obtenida tras 200, 250 y 300 generaiones
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Figura 2.7: MI media y máxima para las versiones: sin mejoras y on la normalizaión
mejorada on imágenes sintétias.
Las guras 2.7 y 2.8 muestran las gráas de la informaión mutua media
y máxima para la onvergenia más rápida de ada una de las versiones.
2.5.4. Número de generaiones
El número de generaiones durante las que va a evoluionar una poblaión
nos india uanto vamos a anar la soluión, esto es, on un numero demasiado
bajo de generaiones, nuestros individuos tenderán a la soluion pero no se
26
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200 generaiones
Mejora 100 individuos 150 individuos 200 individuos
Sin mejoras 200 192 200
Normalizaion 180 184 200
Normalizaion+Gradiente 200 200 200
250 generaiones
Mejora 100 individuos 150 individuos 200 individuos
Sin mejoras 250 250 233
Normalizaion 218 207 221
Normalizaion+Gradiente 189 207 195
300 generaiones
Mejora 100 individuos 150 individuos 200 individuos
Sin mejoras 227 212 202
Normalizaion 250 191 208
Normalizaion+Gradiente 194 235 204
Tabla 2.3: Generaion de onvergenia on tope 200, 250 y 300 generaiones
aerarán lo suiente. A medida que aumentamos el número de generaiones
los individuos se van renando, hasta que llega un punto en el que sin importar
uanto más aumentemos el numero de generaiones los individuos no pueden
mejorar, y es ese punto el que debemos estimar.
Viendo los datos de la tabla 2.2, ese punto lo podemos estimar en 250
generaiones, ya que para este valor, se onsiguen resultados máximos para
las versiones mejoradas. En el aso de la version sin mejoras habría que llegar
a las 300 generaiones.
Si bajamos el numero de generaiones de 250 nos arriesgamos a no onse-
guir una soluión omo vemos que pasa en la tabla 2.2, para el aso de 200
generaiones on las dos mejoras, que on 100 y 150 individuos obtiene re-
sultados demasiado bajos o el el resultado de 250 generaiones en la versión
sin mejoras que tiene dos malos resultados. Elevarlo por enima de 350 va a
onsumir tiempo de ómputo sin aportar mejoras a nuestra soluión.
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Figura 2.8: MI media y máxima para la versión on la normalizaión mejorada y el uso
del gradiente on imágenes sintétias.
2.5.5. Tamaño de la poblaión
El tamaño de poblaión nos determina la variabilidad on la que vamos a
ontar, uantos más individuos tenga nuestra poblaión más exhaustivamente
busaremos en nuestro espaio. Si tenemos un numero pequeño de individuos
busaremos en entornos reduidos, o repartidos de manera dispersa por el
espaio de búsqueda, si, en ambio, tenemos un numero demasiado grande,
las zonas de búsqueda se solaparán, lo que quiere deir que busaremos varias
vees en el mismo sitio, que de nuevo es desperdiiar reursos. Por eso debemos
estudiar ual es el rango de tamaño ideal para una poblaión.
Observando la generaión en la que ha onvergido el algoritmo, entendiendo
omo momento de onvergenia aquel en el que la distania entre el individuo
más apto de la poblaión y la media es menor del 1%, mostrada en la tabla 2.3,
podemos estimar que el tamaño ideal se enuentra entre 150 y 200 individuos,
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ya que para sólo 100 individuos se suele alanzar el máximo de generaiones,
lo que india que el individuo no ha onvergido, o ha onvergido a un máximo
loal.
Si usásemos menos de 150 individuos, puede que ninguno ontuviese una
buena soluión en su entorno, y por tanto se estanarían en máximos loa-
les omo podemos apreiar en la tabla 2.2-250 generaiones, en el aso de la
versión sin mejoras para 100 y 150 individuos, que a pesar de vivir 250 gene-
raiones los resultados son bastante pobres. Si tenemos más individuos de 350
las zonas se solaparán y nuestra soluión no mejorará, ya que vemos que en
los asos en los que tenemos al menos 250 generaiones, on este número de
individuos es suiente.
En el aso de elegir que una poblaión tenga una vida de 200 generaio-
nes, habría que aumentar el número de individuos, pues tienen muho menos
tiempo para mezlarse, y por lo tanto hay que dotar a la poblaión de una
mayor variabilidad.
2.5.6. Mejoras a la onvergenia
Para estudiar las ventajas de las mejoras nos jaremos en las guras 2.7 y
2.8. Podemos ver ómo la versión sin mejoras tiene un asenso más suavizado,
esto es debido a que hay individuos que se beneian de que la zona de solape
es demasiado pequeña y si son similares el resultado de MI es alto pero todos
sus hijos tenderán a tener una mala MI por lo que el progreso es más lento.
En ambio en el aso de la normalizaión mejorada vemos omo se produ-
en saltos signiativos en un espaio de poas generaiones esto es debido a
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Figura 2.9: MI media y máxima para las versiones on la normalizaión mejorada y on
la normalizaión mejorada y el uso del gradiente, on imágenes reales.
que dado un individuo, uando se genere su hijo, si este tiene un menor solape,
deberá ser muho más pareido para ser aeptado, esto hae que se desehen
varias mutaiones antes de aeptar una, por eso se tienen varias generaiones
sin apenas mejora, y repentinamente hay un salto.
En el aso del uso del gradiente se puede ver ómo en las generaiones 125,
140 y 155 podemos apreiar un salto signiativo, produido probablemente
por el uso del gradiente.
A ontinuaión mostramos un estudio simpliado realizado on las imá-
genes reales de Ali e Hyperion para una poblaión on 400 individuos durante
600 generaiones.
2.5.7. Resultados on imágenes reales
Habiendo realizado tres ejeuiones on ada nivel de mejora llegamos a la
onlusión de que no tiene sentido la ejeuión sin mejoras, pues en ninguno
de los asos dio soluión, ni siquiera aproximada, por lo que la disusión se
entrará en la mejora de la normalizaión (nivel 1) y esta misma on el uso
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del gradiente (nivel 2).
La media de las MI obtenidas para el aso del nivel 1 es 0,921094333, y el
máximo es 0.921146. En el aso del nivel 2 de mejora, la media obtenida es,
0,921089333 y el máximo está en 0.921198.
Para estudiar la generaión de onvergenia tomaremos dos riterios
1. El algoritmo onverge uando el valor máximo supera al medio en menos
de un 1%. En este aso las generaiones de onvergenia son, en media,
para el nivel 1: 509, nivel 2: 516.667.
2. El algoritmo onverge uando el valor máximo dista del máximo nal en
menos de un 1%. En este aso las generaiones de onvergenia son, en
media, para el nivel 1: 447.333, nivel 2: 442.
Adoptar estos dos riterios es neesario porque el uso del gradiente puede
verse en ierta manera omo 'antionvergenia' porque se inrementa el valor
de MI úniamente del individuo on MI máxima, lo ual areenta la distania
que va en ontra del primer riterio, en ambio vemos omo on el segundo
riterio sí se nota ierta mejoría, y ya que en todas las ejeuiones se enuentra
un valor nal aeptable el riterio es apliable.
2.5.8. Tiempos obtenidos
Las ejeuiones test han sido llevadas a abo durante 200 generaiones
para 100 individuos que son suientes para que se obtenga una soluión on
imágenes sintétias. Los tiempos de ejeuión para ejeuiones on un tamaño
de histograma jo, 256 olores, para imágenes sintétias de 128x128, 256x256,
512x512, 1024x1024, 2048x2048 se muestran en la tabla 2.4.
31
Capítulo 2. Algoritmo para el registro de Imágenes Hiperespetrales
Tamaño de imagen 128x128 256x256 512x512 1024x1024 2048x2048
Tiempo de ejeuión 27.1183 75.1726 295.887 1136.72 4617.41
Tabla 2.4: Tiempos medios de 5 ejeuiones para un tamaño de histograma 256 sobre
CPU para una poblaión de 100 individuos durante 200 generaiones
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Figura 2.10: Tiempos de ejeuión para tamaño de histograma jo
En esta tabla podemos ver omo el tiempo ree de manera aproximada-
mente uadrátia on el anho de la imagen, es deir, es lineal en el número
de píxeles de ada imagen, omo abría esperar. Esto se apreia mejor en la
gura 2.10.
Tamaño de histograma 128 256 512 1024 2048
Tiempo de ejeuión 61.648 75.1726 108.872 266.878 943.524
Tabla 2.5: Tiempos medios de 5 ejeuiones para un tamaño de histograma 256 sobre
CPU para una poblaión de 100 individuos durante 200 generaiones
En la tabla 2.5 podemos ver los tiempos que han tardado las ejeuio-
nes variando el tamaño del histograma, on imágenes de tamaño 256x256. Se
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Figura 2.11: Tiempos de ejeuión para tamaño de imagen jo
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Figura 2.12: Tiempos de ejeuión para CPU
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puede ver que el reimiento del tiempo es muho más lento que en el aso an-
terior, es deir que aunque aumentemos el tamaño del histograma en la misma
proporión que el tamaño de imagen, el inremento del tiempo de ómputo
neesario es menor. Es más fail de apreiar en las guras 2.11 y 2.12 donde
podemos ver las dos urvas y ómo la que se reere a la variaión en funión
del tamaño de histograma ree de manera más suave.
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GPU son las siglas de Graphi Proessing Unit o Unidad de Proesamiento
Gráo [PF05℄. El término fue introduido por la ompañía NVIDIA para
designar el nuevo tipo de hardware que venía sustituyendo las tradiionales
ontroladoras de monitores VGA. Como vimos en la seión 1.4.1, estos pro-
esadores fueron diseñados para aliviar la arga de trabajo de las CPUs.
Una primera aproximaión entre las arquiteturas GPU y CPU resulta del
estudio de las instruiones que operan sobre múltiples datos al mismo tiempo
(single instrution on multiple data, SIMD). Para poder operar simultánea-
mente neesitan ejeutarse sobre una ALU espeial que permita tratar datos
en paralelo. Las instruiones SIMD se soportan por el hardware diretamen-
te. En un prinipio, naieron para aelerar algunos algoritmos que preisaban
ejeuiones sobre paquetes de datos tales omo vetores o matries y es por
ello que no es de extrañar que los primeros proesadores en implementar este
onjunto de instruiones fuesen llamados proesadores vetoriales.
Como veremos en la seión 3.1 y a lo largo de la evoluión tenológia en
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Figura 3.1: Comparaión de potenia (en GIGAFLOPS) entre CPUs y GPUs
la seión 3.2, los módulos más importantes de una GPU no son más que ALUs
espeializadas en un onjunto determinado de operaiones que tienen que ver
on la transformaión de gráos tridimensionales. Estos módulos poseen un
onjunto de instruiones SIMD orientadas a tales propósitos. Además, para
aelerar todavía más su potenial de álulo, una GPU utiliza estos módulos
en paralelo, ompartiendo una memoria omún.
A lo largo de su evoluión, las GPUs se han aprovehado de las mejoras
ténias en fabriaión de omponentes para abaratar su oste y han sido fuer-
temente inueniadas por la evoluión de dos APIs importantes, OpenGL y
Mirosoft DiretX. Como muestra la gura 3.1, la potenia bruta de las GPUs
supera on rees la de los proesadores más modernos y ada generaión
resulta muy superior a la anterior.
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Figura 3.2: Distintas etapas del renderizado
3.1. El pipeline gráo
Los ingenieros de Silion Graphis, on su API OpenGL, fueron los prime-
ros en estableer el onjunto de etapas neesarias para interpretar un onjunto
de vérties tridimensionales omo una imagen bidimensional. Como se obser-
va en la gura 3.2, el proeso general puede resumirse en: transformaión de
vérties, ensamblado de los mismos en primitivas, disretizaión en píxeles,
oloreado de ada uno de ellos y mezla a realizar on el ontenido de memo-
ria, normalmente alguna operaión de reemplazo [PF05℄. A la implementaión
de estas etapas se la onoe por el nombre de graphi pipeline o tubería gráa
puesto que los resultados de una etapa alimentan la siguiente omo si de una
serie de tuberías en adena se tratara.
Partiendo de la gura 3.2 expliaremos las distintas etapas del pipeline.
La primera informaión que reibe una GPU desde el software es la lista
de vérties que onforman los distintos objetos tridimensionales. Estos vérti-
es son proesados en el proesador de vérties (vertex proessor). Aquí, ada
uno de ellos es transformado desde su posiión iniial hasta el espaio de vi-
sualizaión y oloreado teniendo en uenta una serie de fatores omo son las
posiiones relativas de objeto, ámara y lues. Como ada vértie es indepen-
diente de los demás, las transformaiones de varios de ellos pueden ejeutarse
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Figura 3.3: Esquema de trabajo de un proesador de vérties
al mismo tiempo por distintos proesadores en paralelo. Las APIs OpenGL y
DiretX ofreían distintos efetos omo el onoido ojo de pez y otros. Cada
uno de ellos podía onseguirse ongurando apropiadamente la API para luego
transformar onseuentemente los vérties haiéndolos atravesar una ruta de
ejeuión distinta a la lásia. Así pues, los nitos efetos soportados por las
APIs suponían los nitos modos de ejeuión de los proesadores de vérties.
La gura 3.3 muestra el ujo de trabajo de los proesadores de vérties
desde el punto de vista del desarrollador de software.
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Detalladamente, primero, el proesador opia los atributos del vértie en
una memoria de sólo letura. A ontinuaión deodia la instruión, lee de
los registros temporales, proyeta los registros sobre las entradas oportunas y
ejeuta la instruión. Los resultados intermedios pueden esribirse en los re-
gistros temporales y también es posible esribir en los registros (sólo esritura)
de salida. Una vez nalizado el proeso, este se repite hasta onsumir todas
las instruiones. El proeso se repite una vez por vértie y genera un ujo de
datos de salida que alimentarán la entrada de la siguiente fase. Por tanto, la
salida ontendrá los vérties transformados además de otros atributos.
El proesador de vérties tiene apaidad para manipular operandos en
forma de vetores y matries, normalmente on elementos en oma otante on
preisión simple. Debido a que gran parte de su labor es transformar el espaio
de oordenadas, las instruiones típias ontempladas son produtos esalares
y vetoriales; suma y multipliaión de matries y operaiones ombinadas
omo multipliaión y adiión.
Los vérties transformados de la etapa anterior pasan al ensamblador de
geometría y al rasterizador. El primero determina las primitivas formadas por
los vérties de la etapa anterior onforme lo indiquen las reglas de ensambla-
do que aompañan a los mismos. Además desarta aquellos vérties que no
podremos ver debido a que se sitúan fuera del espaio de visualizaión atual
(lipping). Por otra parte, el rasterizador determina qué píxeles (sus posiiones
nales en el framebuer) van a ser ubiertos por ada una de las primitivas
generadas en el ensamblador de geometría, qué aras de los mismos deben
dibujarse y uales no, para ello ha de transformar las oordenadas del maro
de lipping a oordenadas normalizadas de dispositivo. A este proeso se le
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denomina ulling
1
. El rasterizador emite entones una lista on los píxeles de
pantalla que van a ser ubiertos aompañándolos de informaión extra sobre
ese punto. A la suma píxel más informaión se la denomina fragmento.
Figura 3.4: Esquema de trabajo de un proesador de fragmentos
Entones, ada fragmento alanza el proesador de fragmentos (fragment
proessor) que es otra unidad de proesamiento paralelo la ual tan sólo deter-
minará el olor nal de ada fragmento proyetando sobre ellos alguna textura,
lo que determinará el olor nal del pixel.
1
Una traduión al astellano podría ser seleión.
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Como en el aso de los proesadores de vérties, ada API ofreía aquí dis-
tintos efetos que podían onseguirse mediante rutas de ejeuión alternativas.
El proeso de ejeuión no es muy diferente al del proesador de vérties. El
onjunto de funiones es esenialmente el mismo on las extensiones neesarias
para utilizar texturas. La gura 3.4 presenta el esquema de trabajo de estos
proesadores.
Paree lógio pensar que en una tarjeta haya más proesadores de frag-
mentos que de vérties, pues las primitivas omo los triángulos tienen sólo 3
vérties pero pueden llegar a generar gran antidad de fragmentos, de 100 a
1000 vees más. De heho, así ha venido ourriendo a lo largo de estos años
para ambiar radialmente ahora, on las llegada de la nueva generaión de
tarjetas.
Para terminar, los píxeles pasarán una serie de test propios de ada API que
permitirán deidir si han de dibujarse o no pudiendo atualizar de esta manera
el espaio de dibujo o framebuer. Por último se apliará una operaión de
fundido (blending) que deidirá omo ha de mezlarse el fragmento on el pixel
ya existente.
3.2. Evoluión tenológia de los proesadores
gráos
A lo largo de los años, pueden distinguirse ino generaiones de GPUs
desde las primeras ontroladoras CRT hasta nuestros días. En lo que a funio-
nalidad se reere, el pipeline de renderizado de imágenes tridimensionales se
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mantuvo esenialmente invariable hasta la quinta. Sin embargo, es la uarta
generaión la más amplia y versátil y la que sentaría las bases de una nueva
forma de entender el renderizado de gráos 3D.
3.2.1. Primera generaión
Las primeras GPU omo la TNT2 de NVIDIA, la ATI Rage o la 3dfx Voo-
doo3 permitían realizar todas las etapas en la GPU exepto la transformaión
de vérties y su ensamblado. Las transformaiones se modelan mediante matri-
es 4x4 y modian los vérties mediante suesivas multipliaiones por estas
matries, por ello gran parte de la arga matemátia seguía ejeutándose sobre
la CPU. Además implementaban el onjunto de araterístias de la API de
Mirosoft DiretX 6 por lo que soportaban efetos de niebla, ompresión de
texturas, estados de mezla, et.
3.2.2. Segunda generaión
La segunda generaión omprende los modelos NVIDIA GeFore 256 y
GeFore2, ATI 7500 y S3 Savage3. Implementaban al ompleto el proeso de
renderizaión ontando on algunas operaiones de transformaión de vérties
rápidas. Posteriormente, on las nuevas versiones de OpenGL y DiretX 7,
se añadieron algunos efetos omo los mapas úbios de textura (ube map
textures) o las operaiones matemátias on signo.
Como abía esperar, el hardware implementa elmente ada una de las
etapas del pipeline distinguiéndose asi los mismos bloques.
La posibilidad de ongurar los proesadores de vérties y de fragmentos
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Figura 3.5: Pipeline estándar de segunda generaión
son los primeros pasos haia su programaión. Sin embargo, tendremos que
esperar a la terera generaión de GPU para advertir este ambio.
3.2.3. Terera generaión
Camino de la programaión total, la terera generaión de GPU (mo-
delos GeFore3/4, Xbox y Radeon 8500) es onsiderada transitoria puesto
que permitía úniamente la programaión de los proesadores de vérties
pero no la de los proesadores de fragmentos. DiretX 8 y las extensiones
ARB_vertex_program de OpenGL permitan ditar una serie de órdenes al
proesador de vérties pero las extensiones para píxeles de ambas APIs no
eran más que opiones de onguraión algo avanzadas.
3.2.4. Cuarta generaión
Por n, la uarta generaión de CPU formada por la series GeFore FX
de NVIDIA y Radeon 9700 de ATI, implementaban proesadores de vérties
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Figura 3.6: Pipeline programable de uarta generaión
y fragmentos programables. Este heho favoreió la apariión de lenguajes de
programaión espeíos omo GLSL, HLSL, Cg, et. En el ontexto de la
industria del videojuego, a los programas esritos bajo estos lenguajes se los
onoe omo sombreadores (shaders); al vertex proessor omo vertex shader
unit y al fragment proessor omo pixel shader unit. De la misma manera, a
los lenguajes de programaión se los llama lenguajes de sombreado (shading
languages).
3.2.5. Haia la quinta generaión
La evoluión más reiente se produjo on la llegada, en Noviembre de 2006,
del hip G80 y la serie GeFore 8800 de NVIDIA. Atualmente ATI uenta
también on sus propias GPU de nueva generaión, la serie 2900 XT.
Probablemente, esta generaión de tarjetas supongan la segunda transiión
evolutiva por introduir un nuevo modelo de ejeuión. La quinta generaión,
inueniada en gran medida por el trabajo de Mirosoft en DiretX 10, supo-
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Figura 3.7: Rendimiento de una esena sobre una arquitetura de shaders no uniada
ne la reinvenión del pipeline gráo. Aunque oneptualmente el proeso se
mantiene invariable, la nueva tenología unia los oneptos de proesadores
programables integrando en las mismas unidades las funionalidades de los
antiguos vertex y fragment proessors. Ahora, la salida de una etapa reali-
menta de nuevo los mismos proesadores que ejeutarán la siguiente etapa del
pipeline.
La gura 3.7 reeja dos modelos de distribuión de arga sobre las GPU
atuales, en uno de ellos la arga sobre el proesador de vérties dada la alta
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Figura 3.8: Rendimiento de una esena sobre una arquitetura de shaders uniada
poligonaión del objeto y en la otra, la arga sobre el proesador de fragmentos
debido a los efetos sobre la superie oeánia. En ambos el rendimiento total
de las unidades de álulo es del 50% mientras que sin embargo, ada una de
ellas satura respetivamente los proesadores de vérties y fragmentos.
Haiendo uso de la tenología es posible aprovehar hasta el último de los
proesadores libres para maximizar el rendimiento de la GPU.
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3.3. Conlusiones
Graias a las GPUs y a sus módulos programables ontamos on una plata-
forma versátil apaz de explotar diversas formas de paralelismo. El paralelismo
de tares, nos servirá en el Capítulo 4 para ejeutar programas distintos que
implementen etapas del problema distintas al mismo tiempo. Además, algunos
problemas omo los que estudiaremos a ontinuaión proesan grandes an-
tidades de datos independientes unos de otros y esta naturaleza enaja a la
perfeión on el modelo de proesamiento de los fragment y vertex proessors.
Por último, omo se indió al omienzo de este apítulo, la tenología SIMD
onere a estas unidades una potenia muy elevada a la hora de tratar vetores
o matries. Y omo veremos, estas onstruiones se presentan muy a menudo
en el ámbito del registro de imágenes.
Por tanto, en el próximo apítulo trataremos de aprovehar las araterís-
tias de las GPUs para el álulo de propósito general introduiendo un nuevo
modelo de software y haiendo uso de las ténias GPGPU.
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Hablamos en el apítulo 1 de la GPGPU omo un paradigma. Sin embargo,
para lograr GPGPU son neesarias una serie de ténias que permitan apro-
vehar las araterístias de las GPUs omo proesadores de ujo. Una vez
onoidas estas ténias, el desarrollador enapsulará la utilidad de la tarjeta
gráa en un framework
1
on el que trabajar más ómodamente, ofreien-
do una visión más general del hardware, más orientada haia el modelo de
proesamiento de ujos que desribiremos en la seión 4.1.
4.1. El modelo de proesamiento de ujos
En programaión de algoritmos podemos enontrar en muhas oasiones
onstruiones del tipo indiado en el algoritmo 6 que pueden reesribirse
utilizando otra onstruión más abstrata omo la del listado 7. Si además
1
En programaión, un framework es una estrutura básia dónde pueden resolverse pro-
blemas omplejos. Normalmente aportan lases o librerías para enapsular funionalidades
o prestar algún serviio.
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sabemos que el ómputo de ada individuo en el onjunto de datos no depende
de otros individuos del mismo onjunto, o diho de otra manera, si el orden en
el que reorramos la oleión no importa en absoluto, podríamos simpliar
más aun el algoritmo esribiendo algo omo lo mostrado en el pseudoódigo
8.
Algorithm 6 Proesamiento de los datos de una oleión
for i = 1 to n do
for j = 1 to m do
valor[i][j] := FuncionDeInteres(i, j)
end for
end for
Algorithm 7 Proesamiento de todos los datos de una oleión mediante
bule genério
for all d in datos do
FuncionDeInteres(d)
end for
Algorithm 8 Proesamiento en paralelo de los datos de una oleión
AplicarFuncionADatos(datos, FuncionDeInteres)
La funión AplicarFuncionADatos(conjuntoDatos, f) aplia f a ada
uno de los elementos de conjuntoDatos en paralelo. Presentamos de esta ma-
nera un nuevo modelo de proesamiento de datos basado en la apliaión de
un programa, llamado (kernel) en la terminología de proesamiento de ujos,
a todos los elementos dentro de una oleión o ujo, llamado (stream).
La salida será pues otro ujo de datos que podría alimentar etapas pos-
teriores omo reeja la gura 4.1. A todo ello se lo onoe omo modelo de
ujos y la unidad apaz de ejeutar un programa de estas araterístias se la
llama proesador de ujos, (stream proessor).
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Figura 4.1: Esquema de trabajo de un proesador de ujos
51
Capítulo 4. Registro de imágenes en GPU
4.1.1. Gathering y sattering
Por su omportamiento, los algoritmos pueden lasiarse en algoritmos
de dispersión (sattering) y aumulaión (gathering) [PF05℄.
Al sattering se le onoe también omo esritura indireta omo puede
apreiarse en la euaión 4.1 y onsiste en alular la posiión de esritura en
funión de aquello que vamos a esribir.
i = f(x)a[i] = x (4.1)
El gathering, por ontra, onoido también omo letura indireta (tal y
omo vemos en la expresión 4.2) supone onoer los valores origen en funión
de la posiión de esritura.
a[x] = f(v1, ..., vn)dondevi = fi(x) (4.2)
4.1.2. El modelo de ujos en la GPU
Reordamos del apítulo 3 que una GPU opera sobre un onjunto de vér-
ties de entrada apliando varios programas a lo largo del pipeline gráo.
Este modelo de ejeuión se orresponde on modelo de ujos reién desrito.
Así, tenemos dos onjuntos de stream proessors, los vertex proessors y los
fragment proessors; un ujo de datos independientes entre si atravesando los
mismos, los streams de vérties; y unos shaders que apliar sobre los datos,
los kernels.
Como los vertex proessors pueden variar la posiión de esritura dentro
del framebuer, pueden realizar operaiones de sattering. Además, las GPUs
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modernas permiten aeso a las texturas desde los vertex proessors, por tanto
también pueden realizar operaiones de gathering. Por otro lado, los fragment
proessors no pueden alterar la posiión de esritura, porque la posiión ya
ha sido alulada por el rasterizador, sin embargo, al poder leer de textura
también soportan operaiones de gathering.
Para el sattering por medio del vertex proessor onsideramos a omo el
framebuer, x omo un valor prealulado en funión de la entrada e i omo
una posiión dentro del framebuer, que depende de la entrada.
Para el gathering a través del fragment proessor tomaremos a omo el fra-
mebuer, i omo una posiión para esa textura y x la posiión del framebuer
alulada por el rasterizador, y vi serán valores leídos de una textura.
Por último, para el gathering a través del vertex proessor tomaremos las
mismas onsideraiones que para el gathering por píxel proessor on la únia
diferenia de que x puede no estar determinada de antemano, y a es el ujo
de salida. El proesador de vérties nos permite pues operaiones omo la
expresión 4.3.
x = a[i]; o[j] = x; j = f(i) (4.3)
4.1.3. Lenguaje de programaión
Hemos elegido Cg (C for graphis) de la ompañía NVIDIA omo lengua-
je de sombreado para programar los kernel. Este lenguaje al estilo C puede
ompilarse bajo distintos perles para luego ser argado en las unidades pro-
gramables por medio de la API.
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Los perles son una medida de la potenia del lenguaje y por tanto, de la
potenia neesaria de la GPU [FK03℄. En nuestro aso fue neesario emplear
el perl VP40 para proesadores de vérties y el perl más moderno que
soporte el hardware para los proesadores de fragmentos. La eleión de VP40
es neesaria porque es el primer perl que permite haer letura de texturas
a los vertex proessor, que es algo neesario para realizar el histograma.
4.1.4. Streams y Texturas
Los ujos de datos que llegan hasta los proesadores de vérties y fragmen-
tos son oleiones de vetores de 4 elementos que odian las propiedades de
los vérties: posiión, olor, normal... Las texturas
2
son análogos a los arrays
de hasta 3 dimensiones de la programaión lásia. En ellos podemos almae-
nar los datos de entrada y los resultados intermedios de nuestro algoritmo.
Además del ujo iniial de entrada, los proesadores de vérties y de frag-
mentos emiten otros dos ujos que alimentan las etapas posteriores del pipe-
line.
4.1.5. El rasterizador
Se puede pensar en el rasterizador omo el generador de los threads para-
lelos, ya que emite muhos más fragmentos que ontendrán atributos interpo-
lados a partir de los que poseían los vérties, generando los índies para una
textura-array.
El rasterizador puede emitir una serie de posiiones no interpoladas si se le
2
Una textura no es más que una región de memoria a la que podemos aeder por medio
de índies
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enviaron puntos omo primitivas. O también puede interpolar los límites del
rango de una matriz para obtener los índies internos de la misma mediante
el envío de una primitiva quad
3
que tenga omo oordenadas las equinas de
la matriz. Puede verse en detalle en la gura 4.2
Figura 4.2: El rasterizador omo un generador de índies
4.1.6. Retroalimentaión
Los uando un fragment proessor emite su salida, el framebuer omo
se indió en el apítulo anterior, este puede ser mostrado en pantalla o bien
esribirse a una textura (render to texture) en la memoria de la tarjeta. Este
meanismo resulta muy útil pues permite la realimentaión de los datos de
3
Un quad es un polígono de uatro vérties
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salida haia el omienzo del pipeline de renderizado para una etapa de álulo
on esos datos.
4.1.7. Memoria de vídeo
Cada elemento de la memoria de vídeo o téxel, tanto en las texturas, omo
en el framebuer, es una uaterna de elementos, ya que en un prinipio ha sido
diseñada para odiar la informaión de los tres anales RGB y la transpa-
renia. Hemos deidido usar esta araterístia para que ada texel empaquete
uatro elementos de una misma la, por lo que una matriz de dimensiones mxn
oupará mxn
4
texels, y la olumna i-ésima de texels empaquetará las olumnas
4 ∗ i, 4 ∗ i + 1, 4 ∗ i + 2 y 4 ∗ i + 3.
4.2. Implementaión del modelo de proesamien-
to de ujos: el framework
Para el desarrollador de GPGPU la tarjeta gráa ha de presentarse omo
un proesador de ujos y no omo un sistema de renderizado de gráos tridi-
mensionales. Para este propósito puede desarrollarse un framework que oulte
la visión de aeleradora 3D y resalte los aspetos más importantes del pro-
esamiento de ujos. Así, neesitamos alguna manera de argar los kernel en
los proesadores de ujo, de enviar un stream al omienzo del pipeline, de
reuperar el stream de salida y de omuniar parámetros a los kernel. Estos
han sido los objetivos de nuestra implementaión.
Para ayudarnos en el desarrollo del framework utilizamos el onjunto de
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herramientas Cg Toolkit de NVIDIA. Cg Toolkit ofree una primera abstra-
ión del las extensiones de OpenGL que permiten la omuniaión on los
módulos programables. Sus araterístias más importantes inluyen el ofre-
er los tipos neesarios para enlazar variables del lenguaje on parámetros o
entradas de los kernels y ontar on su propio ompilador Cg en tiempo de
ejeuión. El ompilador en tiempo de ejeuión libera al desarrollador de te-
ner que ompilar explíitamente para el último perl de fragmentos, referido
en la seión 4.1 puesto que es apaz de deidir qué araterístias de Cg son
soportadas por la GPU usada, y elegir el perl más avanzado en el momento
de la ompilaión.
4.3. Implementaión del registro de imágenes
El problema de registro de imágenes está onstituido prinipalmente por
la búsqueda de la transformaión y por el álulo de su aptitud omo vimos en
el apítulo 2. En el aso del algoritmo de evoluión diferenial, la existenia de
variables aleatorias y la dependenia de unos individuos on otros no presentan
un buen esenario para su implementaión sobre el modelo de ujos.
Sin embargo, la valoraión de la aptitud, es deir, el álulo de la informa-
ión mutua resulta un problema muho más propiio. Veamos por qué.
Dividiremos el problema en el álulo del histograma y la obtenión de la
informaión mutua desritos en la seión 2.2.
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4.3.1. Cálulo de histograma
En el Capítulo 2 expliamos qué era un histograma. Vimos que en él se
ontabilizaban los distintos pares de olores (o atributos a analizar) de ambas
imágenes y por tanto, la funión de interés en la reaión del histograma puede
resumirse en la expresión 4.4
H[ImagenA[x][y], ImagenB[x′][y′]]+ = 1 (4.4)
En ella, ImagenA[x][y] representa el atributo en la posiión dada por el
par (x, y) sobre la imagen A e ImagenB[x′][y′], el atributo en (x′, y′) sobre
la imagen B. Visto así, no resulta difíil enontrar semejanzas diretas on
el modelo ombinado de gathering - sattering propio de los proesadores de
vérties.
Como advertimos hae unas líneas en la seión 4.1, H será el framebuer,
ImagenA e ImagenB se almaenaran omo sendas texturas, el par (x, y)
será parte del ujo de entrada y el par (x′, y′) se alulará a partir de (x, y)
apliando la transformaión T de la que se desea onoer su aptitud. Todo el
proedimiento puede observarse en la gura 4.3.
El kernel que se ejeuta en el proesador de fragmentos sólo tendrá que
dejar pasar el ujo de fragmentos provenientes del rasterizador y por último,
la operaión suma 1 será ejeutada por las unidades de blending que han sido
sido onguradas apropiadamente.
Para minimizar el tráo entre CPU y GPU, el onjunto de pares (x, y),
que se mantendrá invariante durante toda la ejeuión, puede almaenarse en
un búfer de vérties (vertex buer objet). Lo búferes de vérties almaenan en
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Figura 4.3: El modelo de ejeuión del histograma sobre vertex proessor
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la memoria de la GPU onjuntos de vérties y permiten su arga en el pipeline
en muho menos tiempo del que se tardaría en transferirlos desde la memoria
de la CPU.
4.3.2. Cálulo de la Informaión Mutua
El álulo de la informaión mutua supone, omo se introdujo en el Capí-
tulo 2, una serie de transformaiones sobre el histograma de la forma indiada
en la euaión 4.5.
a[i][j] = f(b[i][j]) (4.5)
No es difíil darse uenta de la similitud entre la expresión 4.5 y el mo-
delo de gathering. Es preisamente por eso por lo que implementaremos esta
segunda parte del problema sobre los proesadores de fragmentos.
Esta adena de transformaiones será llevada a abo en suesivas pasadas
a través del pipeline, ada uno de ellos on su propio kernel de transformaión.
Para esta segunda parte el kernel argado en los proesadores de vérties
deja pasar los datos sin haerles nada más que las transformaiones neesarias
para que esriban en el framebuer, por lo que a partir de ahora sólo se
referirán los kernels de fragmentos. La primera pasada onsiste en apliar un
kernel de reduión en varios pasos, que en ada paso redue el tamaño del
histograma a un uarto (la mitad en ada dimensión), de manera que en log2(n)
pasadas habremos reduido a un esalar una matriz de dimensiones nxn. A
ontinuaión se hae una pasada on un kernel que realiza un paso de reduión
en las del histograma, que almaena en la mitad superior de la matriz de
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salida, y en paralelo aplia un paso de reduión en olumnas y traspone el
resultado, esribiéndolo sobre la mitad inferior de la matriz de salida. De esta
manera, el álulo de las probabilidades marginales es reduir úniamente esta
nueva matriz en las hasta que queden dos las. La superior será la reduión
en las, y la segunda será la reduión en olumnas traspuesta. La siguiente
pasada se realiza por separado, primero al histograma y luego a las reduiones.
En ella se aplia un kernel que normaliza ada valor según el resultado obtenido
en la primera pasada de esta segunda parte, y a ontinuaión lo multiplia por
su −log para alular la entropía.
Para terminar se aplia una reduión en olumnas a la reduiones, para
obtener H(Y ) y H(Z), y una reduión bidimensional a la matriz omo en el
primer paso para obtener H(Y, Z).
Llegados a este punto ya podemos apliar la euaión 2.2, esta vez en CPU
y así obtener la MI.
4.4. Resultados obtenidos
Análogamente a omo hiimos en la seión 2.5 vamos a analizar los re-
sultados obtenidos al ejeutar el algoritmo en GPU. Primero haremos una
breve desripión de la plataforma experimental usada y los datos de entrada.
Después presentaremos tablas que muestran los resultados de la ejeuión del
programa. En este aso no analizaremos el algoritmo de búsqueda, pues omo
no varía de una implementaión a otra, los resultados expuestos en las seio-
nes 2.5.4 y 2.5.5 son igualmente válidos para la implementaión en GPU. En
el apítulo 5 se hae una omparativa y un análisis de los tiempos en ambas
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plataformas.
4.4.1. Plataformas de ejeuión e imágenes de entrada
Las ejeuiones se han llevado a abo sobre GPUs NVIDIA 8800GTX en
omputadores on miroproesadores Intel, las tablas 4.1 y 2.1 desriben los
aspetos prinipales de la plataforma experimental, GPU y CPU respetiva-
mente. Las implementaiones han sido ompiladas utilizando GNU-C/C++
ompiler (versión 4.1.2, on los ags de optimizaión -O3 -msse) para los
arhivos de C++ y el ompilador proporionado por NVIDIA, g (versión
1.5.0019), para los kernels esritos en Cg.
Tabla 4.1: Desripión ténia de la GPU
Caraterístias 8800 GTX
Año 2006
Arquitetura G80
Bus PCI Express
Memoria de Vídeo 768MB
Reloj del núleo 575 MHz
Reloj de los sombreadores 1350 MHz
Reloj de memoria 900 MHz GDDR3
Interfaz on memoria 384-bit
Anho de banda on memoria 86.4 GB/s
#Proesadores de ujos 128
Tasa de relleno de texturas 36800 MTexels/s
Las imágenes de prueba usadas han sido las mismas que para la ejeuión
en CPU desritas en la seión 2.5.2.
4.4.2. Tiempos obtenidos
Las ejeuiones test han sido llevadas a abo durante 200 generaiones
para 100 individuos que son suientes para que se obtenga una soluión on
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Figura 4.4: Tiempos de ejeuión para tamaño de histograma jo
imágenes sintétias. Los tiempos de ejeuión para ejeuiones on un tamaño
de histograma jo, 256 olores, para imágenes sintétias de 128x128, 256x256,
512x512, 1024x1024, 2048x2048 se muestran en la tabla 4.2.
Tamaño de imagen 128x128 256x256 512x512 1024x1024 2048x2048
Tiempo de ejeuión 23.2273 25.0018 32.1242 59.7452 170.218
Tabla 4.2: Tiempos medios de 5 ejeuiones para un tamaño de histograma 256 sobre
GPU para una poblaión de 100 individuos durante 200 generaiones
En esta tabla podemos ver omo el tiempo ree de manera polinómia,
pero de manera muy muy lenta, es deir, si dupliamos el anho de la imagen
de entrada el tiempo se multiplia por f ∗ Xn on f << 1 y n > 2. Esto se
apreia mejor en la gráa 4.4.
En la tabla 4.3 podemos ver los tiempos que han tardado las ejeuiones
variando el tamaño del histograma, on imágenes de tamaño 256x256. Se puede
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Figura 4.5: Tiempos de ejeuión para tamaño de imagen jo
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Figura 4.6: Tiempos de ejeuión para GPU
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Tamaño de histograma 128 256 512 1024 2048
Tiempo de ejeuión 14.9987 25.0018 51.1589 178.002 691.813
Tabla 4.3: Tiempos medios de 5 ejeuiones para un tamaño de histograma 256 sobre
GPU para una poblaión de 100 individuos durante 200 generaiones
ver que el reimiento del tiempo es muho más rápido que en el aso anterior,
es deir que si aumentemos el tamaño del histograma en la misma proporión
que el tamaño de imagen, el inremento del tiempo de ómputo neesario es
mayor. Es más fáil de apreiar en las guras 4.5 y 4.6 donde podemos ver las
dos urvas y ómo la que se reere a la variaión en funión del tamaño de
histograma ree de manera más ausada.
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En este apítulo vamos a omparar los tiempos obtenidos en la ejeuión
sobre CPU y GPU mostrados en los apartados 2.5.8 y 2.5.8, tablas 2.4, 2.5,
4.2, 4.3 para ver el speedup obtenido en el proeso total, así omo en diferentes
partes. Debido a que las guras de estas seiones están en diferente esala.
En la gura 5.1 presentamos los tiempos de manera onjunta.
5.1. Speedup
En esta seión vamos a estudiar el speedup onseguido en funión del
tamaño de imagen uando el tamaño del histograma es jo, y en funión del
tamaño del histograma uando el tamaño de imagen es jo. La gura 5.2
muestra las dos urvas obtenidas en las ejeuiones de test de 100 individuos
durante 200 generaiones.
En la gura podemos ver ómo la urva de que representa las ejeuiones
on tamaño de imagen jo es dereiente. Esto se debe a que omo omentamos
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en la seión 4.3.2 las reduiones se haen en varias pasadas, esto hae que
el álulo no sea tan paralelo omo abría desear, y es por esta barrera que el
speedup deree.
En ambio la urva que representa las ejeuiones on tamaño de imagen
jo es reiente. Esto se debe a que la mayoría del tiempo en CPU se dedia
al álulo del histograma que es la parte qué más aproveha las araterístias
de la GPU para ejeutarse a mayor veloidad.
5.2. Tiempo de alulo del histograma
La primera aión que se lleva a abo en el algoritmo de álulo de la MI es
la realizaión del histograma onjunto de dos imágenes. Este histograma tiene
un tamaño que viene determinado por el tamaño de la paleta, de forma que
el número de las y el número de olumnas del histograma es igual al número
de olores que tiene esta. La antidad de informaión que hay en la paleta
es proporional al tamaño de las imágenes: uanto mayores sean las imágenes
más píxeles habrá en el área de solapamiento y por lo tanto mayores serán los
valores ontenidos en el histograma. Computaionalmente esto signia que
tendremos que haer un numero de operaiones de inremento igual al tamaño
de la primera imagen, que tendrán que esribir en una matriz uadrada de
tamaño igual al tamaño de la paleta. Esto signia que uanto mayor sea el
tamaño de la paleta, si asumimos una distribuión uniforme de la probabilidad
de ada nivel de olor, más homogéneo será el histograma, lo que hae que la
ahe no sea efetiva.
Nótese también que aunque la primera imagen es aedida por las, debido
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a que la segunda está transformada, ésta es aedida, en la mayoría de los asos
de manera obliua, lo ual también hae ineaz la ahé de datos de la CPU.
Estos dos problemas para la CPU son resueltos por la GPU pues tanto el
espaio de esritura omo las unidades que se enargan de haer el inremento
están divididos en banos lo que hae que las esrituras tengan mayor loalidad
en ada bano y además la memoria de texturas tiene una organizaión 2D
en vez de unidimensional, lo ual hae que el aeso en obliuo no suponga
ningún problema.
Por estos motivos vemos que el aumento del tamaño de imagen apenas es
ausado por la GPU, en ambio ralentiza el proeso en CPU y podemos ver
ómo el speedup ree on el tamaño de las imágenes de entrada.
Tras varias ejeuiones hemos visto que para nuestra apliaión, un his-
tograma de 256x256 da buenos resultados. Nos entraremos en este tamaño
de histograma para ompara los tiempos de álulo del histograma y de la
MI para diferentes tamaños de imagen. Las tablas 5.1 y 5.2 muestran estos
tiempos.
Tamaño de imagen 128x128 256x256 512x512 1024x1024
Tiempo de ejeuión CPU 0.006871 0.030168 0.13078 0.525011
Tiempo de ejeuión GPU 0.003724 0.004694 0.00804 0.021718
Tabla 5.1: Tiempos medios de álulo de un histograma 256x256
Tamaño de imagen 128x128 256x256 512x512 1024x1024
Tiempo de ejeuión CPU 0.006403 0.005037 0.015186 0.030125
Tiempo de ejeuión GPU 0.007545 0.007592 0.007931 0.007733
Tabla 5.2: Tiempos medios de álulo de la MI para un histograma 256x256
Mirando las tablas 5.1 y 5.2 vemos ómo el tiempo de álulo del histo-
grama en CPU ree muho más rápido que en GPU, además observamos que
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aunque abría esperar que el álulo de la MI tardase un tiempo onstante
para un mismo tamaño de histograma omo ourren en el álulo sobre GPU,
en el aso de el álulo sobre CPU no es así, ya que omo el tamaño de ima-
gen es mayor, hay más probabilidad de que ada posiión del histograma sea
distinta de ero, lo que hae que haya que alular más logaritmos
1
.
5.3. Tiempo de álulo del MI
A partir de un histograma onjunto las operaiones que tenemos que ha-
er son reduiones, produtos y logaritmos. Estas operaiones son llevadas a
abo más rápidamente por la GPU omo podemos observar en la gura 5.1 y
en la tabla 5.2. Lo que ourre es que según aumenta el tamaño del histogra-
ma, aumenta el número de operaiones que hay que realizar. Como el ódigo
está organizado en bules que iteran un número de vees igual al tamaño del
histograma, esto hae que el pipe de la CPU esté ontinuamente lleno y sin
paradas, lo que aumenta el rendimiento en CPU. Además, tal y omo se des-
ribe en 4.3.2 las reduiones se llevan a abo en varias pasadas. Estas pasadas
las ordena la CPU por lo que uantas más pasadas haya que haer más tráo
entre CPU y GPU habrá lo que ralentiza el álulo si aumenta el tamaño del
histograma.
1
Esto se debe a que uando una posiión es ero, su entropía vale 0 ∗ ∞ = 0, por lo
que en ese aso nos ahorramos el álulo de un logaritmo, porque sabemos el resultado de
antemano. En la GPU esto no se nota ya que las onstruiones ondiionales se transforman
en ejeuiones prediadas, por lo que el log se alula siempre, sólo que se guarda o se deseha
según la ondiión
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5.4. Diferenia entre la versión on mejoras o
sin mejoras
En la seión 2.3 hemos hablado de unas mejoras a la onvergenia, y
hemos visto omo afetan teóriamente al tiempo. En la tabla 5.3 podemos
ver ómo varia el tiempo de ejeuión para la media de 5 ejeuiones en ada
versión para 600 generaiones on 300 individuos on el álulo de la MI sobre
GPU.
Tipo de mejora Tiempo(s)
Sin Mejoras 183.568
Normalizaión mejorada 168.1414
Normalizaión mejorada y uso de gradiente 172.38
Tabla 5.3: Tiempos según las mejoras para una ejeuión on 300 individuos durante 400
generaiones sobre GPU
5.5. Reparto del tiempo de ómputo
En esta seión haemos un estudio de ómo se divide el tiempo de ómputo
entre las diferentes partes del algoritmo promediado para 5 ejeuiones on
poblaiones de 50 individuos durante 200 generaiones, tanto en CPU omo
en GPU.
En la tabla 5.4 vemos ómo en ambas plataformas la parte on más peso es
el álulo del histograma, y que los tiempos de preparaión y el ontrol de la
búsqueda son despreiables. En CPU la reduión del histograma tiene oste 0
porque se hae a la vez que el histograma, aunque en las versiones mejoradas
esta reduión es inneesaria. Como en GPU tenemos el problema de que las
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Tarea % Tiempo para CPU % Tiempo para GPU
Letura y arga de las imágenes 0% 0%
Realizaión del histograma 94.76% 62.59%
Reduión del histograma 0% 10.65%
Cálulo de las probabilidades 1.66% 7.06%
Cálulo de las entropías marginales 0.02% 0.61%
Cálulo de la entropía onjunta 3.3% 0.59%
Reduión de las entropías 0.07% 17.8%
Control de la búsqueda 0.19% 0.7%
Tabla 5.4: Reparto del tiempo de ómputo
reduiones se haen en varias pasadas vemos ómo se llevan bastante tiempo
(un 10.65% más un 18.8%).
El dato más importante a extraer tiene que ver on la ley de Amdahl y
el speedup máximo esperado. Viendo el reparto de tiempos y sabiendo que
las partes no paralelizables son las reduiones y el ontrol de la búsqueda,
llegamos a que la parte seuenial del algoritmo representa úniamente un
0.26% por lo que en el extremo ideal de que la parte paralelizable se hae en
tiempo 0s el speedup sería del orden de 400. En el aso real vemos que las
reduiones en GPU son del orden de 10 vees más lentas que en CPU, lo que
nos llevaría a esperar un speedup máximo teório, que aún sigue siendo ideal,
de 40.
5.6. Conlusiones
Hemos visto ómo para los tamaños de histograma e imágenes que usamos
podemos esperar un speedup en torno a 15, lo que hae que un registro que
podía tardar 2 horas se lleve a abo en unos 10 minutos. Este speedup está por
debajo de la mitad del máximo teório, que es una ifra bastante aeptable.
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Conlusiones y trabajo futuro
Las GPUs son un hardware que ada vez ofree mayor potenia de ómputo
a menor oste. Los fabriantes de GPU están empezando a dar soporte para
el GPGPU, el mejor ejemplo de esto es CUDA.
Ésto es motivo suiente para intentar adaptar algoritmos que tradiional-
mente se ejeutan en CPU a GPU pues su bajo oste y alto rendimiento la
hae idónea para algoritmos on paralelismo en datos y un aeso a memoria
irregular o on una topología 2D.
A lo largo de este trabajo hemos disutido un ejemplo de tales algoritmos,
y hemos aportado datos que muestran ómo el rendimiento obtenido en GPU
en el álulo de la MI aelera la ejeuión del algoritmo de búsqueda entre 2
y 20 vees.
Habiendo ejeutado el algoritmo para imágenes reales hemos observado
que un tamaño de paleta de 256 olores se hae suiente, por lo que el fator
de aeleraión esperado, para el tamaño de imagen usado, 256x3352, se sitúa
en torno a 15, lo que deja un tiempo de ejeuión para 300 individuos durante
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600 generaiones, lo que nos garantiza enontrar una buena soluión, entorno
a los 10 minutos.
Conseguir el mismo rendimiento paralelizando en un luster tendría un
oste muho más elevado, además que el oste de las omuniaiones es muho
mayor
Como posibles ontinuaiones para seguir mejorando el rendimiento pro-
ponemos las siguientes dos opiones, que no son exluyentes:
Distribuión del algoritmo en poblaiones que se reparte en un luster
on topología de toroide de manera que ada ierto número de genera-
iones ada proesador hae un envío de su mejor individuo a sus ua-
tro veinos que es inorporado a las poblaiones, tal y omo proponen
en [FMS
+
07℄ pero alulando la MI en GPU.
Usar el lenguaje CUDA y las herramientas que provee de manera que
los pasos inneesarios del pipeline gráo no sean ejeutados, por lo que
previsiblemente se obtenga una nueva mejora de rendimiento.
Como último apunte, realar el alto rendimiento obtenido por la GPU en
el registro de imágenes usando el algoritmo de evoluión diferenial teniendo
omo funión de aptitud la informaión mutua.
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