A Newton-Raphson inversion algorithm has been extended for simultaneous absorption and scattering reconstruction of fully three-dimensional ͑3D͒ diffuse optical tomographic imaging from time-resolved measurements. The proposed algorithm is derived from the efficient computation of the Jacobian matrix of the forward model and uses either the algebraic reconstruction technique or truncated singular-value decomposition as the linear inversion tool. Its validation was examined with numerically simulated data from 3-D finite-element discretization models of tissuelike phantoms, with several combinations of geometric and optical properties, as well as two commonly used source-detector configurations. Our results show that the fully 3-D image reconstruction of an object can be achieved with reasonable quality when volumetric light propagation in tissues is considered, and temporal information from the measurements can be effectively employed. Also, we investigated the conditions under which 3-D issues could be approximately addressed with two-dimensional reconstruction algorithms and further demonstrated that these conditions are seldom predictable or attainable in practice. Thus the application of 3-D algorithms to realistic situations is necessary.
Introduction
Diffuse optical tomography ͑DOT͒ is a promising and rapidly developing technique for noninvasive visualization of spatial variation about the optical properties of tissue by use of multiple near-infrared ͑NIR͒ measurements around the boundary. [1] [2] [3] Potential applications of this new imaging modality include the monitoring of cerebral blood and tissue oxygenation of newborn and preterm infants to prevent brain damage, 4 functional mapping of brain activation during physical and mental exercise, 5 and imaging of the breast to locate tumors. 6 The fundamental obstacle to DOT is the dominance of scattering in biological tissue, which causes light to propagate diffusely through the tissue, and therefore invalidates the application of the reconstruction methods based on radon transform, such as the filtered backprojection algorithm. 7 In general, DOT has been developed according to two methodologies: One emphasizes the detection or the separation of nearly unscattered components for effective use of the filtered backprojection method, 8 -10 whereas the other focuses on the development of optimizationbased, iterative reconstruction algorithms using whole profiles of the measurements. [12] [13] [14] [15] [16] [17] [18] [19] Owing to the rapid degradation in the signal-to-noise ratio of the unscattered component in transillumination ͑ex-periments͒, as a function of the increase in tissue thickness, highly sensitive detectors would have to be able to apply the radon-transform-based reconstruction technique to normal-sized tissues ͑3-10 cm͒. Therefore the optimization-based scheme is now increasingly being regarded as one of the most effective approaches to DOT. In time-resolved implementation the core of this scheme is generally to extract one or several characteristic data types from the temporal measurements on the boundary and then feed them into an optimization-based inversion algorithm, which progressively updates the model estimates to fit the input data. 2 Despite the fact that optical tomography inherently belongs to the category of three-dimensional ͑3-D͒ issue because of the diffusion of NIR light within tissue, most of the efforts regarding the development of reconstruction algorithms for DOT have thus far been devoted to the twodimensional ͑2-D͒ model, because of computational limitations. To meet 3-D requirements for future clinical applications, researchers have formally discussed 3-D approximate solutions with the 2-D algorithm, 19 and their results have demonstrated that this approximation could conditionally generate the acceptable solutions, providing some model calibrations. One of the conditions implicitly assumes that the axial dimension to the imaging plane ͑the length of the cylindrical phantom, for example͒ is relatively large enough for us to ignore the reflective influences from the top and the bottom. The dependency of error between 2-D and 3-D models on optical parameters seems to be another influential factor and needs to be quantitatively surveyed. In practice, however, these conditions are not always predictable and seldom fulfilled; thus 3-D solutions have to be developed for all possible geometrical shapes.
DOT reconstruction algorithms, based on nonlinear inversion of an appropriate forward model, have been thoroughly described and applied to 2-D tasks. Three crucial requirements govern their implementation: ͑i͒ a fast and accurate forward model to compute the estimates to the observed quantities, ͑ii͒ an efficient updating for the Jacobian matrix that resulted from the linearization of the forward model at each iterative stage, and ͑iii͒ an effective inversion of the ill-posed linear system. The research described in this paper is an extension of previously published 2-D algorithms to the 3-D model. For better understanding, the highlights of the theory on the DOT reconstruction algorithm are recapitulated in Sections 2 and 3, with an emphasis on the simultaneous reconstruction of the absorption and the scattering. The validity of the proposed 3-D algorithm was investigated with several well-defined phantoms, which represent the typical combinations of the size, location, and optical properties of the inclusions, and with two kinds of possible source-detector configuration, in Section 4. Section 5 is devoted to evaluating the conditions for valid application of 2-D reconstruction for the 3-D model by comparison of 2-D and 3-D models with different, but realistic, optical and geometric parameters. Finally, we conclude with the main results.
Diffusion Equation as the Forward Model and Its Solution by Use of the Finite-Element Method
In the time-resolved scheme of DOT a NIR ultrashort laser pulse is launched at the sites s ͑s ϭ 1, 2, . . . , S͒ on the surface ‫ץ‬⍀ of the tissue ⍀ successively, which incurs a time-variant photon density ⌽͑r, r s , t͉͒ r s ϭ s within the tissue. The reemissions ⌫͑t͒ at the boundary sites j ͑s͒ ͑ j ϭ 1, 2, . . . , J͒ corresponding to each source are picked up by a time-resolved detector successively or simultaneously, from which a set of J ϫ S time-resolved measurements are obtained. The image-reconstruction task would be to solve an inverse problem in terms of these measurements, for a given photon-propagation model.
The diffusion equation, which is a P 1 approximation of the Boltzman transport equation, 20 has been widely considered to be a practical approach to describe photon movement in a turbid medium, with the significant advantages of both flexibility to geometry and heterogeneity of tissue, as well as being easy to solve. 21 The transient form of the diffusion equation with a Robin boundary condition and ultrashort light pulse stimulation is written as
where a and Ј s denote the absorption and the reduced scattering coefficients of the tissue; c is light speed in the tissue, ϭ c͞3Ј s is the diffusion coefficient, 22 e n is the outward unity vector normal to ‫ץ‬⍀, and R f is the internal reflection coefficient on the boundary. Some empiric values of R f have been proposed with curve fitting of the Fresnel reflection law with experimental or Monte Carlo data. 23, 24 The expression published by Egan and Hilgeman, 23 is adopted in our research.
With the time-weighted moment of the transient photon density defined as ⌿ ͑n͒ ͑r, r s ͒ ϭ ͐ 0 ϱ t n ⌽͑r, r s , t͒dt, the following recursive equations are derived:
͑n͒ ͑r, r s ͉͒ rʦ‫ץ‬⍀ ϭ 0.
The subjects on the numerical solutions to Eqs. ͑2͒ have been broadly investigated in the literature. 16, 21 A popular way of solving them is to use the Galerkin finite-element method ͑FEM͒, with which the discrete forms of the above equations are deduced and solved efficiently. In the time-resolved regime the quantity of physical interest is the time-weighted moment of the boundary reemission T ͑n͒ ͑r, r s ͒ ϭ ͐ 0 ϱ t n ⌫͑r, r s , t͒dt, which is readily determined by Fick's law when considering the Robin boundary condition,
Optimization-Based Iterative Reconstruction Algorithm
Mathematically, the task of image reconstruction for time-resolved optical tomography is cast as an inverse issue, with the aim of achieving a best fit between the measured and the computed quantities by selection of a proper distribution of the absorption and the scattering coefficients. Although the tem-poral data could originally be input into a fully timeresolved reconstruction algorithm, it would be time consuming. Alternatively, the approach that applies Mellin transform of the temporal profiles, proposed by Arridge, 12, 13 has been widely accepted by other researchers. 14, 15 Two data types involved in Mellin transform of the boundary reemission are used in our research:
Mean time of photon flight:
Variance to mean time:
The above data types are ͑i͒ robust to experimental noise and source fluctuation, ͑ii͒ directly obtainable from the forward model without explicit computation of the temporal reemissions, and ͑iii͒ self-normalized and unnecessary to the absolute scaling. The nonlinear forward operator F ͑͒ with respect to data type ʦ ͕͗t͘, c 2 ͖ can be expanded in a Taylor series to apply the Newton-Raphson scheme,
where M ͑͒ is a vector of JS ϫ 1 regarding data type , p͑r͒ ϭ ͓ a ͑r͒, ͑r͔͒ T , and J ͑͒ ͑p͒ is the Frechet derivative of the forward operator,
The discrete form of J ͑͒ , referred to as the Jacobian matrix of F ͑͒ , can be efficiently obtained from the perturbation to the diffusion equation to avoid direct and time-consuming computation by its definition in Eq. ͑7͒. Consider the effect of a perturbation on both absorption and diffusion coefficients in Eqs. ͑2͒:
Expanding Eq. ͑8͒, neglecting the second-order terms, and keeping ␦ constant on the boundary yield the following recursive form:
Furthermore, the above equation can be discretized by means of expanding a and into the finite elements. When we apply Eq. ͑3͒ to Eq. ͑9͒ and make some recursive expansions, Eq. ͑9͒ is finally converted into matrix notation for all source-detector pairs, with respect to the time moment of the reemitting flux,
where with respect to the time-weighted moments of the flux T ͑n͒ ͑n ϭ 0, 1, 2͒ are listed in Appendix A. Eventually, the Jacobian matrices for T ͑n͒ have to be converted to their counterparts for the characteristic measurements ͗t͘ and c 2 in a similar perturbation procedure,
where ␥ ʦ ͑a, k͒. The major computational concentration for the above Jacobian implementation involves only one calculation for the Green's function, the forward problem and the relevant spatial convolution. Furthermore, the symmetry of the Green's function can be explored to reduce its computation to the solution of a forward problem with the sources at boundary voxels. In general, spatial discretization of Eq. ͑6͒ leads to an underdetermined and ill-posed matrix equation. 13 Although the Levenberg-Marguardt algorithm is a standard way to obtain approximately its leastsquares minimum norm ͑LSMN͒ solution, it generally becomes unstable and makes it difficult to decide on a proper regularization factor, for a large scale of imaging issue. Technically, a row-by-row-fashioned iteration method referred as to the algebraic reconstruction technique ͑ART͒ 7 is popularly employed for the approximately linear inversion of the matrix equation. The ART solution process of Eq. ͑6͒ math-ematically acts as successive projections from an initial guess onto hyperplanes governed by J ϫ S rows of the equation. The relaxation parameter has proven in the range of ͓0, 2͔ to make the iterative projections converge to the intersection of the hyperplanes. 7 Another way to achieve the effective inversion of the ill-posed linear system is truncated singular-value decomposition ͑t-SVD͒, which imposes an upper threshold on the number of terms used in a SVD expression for the Moore-Penrose inverse of Eq. ͑6͒. More information on the t-SVD application in medical imaging can be found in Ref. 25 . The iteration is terminated when the smaller difference between two successive estimates, which is less than a prescribed threshold, or a preset iterative number, has been attained.
It should be noted herein that all the above derivations are directed toward the simultaneous reconstruction of absorption and scattering coefficients. Although absorption is of the most concern in physiological subjects, the existence of scattering heterogeneity usually blurs the absorptive image. For this reason the simultaneous mapping of the both parameters has been regarded a promising way to obtain the genuine absorption distribution.
Three-Dimensional Simultaneous Reconstruction

A. Phantoms
Three cylindrical phantoms, each containing three embedded cylindrical objects, are defined for the validation of the proposed algorithm, as shown in Fig. 1 , and their geometric and optical parameters are listed in Table 1 . Both for the background and for all objects the refractive index is assumed to be a typical constant of biological tissue, i.e., n ϭ 1.4. The background optical parameters of all the phantoms are chosen among the in vivo values of adult white matter. 26 These phantoms aim at representing the combinations for various geometric and optical properties of the embedded objects ͑cf. Fig. 2 for their target images͒. With phantom A we expect to investigate the ability of the algorithm to reconstruct both absorption and scattering simultaneously, with particular focus on cross-talk suppression. Furthermore, the sensitivities of the algorithm to size and location of heterogeneity are examined with phantoms B and C. The image reconstruction is performed on the simulated measurements by use of a FEM-diffusion model for each phantom, to enforce the validation of the algorithm. Meanwhile, both ART and t-SVD linear inversions are introduced for phantom A to present a comparison of two schemes. Again, the identical phantom will be adopted to provide the comparative results of the proposed source-detector configurations.
B. Configuration of Source-Detector Pairs
Analogous to x-ray computerized tomography, fanbeam ͑FB͒ and parallel-beam ͑PB͒ modes are explored to decide on the arrangements of source and detector pairs, as shown in Fig. 3 . In the PB mode the beams are parallel and equally spaced with each other. Only one detector at the point opposite the beam entrance point is required. The phantom translates horizontally and vertically and then ro- tates in the respective constant intervals so that the whole surface is scanned to obtain the projections for various incident angles and layers. In the FB mode each projection for a source beam is sampled simultaneously by multilayered detectors equally spaced around the opposite half circumference, as well as along the vertical direction. The phantom is then rotated and translated vertically at the corresponding intervals to obtain multiple projections for different incident angles and source layers. For effective alleviation of the computational expense, only three neighboring layers for a given source layer are used to arrange the detectors in the reconstruction process. Physically, this consideration is justified by the strongly forward trend of NIR light immigration in tissue. In the PB mode we restricted the translation range to 80% of the diameter of the phantom to make the source-detector separation large enough for the validation of the diffusion equation as the forward model. It is evident that the parameters associated with the scanning modes significantly affect the reconstruction performance. Regarding the FB mode, these parameters include the number of sites N f , on the circumference, and the number of layers L f , on which the sources and detectors are placed,
Concerning the PB mode, the parameters are the numbers of projections N and of samples in each projection N p , as well as the number of layers
In our simulations below, we choose a set of the values necessitating a moderate computational requirement, i.e., N f ϭ 12, L f ϭ 6 and N ϭ 12, N p ϭ 7, L p ϭ 6, which yield the total measurements N FB ϭ 1008 and N PB ϭ 504 for the FB and the PB modes, respectively. This setting allows the same number of measurements in Fig. 2 . Target images of phantoms in Table 1 : ͑a͒ phantom A, ͑b͒ phantom B, ͑c͒ phantom C. The columns from left to right correspond to the image planes of z ϭ 8.333 mm, z ϭ 4.167 mm, z ϭ 0 mm, z ϭ Ϫ4.167 mm, z ϭ Ϫ8.333 mm. one imaging plane for both FB and PB modes to facilitate the comparison of their performances.
C. Finite-Element Method Mesh
The finite element used in this research is prism shaped, as shown in Fig. 4͑a͒ . This element structure allows its shape function to be formed directly from a multiplicative combination of those for a 2-D triangular element and for a one-dimensional linear element, which then aids in the construction of the FEM matrix equation. The 2-D FEM mesh for each image plane is shown in Fig. 4͑b͒ . In the z direction the discretization resolution will be directly determined by the number of image planes N L , which divide the length of the phantom at constant intervals, and in each image plane the discretization resolution implicitly depends on the number of dividing rings N R . To ensure the computational accuracy of the boundary reemissions, the density of the mesh is doubled in the nearboundary region, whose width is determined by the mean-free-path length ͑l s Х 1͞ s ͒. The total number of voxels D and elements E is given by
To simplify the computations, in our simulated reconstruction, an identical FEM mesh is used for both forward calculation and the discretization of optical parameter spaces, with N R ϭ 11 and N L ϭ 6, which yielded D ϭ 2779 and E ϭ 4356, whereas the simulated measurements are calculated by FEM with a finer mesh ͑N R ϭ 14, N L ϭ 10͒ for accurate emulation of the realistic and the noiseless measurements. For better quantification of the convergence performance of the algorithm, two kinds of relative error norm are proposed. One is referred to as the relative error between the target and the reconstructed image,
where ␥ target and ␥ recons are the optical parameters for the target and the reconstructed images, respectively, and r i ͑i ϭ 1, 2, . . . , D͒ is the ith node in the FEM mesh. Another is the relative error between the measurements and the estimates,
where V is the number of data types used for the reconstruction.
D. Determination of Initial Optical Parameters
Naturally, the optical properties of the background tissue have been applied as the initial guess for the iterative process to produce the promising images. In practice, however, this a priori knowledge is rarely attainable either because of many sources of error inherent to the currently available measurement techniques or because the objects to be imaged present totally unknown features or are of great complexity. Therefore some measures must be taken to make an approximate inference of the background information of the tissue from the measurements. A reasonable way to do this is to imagine a virtual homogeneous phantom with the same geometric structure that can give rise to the measurements. A least-squares algorithm can be then adopted to find the average values of the optical properties of the virtual object by use of curve fitting between the forward model and the measurements,
where a and Ј s are absorption and reduced scattering coefficients of the imaginary homogeneous phantom, respectively, and F ͑͒ is the corresponding forward model for the virtual homogeneous phantom, and regarding the data types. These average values will be used in the algorithm as the initial guess.
E. Results from Simulated Data
First, we performed the simultaneous reconstruction for both absorption and scattering coefficients of all phantoms in Table 1 , using the FB mode, the ART linear inversion, and mean flight time ͗t͘ and variance to mean flight time c 2 as the data types ͑abbre-viated as FB͞ART͗͞t͘-c 2 ͒. The resultant images after ten iterations are shown in Fig. 5 . The images for each reconstruction are viewed at different transverse sections consistent with the layers of the FEM mesh, which is independent of the configuration of the source-detector pairs. As can be clearly seen, the reconstructed images reveal quite successfully the existence of all inclusions and exhibit rather good quantitative accuracy in the geometric and the optical properties of the embedded objects. Second, Fig. 6 illustrates the simultaneous reconstruction of phantom A, with PB͞ART͗͞t͘-c 2 ͓Fig. 6͑a͔͒, FB͞t-SVD͗͞t͘-c 2 ͓Fig. 6͑b͔͒, and FB͞ART͗͞t͘ ͓Fig. 6͑c͔͒ strategies, respectively. The relative errors on both the measurements and the reconstructed images are shown in Fig. 7 , versus that achieved with the FB͞ART͗͞t͘-c 2 strategy. A degradation in quality is clearly observed in the reconstructed images that have applied the PB mode or only ͗t͘, owing essentially to a lack of volumetric information off imaging planes or to incomplete temporal information. It is also easy to understand that the PB mode needs more run time for the same number of measurements than as with the FB mode, because of the low efficiency of data collection, whereas using only ͗t͘ requires less computational cost than using both ͗t͘ and c 2 . Overall, the reconstructed results with ART offer enough contrast to distinguish the inclusive objects from their backgrounds. The variations of the relative errors show that ART and t-SVD have almost the same convergence performance. Comparatively, it is also demonstrated that the reconstructed images of fewer artifacts on the boundary region can be obtained with t-SVD than with ART, by elaborate selection of the tiny singular values to be truncated ͑for example, those that are lower than 1% of the maximum value, as used here͒. However, two factors may prevent practical application of t-SVD to high-resolution or 3-D imaging: One, the SVD algorithm often fails when it is applied to a large scale matrix and two, t-SVD needs to operate on the whole Jacobian matrix, which involves a big storage load. In our research here the first phenomenon aforementioned was observed in the FB mode, when we take N f ϭ 20, L f ϭ 6, N ϭ 12, and L ϭ 8, whereas the algorithm with t-SVD ran out of the available memory of ϳ500 Mbyte, when the FEM mesh was constructed with N ϭ 12 and L ϭ 10. For 3-D imaging it is therefore strongly recommended to use ART, whose occasionally poor performance is compensated for by the increased robustness. In Fig. 6͑c͒ a more apparent cross talk in the absorption image occurs in the place of the scattering object labeled object 2. This means that scattering heterogeneity is prone to cause a false absorptive spot ͑cross talk͒ on its site, which can probably be suppressed by use of more and informative data types.
F. Discussion
Because of concerns about computational expenses and storage space, we applied a mesh of rather low resolution for the validation of the reconstruction algorithm. We therefore assume that most of the artifacts and inaccuracies in the results ͑the asymmetry of reconstructed results about the central image plane, the cross talk at second object location in the reconstruction of phantom A, and the unexpected extension of the objects along the z direction, for example could be attributed to the deficiency in the mesh resolution, which shields many important features of the performance. For this reason the noise model of the reconstruction that could be sig- nificant for realistic purposes was not developed, and the accuracy of the reconstruction regarding both geometric and optical properties of the local inclusions not yet assessed. It is also evident that the limitation of beam width in the PB mode contributes significantly to degradation of the images ͑in particular, artifacts more numerous near the boundary region͒. The image reconstruction requires approximately 25 min͞iteration on a Pentium III 700-MHz͞ 500-Mbyte personal computer as both ͗t͘ and c 2 are used, which is still time consuming according to the clinical desires. More accurate and reliable evaluation will be expected with a higher-performance computer.
Selecting optimal data types for simultaneous reconstruction of absorption and scattering was studied in detail by Schweiger and Arridge, 27 using 2-D simulation. To accomplish a good separation of both optical properties in the 3-D model, it is argued that the relevant observations should be rechecked with consideration of both computational cost and experimental feasibility.
Two-Dimensional Reconstruction from the Three-Dimensional Model
Despite the promising results obtained with the 3-D algorithm, the algorithm would strain generally available computational resources. The researchers have thus been encouraged to apply the 2-D algorithm to the 3-D issues. As mentioned above, this application seems to be conditional. A direct way of evaluating these conditions is to compare the data types from the middle cross section of a cylinder with their counterparts from a 2-D circular object of the same radius, for various optical properties, radius, and cylindrical lengths. As a convention, we formally defined relative errors between data types from the 2-D model and the middle layer of the 3-D model as the model deviations
where ʦ ͓͗t͘, c 2 ͔, m 2D ͑͒ ͑ i ͒, and m 3D ͑͒ ͑ i ͒ represent N f ͞2 ϩ 1 measurements around the half circumference of the circle and the middle layer of the cylinder immediately opposite the source. Figure 8 illustrates the model deviations as functions of both optical properties and geometric size, where the computation is performed within the practical ranges of geometric and optical parameters by use of the FEM-diffusion model with N R ϭ 16, N L ϭ 16, and N f ϭ 20. In Fig. 8͑a͒ we use the previously defined geometry, i.e., R ϭ 25 mm for the radius of both the circle and the cylinder and L ϭ 25 mm for the length of the cylinder, to investigate the changes of the model deviations as the functions of both the absorption and the scattering coefficients ͑0.005͞mm Յ a Ͻ 0.05͞mm and 0.5͞mm Յ Ј s Յ 4͞mm͒. In contrast, we explore the variations in the model deviations with geometric parameters ͑10 mm Յ R Յ 30 mm and 10 mm Յ L Յ 40 mm͒ for the previously used optical properties ͑ a ϭ 0.01͞mm and Ј s ϭ 1͞mm͒ in Fig.  8͑b͒ . The results show that both optical and geometric parameters exert a significant influence on the differences between the 3-D and its relevant 2-D models, with the model deviations more sensitive to geometric size ͑specifically to the length to radius ratio of a cylinder͒ than to optical properties. From a physical point of view these observations can be rephrased as follows:
1. The model deviations decrease as the length-toradius ratio of the cylinder increases, which effectively reduces the proportion of the beams reflected from the top and the bottom of the cylinder in the measurements.
2. The deviations decrease as the mean-free-path length, i.e., the inverse of the sum of the absorption and the scattering coefficients, decreases. Physically, this means that the influence of the photon diffusion on the reemission lessens as the optical distance between the source and detector is increased.
3. Optical properties and geometric parameters influence the model deviation on c 2 more significantly than that on ͗t͘, which indicates that 2-D reconstruction of the 3-D model with ͗t͘ is more appropriate than that with c 2 , from a purely computational perspective.
For further confirmation of the possibility of 2-D reconstruction from 3-D data, we performed 2-D reconstruction of the middle layer of the cylinder phantoms described in Table 2 , whose model deviations for both ͗t͘ and c 2 are trivial in terms of Fig. 7 . To achieve the valid conditions, phantom D is assumed to be a more realistic length-to-radius ratio of 1:1 but to have higher optical properties, whereas phantom E uses usual optical parameters with the higher length-to-radius ratio of 8:3, complying with the experimental case. The FB mode with 16 ͑N f ϭ 16͒ source-detector sites is used in the reconstruction. The resultant images obtained with ten iterations are presented in Fig. 9 . It is demonstrated that, although there are some unappealing artifacts in the boundary region of Fig. 9͑a͒ and quality degradation in Fig. 9͑b͒ , mostly due to the model mismatch between the measurements and the reconstruction algorithm, the reconstruction offers enough information to differentiate the inclusions from the background. Furthermore, a scaling method using curve fitting between 2-D data and their 3-D counterpart has been suggested to alleviate the resulting artifacts. 19 This approach, however, is not universally applicable to realistic situations, because the information about the objects is generally unavailable in real reconstruction processes and may present extremely complex features that cannot be described by simple polynomial fitting. In addition, because only the absorptive Fig. 9 . Two-dimensional reconstruction of the middle layer of ͑a͒ phantom D and ͑b͒ phantom E ͑cf. Table 2͒ , from ͗t͘ and c 2 computed from 3-D data, with the FB mode and 16 source-detector sites. heterogeneity was assumed in the reconstruction in Ref. 19 , it was not justified whether this curve-fitting calibration is valid for simultaneous reconstruction. Nevertheless, the development of a full 3-D image reconstruction scheme of DOT is necessary for future clinical and highly accurate imaging applications.
Conclusions
A full 3-D image-reconstruction scheme for optical tomography has been presented as a natural extension of a previously published 2-D algorithm. The proposed algorithm is based on the efficient and successive updating of the Jacobi matrix of the forward model and uses either ART or t-SVD as a linear inversion scheme. We have demonstrated the performance of the 3-D simultaneous reconstruction of the absorption and the scattering on some cylindrical phantoms and for two different kinds of measurement acquisition modes that are analogous to those used in x-ray computerized tomography. The simulated results from relative characteristic data types of the time-resolved measurements show that the full 3-D image can be reconstructed with reasonable quality, provided that the 3-D photon propagation model and measurements from multiple neighboring planes to the imaging layer are properly considered. In addition, data types that are more informative and of greater number are beneficial to suppressing the cross talks between absorption and scattering parameter spaces and the ambiguity arising from simultaneous reconstruction.
To overcome computational and storage difficulties incurred with the full 3-D model, we have investigated the conditions under which 2-D reconstruction can be employed for approximately addressing 3-D optical tomography. We found that successful application of the 2-D algorithm to the 3-D model significantly depends on the optical properties and sizes ͑the ratio of the dimensions, more accurately͒ of the object. In practical applications these conditions are seldom attained; thus the development of effective 3-D reconstruction approaches will be one of the most central topics to practical implementation of optical tomography imaging.
Our future research will be directed toward the experimental validation of the above-developed 3-D imaging scheme both for the FB scanning mode with a newly designed multichannel time-resolved optical tomographic imaging system 28 and for the PB scanning mode with a time-resolved tomographic imaging system based on a Ti:sapphire laser, a synchroscan streak camera, and a step-motor-driven 3-D stage. 29 This study was completed in part at the Institut de Physique Biologique ͑IPB͒, Université Louis Pasteur, Faculté de Médecine, Strasbourg, France, with a grant from the French Embassy in Beijing within the framework of the French-Chinese Scientific Cooperation Program. Acknowledgments also go to the Groupe d'Optique Appliquée ͑GOA͒, Laboratoire Phase, Centre National de la Recherche Scientifique ͑CNRS͒, Strasbourg, France, for offering the facilities for this research. The paper was completed at the Mechanical Engineering Laboratory ͑MEL͒, Ministry of International Trade and Industry, Tsukuba, Japan, with a grant from the Japan Science and Technology Corporation.
