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“The purpose of science is not to cure us of our sense of mystery and wonder, but to




Although photochemical reactivity has been extensively studied, a clear
picture of the underlying dynamics is largely missing predominantly be-
cause of the extremely short reaction times involved in these processes. The
rapid development of X-ray free electron laser (XFEL) facilities in the last
decade has fostered the emergence of new types of experiments that tar-
get photochemical dynamics. One of these new prominent techniques is
non-resonant Ultrafast X-ray Scattering (UXS). In a pump-probe fashion,
it enables the direct observation of structural dynamics on a femtosecond
timescale. Due to the extreme brightness of the XFEL, these experiments
can be performed even in gas phase. Because of the unconstrained molecu-
lar motion and lack of intermolecular interference, gas-phase UXS is a meet-
ing ground for experimental and theoretical studies of the quantum nature
of photochemical dynamics.
As promising as they are, gas-phase UXS experiments are still in their
early days. A lot of fundamental aspects remain unexplored, and rigorous
theoretical and computational frameworks are not established. This the-
sis aims to bridge existing gaps between theory and experiments, present-
ing an account of recent advances in data analysis and interpretation. The
work gives an outline of the theory of time-dependent molecular quantum
mechanics following photoexcitation, as well as X-ray-matter interaction.
Practical aspects of the post-experimental analysis are presented. These in-
clude separation of the observed signal into isotropic and anisotropic scat-
tering components, which allows internal and rotational molecular degrees
of freedom to be dealt with independently in the analysis. The process of
extracting useful information about the dynamics of the molecule as the
reaction unfolds requires careful consideration of how to optimally repre-
sent the experimental signal and what inversion schemes are feasible given
iii
the limitations of the experiment. The data interpretation often relies on
input from computational modelling. This thesis also describes a compu-
tational scheme for calculating generalised (elastic, inelastic, total and co-
herent mixed) isotropic X-ray scattering cross-sections directly from the ab
initio wave function of the molecule.
This methodological apparatus is applied in the analysis of a number of
experiments, and the findings are presented. It is shown that X-ray scatter-
ing is in principle sensitive even to small rearrangements of the electrons
upon absorption of light. The ability to detect the initially excited electronic
state by means of transition dipole moment alignment is demonstrated in
the case of the excitation of N-methylmorpholene (NMM) by a 200 nm lin-
early polarised laser. The subsequent dynamics, more specifically the fast
coherent vibrations, are extracted from the experiment creating a “molecu-
lar movie” with high spatial resolution via high-throughput conformational
sampling guided by computational modelling. Separately, the rate of disso-
ciation of trimethylamine (TMA) after excitation is obtained from the loss




For more than a century, X-rays have been the tool of choice when unrav-
elling the structure of matter. However, X-ray scattering is often consid-
ered a structure determination technique for condensed phase, i.e. solids
or liquids, where the high density leads to a strong experimental signal.
Applications to gas phase were limited. Similarly, X-ray studies of chem-
ical reactions were restricted to matter undergoing slow physical transfor-
mations due to the lack of suitable pulsed X-ray sources needed to study
fast reactions. This has all changed with the advent of X-ray Free Electron
Lasers (XFELs), which produce extremely short pulses of X-rays with un-
precedented brightness. Their arrival opened the door for ultrafast X-ray
scattering (UXS) imaging even in gas phase.
One area where this new technology has great potential is the study of
reactions initiated by light, known as photochemical reactions. Firstly, pho-
tochemical transformations tend to be extremely fast – on a femtosecond
or picosecond timescale. Secondly, fundamentals of photochemical changes
are best studied in gas phase, where, unlike condensed phase, the molecules
are not affected by the environment, so the dynamics are unconstrained and
closest to ideal conditions from a theoretical point of view.
In a typical UXS experiment in gas phase, a sample of molecules is ex-
cited by a UV laser, and then snapshots of its dynamics are recorded using
X-ray pulses at different time delays, mapping out structural changes in or-
der to create a “molecular movie”. The aim of this thesis is to present a theo-
retical account of all aspects of this process, while maintaining a clear focus
on how it relates to the interpretation and the analysis of ongoing experi-
ments. In addition, the thesis describes computational algorithms that can
be used to simulate the observables in these experiments. Their application
to the analysis of a number of experiments yields a fruitful set of findings,
which are presented in the final chapters of the thesis.
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Photochemical processes are central to life. They are responsible for photo-
synthesis, vision and sensing, many metabolic processes and even for the
chemical dynamics in the Earth’s atmosphere. They also offer a range of
novel applications in areas such as optical switches [1], and energy capture
and storage [2]. Despite their importance, the time evolution of photochem-
ical processes is still not completely understood, and generalised mecha-
nisms based on qualitative understanding are often missing. This demands
a case-by-case approach for many individual light-molecule systems, lead-
ing to a fragmented body of knowledge with little scope for extrapolation to
new reactions and chemical species [3]. The gaps in our understanding are
rooted in the simple fact that photochemical dynamics pushes the bound-
aries of both our exprimental means and our ability to comprehend the
quantum world of molecular motion. Experimentally, the most significant
challenge is posed by the extremely short (pico- or femtosecond) timescale
associated with the majority of photochemical processes. From a theoretical
point of view, the photoinduced dynamics exhibit a rich palette of quan-
tum mechanical effects, whose investigation requires computational tech-
niques beyond classical molecular dynamics. More specifically, photochem-
istry occurs on a multitude of electronic states leading to coupling between
electronic and nuclear degrees of freedom [4]. The resulting non-adiabatic
dynamics manifest themselves most strongly in the regions of conical inter-
sections or avoided crossings, where the Born-Oppenheimer approximation
Chapter 1. Introduction 2
(BOA) breaks down [5].
1.2 Photochemistry
Before embarking on a journey through the theory of light-matter inter-
action, it is worth building up an intuitive picture of photochemistry. In
the most general sense, photochemistry deals with chemical transforma-
tions initiated by light. It should be acknowledged that in this thesis, and
throughout the literature, the term is used in a broader sense to refer also
to photophysical processes in matter, i.e. processes that do not lead to new
chemical species. The scope of photochemistry is by no means narrow –
it includes processes in the energy domain, as well as reactivity and struc-
tural reorganisation of matter [6]. As it will become evident in the following
chapters, this thesis is exclusively concerned with molecular photochemistry.
A crucial concept in this domain of science is that of excited electronic
states. In fact, excited-state chemistry is often synonymous with photo-
chemistry despite the fact that excited electronic states can sometimes be
accessed via collisional pathways [7, 8]. Leaving aside this possibility, a
photochemical transformation begins by the absorption of a photon by the
molecule to form an excited electronic state, or a superposition thereof if
more than one state appears in the bandwidth of the absorbed light. The en-
ergy difference between the newly accessed electronic state and the ground
state is that of the absorbed photon1. In addition, there is an associated re-
organisation of the electrons of the molecule in space. The latter should be
emphasised strongly at this stage as it has profound consequences to the
work presented here. The Stark-Einstein law establishes the equivalence
between the number of photons absorbed by a system and the number of
excited molecules [9]. It holds true in the so-called linear regime, i.e. low
intensity of light. At higher intensities, multi-photon excitations become
dominant, which is referred to as nonlinear optical regime and is not going
to be discussed in this thesis [10].
1Strictly speaking, energy may also go into vibrational or rotational modes
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FIGURE 1.1: Jablonski diagram of a typical photophysical pro-
cess, showing the possible radiative and non-radiative transi-
tions. The molecule is excited from a singlet ground state, S0,
into a singlet excited state, S2, where it undergoes vibrational
relaxation. The population can then be transferred to the S1
singlet state via internal conversion. The molecule can emit
a photon and fluoresce to the ground state. The S1 and the
triplet T1 states are coupled via intersystem crossing. Popula-
tion trapped in the triplet state can return to the ground state
via phosphorescence, which is a slow “forbidden” process.
Once the molecule is excited, it can undergo a variety of transitions that
can be grouped in two categories - non-radiative and radiative, which are
depicted in Figure 1.1. If energy can be dissipated to the surroundings as
assumed in Figure 1.1, the first step is often vibrational relaxation in the
vibrational manifold in the originally excited electronic state. In addition,
the molecule may transition to another electronic state. Internal conversion
(IC) is a non-radiative transition between two such states with the same
spin multiplicity, while intersystem-crossing (ISC) occurs between states
with different multiplicity and is driven by spin-orbit coupling (SOC). These
processes also occur in collision-free gas-phase molecular systems, where
energy cannot be dissipated to the surroundings. Radiative transitions to
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a lower energy level involve emission of a photon. As vibrational relax-
ation is generally faster than radiative transitions, the energy of the emit-
ted photon is lower than that of the absorbed by the amount of energy lost
to the surroundings. Fluorescence is a radiative transition between states
of the same multiplicity, while phosphorescence is a “forbidden” transi-
tion between states of different multiplicity, mediated by SOC. We are of-
ten concerned with transitions to a ground state of a singlet multiplicity, as
found in most organic molecules, in which case fluorescence and phospho-
rescence are associated with singlet-to-singlet and triplet-to-singlet transi-
tions, respectively. This summary of the possible photochemical outcomes
is somewhat simplified and certainly applicable mainly to molecules made
up of light atoms. The terminology becomes blurred in the presence of
heavy atoms, where the magnitude of the SOC makes the concept of spin-
multiplicity ill-defined, since the conserved quantity is the total angular mo-
mentum.
In addition, the above description puts the emphasis on the energetics
of the system in the way that is useful to spectroscopy. However, it lacks
a clear explanation of the underlying motion that is inherently coupled to
the changes that occur in the energy domain. How are nuclei and electrons
moving during a photochemical reaction? The answer to this question has
a twofold significance. On the one hand, we perceive the word in terms of
objects and their motion, rather than energy, which makes this description
of photochemistry much more tangible. On the other hand, it has a major
impact on our ability to control photochemical reactions and design new
drugs, electronics and materials for the industry.
The language of photochemical dynamics in intertwined with that of
time-dependent quantum mechanics. After photoexcitation, the electrons
of the molecule have gained energy from the photon and have redistributed
themselves in space. Being negatively charged, their new arrangement dis-
rupts the electrostatic equilibrium that existed previously between them
and the Nn nuclei of the system. As the electrons are lighter and move
faster, it is convenient to adopt a formalism in which electrons and nuclei
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FIGURE 1.2: A schematic of the potential energy surfaces
(PESs) encountered in the relaxation dynamics of acetetylace-
ton after a photoexcitation from the S0 ground state (dark blue)
to the S2 state (light blue), which has ππ∗ character. The wave
packet encounters and passes through conical intersections to
other electronic states as it slides down the PES manifold to
form different final products. Reproduced from Ref. [11]
are treated separately. This is known as the Born-Oppenheimer approxi-
mation [12]. In this description, the nuclei experience a force from the cur-
rent arrangement of electrons, move accordingly and the electrons follow
instantaneously. In other words, there is no nuclear motion on the timescale
of electron rearrangement. It follows that nuclear motion can be described
with respect to a potential energy profile, known as a potential energy sur-
face (PES), dictated by the forces exerted by electrons. The PES for each
electronic state is characterised by its own unique topology on which nu-
clear dynamics evolves as depicted in Figure 1.2. There are two points of
paramount importance with respect to how this happens. Firstly, the nu-
clei are quantum objects and their position is described by a nuclear wave
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packet, i.e. a superposition of eigenstates of the nuclear Hamiltonian char-
acterised by a certain degree of coherence resulting from the way the sys-
tem was prepared. In accordance with the Born interpretation of quantum
mechanics, the wave packet gives the probability amplitude of finding the
nuclei in a given arrangement. Secondly, internal conversions and inter-
system crossings occur in the vicinity of specific regions, where two (or
more) PES come close together. These regions are called avoided-crossings
(diatomic molecules) or conical intersections (more than two atoms) on ac-
count of their topology in 1D and 2D, respectively. This is where coupling
between nuclear and electronic degrees of freedom occurs and the Born-
Oppenheimer approximation breaks down, resulting in a partial or full pop-
ulation transfer between states. Sliding down the manifold of electronic
states in this manner, potential energy is converted into kinetic, which can
be lost to the surroundings, drive conformational changes, or simply be re-
tained as vibrational motion.
Thus, it is clear that photochemistry is significantly different from ground
state reactivity. The latter is characterised by products and intermediates
that can be reached via a thermal barrier. In a photochemical reaction, the
energy supplied by the photon is orders of magnitude larger than ther-
mal energy, and allows for a broader scope of products and intermediates.
While still in the excited state, the molecule could be quite different from
the ground state both in terms of its conformation and reactivity. As we will
see in the following chapters, these not-so-subtle effects can be observed in
a very direct way. Last but not least, photochemistry is initiated by light,
e.g. an optical laser, that can be easily controlled in a lab. That makes photo-
chemistry an attractive tool for selective reactivity with far-reaching appli-
cations.
1.3 Experimental Studies of Photochemistry
Although slow photochemical reactions were studied as early as the begin-
ning of the 19th century [13], the first major breakthrough came after the
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development of flash photolysis in the 1940s and 1950s, which allowed re-
action rates on the millisecond time-scale to be experimentally observed [14,
15]. Just 30 years later, Zewail and co-workers revolutionised the field by
utilising femtosecond lasers to study intramolecular vibrational-energy re-
distribution and the dynamics of transition-state species [16, 17]. In other
words, the focus moved from kinetics to the inner-workings of the ultrafast
quantum world of photochemistry. Not surprisingly, this paradigm shift
brought Zewail the Nobel Prize in chemistry in 1999.
Ever since flash-photolysis, the time-evolution of photochemical reac-
tions is experimentally studied via different pump-probe schemes regard-
less whether they monitor reaction rates or an observable related to tran-
sient dynamics. A schematic of a prototypical pump-probe experiment is
presented in Figure 1.3. The reaction is first initiated by an excitation with
an optical laser, the pump pulse. The photoabsorption creates a coherent
wave packet in an excited state. The shape and coherence properties of the
wave packet are dictated by the pump laser for any given system. The time
of the initial excitation, more specifically the time that marks the temporal
centre of the pump pulse, is designated as time-zero. Then time-evolution
is interrogated by a probe laser with a given time delay with respect to time-
zero. This is then repeated for different time delays between the two pulses.
The series of “snapshots” gives a representation of the photochemical trans-
formation as a function of time. The procedure critically depends on the
short duration of both the pump and the pulse laser, which determines the
temporal resolution of the experiment. Put simply, the pulse duration needs
to be short on the scale of the process of interest so as to be able to track it.
Although tremendously useful, spectroscopic techniques ultimately mea-
sure transitions between different states, and hence, only probe the molecu-
lar geometry indirectly. In contrast, rapid advances in laser technology, rel-
ativistic electron sources, and synchrotron radiation have opened the door
for direct time-resolved imaging of molecular dynamics [19]. Most notably,
the recent development of X-ray free-electron lasers (XFELs) provided the
much-needed tools for a new type of experiments that utilise extremely
short, bright and tunable X-ray pulses to image photochemical dynamics.
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FIGURE 1.3: A simplified schematic of a pump-probe experi-
ment. The molecule is excited by an optical pump laser; the
arrival of its centre marks time-zero of the experiment. As
the photochemical reaction unfolds, the sample is investigated
with a probe pulse, which may or may not be another optical
laser. The time-delay between the two pulses, τ, is varied in
order to record a time-resolved change over the course of the
reaction, e.g. absorption spectrum, photoelectron spectrum,
scattering, etc. Reproduced from Ref. [18]
This fascinating new technology is discussed in the next section.
1.4 X-ray Free-Electron Lasers
XFEL operation is based on the process of self-amplified spontaneous emis-
sion (SASE) [20]. Electrons that are accelerated near the speed of light are
injected in a periodic magnetic field created by alternating magnets called
undulators. As a result, the electron bunch emits X-rays, which travel to-
gether with the electrons and reshape them in microbunches. The electron
microbunches are spaced in accordance with the wavelength of the photons.
This facilitates coordinated coherent emission of more X-rays. Figure 1.4
shows a schematic of the process.
Nine orders of magnitude brighter than synchrotron radiation and supe-
rior in terms of coherence properties [21], XFELs are an unrivalled source of
soft and hard X-rays for numerous experiments such as crystal-free diffrac-
tion imaging of biological molecules [22, 23], X-ray absorption in the strong-
field regime [24], and time-resolved X-ray diffraction [25]. Apart from the
Chapter 1. Introduction 9
FIGURE 1.4: A schematic representation of microbunching in
the undulator field at XFELs. As the electrons travel through
the array of magnets, they experience a Lorentz force so that
their transverse velocity, vT, oscillates. The emitted X-rays
have a magnetic field, Bw, and wavelength, λ. The interac-
tion between the X-ray magnetic field and the electrons’ trans-
verse velocity results in a force that is collinear to the direction
of propagation. The direction of the force is reversed each half
wavelength. This causes the electrons to bunch together. Note
that in the time the electrons travel half an undulator period,
L/2, the X-rays travel L/2 + λ/2, so that the electrons’ trans-
verse velocity and the electromagnetic field change sign. As a
result, the direction of the force on the electrons is preserved.
high intensity, the ultrafast time-resolution plays a critical role in the success
of the type of ultrafast X-ray scattering experiments discussed in this thesis.
The current minimum pulse duration is sub-femtosecond [26], which is suf-
ficient to monitor the motion of molecular fragments or individual atoms,
and is pushing towards the boundary of electron motion in some slow pro-
cesses [27].
At the present time, there are five operational XFELs in the hard X-ray
regime - Linear Coherent Light Source (LCLS) at Stanford [28], SACLA in
Japan [29], PAL-XFEL in South Korea [30], the European XFEL in Ham-
burg [31], and SwissFEL in Switzerland [32]. In addition, there are two
XFELs in the soft X-ray regime - FERMI in Trieste, Italy, [33] and FLASH
in Hamburg [34]. Finally, the construction of the Shanghai High Repetition
Rate XFEL and Extreme Light Facility (SHINE), another hard X-ray facility,
began in 2018, and is scheduled to be completed by 2025 [35]. The science
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case for a potential UK-based X-ray free-electron laser (XFEL) is currently
being evaluated on behalf of the Science and Technology Facilities Council
(STFC).
1.5 Ultrafast X-ray Scattering
The merits of XFELs open incredible opportunities for studying some of
the fundamental questions in photochemistry such as how atoms move in-
side molecules [36], how chemical bonds are broken and formed [37], and
how electrons respond to light [38]. Ultrafast imaging at XFELs brings us
one step closer to thinking of the experimental process as simply making a
“molecular movie”.
This thesis will focus on one particular imaging technique, which be-
came possible with the advent of XFELs – non-resonant ultrafast X-ray scat-
tering (UXS) in dilute gas phase. In this pump-probe technique, a sample
of dilute gas is photoexcited with a pulsed optical laser, and the subse-
quent photodynamics is probed with hard X-rays generated by an XFEL.
The small number of scattering molecules in gas phase, combined with
the low X-ray scattering cross section (e.g. low as compared to electrons)
and fast dynamics, makes this type of experiments particularly challenging.
They are only possible using very short and intense X-ray pulses, which
currently are only available at XFELs.
It is prudent at this stage to point out certain differences between the
more familiar X-ray crystallography in solid state and UXS in gas phase. The
lack of a periodic lattice and the large average separation between molecules
in gas phase render scattering free from interference between molecules for
all detectable scattering angles [39]. The signal then becomes an incoher-
ent sum of scattering intensities from isolated molecules. It can be argued
that quantum effects are most easily observed in their pure form on this
single-molecule level, making gas-phase UXS an important crossroad be-
tween theory and experiments. Furthermore, in the case of crystallography,
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the periodicity of crystals leads to a coherent amplification of elastic scatter-
ing at the Bragg peaks; inelastic scattering remains incoherent [40]. In con-
trast, in gas phase both elastic and inelastic scattering are strictly incoherent
and should be treated equivalently. As it will be discussed in Chapter 2, the
latter has important implications for sensitivity to electron correlation [41,
42].
In addition, it is worth noting that X-ray crystallography is traditionally
a tool for structure determination for ground-state molecules. In contrast,
the dynamics studied by UXS evolves on a number of electronic states, each
defined by its own PES and distinctive electron distribution. Hence, neither
theory nor computational tools inherited from the last 100 years of develop-
ments in crystallography are best-suited for the interpretation and analysis
of UXS experiments [43–53].
1.6 Overview
The purpose of this thesis is to present some recent advances in bridging the
gap between theory and UXS experiments in gas phase. Despite being writ-
ten primarily from the perspective of theory and computational methodol-
ogy, it puts a strong emphasis on real-world applications. Chapter 2 sum-
marises a number of key aspects of the theory of molecular photochemi-
cal dynamics and non-resonant X-ray scattering. It introduces important
concepts such as the molecular Hamiltonian, the Born-Oppenheimer ap-
proximation, non-adiabatic dynamics, as well as vibrational and rotational
molecular motion. Chapter 2 also reviews X-ray scattering in the frame-
work of second quantisation. Chapter 3 deals with practical aspects of the
analysis of experiments in connection to the underlying theory. It discusses
the decomposition of the detected signal in isotropic and anisotropic com-
ponents and their importance, in addition to experimentally relevant quan-
tities such as the excitation fraction and percentage intensity change. In-
version schemes from reciprocal to real space are also discussed. Chapter 4
presents a computational methodology for calculating isotropic scattering
directly from the ab initio wave function of the molecule. Relevant aspects
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of ab initio calculations of excited states are also considered in the same chap-
ter.
Once a firm theoretical and computational basis has been established,
the following chapters provide examples of recent experiments that make
use of that methodology. The ability to differentiate between excited states
is discussed in Chapter 5. The procedure outlined there is based on the
anisotropy of the detected signal, which originates from the interplay be-
tween the electronic transition dipole moment of the molecule and the laser
polarisation axis. The system investigated is N-methylmorpholine (NMM)
following excitation by a 200 nm linearly polarised optical pulse. The same
system is used in Chapter 6, where the coherent vibrations in the Rydberg
manifold are tracked with a high degree of spatial and temporal resolution.
Chapter 7 is devoted to the kinetics of photodissociation of trimethylamine
(TMA) with an emphasis on the loss of coherence between the molecular





This chapter aims to give a comprehensive, yet concise, overview of the the-
ory behind UXS experiments in the gas phase. From a theoretical point of
view, any UXS scattering experiment can be thought of as three intercon-
nected processes – molecular dynamics, photoexcitation and X-ray scatter-
ing – which are described here in turns. The treatment of the molecular
motion relies on a high-level description of the molecular Hamiltonian that
includes coupling between electronic and nuclear degrees of freedom, i.e.
non-adiabatic dynamics. A substantial part of the discussion is devoted to
light-matter interaction. The excitation with an optical laser and the X-ray
scattering process are dealt with in the framework of first-order perturba-
tion theory, with explicit quantisation of the electromagnetic (EM) field.
Generally, this thesis is concerned with non-relativistic radiation field
description and molecular dynamics. The former is well justified in the case
of small photon energy (100 eV–100 keV for X-rays) compared to the rest
mass of the electron (511 keV). Relativistic effects on the electronic structure
depend on the mass of the nuclei involved. The work presented in later
chapters does not involve heavy nuclei so a detailed discussion of relativis-
tic corrections such as SOC is not given. However, the reader is reminded
that such effects cannot be ignored in heavy atoms.
Since the focus of this thesis is to bridge the gap between theory and ex-
periments, there is a strong emphasis on the connection between the two. In
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other words, how theory manifests itself in the experiments, and what lev-
els of approximations might be suitable for different experimental scenarios.
However, discussions of more practical matters concerning the experimen-
tal design and analysis are left for Chapter 3. Given the broad scope of the
theoretical framework, it is inevitable that certain aspects are not derived de
novo and the reader is directed to the appropriate resources.
2.2 Time-Dependent Schrödinger Equation
The time-dependent Schrödinger equation (TDSE) governs the evolution of






In Eq. (2.1), |Ψ(t)〉 is the total time-dependent wave function of the system, ι
is the imaginary unit, h̄ is the reduced Planck’s constant and Ĥ is the Hamil-
tonian operator. An excellent and thorough discussion of the TDSE and its
pivotal role in atomic and molecular chemistry and physics can be found in
Ref. [54]. The TDSE can be classified as a diffusion equation with a com-
plex diffusion coefficient, whose solution is the wave function. In reference
to the Born interpretation, the wave function of the system is a probabilis-
tic all-encompassing description of its state. For example, famously, the
probability of finding a particle in a volume of space at position r at time
t is given by |Ψ(r, t)|2dr. In quantum mechanics, a physical observable is
associated with a Hermitian operator whose eigenvalues are the possible
outcomes of the measurement of that observable. A measurement collapses
the wave function to a single eigenstate of the corresponding operator. One
such operator is the Hamiltonian operator, which gives the total energy of
the system, E. For a system of Nen interacting particles, e.g. the nuclei (n)
and electrons (e) constituting a molecule, described by a set of coordinates,
1 Eq. (2.1) is also valid in the relativistic limit of the Dirac equation but its interpretation
is slightly different on account of the symmetric treatment of space and time.
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∇2i + V(r̄, t), (2.2)
where V(r̄, t) is the potential, mi is the mass of particle i, and∇2i = ∂2/∂x2i +
∂2/∂y2i + ∂
2/∂z2i is the Laplacian. The first term is readily understood to be
the sum of the kinetic energies of the particles. Eq. (2.1) and Eq. (2.2) are,
in fact, quite general and can accept any form of potential. However, it is
prudent to differentiate between the possible scenarios.
In the first, the potential is independent of time. That is, the particles
experience a static potential, e.g. as a result of their pairwise interactions or
the presence of a static field. This situation corresponds to, for example, an
isolated molecule, as discussed in Section 2.7. In that case, we can approach








Ĥψ(r̄) = E, (2.3)
where E is the energy of the system, here acting as a separation constant.
That leads to two simultaneous equations:





Eq. (2.4) is the time-independent Schrödinger equation (TISE), while Eq. (2.5)
is a first-order differential equation with solutions:
θ(t) = θ0e
−ιEt/h̄. (2.6)
Therefore, the particular solutions of the TDSE are given by:
Ψ(r̄, t) = ψ(r̄)e−ιEt/h̄, (2.7)
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where we require that the wave function is normalised. The general solu-






where ci are expansion coefficients determined by the initial conditions, and
|ψi〉 are the eigenstates of the Hamiltonian, i.e. the solutions of the corre-
sponding TISE. Eq. (2.8) is referred to as a wave packet because it repre-
sents the coherent superposition of the eigenstates of the TISE with their as-
sociated time evolution, trivially manifested as complex phase factors that
oscillate in time.
In the case when the Hamiltonian is time-dependent, e.g. when the
molecule interacts with a time-varying electromagnetic field, simple separa-
tion of variables does not work any more. The solution of the TDSE is then
approached by perturbation theory as discussed in the following section.
2.3 Time-Dependent Perturbation Theory
Time-Dependent Perturbation Theory (TDPT) is a technique used to ob-
tain approximate solutions for quantum mechanical systems that cannot
be solved exactly. A critical requirement for the validity of the approach
is to be able to represent the Hamiltonian as a sum of two parts – a time-
independent Hamiltonian with known eigenfunctions, and a small pertur-
bation. We start off by considering a Hamiltonian of the form Ĥ = Ĥ0 + V̂,
where V̂ is the small perturbation, and Ĥ0 is a time-independent Hamilto-
nian. Although TDPT is primarily used for time-dependent perturbations,
as its name suggests, the method is equally useful if V̂ does not depend
on time. For the purposes of TDPT, it is helpful to introduce the so-called
interaction picture by defining a wave function, |ΨI(t)〉:
|ΨI(t)〉 = eιĤ0t/h̄|Ψ(t)〉 = Û†0 (t)|Ψ(t)〉, (2.9)
where |Ψ(t)〉 refers to the Schrödinger representation of the wave function
defined as a solution to Eq. (2.1). The operator Û0(t) is the time-evolution
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operator, also known as the propagator, for the unperturbed system in the
Schrödinger representation. In essence, the definition of the interaction
wave function in Eq. (2.9) eliminates the time dependence of the Schrödinger
wave function associated with the unperturbed motion encoded in Ĥ0. The











= −Ĥ0Û†0 (t)|Ψ(t)〉+ Û†0 (t)Ĥ|Ψ(t)〉







where V̂I = Û†0 (t)V̂Û0(t) is the interaction picture Hamiltonian, and we
have used the fact that Ĥ0 and Û†0 (t) commute, and the relationship be-
tween Ĥ and the time derivative implied by the TDSE. Eq. (2.10) is equiv-
alent to the TDSE but expressed in the interaction picture. If we define an
interaction propagator operator ÛI(t, t0) that propagates the wave function
from an initial time t0 to t:
|ΨI(t)〉 = ÛI(t, t0)|ΨI(t0)〉 = Û†0 (t, t0)Û(t, t0)|Ψ(t0)〉
= eιĤ0(t−t0)/h̄e−ιĤ(t−t0)/h̄|Ψ(t0)〉,
(2.11)




= V̂IÛI(t, t0). (2.12)
Eq. (2.12) can be dealt with by integration, which leads to a self-consistent
solution of the form:
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Iterative expansion of Eq. (2.13) results in the Dyson series:














which is subject to the time-ordering constraint t > tn > ... > t1 > t0. We
now seek to transform Eq. (2.14) to the Schrödinger picture. First, we note
that ignoring the effect of the perturbation between t0 and t1 sets ÛI(t1, t0)
to 1. We then use Eq. (2.11) in combination with the definition of potential
in the interaction picture, V̂I(t) = Û†0 (t, t0)V̂(t)Û0(t, t0), to arrive at:














× V̂(tn−1)...Û0(t2, t1)V̂(t1)Û0(t1, t0).
(2.15)
With reference to the structure of Eq. (2.15), the following picture emerges.
The system evolves unperturbed between t0 and t1, at which time pertur-
bation V̂(t1) is applied, which is then followed by another period of unper-
turbed evolution between t2 and t1, followed by another perturbation, and
so on. If the perturbation is small, we can truncate the series to first order,
which gives the first-order correction to the wave function:




dt′Û0(t, t′)V̂(t′)Û0(t′, t0)|Ψ0(t0)〉, (2.16)
where the propagator has been applied to |Ψ0(t0)〉, the wave function at
time t0 before the system was perturbed. The first-order probability ampli-
tude of finding the system in a final state of the unperturbed Hamiltonian,
〈 f |, at time t is given by:
〈 f (t)|Ψ(t)〉 = 〈 f (t)|Ψ0(t)〉+ 〈 f (t)|Ψ(1)(t)〉. (2.17)
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In the case where the system is initially in a single eigenstate, |i〉, the first-
order transition amplitude, S f i(t), is then:















In the context of this thesis, TDPT theory is used to treat the interaction
between light and matter as discussed in Sections 2.6 and 2.8. In that case,
the unperturbed Hamiltonian is the sum of the Hamiltonian of the molecule
and that of the EM field. While it is easy to recognise the former in Eq. (2.2),
it is harder to see the connection between the electromagnetic waves and
quantum particles. The following section aims to provide the missing pieces
of the puzzle.
2.4 Quantisation of the Electromagnetic Field
The discussion of light-matter interaction starts with the classical descrip-
tion of electromagnetic (EM) fields in terms of Maxwell’s equations:
∇ · E = ρ
ε0
(2.19)
∇ · B = 0 (2.20)
∇× E = −∂B
∂t
(2.21)







where E and B are the electric and magnetic fields, respectively. The scalar
constants ε0 and µ0 are the permittivity and permeability of free space, re-
spectively, and are related to the speed of light, c, via c2 = (ε0µ0)−1. In ad-
dition, Maxwell’s equations feature the charge density distribution, ρ, and
the current density, J. Although not explicitly shown, the electric and mag-
netic fields are time-dependent. An alternative but equivalent definition of
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this set of equations can be achieved by defining a vector potential, A, and
a scalar potential Φ that are related to the electric and magnetic fields by:
B = ∇×A (2.23)
E = −∇Φ− ∂A
∂t
. (2.24)
The resulting field equations are:
∇2Φ + ∂
∂t

















The potentials A and Φ are not uniquely defined. More specifically, a
gauge transformation with respect to an arbitrary scalar function, Ω:
A→ A +∇Ω (2.27)
Φ→ Φ + ∂Ω
∂t
, (2.28)
still fulfils Eq. (2.23) and Eq. (2.24). Different choices of Ω can be used to
bring the field equations, Eq. (2.25) and Eq. (2.26), into a form that is suitable
for further calculations. Here, we choose the Coulomb gauge defined by:
∇2Ω = −∇ ·A, (2.29)
so that ∇ · A = 0. In vacuo, i.e. when ρ = 0 and J = 0, with Φ = 0, this






The Coulomb gauge condition implies that the vector potential, A, is en-
tirely transversal. Inside a cavity of volume L3 = V subject to periodic
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boundary conditions, it can be expanded as a Fourier series of plane waves:




where the wave vectors are given by k = ∑i=x,y,z 2πniei/L with ni ∈ Z.
Since A is real, we can rewrite Eq. (2.31) as:





The time-dependence of the Fourier coefficients can easily be found by sub-
stitution in Eq. (2.30) to be:
ak(t) = ake
ιωkt, (2.33)
where ωk = c|k|. On the other hand, the Coulomb gauge condition implies
that k · ak = 0, which means that the wave amplitude is perpendicular to
the direction of propagation given by k. In the plane perpendicular to the
propagation, ak(t) is uniquely specified with respect to (any) two mutually
orthogonal vectors, ek1 and ek2. These vectors can be chosen to be complex
or real as long as they fulfil the orthonormalisation condition, ekσekσ′ = δσσ′ .
With that, the vector potential can be rewritten as:
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The operators âkσ and â†kσ are nothing but the bosonic annihilation and cre-




nkσ|nkσ − 1〉, (2.39)
â†kσ|nkσ〉 =
√
nkσ + 1|nkσ + 1〉. (2.40)
The reason why the Fourier coefficients in classical theory should be re-
placed by photon creation and annihilation operators can be seen by exam-





















The second equality in Eq. (2.41) follows, after some work, from the orthog-
onality of the different modes. By introducing the conjugate position and
momentum qkσ and pkσ:
qkσ(t) =
√




Vε0 [akσ(t)− akσ(t)∗] , (2.43)











This expression is similar to the Hamiltonian of a harmonic oscillator, whose
quantum description features the creation and annihilation operators in a
similar fashion. Following the definitions in Eq. (2.35) and Eq. (2.36), the

































Note that in Eq. (2.45) and Eq. (2.46) the creation and annihilation operators
are no longer time-dependent in accordance with the Schrödinger represen-
tation, in which the time-dependence is carried by the wave function, not by
the operators. The time-dependence of the operators, specified by analogy
to Eq. (2.33), is restored in the Heisenberg representation,2 which appears to
be the natural representation when transitioning to the classical limit.
2.5 Interaction Hamiltonian
Having established a quantum mechanical description of both light and
matter, we move on to see how they interact. In that case, the total com-
posite Hamiltonian of the system is given by three terms:
Ĥ = Ĥmol + Ĥrad + Ĥint, (2.47)
where the terms from left to right are the molecular Hamiltonian, which
is discussed in more detail in Section 2.7, the radiation Hamiltonian, given
by Eq. (2.46), and an interaction term, which is assumed to be small. The
eigenstates of the full Hamiltonian are then described by |mol〉 ⊗ |rad〉,
sometimes abbreviated as |mol, rad〉. To find out the form of the interac-
tion Hamiltonian, we use a minimal coupling procedure and substitute the
momentum of a particle with charge qi by pi → pi − qiÂ(ri). The kinetic













(p̂2i − 2qiÂ(ri) · p̂i + q2i Â2(ri)),
(2.48)
2In the Heisenberg representation, the time evolution is carried by the operators, while
the wave functions are time-independent. Formal definition of the operators with respect
to the Schrödinger representation is achieved by ÂH = eιĤt/h̄ ÂSe−ιĤt/h̄, where Ĥ is the
Hamiltonian of the system.
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where we have used the fact that the momentum and the radiation field
operators commute in the Coulomb gauge. The first term in Eq. (2.48) is
simply the combined kinetic energy of all particles. The interaction of the








2(ri)− 2qiÂ(ri) · p̂i). (2.49)
In the above description, we have omitted the interaction of the magnetic
field of light with the spin of the particles in the molecule. Note that Eq. (2.49)
does not depend on time as implied by the Schrödinger representation of the
operator.
2.6 Photoexcitation
In this section, we consider the process of photoexcitation. The theoretical
framework follows partially Ref. [55] and Ref. [56]. For simplicity we will
consider a single-mode state of radiation. If initially there are n photons de-
fined by momentum k and polarisation σ, the corresponding (Fock) eigen-
state of the radiation Hamiltonian is |nkσ〉. Furthermore, let us assume that
the molecule exists in an initial state |i〉, normally the ground state before
excitation. The molecular wave function is then |i〉 = |χi〉|ψi(R̄)〉, where
|χi〉 is the nuclear and |ψi(R̄)〉 is the electronic wave function (see also Sec-
tion 2.7). Absorption of light is then associated with removal of a photon so
that the final radiation state is going to be |nkσ − 1〉. We want to find out
what the probability of finding the molecule in another electronic state f at
time t is going to be. Using Eq. (2.18), the amplitude in first order perturba-







′〈 f , nkσ − 1|Ĥint|nkσ, i〉, (2.50)
where ω f = E f /h̄ and ωi = Ei/h̄. Comparing with Eq. (2.18), the zeroth-
order contribution to the amplitude in Eq. (2.50) disappears because of the
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orthogonality of the number states of the electromagnetic field. As the in-
teraction Hamiltonian is time-independent, the matrix element in Eq. (2.50)
can be taken outside the integral. We then notice that the time integration
reduces to a delta function. With that, the transition rate that corresponds







|〈 f , nkσ − 1|Ĥint|nkσ, i〉|2δ(ω f −ωi −ωk), (2.51)
where we let T → ∞ and used the trick:













with ω = ω f −ωi−ωk. Eq. (2.51) is nothing but the famous Fermi’s golden
rule. To deal with the matrix element of the interaction Hamiltonian be-
tween the initial and the final states, first we need to note that the Â2 term
in Eq. (2.49) changes the total number of photons by 0 or 2 so it is not re-
sponsible for absorption. Hence, using Eq. (2.45) we have:









〈 f |eιk·rα ekσ · p̂α|i〉, (2.53)
where the nuclei can be excluded from the sum on account of their mass be-
ing much larger than the mass of the electron me. The electron charge is −e.
In order to simplify further, we note that in the optical regime the typical
wavelength of light is much larger than the size of the atom. That implies
that we can approximate eιk·rα to unity. This is known as the dipole approx-









to rewrite Eq. (2.53) as:
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Using the definition of the molecular wave function in terms of nuclear,
|χi〉, and electronic, |ψi(R̄)〉, components, we can rewrite the previous equa-
tion as:






(ω f −ωi)ekσ · 〈χ f |µ f i(R̄)|χi〉,
(2.56)
where we have introduced the molecular electronic transition dipole mo-
ment (TDM):





Going back to the expression for the Fermi’s golden rule in Eq. (2.51), we










Eq. (2.58) shows that the transition rate depends on the magnitude and ori-
entation of the TDM between the initial and final electronic states. This is
the essence of the dipole approximation. Going further, we can write the nu-
clear wave function as a product of a rotational, |θri 〉, and a vibrational wave
function, |χvi 〉. In addition, it is often reasonable to treat the electronic TDM
as independent of the nuclear coordinates for small displacement around
the equilibrium geometry of the molecule in the ground state. This is known
as the Franck-Condon approximation, in which the transition rate is propor-
tional to the square of the overlap between the vibrational wave functions















In the classical limit of rotational motion, Eq. (2.59) readily shows that the
probability of absorption of linearly polarised light is proportional to the
cosine squared of the angle between the laser polarisation axis and the TDM
to the excited state resonant with the EM field, e.g. |ekσ · µ f i|2 = cos2 θ.
As the TDM is fixed in the molecular frame, the electric dipole excitation
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also amounts to preferential distribution of the molecular axes in space [57].
The manifestation of this anisotropy in the context of UXS is going to be
discussed in Chapter 5 and Section 3.2.
We now move on to examine more carefully the alignment of the molecule
from the perspective of the rotational wave function. We aim to answer the
questions – which rotational eigenstates have an appreciable chance of lead-
ing to electronic excitation, and what is the angular distribution resulting
from their superposition. The treatment below closely follows Ref. [58] and
Ref. [59]. Assuming linearly polarised light and taking the polarisation vec-
tor of the EM field as the laboratory Ẑ axis, we have that ekσ · µ f i = µZ,
where µZ is the Z-component of the TDM. However, the TDM in Eq. (2.57)
is an intrinsic property of the molecule and is most naturally evaluated in
the molecular frame. The two frames are related by the Euler angles, αβγ.
The connection between the components of the TDM in the two reference









where we use a spherical representation for µx, µy and µz, the components







For simplicity, let us assume that the molecule is a symmetric top. The sym-
metry of the molecule then restricts the allowed transitions to either parallel
(p = 0) or perpendicular (p = ±1). In reference to Eq. (2.59), the probability
amplitude of transitions between a rotational eigenstate on the ground elec-
tronic state, |J0K0M0〉, specified by quantum numbers J0, K0 and M0, and
rotational eigenstate on the excited electronic state, |JKM〉, is given by:
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D J∗M,K(α, β, γ) (2.63)













































In Eq. (2.64), the angular integral over the D-matrices is evaluated as prod-
ucts of two Clebsch–Gordan coefficients as detailed in standard textbooks
on angular momentum [58]. The experiments described in this thesis are
performed in gas phase, at or close to room temperature, and without align-
ment of the molecules in the ground state. Hence, the corresponding ground
state rotational wave packet is an incoherent sum over |J0K0M0〉, where dif-
ferent M0 states are equally populated (isotropic distribution of states):
|θri 〉 = ∑
J0K0 M0
wJ0K0 M0 |J0K0M0〉, (2.65)
where the coefficients wJ0K0 M0 contain a random phase factor that ensures
the sum is incoherent. The combined probability amplitude of excitation to
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To simplify further, we can use the Clebsch-Gordon series:
∑
J















































|D J0K0 M0 |
2, (2.70)
where we have used the fact that all M0 states have equal probability, e.g.
PJ0K0 = |wJ0K0 M0 |2. Going further, we note that ∑M0 |D
J0
K0 M0
|2 = 1, because
the rotational matrices are unitary. Finally, expressing the angular distribu-









cos2 β, parallel transition (p = 0)
sin2 β, perpendicular transition (p = ±1)
.
(2.71)
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The orientation of the TDM uniquely specifies the alignment of the molecu-
lar axes. The lack of phase relation between the different M0 states and their
equal weight effectively reduce the quantum treatment to a result equiv-
alent to the classical limit. Eq. (2.71) does not carry dependence on the
quantum numbers but solely depends on the orientation of the TDM in the
molecular frame. As well as to symmetric tops, the result is also applicable
to linear molecules. Extension of this quantum treatment is also possible
to asymmetric top molecules [59]. It should be pointed out that, the dipole
excitation also creates a “hole” in the ground electronic state probability,
which means that the ground state molecules also exhibit preferential align-
ment after the photoexcitation.
By assuming a single mode of the EM radiation, we have implicitly
ignored the time-dependence of the excitation pulse. In reality, the laser
that initiates the photochemical reaction in pump-probe experiments is al-
ways pulsed and characterised by a finite envelope in time. After the pulse
has passed, the interaction term in the total Hamiltonian vanishes, and the
molecular motion is solely governed by the molecular Hamiltonian, which
is discussed in more detail in the following section. Both the vibrational and
the rotational wave packets of the molecules begin to evolve.
2.7 The Molecular Hamiltonian
The molecular Hamiltonian is a fascinating subject of pivotal importance
to all branches of chemistry. Various levels of approximations applicable
in different regimes have been devised since quantum mechanics first ap-
peared. This section summarises some of the important concepts without at-
tempting to be all-encompassing. A structured discussion on the subject of
the molecular Hamiltonian can be found in many standard textbooks such
as Ref. [60]. For the purposes of this work, a general form of the molecular
Hamiltonian in the laboratory frame of reference is given by:
Ĥmol = T̂n(R̄) + V̂n(R̄) + T̂e(r̄) + V̂e(r̄) + V̂en(R̄, r̄) + Ĥcor(R̄, r̄), (2.72)
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where r̄ = {r1, r2, ...rNe} and R = {R1, R2, ..., RNn} are the coordinates of the
Ne electrons and the Nn nuclei, respectively, and the operators correspond
(from left to right) to the nuclear kinetic energy, nuclear-nuclear repulsion,
electron kinetic energy, electron-electron repulsion, electron-nuclear interac-
tion, and a relativistic correction term. The final term describes a series of ef-
fects divided into spin-dependent and scalar relativistic corrections.3 While
most of those would only have niche applications, the electron SOC be-
comes sizeable for heavy atoms and could also have a non-negligible mani-
festation in the context of photochemical reactions of light molecules where
it is responsible for ISC. Nevertheless, examples of strong SOC are not en-
countered in the following chapters, so the correction term in Eq. (2.72) is
going to be omitted altogether. The remaining terms are often collectively
referred to as the Molecular Coulomb Hamiltonian.
Approaching Eq. (2.72) in the general case poses challenges and to tackle
this many-body problem, sensible approximations are needed. Given the
large difference between the nuclear and electron mass, it is natural to seek
an approach that allows us to treat separately the two sets of coordinates.
The first step would then be to define a clamped-nuclei electronic Hamilto-
nian, Ĥe, that contains all terms from the molecular Hamiltonian except the
nuclear kinetic energy. The Ĥe can be evaluated numerically in an ab initio
electronic structure calculation, where the nuclear positions are held fixed,
hence the name clamped-nuclei Hamiltonian. In other words, the electronic
Hamiltonian has only parametric dependence on the nuclear coordinates.
The corresponding eigenvalue equation is:
Ĥe|ψi(R̄)〉 = Vi(R̄)|ψi(R̄)〉, (2.73)
where |ψi(R̄)〉 is ith electronic eigenstate and Vi(R̄) is the electronic energy,
which both carry the above-mentioned parametric dependence on the nu-
clear coordinates. An overview of the methods used in this thesis to solve
the electronic problem is given in Section 4.2.
3The origin of these correction terms can be traced to the solution of the Dirac-Coulomb
or Dirac-Coulomb-Breit equation by means of various reduction schemes [61].
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As a side note, it should be pointed out that the clamped-nuclei Hamil-
tonian is already an approximation. While it is a well-defined Hamiltonian
on its own right, it is only a convenient way to approach the problem of
separating nuclei and electrons. The correct treatment would first involve a
separation of the centre of mass of the molecule and then choosing a suitable
set of internal coordinates to express the Hamiltonian. The discrepancies be-
tween the full-electronic Hamiltonian and the clamped-nuclei one are dis-
cussed in Ref. [62]. Only a small number of examples of the full treatment
exist in the literature and they are restricted to small molecules [63–65].
Once the eigenstates of the electronic Hamiltonian are known, we write
the total wave function of the molecular Hamiltonian as a Born-Huang ex-






In Eq. (2.74), the nuclear wave packet, |χi(t)〉, fulfils the role of a time-
dependent expansion coefficient. Introducing Eq. (2.74) into the TDSE with























where we have used Eq. (2.73) and the orthogonality of the electronic wave
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The two terms, Ajai(R̄) and Bjai(R̄), are referred to as derivative and scalar
non-adiabatic coupling matrix elements (NACMEs), respectively. Their im-
portance lies in the fact that their off-diagonal terms couple nuclear wave
packets that propagate on different electronic states. In other words, they
are responsible for IC (similarly, they describe ISC in the presence of SOC).
It is instructive to show the behaviour of the derivative NACME. Straight-






Now it can be seen that the coupling depends inversely on the gap between
energy levels. While for well-separated energy surfaces, the term is negli-
gibly small, in regions where the gap narrows the coupling could be sub-
stantial even for heavy nuclei. The ground state is usually separated from
the excited states by a large energy gap at the molecular equilibrium ge-
ometry so it is safe to assume that there is no appreciable coupling in the
case of ground-state chemistry. However, after photoexcitation the molecule
exists in one or more excited states, which could be coupled somewhere
along their PESs. The excess energy provided by the photon absorbed can
be transformed into kinetic energy to explore the PES. When such a cou-
pling region is encountered, a nonradiative population transfer can occur
4The proof of the theorem is simple; it starts from the derivative of 〈ψj|Ĥ|ψi〉.
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between the electronic states. Such regions are the conical intersections and
avoided crossings.
Ignoring the coupling between different states in Eq. (2.77) constitutes
















Note that the diagonal terms Ajaj(R̄) are zero because the derivative opera-
tor is anti-Hermitian. Now we can appreciate that the second and the third
term in Eq. (2.79) collectively play the role of an adiabatic potential for the
nuclear propagation. Further simplification can be achieved if one ignores
the diagonal scalar coupling, which is generally small. This amounts to re-










appears similar to the TDSE, and provides the solution for the nuclear mo-
tion. The potential is solely provided by the solution of the electronic Hamil-
tonian. Eq. (2.80) is the result that Born and Oppenheimer reached in their
original perturbation theory treatment [12]. The equation has solutions of
the form |χj(t)〉|ψj(R̄)〉, e.g. the electron and nuclear motion have been de-
coupled.
The Born-Oppenheimer approximation (BOA) is a fundamental achieve-
ment that has propelled the field of chemistry since it first came to light.
However, the dynamics seen after photoexcitation are inherently non-adiaba-
tic, that is, the different electronic states are coupled somewhere along the
PESs. UXS is one experimental technique that provides the means of ob-
serving this complicated motion, where nuclear and electronic degrees of
freedom are intertwined. Unlike crystallography or ground state scattering,
the molecule now exists as a superposition of electronic states. The next sec-
tion aims to provide the theoretical description of how the excited molecule
interacts with a short probe pulse of X-ray radiation. While the physics is
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not new, special attention is given to the role of electronic states and the time
dependence of the recorded signal.
2.8 X-ray Scattering
In the classical treatment of scattering, molecules and atoms are treated as
a non-reactive time-independent potential in the Schrödinger equation of
the scattered particle. Here, we seek a more detailed solution of the X-ray
scattering problem that fully accounts for the quantum nature of both X-ray
photons and molecules. The final goal is to derive a formula similar to the
famous Kramers-Heisenberg formula but beyond the dipole approximation
(the relevant regime for X-ray scattering), and which accounts for the time-
evolution of the system and the X-ray profile. The treatment of the X-ray
field follows closely Ref. [68] and Ref. [69], while the general methodology
borrows ideas from Ref. [70] and Ref. [71].
The non-resonant scattering of X-rays from matter can be understood
as a momentum transfer process. In the framework of quantum electrody-
namics (QED), this is equivalent to the annihilation of a photon in an initial
state, |k0σ0〉, and the creation of another photon in a state |ksσs〉. Without a
loss of generality, we can assume that the final state of the detected photon
is a single-photon Fock state. We will take care to integrate over all possible
such photons in the calculation of the differential scattering cross-section.
On the other hand, the incoming XFEL field is pulsed and has a well-defined





so that the expansion coefficients have a narrow spread around k0 and are
normalised to unity, ∑k |ck|2 = 1. The states, |kσ0〉, have the same po-
larisation and direction of propagation but different angular frequencies,
ωk = c|k|. In accordance with Eq. (2.17) and Eq. (2.18), the probability am-
plitude, S f Ψ, of a scattering event to a final eigenstate of the material system,
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f , is:







dt′〈 f (t)|Û0(t, t′)Ô(t′)Û0(t′, t0)|Ψ(t0)〉,
(2.82)
where Ψ(t0) is the superposition of molecular eigenstates prepared by the
pump laser, Û0(t, t′) is the time-evolution operator of the molecular system,
and Ô(t′) is the perturbation operator for the material system. The latter is









where Û0,EM(t′, t0) is the time-evolution operator of the EM field. We note
that the first term in Eq. (2.82) is zero if the momentum vector of the scat-
tered photon is significantly different from that of the incoming X-ray beam.
In practice, in the direction of the X-ray beam it describes transmission and
phase contrast and, hence, does not contribute to scattering. In order to deal
with the second term in Eq. (2.82), we examine the behaviour of the terms
present in the interaction Hamiltonian specified by Eq. (2.49). The absorp-
tion term, Â(ri) · p̂i, changes the total number of photons by one so it cannot
be responsible for scattering in first order as the number of photons needs
to be conserved. In second-order TDPT, it gives rise to resonant scattering
but this effect is negligible away from atomic absorption edges in the hard
X-ray regime. That means that only the Â2(ri) term in Eq. (2.49) needs to
be considered. With reference to Eq. (2.45), taking the square of the poten-
tial operators leads to four terms, two of which do not conserve the number
of photons, and should be ignored again. The remaining two terms form a
symmetric sum under exchange of indices, a manifestation of the bosonic
symmetry under particle exchange, so that the interaction Hamiltonian can






























k′σ′ âk′′σ′′ek′σ′ · ek′′σ′′e
ι(k′′−k′)·rα ,
(2.84)
where we have reduced the sum to the electrons only on account of the
much greater mass of nuclei. Substituting in Eq. (2.83), we find the pertur-

























where Pσ′σ′′ = ek′σ′ · ek′′σ′′ is the polarisation factor of the X-rays and Û0,EM is
the propagator for the EM field only. To simplify this expression, we resolve
the matrix elements of the creation and annihilation operators:
〈ksσs|â†k′σ′ âk′′σ′′ |kσ0〉 = δksk′δk′′kδσsσ′δσ′′σ0 , (2.86)
as we again require a non-zero momentum transfer, k′ 6= k′′, in the scatter-














At this stage, we use the fact that the incoming X-ray beam is comprised
of a narrow spread of wave vectors around k0, so that k = k0 + δk and



















where we have also introduced the momentum transfer vector, q = k0− ks.
Chapter 2. Theory 38
To simplify further, we note that ω0 ≫ δωk so that
√
ω0 + δωk ≈
√
ω0. We
also use the classical definition of the electric field:









and a field envelope:




If we further assume that the coherence length of the X-ray pulse is long
compared to the size of the molecule, we can drop the explicit dependence


















We now move on to the evaluation of the differential scattering cross-
section, which gives the probability of scattering into a solid angle dΩ, in
absence of energy resolution on the detector. It is given by the sum of the
probabilities of transition from Ψ to all possible final bound states of the











|S f ψ|2, (2.94)
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where the limits ensure the corresponding integrals capture the full dynam-
ics over the duration of the pulse, and ρ(ωks) =
ω2ks V
(2πc)3 is the density of pho-
ton states within a quantization volume V. Using the resolution of the iden-



















dt′′〈Ψ(t′′)|Ô†(t′′)Û†0 (t, t′′)Û0(t, t′)Ô(t′)|Ψ(t′)〉.
(2.95)
Using the exact form of the time-evolution operator of the molecular system







































As a side note, it should be pointed out that the presence of the Thomson
cross-section should not be a surprise as we work in the framework of non-
relativistic quantum dynamics. At higher X-ray energies, however, relativis-
tic effects become important. Working in this regime naturally gives rise to
the Klein–Nishina formula for the Compton cross-section of a free electron
instead [72]. While it is common to refer to inelastic X-ray scattering from
molecules as Compton scattering, strictly speaking Compton scattering is a
relativistic phenomenon. The formalism presented here fully accounts for
inelastic effects in molecules despite being restricted to a non-relativistic de-
scription.
Clearly, the two integrals over time and the one over the frequency of the
scattered radiation in Eq. (2.96) are entangled via the action of the scattering
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operator on the time-dependent wave functions. The way to solve this issue
is to invoke the so-called Waller-Hartree approximation [73], which states
that ωks ≈ ω0. The justification of this approximation is that any difference
between the frequencies of the incoming and scattered radiation is on the
order of the transitions in the material system, so somewhere on the order
of a few eV. This difference is small on the scale of the absolute energy of
a hard X-ray photon, which is a few keV. A qualitative discussion can be
found in Ref [69]. After making this approximation, we are allowed to do
two things. Firstly, we set ωks /ω0 ≈ 1. Secondly, we can treat the scattering
operators as independent of the wavelength of the scattered photon. Note
that the latter does not mean that we will only consider elastic scattering.
The approximation only implies that the direction of scattering is unaffected
by ωks . The integral over the scattered radiation can then be dealt with
independently. We first note that in a real experiment, the detector would
inevitably operate over a restricted window of frequencies, 2∆ω, which we
will assume to be centred at the frequency of the incident X-rays, ω0. The











For a small value of ∆ω, this integral effectively introduces a window func-
tion that accounts for the number of photons captured in the permissible
range [74]. However, for sufficiently large values of ∆ω the integral reduces














Lastly, replacing t′ by τ as the variable of integration, and noting that the









dτ I(τ − t)〈Ψ(τ)|L̂† L̂|Ψ(τ)〉. (2.100)
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This relatively simple equation is going to be the basis of the discussions
that follow. At that stage, it is prudent to recap the approximations made
so far. It has been assumed that the incoming X-ray beam is polarised and
has a narrow bandwidth around ω0. We have required that the molecule
is small compared to the coherence length of the X-ray pulse. The Waller-
Hartree approximation (ωks ≈ ω0) was used to simplify the integration over
the frequencies of the scattered photons. Finally, we have assumed that the
detector can detect all scattered photons regardless of their frequency. Im-
plicit assumptions are also that the photon energy, while still in the hard
X-ray regime, is not too high so as to avoid relativistic effects, and that the
molecule exists in a superposition of bound states. This equation is an ana-
logue of the description of scattering in the first Born approximation in the
classical theory of scattering.
To understand better the meaning of Eq. (2.100), we can go a step fur-
ther by using the Born-Huang ansatz in Eq. (2.74) for the N electronic states











dτ I(τ − t) 〈χi(τ)|Λij(q, R̄)|χj(τ)〉. (2.101)
The central quantity in Eq. (2.101) is the two-electron scattering matrix
element, Λij(q, R̄). Using the definition of the scattering operator in Eq. (2.93),






From the orthogonality of the electronic states, terms in Eq. (2.102) where
m = n reduce to the Kronecker delta δij. The two-electron scattering matrix
element then becomes:
Λij(q, R̄) = Neδij + Λ′ij(q, R̄), (2.103)
where Λ′ij(q, R̄) represents the pure two-electron part of Eq. (2.102) with
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m 6= n. Invoking the sifting property of the Dirac delta function, the expo-




ιq·(r1−r2)δ(r1 − rm)δ(r2 − rn). (2.104)
Finally, the the integral over the electronic coordinates in Eq. (2.102) implied
by the bra-ket notation becomes




ij (r1, r2, R̄)e
ιq·(r1−r2), (2.105)
where ρ(2)ij (r1, r2, R̄) is the expectation value of the two-electron density op-
erator ρ̂(r1, r2) = (1/2) ∑Nem ∑
Ne
n 6=m δ(r1 − rm)δ(r2 − rn) [75]. The diagonal
elements of two-electron density give the probability, for a given electronic
state, of finding an electron at r1, while another electron is at r2. In connec-
tion to that, scattering should not be viewed as a process that occurs from
the averaged electron density of the molecule. The correct interpretation
is that the incoming beam encounters an instantaneous electron density of
correlated electrons, and then the intensity is averaged over possible quan-
tum states. With reference to Eq. (2.101), the scattering from each electronic
state is weighted by the ro-vibrational wave function of the molecule in that
state.
At that point, we should discuss the role of the diagonal elements with
respect to the electronic states with i = j and off-diagonal (mixed) terms
with i 6= j summarised in Table 2.1. In the former case, ρ(2)ii (r1, r2, R̄), known
as the two-electron density function, can be further divided into two parts
by expanding it as a sum of products over one-electron density functions,
ρ
(1)
i f (r, R̄). This is achieved by introducing the resolution of the identity in
the basis of the electronic states. The resulting equation is:
Ne + 2ρ
(2)








i f (r1, R̄)ρ
(1)
f i (r2, R̄).
(2.106)
The first term on the right-hand side of Eq. (2.106) is responsible for elastic
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scattering, while the contribution from the second term is inelastic. Both
contributions are purely electronic. We note that in absence of energy res-
olution on the detector, these terms cannot be distinguished, i.e. we only
detect the total scattering cross-section. Nevertheless, sometimes we talk
about elastic and inelastic contributions to scattering when interpreting ex-
perimental results. In that case, inelastic scattering refers to the entire sum
in Eq. (2.106), not to individual transitions.
TABLE 2.1: Summary of the electronic X-ray scattering ma-
trix elements that arise from the full quantum mechanical
treatment of a system that exists as a superposition of states,
here labelled as i and j. The state labelled as f is a fi-
nal state that results from the exchange of energy between
the system and the X-ray photon. The following notation
is used for the double Fourier transform F (2)[ρ(r1, r2)] =∫∫
dr1 dr2 ρ(r1, r2)eιq·(r1−r2).
scattering cross-section notation electronic integral
total Λii(q, R̄) Ne + 2F (2)[ρ(2)ii (r1, r2, R̄)]





total inelastic Λiii(q, R̄) ∑ f 6=i F (2)[ρ
(1)
i f (r1, R̄)ρ
(1)
f i (r2, R̄)]
coherent mixed Λij(q, R̄) F (2)[ρ(2)ij (r1, r2, R̄)]
For i 6= j, the quantity ρ(2)ij (r1, r2, R̄) in Eq. (2.105) is known as the two-
electron transition density function. It gives rise to coherent mixed scat-
tering, which appears when there is a coherence between two electronic
states [76–79]. It is worth noting that in many practical situations, including
the experiments described in this thesis, coherent mixed scattering can be
safely ignored. The reason is that it oscillates rapidly because of the inter-
ference between the two electronic states. For energetically well-separated
states, the oscillation period could be below 1 fs, which makes it impossible
to resolve, unless the X-ray pulse is extremely short. In the regions of coni-
cal intersections, the states come closer, so this argument does not hold any
more. However, there the coherence between states could be very short-
lived because of the small spatial overlap of the nuclear wave packets on
the two states. Overall, a careful choice of experimental parameters and a
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Practical Aspects of the Analysis of
UXS Experiments
3.1 Overview
This chapter presents some practical aspects of the theory that concern the
analysis and the interpretation of actual experiments. It should be pointed
out that matters related to the experimental set-up and procedure are not
discussed. The chapter begins by introducing the Legendre decomposi-
tion of the scattering signal, which allows the signal to be separated into
isotropic and anisotropic components. This separation is the key to disen-
tangling the contributions from internal and rotational molecular degrees of
freedom. In UXS experiments, the observed changes as a function of time
are small on the scale of the absolute signal, and are therefore analysed in
terms of the fractional signal change described in Section 3.3. It also plays
an important role in dealing with hard-to-control experimental parameters
such as the excitation fraction, background signal and pressure fluctuations.
To make the first step towards understanding the observed signal it is often
practical to rely on approximate but rapid methodologies. The so-called
Independent Atom Model (IAM) will be introduced and its usability and
limitations discussed. The chapter concludes with some remarks about the
manifestation of photodissociation in the experimental signal, and the pos-
sibility of implementing “direct inversion” schemes for the analysis of ex-
perimental data.
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3.2 Legendre Decomposition
UXS experiments in the gas phase are often performed close to room tem-
perature and without explicit alignment of the molecules. This implies that
prior to the pump laser (i.e. before time zero) the ensemble is fully isotropic
and the molecules are in their ground electronic state. However, if a lin-
early polarised pump laser is used to initiate a photochemical reaction in the
single-photon excitation regime, the probability of excitation is proportional
to the cosine squared of the angle between the laser polarisation axis and the
transition dipole moment (TDM) of the resonant excited electronic state as
detailed in Section 2.6. There is also, of course, an associated sine squared
“hole” in the ground-state probability. In a language consistent with a sta-
tistical semi-classical treatment, the pump laser preferentially excites those
molecules whose TDM aligns with the laser’s polarisation axis, while the
unexcited molecules suffer a depletion at this orientation as a consequence.
The spatial anisotropy of the ensemble causes the scattering signal to be-
come anisotropic as depicted in Figure 3.1.
FIGURE 3.1: Theoretical and experimental X-ray scattering
shortly after photoexcitation of 1,3-cyclohexadiene with a lin-
early polarised laser. The signal shows strong anisotropy as a
result of the preferential excitation of the molecules that have
their transition dipole moment vector aligned with the laser
polarisation axis, which is perpendicular to the X-ray propa-
gation. The signal is expressed as a fractional signal change as
described in Section 3.3. Reproduced from Ref. [80].
Immediately after the excitation, the scattering signal would only exhibit
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(A) Molecular frame
(B) Laboratory frame
FIGURE 3.2: Angles describing the scattering process. Sub-
figure 3.2a shows the scattering vector, q = (q, θ, φ), and
the interelectron distance vector, r1 − r2 = (r, θr, φr), in the
molecular frame. Subfigure 3.2b shows the scattering vector,
q = (q, θq, φq), and the detector polar and azimuthal angles,
θd and φd, in the laboratory frame of reference. It is assumed
that that the polarisation vector of the pump laser, which de-
fines the laboratory frame Ẑ-axis, is perpendicular to the X-ray
propagation. Reproduced from Ref. [84]. The transformation
between the two frames is specified by the three Euler angles,
(α, β, γ). Here, in describing the Euler angles we adopt the
convention by Zare [58].
a weak anisotropy on account of the small geometrical difference between
the ground and excited state species. Usually, the electron redistribution
in the excited state is a weak effect and not easily observed in scattering.
However, as the photochemical reaction unfolds, the difference between the
ground and excited state structures may become significant, and a strong
anisotropy would be observed in the scattering signal. As rotational mo-
tion is generally slower than internal dynamics, the anisotropy could per-
sist for picoseconds before rotational dephasing renders the scattering sig-
nal isotropic again. At later times, however, rotational revivals may bring
back the anisotropy [81–83].
Obviously, the competition between rotational and internal degrees of
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freedom seen in the scattering signal is undesirable. While valuable infor-
mation is contained in both, it is preferable if the two effects can be sepa-
rated out. The solution is to decompose the detected signal into Legendre
amplitudes [85–88]. To see why this is possible and how it works, we try
to bring out the angular dependencies of the differential scattering cross-
section in Eq. (2.101). The derivations in this section were first presented in
the Supplementary Information of Ref. [84]. Unlike the previous work on
the subject, the theoretical framework is quite general – it goes beyond the
IAM and does not make assumptions about the symmetry of the molecule.
We start by noting that the delta function term in Eq. (2.105) is a constant
that adds isotropically to the cross-section. However, the pure two-electron
part,




ij (r1, r2, R̄)e
ιq·(r1−r2), (3.1)
needs special attention. Its angular dependence can be investigated by ex-












l (θr, φr). (3.2)
Here, θ and φ are the polar and azimuthal angles of the momentum transfer
vector, respectively, and r, θr, and φr are the radial, polar, and azimuthal
coordinates of the distance vector r1 − r2 (See Figure 3.2). The jl(qr) are
spherical Bessel functions. The coordinates are given in the molecular frame
as this will help us deal with integrals over the electronic coordinates later.
However, we are ultimately interested in the observed scattering signal at
the detector, which is fixed in the laboratory frame, so we need to express
the scattering vector in the same frame. Without loss of generality, let us take
the laser polarisation axis as the lab frame Ẑ-axis. The polar and azimuthal
angles of the scattering vector in the molecular frame, θ and φ, are related
to their counterparts in lab frame, θq and φq, via the Euler angles (α, β, γ).
The connection is established by the rotation of the Spherical Harmonics
theorem:






l (θq, φq), (3.3)
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Introducing Eq. (3.4) back into Eq. (3.1) leads to:





















Eq. (3.5) can then be introduced into the matrix element 〈χi(τ)|Λ′ij(q, R̄)|χj(τ)〉
that appears in Eq. (2.101) for the differential scattering cross-section. In
doing so, the nuclear wave packet |χi(τ)〉 can been split into a product of
rotational, |θri (τ)〉, and vibrational, |χvi (τ)〉, wave packets:

















ij (r1, r2, R̄)jl(qr)Y
m∗
l (θr, φr)|χvj 〉.
(3.6)
Note their time-dependence is omitted in order to simplify the notation,
and will be reintroduced later. We notice that the rotational wave packets
must be invariant with respect to rotation around the laser polarisation axis,
which also defines the laboratory frame Ẑ. That means that integral over
the Euler angles would vanish for Wigner D-matrices that do not have the
same symmetry. The only permissible terms are those with m = m′ = 0, i.e.
Dl0,0(α, β, γ) = Pl(cos β). The corresponding spherical harmonics in Eq. (3.6)
are
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where Pl(cos x) are the Legendre polynomials. With that, Eq. (3.6) becomes:




Pl(cos θq) 2(2l + 1)ι





ij (r1, r2, R̄)jl(qr)Pl(cos θr)|χvj 〉.
(3.9)
Inserting Eq. (3.9) into Eq. (2.101) and reinstating the time dependence of
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ij (r1, r2, R̄)jl(qr)Pl(cos θr)|χvj (τ)〉 ] ,
(3.10)







Pl(cos θq)Sl(q, t), (3.11)














ij (r1, r2, R̄)jl(qr)Pl(cos θr)|χvj (τ)〉 ] .
(3.12)
Eq. (3.11) means that the scattering signal can always be decomposed in
a basis of Legendre polynomials. Note that this is so far quite general and
does not assume anything about the pump pulse except linear polarisation.
As pointed out previously, mixed coherence terms are negligibly small for
sufficiently long X-ray pulses, so we can omit them from the expression.
Furthermore, assuming a single-photon excitation implies an initial cosine
squared distribution of molecules in space. With reference to the matrix
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element 〈θri (t)|Pl(cos β)|θri (t)〉, the only allowed values of l are then 0 and 2.
Note that this also applies to the ground state “hole”.
The zeroth-order term, S0(q, t), is referred to as the isotropic scattering





dτ I(τ − t)








ii (r1, r2, R̄)j0(qr)|χvi (τ)〉 ] .
(3.13)
Most importantly, we note that the rotational wave packets in the isotropic
scattering in Eq. (3.13) have been integrated to unity. The equation is ex-
pressed only in internal coordinates. This is extremely advantageous for
the analysis of experiments as the internal degrees of freedom have been
isolated from the rotational motion, which now affects the isotropic signal
only indirectly via the weak rotational-vibrational coupling.














ii (r1, r2, R̄)j2(qr)P2(cos θr)|χvi (τ)〉.
(3.14)
Remarkably, the internal dynamics encoded in this term are exactly equiva-
lent to that in the isotropic signal. That is, isotropic and anisotropic scatter-
ing provide two different routes to the same information, however, in the
latter case internal motion is mingled with the rotational dynamics as seen
from the presence of the rotational wave packets in Eq. (3.14).
What are the practical considerations that stem from the Legendre de-
composition? Firstly, the polar angle of the scattering vector, θq, that ap-
pears in Eq. (3.11) is related to the detector polar and azimuthal angles, θd
and φd, for a given experimental set-up. More specifically, for a fixed angle
between the polarisation vector of the pump pulse and the wave vector of
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the x-ray beam, δ, the following geometric relation holds:
cos θq = sin (θd/2) cos δ− cos (θd/2) cos φd sin δ. (3.15)
The experiments discussed in this thesis are performed with the laser po-
larisation axis perpendicular to the direction of X-ray propagation, in which
case Eq. (3.15) reduces to cos θq = − cos θd2 cos φd. On the other extreme,
where the laser polarisation is parallel to the X-ray propagation, Eq. (3.15)
becomes cos θq = sin (θd/2). Notably, this implies that the scattering signal
does not show variation with the azimuthal detector angle, φd, i.e. it appears
isotropic at the detector. Regardless of the value of δ, the Legendre ampli-
tudes, S0(q) and S2(q), can be extracted from the θd and φd dependence of
the differential scattering cross-section observed on the detector. This can
easily be done using a linear fitting procedure, where the isotropic scatter-
ing is given by the y-intercept and the anisotropic S2(q) component is given
by the slope [88, 89]. Similar fitting procedures are possible for higher de-
gree of alignment, i.e. where terms with l > 2 participate in the Legendre
expansion.
Another important point is that the isotropic scattering in Eq. (3.13) is
exactly equivalent to the scattering from a fully isotropic ensemble [88–
90]. This can be shown by making the rotational wave packets in Eq. (3.12)
isotropic, which means that the only non-vanishing integral over the Euler
angles is the one with l = 0, that is 〈θri (t)|Pl(cos β)|θrj (t)〉 = δl0. The zeroth-
order spherical Bessel function j0(qr) that appears in Eq. (3.13) is also found
in the Debye formula for rotationally averaged scattering in the context of
the IAM, which is discussed in Section 3.4.
As a concluding remark, it should be stressed that isotropic-anisotropic
Legendre decomposition should be performed with respect to the polar an-
gle of the scattering vector, θq, not with the azimuthal detector angle, φd. Let
us take for example the case of a parallel pump-probe set-up with δ = 0, for
which the experimental signal appears fully isotropic on the detector. Per-
formed correctly, the decomposition yields isotropic and anisotropic com-
ponents. The isotropic component is always fully equivalent to the scatter-
ing from a fully isotropic rotational wave packet, while the anisotropic part
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accounts for the deviation from that situation. Incorrectly performing the
Legendre decomposition with respect to φd would yield only a zeroth-order
term that does not correspond to an isotropic ensemble of molecules.
3.3 Fractional Signal Change
In practice, the Legendre decomposition presented in Section 3.2 is the final
step in the processing of experimental data. There are a number of impor-
tant procedural steps that come before that, which are beyond the scope of
this thesis [91]. Among those are various filters for abnormal X-ray shots
and masks for bad detector pixels. Corrections have to be made to account
for the flat detector area and the effective pixel size. Shots taken at similar
time-points are binned to improve signal-to-noise ratio. The X-ray intensity
at non-seeded XFELs also fluctuates significantly during the course of the
experiment, which needs to be accounted for when the data is processed.
However, certain parameters such as background signal, instrument func-
tion, X-ray polarisation and gas pressure fluctuations can be dealt with in an
elegant fashion by using the fractional signal change, ∆S(q, t), (also called
fractional difference signal, or percentage intensity change if expressed as a
percentage) instead of the absolute intensity:
∆S(q, t) =
Ion(q, t)− Ioff (q, t0)
Ioff (q, t0)
, (3.16)
where Ion(q, t) is the observed signal at time delay t (pump pulse on), and
Ioff (q, t0) is the signal without the pump pulse (pump pulse off). Obviously,
Ion(q, t) and Ioff (q, t0) correspond to solutions of Eq. (2.101) as detected in
the experiment. In terms of the fraction of excited molecules, γ, the signal
after the excitation is simply:
Ion(q, t) = γIexc(q, t) + (1− γ)IX(q, t), (3.17)
where Iexc(q, t) and IX(q, t) are the components of the signal from the ex-
cited and the unexcited populations at time t, respectively. The signal prior
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to the pump is then:
Ioff (q, t0) = IX(q, t0) = S
X
0 (q, t0), (3.18)
where the last equality follows from the fact that, as discussed before, the
scattering is fully isotropic before the pump laser breaks the symmetry. The
result in Eq. (3.17) can also be written in terms of isotropic and anisotropic
Legendre amplitudes as:
Ion(q, t) =γSexc0 (q, t) + (1− γ)SX0 (q, t0)
+ P2(cos θq)
[




where we have assumed that no internal dynamics occurs for the unexcited
molecules so that we can set SX0 (q, t) = S
X
0 (q, t0). Introducing Eq. (3.18) and
Eq. (3.19) into Eq. (3.16) results in:
∆S(q, t) = ∆S0(q, t) + P2(cos θq)∆S2(q, t)
= γ
Sexc0 (q, t)− SX0 (q, t0)
SX0 (q, t0)
+ P2(cos θq)




Note that excitation fraction appears in the isotropic part of the fractional
signal change, S0(q, t), as a multiplicative scaling factor, which can often be
treated as a fitting parameter in the analysis of experimental data.
In addition to all practical considerations outlined above, one of the
greatest advantages of the fractional signal change is that it shows time-
dependent changes on a relative scale. Note that as q → 0 the scattering
signal grows fast and is proportional to the number of electrons squared,
N2e , while at larger values of q the signal asymptotically approaches Ne [40].
Without the relative scaling, low q values become quite prominent. Simi-
larly, looking at absolute intensity is of little use as the changes brought up
by the excitation are usually small, on the order of a few percent. The frac-
tion signal change is the natural way to represent the data, so that it reveals
the encoded dynamics in an optimal manner.
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3.4 Independent Atom Model
While the expressions derived in Section 3.2 feature the two-electron density
of the molecule, it is often impossible or impractical to compute the scatter-
ing directly from this quantity. First, it requires knowledge of the electronic
wave function of the molecule in all participating states, which is possible
to obtain with a reasonable degree of accuracy from the ab initio calculation
only for small molecules. Second, even the use of optimised algorithms for
the computation of the scattering cross-section, such as the one presented in
Chapter 4, may be unfeasible for more than a few representative structures;
covering all possible conformations in the course of the dynamics might be
computationally prohibitive. A common and well-established approach in-
troduced by Debye is to approximate the two-electron density by a sum of
atomic form factors [92]. This approximation is known as the Independent
Atom Model (IAM). The corresponding form factors are tabulated quanti-
ties that can be found in The International Table of Crystallography [93].
FIGURE 3.3: The electron density of ground state H2 calcu-
lated in two different levels of approximation. (a) shows the ab
initio density for CAS(2,7)-SCF/aug-cc-pVTZ, while (b) shows
the density that corresponds to the Independent Atom Model
(IAM). The isosurfaces are shown with a 87% cut off. Repro-
duced from Ref. [47].
To show the basis of the approximation, we first split the two-electron
density into elastic and inelastic terms. We then approximate the diagonal
one-electron density, ρ(1)ii (r1, R̄), as a sum of spherical atomic densities (see
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Figure 3.3), fA(r1), centred on the nuclei, A:
ρ
(1)
ii (r1, R̄) = ∑
A
δ (r1 − RA)⊛ fA(r1), (3.21)
where ⊛ denotes convolution. Using the Fourier convolution theorem the






























where RAB = RA−RB is the interatomic vector. Many of the tabulated form
factors, f̃A(q), have been first obtained computationally from the Hartree-
Fock wave functions [94–96]. In addition, inelastic Compton corrections,
f̃ cA (q), are added to the sum in Eq. (3.22) to account for the effect of inelastic
scattering. Note that this is necessary because, unlike X-ray crystallography,
elastic and inelastic scattering in gas phase are both incoherent and should
be treated on an equal footing. The inelastic form factors are completely
structureless and isotropic, which means that they are exactly the same for
all isomers of a molecule at all times. That implies that these only enter the
fractional signal change in Eq. (3.20) via the denominator because of their
cancellation in the numerator.
Identically to the derivations in Eq. (3.1)–Eq. (3.12), one can use a plane-
wave expansion of the exponent, exp (iq · RAB), in the molecular frame, and
then refer that to the laboratory frame via the Euler angles. The differential
scattering section again becomes an infinite series of Legendre polynomials,
Pl(cos θq), as expressed in Eq. (3.11), where the expansion coefficients (also
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dτ I(τ − t) [ ∑
A











f̃A(q) f̃B(q)〈χvi (τ)|jl(qRAB)Pl(cos θAB)|χvj (τ)〉 ] ,
(3.23)
where RAB and θAB are the radial and angular components of the internu-
clear distance, RAB. The zeroth and second order terms, whose significance
































f̃A(q) f̃B(q)〈χvi (τ)|j2(qRAB)P2(cos θAB)|χvi (τ)〉,
(3.25)
where we have again disregarded coherent mixed scattering. Eq. (3.24) can
be seen to arise from the Debye scattering formula. The latter is obtained
from Eq. (3.22) in the case of isotropic ensemble. Taking the spherical aver-
age over the internuclear distances, RAB, or equivalently in the molecular
frame around q, gives:
ΛeDebye(q, R̄) = ∑
A








since 〈eiq·RAB〉 = sin qRAB/(qRAB).
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The IAM approximation is extensively used in crystallography and pow-
der diffraction, and gives satisfactory results when the absolute intensity is
needed. However, it has certain limitations. Firstly, it does not account
for the true electron density distribution of the molecule. The density is as-
sumed to be isotropically associated with the nuclei and, consequently, elec-
tron delocalisation effects are not considered. Valence electrons participat-
ing in molecular bonding are not properly accounted for. Secondly, electron
density redistribution in the excited states is not captured. Finally, electron
correlation effects, implicitly present in the total scattering cross-section via
the two-electron correlated density, are not captured. All these effects are
subtle and quite small on the scale of the absolute intensity. However, ge-
ometrical changes in photochemical processes might also be small, so more
accurate treatment may sometimes be needed. On the other hand, electron
delocalisation and correlation are interesting aspects of photochemistry in
their own right, and the IAM model falls short from being the right tool
for their investigation. Chapter 4 provides an example of a computational
framework that is more suitable for these purposes.
3.5 Observing Dissociation
In many photochemical processes, the absorbed energy of the photon is
enough to overcome dissociation barriers. Dissociation reactions are com-
monly studied and provide useful information for the bonding in molecules.
In UXS, bond breaking leaves a very strong and characteristic signature that
we will discuss here briefly.
For simplicity, we will work in the framework of the IAM for isotropic
scattering. It is prudent to state the behaviour of elastic and inelastic form
factors as the magnitude of the momentum transfer vector, q, changes. Firstly,
the inelastic corrections always go to zero at q = 0, while, for an atom A,
they go to the number of electrons, NA, as q increases. The elastic scattering
form factor on the other hand goes to N2A at q = 0 and tends to zero at large
q [40]. For a collection of n identical atoms, or coarse-grained particles, de-
scribed by a form factor, f̃A(q), the scattering signal is given by Eq. (3.26)
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in the general case. However, at q = 0 the interference term equals unity,
sin (qRAB)/(qRAB) = 1, so that:
Λe(0, R̄) = ∑
A













In other words, the scattered intensity in the direction of the incoming beam
is proportional to the square of the electrons in the beam path. However, the
dilute gas phase is characterised by large intermolecular distances. Hence,
as the scattering vector moves away from zero, the observed intensity rapid-
ly becomes proportional to the number of atoms in the beam path instead:
Λe(q, R̄) = ∑
A
f̃ 2A (q) = n f̃
2(q), (3.28)
because sin (qRAB)/(qRAB) → 0 as RAB → ∞. Essentially, within all exper-
imentally observed scattering angles, the signal obeys Eq. (3.28), i.e. it is an
incoherent sum of the species in the beam path. As a molecule dissociates,
the two fragments effectively become separate species and the interference
between them is lost. For a diatomic AB, as RAB → ∞, the interference term
goes to zero, sin (qRAB)/(qRAB)→ 0, so that:
Λe(q, RA, RB) = f̃ 2A (q) + f̃
2
B (q). (3.29)
This means that at small but nonzero values of the momentum transfer vec-
tor, the scattering signal becomes proportional to N2A + N
2
B, while for the
undissociated molecule it is proportional to (NA + NB)2. The intensity has
been reduced by 2NANB for each dissociated molecule. This characteristic
drop is a clear sign of dissociation in the experiments, and can even be used
to infer reaction rates, as demonstrated in Chapter 7.
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3.6 Direct Inversion Schemes
A question of paramount importance is how to extract the information for
the photochemical dynamics in real space from the total scattering signal.
We will again focus on the isotropic scattering component, for which we












where P(r) is the radial distribution function of interelectron distances av-
eraged over electronic states and nuclear motion during the course of the
X-ray pulse:











dτ I(τ − t) 〈χvi (τ)|2ρ
(2)
ii (r, R̄)|χvi (τ)〉.
(3.31)
In Eq. (3.31), θr and φr are the polar and azimuthal angles of the interelectron
vector, r = r1 − r2. P(r, t) is a real physical observable and gives the prob-
ability of finding one electron at a distance r from another electron given
the spread of nuclear configurations encoded in the nuclear wave packet,
|χvi (τ)〉. For a short X-ray pulse and a localised wave packet, the radial
distribution function characterises the electron distribution in what is clas-
sically perceived as the molecular structure. Mathematically, it can be ex-














qr sin qr. (3.32)
Eq. (3.32) is quite a powerful statement. It means that the total X-ray scatter-
ing in gas phase provides direct access to the correlated instantaneous elec-
tron density of the molecule. In addition to providing the means for tracking
structure evolution from the perspective of the electrons, it allows electron
correlation effects to be studied experimentally [41, 42, 97, 98]. Unfortu-
nately, there are two aspects that severely limit the applications of Eq. (3.32).
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The first one is more fundamental and relates to the simple fact that P(r)
is a one-dimensional function. While some information about the three-
dimensional structure of the two-electron density is retained, the rotational
average in Eq. (3.31) certainly makes its extraction non-trivial. The full di-
mensionality of the problem has been projected onto a single radial compo-
nent. This should be considered equivalent to the phase problem in X-ray
crystallography. Methods for extraction via iterative procedures have been
suggested in the literature, but have been shown not to be unique unless
some meaningful constraints have been adopted [99, 100].
The second limitation is more technical. Current XFEL experiments suf-
fer from a limited q-range. The accessible scattering vector rarely goes above
4-5Å−1 . Given the uncertainty relationship between the scattering range
and the spatial resolution, σqσr ≈ π, the ability to extract well-resolved ra-
dial distributions functions from experiments is rather limited. Certain large
charge movements could be observed via P(r, t), but small changes in bond
lengths or angles cannot be resolved.
Given those limitations, it is often practical to rely on some sort of syn-
ergistic approach between theoretical or computational modelling and data
fitting to explain the experimental findings. Such methods are presented in
Chapters 6 and 7. Theory can provide suitable constrains on molecular mo-
tion and structural freedom that can overcome the issue of real-space resolu-
tion described above. Essential to success is the existence of computational
tools that can reliably simulate the scattering signal, so that data fitting can
be performed in the scattering space, eliminating the problematic inversion





Obtaining accurate energies and the associated electronic structure in atoms
and molecules by solving the TISE in Eq. (2.4) for the clamped-nuclei Hamil-
tonian is the central objective of quantum chemistry. Since an exact solution
is not possible, the world of ab initio chemistry is bursting with approxima-
tions. The first part of this chapter briefly describes some of the common
techniques encountered later in the thesis. Calculating the electronic struc-
ture of the molecule is only the first step in simulating the scattering cross-
section. Here, a method for calculating generalised (elastic, inelastic, total
and coherent mixed) isotropic cross-sections starting from the wave func-
tion of the molecule is presented. It is both fast and free from approxima-
tions beyond those made in obtaining the electron density of the molecule.
4.2 Electronic Structure Calculations
This section briefly covers the foundations of electronic structure methods.
A more comprehensive discussion can be found in many standard textbooks
such as Ref. [101] and Ref. [102]. In ab initio chemistry, the total electronic
wave function is made up of single-electron wave functions, φ(r), called or-
bitals. These give the probability of finding an electron in a given region
of space. Obviously, the form of the molecular Hamiltonian (Eq. (2.72)) im-
plies that the electronic TISE is a many-body problem, where the motion of
the individual electrons is correlated by the action of the electron-electron
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repulsion term. Furthermore, electrons are fermions, which means that the
total wave function must obey the Pauli principle:
ψ(r1, . . . , ri, . . . , rj, . . . , rn) = −ψ(r1, . . . , rj, . . . , ri, . . . , rn), (4.1)
that is, the wave function must be antisymmetric with respect to particle
interchange. This is related to the notion of electron spin. The natural rep-
resentation of the total wave function that fulfils the fermion asymmetry is
the Slater determinant:















ϕ1 (r1) ϕ2 (r1) . . . ϕn (r1)
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Here, ϕ(r) are spin orbitals – products of a spatial orbital and a spin wave
function (spin-up or spin-down). From the properties of determinants, in-
terchanging two electrons (rows) reverses its sign. If two orbitals (columns)
are the same, the determinant vanishes in accordance with the fact that two
electrons cannot share the same quantum state.
4.2.1 Hartree-Fock Self-Consistent Field
Obtaining approximate solutions for the spin orbitals in atoms and molecules
is the key goal of electronic structure calculations. While there are many
possible approaches with varying degrees of accuracy and complexity, the
work presented in this thesis features only a small number of them. Con-
ceptually, the simplest is the Hartree-Fock (HF) method, in which the exact
wave function is represented by a single Slater determinant. In essence, the
HF approximation takes the many-body problem defined in the electronic
Hamiltonian and breaks it down into a set of coupled one-electron equa-
tions, whose eigenfunctions are the spin orbitals. The coupling, that orig-
inates from the electron-electron repulsion term, is treated in an average,
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mean-field, manner. The solutions of these equations are obtained itera-
tively by the application of the variational principle, which states that the
exact energy is never going to be larger than the expectation value of the
Hamiltonian for a given trial wave function, |ψtrial〉:
〈ψtrial|Ĥ|ψtrial〉
〈ψtrial|ψtrial〉
= Etrial ≥ Eexact. (4.3)
The procedure can be summarised as follows. A trial set of spin-orbitals is
generated, and used to construct a mean-field potential energy of an elec-
tron in the presence of the other Ne − 1 electrons. The HF equations are
solved to provide a revised set of spin-orbitals. These are used to refine the
mean-field potential, and so on, until convergence to a self-consistent so-
lution within a given tolerance. The spin-orbitals obtained in this way are
orthogonal and associated with eigenvalues that give the individual single-
orbital energies. The HF Slater determinant for the ground state is formed
by populating the lowest Ne spin-orbitals with the electrons of the system.
The rest of the orbitals are deemed virtual and are not populated.
In practice, the variational procedure that is the heart of the HF method
is performed by expanding the spin orbitals in a finite set of spatial basis
functions. Introducing the expansion into the HF equations leads to a matrix
eigenvalue problem – the so called Roothan-Hall equations. Finding the
spin orbitals is then reduced to optimising the expansion coefficients within
the given basis set. The finite size of the basis set effectively puts a limit to
the number of spin orbitals that can be formed.
4.2.2 Gaussian-Type Orbitals
One of the most popular methods for expanding the spin orbitals is to use
Gaussian type functions. Their advantage is that a product of two Gaus-
sians is another Gaussian centred between them. That greatly simplifies the
analytical evaluation of two-electron integrals that involve multiple centres.
Their main disadvantage is that Gaussians are generally a poor approxima-
tion for the spatial extent, shape and asymptotic behaviour of one-electron
wave functions. As a consequence, a larger number of basis functions needs
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to be used for an adequate accuracy in the calculation compared to e.g.
Slater-type orbital basis. Within a Gaussian basis set of Nbf basis function,


















where Aµ is the centre of the µth Gaussian, and M
(a)
µ denotes the expansion
coefficient for that orbital. The sum of lµ, mµ and nµ specifies the orbital
angular momentum. In order to minimise the large number of independent
expansion coefficients optimised in the variational procedure, it is common
to use contracted Gaussian functions, which more closely resemble atomic
orbitals. A contracted Gaussian is a linear combination of un-contracted
Gaussians, known as primitives. The contraction coefficients are held con-
stant and not optimised. Each primitive Gaussian can participate in a num-
ber of contractions. In reference to Eq. (4.4), the expansion coefficient M(a)µ
should then be understood as a product of the molecular and the contrac-
tion coefficients, or a sum thereof if the primitive participates in more than
one contraction.
There is a number of families of Gaussian basis sets available to use in
electronic structure packages. Out of those, three are used in this work –
STO-NG, Pople and Dunning basis sets. The STO-NG is a family of mini-
mal basis sets. Each atomic orbital is represented by one contracted Gaus-
sian made up of N primitives, which are combined in such a way that they
resemble Slater type orbitals (STO). Minimal basis sets are inexpensive to
use but rarely do they provide accurate results. In order to improve the ac-
curacy, two (contracted) functions can be used for each atomic orbital. Such
basis sets are termed double-zeta. Similarly, triple-zeta basis sets describe
each atomic orbital by three contracted Gaussians, quadruple-zeta – by four,
and so on. A compromise between accuracy and computational demands is
achieved by using split-valence basis sets such as those proposed by Pople
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and colleagues. For example, for a Pople double-zeta basis set (denoted as
X-YZG) only the valence atomic orbitals are represented by two contracted
Gaussians – one with Y primitives, and another with Z. The core atomic
orbitals are represented by a single contracted Gaussian, which comprises
X primitives. This can be generalised to triple-zeta, quadruple-zeta, and so
on. To enhance performance, diffuse functions (indicated by + before the
letter G) and polarisation functions (indicated by * after the letter G) are
often used to supplement the basis set to better account for electron delocal-
isation and asymmetric electron distributions, respectively. Usually these
are applied only to heavy atoms but, if required, they can be applied to hy-
drogen atoms as well, which is denoted by a double plus (++) and double
asterisk (**). Lastly, the Dunning basis sets are commonly utilised in post-
HF calculations. They are designed to converge smoothly and more rapidly
in such cases. They are abbreviated as cc-pvNZ, where “cc” stands for cor-
relation consistent, “p” stands for polarisation functions, and NZ states for
double-zeta, triple-zeta, etc. If present, the prefix “aug-” denotes that the
basis set has been augmented with diffuse functions.
4.2.3 Multiconfigurational and Multireference Methods
The drawback of HF calculations is that they use a single determinant, which
fails to describe electron correlation beyond the mean-field. More specifi-
cally, the probability of finding one electron at r1 while another one with
the same spin is at r2 is not conditional; it is given by the product of the
independent probabilities. The Slater determinant only accounts for the so-
called exchange correlation, which nulls the probability of finding electrons
with parallel spin in the same point in space. In practice, the difference be-
tween the exact energy and the HF energy is termed the correlation energy,
and accounts for the fact that the motion of one electron is influenced by
the others. The goal of a plethora of post-HF methods is to account for this
missing correlation.
For an infinite basis set, all possible Slater determinants form a complete
space, so that any arbitrary function of the electronic coordinates can be ex-
panded as a linear combination of determinants. That includes the exact
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electronic ground state or any excited state. In practice, basis sets have a fi-
nite size, which means that the determinants do not form a complete basis.
Nevertheless, expansion of the electronic wave function as a linear combi-
nation of the available determinants is exact within the given subspace. The
procedure is called full configuration interaction (CI), and in terms of the
HF determinant, ψ0(r̄), it can be written as:









αβ(r̄) . . . , (4.5)
where ψaα(r̄) denotes excitation from orbital α to a in the HF determinant,
ψabαβ(r̄) denotes double excitation from α and β to a and b, and so on. The
c are expansion coefficients. As one might expect, full CI quickly becomes
impractical given the total number of determinants in the expansion (Ne-
combinations from a set of 2M spin orbitals). Truncated CI methods are
developed to alleviate the scaling problem, where only certain excitations
are considered, e.g. only singly-excited determinants (CIS) or singly- and
doubly-excited (CISD).
Finally, it should be pointed out that it is often possible or convenient
to work with configuration state functions (CSFs) instead of Slater determi-
nants. CSFs are symmetry-adapted linear combinations of Slater determi-
nants that are eigenstates of the total spin operator.
In the case of CI, the molecular expansion coefficients in Eq. (4.4) are
only calculated at the HF level, and kept fixed in the CI procedure, which
only varies the expansion coefficients in Eq. (4.5). There will be no gain in
accuracy if the orbitals are optimised, since obtaining the correct CI coeffi-
cients (in the limit of full CI) gives the exact solution. However, for trun-
cated CI the situation changes. By allowing simultaneous optimisation of
both sets of coefficients, one can significantly reduce the number of de-
terminants (or CSFs) and still obtain an adequate solution for the ground
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and the excited state wave functions. This approach is termed multicon-
figuration self-consistent field (MCSCF). Amongst the possible ways to se-
lect determinants for a MCSCF calculation, the complete active-space self-
consistent field method (CASSCF) stands out as crucially important for ex-
cited states. In CASSCF, a subset of electrons are deemed active, and all de-
terminants (CSFs) that arise from distributing those electrons into a subset
of orbitals are considered. These orbitals, some occupied and some virtual
in the ground-state HF Slater determinant, are said to belong to the active
space. The selection of the orbitals is a form of art; a skilled computational
chemist derives inspiration from their knowledge of the reaction or process
at hand. Multiple electronic states can be computed simultaneously using
a state-average procedure (SA-CASSCF), so that the states share the same
orbitals and only differ in their CI expansion.
The limitation of CASSCF is that it does not fully account for electron
correlation. The expansion with multiple determinants takes care of static
correlation, e.g. the part of the correlation that originates from configura-
tions nearly degenerate to the HF determinant. The remaining correlation
is dynamic. It relates to the correlated motion of the electrons. Two popu-
lar methods that improve upon CASSCF to include dynamic correlation are
multireference configuration interaction (MRCI) and second order complete
active space perturbation theory (CASPT2). Unlike CASSCF, where the HF
determinant is the sole reference function to generate excited determinants,
these methods are multireference in nature. Multiple CSFs, usually from a
preceding CASSCF calculation, are used as a starting point.
In MRCI, excited CSFs are generated from those reference configurations
(for example, singly-excited or singly- and doubly-excited). These are then
used in a CI calculation. Once the reference CASSCF has been performed,
the MRCI calculation is relatively straightforward, despite being computa-
tionally demanding. As it includes highly excited determinants, MRCI often
captures a lot of the remaining dynamic correlation. Thus, it is commonly
the highest-level theory affordable in many practical situations. Somewhat
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less demanding, CASPT2 is a multireference perturbative approach, origi-
nally designed for a single wave function [103, 104]. It has later been gen-
eralised to handle multiple states (MS-CASPT2), thus becoming suitable for
regions of conical intersections, where simultaneous treatment of the states
is necessary [105].
4.3 Molecular Quantum Dynamics
In Chapter 2, it was shown that solving the TDSE for a molecule after pho-
toexcitation requires the simultaneous description of nuclear and electronic
degrees of freedom. The dynamics are non-adiabatic, i.e. they evolve on
a number of electronic surfaces that are coupled via NACMEs. Solving
Eq. (2.76), which governs the nuclear wave packet propagation, is not trivial
in the general case, and a number of methods exist to tackle it depending
on the demands of the problem. For a system which has a small number
of degrees of freedom (for example, diatomics, triatomics or some sort of
reduced-dimensionality model), it is possible to numerically propagate the
nuclear wave packet on a grid after pre-computing the required PESs and
the coupling between them. That quickly becomes impossible for larger
molecules where full-dimensionality is required. Algorithms such as Mul-
ticonfigurational Time-dependent Hatree (MCTDH) can considerably ex-
tend the number of degrees of freedom that can be handled by using a
time-dependent set of one-dimensional basis functions [106, 107]. Still, pre-
computing PESs for more than a few dimensions is not practical. The issue
can be eliminated by using on-the-fly algorithms, which compute the PES
and the coupling as the nuclear dynamics evolve. This way, only relevant
regions of the PES are sampled. The computational efficiency of this ap-
proach comes at a price. How to represent a nuclear wave function given
that we know the PESs only locally? Strategies generally differ in how much
and by what means the quantum nature of the nuclear motion is retained.
Methods such G-MCTDH [108], vMCG [109], AIMS [110] and MCE [111] ap-
proximate the nuclear wave packet by a set of travelling Gaussians follow-
ing classical trajectories. A certain degree of quantum character is retained
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via the generation, spread and interaction between the Gaussian functions.
Unlike those methods, surface hopping offers a simple semi-classical al-
ternative [112]. Here, the quantum nature of the propagation is approx-
imated statistically. A large collection of non-interconnected trajectories is
propagated via Newton’s equation of motion, where the forces on the atoms
are generated from on-the-fly ab initio calculations of the local PES. Nuclei re-
main fully classical and localised. Furthermore, the trajectories are allowed
to exist only in a single electronic state at a time. The transitions between the
states are realised by “hops” – a jump between two states close in energy,
whose probability of occurring is governed by the strength of the NACMEs.
In Chapter 6, a popular surface-hopping algorithm called SHARC is used to
generate a large collection of molecular geometries that encompass the pos-
sible conformational space in the excited states of NMM. In that particular
example, the simulated dynamics in terms of nuclear motion and electronic
states are completely disregarded; surface-hopping is simply used as a tool
to get a sensible pool of geometries.
4.4 Ab Initio Isotropic X-ray Scattering
In Chapter 3, the IAM was presented. The IAM isotropic scattering cross-
section was brought forward by Debye in 1915, and has remained the stan-
dard approach ever since. It is applicable to powder, liquid, amorphous,
and gas samples, where there is no preferred orientation imposed on the
scattering species (c.f. crystallography). As discussed previously, in gas-
phase UXS experiments, the scattering signal is rarely isotropic on account
of the cosine square distribution of excited molecules prepared by the pump
laser. However, it has been demonstrated in Section 3.2 that the isotropic
component can always be extracted and that it is equivalent, in the limit
of the IAM, to the Debye scattering cross-section. Given the historic suc-
cess of Debye’s approach, it might seem at first that the development of
new computational tools for UXS is superfluous. However, as explained
in Chapter 3, IAM suffers from limitations that are often incompatible with
the goals of UXS. These include: not being able to describe valence electrons,
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not being able to differentiate between electronic states, and not being able
to capture electron correlation correctly. These are all important features of
photochemistry. Furthermore, even if those aspects are not considered to be
important on their own right, their systematic neglect may lead to erroneous
conclusions when looking into photochemical structural dynamics.
Methodologies to simulate isotropic X-ray scattering from first principles
have existed even prior to the arrival of UXS. Their goal was the accurate
prediction of scattering from ground state molecules in thermal equilibrium
in gas phase. It was first shown by Wang and Smith that a direct analytical
formula can be obtained if the electronic wave function is expanded in a
Gaussian basis [113]. Later, different modifications of this technique aiming
to reduce computational time have been suggested [114–116]. The isotropic
scattering cross-section can also be obtained by numerical rotational averag-
ing over the Euler angles, either in the laboratory or the molecular frame [50,
52, 117]. Recently, a grid-density method has also been proposed [53].
The algorithm given in this section is an extension of the method devised
by Crittenden and Bernard [116]. It was first presented in Ref. [84]. In sim-
ple words, it leads to a representation of the scattering as a sum of spherical
Bessel functions, where the expansion coefficients are related by a recursive
relationship. As compared to previous methods, this leads to higher com-
putational efficiency and the ability to deal with an arbitrary high angular
momentum. The algorithm is designed in the most general way possible,
thus being applicable to all matrix elements found in Table 2.1 – total, elas-
tic, inelastic and coherent mixed.
The starting point for our discussion is again the electronic matrix ele-
ment in Eq. (2.105). We have already shown that the isotropic scattering is
equivalent to taking the rotational average of this quantity. Instead of per-
forming the averaging in the laboratory frame by rotating the molecule, we
will perform it in the molecular frame by rotating the scattering vector, q.
That leads to the following equations:
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and









where Eq. (4.6) gives the total scattering for electronic state i and Eq. (4.7)
gives the coherent mixed scattering between states i and j 6= i. Similarly,
























where λii denotes the elastic scattering matrix element in state i, and λij the
individual inelastic scattering matrix element between states i and j 6= i.
The total inelastic contribution to scattering is given by the sum of all ele-
ments λij, or equivalently, by the difference between Eq. (4.6) and Eq. (4.8).
We are going to evaluate these elements by expanding the corresponding
one- and two-electron density functions using Gaussian basis functions.
This is performed with the nuclear positions clamped, so we will drop the
dependence of these quantities on the nuclear coordinates. If there are NMO






















where, for i = j, the expansion coefficients Dijab and d
ij
abcd are elements of the
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one- and two-electron reduced density matrices (1- and 2-RDM), respec-
tively. For i 6= j, they are referred to as one- and two-electron reduced tran-
sition density matrix elements. Inserting Eq. (4.10) and Eq. (4.11) in Eq. (4.6)-
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cd, inelastic (i 6= j)
d
ij
abcd. coherent mixed (i 6= j).
(4.13)
Inserting Eq. (4.4), which defines the molecular orbitals in terms of Gaus-







































It can be seen from the form of Eq. (4.14) that any analytical method for
evaluating isotropic scattering from first principles would face the challenge
of how to efficiently compute an integral that scales with fourth power of the
number of basis functions, N4bf. Here, similarly to calculating two-electron
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integrals in electronic structure packages, the choice of a Gaussian basis set
provides great advantages. First, we use the McMurchie-Davidson expan-
sion, which allows us to rewrite the product of two Gaussian basis functions
of arbitrary angular momentum as a sum of derivatives of an s-type func-
tion [118]:




































The McMurchie-Davidson expansion coefficients, E
lµlν
L (xµ, xν, γµ, γν), im-
plicitly depend on the Cartesian components of the centres of the Gaussian
functions xµ and xν and the exponents γµ and γν. Eq. (4.17) uses the follow-
ing definitions that originate from the Gaussian product theorem:




P = (γµ A + γνB)/γP.
The existence of a recursive formula between the McMurchie-Davidson ex-
pansion coefficients makes their evaluation particularly efficient, and is the
reason why they are routinely used in ab initio calculations. Inserting Πµν(r)
into the expression for Jµν(q) in Eq. (4.15), and taking the derivative outside
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Furthermore, the Fourier integral of a zero angular momentum Gaussian is











where the Fourier shift property has been used to account for the centre of
the basis function. Assembling the two-electron integral Jµν(q)J∗ξζ(q), which
















































FL2 M2N2L1 M1N1 (q, P, Q),
(4.21)
where



























Relabelling H = P − Q, as well as L = L1 + L2, M = M1 + M2, and
N = N1 + N2, Eq. (4.22) can be written as,












As a side note, for a perfectly aligned molecule in space there is no need to
perform the rotational averaging, so that Eq. (4.23) is given by:













Chapter 4. Computational Methods 76
Despite being complex-valued, Eq. (4.24) is relatively easy to compute as
the coordinates of the centres of the Gaussians only enter via the exponen-
tial. Conveniently, in the isotropic scattering case the only term in Eq. (4.23)
affected by the integration over angular components of the scattering vec-
tor is exp[ιq · H]. The utility of the McMurchie-Davidson derivatives now
becomes clear. For computational convenience and numerical stability, the
evaluation of Eq. (4.23) is divided into two cases. When H < ǫcut, where ǫcut
is a small cut-off value, the exponential in Eq. (4.24) is approximately unity
so that:
〈














which follows directly from Eq. (4.24) and where,
BLMN =
〈




is a numerical constant. In the case where H ≥ ǫcut, performing the rota-
tional average results in:
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In order to go further, we first notice that sin qH/qH is the zeroth order
spherical Bessel function j0(qH). Performing the derivatives with respect to
the Cartesian components of the centre H, gives rise to higher order spheri-
cal Bessel functions, jβ(qH), so that:
〈


























where β = ⌈(L + M + N − p− s− t)/2⌉+ p + s + t and ⌈. . . ⌉ denotes the
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ceiling function, which gives the least integer greater than or equal to its





niscent of the well-known Hermite polynomials and obey similar recursive







1, L = 0, p = 0
0, L = 1, p = 0
−Hx, L = 1, p = 1 .
−a0L−2(L− 1), L > 1, p = 0
−ap−1L−1Hx − a
p
L−2(L− 1) L > 1, p > 0
(4.29)
There are a number of technical points that need to be addressed now.
First, the choice of a sensible cut-off value ǫcut has a twofold significance.
It speeds up the calculation because, for H < ǫcut, the values of the in-
tegral
〈
FL2 M2N2L1 M1N1 (q, H)
〉
θqφq
are independent of the centres of the Gaussian
basis functions. This means that they can be precomputed for all allowed
values of the angular momentum and easily accessed in the calculation
when needed. Also, the cut-off guarantees numerical stability of the al-
gorithm with respect to prohibitively large values of the (q/H)β factor in





well as those for the spherical Bessel functions are a major factor for the com-
putational efficiency of the algorithm. The algorithm also takes advantage














and Jµν(q) = Jνµ(q).
Further gains can be achieved by considering the contraction scheme
of the basis set used. As usual, primitive Gaussians that appear in multi-
ple contractions need to be considered only once. In doing so, the weight
Z
ij
µνξζ needs to be modified to reflect the total contribution of the primitive
to any molecular orbital. In addition, many basis sets feature functions that
share the same exponents. If they are centred on the same atom, they can
be treated together as they result in integrals
〈




most of their terms. Finally, the number of two-electron integrals can be
truncated by implementing a user-controlled cut-off value for the size of
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z
ij
abcd. This amounts to effective reduction of the number of electrons that
are Fourier-transformed to momentum space. However, as it is often the
case, there could be a large number of integrals with close to negligible con-
tributions. Allowing for a net loss of 0.1% of the electron density can often
result in speeding up the calculation by a factor of two with almost no effect
on the calculated scattering intensity.
4.4.1 Benchmarking and Scaling
In this subsection, the performance of the algorithm is compared to a pre-
viously existing method, and its computational scaling is explored. All cal-
culations are performed on the ammonia molecule, NH3, using the MOL-
PRO electronic structure software package [119, 120]. The geometry used
was optimised at the CASSCF(10,8)/aug-cc-pVTZ level of theory, where the
numbers in the brackets mean that there are 10 active electrons distributed
amongst 8 active orbitals. The focus is on total and elastic scattering, i.e. the
diagonal two-electron and one-electron properties with respect to electronic
states, respectively. We note that the scaling of the algorithm for coherent
mixed scattering is identical to total scattering; inelastic scattering is identi-
cal to elastic scattering.
Three levels of theory were used in this study – HF, CASSCF(10,6) and
CASSCF(10,8). The basis sets included were Pople’s and Dunning’s correla-
tion-consistent basis sets with double-zeta, double-zeta plus diffuse func-
tions, and triple-zeta plus diffuse functions, as well as the STO-3G minimal
basis set. The total and elastic fractional signal change was calculated with






The advantage of using the fraction signal change was discussed in Sec-
tion 3.3. In order to produce a simple quantity that can be used to com-
pare different calculations, the integral of the absolute values in the range
Chapter 4. Computational Methods 79
(A) NH3 total scattering (B) NH3 elastic scattering
FIGURE 4.1: Convergence of the total and elastic X-ray scat-
tering signals of NH3. The calculations are performed with
with HF, CASSCF(10,6) and CASSCF(10,8) using various basis
sets. The height of the bars gives the integral of the percentage
intensity change with respect to CASSCF(10,8)/aug-cc-pVTZ
total and elastic scattering for the range 0 ≤ q ≤ 11.34 Å−1.









where %∆S(q) is the fractional signal change in percent, i.e. %∆S(q) =
∆S(q) × 100%. It is worth noting that the behaviour of the absolute total
and elastic scattering signals in the limit of large q is different. The former
asymptotically tends to the number of electrons in the molecule, while the
latter tends to zero. The resulting difference in the value in the denominator
in Eq. (4.30) gives rise to a smaller integral in Eq. (4.31) for the case of total
scattering. The results for all levels of theory and basis sets are summarised
in Fig. 4.1 as well as Table 4.1.
As one might expect, the STO-3G performs quite poorly for calculating
scattering, coming close to the IAM (E = 17.2 Å−1 and E = 32.8 Å−1 for
total and elastic scattering). The two remaining families of basis functions
show similar performance at any given level of theory. Interestingly, the
Pople basis sets outperform slightly the Dunning ones at the HF level and
the smaller active space CASSCF calculation. It can be speculated that the
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former provides better description of the electron density in cases where
the static electron correlation is not captured adequately. That is supported
by the fact that the most significant change in Fig. 4.1 is seen when tran-
sitioning from the smaller CASSCF(10,6) to the larger CASSCF(10,8) active
space. When comparing the two types of scattering, it is expected that the
total scattering is greatly affected by electron correlation, as it is largely a
two-electron property. However, slightly surprisingly, elastic scattering also
shows a big jump when increasing the active space. This hints that the elec-
tron density relaxation associated with static correlation plays a vital role
here. However, the effect of the dynamic correlation on the total scattering
calculations should not be underestimated. This calls for more advanced ab
initio methods, which for technical reasons are not used here.
When it comes to computational time and resources, the algorithm ex-
hibits N4bf scaling that originates from the permutation over all unique sets
of four basis functions. The data presented in Fig. 4.2 and Table 4.1 con-
firms that. For example, the difference between the smallest and the largest
basis set used is as large as three orders of magnitude. It is clear that a care-
ful selection of the basis set is needed if high efficiency is required as this
is the rate-determining factor in the calculation. The difference in compu-
tational time between elastic and total scattering stems from the nature of
the two-electron “charge” density Zijµνξζ . For total scattering, this is strictly
a two-electron property that reflects the correlation between the electrons,
and it has to be evaluated for each unique quadruplet of basis functions on
the fly. Storing and accessing them is impractical. As the number of orbitals
with partial occupancy increases, the cost of computing Zijµνξζ also increases.
In the case of elastic scattering, Zijµνξζ can be separated into two independent
one-electron charge densities. There are N2bf of those, which can be precom-
puted at a lower computational cost and saved for an efficient use in the
calculation. Thus, the calculation of elastic scattering is largely unaffected
by the change in the number of occupied orbitals implied by the increase
of the level of theory or size of the active space. However, the overhead
cost of total scattering is often quite affordable and it might seem reason-
able, even when high efficiency is required, to compute directly the total
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FIGURE 4.2: Computational scaling, expressed as a logarithm
of the CPU time in milliseconds, of the algorithm for the ab
initio calculation of isotropic elastic and total X-ray scattering
signals. The calculations are performed for NH3 using differ-
ent ab initio methods and basis sets. The solid part of the bars
gives the elastic scattering, while the shaded area at the top
represents the extra time required to compute the total scatter-
ing with the same level of theory and basis set.
scattering cross-section, instead of relying on the more common approach
of calculating total scattering as a sum of elastic scattering and tabulated
inelastic corrections [36, 121, 122].
The results here are presented for a single molecule, so it is not possi-
ble to assess the scaling with the size of the molecule. However, it should
be pointed out that for small molecules, as described above, combining the
evaluation of integrals with identical exponents and origins brings about
an improved efficiency. In practice, as the molecule gets larger, the num-
ber of the basis function’s centres (atoms) also increases, which means that
the calculation becomes dominated by terms that cannot benefit from this
approach.
The algorithm developed in this chapter was compared against the re-
sults published by Hoffmeyer et al. [117]. Despite the difference in the
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(A) (B)
FIGURE 4.3: Comparison between the method presented in
this chapter and the results published by Hoffmeyer et al., who
used an MR-SDCI wave function ([5s3p2d/3s2p]) that was
numerically integrated on a grid [117]. Total, elastic and in-
elastic ground-state X-ray scattering for NH3 are shown. The
scattering curves are calculated with CASSCF(10,8)/aug-cc-
pVTZ. Subfigure 4.3a shows the total intensity, while subfig-
ure 4.3b shows the difference between our results and those
by Hoffmeyer et al.
methodology, the two approaches seem to agree reasonably well as indi-
cated by Fig. 4.3, which shows the total, elastic and inelastic scattering in-
tensities. Note that here inelastic scattering refers to the total sum of inelastic
contributions, which simply equals the difference between the total scatter-
ing and elastic scattering. The following differences in the methods should
be emphasised. Hoffmeyer et al. use a numerical integration, while the for-
malism presented here is entirely analytical. Their work relies on a double-
zeta basis set with polarisation and diffuse functions, [5s3p2d/3s2p], where-
as we employ a larger aug-cc-pVTZ basis set. On the other hand, our best
calculation is based on the reference CASSCF(10,8) level of theory, while
they report a MR-SDCI (Multi-Reference Single and Double Configuration
Interaction) calculation. Unlike CASSCF, MR-SDCI accounts better for dy-
namic correlation. This has a smaller effect on elastic scattering as seen in
Fig. 4.3. However, the total, and hence the inelastic, scattering is more af-
fected by dynamic correlation, which explains the observed discrepancies
Chapter 4. Computational Methods 83
between the two methods. Overall, total scattering is expected to be sensi-
tive to electron correlation – something that should be taken into consider-
ation when choosing computational methods to compute this quantity.
TABLE 4.1: The convergence, expressed as the integral,
E, of the percentage intensity change with respect to
CASSCF(10,8)/aug-cc-pVTZ for the range 0 ≤ q ≤ 11.34 Å−1,
and the computational CPU time, t, required for the calcula-
tion of the isotropic elastic and total X-ray scattering signal in
NH3. Different ab initio methods and basis sets are considered.
CASSCF(10,8) CASSCF(10,6) HF
elastic scattering
Basis set t/s E/Å−1 t/s E/Å−1 t/s E/Å−1
aug-cc-pVTZ 351.4 0.0 335.4 6.8 332.5 8.1
6-311++G** 15.7 1.0 16.7 6.4 15.1 7.5
aug-cc-pVDZ 3.9 4.4 3.7 10.1 3.6 11.1
6-31++G** 11.5 4.8 11.4 10.0 10.7 14.6
cc-pVDZ 7.1 7.8 6.7 13.6 6.5 10.9
6-31G** 4.1 6.1 4.1 11.7 3.9 12.6
STO-3G 0.3 42.7 0.3 44.3 0.3 44.7
total scattering
Basis set t/s E/Å−1 t/s E/Å−1 t/s E/Å−1
aug-cc-pVTZ 983.0 0.0 605.5 2.3 521.8 2.6
6-311++G** 79.6 0.5 28.3 2.1 27.3 2.4
aug-cc-pVDZ 13.0 1.4 7.3 2.8 6.1 3.1
6-31++G** 57.0 1.7 20.2 2.7 19.3 3.0
cc-pVDZ 24.5 3.2 11.6 4.8 10.7 5.0
6-31G** 12.9 2.4 7.4 4.0 6.6 4.3
STO-3G 1.2 16.0 0.6 16.3 0.5 16.4
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Chapter 5
Determining the Orientation of
Transition Dipole Moments Using
UXS
5.1 Introduction
This chapter presents work which is reproduced with permission from Hai-
wang Yong, Nikola Zotev, Brian Stankus, Jennifer M. Ruddock, Darren
Bellshaw, Sébastien Boutet, Thomas J. Lane, Mengning Liang, Sergio Car-
bajo, Joseph S. Robinson, Wenpeng Du, Nathan Goff, Yu Chang, Jason E.
Koglin, Max D. J. Waters, Theis I. Sølling, Michael P. Minitti, Adam Kirran-
der and Peter M. Weber. “Determining Orientations of Optical Transition
Dipole Moments using Ultrafast X-Ray Scattering”. The Journal of Physical
Chemistry Letters 9, 6556 (2018). Copyright 2019 American Chemical Society.
The theoretical framework presented in Section 2.6 shows that, when an
optical laser is resonant with the energy gap between two electronic states,
it induces a population transfer between them. The probability of excita-
tion is related to the square of the TDM between the two states. Eq. (2.59)
further shows that when a linearly polarised laser is used, the excited state
population exhibits a cosine squared distribution with respect to the angle
between the polarisation axis of the laser and the relevant TDM. The lat-
ter is taken to be the internal frame ẑ-axis. This means that we will now
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work in the so-called dipole-fixed frame.1 The coherent excited state rota-
tional wave packet is time dependent and ultimately dephases. However,
before doing so the distribution of molecules is anisotropic. As it has been
demonstrated in Section 3.2, this spatial anisotropy gives raise to anisotropy
in the scattering signal. The scattering anisotropy amplitude, which is de-
fined by Eq. (3.14), can be thought of as arising from the competition be-
tween structural rearrangements in the molecule and its rotation in the lab-
oratory frame. At any time, the distribution of orientations and internal
motion are intertwined. However, for times shortly after the excitation, ro-
tational dephasing has not yet occurred and the distribution of molecules
can be taken to be approximately a cosine squared. This corresponds to
a |θexc|2 = 3γ cos2 β/(8π2) TDM distribution for the excited state, which
leaves a |θgs|2 = (1− 3γ cos2 β)/(8π2) “hole” in the ground state, where γ
is the excitation fraction and β is the angle between the TDM and the laser
polarisation axis. With reference to Eq. (3.25), the matrix elements over the
Euler angles then reduce to:
〈θrexc|P2(cos β)|θrexc〉 = 0.4γ, (5.1)
and
〈θrgs|P2(cos β)|θrgs〉 = −0.4γ, (5.2)
so that the instantaneous anisotropic amplitude becomes




f̃A(q) f̃B(q) ( 〈χvexc|j2(qRAB)P2(cos θAB)|χvexc〉
− 〈χvgs|j2(qRAB)P2(cos θAB)|χvgs〉 ) .
(5.3)
Note that here θAB denotes the angle between the bond vector RAB and the
TDM in the molecular frame.
The work presented in this chapter deals with the case where the ini-
tially excited state is not known. One way to probe the character of this
state is to determine the orientation of the TDM in the molecular frame.
1As the dipole-fixed frame of reference differs from the molecule frame except for par-
allel transitions, the angular momentum and hence the rotational motion is not properly
described in that frame.
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Taking a rough guess at the geometry of the excited state, and combining
with the known structure of the ground state, the only parameter that re-
mains unknown in Eq. (5.3) is the distribution of angles between the TDM
and the bond vectors. Thus, given that high quality experimental scattering
signal is available, and the anisotropy amplitude, S2(q), can be extracted
from it, the direction of the TDM in the molecular frame can be obtained
by a straightforward fitting procedure. It should be pointed out that the
procedure is not particularly sensitive to the actual geometries used as long
as they are not unphysical. In contrast, a π/2 rotation of the TDM in the
molecular frame can completely reverse the sign of the anisotropic ampli-
tude. In simple words, two orthogonal orientations of the molecule in the
beam path, would have completely different observed scattering anisotropy.
Thus, UXS provides an effective means to determine the directionality of the
TDM, effectively supplementing the dynamics encoded in the time-resolved
signal.
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ABSTRACT: Identification of the initially prepared, optically active state remains a
challenging problem in many studies of ultrafast photoinduced processes. We show that the
initially excited electronic state can be determined using the anisotropic component of
ultrafast time-resolved X-ray scattering signals. The concept is demonstrated using the time-
dependent X-ray scattering of N-methyl morpholine in the gas phase upon excitation by a 200
nm linearly polarized optical pulse. Analysis of the angular dependence of the scattering signal
near time zero renders the orientation of the transition dipole moment in the molecular frame
and identifies the initially excited state as the 3pz Rydberg state, thus bypassing the need for
further experimental studies to determine the starting point of the photoinduced dynamics
and clarifying inconsistent computational results.
I identification of the initially excited electronic state inultrafast time-resolved experiments is of paramount
importance for analysis of the observed dynamics. Inaccurate
assignment can lead to falsely attributed structural changes and
to pathways that may not be accessible in the given
experiments. Yet accurate assignments remain challenging,
especially of the transient electronically excited states that
constitute the critical initial step of any photochemical or
photophysical process. We demonstrate here a method to
assign the excited state via the orientation of the optical
transition dipole moment (TDM) in the course of time-
resolved, anisotropic X-ray scattering measurements.
Traditionally, TDMs are determined spectroscopically.1
Experimental techniques such as 1D and 2D IR spectroscopy,2
fluorescence spectroscopy,3,4 and photoelectron spectrosco-
py5,6 can be used for long-lived states. In addition, related
properties such as oscillator strength and excitation energies
are often obtained from electronic structure calculations and
serve as supporting evidence for pinpointing the initially
excited states. However, these strategies do not always provide
unambiguous results. On the one hand, the experimental
spectra may exhibit broadening that results from either
instrumental parameters or the natural line width of the
underlying transitions. If the molecular system features an
ultrashort-lived state with a lifetime short compared to the
rotational period, a molecular frame TDM can be determined
from the photofragment angular distributions.7−12 However,
determination of the TDM orientation in other cases remains
intractable, while excitation energies, TDMs, and oscillator
strengths derived from computations can be associated with
large uncertainties,13,14 not the least in molecules where the
initially excited state has Rydberg character and thus highly
diffuse orbitals.15,16 Identification of the initially excited state is
therefore a challenging problem.
In this Letter, we illustrate how the aforementioned
complications can largely be bypassed in gas-phase ultrafast
time-resolved X-ray scattering experiments, which have
become possible with the recent development of powerful X-
ray Free-Electron Lasers (XFELs). Within a few years of the
first X-rays emerging from the Linac Coherent Light Source
(LCLS),17 ultrafast gas-phase X-ray scattering experiments
have become a reality, yielding scattering data with high
temporal and angular resolution.18−20 It is now feasible to
obtain high-quality two-dimensional scattering signals that
reveal alignment and anisotropy in the sample.21 Thus, in
addition to the isotropic signal that reveals the structural
dynamics, one can also explore the richness of information
hidden in the anisotropy of the time-resolved X-ray scattering
patterns. The potential importance of the anisotropic
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components of X-ray and electron scattering in gas-phase
ensembles and the accompanying rotational dynamics is
underscored by the fact that they have been studied
theoretically for many years.22−28 Experimental studies of
rotational and structural dynamics of gas-phase molecules have
also been performed by Yang et al. using time-resolved ultrafast
electron diffraction.29−33 In the present study, we show that for
short-lived states in polyatomic molecules, for which TDM
orientations are difficult to obtain, the anisotropic scattering
signal reveals the identity of the initially prepared state. We
investigate the optical excitation of an asymmetric top
molecule, N-methyl morpholine (NMM) shown in Figure 1,
using a 200 nm pump laser pulse in the gas phase and show
that the anisotropy near time zero can be used as a quick and
reliable tool to determine the initially accessed state.
The time-resolved molecular dynamics of NMM has
previously been explored using Rydberg fingerprint spectros-
copy.34,35 Zhang et al. found that optical excitation at 208 nm
prepares the molecule in a 3p state, which then decays via
internal conversion on a time scale of about 100 fs to the
lower-lying 3s Rydberg state.35 In the spectrum, they noticed
that the 3p peak right after time zero splits into two
components, one intense peak with higher binding energy
(BE) and one weaker peak at lower BE. On the basis of the
relative order of binding energies calculated from self-
interaction corrected density functional theory (DFT-SIC),
the high BE and the low BE peaks were assigned to the 3pz and
3px states, respectively. However, this identification of the
initially excited state is only as reliable as the supporting
computational results. To examine this last point, we show in
Table 1 the computational results for the 3p Rydberg states of
NMM at three different levels of theory. While the benchmark
multireference configuration interaction (MRCI) and com-
plete active space self-consistent field (CASSCF) methods
indicate that the most probable excitation is to the 3pz state,
time-dependent density functional theory (TDDFT) suggests
that it is a 3py state. It is also worth noting that MRCI and
CASSCF calculations suggest that vertical excitation energies
are ordered as 3pz < 3px < 3py, but for TDDFT, the order is
3px < 3py < 3pz (see details in the SI). Because of the
inconsistencies in the computational results for challenging
cases such as Rydberg-excited molecules, an unambiguous
determination of short-lived optically excited states provides a
valuable experimental benchmark.
In the time-resolved X-ray scattering experiments, a thermal
ensemble of room-temperature gas-phase NMM molecules is
excited with a 200 nm pump laser and probed using 9.5 keV X-
ray photons generated by the LCLS. The scattering signal is
detected on a 2.3 megapixel Cornell-SLAC pixel array detector
(CSPAD),36 and the position of the detected X-rays is
converted into polar coordinates on the detector, expressed
in terms of the amplitude of the scattering vector q and the
azimuthal angle ϕ. The optical laser and the X-rays propagate
collinearly, and their linear polarizations are perpendicular to
each other. The time-evolving patterns are expressed as the
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where Ion(ϕ,q,t) represents the scattering pattern at a given
pump−probe delay time t and Ioff(ϕ,q) is the scattering pattern
from the ground-state, unexcited molecules, with ϕ the
azimuthal angle on the detector and q the momentum transfer.
Using the percent difference of the scattering signal helps to
cancel poorly defined experimental parameters such as
background signals and gas pressure fluctuations. More
importantly, the anisotropy due to polarization of the X-rays
also cancels out in eq 1,37 leaving only the anisotropy
introduced by the optical pump pulse. The percent difference
signal scales with the excitation probability, which is inten-
tionally kept small as to reduce the probability of competing
multiphoton excitation processes. Details about the experi-
ments are described in the Supporting Information.
The time-dependent scattering images shown in Figure 2
display a strong anisotropy near time zero, which decays at
later times. The isotropic, radial dependence of the percent
difference signal encodes the NMM dynamics as the molecule
evolves from the ground-state structure to the Rydberg state
geometry after the optical excitation. The variation of the
scattering signal with the azimuthal angle, i.e., the anisotropy,
originates from preferential excitation of molecules whose
TDM vector aligns with the polarization of the optical pulse in
the laboratory frame. For single-photon excitation, the
anisotropy takes a cos2(θ) functional form with respect to
the laser polarization axis, where θ is defined as the angle
between the molecular TDM vector and the laser polarization
vector and ranges from 0 to π.38 It follows that the intrinsic
orientation of the TDM in the molecular frame determines the
orientation of the excited-state population of molecules in the
laboratory frame, which is captured in the scattering signal near
time zero. Because the alignment of excited molecules is
determined by the relationship between the TDM vector of the
Figure 1. Structure and molecular axes of NMM in the ground state.
Table 1. Oscillator Strengths with TDM Directions, Shown as (x,y,z) Unit Vectors, From the Ground State to Each of the
Three 3p States in NMM, Calculated at Different Levels of Theorya
excited state CAM-B3LYP/6-311++G(d,p) SA5-CASSCF(2,5)/6-311+G(d) MRCI(2,5)/6-311+G(d)
3px 0.0041 (1, 0, 0) 0.0704 (1, 0, 0) 0.0322 (1, 0, 0)
3py 0.1159 (0, 0.57, −0.82) 0.0496 (0, 0.84, 0.55) 0.0340 (0, 0.85, 0.52)
3pz 0.0318 (0, 0.15, 0.99) 0.1321 (0, 0.18, −0.98) 0.1138 (0, 0.18, −0.98)
aMolecular axes are defined by the three principal rotational axes of NMM (Figure 1).
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initially accessed state and the laser polarization vector, the
ultrashort lifetime of the initially excited states, or any
subsequent internal dynamics, will not destroy the cos2(θ)
distribution imparted on the ensemble with the excitation. For
symmetric and asymmetric tops and linear molecules, different
orientations of the TDM vectors in the molecular frame
produce markedly different scattering signals regardless of their
relative magnitude. Because their orientation is often con-
strained by the point group of the molecule, straightforward
scattering pattern symmetry arguments, possibly assisted by
structures derived from inexpensive calculations, can be used
to unambiguously determine the initially excited state.
It is worth pointing out that ultrafast X-ray scattering
experiments ultimately measure geometry changes. Although
the maximum molecular alignment occurs at time zero, the
maximum strength of the anisotropy is observed only when the
geometry has evolved significantly. In other words, even
though the excited molecules are preferentially aligned with the
laser polarization axis, without a significant geometry change,
the populations of the ground and the excited states are
indistinguishable by X-ray scattering. It is worth noting that
detection of the instantaneous rearrangement of the electrons
after photon absorption, which is a much weaker effect,
remains elusive. As the geometry evolves, the rotational
wavepackets formed on the excited and the ground states
disperse, resulting in loss of alignment. These two effects, i.e.,
rotational and internal motion, compete, which results in the
anisotropic scattering having maximum magnitude at 150 fs in
the case of NMM. In general, because rotational motion is
much slower than the molecular frame structural dynamics, the
anisotropy should be detectable in a majority of molecular
systems. In NMM, as is evident from the data, rotational
dephasing fully destroys the cos2(θ) alignment in approx-
imately 700 fs, while near-equilibrium geometry for the
Rydberg state is reached in less than 250 fs. Subsequent
vibrational motion and subtle geometry transformations shift
the peak positions in the q-dependent signal without affecting
significantly the overall shape and orientation of the observed
anisotropy. This makes the anisotropy near time zero a simple
but powerful tool for determining the initially excited state
prior to any detailed analysis of the underlying dynamics.
The quadrant symmetry of the observed signal is explained
by the orientational freedom around the polarization axis.
Close inspection of the anisotropy in the images in Figure 2
reveals that the angular dependence peaks near q = 1.3 and 3.4
Å−1. The amplitude of the negative peak at q = 1.3 Å−1 is at a
maximum in the vertical direction, while the negative signal
near q = 3.4 Å−1 is stronger in the horizontal direction. The
Figure 2. Experimental percent difference scattering patterns at three
pump−probe delay times (0, 150, and 700 fs). The vertical axis is
defined by the orientation of the polarization axis of the pump laser.
The circles in the panels indicate values of the amplitude of the
scattering momentum transfer vector of q = 1.3, 2.4, 3.4, and 4.4 Å−1.
Figure 3. Simulated percent difference scattering pattern produced
using the rotationally averaged independent atom model (IAM)39
showing the isotropic result once the alignment disappears (100%
excitation is assumed). The excited-state molecular geometry used
corresponds to the optimized geometry of the molecular ion, which is
also used in modeling the Ion signal in Figure 4.
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positive feature at q = 2.4 Å−1 does not show a strong
anisotropy, besides a slight stretch along the vertical axis.
For the purpose of calculating reference scattering
intensities, the optimized geometry of the ion-state NMM
from UMP2/aug-cc-pVDZ is used to approximate the Rydberg
state structure. While not strictly accurate, the resulting error
in the isotropic signal has only a small effect on the anisotropic
component of the signal. The isotropic difference signal is
calculated as shown in Figure 3, which agrees favorably with
the experimental pattern following rotational dephasing (at
approximately t > 700 fs). In order to identify the initially
excited state, we create a cos2(θ) distribution of excited
molecules in an ensemble for the three possible cases of
alignment, corresponding to the polarization axis being aligned
with the TDM axis of the 3px, 3py, or 3pz state. The calculated
percent difference scattering patterns are presented in Figure 4.
It is apparent that the simulated pattern of only the 3pz
excitation shows the same symmetry as the experiment (see
Figure 4. Simulated percent difference scattering patterns for NMM molecules (left column), excited to the 3px, 3py, and 3pz electronic Rydberg
states, with the orientation of the TDM relative the molecule shown in the right column. A cos2(θ) distribution with respect to the laser
polarization axis is assumed for the excited state, and orientations due to rotation about the laser polarization axis are averaged out. In the right
column, the orientation of the TDM in the molecular frame is indicated using a purple arrow, as calculated from MRCI(2,5)/6-311+G(d).
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Figure 2, 0 and 150 fs panel). However, because the
assumption of an instantaneous geometry change is made in
the simulations of the results in Figure 4 and because the
percent difference signals can be detected only when there is a
difference in structures between the unexcited and excited
molecules, the angular distribution seen in the anisotropic
scattering pattern can never be measured exactly as shown in
Figure 4 (note the discrepancy in the angular distributions near
q = 2.4 Å−1 for 3pz as compared to Figure 2). The
experimental measurement, Figure 2, shows the pattern on
the path from the anisotropic signal approximated as a cos2(θ)
distribution to the isotropic signal when the alignment is
completely lost to rotational motion.
In order to quantify the difference between the three states
of interest, the amplitudes of their anisotropic scattering
components, which reflect the angular distributions of the total
signal, are decomposed from the two-dimensional scattering
pattern using a standard method (see details in the SI),24,26−28
and compared to the anisotropic component of experimental
results at 150 fs, which show maximum anisotropy. (The
results using other times are shown in the SI.) As is evident
from Figure 5, the anisotropic signal derived from the
experimental scattering pattern matches only that of the 3pz
Rydberg state, for which the TDM points along the lone pair of
the nitrogen atom. The three calculated signals are remarkably
different on account of the orthogonality of their TDMs, which
makes identification of the state straightforward. Specifically,
the 3pz and 3py anisotropy components are nearly opposite of
each other, while the 3px anisotropy components have different
peak centers and much smaller magnitudes compared to 3py.
It is possible to imagine situations where a wavepacket is
launched on several electronic states, in which case the
anisotropy will have contributions from all states involved.
Under these circumstances, depending on the relative
orientations of their TDMs, it might be possible to apply a
fitting procedure to determine even the relative excitation
fractions of these states. In the case of NMM, this is not
necessary as the experimental results are clearly explained by
the 3pz state alone. This is to be expected given the bandwidth
of the pump laser, which is around 1 nm (full width at half-
maximum), the large energy differences of the 3p states,35 and
the difference in the oscillator strengths from the benchmark
MRCI(2,5)/6-311+G(d) calculation in Table 1.
The current experiment also yields time-dependent scatter-
ing signals of the coherent vibrational motion in NMM on the
3s potential energy surface following 3pz → 3s internal
conversion. The full analysis of this motion requires in-depth
calculations of the electron density distributions and quantum
molecular dynamics that account for vibrational dephasing of
the coherent vibrations and nonadiabatic coupling between
electronic and nuclear motions. Such an analysis of the
presented data is currently underway with the aim of a
complete understanding of the photoexcited dynamics and will
be reported later.
In contrast to other pump−probe techniques, where the
determination of the initially excited state is limited by the
availability of complementary spectra or the accuracy of the
computed oscillator strengths, ultrafast X-ray scattering
experiments provide inherent information for the electronic
transition induced by the pump pulse. In this Letter, we
demonstrate how the strong anisotropy detected immediately
after photoexcitation leads to fast and reliable identification of
the initially excited state relying only on the orientation of the
TDM in the molecular frame. Because the alignment of the
molecules in the ensemble is preserved for a long time
compared to the lifetime of the excited state, this method is
applicable despite the fast internal conversion after excitation.
Ultimately, the advantage of X-ray scattering stems from the
fact that, unlike spectroscopy, which deals with the energy
levels, the scattering signal constitutes a direct observation of
the molecular structure in space.
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Charge Localization in a Diamine Cation Provides a Test of Energy
Functionals and Self-Interaction Correction. Nat. Commun. 2016, 7,
11013.
(17) Emma, P.; Akre, R.; Arthur, J.; Bionta, R.; Bostedt, C.; Bozek,
J.; Brachmann, A.; Bucksbaum, P.; Coffee, R.; Decker, F. J.; et al. First
Lasing and Operation of an Ångstrom-Wavelength Free-Electron
Laser. Nat. Photonics 2010, 4, 641−647.
(18) Minitti, M. P.; Budarz, J. M.; Kirrander, A.; Robinson, J.; Lane,
T. J.; Ratner, D.; Saita, K.; Northey, T.; Stankus, B.; Cofer-Shabica,
V.; et al. Toward Structural Femtosecond Chemical Dynamics:
Imaging Chemistry in Space and Time. Faraday Discuss. 2014, 171,
81−91.
(19) Minitti, M. P.; Budarz, J. M.; Kirrander, A.; Robinson, J. S.;
Ratner, D.; Lane, T. J.; Zhu, D.; Glownia, J. M.; Kozina, M.; Lemke,
H. T.; et al. Imaging Molecular Motion: Femtosecond X-Ray
Scattering of an Electrocyclic Chemical Reaction. Phys. Rev. Lett.
2015, 114, 255501.
(20) Glownia, J. M.; Natan, A.; Cryan, J. P.; Hartsock, R.; Kozina,
M.; Minitti, M. P.; Nelson, S.; Robinson, J.; Sato, T.; van Driel, T.;
et al. Self-Referenced Coherent Diffraction X-Ray Movie of
Ångström- and Femtosecond-Scale Atomic Motion. Phys. Rev. Lett.
2016, 117, 153003.
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1 1. Experimental setup and computational details
2 The scattering measurements were performed in the CXI endstation of the Linac Coherent 
3 Light Source (LCLS). Details of the time-resolved X-ray scattering experiment and the scattering 
4 data processing have been described previously.1,2 The optical pump pulse was generated from 
5 the fourth harmonic of a 120 Hz Ti:Sa laser operating at 800 nm, producing pulses at 200 
6 nm. The X-ray probe pulse was generated from LCLS, operating at 9.49 keV with around 10 fs 
7 pulse duration. The N-methylmorpholine was discharged into a scattering cell with a sample 
8 pressure of 7 Torr. The pump and probe pulses were focused collinearly into the scattering cell, 
9 each with an approximate spot size of 30 µm FWHM. The scattered X-rays were measured with 
10 a 2.3-megapixel Cornell-SLAC Pixel Array Detector (CSPAD)3. By analyzing the scattering 
11 signal around time zero, we determined the sigma cross-correlation time to be 101(12) fs. The 
12 time delay between the pump and probe pulses was controlled by a motorized delay stage, and 
13 the timing jitter from LCLS was monitored by a spectrally encoded cross correlator, achieving 
14 the time resolution of 10 fs.4,5 Aiming to have best signal to noise ratio, we sort the signal into 50 
15 fs time bins. In order to calibrate the shot-to-shot X-ray intensity transmitted through the 
16 scattering cell entrance apertures, the intensity of the primary X-ray beam was monitored 
17 downstream of the CSPAD by a photodiode.
18 The ionic ground state NMM, the geometry of which was optimized using the UMP2/aug-cc-
19 pVDZ method, was used to represent the excited state structure. The oscillator strengths of 
20 NMM molecules are calculated at the neutral ground state NMM structure, and the 
21 corresponding levels of theory are listed in the Table 1 in main text. We find that all three 
22 methods predict the transition from the ground to the 3px state with a near zero oscillator strength, 
23 indicating that it is a forbidden transition. However, when considering the symmetry allowed 
3
1 transitions, the results of 3py and 3pz TDMs calculated by CAM-B3LYP/6-311++G(d,p) are 
2 quite different from the results with CAS(2,5)/6-311+G(d) and MRCI(2,5)/6-311+G(d). We 
3 assume that the reliance on Kohn-Sham orbitals and a poorly treated self-interaction error for the 
4 Rydberg state orbitals could be the reason for  CAM-B3LYP/6-311++G(d,p) predicting the 3py 
5 and 3pz TDM qualitatively incorrectly. The ab-initio CAS and MRCI calculations are performed 
6 using the Molpro electronic structure software package6,7. The CAM-B3LYP calculation is 
7 performed using the Gaussian 09 software8.
8 In the anisotropic scattering pattern simulations, a combination of excited state molecules with 
9 a cos2() distribution and ground state molecules with a sin2() distribution together are used to 
10 represent the ensemble right after optical excitation. Here,  is defined as the angle between the 
11 molecular TDM vector and the laser polarization vector ranging from 0 to . The molecules 
12 preserve the rotational symmetry about the laser polarization axis in the ensemble. Next, the 
13 independent atom model (IAM)9 is used to simulate the 2-dimensonal scattering pattern  𝐼(𝜙,𝑞)
14 for each fixed orientation single molecule from the ensemble (see Equation S1)9, and then 
15 summed and averaged together to give the  signal. The  signal is calculated 𝐼𝑜𝑛(𝜙,𝑞) 𝐼𝑜𝑓𝑓(𝜙,𝑞)
16 from rotational averaged ground state molecules by IAM. Three possible molecular TDM 
17 vectors were considered for Rydberg-excited NMM, the percent difference signals  𝑃𝑑𝑖𝑓𝑓(𝜙,𝑞,𝑡)
18 derived from  and  using main text Eq. 1 were shown in Figure 4. 𝐼𝑜𝑛(𝜙,𝑞) 𝐼𝑜𝑓𝑓(𝜙,𝑞)
19                                                                                       (S1)𝐼(𝜙,𝑞) = ∑𝑁𝑛= 1∑𝑁𝑚= 1𝑓𝑛𝑓𝑚𝑒𝑖𝑞 ∙ (𝑟𝑚― 𝑟𝑛)
20 In Equation S1, the  and are atomic form factors of the nth and mth atoms in the molecule 𝑓𝑛 𝑓𝑚
21 taken from the reference9, N is the total number of atoms in the molecule,  and  are the 𝑟𝑚 𝑟𝑛
22 positions of the nth and mth atoms in molecular frame, and  is the momentum transfer vector 𝑞
4
1 which can be described by the vector  in the laboratory frame with the constraint (𝜙,𝑞,𝜗) 𝑞=
2 . Here, the  is the scattering angle, as the angle between the direction of incident photon 
4𝜋sin 𝜗2𝜆 𝜗
3 and scattered photon.  is the wavelength of the X-ray.𝜆
4
5 2. Anisotropic scattering decomposition
6 A standard method to separate the angular dependence signal  from total 𝑃𝑑𝑖𝑓𝑓,𝑎𝑛𝑖𝑠𝑜(𝑞,𝑡)
7 scattering patterns  was used for both experimental patterns and theoretical patterns 𝑃𝑑𝑖𝑓𝑓(𝜙,𝑞,𝑡)
8 simulated using procedures described above. The decomposition equation is given by10
9             (S2)𝑃𝑑𝑖𝑓𝑓(𝜙,𝑞,𝑡) = 12(3(cos (𝜙) 1― (𝜆𝑞4𝜋)2)2― 1)𝑃𝑑𝑖𝑓𝑓,𝑎𝑛𝑖𝑠𝑜(𝑞,𝑡) + 𝑃𝑑𝑖𝑓𝑓,𝑖𝑠𝑜(𝑞,𝑡)
10 Due to the quadrant symmetry of the cos2() distribution in the ensemble for a single-photon 
11 excitation process, this angular symmetry can be described by second order Legendre 
12 polynomials. In this case, the total scattering pattern can be decomposed to an isotropic 
13 component that reflects the structural dynamics and an anisotropic component that reflects both 
14 rotational and structural dynamics of the excited molecules10. The decomposed theoretical 
15 signals  derived from the calculated results  were scaled by a 𝑃𝑑𝑖𝑓𝑓,𝑎𝑛𝑖𝑠𝑜(𝑞,𝑡) 𝑃𝑑𝑖𝑓𝑓(𝜙,𝑞,𝑡)
16 parameter  to account for the effect from an instrument function, an excitation fraction and the 
17 dephasing of the cos2() distribution after time zero due to rotational motion of molecules. 
18 Except the results shown in Figure 5 in main text, the decomposed experimental and 
19 corresponding theoretical results at two other time delays, 0 fs and 250 fs, are shown here in 
20 Figure S1 and Figure S2, respectively. The reason we choose 150 fs for the illustration of the 
21 main text is mainly that time point shows a maximum anisotropy, meaning that the molecules 
22 have not rotated much within 150 fs. Because of the large differences between the scattering 
5
1 patterns of the three possible cases, the assignment of the 3pz as the initially excited state is 
2 independent of the time delay used for the fit, as shown in Figure S1 and S2.
3
4 Figure S1. Anisotropy signal from the experimental results at pump-probe delay 
5 time t=0 fs.
6
7 Figure S2. Anisotropy signal from the experimental result at pump-probe delay 
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Retrieving the direction of the TDM in NMM has been shown to enable
the characterisation of the initially excited state in the experiment. Follow-
ing this pioneering work, the method has been applied to another experi-
ment [80]. In that particular case, it was even possible to use a fitting pro-
cedure to determine the relative ratio of the Rydberg states involved. How-
ever, the technique has to be utilised with caution. In the situations under
consideration, it was applied based on the knowledge that the excitation is
restricted to one of the members of a small group of Rydberg states, whose
TDMs are markedly different. In principle, it is not possible to differenti-
ate between states that have the same or similar direction of the TDM. This
situation arises often as TDMs are constrained by the symmetry properties
of the molecule, so a number of electronic states can share these possible
directions. Furthermore, it might not be possible to decisively attribute the
observed anisotropy to any state if there is a complete lack of knowledge
of the character of the states that could potentially be accessed. This stems
from the fact that at least a crude estimate for the geometry in the excited
states is required. Finally, knowledge of the direction of the TDM by itself
does not constitute knowledge of the state’s character. Computational tools
or previous experimental findings are needed to elucidate this matter.
The following chapter comes as a natural continuation of this work. It
looks at the internal dynamics that follows from the excitation to the 3pz Ry-
dberg state. Knowledge of the initially accessed states has important conse-
quences for assigning the correct reaction paths and explaining the ultrafast





This chapter presents work which is reproduced with permission from Brian
Stankus, Haiwang Yong, Nikola Zotev, Jennifer Ruddock, Darren Bellshaw,
Thomas J. Lane, Mengning Liang, Sébastien Boutet, Sergio Carbajo, Joseph
S. Robinson, Wenpeng Du, Nathan Goff, Yu Chang, Jason E. Koglin, Michael
P. Minitti, Adam Kirrander and Peter M. Weber. “Ultrafast X-Ray Scatter-
ing Reveals Vibrational Coherence Following Rydberg Excitation”, Nature
Chemistry, 11, 716 (2019).
In Section 3.6, the limitations of direct inversion schemes have been dis-
cussed. The limited range of the momentum transfer vector fundamen-
tally prevents the retrieval of high-resolution radial distribution functions
directly from the scattering pattern. Furthermore, even if that is possible,
relying solely on the isotropic scattering provides only a limited represen-
tation of the molecular structure. Vital information is lost in the angular
average. The same geometry is encoded in the anisotropic component but
projected onto the second order spherical Bessel function. Thus, combining
isotropic and anisotropic scattering amplitudes would improve the infor-
mation content, but that would still not be sufficient to confidently assign
the 3D structure of the molecule. Theoretical constraints are always needed.
To bypass these problems, the work described here takes a different ap-
proach. Following a photoexcitation with a 200 nm pulse, the time-depen-
dent structural information for NMM is extracted by what is essentially a
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least-squares fitting procedure, where the possible conformations are se-
lected from a large pool of theoretical structures. The work reports two
different pools of structures and compares the results obtained with them in
order to give an estimate of the sensitivity of the method to the input from
theory. Both pools are derived from surface-hopping simulations, on the
Rydberg states’ surfaces and on the positive ion surface. The role of these
pools is to provide meaningful constraints on possible geometries, which
address the issue of the limited information content in the scattering signal.
It may appear at first that the small range of scattering angles collected
fundamentally limits the resolution via the uncertainty principle, σqσr ≈ π,
and effectively makes any attempts to retrieve high-resolution structures
hopeless. However, the geometries in the pools are characterised by a cer-
tain degree of correlation between the interatomic vectors, which reflects
basic physical constraints that exist in the molecule due to its bonding. For
example, changing the length of any given chemical bond in a cyclic com-
pound inevitably also alters the bond angles in a somewhat predictable
manner. These correlations mean that the features in the scattering signal
that evolve with time can only arise from large collective motions. Whilst
individual uncertainty in a given parameter, e.g. a bond length, might be
high when viewed in isolation, there may only exist a restricted range over
which it can physically coexist with the other parameters, as encoded in the
scattering signal. Similarly, the method reported in this work bypasses the
fact that the structural information is projected onto the zeroth order spher-
ical Bessel function and the anisotropy is not used further than assigning
the initially excited state. Having that in mind, it is important to differenti-
ate between precision and accuracy when applying the approach described
here. While within a given pool of trajectories, the inversion might be statis-
tically quite sound, that does not mean that it is accurate. Higher accuracy
would arise only from more accurate constraints on the structure parame-
ters, i.e. a higher level of theory is used in the dynamics simulation.
Another important advance made by this work is that it is the first one
to take into account explicitly the electronic structure of the molecule. The
molecule remains in the Rydberg manifold for the entire duration of the
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experiment. For a fixed geometry, Rydberg states have almost identical
isotropic scattering patterns. Also, as discussed later, the difference between
the ab initio Rydberg scattering pattern and IAM is relatively constant with
geometry. Thus, the difference is subtracted from the experimental data,
which is then analysed solely from the perspective of the IAM. Comput-
ing ab initio scattering patterns for the entire pool of theoretical structures
is computationally prohibitive. Despite those caveats, this works marks a
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he coherence of molecular vibrations—and its decay by 
dephasing—determines a wide array of molecular proper-
ties and governs the widths and shapes of observed vibra-
tional spectral lines1,2. Statistical theories for chemical reactions 
assume that dephasing leads to the dissipation of vibrational energy 
throughout the available phase space3. Dephasing could thus be 
considered an obstacle to the coherent control of chemical reac-
tion dynamics using laser pulses4 and to other fields that rely on the 
quantum coherence of molecular vibrations.
The advent of ultrashort pulsed optical lasers ushered in a 
new era of femtochemistry. Femtosecond laser pulses allowed 
spectroscopic measurements of time-evolving molecules in real 
time, providing intriguing glimpses of the intricate ways in which 
molecular excitation can lead to chemical dynamics and vibrational 
coherences5,6. These ultrafast studies, which rely on spectroscopic 
probes, have generated a wealth of knowledge about photochemi-
cal reaction mechanisms. Yet, spectroscopy is an inherently indirect 
probe of structural dynamics, and so following the dephasing of 
polyatomic molecules in real time—at the level of individual bond 
parameters—remains challenging.
With the recent advent of ultrafast X-ray free-electron lasers 
and ultrafast electron diffraction, more direct measurements 
of time-dependent atomic positions have become possible7–15. 
Ultrafast gas-phase scattering has emerged as a powerful tool for 
measuring molecular dynamics7,8,13,14,16–18, revealing chemical reac-
tion mechanisms that were previously inferred but not observed. 
In this study, we show that precise excited-state molecular struc-
tures can be obtained from X-ray scattering patterns and used to 
construct a detailed picture of their dynamics with femtosecond 
time resolution. Recent spectroscopic studies have revealed that in 
N-methylmorpholine (NMM), coherent vibrational motions can 
survive an electronic relaxation process19,20. Here, we show that 
the low-frequency coherent vibrations of NMM have been clearly 
resolved in space and time using time-resolved X-ray scattering 
with ultrafast pulses generated by the Linac Coherent Light Source 
(LCLS). The determined time-resolved molecular structures show 
that the coherent motions persist well beyond electronic relaxation. 
This is an important finding because such electronic relaxation phe-
nomena in large-molecule systems have traditionally been regarded 
as statistical in nature.
The nature of the initial excited state when NMM is pumped with 
200 nm radiation has previously been the subject of investigation. 
Analysis of the anisotropic X-ray scattering signal of NMM imme-
diately following 200 nm excitation revealed the population of the 3pz 
molecular Rydberg state21. In ultrafast photoelectron spectroscopy 
studies, excitation to the 3pz state21 has been seen to launch a coherent 
structural oscillation that persists following internal conversion to the 
3s state with a 106 fs time constant19. Electronic structure calculations 
indicate that the molecular structure in the electronic ground state is 
an equatorial chair structure20,22 (shown in Fig. 1), and the observed 
photoelectron signals indicate that the structural motion primarily 
responsible for the observed oscillation is a coherent vibration in a 
mode that involves the planarization of the amine, which is consistent 
with related computational studies on the same molecule23.
In this work, the transient structures of the molecule as it evolves 
in time on the Rydberg surface are determined by matching the 
experimentally measured X-ray scattering patterns against a large 
set of computed patterns that are from a global geometry search in 
a conformational space created from molecular dynamics simula-
tions. This analysis, along with a correction to the signals stemming 
from the change in electron density following excitation, is capable 
of providing a femtosecond time-resolved determination of elec-
tronically excited molecular structures in a polyatomic molecule, 
even in the absence of heavy elements.
In the experiment, a 200 nm UV pump pulse excited the mol-
ecules to the 3pz Rydberg state19,21 (Fig. 1). The scattering patterns 
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created by intersecting the sample with a pulsed, 9.5 keV X-ray 
beam from the LCLS light source were detected by a 2.3 megapixel 
Cornell–SLAC pixel array detector (CSPAD)24. The positions of the 
detected X-rays were converted to the coordinates of the amplitude 
of the scattering vector (q) and the azimuthal angle (ϕ) as described 
in Supplementary Section 1.
Results and discussion
Experimental results. The time-evolving signals are expressed 
as a percentage change (equation (1)), where Ion(ϕ,q,t) represents 
the scattering pattern at the given time delay (t), and Ioff(ϕ,q) rep-
resents the scattering pattern of the ground-state unexcited mol-
ecules. The resulting time-dependent scattering images (see Fig. 1 
for an illustration; a full animation is provided in Supplementary 
Video 1) show a sudden onset of the difference signal following 
optical excitation. An anisotropic component of the signal (seen 
most clearly at t = 200 fs) arises from the preferential excitation 
of those molecules whose transition dipole moments are oriented 
parallel to the linear polarization of the optical pump pulse in 
the laboratory frame. Because the anisotropy is determined by the 
relationship between the transition dipole moment vector in the 
initially accessed state and the laser polarization vector, a detailed 
analysis of this component previously derived an unambiguous 
assignment of the initially excited state to the 3pz Rydberg state21. 
The isotropic signal, on the other hand, contains all of the intrin-
sic information of the molecule in the molecular frame, includ-
ing both the nuclear and electronic structural evolutions. The two 
components are decomposed from the two-dimensional scattering 
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The isotropic scattering signal—which shows a time dependence 
that reveals the dynamics of all internal degrees of freedom of the 
reacting molecule—has two main features: a rapid ‘step function’ 
onset, and a subsequent oscillation that reflects vibrational motions 
in the molecule and occurs on a timescale that is in good agreement 
with previous photoelectron studies (623 ± 19 fs versus 630 ± 13 fs 
measured before)19 (all errors are reported as 1σ). The oscilla-
tion is heavily damped with a time constant of 635 ± 116 fs, which 
also agrees with the 530 ± 66 fs value measured by photoelectron 
spectroscopy. A third, low-amplitude exponential-decay feature 
(see Supplementary Fig. 2) probably arises from intramolecular 
vibrational relaxation on a picosecond timescale. There is a rapid 
onset of the difference scattering signal, which is attributed to the 
electronic transition of NMM from the ground state to the Rydberg 
state, as well as small-amplitude nuclear motions following elec-
tronic excitation. Consequently, the effects of electronic excita-
tion need to be considered to extract the structural motions of the 
vibrating molecule.
Calculation of electronic excitation effects. The effect on the scat-
tering patterns that results from the change in electron density due 
to the optical excitation is calculated using ab initio multiconfigu-
rational wavefunctions obtained from the state-averaged complete 
active-space self-consistent field method (SA5-CASSCF(2,5)/6-
311++G(d,p)) (refs. 27,28). Figure 2 shows the effect of electronic 
excitation on the scattering signals in comparison to conformational 
change. The relative magnitude of the effect of the redistribution of 
electron density following excitation is seen to be approximately half 
of the effect from the nuclear structure change, depending on the 
specific molecular geometry. At certain vibrational displacements, 
the two effects can be nearly comparable in magnitude, meaning 
that the signatures of both are captured in the scattering experi-
ment. For example, for the planar structure represented in Fig. 2, 
the electronic contribution has a magnitude of −4.7% difference at 
q = 1 Å−1, whereas the structural contribution has a magnitude of 
only 0.5%. Clearly, the electronic contribution must be included to 
adequately account for the observed difference signals.
The effect on the scattering signal that arises from the change 
in the spatial distribution of the Rydberg electron as it internally 
converts from 3pz to 3s is not experimentally observed, which 
is consistent with a very small difference in the calculated effect 
(Fig. 2). This is because the Rydberg orbitals are very diffuse, and, 


























Fig. 1 | A schematic of the experimental set-up. The reaction of NMM is 
initiated with a 200 nm UV pump pulse, and the time-evolving molecular 
structure is probed by scattering using 9.5 keV X-ray probe pulses with 
a variable time delay. The scattering signals are recorded with a CSPAD 
detector. The percentage change in the scattering pattern as a function  






















Fig. 2 | The calculated difference in scattering patterns caused by nuclear 
and electronic structure changes as a function of q. This assumes 100% 
excitation of the sample. The three relevant molecular conformations,  
as well as orbital plots for the 3s and 3pz states, are included as insets. 
The planar (X) (blue solid line) and axial (X) (red solid line) curves are 
the difference between the planar and equatorial structures in the ground 
state, and between the axial and equatorial structures in the ground state, 
respectively. X, the electronic ground state of the molecule. The equatorial 
(3s) (black dashed line) and planar (3s) (red dashed line) curves are the 
difference between the equatorial structure in the 3s and ground states, 
and between the planar structure in the 3s and ground states, respectively. 
The equatorial (3pz) curve (black dashed line) is the difference between  
the equatorial structure in the 3pz and ground states.
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when rotationally averaged, the difference between them is small. 
The electronic effect observed in the scattering experiment must 
therefore primarily arise from the vacancy left in the nitrogen 
valence orbitals of the tertiary amine group following the promo-
tion of an electron to the Rydberg orbital. This also explains the 
observation in Fig. 2 that the electronic effect does not greatly 
depend on the geometrical structure of the molecule. Given that 
all of the measured structural evolution occurs on the Rydberg 
manifold19, the electronic contribution to the signal can be treated 
as approximately constant throughout the dynamics. As a conse-
quence, it is possible to separate the electronic and nuclear effects 
on the scattering patterns and to treat their contributions to the 
signal as approximately additive.
Structural determination analysis. To determine the transient 
molecular structures and construct the time-dependent video of the 
dynamical motions, the experimental signal at each time point was 
compared against a large set of scattering patterns computed from 
many hypothetical structures. This large pool of possible structures 
was created by extracting structures from a large and diverse set of 
surface-hopping trajectories propagated on the ground and excited 
Rydberg electronic states with the excess kinetic energy from the 
excitation taken into consideration. Approximately one million 
molecular geometries were extracted from the simulations. These 
sample a large conformational space that is confined to energeti-
cally allowed conformations that could potentially be accessed by 
the molecule during the dynamics. For each molecular structure, a 
scattering pattern was computed by approximating the geometri-
cal structure using the Independent Atom Model29 and adding the 
contribution of the electronic excitation of the planar structure in 
the 3s state (Fig. 2). By comparing the experimental signal with 
theoretical patterns, the least-squares fitting errors of all theoreti-
cal patterns from the pool were obtained at each time point. These 
errors were then plotted against each structural parameter; that 
is, the interatomic distances and the bond angles. In general, we 
found that the least-squares error varies as a function of any given 
structural parameter in a normal or skewed-normal distribution. 
The peak centres of these distributions are taken to represent the 
best-fitting structural parameters (see Supplementary Section 2 
for details). This analysis gives the transient molecular structure at 
each time point independently, so that the measurement of many 
time points yields the time-dependent motions of the excited-
state molecule. The analysis results in the probability of the laser 
exciting the molecules to the upper electronic state. This global, 
time-independent parameter was determined to be 5.7%, a value 
that gives confidence that multiphoton excitation processes do not 
interfere with our analysis.
After the damping of the observed oscillations is complete, the 
difference scattering signals settle to an essentially constant value. 
As the internal conversion from the 3pz to the 3s state is complete 
after ~0.5 ps, the scattering signal at long delay times arises from 
the structure of NMM in the 3s Rydberg state. The excited-state 
structure of NMM—determined from experimental signals at long 
delay times (2.6–3.9 ps)—is given in Table 1. As the determination 
of the molecular structure is performed independently for each of 
the 25 time points, the structural parameters obtained from each of 
those time points are independent measurements that can be used 
to assess the precision of the structure determination. The errors 
reported in Table 1 are the standard deviations over measurements 
of independent time points. It is seen that the nearest-neighbour 
bond distances determined from this procedure have errors on 
the order of ~10 mÅ. To assess the accuracy of the result, Table 1  
includes the optimized structure of NMM in its cation ground 
state. Although the ion structure is not necessarily identical to the 
structure in the 3s Rydberg state, it is probably quite similar, and 
Table 1 shows a reasonable agreement. The most notable difference 
between the ion minimum-energy structure and the vibrationally 
hot Rydberg excited-state structure seems to be in the low-fre-
quency angular modes that are likely to be most affected by the high 
internal energy of the NMM molecule after internal conversion.
To ensure that the pool of possible molecular structures was 
sufficiently diverse, a second pool of structures was generated on 
the basis of a combination of comparatively low-level density func-
tional theory and Hartree–Fock classical trajectories propagated on 
the ground state of the cation of NMM. As the topology of the cat-
ionic state of the molecule is expected to be similar to that of the 
Rydberg states of the neutral molecule, the conformational spaces 
constructed from the two are also expected to be similar. The results 
using this second pool (under the ion-surface dynamics pool col-
umn in Table 1) generally agree favourably with the high-level com-
putation result (under the Rydberg-surface dynamics pool column 
in Table 1). The small discrepancy shown in torsional angles from 
Table 1 | The molecular structure parameters of vibrationally hot NMM in the excited 3s state, determined for delay times from 2.6 ps 
to 3.9 ps
Experimental Calculated
 Rydberg-surface dynamics pool ion-surface dynamics pool ion structure Ground-state structure
Nearest-neighbour interatomic distances (Å)
O–C3 1.368 ± 0.005 1.373 ± 0.008 1.401 1.398
O–C1 1.364 ± 0.008 1.374 ± 0.006 1.401 1.398
N–C4 1.434 ± 0.012 1.449 ± 0.007 1.439 1.453
N–C2 1.441 ± 0.019 1.447 ± 0.009 1.439 1.453
N–C5 1.433 ± 0.007 1.430 ± 0.006 1.454 1.446
C3–C4 1.557 ± 0.009 1.554 ± 0.008 1.580 1.519
C2–C1 1.578 ± 0.023 1.552 ± 0.006 1.580 1.519
Characteristic angles (°)
C2–C1–C4–C3 torsional 0.6 ± 1.5 −0.3 ± 0.5 0.0 0.0
O–N–C5 umbrella 28.3 ± 6.1 20.4 ± 2.7 37.4 −24.1
N–C4–C2–C5 pyramidalization 1.4 ± 1.2 −0.1 ± 1.0 4.0 −17.4
C5–N–C4–C3 torsional 56.8 ± 4.3 44.3 ± 3.1 70.3 1.6
The errors are the s.d. over measurements at different time points.
NATURE CHEMiSTRY | VOL 11 | AUGUST 2019 | 716–721 | www.nature.com/naturechemistry718
ARTICLESNATURE CHEMISTRY
two different pools is mainly due to the substantially smaller num-
ber of geometries used in the ion-surface dynamics pool compared 
with the Rydberg-surface dynamics pool (further details in the 
Methods). This leads to a much lower local structure density around 
the true structure contained in the ion-surface pool compared to the 
Rydberg-surface pool. The consistency of the results obtained using 
the different pools demonstrates that the determination of molecu-
lar structures is robust with respect to the method used to generate 
the pool of structures. It should be noted, however, that because the 
calculated percent difference scattering pattern requires a simulated 
ground state scattering pattern as a reference, our method does 
depend on an accurate ground-state input structure. Given that the 
excited-state structure we determine is in good agreement with the 
calculated structure of the ground-state ion (Table 1), the ground-
state input structure is inferred to be quite accurate.
Analysis of the structural dynamics. Given the ability to determine 
precise excited state molecular structures for each time point, we 
are now in a position to assemble a graphical representation of the 
time-dependent molecular structures in the form of a molecular 
movie. For this illustration, the geometry that gives the smallest-fit 
errors across all 21 non-hydrogenic interatomic distances is chosen 
as the representative geometry. By stitching together the images at 
each time point, the dynamical motions of the vibrating molecule 
are obtained (an animation is shown in Supplementary Video 2). 
An examination of the time dependence of some select structural 
parameters (Fig. 3) reveals the source of the dynamics observed in 
the experimental difference scattering pattern. Analysis of individ-
ual structural parameters indicates that the transient signal is domi-
nated by signals arising from interatomic distances that involve 
the heavier atoms (rather than hydrogen atoms), which change 
following excitation (these include all of the distances between C5 
and the other heavy atoms, as well as the O–N distance). Selected 
representative time-dependent structural parameters are fitted to a 
dynamical model that includes the contributions described above. 
The O–N–C5 angle (refer to Fig. 1 for atom labels) has an oscil-
latory period of 619 ± 22 fs, whereas the C5–N–C4–C3 torsional 
angle oscillates with a 613 ± 14 fs period. Both of these values are in 
good agreement with the fits to the overall scattering signal oscil-
lation period of 623 ± 19 fs, and the previous photoelectron spec-
troscopic measurement at 208 nm (630 ± 13 fs)19. This indicates that 
the primary driver of the observed oscillation is the planarization 
motion of the amine group. For comparison, Fig. 3 includes the time 
dependence of the C2–C1–C4–C3 torsional angle, which does not 
participate in this motion. This torsional angle remains essentially 
unchanged during vibrational motion.
The time-dependent molecular structures also reveal that 
the oscillation in O–N–C5 angle dephases with an exponential 
time constant of 1,490 ± 785 fs, whereas the C5–N–C4–C3 tor-
sional angle dephases in 1,900 ± 876 fs. Both of these time con-
stants are larger than the damping in the overall signal intensity 
(635 ± 116 fs), although we note the relatively large errors in these 
determined values (see Supplementary Section 1 for details). This 
suggests that the decomposition of the overall scattering signals 
into specific, time-dependent geometrical parameters allows a 
more comprehensive understanding of the oscillatory umbrella 
motion than direct dynamic analysis of the overall scattering sig-
nal. Although the umbrella motion drives the relaxation of energy 
into the bath of vibrational states, its coherence may persist for 
longer than previously thought, and longer than analysis of the 
overall signal intensity would suggest.
Conclusions
In summary, we have captured transient molecular scattering signals 
that reveal the time-dependent excited-state molecular structure of 
NMM following Rydberg excitation. Precise molecular structures 
are obtained by reference to a large pool of potential structures 
generated computationally, with the resulting structures shown 
to be robust with respect to the choice of computational method. 
The resulting time-dependent molecular structure uncovers the 
vibrational motions in an excited polyatomic organic molecule. We 
observe large amplitude vibrations of the amine planarization mode 
and its dephasing on a picosecond timescale. It seems that the coher-
ence of the vibrational motion survives the electronic relaxation19 
and persists for multiple vibrational periods. Although the overall 
signal intensity reflects the motions in many vibrational modes, and 
therefore has a faster apparent dephasing, the time dependence of 
specific structural parameters suggests that the intrinsic dephasing 
































































Fig. 3 | Time-dependent plots of selected structural parameters of NMM 
following Rydberg excitation. The O–N–C5 angle (top), the C5–N–C4–C3 
torsional angle (middle) and the C2–C1–C4–C3 torsional angle (bottom), 
extracted from the structural determination as described in the text, are 
shown along with their respective 1σ error bars. The dynamic fits to the 
respective vibrational motions of the O–N–C5 angle and C5–N–C4–C3 
torsional angle are also shown as solid lines. The approximate lifetime  
of the initially excited 3pz Rydberg state (determined from photoelectron 
measurements in ref. 19) is shown as a dark red shaded region, which 
corresponds to the 3s state when the colour is lighter. Example molecular 
structures for selected time points are also shown. A full animation is  
given in Supplementary Video 2.
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The optical excitation in this instance is primarily a one-elec-
tron effect, and occurs on a background of the 56 electrons in the 
molecule. Because the scattering signals arise from the interfer-
ence of scattering from different parts of the molecule, the excita-
tion of a single electron leads to an effect on the scattering signal of 
about ~0.2% with the excitation fraction in the present experiment 
(Fig. 2), which is well within the experimental detection limit of 
~0.05%. On the basis of our study, it is now conceivable that both 
vibrational structural motions and electron density changes can 
be observed during chemical reactions, which opens the door to 
observe (in real time) the formation and destruction of chemical 
bonds. Application to a variety of chemical reactions (including 
electrocyclic and charge transfer reactions) could provide previ-
ously unattainable experimental insights into chemical bonding and 
charge migration during reactions.
Methods
Experimental methods. The X-ray scattering measurements were performed 
in the coherent X-ray imaging instrument30 at the LCLS31 at the SLAC National 
Accelerator Laboratory. The 200 nm pump laser was the fourth harmonic of a 
120 Hz Ti:sapphire laser with an ~80 fs pulse duration with ~1 µJ per pulse on 
target and a ~1.5 nm spectral bandwidth. The X-ray probe pulse was generated 
from LCLS, which operated at 120 Hz with ~1012 photons per pulse at 9.5 keV 
photon energy with a 20 eV full-width at half-maximum bandwidth and a 
~30 fs pulse duration. The cross-correlation time of the pump and probe pulses 
was determined to be 89 ± 7 fs from the onset of the observed time-dependent 
scattering signals. The gaseous NMM sample pressure was controlled by a 
piezoelectric needle valve to ~7 torr of pressure at the interaction region. The gas 
cell and the CSPAD detector are in vacuum, with an average background pressure 
outside of the scattering cell of 2.6 × 10−4 torr, which is mostly comprised of the 
NMM that flows out of the windowless scattering cell. The pulse energy and gas 
pressure were optimized for a reduced background signal and a <10% excitation 
probability. The interaction length was kept small at 2.4 mm, which prevented 
excessive Beer–Lambert attenuation of the UV beam at the downstream end of  
the interaction region.
To collect time-resolved scattering patterns, the pump–probe delay time was 
controlled by a motorized delay stage, and the shot-to-shot timing jitter of the 
X-ray beam was monitored with a specialized timing tool32. The actual time delay 
of each shot was then determined to be the sum of the laser stage position and 
the edge position of the time tool. Furthermore, the shot-to-shot X-ray intensity 
was monitored by a photodiode downstream of the scattering cell. To achieve 
the necessary noise level (<0.1%), it was necessary to calibrate the intensity after 
the diffractometer set-up, because the X-ray also has spatial jitter that affects the 
transmission of the X-ray through the Pt pinholes (see Fig. 1).
The scattered X-rays were detected via a 2.3-megapixel CSPAD24. Details of  
the detector calibration, as well as the analysis of the measured scattering signals, 
are presented in Supplementary Section 1, as well as in the Supplementary 
Information of ref. 33.
Computational methods. To calculate the percent difference scattering signal 
caused by electronic excitation and by nuclear vibrational motions (see Fig. 2), the 
equatorial and axial geometries were optimized using the B3LYP/6-311++G(d,p) 
method for the neutral ground state, and the planar geometry was optimized 
using B3LYP/6-311++G(d,p) for the ionic ground state. The selected structural 
parameters of the optimized ionic ground state are shown in Table 1 in the ion 
structure column. The structure of the neutral ground-state equatorial geometry 
was further optimized at the CASSCF(2,5)/6-311+G(d) level and was used to 
simulate the ground-state scattering pattern as a reference. The selected structural 
parameters of the optimized neutral ground state are also presented in Table 1 in 
the ground-state structure column. The ab initio wavefunctions used to simulate 
the scattering patterns in the 3s and 3p states were calculated using the SA5-
CAS(2,5)/6-311++G(d,p) method for the equatorial and planar NMM structures. 
All ab initio calculations were performed using the MOLPRO electronic structure 
software package34,35, and scattering patterns were calculated using our own 
computer codes documented in refs. 27,28,36.
Using a total of 107 trajectories, we obtained approximately one million 
molecular geometries. We simulated the Rydberg-surface dynamics of photoexcited 
NMM using the SHARC37–39 code interfaced with MOLPRO. SHARC treats nuclear 
motions classically, but non-adiabatic effects were included using the fewest-
switches surface-hopping approach. The dynamics was propagated on the four 
lowest singlet electronic excitation states. The structures sampled from a Wigner 
distribution were initially populated to the 3s and three 3p states on the basis of 
their oscillator strengths, with 107 trajectories run for 1,000 fs. The electronic 
structure calculations during the dynamics were run at the SA5-CAS(2,5)/6-
311+G(d) level of theory. A pool of 1,070,107 (greater than 106) geometries 
was extracted from the simulations. To test the dependence of the structure 
determination on the level of theory used, an ion-surface dynamics simulation was 
also performed. In this simulation, the nuclei are still treated classically, whereas 
electrons are treated quantum mechanically and calculated on the ion ground-
state surface instead of the neutral Rydberg surfaces. We deliberately chose the 
ion surface rather than the Rydberg surface for this simulation to further test 
the independence of the resulting structure determination on the method used 
to create the pool of structures. In half of the trajectories, the UHF/6-311+G(d) 
method was used to calculate the ion state NMM at each time step, whereas in 
the other half, density functional theory (using the Perdew–Burke–Ernzerhof 
functional) was used instead. Combined, 173,997 geometries were obtained by  
the ion-surface dynamics simulations. Further details of the structural 
determination are included in Supplementary Section 2.
Data availability
The raw experimental data are archived on SLAC’s internal file system. The raw 
pools of computed structures are stored locally at Brown University. All raw data 
are available from the corresponding author on reasonable request.
Code availability
The calculation of elastic scattering patterns from ab initio wavefunctions has 
been discussed in earlier publications27,28,36. The codes used to calculate scattering 
patterns, process the experimental data and perform the structural determination 
analysis are available from the corresponding author on reasonable request.
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1. Additional Experimental Methods and Analysis 
 The position of the detector relative to the interaction region was determined by fitting 
the experimentally measured scattering image of gaseous ground-state NMM to the theoretical 
scattering pattern, calculated with the Independent Atom Model and applying the anisotropic 
scattering dependence arising from the linearly polarized X-ray beam. The calibrated Cartesian 5 
coordinates of each pixel were converted to the scattering vector q and azimuthal angle ϕ 
according to Equations 1 and 2. The z direction is defined as the x-ray propagation axis, and the 
detector lies in the xy plane. 
𝑞 =	 4𝜋𝜆 sin*12atan */𝑥
1 + 𝑦1𝑧 55 (1) 
𝜙 = 	atan2(𝑦, 𝑥) (2) 10 
The calibrated time-dependent scattering images are expressed as a percent difference 
relative to the ground-state scattering pattern, as expressed in Main Text Eq. 1. An animation of 
the scattering is shown in Supplementary Movie 1. The measured signals were averaged over all 
four azimuthal angle quadrants and then replicated over the entire circle prior to further analysis. 
The measured scattering signals suffer from a poor signal-to-noise ratio at large scattering angles 15 
(q > ~4 Å-1) due to the low scattering amplitude as well as a smaller collection efficiency due to 
the shape of the CSPAD detector. In the structural determination analysis, the signals were 
weighted according to their shot noise (illustrated as error bars in Fig. 5) to ensure the 
determined structures were unbiased by the noise observed at large scattering angles. 
The isotropic and anisotropic components of the scattering signal were decomposed as 20 
described in the main text, and the components are shown in Fig. 1. The anisotropic signal at 
early pump-probe delay times has been analyzed previously in detail1. Briefly, this anisotropy 




with the polarization direction of the optical pulse in the laboratory frame. Analysis of this signal 
indicates that the initially excited state is the 3pz Rydberg state (shown in Main Text Fig. 2). The 
temporal evolution of the anisotropic scattering signal arises from the motions of the rotational 
wavepacket, which will be the subject of further study.  
 5 
Fig. 1: The isotropic and anisotropic components of the experimentally measured difference 
scattering signal. 
 
 In order to determine the time dependence of the isotropic difference signal, the intensity 
and peak center (in q) of each of the two strongest extrema (in the ranges 1.0-1.8 Å-1 and 2.0-2.8 10 
Å-1) were analyzed. To precisely determine the location and extremum of each band, the 
difference signal was fit to three overlapping Gaussian functions at each time point, and then the 
exact center position and extreme value were plotted as a function of time (see Fig. 2). The 
dynamics of the center position and difference signal level were fit to the same dynamical model 
referred to in the Main Text. This model is given by Eq. 3-5, where the actual fitting function is 15 





𝑓(𝑡) = 𝑐= + >?𝑐1 + 𝑐@ sin ?2𝜋𝑡𝑇 − 𝜙C𝑒E(FEFG) HIJKLMNOP C + 𝑐Q𝑒E(FEFG) HRST⁄ V𝐻(𝑡 − 𝑡X) (3) 
𝑔(𝑡) = 	 1𝜎\]√2𝜋 𝑒E(FEFG)
_ 1 R̀a_⁄ (4) 
𝐼(𝑡) = 	c𝑓(𝑡d)𝑔(𝑡 − 𝑡d)	𝑑𝑡d (5) 
and H(t-t0) is the Heaviside function. The time dependence of all four components were fit 
simultaneously with the shared parameters shown in Table 1. The results of this fit to the 5 
experimental signal are shown in Fig. 2. In addition, results of this fit to the determined O-C5 
distance are shown in Fig. 3 along with the N-C5 distance for comparison. A summary of the 
results for both the experimental signal and selected structural parameters are also shown in 
Table 1. 
 10 
Fig. 2: Peak amplitude and center position for the extrema in the ranges 1.0-1.8 Å-1 (blue) and 






Fig. 3: Time-dependent plots of the O-C5 and N-C5 interatomic distances extracted from the 
structural determination analysis described in the Main Text, as well as the dynamic fit to the 
time dependence of the O-C5 distance as described above. 5 
 
Table 1: Optimized fitting parameters to the dynamical model shown in Equations 3-5. 




t0 (fs) -3 ± 8 -50 ± 24 -44 ± 14 48 ± 20 
σIF (fs) 89 ± 7 100 ± 28 73 ± 17 57 ± 23 
T (fs) 623 ± 19 619 ± 22 613 ± 14 674 ± 27 
Φ (rad) -0.54 ± 0.31 -0.97 ± 0.59 -1.07 ± 0.36 0.64 ± 0.44 
τdamping (fs) 635 ± 116 1490 ± 785 1900 ± 876 1010 ± 363 







2. Additional Structural Determination Analysis  
 The least-squares fitting error distribution for two structural parameters, the O-C5 and O-
N distances, for a single time point, are shown in Fig. 4. The blue dots represent the inverse of 
the fitting errors from the geometries in the pool at a certain time point. For each distance, only 5 
the best-fitting structures are retained. The black curves are fits using three Gaussian functions to 
account for the skewness of the profiles. The peak centers of the fits are extracted as the value of 
the structural parameter for each time point. To better illustrate the time-dependent molecular 
motion, the geometry that gives the smallest fit errors across all 21 non-hydrogenic interatomic 
distances is chosen as the representative geometry. An animation of the molecular structure as a 10 
function of time (generated with Jmol2) is included as Supplementary Movie 2. 
Fig. 4: The inverse of the least-squares fitting error as a function of the given structural 
parameter and the fits as described in the text. Left: O-C5 distance at 0.05 ps delay time. Right: 





 The scattering patterns generated from the determined molecular structure at several 
representative time points are compared with the experimental signals in Figure 5. 
 
Fig. 5: The experimentally measured percent difference scattering signals (black), along with the 
estimated shot noise error at each point in momentum transfer space (error bars, shown to 3σ), as 5 
well as the simulated scattering pattern generated from the determined structure (red) at several 
representative delay time points. 
 
 To further demonstrate the independence of this structure determination on the 
computational method, the RMSD spread around the centroid of the entire set of 1,070,107 10 
geometries is shown in Fig. 6. The molecular images indicate where the recovered geometries 
from the fitting procedure fall within this distribution. All geometries found in the molecular 




most rigorously sampled on account of the surfaces used in the simulation. However, the 
distribution spreads across a wide range of RMSD values showing the large variety of structures 
in the pool, including some unphysical geometries in the tail of the distribution. The thorough 
sampling in the Rydberg geometry region allows for the high precision of the refinement process 
while the spread of possible geometries guarantees that the result remains reasonably unbiased. 5 
 
Fig. 6: RMSD spread of the geometries around the centroid of the entire set of 107 Rydberg-
surface trajectories. The shaded region indicates the range in which all geometries from the 
molecular movie are found. 
 10 
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6.3 Conclusion
The high-throughput fitting method applied here demonstrates that it is
possible to retrieve structural dynamics from UXS experiments on a fem-
tosecond time scale with a high spatial resolution. However, there are three
important limitations that might hinder the application of the approach to
other molecules. Firstly, the reliance on tight geometrical constraints is of
crucial significance here. Not only does it reduce the conformational space
and thus, the number of geometries needed for the fit, but it also coun-
teracts the limited information available in the scattering signal. Collect-
ing large scattering angles and/or increasing the X-ray photon energy can
in principle provide a higher resolution, which would lessen the depen-
dence on theoretical input. Using the anisotropic component of the scatter-
ing could also achieve the same end result, if a clear methodology for its
analysis was developed. Secondly, at each time point of the experiment, the
scattering pattern gets assigned to a single structure. That completely ne-
glects the spread of the nuclear wave packet. While the coherent vibrations
seen for NMM indicate a narrow nuclear wave packet, that does not have
to be the case in general. Similarly, the method would not be able to cope
with situations when multiple reaction channels are present. If that was the
case, each channel would need to be modelled by a separate structure, and
a parameter to control the branching ratios would need to be introduced.
The retrieval procedure would then run into overfitting issues. Finally, the
dynamics in NMM evolves only on a family of Rydberg states. These are
quite similar and their difference with the IAM is stable across the struc-
tural space. Subtracting it from the rest of the analysis is trivial. However,
if the molecule undergoes internal conversion to a valence state that is sig-
nificantly different, the electronic contribution would need to be modelled





This chapter presents work which is reproduced with permission from Jen-
nifer M. Ruddock, Nikola Zotev, Brian Stankus, Haiwang Yong, Darren
Bellshaw, Sébastien Boutet, Thomas J. Lane, Mengning Liang, Sergio Car-
bajo, Wenpeng Du, Adam Kirrander, Michael P. Minitti and Peter M. We-
ber. “Simplicity beneath Complexity: Counting Molecular Electrons Re-
veals Transients and Kinetics of Photodissociation Reactions”. Angewandte
Chemie International Edition 58, 6371 (2019).
Section 3.5 described the process of dissociation as observed in UXS ex-
periments. As the title of the work presented in this chapter suggests, the
loss of interference (also referred to as coherence in the text that follows) can
be used as a simple but effective measure of the rate of dissociation. The
dissociation reaction studied follows from the photoexcitation of TMA by
a 200 nm pump pulse, which prepares the molecule in a 3pz Rydberg state
(possibly with a small population fraction on 3px/3py), as indicated by the
anisotropy of the scattering pattern shown in Figure 7.1. Modelling of the
observed rates suggests the presence of two independent reaction channels
to dissociation. The first one is fast, and is hypothesised to result from a
conical intersection between the initially prepared state and the dissociative
σ∗ state. With reference to the ab initio computational results, the slower re-
action channel has been attributed to a faster decay to a 3s Rydberg state,
which is followed by a slow coupling to the same σ∗ surface.
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FIGURE 7.1: A comparison between the experimental
anisotropy amplitude at t=0.06 ps and the simulated
anisotropy from a perfect cosine squared distribution. The sig-
nal is expressed as percentage intensity change. The theoreti-
cal anisotropy is calculated for 3px, 3py and 3pz Rydberg states
and scaled to match the experimental excitation fraction. The
3px and 3py states and anisotropy are degenerate on account
of the symmetry of the molecule.
The dissociation of TMA leads to two products, methyl and dimethy-
lamine (DMA) radicals. The DMA fragment is not stable, as indicated by
other studies [123, 124], and further dissociates. The second dissociation
is not observed on the time scale of the experiment. The structure of the
transient DMA fragment was not known from previous studies. In princi-
ple, there are only a few techniques that can provide this information. It
is shown that it is possible to obtain the structure of the DMA radical, by
performing a least-squares fit to the scattering signal after the initial disso-
ciation reaction has been completed.
German Edition: DOI: 10.1002/ange.201902228Photodissociation Reactions
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Simplicity Beneath Complexity: CountingMolecular Electrons Reveals
Transients and Kinetics of Photodissociation Reactions
Jennifer M. Ruddock, Nikola Zotev, Brian Stankus, Haiwang Yong, Darren Bellshaw,
S8bastien Boutet, Thomas J. Lane, Mengning Liang, Sergio Carbajo, Wenpeng Du,
Adam Kirrander, Michael Minitti,* and Peter M. Weber*
Abstract: Time-resolved pump–probe gas-phase X-ray scat-
tering signals, extrapolated to zero momentum transfer,
provide a measure of the number of electrons in a system, an
effect that arises from the coherent addition of elastic scattering
from the electrons. This allows to identify reactive transients
and determine the chemical reaction kinetics without the need
for extensive scattering simulations or complicated inversion of
scattering data. We examine the photodissociation reaction of
trimethylamine and identify two reaction paths upon excitation
to the 3p state at 200 nm: a fast dissociation path out of the 3p
state to the dimethyl amine radical (16.6: 1.2%) and a slower
dissociation via internal conversion to the 3s state (83.4:
1.2%). The time constants for the two reactions are 640:
130 fs and 74: 6 ps, respectively. Additionally, it is found
that the transient dimethyl amine radical has a N@C bond
length of 1.45: 0.02 c and a C@N@C bond angle of 1188: 48.
The identification and characterization of short-lived and
reactive intermediates in chemical reaction sequences
remains a challenging problem. The large number of photons
produced by X-ray free-electron Lasers allows us to study gas-
phase samples[1–4] and the ultrashort pulse duration makes it
possible to investigate the structure of transients that are not
accessible with other methods.[5] We use the Linac coherent
light source (LCLS) X-ray free-electron laser to measure
ultrafast X-ray scattering during the photodissociation reac-
tion of the molecule trimethylamine (TMA) excited by
200 nm light. The experiment reveals the reaction kinetics
of the dissociation of TMA into methyl and dimethylamine
radicals, and uncovers the structure of the reactive and short-
lived dimethylamine radical transient.
While a full analysis of the X-ray scattering data is
complicated, the reaction products and the kinetics can be
identified from the X-ray scattering signal in the limit of
vanishing momentum transfer vectors, q!0, that is, at small
scattering angles. This conceptually simple yet powerful
analysis relies on the fact that coherent elastic scattering in
the gas-phase is an intramolecular phenomenon. While the
scattering from different electrons in each molecule adds up
coherently, the elastic scattering from different molecules,
that is, intermolecular scattering, adds up incoherently. This is
attributed to the random positions of the molecules in the gas
and the large intermolecular distances compared to the X-ray
wavelength.[6] At small angles, the elastic scattering is there-
fore proportional to the square of the number of electrons in
one molecule. Consequently, as the molecules dissociate into
smaller fragments, there is a characteristic decrease of the
scattering signal at small angles.
Amines are an important group of molecules due to their
use in fertilizers and biological processes. TMA is a proto-
typical tertiary amine with accessible spectroscopic proper-
ties. It is known to dissociate into radical transients, which,
being unstable, are difficult to study but are important in
combustion, atmospheric chemistry, and enzymatic processes.
In general, dissociation reactions can be difficult to study
spectroscopically, since spectroscopic properties change
between reactant and products.[7]
The electronic structure and photodissociation dynamics
of TMA have previously been explored using photoionization
spectroscopy and molecular beam techniques. Cardoza et al.
found that optical excitation at 207.8 nm initially prepares the
3pz state.
[8] Internal conversion leads to the 3px and 3py states
with a time constant of 540: 75 fs and then to the 3s state
with a time constant of 2.9: 0.2 ps, as shown in Figure 1.[9] At
higher energy, reached by two-photon excitation with 400 nm,
a slightly faster 3s internal conversion time constant of 2.0 ps
was found.[8] Using time-of-flight photoionization with exci-
tation at 193 nm, Forde et al.[10,11] found three dissociative
channels: a dominant (72: 9%) channel involving a sequen-
tial reaction to N-methylmethanimine (NMMA); a minor
channel (27: 9%) resulting in dimethylamine (DMA) and
methyl radicals ejected with higher kinetic energy; and,
possibly, a trace amount of a third channel involving
a secondary dissociation of DMA resulting in NC2H4 and
molecular hydrogen with low kinetic energy. In the dominant
pathway, the initially excited TMA first dissociates into DMA
and CH3, and then DMA fragments to form NMMA and
hydrogen atoms. Because the experiments by Forde et al. only
identified the final reaction products, they could not measure
the time scales of the kinetic steps nor confirm the electronic
or geometrical structures of the DMA transients. The
intermediate reaction steps and the nature of the transient
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species therefore remain largely unknown. The time-resolved
X-ray scattering experiment reported here provides the
missing rate constants of the dissociation paths. Within the
time window of the experiment, up to 1 ns after the initial
excitation, we found no signature of the secondary dissocia-
tion of DMA into NMMA and hydrogen atoms, meaning that
the DMA transient appears as a final reaction product.
Scattering signals were measured with the UV pump laser
both on and off, giving rise to scattering patterns Ion(q,t) and
Ioff(q), where t is the delay time between the laser pump pulse
and the X-ray probe pulse, and q is the amplitude of the
momentum transfer vector. Details about the experiments are
provided in the Supporting Information. It is convenient to
express the pump–probe signal as a percent difference
[Eq. (1)],
%DI q; tð Þ ¼ 100
Ion q; tð Þ @ Ioff qð Þ
Ioff qð Þ
ð1Þ
in which poorly defined experimental parameters such as
background signals, pixel-to-pixel sensitivity variations of the
detector, and gas-pressure fluctuations cancel out. The
percent difference signal is proportional to the excitation
fraction, which is kept low tominimize unwantedmultiphoton
processes.
The elastic scattering from a molecule is determined by its
electron-density distribution[12] averaged over the vibrational
and rotational degrees of freedom. In pump–probe experi-
ments, the optical excitation might alter the electron den-
sity[13–16] and vibrational probability distributions,[4,5, 15,17] and
the laser and X-ray beam polarizations may cause anisotro-
pies that combine with the rotational motions of the molecule
to create alignment effects. The signals are furthermore
averaged over the temporal profiles of the UV pump pulse
and the X-ray probe pulse. To fully analyze pump–probe X-
ray scattering patterns, all those phenomena need to be
considered. The complexity of such a complete analysis
constitutes a bottleneck, although successful examples have
been achieved.[18–21]
Beneath this complexity, however, lies the opportunity to
extract valuable information about chemical reaction kinetics
by considering the total electron counts of the molecular
scatterers. Polarization effects can be ignored since we only
look at the isotropic scattering signal. Before dissociation, the
scattering cross-section in the limit of zero momentum










where N is the number of electrons in a molecule and
dI=dWð ÞTh is the Thomson differential scattering cross-
section,[6, 15] with the square appearing due to the coherent
addition of elastic scattering from different electrons within
each molecule, as discussed in the introduction. As the
molecules in the sample dissociate, resulting in a gaseous
mixture of fragment molecules a with intermolecular dis-
tances that are large compared to the wavelength of the
scattered X-ray radiation, the coherence of the waves
scattered from different parts of the molecule is lost, so that
their scattering signals add up incoherently for all but the
smallest values of q. Therefore, for experimentally accessible
ranges of q, the scattering from different fragments becomes




















being the number of electrons in the
fragments. This leads to the characteristic decrease in the
small-angle scattering intensity. Of course, there is also the
intermediate case in which a molecule is in the process of
dissociation and an electron cannot be clearly associated with
either fragment. However, presently we are interested in
a qualitative analysis made possible by Equation (2) and (3),
noting that the fraction of molecules at intermediate separa-
tion is negligible compared to the fraction of the reactant and
product molecules at any given time.
With one nitrogen atom, three carbons, and nine hydrogen
atoms, TMA has 34 electrons. The scattering signal extrapo-
lated to q!0 is therefore proportional to 342= 1156. The
initial excitation to the 3p state and subsequent internal
conversion to 3s changes the electron density distribution of
the molecule and thereby the shape of the scattering signal in
q space, but not the total electron count. Consequently, for
q!0, the percent difference given by Equation (1), consid-
ering the scattering signal from ground-state TMA and TMA
in the excited 3s state, is expected to be zero. In contrast, for
Figure 1. Reaction path of TMA upon UV excitation. Top: Schematic
depiction of the dissociation of TMA upon UV excitation. Bottom:
Adiabatic potential energy curves calculated at the state-averaged
CASSCF level (SA6-CAS(2,6)/6-31+G*) using the 3s-optimized geom-
etry, where a single N@Me distance was varied while all other coordi-
nates were kept frozen. The states are labeled b(Sa), where b refers to
the state character at the minimum energy geometry of the plot and
a simply orders the adiabatic singlet states by energy. The blue dashed
arrow indicates the excitation pulse. The black dashed arrows indicate
the 3p!3s internal conversion and the dissociative pathway.
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the two fragment molecules DMA and CH3, the q!0
scattering signal is proportional to 252+ 92= 706. Therefore,
if the reaction to DMA and CH3 is complete, the q!0 percent
difference signal is reduced compared to the unreacted
molecule by 100(706@1156)/1156=@38.9%. We emphasize
that there are no instrumental parameters in this percent
difference. In an experiment, the percentage is coupled to the
overall excitation probability, which is independent of the
time delay and can therefore be separated in the analysis.
A selection of the pump–probe X-ray percent difference
scattering curves, measured for q in the range from 0.3 c@1 to
4.7c@1, are shown in Figure 2. Even though the gas pressure
was small (6 torr) and the interaction length short (2.4 mm),
the X-rays of LCLS are so bright that scattering patterns of
excellent quality are obtained. Using a radio-frequency-based
locking system,[22] the time delays between the UV pump
pulses and the X-ray probe pulses were adjusted between
@2 ps and 3 ns. For a finer resolution in the time delays, the
pump–probe timing techniques previously reported were
used.[17] Due to the small interaction region and large
translational energy of the dissociation fragments, the 3 ns
time point was not viable for analysis (see Supporting
Information).
The postulated reaction scheme includes a two-step decay
via the lower 3s(S1) Rydberg state as well as the possibility of
a direct reaction out of the 3p(S2/S3/S4) manifold,
TMA 3pð Þ !
k0




K! 1@ pð Þ DMAþ CH3ð Þ
(
ð4Þ
with rate constants k0, k1, and k2, and a fraction (1@p) of the
excited molecules undergoing a single-step dissociation that
has not been observed previously. The k0 time constant is
associated with internal conversion to 3s. Our experiment is
blind to this process, but previous experiments determined
the time constant 1/k0 to be 2.0 ps.
[9] From the time sequence
of the scattering patterns (Figure 2), we infer that the
observed reaction is complete at 1 ns. This is apparent from
the extrapolations to q!0 (green dotted lines), which show
that low-q scattering decreases from 0 at small times to
@0.389 at 1 ns, as expected. We can use this 1 ns pattern to
determine the structure of the transient DMA radical
(Figure 3). To calculate the percent difference scattering
signal, we use the known structures of TMA[23] and the methyl
radical.[24] Keeping the C@H distances in DMA fixed and
varying the C@N bond lengths and the C@N@C bond angle, we
can fit the experimental pattern. The resulting N@C bond
length is 1.45: 0.02c and the C@N@C bond angle is 118: 48.
The structure calculated at CAS(3,3)/6-311+G* has a bond
length of 1.44c and a bond angle of 1128. We note that the
nascent DMA radical might have substantial internal energy,
which could result in a higher bond angle. The scattering
signal of the electronically excited TMA species, given by the
early time points before the reaction has significantly evolved,
reflects both the changes in the electron density distribution
upon electronic excitation and the high degree of vibrational
excitation of the transients. A complete simulation of this
pattern requires an in-depth quantum-mechanical analysis
that will be presented in the future.
With the scattering signals of the early and late time points
as experimentally determined, the kinetics of the reaction can
be obtained by fitting the time dependent scattering patterns
(Figure 2) to Equation (4) using the following equation
[Eq. (5)]:
%DI q; tð Þ ¼ATMA* qð Þ ð1@ pÞe
@k1 t þ pe@k2 t
@ >
þADMA qð Þ 1@ ð1@ pÞe
@k1 t @ pe@k2 t
@ > ð5Þ
Figure 2. Experimental pump–probe X-ray scattering percent difference
signals (blue dots) of TMA at the given delay times. The signals are
scaled by the experimentally determined percent excitation of 1.83%.
The green solid lines are fits as described in the text, dashed lines are
extrapolated for q!0. A dissociation reaction leads to a characteristic
decrease of the signal at small values of q.
Figure 3. Difference scattering patterns of the DMA transient as
obtained from the experimental data at long time delays (blue dots)
and computed using an independent-atom model (red line). The red
line extrapolates to @0.389 at q!0. Inset: residuals from the fit for
different values of the bond length and bond angle. Contour lines are
at 0.2, 1, 2, 3, 4, 5, and 6s.
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ATMA*(q) and ADMA*(q) are the scattering signals arising
from the electronically excited TMA* and the DMA+CH3
radical fragments, respectively. Equation (5) is simplified for
the case where k1@ k2, as appropriate for this reaction, and
recognizes that the analysis does not distinguish between the
initially excited 3p(S2/S3/S4) states and the 3s(S1) state
reached by internal conversion. Both states have a planar
geometry around the central nitrogen, and the scattering
signals of the diffuse 3p and 3s Rydberg states are exper-
imentally indistinguishable. A best fit, shown in Figure 4, is
obtained for p= 0.834: 0.012, while time constants are
determined as 1/k1= 640 fs
@1 and 1/k2= 74 ps
@1. We note
that we tried other schemes for the kinetics and found that
this scheme, with k1@ k2, produced the best fit.
The identity of the reaction products and the bifurcation
of the reaction can be immediately read out from the time
dependence of the q!0 scattering signals in Figure 4. Only
83% of the molecules react in the two-step process, the
overall rate of which is limited by the 74: 6 ps time constant.
The remaining 17% of the molecules dissociate in the faster
channel, with a time constant of 640: 130 fs. This can be seen
by the kink in the curve of Figure 4, intercepted by the black
dashed line, before the curve continues to decrease to
@38.9% at 1 ns. The 640 fs time constant is close to the
previously observed 540 fs time constant for internal con-
version within the 3p manifold, suggesting that both processes
have a related dynamic origin that remains to be explored.
The minor channel could explain the high kinetic energy
channel seen by Forde et al. with 193 nm excitation.
In summary, the X-ray scattering signal in the limit of q!
0 scales as the square of the number of electrons of amolecule,
a result of the coherent addition of scattering amplitudes.
During a dissociation process, the coherence is lost as the
fragments essentially become independent well-separated
species in a random ensemble of scatterers. Consequently, the
pump–probe scattering signals extrapolated to q!0 can be
used to directly measure the change in the number of
electrons in the molecules participating in a chemical reac-
tion. In a dissociation reaction, the number of electrons in
each fragment is different from the reactant molecule, and the
quadratic dependence of the signal on the number of
electrons renders the detection of this change quite sensitive.
In the dissociation of TMA, we have found the changes in the
q!0 scattering intensity to be in excellent agreement with
the electron counts of the transient species of the reaction.
Upon excitation at 200 nm, TMA decays into DMA+CH3 in
either the previously known relaxation to the 3s state
followed by a dissociation with a 74 ps time constant or
through a faster process with a 640 fs time constant. It is
possible that the latter process is directly tied to the internal
conversion within the 3p manifold. In previous studies of
tertiary amines, it has been noted that one of the 3p states is
dissociative along the N@C coordinate.[25,26] Here we observe
that in traversing the conical intersection with other 3p states
along this bond stretching coordinate, 17% of the population
dissociates while the rest undergoes internal conversion, as
observed in the photoelectron spectra.[11,12] This result also
highlights that X-ray scattering provides a direct measure-
ment of populations in competing reaction channels without
a reliance on knowledge of photoionization cross-sections.
The experimental scattering patterns of the transient
radical DMA species is consistent with a bent structure with
a bond angle of 1188 and a C@N bond distance of 1.45c,
which isin good agreement with computational structures.
The experiment also yields scattering signals of the electroni-
cally excited TMA species. Their analysis will require an in-
depth calculation of the electron density distributions and
pair correlation functions, the vibrational motions of the hot
reaction transients, and the coupling between electronic and
nuclear motions during large-amplitude vibrations. As free-
electron lasers advance into harder X-ray regimes, larger q
ranges can be captured, yielding even more structural detail
of reaction intermediates. All these advances will benefit
from the anchor of simplicity that the coherent addition of
q!0 signals provides in determining the overall chemical
reaction kinetics.
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1. Experimental Method: 
This experiment was performed at the LCLS CXI instrument at SLAC National Accelerator 
Laboratory. [S1] The general experimental set-up has been previously described. [18,19] In the SC1 
chamber, TMA was allowed to flow through a gas manifold at 6.05 Torr (Fig. S1(a)), measured 
with a Baratron manometer on the sample line. It was pumped with 200 nm light pulses 
focused to ~35 µm focus, ~90 fs FWHM, ~1.5 µJ. The laser focus diameter was determined by 
visual inspection using the built-in microscope, and the pulse duration and pulse energy were 
extrapolated from measurements upstream and downstream. The TMA was probed with 9.48 
keV X-ray photons (Fig. S1(b)) with ≈3 mJ pulse energy, 30 fs FWHM and 30 µm focus. The x-
ray scattering from the TMA was measured using the CSPAD detector.  
 
2. Treatment of the Scattering Images 
To maintain uniformity in the data, shots with X-ray energies less than 9.475 keV or greater 
than 9.483 keV were not included in the analysis.  
 
Figure S1. Shot-by-shot histograms of (a) the sample line pressure of the TMA, (b) X-ray photon 




To account for shot-by-shot fluctuations in the X-ray pulse energy, a second CSPAD in SC2 was 
used to measure scattering from a Kapton foil. A histogram of the summed CSPAD intensities is 
shown in Figure S1 (d). The intensity measured on this second CSPAD was used to scale the 
intensities measured on the front CSPAD. Shots with CSPAD intensities below 1.3x109 ADU were 
not included in the analysis. In addition to this intensity scaling, the shots were also processed 
in batches of 3600 shots, and scaled by the average of the UV-off intensity, which accounts for 
short-time pressure fluctuations occurring in the sample line. 
The timing of the UV-X-ray delay was controlled using an electronic delay of the UV pump. The 
fine-timing to account for the jitter of the X-rays was measured with the timetool.[S2] To make 
sure the timing was accurate, we used cut-offs on shots for which the timetool camera did not 
yield a good measurement. Figure S2 shows histograms of the timetool parameters used for 
determining the goodness of the shot: The pixel position on the camera, the amplitude of the 
error-function, and the width of the error-function. Shots with amplitudes less than 0.03 or 
greater than 0.13 were discarded, shots that came in at pixel positions less than 350 or greater 
than 900 were also discarded. And shots with FWHM peak widths less than 50 or greater than 
450 were discarded.  
 
Figure S2. Histograms of timetool (TT) parameters. The left plot is the pixel position on the Opal 
camera, middle histogram is the peak amplitude, and the right histogram is the Gaussian 
FWHM of the onset of the peak. 
 
The CSPAD pixel readout can be affected by bleeding of signal from nearest-neighbor pixels: a 
pixel may show a non-zero intensity if the pixel next to it detects a photon. This can be seen in 
the histogram of pixel intensities, shown in Figure S3. The one-photon peak has a maximum at 
27.3 ADU (Figure S2, inset). When analyzing the detector images, any pixels with values less 






Figure S3. A histogram of the ADU per pixel on the CSPAD, the inset shows the minimum 
between the zero- and one-photon peaks. 
 
All the images are collected and averaged over the number of shots taken. 
 
Building a mask: 
To prevent ‘bad’ pixels on the CSPAD from affecting the images used in the analysis, we masked 
pixels that consistently yielded outlier readouts. Taking an initial mask of unbonded pixels, and 
then using a dark image (without X-ray scattering) of the CSPAD, any pixel with a readout less 
than -2 ADU or greater than 2 ADU was masked.  
In addition, spurious scattering from an upstream platinum pinhole in the diffractometer 
(Figure S4a) was also masked based on the ADU readout as compared to the average for a given 
distance from the center of the detector. 
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Figure S4. The left image shows the CSPAD image without a mask, showing platinum scattering 
rings. In the right plot, the CSPAD is masked to remove those extraneous rings. 
 
Calibrating the detector distance: 
To calibrate the detector distance, a least-squares fit is taken of the ground-state TMA 
scattering pattern as compared to the independent atom model (IAM) TMA pattern.  The 
following equivalency was used: 
 !"#$
%&'( )* = 𝐼!-.	(sin) 𝜙 + cos) 𝜙 cos) 2𝜃)      (Eqn. S1) 
 
The cos; 2𝜃 factor on the left-hand side is to account for two things: one is the scaling of the X-
ray scattering intensity with the square of the distance to a pixel on the detector, and the other 
is the effective area of the pixels with respect to the scattering angle from the interaction 




Figure S5. The left plot shows the experimental and theoretical (IAM) radially averaged TMA 
scattering patterns. The right plot shows a color-mapping of the difference experiment-theory 
on the CSPAD.  
 
Error Analysis: 
Errors in the measurement might arise from the pixelated nature of the CSPAD detector, from 
the intensity calibration of the X-ray pulses and from pulse-to-pulse variations of the optical 
pump laser intensity.  There are also faint traces of scattering from the platinum pinholes, 
which, however, affect specific q values only. The average number of photons per q-bin, 𝐼(̅𝑞), is 
𝐼(̅𝑞) = >?@ABC@ ×
∑ !$F#"G@∈I
∑ 	>$F#"G@∈I   (Eqn. S2) 
where 𝑁KLMNK is the number of X-ray pulses, and I is the total number of photons over the 
accumulated frames scattered into a set of pixels that are part of the q bin. The number of 
photons is calculated by dividing the total intensity of the summed images by 27.3 ADU/photon 
(the maximum ADU value of the one-photon peak, as shown in Figure S3). 
 
The dominant source of error is the counting statistics of photons, which we take to be the 
square root of the number of photons scattered into a q range: 
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Δ𝐼(̅𝑞) = >?@ABC@ ×
P∑ !$F#"G@∈I
∑ 	>$F#"G@∈I   (Eqn. S3) 
 
Error propagation gives the error in the percent difference scattering signals as   
Δ)[%Δ𝐼](𝑞, 𝑡) = V >WW!B̅XX(Y)Z
) × [(Δ𝐼?̅?𝑛(𝑞, 𝑡))) + V!B̅^(Y,N)!B̅XX(Y)Z
) (Δ𝐼?̅?𝑓𝑓(𝑞)))`  (Eqn. S4) 
Where %Δ𝐼 is the percent difference intensity as defined in Eqn 5. 
 
Time zero 
During the experiment, time zero was estimated by the ability to see a difference curve of the 
UV-excited TMA intensity. To get a more accurate time zero, the rise of the change in intensity 
was fit to an error function. The range of 2.07 – 2.74 Å-1 was chosen because it had the greatest 
amplitude change in intensity. The results are shown in Figure S6, with time zero being at -26 fs 
(relative to the arbitrary time zero chosen during the data acquisition), and a Gaussian FWHM 
of 148 fs. 
 
Figure S6. Error function fit of the time dependent difference scattering signal in the q-range 
from 2.03 to 2.74 Å-1.  
 
Even without explicit alignment of the molecules in the sample, the scattering signal shows a 
strong time-varying anisotropy which originates from the selective excitation of molecules 
whose transition dipole moment aligns with the pump polarisation axis, and the subsequent 
rotational dephasing. It is a common practice to rotationally average the angular-resolved signal 
to achieve a higher signal-to-noise ratio. In addition to discarding information about the 
7 
orientation of the molecular ensemble with respect to the laboratory frame, such a procedure 
may induce a non-negligible error in the interpretation of the experiment.S5 It has been shown 
that a more rigorous treatment is given by a plane wave expansion of the detected scattering 
signal so that the percentage intensity change is cast into the form:S6,S7 
 
%Δ𝐼(𝑞, 𝜙, 𝑡) = 	∑ 𝑃b(− cos𝜙d cos *))	%Δ𝐼b(𝑞, 𝑡)ebfW , 	
where 𝜙d is the azimuthal angle with respect to the laser polarization axis, and 𝑃b  denotes the 
Legendre polynomial of order 𝑙. For a single-photon excitation, only the first two even %Δ𝐼b 	terms are non-zero, where 𝑙 = 0	and 𝑙 = 2 represent the isotropic and anisotropic 
contributions to scattering, respectively. Consequently, the separation of the two terms 
becomes a linear fitting problem for each fixed time-delay and magnitude of the scattering 
vector.S8 The following analysis is based on the isotropic signal only. We leave the 
interpretation of the observed anisotropy for a future publication.  
 
The 3 ns time point 
In the analysis of the data, we found the overall scattering signal had decreased for the 3 ns 
time point, resulting in a distorted percent different scattering signal. We realized that this was 
probably due to the geometry of the experiment. From Forde, et al. we can estimate the 
velocities of the dissociation fragments to be ~2-3 µm/ns.8,9 Therefore, after 3 ns, a significant 
amount of the fragments is ejected from the 30 µm interaction region, resulting in the 
distortion of the pump-probe signal. We decided this data point could not be directly compared 
to the other data points and therefore did not include it in our analysis. 
 
3. Fitting the Data to a kinetics scheme 
The isotropic components are used to derive the kinetics, Equation 6. An IAM pattern produced 
a good fit to the 1ns time point to obtain ADMA (Figure 3). From this fit we estimate the percent 
excitation to be ≈1.83%, therefore the likelihood of 2-photon ionization is low. The early time 
points (<0.5 ps) were not well-reproduced with an IAM pattern of TMA, most likely due to the 
diffuse nature of the electronically excited state. Therefore, the data at the 0.12 ps time point 
was fitted to the following functional form: 
 
%∆𝐼(𝑞, 0.12𝑝𝑠) = 	 n1 − erfn𝜎(𝑞 − 𝜇)tt × ∑ 𝑐v 'wx(YyF)YyF)> + erf(𝜎(𝑞 − 𝜇)) × ∑ 𝑐v 'wx
(YyF)
YyF
z;    
           (Eqn. S5) 
 
This is two sinc functions spliced together with an error function of center 𝜇 = 1.19	Å}> and 𝜎 = 3. The splice was used because it was important to obtain a good fit at low q, with the 
percent difference intensity at q=0 set to 0. The resulting fit is shown in Figure S7, and fit 
parameters are listed in Table S1.  
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Table S1. The parameters as shown in Equation S5. 
𝑖 𝑐v  𝑟v  
1 84.55  5.472 
2 -84.55  1.522 
3 111.39   4.242 
4 -85.99  2.132 
5 -30.34 1.164 
6 8.92  6.411 
7 -98.61   4.313 
 
To find errors in the DMA structure parameters, the method described in references S3 
and S4 is used. The error in a parameter p is estimated by changing p by a small amount 𝒹𝑝, fixing that parameter, and refitting to find a new minimum sum of squares, 𝒳). 
Then the following equation is used: 
Δ𝑝 ≈ 𝒹d√𝒹𝒳   (Eqn. S6) 
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7.3 Conclusion
This study explored the capabilities of UXS to determine reaction kinetics.
In a way, this is a more classical application of the technique. After all, there
are numerous other ways of studying reaction rates in the realm of time-
resolved spectroscopy. However, the ability to determine transient struc-
tures adds an extra dimension to this work, and shows some of the advan-
tages of monitoring reactions from the perspective of the structure evolution
instead of their energetics.
Reflecting critically on the work, there are two main shortcomings. The
first one stems from the fact that the DMA radical, as well as the TMA
molecule still in the Rydberg manifold, are vibrationally hot. Even if the
kinetic energy is initially localised to a single mode, there is enough time
for it to dissipate to other modes of motion thus creating a rather wide vi-
brational wave packet. It is then highly likely that the scattering patterns
are the result of a spread of possible structures rather than a single one.
However, as detailed in the previous chapter, a simultaneous fit with mul-
tiple geometries is prone to failures. A second point of criticism is the ne-
glect of the second dissociation step reported by other authors. Even if the
population of dissociated DMA radicals is small on the scale of the experi-
ment, that might have implications for the transient structure found here. It
should be pointed out that the drop of the signal as q→ 0 as a result of loss
of interference between the NMMA and the hydrogen atom is really small
– approximately 4% of all DMA dissociates. In other words, it is hard to
detect solely from the signal at q → 0 without appreciable fraction of DMA
undergoing this reaction. Should a small fraction of NMMA be present, the





UXS experiments can currently only be performed at XFEL facilities, which
are the only light sources that fulfil simultaneously the requirements for
short X-ray pulse duration and high brightness. Exciting a molecule and
monitoring its dynamics in a pump-probe fashion, UXS is a unique tool
for studying the fast transformations that accompany the majority of photo-
chemical reactions. The advantage of performing the experiments in the gas
phase is that molecular motion is unconstrained and close to ideal. In addi-
tion, there is no intermolecular scattering interference in this environment,
which means that the detected signal originates from a single molecule with
all its quantum peculiarities. The aim of this thesis has been to outline the
theory of UXS and encompass a number of theory-related aspects with a
practical significance for experimental work.
The theoretical description of UXS presented in Chapter 2, is concerned
with three main processes - photoexcitation, dynamics and X-ray scattering.
Firstly, assuming that the ensemble of molecules is initially in its ground vi-
bronic state with no preferential alignment as a result of a broad population
of rotational states, a linearly polarised optical laser prepares a wave packet
on one or more excited states. The probability of excitation is related to the
square of the TDM. The excited state exhibits a cosine-squared orientation
with respect to the angle between the laser polarisation axis and the TDM.
This symmetry breaking renders the scattering signal anisotropic. The evo-
lution of the nuclear wave packet on the manifold of excited states is inher-
ently non-adiabatic. After passing through regions of conical intersections,
the molecule can reach a large number of final products. A first-principles
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description of X-ray scattering helps us appreciate how UXS can monitor
the changes that occur in both nuclear geometry and electronic states.
As detailed in Chapter 3, there are a number of procedures that can be
applied to the raw experimental data to reveal better the information con-
tent. These include the decomposition of the raw signal into isotropic and
anisotropic components, as well as converting it to fractional signal change.
Even after these manipulations, certain information about the real space
structure of the molecule cannot be retrieved, which can be attributed to
both experimental and fundamental limitations. This is why UXS scattering
relies on theoretical and computational tools to aid the analysis.
In Chapter 4 we described some common methods for calculating ex-
citing electronic states, as well as algorithms for numerical propagation of
the nuclear wave packet on the excited states’ PESs. Importantly, a new ap-
proach for computing isotropic X-ray scattering cross-sections directly from
the ab initio electronic density was presented.
Chapters 5-7 covered applications of the theory and computational meth-
ods to actual experimental data. The alignment of the TDM with the pump
pulse polarisation axis and its direction in the molecular frame of reference
were shown to enable the determination of the initially excited electronic
state in NMM. The subsequent coherent vibrations were retrieved from the
scattering data by a constraint-fit procedure which relied on a pool of the-
oretical structures. Finally, in the case of excitation to a 3p Rydberg state in
TMA, the resulting dissociation channels, their rate constants and the ge-
ometry of transient species were investigated.
Looking ahead, a number of upcoming milestones for UXS can be antic-
ipated. The first immediate one is to provide a concrete proof that electron
delocalisation associated with excited electronic states can be observed si-
multaneously with the structure evolution. The work on coherent motion in
NMM presented here already touches upon this subject. It has been shown
that the effect of electronic rearrangements can rival that of nuclear motion
in some cases. While not discussed in this thesis, a recent work has been able
to demonstrate more robustly that the initial redistribution of the electron
density associated with photoexcitation before the onset of nuclear motion
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can indeed by captured directly in UXS experiments [125]. However, the
simultaneous direct observation of nuclear motion and electron redistribu-
tion via UXS is still challenging and calls for an improved signal level. The
upcoming upgrades to LCLS-II and the new European XFEL offer hope that
new work in this direction will follow in the not-so-distant future.
A smaller effect, but still in principle observable, electron correlation is
one of the aspects that makes UXS attractive for fundamental studies of elec-
tronic structure and a potential method for benchmarking ab initio calcu-
lations. In the absence of energy resolution, correlation is encoded in the
difference between total and elastic scattering, sometimes referred to as to-
tal inelastic scattering. Contrary to the established approach to treat it as
a constant background, it is not structureless or isotropic but contains vital
information for the collective motion of the electrons.
Another interesting aspect that has been systematically neglected in UXS
experiments that are concerned with structural changes, is the anisotropy of
the signal and its time evolution. While it has been shown here that it can
be used as a reliable way to determine the initially accessed electronic state,
its time evolution can also provide information about rotational properties
of the molecule. Especially when it is coupled to large structural changes
such as dissociation, the changes in the rotational constants can be used to
pinpoint the time-scale of structural deformations. Similarly, the scattering
anisotropy directly encodes for the internal structure of the molecule. It can
thus be used to supplement the structure determination methods that utilise
the isotropic scattering component.
This thesis has not discussed in great length the so-called coherent mixed
scattering – the scattering that originates from the interference between two
electronic states. The strength of coherent mixed scattering is governed by
three main factors - the states’ symmetry, their separation and the overlap
between the corresponding nuclear wave packet. As with other cases where
two electronic states are involved, coherent mixed scattering is subject to
selection rules. In absence of energy resolution gating, only states of the
same symmetry can exhibit this type of scattering. Hence, one possibility
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to observe it is in regions of conical intersections. However, there the nu-
clear wave packet overlap might be small [126], so that the contribution to
the total signal is weak. Another possibility is to prepare a wave packet
on two independent states, so that there is a good nuclear overlap. How-
ever, the energy difference between the electronic states needs to be small,
otherwise the coherent mixed scattering will oscillate rapidly in time. Its
detection would only be possible with extremely short X-ray pulses on or-
der of a femtosecond or shorter. In either case, a clever experimental set up
combined with a well-targeted system would be needed in order to show
coherent mixed scattering experimentally.
This thesis has described some of the recent advances in the theory, in-
terpretation and analysis of UXS experiments. While still in its early days,
UXS has shown a great capacity to elucidate photochemical dynamics. Un-
like rival spectroscopic techniques, it monitors structural evolution directly,
which makes it both tangible and powerful. The future of UXS is as bright
as XFELs themselves. However, a real success can only be achieved through
the development of rigorous theory and computational tools.
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