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Abstract
This paper considers the problem of robust H∞ control using decentralized state feedback controllers
for a class of large-scale systems with Markov jump parameters. A sufficient condition is developed to
design controllers using local system states and local system operation modes. The sufficient condition is
given in terms of rank constrained linear matrix inequalities. An illustrative numerical example is given
to demonstrate the developed theory.
Index Terms
H∞ control, large-scale systems, LMIs, Markov jump parameters.
I. INTRODUCTION
In physical world, many systems, for example, power systems, digital communication networks, eco-
nomic systems and ecological systems, can be seen as large-scale systems. Generally, large-scale systems
represent a class of dynamic systems with high dimensions and complex structures, and such systems are
usually characterized by geographical separation. When economic cost and reliability of communication
links have to been taken into account, the decentralized control scheme is useful [1]. In recent control
literatures, much attention has been given to decentralized control problems [2–4]. Compared with
centralized controllers, decentralized controllers are designed only using locally available information
of the subsystems, which means a lower level of connectivity and communication costs.
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2During the past years, there has been quite a lot of attention devoted to the study of Markovian
jump linear systems (MJLSs) and some useful control theories for this class of systems have been
developed, such as stabilization [5–7], H2 control [8], H∞ control [9–11], 2D systems [12, 13], singular
systems [14, 15], and model reduction [16]. Factually, large-scale systems are often subject to abrupt
changes in their structures due to component failures or repairs, sudden environmental disturbances,
changing subsystem interconnections, etc. These structural variations often lead to random variations
of the system parameters. In these situations, the model of MJLSs can be used to capture the abrupt
changes and some study of large-scale systems using the model of MJLSs can be seen in [2, 3, 17, 18].
In the system setup, the changes of operation modes in the large scale system are governed by a Markov
process, referred to as global mode process, while the subsystems of the large scale system have their own
operation modes. Due to the interaction of the subsystems, the changes of subsystem operation modes are
not necessarily Markovian. In [3, 17], the controllers designed only using the state and mode information
locally available within the subsystems are referred to as local mode dependent controllers. A local mode
dependent controller changes its operation mode only when the corresponding subsystem changes its
operation mode. The controllers studied in [2, 18], known as global mode dependent controllers, change
their gains whenever any of the subsystems switches to a different mode. Hence, compared with the
global mode control scheme, the local mode control scheme can effectively reduce the number of control
gains and remove undesirable transient dynamics. As the local mode processes for the subsystems is
non-Markovian, the local mode dependent controllers can not be obtained directly, but can be derived
from the global ones, and the derivation can be seen in Section III-B of [3].
In the large-scale systems considered in this paper, there are two kinds of internal uncertainties affecting
the dynamics of system considered in this paper, which are local uncertainties and interconnection
uncertainties. The local uncertainties result from the existence of uncertain dynamics in each subsystem
and the interconnection uncertainties result from the fact that the subsystems are interrelated and interact
with each other. In this paper these uncertainties are assumed to satisfy integral quadratic constraints
(IQCs), which have been proven to be effective in a number of robust control problems, for example,
see [2, 18, 19].
In [3], with no exogenous disturbances entering the system, the authors considered the problem of
decentralized stabilization and developed a sufficient condition to design local mode decentralized stabi-
lizing controllers. However, the external disturbances are often unavoidable in more practical situations.
Apart from internal uncertainties, each subsystem of the large-scale system is also affected by exogenous
input signals. This paper focuses on the problem of designing decentralized state feedback control laws to
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3reduce the affect the disturbance input has on the controlled output in an H∞ sense, with the controllers
designed using local system states and operation modes information. The purpose is to find controllers
such that the closed-loop large-scale system is mean square stable (MSS) and its H∞ norm is below a
prescribed level. This study could be considered as a further development of the result of [3].
This paper is organized as follows. Section II gives some preliminary knowledge of the Markov jump
systems. Section III formulates the class of uncertain large-scale systems with Markovian jumping param-
eters. In section IV, a sufficient condition is developed to construct local mode dependent decentralized
robust H∞ controllers so that the closed-loop system is mean square stable and its H∞ norm is below
a prescribed level. A numerical example is presented in section V to illustrate the usefulness of the
developed theory. Section VI concludes this paper.
Notation: R+ denotes the set of positive real numbers, S+ denotes the set of real symmetric positive
definite matrices. The ? in symmetric matrix is used to represent the blocks induced by symmetry. ‖ · ‖
refers to the Euclidean norm for vectors and the induced 2-norm for matrices. L2[0,∞) denotes the space
of square integrable vector functions over [0,∞).
II. PRELIMINARIES
Consider a continuous-time Markov jump parameter system S0 on a complete probability space
(Ω,F ,Pr) described by the following state-space equations:
S0 :
 x˙(t) = A(ηt)x(t) +B(ηt)w(t),z(t) = C(ηt)x(t) +D(ηt)w(t),
where x(t) ∈ Rn is the state, w(t) is the disturbance input, assumed to be an arbitrary signal in L2[0,∞),
z(t) is the controlled output, ηt is a time-homogeneous Markov process taking values on the finite
set M = {1, 2, . . . ,M}. Let Q = (qµν) ∈ RM×M be the transition rate matrix of the process, with
qµν > 0, µ 6= ν and qµµ = −
∑M
ν 6=µ qµν 6 0, such that transition probabilities of the system mode
variable ηt satisfy
P (ηt+∆ = ν|ηt = µ) =
 qµν∆ + o(∆), µ 6= ν,1 + qµµ∆ + o(∆), µ = ν,
When ηt = i, we have A(ηt) = Ai, B(ηt) = Bi, C(ηt) = Ci, D(ηt) = Di, respectively. The following
definition generalizes the concept of mean square stable for Markov jump systems [5].
Definition 1. The system S0 with w(t) ≡ 0 is mean square stable if
lim
t→∞E(‖x(t)‖
2) = 0.
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4for any initial condition x(0) ∈ Rn and η0 ∈M.
The next definition is a generalization of the H∞-norm for Markov jump systems [9].
Definition 2. Suppose system S0 is mean square stable, then the H∞-norm of the system is defined as
‖S0‖∞ = sup
w(·)∈L2[0,∞)
x(0)=0,‖w(·)‖6=0
{
E
[∫∞
0 ‖z(t)‖2dt
]}1/2{∫∞
0 ‖w(t)‖2dt
}1/2 .
With the definitions given above, an LMI characterization for the H∞ norm of system S0 can be
described by the following bounded real lemma, see [16, 20].
Lemma 1. Given γ > 0, system S0 is mean square stable with ‖S0‖∞ < γ if and only if there is Pi ∈ S+
such that the coupled LMIs
ATi Pi + PiAi +
∑M
j=1 qijPj PiBi C
T
i
BTi Pi −γ2I DTi
Ci Di −I
 < 0
are satisfied for all i = 1, . . . ,M .
III. PROBLEM STATEMENT
Consider an uncertain Markovian jump large-scale system S which is comprised of N subsystems.
The i-th subsystem Si, i ∈ N , {1, 2, . . . , N}, is described by
Si :

x˙i(t) = Ai(ηi,t)xi(t) +Bi(ηi,t)ui(t) + Ei(ηi,t)ri(t) + Fi(ηi,t)ξi(t) +Gi(ηi,t)wi(t),
zi(t) = Ci(ηi,t)xi(t) +Di(ηi,t)ui(t),
ζi(t) = Hi(ηi,t)xi(t),
where xi(t) ∈ Rni is the state of the subsystem Si, ui(t) is the control input, ri(t) is the interconnection
input, describing the effect of the other subsystems Sj , j 6= i, on subsystem Si, ξi(t) is the local
uncertainty input, wi(t) ∈ L2[0,∞) is the exogenous disturbance input, zi(t) is the controlled output,
ζi(t) is the uncertainty output, ηi,t denotes the operation mode of subsystem Si and takes values in a
finite state space Mi , {1, 2, . . . ,Mi}. The initial condition of subsystem Si is given by xi0 ∈ Rni and
ηi0 ∈Mi. The structure of the i-th subsystem is shown in Fig.1.
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Fig. 1. The structure of the subsystem Si.
For the large-scale system S, an operation mode pattern set Mp is introduced to describe the vector
mode states visited by [η1,t . . . ηN,t]. Let Mp be a non-empty subset of the set M1 × · · · ×MN , and
is supposed to have M elements where maxi∈N Mi ≤M ≤ ΠNi=1Mi. In this case we say the large-scale
system has M global operation modes. LetM , {1, 2, . . . ,M}, then there must exist a bijective function
Ψ : Mp → M, given by µ = Ψ(µ1, µ2, . . . , µN ). The inverse function (µ1, µ2, . . . , µN ) = Ψ−1(µ)
defines the mapping Ψ−1 :M→Mp. Also, the components of the inverse function Ψ−1 are denoted by
Ψ−1i , i.e., µi = Ψ
−1
i (µ). The large-scale system is said in global mode µ at time t if Ψ (η1,t . . . ηN,t) = µ.
Defined ηt , Ψ (η1,t . . . ηN,t), and ηt is used to represent the global mode process. The global mode
process is assumed to be a stationary ergodic Markov process with the state transition rate matrix given
by Q = (qµν) ∈ RM×M . Let q∞ denote the steady state distribution of ηt, and it can be computed
according to:
q∞ = e(Q+ E)−1
where e = [1 1 · · · 1] ∈ R1×M , E = [eT eT · · · eT ]T ∈ RM×M
The relationship between the local operation modes of the subsystems and the global operation modes
of the entire system has been established. Using an auxiliary system, under some conditions, if the global
mode dependent controllers are given, the local ones can be derived, which will be shown in details in
the next section.
It is also assumed that the system S satisfies the following assumptions. For all i = 1, . . . , N ,
1) DTi (ηi,t)[Ci(ηi,t) Di(ηi,t)] = [0 Ri(ηi,t)], Ri(ηi,t) = R
T
i (ηi,t) > 0.
2) The pair [Ai(ηi,t), Bi(ηi,t)] is stabilizable.
Remark 1. Assumption 1 is used to simplify the derivation of the main result without loss of generality.
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6Under Assumption 2, the stabilizability of each subsystem in every operation modes does not imply that
the Markovian jump large-scale system is stabilizable. The reason is twofold. Firstly, the stability of
Markovian jump systems depends not only on the matrix A but also on the mode transition rate matrix.
Secondly, the stability of all subsystems cannot guarantee the stability of a large scale system due to the
interconnections between subsystems.
In this paper, the local uncertainties in each subsystem and the interconnections between subsystems
are described by operators
ξi(t) = φ
ξ
i (t, ζi(·)|t0, ηi(·)|t0),
ri(t) = φ
r
i (t, ζi(·)|t0, ηi(·)|t0),
where ζ
i
(·) , [ζ1(·), · · · , ζi−1(·), ζi+1(·), · · · , ζN (·)]. They are assumed to satisfy certain integral
quadratic constraints, and the definitions are presented as below.
Definition 3 ([3]). Given a set of matrices S¯i ∈ S+, i ∈ N . A collection of local uncertainty inputs ξi(t),
i ∈ N , is an admissible local uncertainty for the large-scale system if there exists a sequence {tl}∞l=1
such that tl ≥ 0, tl →∞, and for all l and for all i ∈ N ,
E
(∫ tl
0
[‖ζi(t)‖2 − ‖ξi(t)‖2] dt|x0, η0) ≥ −xTi0S¯ixi0, (1)
where x0 = [xT10, . . . , x
T
N0]
T , and η0 = η(0). The set of the admissible local uncertainties is denoted by
Ξ.
Definition 4 ([3]). Given a set of matrices S˜i ∈ S+, i ∈ N . The large-scale system is said to have
admissible interconnections between subsystems if there exists a sequence {tl}∞l=1 such that tl ≥ 0,
tl →∞, and for all l and for all i ∈ N ,
E
∫ tl
0
 N∑
j=1,j 6=i
‖ζj(t)‖2
− ‖ri(t)‖2
 dt|x0, η0
 ≥ −xTi0S˜ixi0, (2)
The set of the admissible interconnections is denoted by Π.
Suppose the system S is subject to the uncertainty constraints (1) and (2), the aim of this paper is to
design local mode dependent decentralized controllers
ui(t) = Ki(ηi,t)xi(t), i ∈ N , (3)
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7such that the system S is mean square stable and the following H∞ performance is satisfied: Given
γ > 0, if x0 = 0, for all i = 1, . . . N , then
sup
w(·)∈L2[0,∞),ξ(·)∈Ξ
‖w(·)‖6=0,r(·)∈Π
{
E
[∫∞
0 (
∑N
i=1 ‖zi(t)‖2)dt
]}1/2
{∫∞
0 (
∑N
i=1 ‖wi(t)‖2)dt
}1/2 < γ. (4)
IV. THE MAIN RESULTS
In this section, a sufficient condition will be developed to design local mode dependent controllers.
Due to the local mode dependent controllers can not be obtained directly and the global operation mode
process ηt is Markovian, let us enlarge the mode state space of the subsystem in S and consider an
auxiliary class of uncertain systems S˜ that contains the uncertain system S as a special case. There exist
necessary and sufficient conditions for the design of H∞ controllers for this auxiliary system, see [16, 20].
The i-th subsystem of S˜, i ∈ N , is described by
S˜i :

˙˜xi(t) = A˜i(ηt)x˜i(t) + B˜i(ηt)
[
u˜i(t) + ξ˜
u
i (t)
]
+ E˜i(ηt)r˜i(t) + F˜i(ηt)ξ˜i(t) + G˜i(ηt)w˜i(t),
z˜i(t) = C˜i(ηt)x˜i(t) + D˜i(ηt)
[
u˜i(t) + ξ˜
u
i (t)
]
,
ζ˜i(t) = H˜i(ηt)x˜i(t),
where A˜i(µ) = Ai(µi), B˜i(µ) = Bi(µi), C˜i(µ) = Ci(µi), D˜i(µ) = Di(µi), E˜i(µ) = Ei(µi), F˜i(µ) =
Fi(µi), G˜i(µ) = Gi(µi), H˜i(µ) = Hi(µi), µ ∈ M and µi = Ψ−1i (µ) ∈ Mi. The uncertainty input ξ˜i(t)
and r˜i(t) are, respectively, generated by the same operator as ξi(t) and ri(t), and satisfy the IQCs in
(1), (2). wi(t), zi(t), ζi(t) are replaced with w˜i(t), z˜i(t), ζ˜i(t), respectively. ξ˜ui is the uncertainty in the
control input, satisfying the following IQCs.
Definition 5 ([3]). Given βui (µ) ∈ R+,i ∈ N ,µ ∈ M. A collection of uncertainty input ξ˜ui (t) ,i ∈ N , is
an admissible uncertainty input for the auxiliary large-scale system S˜ if
E
(∫ tl
0
(
βui (ηt)‖x˜i(t)‖2 − ‖ξ˜ui (t)‖2
)
dt|x˜0, η0
)
≥ 0 (5)
for all l and for all i ∈ N . The set of the admissible uncertainty inputs is denoted by Ξ˜u.
Without loss of generality, we assume that the same sequence {tl}∞l=1 is used in Definitions 3, 4, 5.
Correspondingly, the global mode dependent decentralized controllers of the auxiliary large-scale
system will be designed as the form below
u˜i(t) = K˜i(ηt)x˜i(t), i ∈ N . (6)
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8The following lemma relates the stabilization of system S with local mode dependent controllers (3)
and the stabilization of the auxiliary system S˜ with global mode dependent controllers (6).
Lemma 2 ([3]). Suppose controllers (6) stabilize the uncertain large-scale system S˜ subject to the IQCs
(1), (2), (5). If the control gains Ki(·) in (3) are chosen so that
‖K˜i(µ)−Ki(µi)‖2 ≤ βui (µ), (7)
where µ ∈ M, µi = Ψ−1i (µ) ∈ Mi, for all i ∈ N , then the controllers in (3) stabilize the uncertain
large-scale system S subject to the IQCs (1) and (2).
The next lemma provides a way to construct local mode dependent controllers using the global ones.
Lemma 3 ([3]). Given global mode dependent controllers (6), the corresponding local mode dependent
controllers (3) can be constructed using the following transformation:
Ki(νi) =
∑M
µ=1
{
K˜i(µ)q∞µIi(µ, νi)
}
∑M
µ=1 {q∞µIi(µ, νi)}
, (8)
where νi ∈Mi, i ∈ N , Ii(µ, νi) = 1 if νi = Ψ−1i (µ),and Ii(µ, νi) = 0 otherwise, q∞µ is the µ component
of the vector q∞. Then Ki(νi) = limt→∞ E(K˜i(ηt)|ηi,t = νi).
The sufficient condition to design the local mode dependent controllers (3) is given by the following
theorem.
Theorem 1. Let γ > 0 be a prescribed level of H∞-norm bound, suppose there exist matrices Xi(µ) ∈
S+, X¯i(µ) ∈ S+, scalars β¯i(µ) ∈ R+, β˜i(µ) ∈ R+, τ¯i ∈ R+, θ¯i ∈ R+, φ¯i ∈ R+, i ∈ N , µ ∈ M, such
that the matrix inequalities with rank constraints (9)-(13) are satisfied
Υi11(µ) Υi12(µ) Υi13(µ)
? Υi22(µ) 0
? ? Υi33(µ)
 < 0, (9)
φ¯iR˜i(µ)− I < 0, (10) φ¯iI ∆i(µ)
∆Ti (µ) β˜i(µ)I
 ≥ 0, (11)
rank
X¯i(µ) I
I Xi(µ)
 ≤ ni, (12)
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9rank
β¯i(µ) 1
1 β˜i(µ)
 ≤ 1, (13)
where
R˜i(µ) = D˜i(µ)
T D˜i(µ),
Υi11(µ) = Xi(µ)A˜
T
i (µ) + A˜i(µ)Xi(µ) + θ¯iE˜i(µ)E˜
T
i (µ) + τ¯iF˜i(µ)F˜
T
i (µ) + γ
−2G˜i(µ)G˜Ti (µ)
− B˜i(µ)R˜−1i (µ)B˜Ti (µ) + qµµXi(µ),
Υi12(µ) = Xi(µ)
C˜Ti (µ) I
N︷ ︸︸ ︷
H˜Ti (µ) . . . H˜
T
i (µ)
 ,
Υi22(µ) = −diag[I β¯iI τ¯iI θ¯1I . . . θ¯i−1I θ¯i+1I . . . θ¯NI],
Υi13(µ) = Xi(µ)
[√
qµ,1I . . .
√
qµ,µ−1I
√
qµ,µ+1I . . .
√
qµ,MI
]
,
Υi33(µ) = −diag[Xi(1) . . . Xi(µ− 1) Xi(µ+ 1) . . . Xi(M)],
∆i(µ) =
1∑M
ν=1 {Ii(ν, µi)q∞ν}
M∑
ν=1
{
Ii(ν, µi)q∞ν
[
R˜−1i (ν)B˜
T
i (ν)X¯i(ν)− R˜−1i (µ)B˜Ti (µ)X¯i(µ)
]}
.
Then the global mode dependent control gains K˜i(µ) are given by
K˜i(µ) = −R˜i(µ)−1B˜Ti (µ)X¯i(µ). (14)
Moreover, the local mode dependent controllers (3) can be constructed using (8) so that the uncertain
system large-scale system S subject to the IQCs (1) (2) is mean square stable and satisfies the H∞-
performance (4).
Proof: The proof is divided into two steps. In step 1, we show that the global mode dependent
controllers defined in (6) with the form of (14) stabilize the auxiliary system S˜ subject to the IQCs (1),
(2), (5) and satisfy H∞ performance (4). In step 2, we show that the local mode dependent controllers
(3) constructed by (8) stabilize the system S subject to the IQCs (1) (2) and satisfy H∞ performance
(4).
Step 1
Using Schur complement equivalence, it follows from inequality (9),
Υi11 −Υi12Υ−1i22ΥTi12 −Υi13Υ−1i33ΥTi13 < 0.
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That is,
Xi(µ)A˜
T
i (µ) + A˜i(µ)Xi(µ) +
M∑
ν=1
qµνXi(µ)Xi(ν)
−1Xi(µ) + θ¯iE˜i(µ)E˜Ti (µ)
+Xi(µ)
C˜Ti (µ)C˜i(µ) + β¯−1i (µ)I + (τ¯−1i + N∑
j=1,j 6=i
θ¯−1j )H˜
T
i (µ)H˜i(µ)
Xi(µ)
+ τ¯iF˜i(µ)F˜
T
i (µ) + γ
−2G˜i(µ)G˜Ti (µ)− B˜i(µ)R˜−1i (µ)B˜Ti (µ) < 0. (15)
The rank constraints (12) and (13), together with Xi(µ) > 0, X¯i(µ) > 0 and β¯i(µ) > 0, β˜i(µ) > 0,
are equivalent to
X¯i(µ) = (Xi(µ))
−1, β¯i(µ) = (β˜i(µ))−1.
Let τi = τ¯−1i , θi = θ¯
−1
i , φi = φ¯
−1
i , β
u
i (µ) = φ¯iβ˜i(µ) and θˆi =
∑N
j=1,j 6=i θj . Pre-multiplying and
post-multiplying (15) by X¯i(µ), with K˜i(µ) defined as the form of (14), we can get:
[
A˜i(µ) + B˜i(µ)K˜i(µ)
]T
X¯i(µ) + X¯i(µ)
[
A˜i(µ) + B˜i(µ)K˜i(µ)
]
+ C˜Ti (µ)C˜i(µ) + φiβ
u
i (µ)I +
M∑
ν=1
qµνX¯i(ν) + (τi + θˆi)H˜
T
i (µ)H˜i(µ)
+ X¯i(µ)
[
θ−1i E˜i(µ)E˜
T
i (µ) + τ
−1
i F˜i(µ)F˜
T
i (µ) + γ
−2G˜i(µ)G˜Ti (µ)
]
X¯i(µ)
+ K˜Ti (µ)R˜i(µ)K˜i(µ)−
[
X¯i(µ)B˜i(µ) + K˜
T
i (µ)R˜i(µ)
] [
−φiI + R˜i(µ)
]−1
×
[
X¯i(µ)B˜i(µ) + K˜
T
i (µ)R˜i(µ)
]T
< 0. (16)
In the derivation of (16), we have used the following equations:[
B˜i(µ)K˜i(µ)
]T
X¯i(µ) + X¯i(µ)
[
B˜i(µ)K˜i(µ)
]
+ K˜Ti (µ)R˜i(µ)K˜i(µ)
= −X¯i(µ)B˜i(µ)R˜−1i (µ)B˜Ti (µ)X¯i(µ),
and
X¯i(µ)B˜i(µ) + K˜
T
i (µ)R˜i(µ) = 0.
With the inequality (10) and according to Schur complement equivalence, the inequality (16) can be
transformed to 
Υˆi11(µ) Υˆi12(µ) Υˆi13(µ)
? Υˆi22(µ) 0
? ? −I
 < 0, (17)
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where
Υˆi11(µ) =
[
A˜i(µ) + B˜i(µ)K˜i(µ)
]T
X¯i(µ) + X¯i(µ)
[
A˜i(µ) + B˜i(µ)K˜i(µ)
]
+
M∑
ν=1
qµνX¯i(ν)
+ C˜Ti (µ)C˜i(µ) + φiβ
u
i (µ)I + K˜
T
i (µ)R˜i(µ)K˜i(µ) + (τi + θˆi)H˜
T
i (µ)H˜i(µ),
Υˆi12(µ) = φ
−1/2
i X¯i(µ)B˜i + φ
−1/2
i K˜
T
i (µ)R˜i(µ),
Υˆi22(µ) = −I + φ−1i R˜i(µ),
Υˆi13(µ) = X¯i(µ)
[
θ
−1/2
i E˜i(µ) τ
−1/2
i F˜i(µ) γ
−1G˜i(µ)
]
.
Using Schur complement equivalence again and Assumption 1, we get
Υ¯i11(µ) Υ¯i12(µ) Υ¯i13(µ)
? Υ¯i22(µ) Υ¯i23(µ)
? ? −I
 < 0, (18)
where
Υ¯i11(µ) =
[
A˜i(µ) + B˜i(µ)K˜i(µ)
]T
X¯i(µ) + X¯i(µ)
[
A˜i(µ) + B˜i(µ)K˜i(µ)
]
+
M∑
ν=1
qµνX¯i(ν),
Υ¯i12(µ) = X¯i(µ)
[
φ
−1/2
i B˜i(µ) θ
−1/2
i E˜i(µ) τ
−1/2
i F˜i(µ) γ
−1G˜i(µ)
]
,
Υ¯i22(µ) = −I,
Υ¯i13(µ) =

C˜i(µ) + D˜i(µ)K˜i(µ)
(τi + θˆi)
1/2H˜i(µ)
[φiβ
u
i (µ)]
1/2I

T
,
Υ¯i23(µ) =

φ
−1/2
i D˜
T
i (µ) 0 0
0 0 0
0 0 0
0 0 0
 .
Let us define
w¯i(t) ,
[
φ
1/2
i ξ˜
u
i (t)
T θ
1/2
i r˜i(t)
T τ
1/2
i ξ˜i(t)
T γw˜i(t)
T
]T
,
z¯i(t) ,
[
z˜i(t)
T (τi + θˆi)
1/2ζ˜i(t)
T [φiβ
u
i (ηt)]
1/2x˜i(t)
T
]T
,
and define w¯ = [w¯T1 , . . . , w¯
T
N ]
T as the disturbance input, and z¯ = [z¯T1 , . . . , z¯
T
N ]
T as the output, so the
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auxiliary system S˜ with augmented outputs can be rewritten as the following system S¯
S¯ :
 ˙˜x(t) = A(ηt)x˜(t) +B(ηt)u˜(t) +B2(ηt)w¯(t),z¯(t) = C(ηt)x˜(t) +D(ηt)u˜(t) +D2(ηt)w¯(t),
where
A(µ) = diag
[
A˜1(µ), . . . , A˜N (µ)
]
, B(µ) = diag
[
B˜1(µ), . . . , B˜N (µ)
]
, B2(µ) = diag
[
B¯2,1(µ), . . . , B¯2,N (µ)
]
,
C(µ) = diag
[
C¯1(µ), . . . , C¯N (µ)
]
, D(µ) = diag
[
D¯1(µ), . . . , D¯N (µ)
]
, D2(µ) = diag
[
D¯2,1(µ), . . . , D¯2,N (µ)
]
,
x˜ =
[
x˜T1 , . . . , x˜
T
N
]T
, u˜ =
[
u˜T1 , . . . , u˜
T
N
]T
,
and the matrix coefficients are:
B¯2,i(µ) =
[
φ
−1/2
i B˜i(µ) θ
−1/2
i E˜i(µ) τ
−1/2
i F˜i(µ) γ
−1G˜i(µ)
]
,
C¯i(µ) =

C˜i(µ)
(τi + θˆi)
1/2H˜i(µ)
[φiβ
u
i (µ)]
1/2I
 ,
D¯i(µ) =

D˜i(µ)
0
0
 ,
D¯2,i(µ) =

φ
−1/2
i D˜i(µ) 0 0 0
0 0 0 0
0 0 0 0
 .
Note that the auxiliary system S˜ and the system S¯ have the same stability property.
Then the inequality (18) can be rewritten as
Υ¯i11(µ) X¯i(µ)B¯2i(µ) [C¯i(µ) + D¯i(µ)K˜i(µ)]
T
? −I D¯T2i(µ)
? ? −I
 < 0, i = 1, 2, . . . , N.
With the positive definite matrices X¯(µ) defined as diag[X¯1(µ), . . . , X¯N (µ)] and the controller K˜(µ)
defined as diag[K˜1(µ), . . . , K˜N (µ)], we have
Υ¯11(µ) X¯(µ)B2(µ) [C(µ) +D(µ)K˜(µ)]
T
? −I DT2 (µ)
? ? −I
 < 0,
October 26, 2018 DRAFT
13
where Υ¯11(µ) = diag[Υ¯111(µ), . . . , Υ¯N11(µ)].
According to Lemma 1, the system S¯ is mean square stable and ‖S¯‖∞ < 1. This implies
sup
w¯(·)∈L2[0,∞)
‖w¯(·)‖6=0, x0=0
{
E(
∫∞
0 ‖z¯(t)‖2)dt
}1/2{∫∞
0 ‖w¯(t)‖2dt
}1/2 = sup
w¯(·)∈L2[0,∞)
‖w¯(·)‖6=0, x0=0
{
E
[∫∞
0 (
∑N
i=1 ‖z¯i(t)‖2)dt
]}1/2
{∫∞
0 (
∑N
i=1 ‖w¯i(t)‖2)dt
}1/2 < 1.
Notice the definition of z¯i and w¯i , we get
E
{∫ ∞
0
N∑
i=1
[
‖z˜i(t)‖2 + (τi + θˆi)‖ζ˜i(t)‖2 + φiβui (ηt)‖x˜i(t)‖2
]
dt
}
− E
{∫ ∞
0
N∑
i=1
[
γ2‖w˜i(t)‖2 + τi‖ξ˜i(t)‖2 + θi‖r˜i(t)‖2 + φi‖ξ˜ui (t)‖2
]
dt
}
= E
{∫ ∞
0
N∑
i=1
[
(‖z˜i(t)‖2 − γ2‖w˜i(t)‖2) + τi(‖ζ˜i(t)‖2 − ‖ξ˜i(t)‖2)
+θi(
N∑
j=1,j 6=i
‖ζ˜j(t)‖2 − ‖r˜i(t)‖2) + φi(βui (ηt)‖x˜i(t)‖2 − ‖ξ˜ui (t)‖2)
]
dt
 < 0.
According to (1), (2) and (5) we have
E
{∫ ∞
0
N∑
i=1
[‖z˜i(t)‖2 − γ2‖w˜i(t)‖2] dt} < N∑
i=1
(
τix
T
i0S¯ixi0 + θix
T
i0S˜ixi0
)
. (19)
When x0 = 0, the right part of the inequality (19) is equal to zero, it means:
sup
w˜(·)∈L2[0,∞),ξ˜(·)∈Ξ
‖w˜(·)‖6=0,r˜(·)∈Π,ξ˜u(·)∈Ξ˜u
{
E
[∫∞
0 (
∑N
i=1 ‖z˜i(t)‖2)dt
]}1/2
{∫∞
0 (
∑N
i=1 ‖w˜i(t)‖2)dt
}1/2 < γ.
So the controllers (6) with the gains given by (14) stabilize system S˜ and satisfy H∞-performance
(4).
Step 2
In the LMI (11), it can be obtained that
∆i(µ) =
∑M
ν=1
{
Ii(ν, µi)q∞ν [K˜i(µ)− K˜i(ν)]
}
∑M
ν=1 {Ii(ν, µi)q∞ν}
= K˜i(µ)−Ki(µi),
and
‖∆i(µ)‖2 = ‖K˜i(µ)−Ki(µi)‖2 ≤ φ¯iβ˜i(µ) = βui (µ).
According to Lemma 3, the constructed controller (3) stabilizes the uncertain system S subject to the
IQCs (1) and (2).
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As for the H∞ performance of system S, a particular uncertainty input of the form ξ˜ui (t) is chosen to
be
ξ˜ui (t) = −∆i(ηt)x˜i(t).
Then we get
‖ξ˜ui (t)‖2 = ‖∆i(ηt)x˜i(t)‖2 ≤ βui (ηt)‖x˜i(t)‖2,
which means ξ˜ui (t) is admissible uncertainty input for S˜ according to Definition 5, and we have
u˜i(t) + ζ˜
u
i (t) =
[
K˜i(ηt)−∆i(ηt)
]
x˜i(t) = Ki(ηi,t)x˜i(t).
If the same disturbances and sample path are applied to system S and system S˜ we can get x˜i(t) =
xi(t).
The controlled output of the closed-loop auxiliary large-scale system S˜ is
z˜i(t) = [C˜i(ηt) + D˜i(ηt)Ki(ηi,t)]x˜i(t),
and the controlled output of the closed-loop system S is
zi(t) = [Ci(ηi,t) +Di(ηi,t)Ki(ηi,t)]xi(t),
with C˜i(ηt) = Ci(ηi,t), D˜i(ηt) = Di(ηi,t), so we get ‖z˜i(t)‖2 = ‖zi(t)‖2. Thus for the system S, it is
satisfied that
sup
w(·)∈L2[0,∞),ξ(·)∈Ξ
‖w(·)‖6=0,r(·)∈Π
{
E
[∫∞
0 (
∑N
i=1 ‖zi(t)‖2)dt
]}1/2
{∫∞
0 (
∑N
i=1 ‖wi(t)‖2)dt
}1/2 < γ.
It means the local mode dependent controllers (3) stabilize the uncertain large-scale system S subject
to the IQCs (1) and (2) with H∞-performance (4).
Remark 2. Due to the existence of the rank constraints (12) and (13), the solution set to (9)-(13) is
non-convex, bringing difficulties to find numerical solutions. Actually, LMIs with rank constraints have
appeared widely in control area [3, 17, 21], and there have been a lot of efforts to deal with this
kind of problems, see [22–24] and the reference therein. We can use the rank constrained LMI solver
LMIRank [25] to solve the conditions in Theorem 1.
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V. NUMERICAL EXAMPLE
We consider a large-scale system, which has three subsystems and each subsystem has two modes.
The interconnection of this large-scale system can be seen in Fig. 2 (the structure of each subsystem can
be seen in Fig. 1).
Subsystem S1 Subsystem S2 Subsystem S3
?
6
?
6
?
6
w1 z1 w2 z2 w3 z3
Interconnection
for S1
Interconnection
for S2
Interconnection
for S3
ff ff ffr1 r2 r3ζ1 ζ2 ζ3
66 66 66ζ2 ζ3 ζ1 ζ3 ζ2 ζ1s s
s
The large-scale system
1
Fig. 2. The structure of the system for example.
The initial condition of the system is assumed to be x10 = [5,−5]T , x20 = [3,−3]T , x30 = [1,−1]T ,
and η10 = η20 = η30 = 1. The state transition rate matrix of the global modes is given by:
Q =

−0.35 0.2 0.1 0.05
0.5 −2.4 0.7 1.2
0.4 0.3 −1.45 0.75
0.1 0.2 0.3 −0.6
 .
We assume there are constraints on the operation modes of the subsystems: the operation mode of
subsystem S1 is assumed to depend on the operation modes of subsystems S2 and S3. Explicitly, η1(t) = 1
if η2(t) = η3(t), and η1(t) = 2 otherwise. Therefore, the operation mode pattern set Mp is given by
{(1, 1, 1), (1, 2, 2), (2, 1, 2), (2, 2, 1)}, so M = {1, 2, 3, 4}. The relationship between the local operation
modes (ν1, ν2, ν3) and the global operation modes µ can be described by Table 1.
TABLE I
RELATIONSHIP BETWEEN LOCAL OPERATION MODES AND GLOBAL ONES
(ν1, ν2, ν3) µ
(1,1,1) 1
(1,2,2) 2
(2,1,2) 3
(2,2,1) 4
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The system data are chosen as follows:
A1(1) =
1 0
1 1.4
 , A1(2) =
1 0
1 −2.4
 , A2(1) =
1 0
1 1.2
 , A2(2) =
1 0
1 −3.2
 ,
A3(1) =
1 0
1 1.2
 , A3(2) =
1 0
1 −1.2
 , B1(1) =
 1.9
−1.4
 , B1(2) =
 1.6
−1.8
 ,
B2(1) =
1.8
1.7
 , B2(2) =
 1.5
−1.7
 , B3(1) =
1.5
1.7
 , B3(2) =
1.4
1.7
 ,
C1(1) =
0.6 0.4
0 0
 , C1(2) =
0.6 −0.4
0 0
 , C2(1) =
−0.7 0.5
0 0
 , C2(2) =
0.6 0.4
0 0
 ,
C3(1) =
−0.7 0.5
0 0
 , C3(2) =
0.6 0.4
0 0
 , D1(1) =
 0
−0.3
 , D1(2) =
 0
0.3
 ,
D2(1) =
 0
0.6
 , D2(2) =
 0
−0.6
 , D3(1) =
 0
0.6
 , D3(2) =
 0
−0.6
 ,
E1(1) =
0.1;
0.1
 , E1(2) =
 0.1
−0.1
 , E2(1) =
0.2
0.1
 , E2(2) =
0.1
0.2
 ,
E3(1) =
0.1
0.1
 , E3(2) =
0.1
0.2
 , F1(1) =
 0.5
−0.1
 , F1(2) =
 0.5
−0.1
 ,
F2(1) =
−0.3
−0.2
 , F2(2) =
0.2
0.2
 , F3(1) =
−0.1
−0.2
 , F3(2) =
0.1
0.2
 ,
G1(1) =
−0.3
0.3
 , G1(2) =
 0.3
−0.4
 , G2(1) =
 0.3
−0.4
 , G2(2) =
0.4
0
 ,
G3(1) =
−0.3
−0.3
 , G3(2) =
0.4
0
 , H1(1) = [0.8 0.3] , H1(2) = [0.7 0.2] ,
H2(1) =
[
0.2 0.6
]
, H2(2) =
[
0.8 0.2
]
, H3(1) =
[
0.1 0.5
]
, H3(2) =
[
0.7 0.3
]
.
The local uncertainties and interconnections were chosen to be the following form,
 x˙ξi(t) = −10xξi(t) + 10ζi(t),ξi(t) = xξi(t),

x˙ri(t) =
−1 1
−1 −1
xri(t) + 10
1
1
∑3
j=1,j 6=i ζj(t),
ri(t) =
[
0.7 −0.7
]
xri(t), i = 1, 2, 3
(20)
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Both the uncertainties have the stable dynamic systems, and are admissible uncertainties according to
Definition 3 and Definition 4. Given γ = 1.36, the gains of the global mode dependent controllers of the
form (6) are obtained by Theorem 1:
K1(1) =
[
−34.3634 −36.2178
]
, K1(2) =
[
−35.4979 −34.9940
]
, K1(3) =
[
−20.6279 −8.4957
]
,
K1(4) =
[
−17.5842 −7.1341
]
, K2(1) =
[
−3.3655 8.6813
]
, K2(2) =
[
−4.9587 2.4603
]
,
K2(3) =
[
−3.4989 9.2715
]
, K2(4) =
[
−5.19097 1.7874
]
, K3(1) =
[
1.9156 −7.0101
]
,
K3(2) =
[
−8.7706 2.4661
]
, K3(3) =
[
−8.3017 0.0576
]
, K3(4) =
[
1.4272 −7.1653
]
.
Using (8), the local mode dependent controllers are obtained,
K1(1) =
[
−34.7055 −35.8488
]
, K1(2) =
[
−18.5513 −7.5668
]
, K2(1) =
[
−3.4099 8.8778
]
,
K2(2) =
[
−5.1242 1.9806
]
, K3(1) =
[
1.6630 −7.0904
]
, K3(2) =
[
−8.5192 1.1747
]
.
Without controllers, the open-loop system is not stable, and the state trajectories are shown in Fig. 3.
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Fig. 3. Initial response of the open-loop system without disturbance signals.
Suppose the disturbance input signals are given by wi(t) = e−0.5t, i = 1, 2, 3, the initial state response
of the closed-loop system is shown in Fig. 4. It shows the controllers can effectively stabilize the system.
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Fig. 4. Initial response of the closed-loop system with disturbance signals.
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VI. CONCLUSIONS
This paper has studied the decentralized state feedback H∞ control problem for a class of uncertain
Markovian jump large-scale systems. The proposed controllers are constructed with local system states
and local operation modes of the subsystems to guarantee the entire system stable with H∞-performance.
A sufficient condition in terms of rank constrained LMIs has been developed to construct such controllers.
Finally, the developed theory has been illustrated by a numerical example.
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