Abstract-Biology demonstrates powerful information processing capabilities. Of particular interest are enzymes, which process information in highly complex dynamic environments. Exploring the information processing characteristics of an enzyme by selectively altering its environment may lead to the discovery of new modes of computation. The physical experiments required to perform such exploration are combinatorial in nature. Thus resource consumption, both time and money, poses major limiting factors on any exploratory work. New tools are required to mitigate these factors. One such tool is lab-on-chip based autonomous experimentation system, where a microfluidic experimentation platform is driven by machine learning algorithms. The lab-onchip approach provides an automated platform that can perform complex protocols, which is also capable of reducing the resource cost of experimentation. The machine learning algorithms provide intelligent experiment selection that reduces the number of experiments required for discovery. Here we discuss development of the experimentation platform and machine learning software that will lead to fully autonomous characterisation of enzymes.
I. INTRODUCTION
Biological systems exhibit an incredible information processing ability far superior to what can be achieved with conventional computing systems. This capability arises from their molecular components, specifically proteins, and the complex interactions in which they participate [1] . The catalytic proteins or enzymes are of particular interest.
Enzymes are capable of recognising specific molecules within a dynamic chemical environment and can be found interacting in large complex networks. Their specificity feature can be utilised to build molecular computers where enzymes are typically employed as switches, or combinations thereof to form simple Boolean logic gates [2] , [3] , [4] , [5] . However given the structural complexity of proteins and their broad range of functionality in nature, the information processing available through individual enzymes is unlikely to be limited to Boolean logic.
Instead by characterising the response behaviour of enzymes available from nature, arguably new modes of information processing could be supported ultimately facilitating the application of enzymatic computers [2] . Fully surveying the response characteristics of an enzyme, in particular in a technical setting not limited to physiological conditions, requires sampling over high-dimensional parameter spaces. Time and materials are Overview of lab-on-chip based autonomous experimentation. The artificial experimenter mimics the processes of a successful human experimenter, by analysing the available observations to develop and evaluate a set of working hypotheses, then designing experiments to test these hypotheses. The requested experiment parameters are sent to a lab-on-chip experimentation platform, which uses computer controlled solenoids and on-chip optical measurements to conduct the experiment and return the observation to the artificial experimenter.
typically very limited compared to the large parameter space preventing a detailed investigation of behaviour. New tools are required to address these issues. A promising tool is autonomous experimentation, where intelligent software drives automated laboratory apparatus in a closed loop manner. The software captures observations from experiments conducted with the apparatus, proposes hypotheses, plans the next set of experiments and then commands the apparatus accordingly (see Fig. 1 ). Currently there are few autonomous experimentation systems available [6] , [7] , [8] , however within the machine learning community there is increased research activity in developing algorithms capable of efficient active experimental design [9] , [10] .
Of the examples currently available from both active learning and autonomous experimentation, the issues found in physical experimentation are not fully addressed. On the software side, the resource restrictions are rarely fully appreciated along with errors that can occur within physical experimentation that yield erroneous observations. While on the hardware side, little has been considered in reducing the resource requirements per experiment or in addressing the initial set-up costs of a new automated hardware platform. For example an autonomous experimentation machine has been developed to allow for high throughput experimentation without need for constant human interaction, using high-cost conventional laboratory automation equipment [8] . Here we discuss components for a new autonomous experimentation system that address these issues.
We present a lab-on-chip experimentation platform designed to conduct enzymatic assays. The lab-on-chip platform reduces the chemical resources required per experiment using microfluidic droplet technology. Furthermore the platform design greatly reduces the requirement for expensive ancillary hardware typically necessary for microfluidic device operation. The device described here also serves to demonstrate that the rapid, low-cost prototyping fabrication techniques we presented in [11] can be extended to create droplet microfluidic devices in a conventional chemistry laboratory. We also present for the first time to the molecular computing community our work on a machine learning component capable of proposing potential hypotheses and selecting the experiments to perform, which is able to minimise the number of experiments required to characterise enzymatic responses [12] .
II. ENZYMATIC COMPUTING
The building blocks of an enzyme are amino acid molecules, of which twenty are commonly found in all species. Each amino acid exhibits individual chemical and physical properties. With covalent bonding between the amino acids, polypeptide chains are formed. Individual polypeptide chains fold taking on three-dimensional shapes locally, known as secondary structures, and an overall global three-dimensional shape known as the tertiary structure, as illustrated in Fig. 2 . Existing within a tertiary structure are functional domains that can be either catalytic or regulatory. Some enzymes contain multiple tertiary structures and are known as multimeric enzymes. Multimeric enzymes either essentially repeat the functions of a particular tertiary structure, or instead, contain diverse tertiary structures. The structure of an enzyme is dynamic. Ongoing interactions among the amino acids within the enzyme structure cause the conformation of the enzyme to fluctuate among quasi-stable states. Affecting these forms is the physics and chemistry of the environment in which the enzyme resides. Thus it is possible for an enzyme's behaviour to be modified through altering the environment either chemically or physically [13] , [14] , [15] .
From another point of view, it can be said that the enzyme computes from its environmental context a specific conformation and corresponding output behaviour. The output behaviour can be catalytic, electrical or spectral. For example the change in the catalytic activity of malate dehydrogenase in response to the metal ions Ca 2+ and Mg 2+ was used in [2] . The same study will be used as a starting point for the autonomous experimentation system.
Malate dehydrogenase (MDH) catalyses the oxidation of malate to oxalacetate by reducing nicotinamide adenine dinucleotide (NAD+) to NADH [16] In the next sections we consider an automated tool that makes the discovery of computational properties from enzymes more feasible. This achieved through minimising both the chemical resources per experiment and the number of experiments required to characterise a behaviour.
III. LAB-ON-CHIP EXPERIMENTATION PLATFORM
Microfluidic technology enables the manipulation of minute quantities of fluids at the microscale. For example, devices have been made that operate on fluid volumes as low as attolitres (10 −18 l) [17] . Consequently microfluidic technology is capable of offering substantial chemical resource savings over conventional macroscale laboratory equipment. Additionally, multiple laboratory processes can be incorporated into a single microfluidic device no larger than a few centimetres square. The term lab-on-chip is used as a general description of such devices. Automation of laboratory processes on a microfluidic device can be accomplished through utilising microvalves (see [18] for a review). A significant development for automated microfluidic devices was the pneumatically actuated integrated microvalve.
Following Fig. 3 , a pneumatically actuated integrated microvalve is constructed as two channels separated by a flexible membrane. One of the channels is used to transmit pressure to the membrane while the other channel is used as a flow channel. Positive pressure drives the membrane into the flow channel therefore restricting flow. Negative pressure pulls the membrane away from the flow channel therefore allowing flow in the case of a normally-closed design.
Early pneumatically actuated microvalves were fabricated primarily in silicon and glass [19] , [20] . Photolithography and silicon etching techniques from the microelectronic industry were used to create the silicon and glass microvalve devices. Addressing the need for easier, more-affordable and rapid prototyping of microfluidic devices, soft lithography was introduced [21] . Consequently there was a move away from silicon and glass materials towards polydimethylsiloxane (PDMS) for constructing microfluidic devices in general.
Pneumatically actuated microvalves too were implemented in PDMS [22] , [23] and shown to support construction of on-chip functional components such as peristaltic pumps and rotary mixers [24] . What followed was an unprecedented level of valve integration into microfluidic devices. Microfluidic devices containing hundreds of valves in close proximity were realised [25] . Devices designed to perform complex protocols such as the automatic processing of nucleic acids [26] , the generation of complex mixtures for use in on-chip protein experiments [27] and the synthesis of chemical compounds on-chip [28] were demonstrated. Moreover it was shown that device designs containing repeated elements could conduct experiments in parallel [29] .
Despite the attractive features of microfluidic technology there are still many problematic issues, particularly within the context of biomolecular computing studies. Ideally we would like to explore interactions within a complex chemical environment. Producing the complex chemical environment would require many chemical inputs, their dilutions and mixing. To achieve this necessitates a high number of associated microfluidic channels, pumps and valves. While theoretically possible, implementing a microfluidic device of complex design with a high valve density may be impracticable. A better solution may lie in utilising droplet microfluidics.
A. Droplet Microfluidics
Droplet microfluidic devices employ two or more immiscible fluids in their operation. One fluid (typically an oil) is flowed through a main channel while a second immiscible fluid (typically aqueous) is injected from another channel into the main flow. The second fluid is dragged downstream by the main flow to a point, where it then shears and forms an isolated droplet.
Control over droplets can be achieved through using integrated pneumatic valves. It has since been shown that droplets can be generated on demand in varying size with only a single valve [30] . Integrated pneumatic valves can be used to create temporary constrictions to facilitate droplet breakup [31] . Similarly controlled fission of droplets has been demonstrated with a pair of valves each acting on a branch of a bifurcated channel [32] . Integrated pneumatic valves have been used to actively trap and fuse separate droplets [33] .
There are several additional advantages associated with droplet microfluidics over traditional microfluidics. It is possible to reduce reagent volumes further without resorting to nanoscale channels. Because of reagent confinement to within a droplet, the effect of hydrodynamic (Taylor) dispersion is eliminated therefore reducing measurement error. Samples contained within droplets can be kept separate thus preventing cross-contamination. Mixing of reagents within droplets can be achieved rapidly with simple passive channel designs [34] , [35] .
Given the advantages discussed above, we consider droplet microfluidics a particularly attractive approach for our experimentation system.
B. A Droplet Microfluidic Experimentation System
Shown in Fig. 4 is a prototype droplet microfluidic device we have developed. The device contains three aqueous input channels that form T-junctions with a main flow channel. Also included in the design is a circular channel containing two isolation valves at the inlet and outlet of the circle, a bypass valve and three additional valves near the top acting together as a peristaltic pump. Just below and beyond the circular channel is a detection region where optical absorbance measurements are recorded. The volume of a droplet measured within the detection zone is 157 nl, which is approximately 4 orders of magnitude smaller than a conventional 10 mm cuvette.
A distinguishing feature of our approach to the device design is a substantial reduction in ancillary macroscopic equipment. Typically droplet microfluidic devices use a single syringe pump per inlet (aqueous and oil) with each costing easily as much as £2000. Furthermore, control of the overall system is complicated, as the flow rates of each syringe has to be controlled relative to one another and the oil stream.
Here we have used only a single vacuum pump to generate flow within the main channel, which was also sufficient to draw aqueous streams into the main flow when T-junction valves are opened. The vacuum pump was attached to the outlet of the main channel. Pulsing a T-junction valve allowed for droplets of different size to be generated. There was an upper limit to the length of droplet that can be obtained by this approach governed by the physics between the oil and aqueous streams. We have found that by using a valve to stop the main oil stream from flow, then opening up a T-junction valve, very long aqueous drops can be created. The final length of a drop with this approach was governed solely by opening and closing the T-junction valve.
The approach of using a single vacuum pump to drive flow greatly improves the possibility of including numerous chemical inputs. Moreover with drop size now dictated solely by valve actuations, dilutions continuous in range can now be created. With these two features the creation of complex reaction mixtures on-chip should now be realistically achievable.
IV. ALGORITHMS FOR DISCOVERY
The automated lab-on-chip experimentation platform can be complemented by algorithms capable of intelligent experiment selection, which actively seek to minimise the resources used whilst maximising the information gained. Whilst traditional statistical design of experiments techniques such as factorial design may appear as a sensible approach to take, these techniques are often not dynamic with respect to observations obtained, making them ineffective in discovery when the resources are heavily limited due to the potential for repeating experiments in uninteresting regions of the parameter space. Instead we look to machine learning for solutions to this problem and in particular the field of active learning. In active learning the assumption is made that the performance of a learner can be significantly improved if the learner is able to choose the data they learn from [36] , [37] , [10] . The example often taken in active learning is to consider a classification problem, where the potential experiments are known but the results of those experiments are not, so the learner chooses which experiments to perform. The techniques developed in active learning often provide mathematical guarantees about performance and have been shown to outperform passive learning techniques, however the theoretical assumptions made often do not suitably match those found in physical experimentation. Therefore in designing the algorithms for discovery we ensured that the assumptions we made were compatible to those in physical experimentation. Further to this, in developing the algorithms we took the approach of trying to capture how successful experimenters make decisions within the laboratory, whilst also drawing upon appropriate mathematically sound techniques from machine learning.
The first assumption we made was that physical experimentation is heavily resource restricted, meaning that there will only typically be a handful of experiments available per parameter dimension. The second assumption we made was that physical experimentation is inherently noisy, meaning that all observations will deviate from the true response through some additive noise distribution, for example Gaussian noise. The noise assumption was taken further, in that occasionally errors occur in experimentation that may undetectable, such as chemical contamination, which will cause the experiment performed to not be the one requested. Therefore a third assumption we made that not all observations are valid, where some observations will be unrepresentative of the actual behaviour that should be observed, which we refer to as erroneous observations produced through shock noise. Finally we assumed that the response characteristics of the enzymes under investigation and of potential usefulness in enzymatic computation, will be both monotonic and non-monotonic [38] . Using these assumptions we developed a set of algorithms, collectively named an artificial experimenter, for performing automated discovery. First we consider hypotheses and how they are represented and proposed, then we consider experiment selection.
A. Hypothesis Management
Using the idea from philosophy of science that multiple hypotheses should be considered to ensure different views of potential behaviour [39] , we developed an approach that intelligently proposes a set of working hypotheses that are refined over time in response to new observations obtained [40] . To represent our hypotheses we required a way of being able to represent a response curve, whilst also being able to adjust our belief in the accuracy of observations. To achieve this we used a smoothing spline, a regression technique that can be placed within a Bayesian framework, provides error bars on the prediction, does not impose a particular spectral scale, and can be extended to higher dimensions of independent variables through a thin plate spline [41] . The input to a smoothing spline is a set of observations, a weighting of importance on each observation, and a parameter that defines how smooth the curve will be. We found that by adjusting the weightings we could create hypotheses with different beliefs about the validity of observations. With a zero weight, an observation can be declared erroneous and the hypothesis will ignore it in building its predicted response curve. Whilst setting a higher weighting makes the hypothesis consider the observation to be more accurate, which can cause the curve predicted to move closer to those higher weighted observations. This modification of weighting is important within the hypothesis manager as in situations where there is uncertainty about whether an observation is erroneous or not, both cases can be considered through competing hypotheses, with future experiments deciding the most likely hypothesis. To identify potentially erroneous observations we looked for cases where observations fell outside of the 95% error bar for the prediction of a hypothesis. In these situations we can assume that either the observation is erroneous or that the prediction of the hypothesis is incorrect. We take such hypotheses and refine their parameters into two new hypotheses, where one new hypothesis considers the observation erroneous and the other considers the prediction of the original hypothesis to be incorrect. Both of these hypotheses are kept within a working set of hypotheses that are considered in parallel, along with other periodically randomly generated hypotheses, which allow for as many different opinions of the shape of the behaviour being observed to be made as possible. When obtaining a prediction from the set of hypotheses, the most confident hypothesis is used to provide the prediction.
B. Experiment Selection
The goal for experiment selection techniques is to minimise the resources spent, whilst maximising the information obtained about the behaviour under investigation. By having a set of potential hypotheses, we are provided with a means for creating an experiment selection algorithm motivated by the idea of falsification. The Popper view of experimentation is that learning and discovery can only be made by disproving existing hypotheses, which in turn allows for new refinements of those hypotheses to be made [42] . The hypothesis manager already had part of this philosophy ingrained within it, through the refinement of hypotheses where observations are obtained that disagree with the hypotheses predictions. We require the experiment selection algorithms to actively select those experiments that will have the greatest chance in disproving hypotheses and in particular disprove those hypotheses that appear to be the most likely. To do this we consider placing experiments where the hypotheses maximally disagree in their predictions for potential experiments [43] .
However, such a purely exploitation method of experiment selection will not fare well within discovery with limited resources, as there will be no guarantee that a good hypothesis exists within the working hypotheses under consideration, so discriminating between them could result in the best of a bad set of hypotheses. Instead exploration of the parameter space must also occur, to investigate regions where no data has yet been obtained, to increase the likelihood of interesting features of the behaviour being discovered and represented by the hypotheses. In machine learning, deciding on when to explore and when to exploit is a common problem and exists within many theoretical and real-world problems. In particular is the theoretical multi-armed bandit problem, which has been used to develop understanding on sequential experimental design problems [44] . However, the techniques developed often have an assumption of there being far more resources available than would be typically found within physical experimentation. Therefore to address this problem, we examine how human scientists may capture this tradeoff between exploration and exploitation. In related work the notion of experimenters reacting to surprising observations has been described [45] , [7] . Where surprising observations should be investigated further to understand the surprise, then continue to explore the parameter space after the surprise is sufficiently understood. This matches to the explorationexploitation trade-off, where exploitation can be thought of Underlying behaviours used within a simulated discovery problem with one independent parameter motivated by expected or potential behaviours that would be found within enzyme dynamics. In (a) is a behaviour similar to Michaelis-Menton kinectics. In (b) is a non-monotonic behaviour with a single peak. In (c) is a non-monotonic behaviour with two peaks with different heights on the peaks.
as investigating using falsification to understand why the observation was surprising to the hypotheses, followed by exploration to locate new surprises. The actual techniques used for quantifying or recognising surprise to manage the exploration-exploitation trade-off in the cited work, were adhoc and specific to the problems under investigation. Instead we based our mechanism for managing the trade-off on a technique developed in the machine learning literature to quantify surprise in a form similar to information theory [46] . This quantification, first used by the original authors to identify surprising occurrences within video sequences, allows for a measurement to be taken of the surprise within each hypothesis on obtaining a particular observation from an experiment. We consider an observation surprising where the confidence of a hypothesis before an experiment occurs is greater than the confidence of the same hypothesis after an observation is obtained, due to potential falsification of the hypothesis. By summing over all hypotheses, we obtain a system wide value for the surprise to determine overall if the observation was surprising or not, as shown in the following equation:
where C(h i ) is the prior confidence of the hypothesis before the last experiment performed and C (h i ) is the posterior confidence for the same hypothesis using the new observation obtained. The confidence is calculated using the summed error between the prediction of a hypothesis and the actual observations available, within some allowed tolerance to try and prevent overfitting of hypotheses to the data:
whereĥ(x) is the prediction of the hypothesis for an experiment with parameters x n compared to the actual observation y n over the N previously performed experiments, and σ is a tolerance parameter kept at constant 1.96. To manage the trade-off we exploit by attempting to falsify the hypotheses when the last experiment was surprising with S > 0, and explore when the last experiment was not surprising with S <= 0. In order to allow an initial set of hypotheses to be 
C. Evaluating the Technique
To evaluate the algorithms developed we performed a number of simulated discovery problems along with a laboratory characterisation of the co-enzyme NADH. In the simulated discovery problems we provided a number of different behaviours that were motivated from either behaviours we may expect to see, or behaviours that would be of use within enzymatic computation. An example of these are given for a 1-dimensional parameter space first considered in Fig. 5 , where one behaviour is similar to Michaelis-Menton kinetics [47] and the others provide non-monotonic behaviours that could be of use within enzymatic computation [38] . In the simulation observations were calculated from the behaviour using the requested experiment parameter, then all were adjusted with Gaussian noise (N (0, 0.5
2 )) and 25% of the observations had shock noise applied to them to provide erroneous observations.
In evaluating the technique we compared the experiment selection against random experiment selection and a technique that performs experiments at the local maxima of the disagreement between hypotheses over the potential parameters. This last technique is motivated from the belief that hypothesis disproof can occur wherever the disagreement between hypotheses is high and that hypotheses may disagree over different aspects of the behaviour, where the different aspects can be identified by looking for local maxima in disagreement [43] . In the one dimensional problem we found that the surprise technique provided a statistically significant improvement over the alternate techniques, where significance was calculated using a T-Test over 100 runs of the simulation, as shown in Table I . In each case the techniques had a maximum of 15 experiments that could be used and the first 5 were placed equidistantly across the parameter space.
Next we evaluated the algorithms within a 2-dimensional parameter space. This time 25 experiments were available to be used, again with the first 5 being placed equidistant across the parameter space to allow for an initial set of hypotheses to be generated. All observations had random Gaussian noise applied to them and 12% of the observations were erroneous. The simulation showed that the surprise technique provided a significant improvement over the alternate techniques, with the results best shown using the example given in Fig 6, where the surprise technique is the only strategy capable of giving a reasonable prediction of the underlying behaviour.
Finally we performed a laboratory trial to characterise the co-enzyme NADH. As discussed in Section II, NADH is an important part of enzymatic reactions and has been considered within previous work investigating enzymatic computation [2] , [7] . Additionally NADH has the nice property that it has a nonlinear behaviour where part of the behaviour can be predicted using the Beer-Lambert law [47] . We performed a laboratory trial where the machine learning component controlled the concentration of NADH to use in the experiment and produced potential hypotheses, the process of this procedure is discussed further in Lovell et al. [12] . This trial was performed to validate the surprise technique and the simulated problems used. The prediction provided by the surprise technique for a characterisation of NADH over 10 experiments is shown in Fig 7. The technique was able to sufficiently match the theoretical prediction, detect the non-linearity of the behaviour and focus a number of experiments on a region where more noisy or potentially erroneous observations were obtained.
V. CONCLUSION
The dynamics and interactions of enzymes may contain repeatable behaviours that can be harnessed for new modes of computation. However, the complexity of the interactions presents large and high dimensional parameter spaces to experiment within, make discovering such interesting repeatable behaviours difficult. Currently the progress of enzymatic computation has been slow. In order to allow enzymatic computation to progress, we believe that new tools are needed to aid the researcher in identifying interesting and repeatable behaviours cost effectively. Tools such as autonomous experimentation allow for this, as they reduce the number of experiments required through statistical machine learning techniques, while microfluidic technology allows for the chemical cost per experiment to be significantly decreased.
The technologies presented also have wider implications for unconventional computing and understanding complex systems. The algorithms presented within the artificial experimenter, although motivated by enzyme characterisation, are generic and can be applied to other discovery problem where there are a large number of possible parameters and a cost restriction. The discovery problems need not be directly related to physical experimentation. For example, in systems biology there is a problem that very large sets of data are available, but the processing time restricts how much data can be analysed, so autonomous experimentation algorithms could be used to help choose the data to process [48] . Further to this, the microfluidic technology presented here has many potential applications within enzymatic computation. The flexibility of the technology, small resource requirements and ability to produce rapid prototypes, make it an ideal platform for hosting enzymatic computational systems or other chemical computing techniques. The new processes we have developed for producing these devices without the need for sophisticated laboratory equipment, make the entry level requirements for using this technology much more feasible than it once was.
