Serendipity, the faculty of making fortunate and unexpected discoveries by accident, is recognized today as playing a key role in sparking innovation. It does not seem, however, to be manageable by any means, which has kept it as a relatively unexplored subject of research. This paper claims that, although it may not be possible to program serendipity, it is quite possible to program for serendipity, that is, to induce serendipitous insights through the use of computers. The paper begins by commenting on the nature of serendipity and on its relationship to conventional creativity, before it presents Max, a software agent that uses simple information retrieval techniques and heuristic search to wander on the Internet and uncover information aimed at stimulating serendipitous insights.
Introduction
What do X-rays, the Rosetta stone, nylon, and vaccination have in common? They were discovered by accident, or serendipitously. Serendipity has been defined in a multitude of ways. The Cambridge dictionary defines it as "the lucky tendency to find interesting or valuable things just by chance." Quéau described it as "The art of finding what we are not looking for by looking for what we are not finding" (Quéau 1986 ). Typically, a researcher is investigating one question when he or she unexpectedly stumbles in another, often utterly related finding (Simonton 1996) .
The word serendipity was first written by Horace Walpole in 1754 to express the phenomenon of discovery "by accident and sagacity" (Roberts 1989; van Andel 1994) . Since then, the word has been used sparingly until the second half of the 20 th century, when its usage has gradually increased (van Andel 1994) .
It is surprising to observe how little interest had been devoted so far to the study of serendipity, even though it has been subjectively identified as one of the most effective catalysts of scientific development (Cannon 1984; Roberts 1989; van Andel 1994; Simonton 1996; Fine and Copyright © 2002, American Association for Artificial Intelligence (www.aaai.org). All rights reserved.
Deegan 1996) and repeatedly associated with major turning points in science (Roberts 1989; Kuhn 1996; Csikszentmihalyi 1996; Simonton 1996) . In general, the role of serendipity is underestimated (Van Andel 1994) . Roberts (1989) presents us with nearly a hundred episodes of accidental discoveries in science. In his extensive study, van Andel (1994) shows, from a collection of more than a thousand examples, that serendipity has had a very strong relevance in the progress of science, technology and art, apart from its very impact in daily life. In addition, it is believed that the accounts of serendipitous discoveries in science and technology occur more frequently than the impersonal standards of scientific reporting let us realize (Kuhn 1996) . This may be due to the way in which we rationalize a posteriori about research procedures and results (van Andel 1994), not to mention that some individuals may be reluctant to admit their good fortune of being touched by serendipitous events (Roberts 1989; Kuhn 1996; Fine and Deegan 1996) .
One may pose a number of key questions about the nature of serendipity. Does serendipity really exist? What is the purpose of studying it? Isn't serendipity just a particular form of creativity? Does a word coined by a writer and politician in the 18 th century suit the very nature of modern accidental discoveries in science and technology? Is serendipity predictable? From a pragmatic perspective, what can we do to explore it? Could it be anticipated, reproduced or programmed?
In a first attempt to answer those questions, we have launched a research project that has now completed its first stage, leading to the publication of this paper. Our investigation has carried us to the philosophical and psychological issues that surround serendipity. Some pertinent questions came up and a system has been developed to cast some light upon our initial suspicions about the nature of serendipity.
In the next paragraphs, we dwell a little further on the nature of serendipity, presenting our view about its similarity with conventional creativity, the role of wrong knowledge and its apparent unmanageability. Then, we present Max, a software agent built to induce serendipitous insights. We wrap up by presenting some empirical results and conclude with some pointers for future work.
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The Nature of Serendipity
As pointed out by Kuhn, "discovery commences with the awareness of anomaly, i.e., with the recognition that nature has somehow violated the paradigm-induced expectations that govern normal science" (Kuhn 1996) . Serendipitous discoveries, such as X-rays, by Roentgen, penicillin, by Fleming, cosmic background radiation, by Penzias and Wilson, supporting the Big-Bang theory, and many other scientific achievements exhibit the pattern identified by Kuhn: they started with an unexpected event that brought to a distinct research effort and ended up with new scientific production (Kuhn 1994; Simonton 1996) .
The first question one may pose is: "does serendipity really exist?" This is not a rhetorical question. If Newton's apple fell in somebody else's head, would it have been serendipity? What distinguishes serendipity from an ordinary casual event? Merton (1957) answers the question defining serendipity as an observation of a surprising fact (the apple falling towards the Earth) followed by a correct 'abduction' (the Universal Law of Gravitation). The accident is just where the discovery begins (Roberts 1989) . In this case, the huge gap between Newton's observation and that of someone else is the "prepared mind" of Newton.
Another embarrassing problem that might obfuscate some serendipitous discoveries is the absence of external stimuli. When Kekulé dreamed of a snake biting its own tail, and awoke to propose a cyclic structure for the benzene molecule, wouldn't it be just an act of pure creativity? Where did serendipity come into? This issue is handled by van Andel and Bourcier (1997) , who classify unsought events as belonging to one of two sets: ad oculus stimuli (produced externally, mostly in tangible means); and "mental" stimuli (proceeding from some sort of mental activity). According to this classification, Kekulé's dream was the accidental event. Because the dream was not sought for, and far from the final concept of the cyclic structure of benzene, it may be regarded as a pure accidental stimulus. As Roberts puts is, "whether or not dreams and inspirations are accidental might be debatable, but if a person acts upon them to make discoveries as valuable as those of Kekulé, […] , they certainly must be counted as fortuitous" (Roberts 1989) .
If serendipity does exist (van Andel 1994), as acknowledged by so many people (Merton 1957; Cannon 1984; Roberts 1989; Harnad 1990; van Andel 1994; Ashall 1994; Simonton 1996; Csikszentmihalyi 1996; Fine and Deegan 1996; van Andel and Bourcier 1997; Eco 1998) , how do we explain the lack of specific research on such an important concept?
We have suggested elsewhere two main reasons why serendipity has been set aside from the annals of serious research: its erroneous interpretation as a mere manifestation of conventional creativity and its apparent unmanageability .
Serendipity vs. Conventional Creativity
The difficulty of telling serendipity apart from conventional creativity has been one of the main factors in driving serendipity away from the researchers' agenda. There are, indeed, strong similarities between the two concepts, and those similarities seem to mask the distinctive nature of serendipity. Both start, indeed, with a problematic situation but they lead to quite distinct outcomes. Serendipity as a Divergent Process. If we take the classic convergence/divergence production approach proposed by Guilford (1956) , we may say that conventional creativity commences with the awareness of a problem (given to the person by someone else or suggested by the state of the art in a domain), engages in some sort of divergence, and finally ends up converging into a novel solution to the problem at hand. Contrasting with this process, serendipitous creativity, though also pursuing the solution for an actual problem, follows an essentially divergent path towards an unexpected new problem, or, as it is often the case, towards the solution of a problem we were not even aware of .
The most significant difference between the two creative processes is that the conventional one tends to return converging to the initial problem, after a period of divergence. The serendipitous creative process, in contrast, sets on an uncontrollable divergent path towards an unrelated, new problem. This irresistible divergence is triggered by some unexpected event that catches the attention of the observer and drives his attention towards an unforeseen direction. In the first case, we have a presented problem and a problemsolving process to solve it. In the second case, we have a discovered problem associated with a problem-finding process. Csikszentmihalyi explains that such a discovered problem "may emerge as a problem in the domain -a gap in the network of knowledge, a contradiction among the findings, a puzzling result" (Csikszentmihalyi 1996) .
Perhaps the most remarkable example of the discovered problem-finding process is that of Darwin's insights when trying to understand the subtle differences in apparently similar species. As Csikszentmihalyi puts it, the questions brought up by his Theory of Evolution "had not been stated in answerable form before, and he had to formulate the problem as well as propose a solution to it" (Csikszentmihalyi 1996) . Einstein, among others, believed that the really important breakthroughs in science come as a result of reformulating old problems or discovering new ones (Csikszentmihalyi 1996) , a view that conforms to the very nature of paradigm shift introduced by Kuhn (1994) . Serendipity as Discovering a New Problem. The distinction between the presented problem-solving and the discovered problem-finding processes is widely covered by studies in cognitive psychology (Getzels 1964) , and is elegantly described by the intrapsychic model of creative insight (Csikszentmihalyi 1996; Csikszentmihalyi and Sawyer 1996; Simonton 1996) , a multistage model which also provides some clues towards the comprehension of serendipitous insight. The intrapsychic model of creative insight proposes a framework with four stages (Csikszentmihalyi and Sawyer 1996) : • the preparation stage, which involves conscious focused hard work and research, and provides the raw material on which the subconscious can work; • the incubation stage, which can last a very short time or go on for years, that filters which information is passed from conscious awareness to subconscious, and is believed to engage in some sort of chance combination of thought processes below the threshold of awareness; • the insight stage, which presumably occurs when a subconscious connection between ideas fits so well that it is forced to pop up out into awareness, described as a dramatic subjective experience of illumination and inspiration (the well-know "Aha!" experience); • and the evaluation/elaboration stage, where the novel ideas generated are filtered and selected for further elaboration.
The presented problem-solving process typically confronts the person with a relatively clearly formulated problem in one domain, ordinarily takes a relatively short time of preparation and incubation, usually leads to subtle insights with minor impact that often occurs in the course of daily periods of idle time, ending up with a final phase of evaluation that analyses the validity of the findings (Getzels 1964; Csikszentmihalyi 1996; Csikszentmihalyi and Sawyer 1996; Simonton 1996) .
On the other hand, the discovered problem-finding process requires long periods of hard preparation, usually borrows ideas from different domains, engages in longer periods of incubation, and tends to lead to great creative breakthroughs and paradigmatic shifts. These typically outstanding insights often occur during extended periods of idle time, such as vacation. A final phase of elaboration ends up the cycle, in contrast to the evaluation that follows a problem-solving insight (Getzels 1964; Csikszentmihalyi 1996; Csikszentmihalyi and Sawyer 1996; Simonton 1996) .
As we shall see next, the discovered problem-finding model presented by Csikszentmihalyi and Sawyer (1996) to describe creative insights has strongly influenced our project in inspiring the implementation of our computational system. Although the two categories described above (presented/discovered problem) were originally formulated to explain the creative process in general terms, we may assert that they may perfectly accommodate serendipity as well, especially if we emphasize the difference between serendipity and pseudo-serendipity.
The concept of pseudo-serendipity has been coined by Roberts (1989) to describe accidental discoveries of things we were already looking for. For example, Charles Goodyear accidentally discovered the vulcanization process for rubber after many years of obsessed research (Roberts 1989) .
We now suggest that pseudo-serendipity might be included in the presented problem-solving category: both end up finding the solution to a clear and known problem, requiring typically only one domain of knowledge; the incubation stage is typically short, if any; and the insight tends to be limited in its scope, typically confining its interest to the resolution of the problem at hand. Serendipity, in contrast, seems to fit into the discovered problem-finding category: the discovery of an entirely new problem or the solution to an unforeseen problem, characterized by the synthesis of information derived from multiple domains of knowledge; the preparation and the incubation phase require long periods of maturing; and, finally, the elaboration phase that follows the insight may take a long period of time. The main difference between conventional creativity and its serendipitous counterpart is that the latter happens by accident.
Simonton, who underlines the role of serendipity as a truly general process for the generation of new ideas, corroborates our position by remarking that the traditional concept of incubation is not complete without the idea of direct influence of unexpected external events, namely in the discovered-problem component of the model. As he puts it:
Frequently, the missing piece of the puzzle is inaccessible […] . Instead, the mind must be primed by some external stimulus. Thought arising unpredictably from the environment, this stimulus sets in motion a new chain of associations that converges with those activated at the preparation phase […] These extraneous inputs, moreover, need not operate in an obvious fashion, but rather subliminal stimuli may often do the trick nicely (Simonton 1996) .
It is important to make clear that, despite the statements above, serendipitous discoveries, even very important ones, may also occur without any great interest in the topic by the person who makes the discovery. This was the case with the discovery of the Dead Sea Scrolls by a Bedouin boy, recognized as "an absolutely incredible find" (Roberts 1989) . Nevertheless, it is stressed by the vast majority of researchers (if not all) that prior preparation in one or more domains, even sometimes superficially, is mandatory for serendipity to be noticed (Roberts 1989; Harnad 1990; Fine and Deegan 1996; Csikszentmihalyi 1996; Simonton 1996) . In the latter example, someone else's sagacity had to be applied, or the discovery wouldn't be absolutely incredible. The Serendipity Equations. Since serendipity is so akin to conventional creativity, one might be inclined to believe that it would not be difficult to extrapolate the advances of research on creativity to its understanding and exploration. As we have seen before, this is where the problem arises, because it is the very similarity between the two that hinders the deep nature of serendipity. It is quite common, indeed, even for people quite familiar with the phenomenon, to succumb to the second nature of their mold of con-vergence and end up trying to explore serendipity as if it fitted such a mold.
Aware of this difficulty, we have elsewhere presented the Serendipity Equations , a simple notation that helps visualizing the essential differences between serendipitous and non-serendipitous situations.
To illustrate the use of the Serendipity Equations, let us resort to the discovery of synthetic dye (Roberts 1989) . Perkin was attempting to produce quinine (the only remedy known for malaria at the time) by artificial means from a by-product of coal tar (problem P1) using his knowledge of the domain (KP1). The experiments turned to be a failure, for nothing but a black solid was obtained. But, before throwing the solid away, Perkin noticed that water or alcohol used to wash it out, turned the flask purple. This offered him the unexpected metaphor, M, of dying cloth (solution S2), that led him to the foundation of the synthetic dye industry (problem P2):
The interpretation of the above equation is straightforward. When the second term of the equation shows a new problem, a new problem and its solution, or the invention of a new application, then we are certainly dealing with serendipity. On the contrary, if the second term of the equation represents the solution to the problem at hand, we are not dealing with serendipity (for examples of application of the Serendipity Equations to non-serendipitous discovery and serendipitous insights, refer to Figueiredo and Campos 2001) .
The use of these somewhat fuzzy equations is often a helpful tool in capturing the core characteristics of serendipity. In our analysis of Perkin's discovery, for instance, we may see that a completely different problem was accidentally brought up by Perkin's experiments (a manifestation of both an essentially divergent production and the discovered problem-finding process). Moreover, by writing and verbalizing the equation, one might easily notice that the solution was found before the problem (another mark of serendipity) and that Perkin's incomplete knowledge of how to produce quinine artificially was determinant. We shall see next that incorrect and incomplete knowledge too can ignite serendipitous insights in some circumstances. Perkin would surely never produce quinine artificially, for the first synthesis of quinine took genius and has occurred almost one hundred years later (Roberts 1989) .
Being Wrong at the Right Place at the Right Time
The role of incorrect and incomplete knowledge should by no means be overlooked. Some important serendipitous discoveries owe there existence to it. Umberto Eco dwells on "the force of falsity" to show how a number of ideas that today we consider false actually changed the world (Eco 1998) , like the serendipitous contribution of Leibniz to the development of modern logic, a consequence of misunderstanding the Chinese writing when looking for the mathematical awareness of Fu-hsi. The incorrect assessment Columbus made of the size of the world led him to discover the New World (Roberts 1989) . Thought he was wrong, he pursued faithfully his error and proved to be serendipitously right (Eco 1998) . Simonton (1996) states that serendipitous insights often lead to the solution to the "wrong" problem, to which we would add that the usefulness of serendipity emerges precisely when the "wrong" problem is a good one. The incomplete knowledge about electromagnetic radiation didn't provide Roentgen an explanation to the unexpected weak light shimmering in the middle of the room: further investigation was required before he named the unknown radiation X-ray.
The importance of incorrect and incomplete knowledge gets even clearer when we apply Kuhn's notion of paradigm. A paradigm consists of the assumptions, concepts, values and practices that constitute a way of viewing reality at a given time. In the absence of a paradigm, all facts are likely to seem equally important (Kuhn 1996) . By definition, paradigms evolve, for they are neither complete nor universally correct: they are a particular way of viewing the world at a given time. When anomalies or inconsistencies arise within a given paradigm (such as accidental events) and present problems that we are unable to solve, our view of reality must change, so that the new paradigm explains the insolvable problems of the old one.
That is certainly what Einstein meant when referring to reformulating old problems or discovering new ones. The discovery of oxygen by Priestley was one such important discovery that led to a paradigm shift. Priestley accidentally discovered oxygen, but was unable to identify its importance because he was "captive" of the erroneous phlogiston theory of combustion. It was Lavoisier who took the following step. Repeating Priestley's work, he had concluded that the gas was a distinct species, one of the two main constituents of the atmosphere, a conclusion that Priestley was never able to accept (Roberts 1989; Kuhn 1996) . The oxygen theory of combustion was the keystone for a reformulation of chemistry so vast that it is usually called the chemical revolution (Kuhn 1996) .
The possible usefulness of "wrong" knowledge is one of the assumptions of our computational system, in that it tries to go against our second nature of valuing only what seems relevant for a particular situation and of discarding what is supposedly irrelevant. The concept of Lateral Thinking, by de Bono (1990) , clearly emphasizes the use we can make of the incomplete knowledge of the user's interests, and strongly influenced our quest for the possible usefulness of apparently irrelevant machine-generated stimuli. As de Bono puts it:
There are times when it may be necessary to be wrong in order to be right at the end. This can happen when one is judged wrong according to the current frame of reference and then is found to be right when the frame of reference itself gets changed. Even if the frame of reference is not changed it may still be useful to go through a wrong area in order to reach a position from which the right pathway can be seen (de Bono 1990).
Unmanageability of Serendipity
The second reason why serendipity has had so little scientific resonance is its apparent unmanageability. If serendipity is a product of chance, why should we be studying it at all?
Van Andel has shown the importance of chance in the definition of serendipity: if we could "intentionally anticipate unknown, unforeseeable, unpredictable, contraintuitive, surprising facts or relations" (van Andel 1994), then serendipity wouldn't deserve its name anymore (van Andel and Bourcier 1997) , to which he adds a comment on computational serendipity: "a computer program cannot foresee or operationalize the unforeseen and can thus not improvise" (van Andel 1994) .
This view of serendipity as the sole result of chance, which is taken for granted by the vast majority of researchers, is strongly rejected by many authors, including van Andel (1994) , who stresses that we should be "expecting also the unexpected".
There is a (perhaps very large) element of chance in creativity, namely in serendipitous creativity, but it is most likely to occur if the mind is prepared for it (Harnad 1990 ). We do well to keep in mind Pasteur's famous dictum: "in the sciences of observation, chance favors only prepared minds" (quoted from Pasteur in van Andel 1994). A prepared mind is decisive, as acknowledged by scientists, as well as observers, philosophers and psychologists (Roberts 1989; Harnad 1990; van Andel 1994; Kuhn 1996; Csikszentmihalyi 1996; Csikszentmihalyi and Sawyer 1996; Simonton 1996) . This is true especially if we bear in mind what Merton (1957) said about the relation between serendipity and abduction. It seems to us that the probabilities to generate plausible hypothesis by abduction is higher if the knowledge base is deep in some particular domains and wide in general interests. Csikszentmihalyi (1996) included in the prerequisites to creative insights a thorough knowledge of one or more domains of knowledge, mixed with the ability to let the relevant information, at particular moments, to interact with information from other domains, which presuppose the existence of diversified interests. Serendipity starts by definition beyond intuition, not only because one cannot intuit the unforeseen but, above all, because nearly always serendipity uncovers wider horizons than those related to the very problem the open-minded observer is working on (van Andel 1994).
Bearing in mind that preparation is essential does not answer all the questions. Is it enough to be aware of the role of prior preparation? What can we do to take advantage of serendipity? That is what Fine and Deegan have tried to answer in a study of the role of serendipity in qualitative research, describing serendipity as the interactive outcome of unique and contingent "mixes" of insight coupled with chance (Fine and Deegan 1996) . They argue that planned insights coupled with unplanned events can potentially yield meaningful and interesting discoveries (Fine and Deegan 1996) . Knowing the patterns within which serendipity can occur, one is in a better position to be aware of possible unexpected events.
Our claim is that it is possible to program for serendipity, rather than to program serendipity. Van Andel argues that serendipity cannot be generated by a computer nor programmed by a human being. However, he recognizes that it is possible to build models that lead to unexpected discoveries (van Andel and Bourcier 1997). As he puts it: "because we do not always realize all the implications of our theses, when we put them into our computer, the results can be surprising for us" (van Andel 1994). All we can do is to build a system in which, if the unforeseen happens, the user is encouraged or invited to observe the surprising fact and take the action on himself (Van Andel and Bourcier 1997) .
That is why we have developed Max, a software agent that tries to stimulate the user with unexpected information that hopefully induces serendipitous insights. Our aim is to cast some light on the possibility to foster serendipity by artificial means.
As van Andel (1994) points out, "serendipity is beyond our imagination and the known paradigms", to which we would add that computational systems built to induce serendipitous insights might bring out results with added value far beyond our imagination and known paradigms.
A Model for Serendipitous Discovery
In our investigation, a sort of pattern emerged from the analysis of the accounts and anecdotes of serendipitous discoveries. This analysis suggested the proposal of a model for the comprehension of serendipitous discoveries. Although still in progress, this analysis has suggested three important characteristics of the discoverer that propitiate serendipitous discoveries.
Sagacity, which is deeply influenced by the background knowledge of the observers, is the characteristic that catches their attention. After sagacity has expressed itself, there are two possible paths: if the preparation of the observer matches the input, an insight may occur. Otherwise, curiosity may lead to dedicated investigation. The final outcome may be either nothing interesting or an interesting discovery.
Reflecting these propositions, we have designed Max to support the user's sagacity. Max presents web pages to the user. But not all pages are good pages. Just those that are conspicuous to the user's sagacity. In other words, we have started our experimental study of serendipity by attacking the problem of sagacity.
Implementation
Max is a software agent designed to induce serendipitous insights . It is our first attempt to answer the question: "is serendipity really unman-ageable?" Or, in other words, "is it possible to program for serendipity?"
In the next section, we outline the points of some proposals that defined the strategic directions of Max's design. Then, in the following section, we describe the implementation issues in detail.
Strategic Directions
If we take a look at the current literature on information retrieval, we recognize that its main goal is to study and deliver solutions to the problem of finding what the user wants. This is, in fact, what is needed most of the time. There is, though, another way of finding information in large information spaces, one that is much of our concerns in this paper. Toms (2000) clearly recognizes three typical ways in which people acquire information:
• seeking information about a well-defined object;
• seeking information about an object that cannot be fully described, but will be recognized in sight; and • acquiring information in an accidental, incidental, or serendipitous manner.
The last topic describes what may happen when the user is not looking for anything in particular, but just wandering on large information spaces, like the web, a task that we usually call 'browsing'. The outcomes may be of three types:
• a waste of time, if the user ends up finding nothing of interest; • a pseudo-serendipitous finding, if what is accidentally found was already sought for; and • a serendipitous discovery, if the user stumbles against something completely unforeseen but with interest.
The web is, in fact, recognized as a well suited medium for information encountering, the accidental discovery of information not sought for (Erdelez 1996a; Erdelez 1996b; Toms 1996) , and wandering on the Internet seems to be a quite usual behavior that leads to such serendipitous discoveries (Lieberman 1995; Toms 1996) .
These observations let us raise a new question about serendipity: "what if we carefully choose the right information and present it to the user in such a way that it is perceived as a serendipitous finding?" Surprisingly, Boden (1991) points out that "only very occasionally can serendipitous creative ideas be foreseen", a provocative statement that deserves further attention. She explains how this may be achieved with a simple but illustrative example:
"For instance, a parent might deliberately leave a new gadget on the dinner-table, hoping that the child will try to fathom how it works. The gadget, let us assume, was carefully chosen to illustrate some abstract principle featuring in the child's unfinished physics homework. The parent can predict with reasonable confidence that tonight's homework session will be less frustrating than yesterday's. From the child's point of point of view, however, its creation of the physical principle concerned (over dinner, not homework) was grounded in serendipity" (Boden 1991 ).
Obviously, if we look at the picture as a whole, this concept violates one essential point in the definition of serendipity: there is no chance at all (the gadget was placed on the table deliberately). But, if we take the position of the child, we might fairly accept that serendipity did happen, as long as we confine our concerns to the practical matter of the situation. The scenario would be even better if the gadget was found to be on the table without any apparent intentionality, as if the parent had forgotten it there by accident. Max was designed precisely in this way: to find surprising information through processes that stand at the limit of unpredictability.
There is still a problem with this proposal to induce serendipity. If we base the search of surprising information on what we know about the user's interests, it will most likely result in pseudo-serendipity, like the child finding the precise help needed to finish the homework. What do we need to induce pure serendipity?
We found some answers in the model for creative insights proposed by Csikszentmihalyi and Sawyer (1996) , namely its discovered problem-finding component, and the concept of Lateral Thinking by de Bono (1990).
As described earlier, the model for the discovered problem-finding process of creative insights is composed of four stages: preparation, incubation, insight and elaboration, as depicted in the following figure: Although there are subtle differences in the definition of these stages among different researchers, this particular proposal helps identifying important requirement for inducing serendipitous insights.
In the first place, the authors (as many others) strongly emphasize the role of prior preparation, which led us to consider the necessity of modeling the user's knowledge in some way.
Secondly, serendipitous insights seem to be based on the random combination of ideas from different domains, a sort of unexpected cross-fertilization of ideas. This process seems to happen in the incubation stage using the information acquired at the preparation phase (Csikszentmihalyi and Sawyer 1996; Csikszentmihalyi 1996; Simonton 1996) . These propositions suggest that we should not only model the interests of the user but separate them in distinct models or profiles, so that the cross-combination of ideas from different profiles might be feasible.
Finally, Csikszentmihalyi and Sawyer (1996) , as other authors (Csikszentmihalyi 1996; Simonton 1996) , describe the insight as often occurring during periods of idle time. In this idle time periods, the individual typically engages in a sort of semiautomatic activity, like taking a shower, driving a car or gardening, which takes up a certain amount of attention, while leaving enough information-processing capacity free to make more or less random connections among ideas below the threshold of conscious intentionality (Csikszentmihalyi 1996; Simonton 1996) . Free from rational direction, ideas can combine, and, because of this freedom, original connections that would be at first rejected by rational mind have a chance to become established (Csikszentmihalyi 1996) .
These seemingly speculative propositions remind us not to neglect the role of idle time when stimulating the user with unexpected information: the user must already be in idle time as the stimulus is produced, or must be led to idle time after the stimulus. The way these principles were applied to the system is described below.
Edward de Bono (1990) contributed to our view with the distinction between vertical and lateral thinking, a concept that finds some parallels in the incubation phase described above.
While vertical thinking is analytical, selective and sequential, lateral thinking is provocative, generative and can make jumps. Vertical thinking moves only if there is a direction in which to move, whereas lateral thinking moves in order to generate direction. While vertical thinking concentrates on what is supposed to be the relevant aspects and excludes the irrelevant ones, lateral thinking welcomes chance intrusions. With vertical thinking one has to be correct at every step, with lateral thinking this is not necessary at all. With vertical thinking one uses the negative in order to block off certain pathways. With lateral thinking there is no negative. Finally, vertical thinking, which is a finite process, follows the most likely paths, while lateral thinking, a probabilistic process, explores the least likely ones (de Bono 1990) .
This led us to realize that the user's profiles need not be perfectly correct or complete (a task certainly impossible to accomplish). Rather than regret the inevitability of incomplete knowledge about the user, we should welcome it, because it is often the source of unforeseen happenings. The stimuli, too, should be dissociated, to a certain extent, from the real interests and current focus of the user. In this way, we may hope to produce rather unexpected, unforeseen, unpredictable, contra-intuitive, unknown, surprising information to the user.
Before ending this section, it is useful to recall that de Bono also proposed some practical techniques for lateral thinking that can be, to some extent, easily coded in a computer program, such as random stimulation, fractionation, the use of analogies, the selection of entry points, etc (de Bono 1990).
The System's Architecture
Max is a software agent that browses the web in order to find information that might stimulate the user, especially information that the user is not focused upon. By offering such information, Max attempts to induce serendipitous insights by providing unexpected new entry points, a concept borrowed from de Bono's techniques to enhance lateral thinking (de Bono 1990).
To simplify user interaction, all the exchanges with Max are made through e-mail. This not only saves on design and implementation, but actually offers a fairly natural way of communicating with an agent, by increasing the feeling of talking with a rational and anthropomorphic entity, though no effort as been made on producing a natural language interface.
Max is composed of two functionally independent modules: the Learning Module and the Suggestions Formulation Module (figure 2). It was surprising to realize the parallel between Max's architecture and the discovered problem-finding model, namely between the preparation stage and the Learning Module, and between the incubation stage and the Suggestions Formulation Module. The Learning Module receives information from the user, namely hints about his interests, and produces profiles of interests, which are stored in a knowledge base. If needed, the Learning Module accesses the Internet to further enhance the profiles.
The Suggestions Formulation Module selects some concepts from the profiles, in a more or less random fashion, and starts browsing the web in quest for some web page potentially stimulating to the user. The chosen web page is forwarded to the user via e-mail. The Learning Module. If we take a look inside the Learning Module, we can see it is composed of a simple and linear sequence of components which transform plain text from the user into a ranking of concepts based on their relevance (figure 3). It is worth noting that the generation of the profiles was not a major issue in this project. Our concerns were to be sure they could be used the way we needed, whatever the generation process. Therefore, we specified that the profiles were to be directly fed by the user through plain text and URLs, rather than on behalf of the user through machine learning algorithms. Since com-munication is through e-mail, we took advantage of the medium specifying that the subject of the message should be used to label the "domain of interest" of the information sent to Max, so that each domain would have its distinct profile.
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Figure 3: The Learning Module.
The first component of the Learning Module is launched periodically to check for e-mail to Max from registered users. The body of the message is then passed on to the next component, with the identification of the user and the category label extracted from the subject field of the message.
The second component is in charge of expanding the URLs that may be embedded in the message text (a task that includes filtering HTML tags and traversing the page links recursively) so that the resulting data is just plain text. Using the Internet to increase the amount of material for learning may lead to some problems: there is the danger of gathering huge amounts of heterogeneous information, along with undesired noise. This task is simplified by resorting to a "segment extraction" procedure on the data, which splits the visited web pages in text segments and returns the most central ones -those that best summarize the contents of the pages (Singhal and Salton 1995; Salton et al. 1996; Embley, Jiang and Ng 1999) . An additional step is taken to eliminate stop-words (non-informative words, such as articles).
The third component of the Learning Module uses a tfidf measure -"term frequency -inverse document frequency", one of the simplest, though very efficient, measurement methods existing in the information retrieval literature (Salton and Buckley 1987; Faloutsos and Oard 1995) -to rank the concepts by their estimated relevance in the text. The outcome is a ranking of concepts that tends to characterize the document's contents. Once again, we did not (and need not) concentrate our efforts in finding the best and most accurate method to model the user's interests: as pointed out before, wrong information is welcome anyway. Nevertheless, as explained below, we have introduced significant modifications in the tf-idf method, like replacing the typical terms by WordNet concepts.
Finally, the fourth component basically merges the ranked data with the existing profiles, following what we call the "learning parameters" (Sheth 1994) . See the section "The Learning Method" for further details. The Suggestions Formulation Module. As can be seen in figure 4 , the Suggestion Formulation Module is even simpler that the Learning Module, although more complex tasks are hidden within its components.
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Generator The Entry Points Generator component is responsible for creating a proper Google TM query from a complex processing over some concepts selected among the user's profiles. Following the suggestion of de Bono (1990) of using random stimulation and selecting alternative entry points, some profiles are chosen randomly to be the source profiles. From those profiles, some concepts are selected randomly, following an exponential probabilistic distribution, which means that we concentrate on the most relevant concepts, though not discarding the least relevant ones. This operation is important because we do not want the stimuli to depend on pure randomness (i.e. on a uniform probabilistic distribution). The essential role of the user's knowledge must prevail, although happenstance should have its place too.
Some of the picked concepts go through an additional stage of deliberate search for laterality, using WordNet's ontology (described in the following sections) and the resulting concepts are concatenated into the final query.
With these procedures, we expect both to perform the cross-domain integration of ideas proposed by Csikszentmihalyi and Sawyer (1996) , and to apply some techniques issued by de Bono (1990) .
The second component of this module, the Wandering component, uses the best ranked URLs returned by Google TM to start parallel wanderings in the web. Each wandering is accomplished through a best-first search through the graph of pages linked to each other. The wandering is guided by a heuristic evaluation function, which evaluates the cross-domain integration of the page.
The wandering is quality and time limited by thresholds. When the search is over, the best-ever visited page address (from the point of view of the heuristic function) is sent to the user by e-mail.
Max's Knowledge
At a first glance, one might easily realize that Max needs to know the user's interests, thus a way of representing and storing them. We have followed the vector-based representation of text documents, a well-known approach that has proven to lead to fairly good results (Salton, Wong, and Yang 1975; Salton and Burckey 1987; Faloutsos and Oard 1995; Singhal and Salton 1995) . Knowledge Representation. In the original approach proposed by Salton, Wong and Yang (1975) , text documents are represented by N-dimensional index vectors of weights (N being the number of distinct relevant terms or words in the document), each weight representing the relevance of the corresponding term. The vectors are typically normalized so that the dimension of the documents does not affect their relative comparison (Salton, Wong and Yang 1975; Salton and Burckey 1987) . The original approach also makes reference to a similarity measure, which may be used to evaluate the closeness of two documents based on the closeness of their vectors. Two documents are similar if their vectors are spatially closed one to the other (Salton, Wong and Yang 1975; Salton and Burckey 1987) .
Applying this proposal to our problem is straightforward. Each document handled by Max is converted into an index vector. By document we refer to any piece of textual information, ranging from e-mail sent to Max to web pages visited and, of course, the profiles. Unifying the representation of these information chunks has many advantages: we can merge several web pages into a unique vector, and add in the e-mail message from the user; we can compare web page with profiles to evaluate their similarity, etc. Extending Max's Knowledge. Despite the adequacy of the vector approach to our problem, the scarcity of information soon became a serious handicap, specially due to our goal of achieving divergence by deliberate searching for laterality. The solution came from WordNet, a huge lexical database for the English language whose design was inspired by psycholinguistic theories of lexical memory (Miller et al. 1993) . Nouns, verbs and adjectives are stored as synsets. A synset represents a lexical concept, which is stored along with a set of underlying relations to other concepts, thus forming a conceptual map. Furthermore, each concept is described by the set of synonyms (hence its name) that allows the full disambiguation of homonyms. For example, the several meanings of the word 'chance' may easily be distinguished by reading the synset words:
• a possibility due to a favorable combination of circumstances, represented in WordNet by the synset {oppor-tunity, chance}; • an unknown and unpredictable phenomenon that causes an event to result one way rather than another, represented as {luck, fortune, chance, hazard}; • a risk involving danger, given by the synset {chance};
• a measure of how likely it is that some event will occur, {probability, chance}.
Traditional information retrieval methods don't handle synonyms properly. In the latter example, 'probability' and its synonym 'chance' would be considered two distinct entries in the vector, thus meaning that the two are distinct features of the document. This weakness of the traditional methods leads to an underestimation of the concept's weights. With WordNet, the two words might correctly count for the same entry in the vector.
Relying on WordNet to extend Max's knowledge has many advantages. In the first place, the user's interests turned into synsets, meaning that the very concepts describing the user's interests are now attached somewhere in WordNet's conceptual map. This provides a sense of deeper understanding of those interests. In addition, one can now make use of this huge amount of general knowledge in numerous ways: by looking for generalizations and particularizations, antonyms, finding parts of a concept (meronyms), trying to identify structural patterns of concepts and relations, etc.
Using WordNet synsets instead of terms required the integration of WordNet with the index vector model, a task that turned to be conceptually accessible with the use of an additional level of abstraction (figure 5). Instead of making use of the traditional stem 1 to represent the words, we could replace them by the corresponding synset-id, which identifies univocally each concept in WordNet. Remark that there was always an extra step in the usage of stems: a stem represents one or more words, each of which in turn represents a concept, but with ambiguity. A synset-id represents a single and unique concept directly. Hence, we came up with a more focused and precise representation of the user's interests.
WordNet allowed handling compound words too. A compound word is made when two or more words are joined to form a new one, like "artificial intelligence". Although being a single concept, traditional methods usually decompose it into two distinct stems, "artific" and "intellig", meaning that they become two distinct features of the document. By resorting to WordNet, one can easily check if two or more consecutive words in the text belong to a known compound word, thus identifying a single concept. The improper handling of compound words by traditional information retrieval methods also leads to the underestimation of the concept's weights.
WordNet turned out to be ideal for our purposes. Not only we could dramatically extend Max's knowledge, but we had the precise knowledge structure to attain our quest for laterality: starting from the user's interests' concepts, it was now easy to find their coordinate concepts, generalizations, particularizations, antonyms, etc.
Additionally, WordNet offered a means of raising the abstraction one level. Now, rather than working on words, we were able to manage concepts that stood closer to our conceptual concerns. Extracting Concepts from the Text. A point that deserves some attention is the extraction of concepts from the text. This task is executed both at the learning stage and when wandering on the web. Wherever the text comes from, it is traversed sequentially, one word after the other. Stop-words are discarded. The remaining words are transformed into WordNet synsets. Figure 6 presents two examples: The disambiguation, if required, is done by simply looking at the familiarity of the synset that contains the ambiguous word (which is coded in WordNet): the synset with higher familiarity is picked up. This rather simplistic approach may result in the wrong disambiguation of some words, mainly those with unfamiliar meanings. We acknowledge this, but recall that wrong interpretations of facts and relations often led to serendipitous results (de Bono 1990; Eco 2001) . The Learning Method. Since we use weighted index vectors of synsets, learning becomes updating the profile weights among corresponding synsets (new synsets are simply added to the profile). We found a simple and appropriate formula to update the weights (Sheth 1994) . Considering a profile P, which we want to update with the weights from a document D,
where β is the learning rate which indicates the sensitivity of the learning process to novel information, and f refers to the user feedback, which can be positive or negative.
As may be seen, we have chosen a simple and unsophisticated method for learning, for nothing more complex was required. Nonetheless, this approach has shown exceptional results.
The Generation of Stimuli
All the mechanisms and powerful structures described above have one unique purpose: to support the generation of good stimuli to the user. By good stimuli we mean unexpected, interesting, information. To achieve this aim, we followed the suggestions of de Bono to deliberately search for laterality (de Bono 1990) . Deliberate Search for Laterality. Laterality is both an attitude and a method of using information (de Bono 1990) . Therefore, the success of Max depends not only on its mechanics but also on the attitude of the user towards the suggestions Max formulates. Some of the proposed techniques for lateral thinking were coded into Max's Suggestions Formulation Module:
• the generation of alternatives, by choosing some concepts from random profiles; • suspending judgment, i.e. not just selecting the most relevant concepts from the profile, but also less significant ones, through the use of the exponential probabilistic distribution; • the choice of entry points, by replacing some selected concepts by other, related concepts; also by providing the user with unexpected URLs to start browsing; • random stimulation, by providing the user with unforeseen suggestions of web pages, whose selection was based on multiple random decisions and guided by heuristic evaluation.
Since the third topic above was not yet commented upon, it deserves some further attention. An entry point is the part of a problem or situation that is first attended to (de Bono 1990) . In our case, the entry points are the concepts selected to build the Google TM query. However, those concepts are largely related to the user's interests, because the profiles are built upon (and hopefully reflect) these interests. Thus, although some less relevant concepts are also picked up occasionally, the tendency is to select the same concepts again and again, confining the focus on limited and familiar areas of the user's interests. This seemingly obstinate focalization tends to lead to convergent searches on the web, which penalizes our purposes.
Max forces laterality by sporadic replacements of some concepts by other related ones. The choice of the new concepts is based on the WordNet relation coordinate. Two concepts are coordinates if they have the same hypernym or superordinate. For example, the concepts {discovery, breakthrough, find}, {revelation} and {flash} are coordinates, with hypernym (are a kind of) {insight, brainstorm, brainwave} (Miller et al. 1993 ).
The process of replacing concepts by their coordinates provides an effective means to obtain divergence. Rather than concentrating only on what the user told about his interests, Max slightly diverges, making little jumps into areas not explicitly specified by the user. It is noteworthy to point out that these jumps are not blind. Instead, they represent soft leaps to adjacent concepts on the conceptual map that surround the user's interests. The Heuristic Evaluation. A traditional measure of similarity between two documents is made by computing the vector product of the corresponding vectors (Salton, Wong and Yang 1975; Salton and Buckley 1987) . For example, the similarity between a profile which vector is p and a web page which vector is w , is given by
If the vectors are normalized, we have that α cos = ⋅ w p , α being the angle between the two vectors.
In this way, we may easily know the degree of similarity between two documents: if α is near 90º, we have almost orthogonal vectors, thus very different documents. As α tends to zero, their similarity increases.
This interesting approach proved to be efficient and accurate (Salton and Buckley 1987; Faloutsos and Oard 1995) , but it didn't adjust perfectly to our needs. We still needed to meet Csikszentmihalyi and Sawyer's suggestion of performing some kind of cross-domain integration (Csikszentmihalyi and Sawyer 1996) .
The way we made this cross-domain integration was a matter of mathematics. Instead of using one profile alone for heuristic evaluation, we opted to use two of them simultaneously (the best pair, heuristically speaking). This is easily done through the sum of the corresponding vectors (figure 7). . This graphic helps visualizing that the sum vector comprises the weights of both profiles, thus reflecting the weighted aggregation of the concepts of both domains of interest.
This new method of estimating the similarity between documents is used to compare the web pages with the profiles during the wandering process. In short, it serves as the heuristic function, and consists of finding the pair of profiles that best matches the content of the pages being visited. A good page, from the point of view of the heuristic, is that which finds more similarities in two profiles at the same time.
Experimental Results
The first stage of this project ended up with a survey to the end users who received suggestions from Max over a period of several months. The following There were nine participants who received 2580 e-mail messages from Max with suggestions of web pages. From the input that Max received from the users, 23325 concepts were identified and stored in 68 profiles, an average of 7.55 profiles per user, each of which containing an average of 2592 concepts. The lack of participants does not support our statistical analysis as broadly as we would have liked. Nevertheless, some interesting issues could be drawn. Types of Expected Results. Usually, the user expectations lie on the accuracy of Max's suggestions, but Max only knows a small and inaccurate portion of the user's real interests and knowledge. This led us to postulate six possible categories in the value of Max's suggestions ):
• category 1: already knows page -the suggestion has no value at all; • category 2: unknown page outside the user's intereststhe suggested page has little value (although not interesting at the present time, it may have some usefulness in the future, in the context of lateral thinking); • category 3: unknown page inside the user's intereststhe suggestion has little value (the user could have reached this same page otherwise -for example, through a search engine); • category 4: unknown, unexpected page, slightly related to some domain of interest -the suggestion is valuable (the page could hardly have been found by the user -for example, by serendipity); • category 5: unknown, unexpected page, that sparked a new area of interest -the suggestion is extremely valuable (it is very improbable that the user would ever find the page on himself); • category 6: the page established a new and unknown connection between two current domains of interestthe suggestions are extremely valuable (an insight may have occurred).
Categories 1 and 2 represent the irrelevant suggestions that Max sent to the users. Category 3 corresponds to pseudo-serendipitous suggestions. Categories 4, 5 and 6 can be looked as genuine serendipitous suggestions. Findings. The results present in this paper are by nature qualitative. The users replied to our inquiry indicating the relative percentage of suggestions in the six categories. Thus, although the results are very promising, they must be regarded as substantially subjective.
Having made this point clear, we may now interpret the results presented in figure 8 . First, we can see that category 2 has the majority of the suggestions. This is not surprising, for the system is not fully tuned yet. Still, it is clear that lots of irrelevant stimuli must occur before some may catch the observer's attention. Thus, we have categories 1 and 2, representing the irrelevant suggestions, with a total of 47.3%.
Secondly, category 3 (pseudo-serendipitous suggestions), reaches the excellent value of 25% of the suggestions. This may mean that Max really learns the user's interests or that Max expresses a creative behavior by diverging from the sites the user knows.
Finally, categories 4, 5 and 6 make up 27.7% of the suggestions. Although being three categories (all with low percentages), these serendipitous categories surpass the pseudo-serendipitous one (category 3). What mostly surprised us, however, were the percentages of categories 5 and 6. We were expecting lower values from those categories where something really new was brought to the attention of the user (new interests and new connections among previous interests). If we add the categories 3 through 6 (pseudo-serendipitous and serendipitous) we reach the level of 52.7% of the suggestions, a value far above our most optimistic expectations.
Despite the subjective character of these results, the main conclusion of our work is clear. These results lead us to reinforce our initial suspicion: indeed, it seems that programming for serendipity is possible.
Future Work
Now that the first stage of this project is over, we are convinced that our approach to "programming for serendipity" will be very promising in the near future. A second phase of the project is now beginning.
During the devolvement of Max and the study of the supporting theories from philosophy and psychology, some pointer for future work emerged. We underline the following points:
• better understanding of the serendipity phenomenon, namely under our model for the comprehension of serendipitous discovery; • resorting to more powerful mechanisms for the generation of divergence, namely through the use of metaphors and analogies; • an in-depth study of abduction. We have made some work on induction, which led to interesting results, but abduction seems to be more adequate and powerful; • improving Max's capacity to disambiguate the concepts during the concepts extraction process; • raise the abstraction level one step further, to the level of ideas, where the phenomenon is better described and understood by the philosophers and psychologists.
Conclusion
Serendipity is an intriguing phenomenon. Although little interest has been devoted to its study, the researchers are unanimous about its importance. In this paper, we have dwelt on the nature of serendipity, underlining some important concepts like the difficulty of telling serendipity apart from conventional creativity, the role of wrong knowledge in fostering serendipity, and the issues raised by the belief into its unmanageability. We then introduced a minimal set of topics about an ongoing project of building a model for serendipitous discovery.
We then present Max, a software agent built to induce serendipitous insight. The main strategic directions of its design have been depicted, and its architecture presented. We have ended the section about Max by detailing some important aspects of its implementation.
We finally presented some empirical results that seem to support our belief that it is, indeed, possible to program for serendipity.
