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Abstract
The thesis aims to make conviction narrative theory (CNT) operational and test its
validity via a combination of text analysis, network analysis and machine learning
techniques. CNT is a theory of decision-making asserting that, when faced with
uncertainty, agents are able to act by constructing narratives that yield conviction.
The developed methodology is directed by CNT and therefore limits problems related
to spurious correlations frequently encountered in studies using large datasets. The
thesis provides empirical support of the theory and how it can be used to understand
the economy and financial markets. The thesis develops a relative sentiment shift
(RSS) methodology that captures emotional variables within text archives and also
tests the extent to which these can be accurately measured, to establish causal
economic and financial relationships hypothesised by the theory to exist on a macro
level. Better-than-economic-consensus forecasts of the Michigan Consumer Confidence
index, statistically significant explanatory power of real US GDP growth, evidence of
causality from relative sentiment to the most widely used measure of financial market
volatility, the VIX, are obtained in the process. On the micro level, the RSS
methodology is applied to particular narratives to test theoretical expectations
showing how it can be used to measure the emergence of phantastic object narratives,
narratives for which anxiety substantially disappears despite the existence of
conflicting evidence. To illustrate the importance of the overall ecology of narratives
to understand shifts in macro sentiment and financial stability, as well as a means to
qualitatively understand the relation between the macro and the micro approach, a
form of dynamic content network analysis is applied. Using the narrative model,
measures of the degree of formation of a dominant narrative are shown to correlate
with RSS and Granger-cause indicators of financial stability, such as the VIX and the
S&P 500 index.
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When the crisis came, the serious limitations of
existing economic and financial models immedi-
ately became apparent. Arbitrage broke down in
many market segments, as markets froze and mar-
ket participants were gripped by panic. Macro
models failed to predict the crisis and seemed in-
capable of explaining what was happening to the
economy in a convincing manner. As a policy-
maker during the crisis, I found the available
models of limited help. In fact, I would go fur-
ther: in the face of the crisis, we felt abandoned
by conventional tools.
Jean-Claude Trichet 1
Introduction
1.1 Motivation
Since the onset of the global financial crisis and subsequent economic slowdown in
2008 there has been a growing recognition of the need for scientific reform
underpinning public policy, most notably in the field of economics. When faced with
the need for a response to the crisis, policy-makers were left dumbfounded by
standard economic theories and tools. The governor of the European Central Bank at
the time, Jean-Claude Trichet, summarised the situation in the leading quote of this
Chapter [110]. What are the conventional tools which Trichet referred to, and why
did he feel abandoned by them?
Although this thesis will only briefly reference economic theory, and is best
considered as purely complementary to economics, it is nonetheless important to have
a general understanding of some of the most important themes of economics to see
how the contributions of this dissertation fit into academic and policy discourse. This
dissertation primarily grew out of a need for empirical support of a new theory of
decision-making for science and policy, in order to understand how the 2008 crisis
came about so that similar crises in the future can be mitigated.
Two central themes underpinning mainstream classic economic theory are rational
choice theory and general equilibrium theory.
Rational choice theory essentially asserts that agents can be modelled as having
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fixed preferences and therefore make ‘consistent’ decisions. This assumption, although
often criticised for oversimplifying real human behaviour, enables mathematical
models of agents in a social system. Such models can provide policy-makers with
simple answers to very challenging questions, and are therefore important. However,
an implicit assumption of rational choice theory is that there is no real uncertainty, as
far as the agent is concerned, about the future state of the world. Given a set of
possible choices, the agent can always apply some form of cost-benefit analysis to
arrive at a correct answer. Furthermore, assuming the world remains the same, the
agent will consistently make the same decision when faced with the same alternatives.
The world can therefore be modelled as if it was completely deterministic.
General equilibrium theory attempts to explain the relationship between supply
and demand in the economy. It seeks to prove that a set of prices exists that will
result in a ‘general’ equilibrium. One aspect of the theory aims to determine under
what conditions the economy will be in such an equilibrium. Thus, all that follows
from a theory built on this assumption will be consequences of an already assumed
price equilibrium.
Within classic economics there is therefore no place for the role of uncertainty and
market prices are assumed to be in a state of equilibrium. Because it was implicitly
assumed that the world could be treated as deterministic, there was no real need to
consider human and social psychology. The field of economics achieved analytic
tractability and the intellectual prestige that tends to go with it. However, given this
intellectual framework of mainstream economics, and its semantics, it becomes very
difficult to explain, and anticipate, why preferences might suddenly change in such a
way that market prices appear out of equilibrium. Indeed, a research agenda founded
on these assumptions cannot explain economic recessions or financial crises, other
than calling them temporary fluctuations away from the assumed equilibrium caused
by random external shocks. The tools derived from mainstream economics could
therefore not prepare policy-makers for the sudden ‘shock’ that, based on standard
economic and financial measures, was completely unforeseen. Neither could economic
theories help explain what happened ex post.
Of course, there are notable exceptions among economists, such as Nobel price
winners George Akerlof and Robert Shiller, who have encouraged the community to
break free from some of these assumptions. It is important to note that many of the
assumptions made, although not realistic in many ways, have been hugely helpful in
formulating models and making it possible to understand some features of the
economy and to make some predictions. However, the states of the economy that are
arguably the most important to understand and predict, given their enormous
consequences for society, are the ‘unstable’ ones - those that are conceivably out of
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equilibrium. Consequentially, these features of the economy are left impossible to
understand and predict.
“We need to develop complementary tools to improve the robustness of our
overall framework. In this context, I would very much welcome inspiration
from other disciplines: physics, engineering, psychology, biology.”
Jean-Claude Trichet
The work of this thesis follows the advice of Trichet of the need for a
multidisciplinary approach to understand what drives the economy. There is a need
for tools and techniques from outside classical economics if similar crises are to be
avoided in the future, or at least the negative impact to be limited. For example, it is
known from mathematics, in particular the field of chaos theory, that even seemingly
simple dynamical systems, of which the global economy can be considered an
immensely complicated one, can appear entirely unpredictable. In other words, such a
system can behave as if it was totally random. If it is acknowledged that the world
can in some cases be thought of as unpredictable, it follows that agents in the system
cannot rely on optimisations under constraints when making decisions. There will be
important decisions to be made for which the agent cannot know, a priori, using
mathematical tools relying on historical statistics, what the optimal choice might be.
In this setting, the agent’s mental state must play a significant role in determining the
outcomes of the system. It is therefore necessary to understand and to measure this
‘mental state’.
A new theory of decision-making under uncertainty is being developed at the
Centre for the Study of Decision-Making Uncertainty at University College London
(UCL). Conviction narrative theory (CNT) states that agents act under uncertainty
by forming narratives that induce conviction - a predominance of approach emotions
over avoidance emotions (i.e., the degree of conviction can be measured by the relative
balance between these two emotional groups). The theory initially grew out of
interview data with senior fund managers around the world [111] conducted by David
Tuckett. The aim of the study was to understand how fund managers are able to
invest billions of dollars on a daily basis while faced with real uncertainty about the
future outcomes of those investments. CNT emerged as a unique approach for
understanding decision-making under these conditions. It therefore fits the role of an
alternative to rational choice theory that applies to those situations where agents
cannot know a priori what the optimal choice is.
New computer science methodologies and digital data sources have recently made it
possible to study the effects of mental states, both for the individual agent and the
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society as a whole, in more rigorous and analytic ways than previously possible. A
unique opportunity therefore exists to empirically test conviction narrative theory as
a general approach to understand decision-making, and more specifically how it can
be used to explain economic recessions and financial crises without resorting to
labelling them ’random shocks’. This is the main motivation of this dissertation and
what it aims to achieve.
1.2 Research Objectives and Methodology
This section outlines the main objectives of the thesis to support its hypothesis. The
overarching hypothesis can be formulated as follows.
1.2.1 Hypothesis
This thesis examines the hypothesis that CNT can be made operational
and aspects of it empirically tested via a combination of text analysis,
network analysis and machine learning techniques. In particular, three
hypotheses relating to CNT will be tested. One hypothesis of CNT tested
is the potential predictive relationship between macro confidence (as
defined by the aggregate emotional conviction of a social group, such as
the participants of an economy) and economic growth. A further
hypothesis of CNT tested is the potential to use the derived methodology
to detect the phenomena known as divided-state mentality with respect to
a given conviction narrative, represented by a disconnect between
conviction and reality for a given social group (where the group dynamic is
referred to as groupfeel), potentially causing financial bubbles (i.e., causing
some of the ‘shocks’ of classic economic theory). The final hypothesis
tested is that those narratives that emerge as dominant narratives of a
social group have a predominance of either approach or avoidance emotion
(thus, emergence of dominant narratives correlates with shifts in macro
confidence) and times when dominant narratives are formed could
therefore have a negative impact on financial stability (which relies on
heterogeneity of views).
The hypotheses can be more clearly defined. There are two main hypotheses
postulated by CNT.
1. It is hypothesised that a relative increase in the dominance of approach or
avoidance emotions (loosely defined as excitement and anxiety) in overall
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economic narratives (i.e., from a macro point of view, in a country, sector,
region) indicate changes in economic confidence and so actions that impact the
economy and economic growth.
2. It is hypothesised that a significant relative gap in the dominance of excitement
over anxiety around particular topics (i.e., from a micro point of view) indicate
that thinking and decision-making around these topics have become unbalanced,
creating a “divided state” - suggesting the build-up of systemic risk.
A further hypothesis is postulated in this thesis as follows.
3. It is hypothesised that a significant shift in macro confidence occurs exactly
when a dominant narrative has emerged. In other words, the connection
between macro confidence and micro confidence is such that a narrative becomes
dominant whenever there is a large shift in macro confidence. Furthermore, the
formation of such a dominant narrative is detrimental to financial stability, as
financial markets rely on heterogeneity of views.
To test these three hypotheses three objectives are defined, which when met will
serve as tests of the claims in the thesis statement. The objectives will be dealt with
as three distinct experiments.
1.2.2 First Objective; Testing CNT with a ‘Macro Analysis’
By developing a sentiment analysis methodology (called relative sentiment shifts, or
RSS), directed by CNT and applied to all narratives in a given text collection (i.e., a
‘macro’ analysis), the relevance of CNT to the understanding of economics and
finance can be empirically tested. The objective is to test relationships hypothesised
by CNT [112] between key elements of conviction narratives and economic and
financial variables as stated in the first hypothesis.
The first experiment applies the sentiment analysis methodology developed in
Chapter 4 to a range of different data sources and shows that the metrics derived
consistently yield significant predictions of relevant economic and financial variables
as expected by CNT [112]. As such, the idea that these features of CNT can explain
economic and financial variables, as hypothesised, is tested. It is particularly believed
by CNT that the degree of confidence in the economy has a causal relationship with
economic growth [115].
1.2.3 Second Objective; Testing CNT with a ‘Micro Analysis’
By focusing the sentiment analysis methodology on individual case-studies (i.e., a
‘micro’ analysis), in the form of particular narratives selected ex-post as descriptive
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pathological cases, the second objective aims to support the belief that the central
concepts of CNT known as groupfeel and divided mental states can be measured in
particular narratives (so called phantastic object narratives, or simply phantastic
objects). It is argued by CNT [114] that the existence of these features are key
characteristic drivers of ‘irrational exuberance’ as stated in the second hypothesis.
In the second experiment the same methodology as used in the first experiment is
applied to a set of case-studies, ex-post argued to be pathological cases of conviction
narratives subject to the central themes of groupfeel and divided states. Thus, the
presence of these central concepts of CNT can be detected empirically.
1.2.4 Third Objective; Relating the ‘Micro’ with the ‘Macro’ Analysis
By developing a form of narrative content analysis to relate the ‘macro’ sentiment
with the collection of ‘micro’ sentiment that together make up the macro, the third
objective aims to qualitatively explain and understand the macro sentiment measure
to uncover the clusters of ‘entities’ most related to macro shifts. This further
strengthens the support for the first objective, and makes feasible the task of finding
narratives and entities ex-ante that could negatively impact a business, an economy
and/or the stability of the financial sector. Furthermore, the relationship between
narrative homogeneity and shifts in RSS as well as financial stability can be tested, as
stated in the third hypothesis.
In the third experiment a form of content analysis that relates narrative ‘entities’
and their individual connections with the macro sentiment measure is developed. This
analysis provides a procedure by which to test the third hypothesis.
1.3 Research Contributions
Due to the interdisciplinary nature of the thesis, its contributions span several
scientific fields; social-psychology, economics, finance and computer science. The main
contribution is summarised in the following paragraph.
The primary contribution of this PhD thesis is a theoretically justified and
focused computational methodology to study a social-psychological theory
(CNT) and make hypotheses derived from this theory empirically testable.
Furthermore, the results from the hypotheses that have been tested in the
various experiments support the validity of the theory.
In social-psychology, economics and finance, the thesis serves as evidence
supporting CNT as a theory of decision-making and its consequences for economics,
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finance and risk. The thesis supports a central hypothesis of CNT about the
significant role of narrative and emotion to the state of the economy and financial
markets and might help detect narratives subject to unstable mental and social
processes - in other words, the methodology can potentially be used in the area of
‘cognitive and social’ risk monitoring. The main results are published in [114], [115],
[78] and [77] and have been presented at numerous conferences.
In computer science, the thesis expands, in a general sense, on the discussion and
understanding of large unstructured data sources and the ability and limitations to
extract valid scientific relationships from them. Literature concerning the accuracy of
‘traditional’ scientific hypotheses is related to those formed by analysis of so called big
data, thus viewing new and existing big data methodologies from a different (but
‘old’) perspective. The thesis argues how best to tackle these issues by developing
theoretically justified algorithmic methodologies, and also serves as an example of
such an approach. The argument has been presented at a conference at the European
Commission in Brussels [81].
More specifically, the contributions made in the thesis can be listed as follows.
1.3.1 Contribution 1: A Methodology for Lexicon Evaluation in Time
Series Sentiment Analysis
Chapter 4 derives a methodology to measure the relative balance between approach
(excitement) and avoidance (anxiety) emotions. Having first argued for a word-lexicon
approach to time series sentiment analysis (for the purpose of operationalising CNT)
as opposed to a machine-learning classification approach, several criteria to measure
the accuracy of a given lexicon are defined. This facilitates the evaluation of
alternative lexicons for the purpose of capturing latent emotional time series variables.
The methodology for evaluating this property of a given lexicon and for adjusting the
lexicon based on these criteria is the first contribution of the thesis.
1.3.2 Contribution 2: Predicting GDP and MCI using RSS
Chapter 5 (experiment one) applies the RSS methodology developed in Chapter 4 to
test the first hypothesis listed above, i.e., if changes in economic confidence impact the
economy. It is found that the confidence index derived for the US economy through
an analysis of Reuters news articles published in New York and Washington can be
used as a significant explanatory variable in a regression of US GPD growth, even
when controlling for other forward-looking variables such as asset prices (and other
measures of confidence and anxiety such as the Michigan Consumer Sentiment Index
and the VIX, which are shown to be Granger-caused by RSS indices extracted from
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other data sources and/or Reuters). This provides significant support for the first
hypothesis. Furthermore, it shows the potential to forecast, as well as nowcast1, GDP
growth using the RSS methodology. This is the second contribution of the thesis.
1.3.3 Contribution 3: Operationalising Phantastic Objects, Divided
States & Groupfeel using RSS
Chapter 6 (experiment two) applies the RSS methodology to particular narratives
(topics) hypothesised to show characteristics of conviction narratives believed to be
held in an unbalanced, ‘exuberant’, state of mind. It is found that stories about
Fannie Mae (published in Reuters) exhibited a significant decline in anxiety relative
to excitement over the period 2005 through 2007, despite the fact that housing prices
started to decline almost 18 months before the end of this trend in RSS. The pattern
is consistent with expectations from CNT regarding phantastic object narratives.
Similar relative sentiment patterns are observed when the analysis is focused on
Enron emails regarding two specific business projects. It is further shown that a key
social group experienced significantly different sentiment patterns concerning these
two business projects relative to the rest of the network. The group became
substantially more anxious in the second half of the period, evidence of a divided
state collapsing within this particular group. The experiment provides support for the
second hypothesis. It also suggests that it is possible to distinguish the emotional
patterns between different social groups, and that social context may therefore play a
significant role in determining an individual agent’s emotional state. In other words,
supporting the idea that text analysis can be used to measure groupfeel-type
phenomena. This is the third contribution of the thesis.
1.3.4 Contribution 4: A Methodology to Measure DNF and Establish-
ing its Relationship with RSS and Financial Stability
Chapter 7 (experiment three) develops a new methodology to relate entities (in the
context of the third experiment, the entities considered are organisations) within
narratives to one another and the overall structure of the narrative landscape to RSS.
It is shown that shifts in RSS correlates with the emergence of a dominant narrative
(as measured by the methodology presented in Chapter 7). It is further shown that
these new indices of dominant narrative formation (DNF) carry predictive
information relating to financial stability, in the form of the VIX and the S&P 500
index. Thus, the results provide support for the third hypothesis. This is the fourth
and final contribution of the thesis.
1The methodology was used in [77] to nowcast (predict the current value of) US GDP growth.
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1.4 Thesis Outline
The thesis is structured as follows.
Chapter 2 presents the relevant theoretical (first section) and technical (second
section) literature touched upon in the introduction. In particular, a brief section is
devoted to what has been the dominant theory of decision-making in economics and
finance, rational choice theory. This leads to a discussion and summary of a new
theory of decision-making, CNT, which the thesis aims to make operational and
empirically test. This is briefly followed by a discussion about the promises and
pitfalls of new data and technology. These new tools can dramatically help to study
the effects of human behaviour in many aspects of society, but can at the same time
cause a lot of concern about the interpretation and validity of such found effects. This
section sets the second theme of the thesis (CNT being considered the first); the
importance of directing a search for patterns by theoretical expectations. The second
part of Chapter 2 covers the technical tools in text analysis, network analysis and
machine learning necessary to conduct the experiments. Chapter 3 presents the data
used to test the hypotheses. Chapter 4 develops and evaluates the RSS methodology,
applied in the first two experiments, from the point of view of CNT. Experiments 1, 2
& 3 are presented in Chapters 5, 6 & 7 respectively. Chapter 8 assesses the
experiments, concludes the thesis and provides a summary of future potential research
streams to pursue.
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Literature Review
This chapter presents relevant literature, both theoretical and technical. The chapter
is divided into two main sections. The first section deals with theory; in particular it
deals with various theories of decision-making. First, it deals with the prevalent
theory of decision-making adopted in many social sciences and most prominently in
the field of economics, rational choice theory. Secondly, it deals with an alternative
theory of decision-making with a socio-psychological background, conviction narrative
theory. Finally, the first section ends with a more general discussion about the role of
theory as we enter into what might aptly be called the Big Data era.
The second section of the chapter presents technical tools used to explore the thesis
hypothesis: text analysis, graph theory, machine learning and statistics.
2.1 Theory Review
The world, as experienced by an intelligent agent, might be understood by the agent
through simulations of alternative possible states. This is perhaps most notably
apparent given the pleasure commonly derived from fiction. The world of social
interactions is inherently too complex for the mind to fully comprehend and predict,
and as such fiction is relied upon as approximated simulations of this interaction [68].
Computer simulations may be conceived of as the scientific equivalent of fiction. It
should be recognised that, within the social sciences, ‘proof by computation’ (i.e.,
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repeated simulation) and ‘proof by analysis’ (i.e., a complete mathematical proof) are
achieved through the same fictional activity, where the difference simply lies in the
complexity of the simulated social interactions and derivation of a ‘solution’. Proof by
computation is not, a priori, inferior to proof by analysis. However, in either of the
two deductive settings it is crucial to support all axioms through empirical findings.
Any theory that aims to explain real-world phenomena must in some way be based on
real-world observations. It is therefore necessary to begin the exploration of a new
theory through an inductive empirical investigation that seeks to find and test
patterns and behaviour that govern the system under study. In other words, it is
necessary to support and build a theory by an inductive investigation that is guided
by axioms and that will iteratively modify them. Whenever observed patterns modify
the axioms, the new axioms must be investigated further and tested on previously
unobserved data, or the significance of any statistical test will in general lack
meaning. It is important to be mindful of these fundamental principles [63].
However, predictions based on empirical studies alone are limited by the current
parameter values. Thus, if the parameters change the system will most likely appear
unpredictable again. Government officials and policy-makers, whose job it is to often
change the parameters for better social systems, require both empirical findings as
well as theoretical models. Since the well-known Lucas critique was formulated in
1976 [66] economists have recognised and promoted the importance of deductive
models based on structural micro-foundations. The critique states that any model of
the economy based purely on relationships found using aggregated historical data
cannot be used by policy-makers when deciding to implement a change in policy as
that change will likely also change the data-generating process itself, rendering the
effects of policy changes unpredictable. In a structural model parameters can be
changed and different states of the system can be observed and anticipated. This is
perhaps one explanation of the widespread adoption and use of economic models in
general, and the rational-agent model in particular, among policy-makers. However,
at the time classic economic theory was developed, relatively little to no access to
computational resources beyond the human brain was available and very limited
access to granular data. Strong simplifications were therefore necessary and useful. In
modern days, technology and data are no longer serious limitations. On the one hand,
it is now possible to empirically study phenomena previously not amenable to rigorous
analysis because of access to new data. On the other hand, it is now possible to model
more complex interactions by the use of new computer technology. The field of
economics must now undergo nothing short of a revolution to bring back those
real-world observations that were left out for the sake of analytic convenience.
A careful interplay between empirical analysis on the one hand and theoretical
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modelling (whether mathematical, simulated or purely abstract) on the other, can be
considered the scientific gold standard.
The rest of this section will briefly discuss rational choice theory, the highly
influential and much-talked-about corner stone of economic theory. Following this,
attention will be directed to an alternative, recently developed and less restrictive (in
the sense of assumptions made), theory of decision-making known as conviction
narrative theory. The final section discusses some of the potential pitfalls of big data
analysis (as well as some of the benefits) and how it might be possible to avoid them.
2.1.1 Rational Choice Theory
Rational choice theory is a framework in which to understand and model social and
economic behaviour, perhaps most notably used within the field of economics. Its
origins can be traced as far back as to economist Adam Smith in his groundbreaking
work The Wealth of Nations [99]. Within modern economics, the theory simply
mandates that agents consistently rank choice alternatives by the use of some sort of
cost-benefit analysis [47]. For example, if the agent prefers A to B and B to C, then
the agent also prefers A to C. In other words, alternatives can be consistently ordered.
Thus, agent preferences are assumed to be static, i.e., fixed over time. This facilitates
the existence of an optimal choice. One consequence of this is that, all else being
equal (i.e., the characteristics of the potential choices have not changed), the agent
does not change to prefer B to A if A was previously preferred.
Two major commonly made assumptions are:
1. The agent has perfect information about the outcomes of any choice, or a
probabilistic representation of those outcomes
2. The agent has the cognitive ability to weight every choice against every other by
using this perfect information (theories of bounded rationality relax this
assumption)
The proponents of the use of rational choice theory do not claim these assumptions
to be a full description of reality, and it is in fact very easy to find real
counterexamples. What they do uphold is that both good and bad models can aid in
reasoning and help to formulate hypotheses, whether the models are intuitive or not
[42].
2.1.2 Conviction Narrative Theory
The socio-psychological theory of decision-making known as Conviction Narrative
Theory (CNT) is a theory aimed at understanding and explaining how agents make
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decisions when ‘optimal’ choices cannot be made [112], [26]. Put differently, the theory
discards the first major assumption about the rational agent, the existence of a fully
predictable environment. The theory is based on the in-depth analysis of interviews in
financial markets and theories hypothesised to explain the development and
fragmentation of market confidence [111]. It aims to explain how agents are able to
make decisions and act under such uncertainty at all, not to mention how they often
manage to make good decisions. If the probability space of the outcomes of two given
actions cannot be known, it is impossible to make a choice between them based on
mathematical calculation alone. Consistency of actions can therefore not be ensured
by mathematics and logic since there is no longer any reason to expect an agent to
consistently make the same choice. Other factors must play a role, in particular the
agent’s environment (put simply, what other agents are choosing and other external
factors) and mental state (put simply, how the agent feels about a given choice).
Outcomes of most real-world decisions of any significant interest, important to
economic and financial life, cannot be described probabilistically. As a consequence of
recognising this, no optimal choice can be selected based on a consistent ordering of
derived utility from alternatives. If this is true, then how do agents single out a choice
from equally plausible alternatives? CNT states that agents make decisions, and
therefore act, by creating narratives (stories) that generate enough conviction about
potential gains from the given action while at the same time suppress anxiety and
doubt about potential loss. Agents must rely on embodied simulations of possible
future outcomes to anticipate the future emotional response as experienced physically
and mentally by the body (research in modern cognitive neuroscience suggests the
physiological experience of the body can be just as apparent while imagining a reward
as while receiving a reward [20]). Indeed, agents have adapted to such decision-making
and the cognitive and emotional capacities have likely evolved to work together
extremely effectively to conquer uncertainty without surrendering to inaction.
A conviction narrative can be thought of as an internal representation of an agent’s
environment that allows the agent to feel confident enough to make decisions under
uncertainty. Such stories perform the narrative function of combining cognitive and
emotional elements into a coherent temporal picture, and, by their nature, do not give
due consideration to all possible scenarios. Ordinarily, commitment to a course of
action requires agents to build their awareness of the potential advantages and
disadvantages of a course of action, so that they come down on the side of the
advantages. For this to be possible conviction narratives normally need to contain
both attractor and doubt-defusing elements. The first makes the object intrinsically
attractive, while the second manages any doubts that this might not be the case [112],
[26].
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The theory also hypothesises that conviction narratives always have the potential to
become phantastic object narratives, that is to say, stories about supremely attractive
objects (ideas or entities) of such unquestionable value that real-world facts
potentially provoking doubts are ignored, as in some love affairs [113]. In this
situation, termed a divided state, the world remains much the same, but stories about
it have become (for a time) highly partial. A divided state is recognisable when
attractive features in the narrative have grown and intensified in such an exciting way
that the existence of doubt diminishes substantially or even vanishes from the
narrative altogether [113]. Seen from a different perspective, one way to achieve the
predominance of excitement over anxiety and doubt needed to commit to a course of
action is for the brain to suppress anxiety-provoking information altogether. This
type of divided state cannot, by its very nature of being disconnected from reality, be
sustained and anxiety will therefore eventually come back with force. There could of
course be solid grounds for less doubt if the world has changed accordingly, perhaps
by some technological innovation, although it would be a cause for concern.
Psychologically, divided states are simplistic states in which the potentially
anxiety-producing ideas that are ordinarily thrown up by experience (such as the
possibility some bit of news is indicating an investment project may fail) are present
in the mind, but not in such a way they become salient for conscious attention and
thinking. Divided states are individual mental states, but in groups they can be
supported institutionally by what can be called groupfeel - a state of affairs sometimes
found in organisations where a group of people orient their thoughts and actions to
each other based on a powerful and not fully conscious wish not to be different. In
such group states members attend only to an “inside view” [54] and engage in
groupthink [53]. Clearly, phantastic object narratives cannot maintain conviction
forever. Eventually, because the underlying state of the world never actually changed,
reality returns with force, the divided state gives way, and there is disappointment
and revulsion at what was the phantastic object [113].
The phantastic object theory just summarised provides a potential explanation for
first the evolution and then the collapse of financial market bubbles. The overall
hypothesis that this set of ideas creates for testing is that conviction narratives in
social networks infected by phantastic objects will:
• Increasingly exhibit a gradual elimination of doubt. It is this phenomenon which
eventually produces a financial bubble or similar mass phenomena.
• Eventually exhibit a massive reintroduction of doubt, as the divided state and
the phantastic object narrative collapse.
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Phantastic objects, in the form of particular conviction narratives, may account for
the emergence of financial market bubbles, but the overall degree of conviction of a
social group (defined as ‘confidence’ for the sake of distinguishing it from the
conviction of a single agent), or the economy as a whole, may account for shorter term
fluctuations in the degree of business investment. As such, one important hypothesis
of CNT is that the overall degree of confidence in an economy can have an impact on
economic growth.
A further important aspect of the theory concerns how narratives spread in social
groups to become dominant and how they might dissipate. Networks of information
channels are believed to play a significant role in determining how narratives spread,
with some individuals acting as more important than others [114].
The conviction of individual agents, the overall confidence of agents as a group, and
the network dynamics influencing how narratives spread from the individual to the
group are likely connected in complicated ways with sustainable economic and
financial growth as well as unsustainable economic and financial growth. Towards the
end of the thesis the concept of the formation of a dominant narrative will be
introduced that might provide some insight into how these concepts could be related.
In particular, it is found that dominant narratives emerge in a group exactly when
there is a shift in confidence (i.e., conviction or the absence of it is oriented towards a
particular narrative) and that this is a sign of instability.
The concept of a narrative in CNT is grounded in social-psychology, e.g., the work
by Baumeister, Masicampo and Bruner [14], [24]. There are, of course, other
definitions and formalisations of a narrative, e.g., mathematical abstractions [10].
This thesis will only focus on aspects of CNT.
2.1.3 The Big Data Age
The beginning of the 21st century may be considered the time when society entered
into a new digital age. More information than ever before is made available in digital
form. This information covers most aspects of our society, from private and
confidential to public and open information. This section presents a somewhat
informal discussion on some of the new methodological challenges facing meaningful
statistical analysis of such information, which sets the scene for a significant theme of
the thesis; the need for theory to guide the search for patterns in large emerging data.
Although these new large data sources are tremendously helpful and have
revolutionised many areas of science, they also pose new methodological and ethical
challenges. The existence of larger and more complete data sources, and algorithmic
methods of analysing them, challenge the normative procedures of statistical
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significance testing, e.g., [63]. This section attempts to clarify these issues and
promote a philosophical framework for understanding, and safeguarding from, false
conclusions.
With Big Data there is a fundamental challenge to determine validity and
significance of established relationships - the concept of ‘spurious correlations’ that
may pass traditional statistical tests with flying colours but fail to have any structural
meaning whatsoever. A similar concept in machine learning is often referred to as
‘over-fitting’. However, it can be argued that there is an important distinction. When
talking about the potential for over-fitting a model to the data, it is already assumed
that a particular relationship exists (the problem is to identify the nature of that
relationship, i.e., a problem of model selection). Often the spurious-correlation
problem arises when explanatory power and predictive accuracy are conflated [97]. By
taking more seriously the predictive accuracy of explanatory models some spurious
correlations might be avoided [97]. It is further argued in [119] that explanatory
models (theories), particularly in the field of sociology, require predictability in order
to be scientifically valid. Conversely, assuming that a predictive model has
explanatory power (in the sense of providing a causal explanation) might lead to
nonsensical theories [97]. In a New York Times bestselling book, the authors advocate
that causal models are no longer necessary because the only thing needed for
prediction is a statistical relationship [70]. This section argues that such an approach
is a step backwards for science and that, in fact, causal theories are highly necessary
(perhaps now more than ever). Further issues with large sample sizes are presented in
[63], along with several concrete examples of what they consider to be questionable
conclusions drawn from large samples. However, not all Big-Data research falls into
this category. For example, a recent study into the predictability of private traits and
attributes using Facebook data [58] used prediction accuracy as well as manual
inspection of predictive features to evaluate the strength of found patterns.
Traditional means of statistical significance tests were conceived at a time when it
was time and energy consuming to construct a scientific hypothesis. These tests were
applicable only when the researcher tested a hard-earned hypothesis on previously
unseen data. Every machine-generated model (a model with a specific set of
parameters) is a scientific hypothesis. Therefore, an algorithm can generate millions of
hypotheses in negligible time if applied to real Big Data. To see the implications,
consider the following simple thought experiment:
• You have a hypothesis generator capable of generating ‘semantically valid’
random and independent hypotheses from the space of all hypotheses
• Imagine a conventional 95% significance level for these tests
16
• Imagine that 20 hypotheses are independently generated
Given these hypothetical assumptions, it is expected that at least one ‘significant’
relationship is found (i.e., achieves a p-value of less than 5%) since they are random
by construction. Of course, it is easy to imagine that the probability that a random
hypothesis is actually true is very small. If a further assumption is made that all
positive findings are published and all negative findings are not, the conclusion would
be that most scientific journals are largely incorrect. This has been extensively
discussed in the literature, and is called a positive publication bias [31], [40]. The
situation often comes about because the researcher puts aside negative findings due to
a lack of interest (by the researcher, journals or the community at large), known as
the file drawer effect [89]. The consequences for the research community as a whole, of
neglecting negative findings, is a lack of awareness of what statistical tests have been
performed by others in the past. If one team tests a given hypothesis and does not
report the result, whatever it might be, other teams are more likely to test the same
hypothesis. The above experiment applies in a modified form if twenty teams have
tested the exact same hypothesis independently (on independent data samples).
Therefore, a bias of positive publications will dramatically reduce the confidence one
can have in any of the statistical tests performed. Techniques have been developed in
the field of meta-analysis to detect publication bias and make corresponding
adjustments (see for example the concept of funnel plots).
The situation for a given research team is luckily not as bad as the above thought
experiment. Human-generated hypotheses are often not random and they tend not to
be independent. In fact, some are even replications. If the hypotheses tested are
expectations from the same scientific theory the probability of incorrectly judging
something random as true is dramatically reduced. In other words, false positive
findings are much less likely to occur if the tested hypotheses are somehow dependent.
Thus, the main human resource is intuition, the existence of a theoretical prior belief.
Hypotheses tend not to be random - the hypothesis ‘pigs can fly’ would probably not
be tested (a human excludes a vast number of hypothesis without almost any mental
effort, especially if guided by theory). However, algorithmic methods tend to be much
less restrictive (the hypothesis ‘pigs can fly’ might actually be tested, and in fact a
machine would test this or similar nonsensical statements unless explicitly told not to
as specified by the form of the model and the constraints on its parameters). In this
situation the researcher is much more likely prone to what is known as post-hoc
theorising (or HARKing - Hypothesizing After the Results are Known) [55]. In other
words, a relationship is found, an explanation for it is then formulated and the
statistical test has been unknowingly performed on the data that generated the
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Table 2.1.1: Contrasting hypothesis-testing methodologies; machine driven vs. theory driven
Test space features Machine driven approach Theory driven approach
Unrestricted Yes, ‘unlimited’ number of tests No, effort + time to perform a test.
feature space? and features on big data. Features and hypotheses are filtered by theory.
‘Positive’ results are often post-theorised In other words, tests are not ‘wasted’
Independent Yes, in most cases. The ‘negative’ results are No, one test result effects interpretation of
evaluation of results? discarded even though potentially relevant others as they rely on
the validity of the same theory
hypothesis in the first place, so called double dipping. This also happens implicitly if
a model is respecified and tested on the same data set until the necessary statistical
tests have all passed.
Furthermore, the space of possible hypotheses applied to Big Data is truly massive,
it is therefore relatively easy to formulate plenty of nearly random hypotheses.
The two concepts of independently-tested and nearly-unlimited hypotheses, and the
distinction between the conventional method of testing and the Big Data approach
can be summarised in a simple two-by-two table, Table 2.1.1.
To summarise, with a brute-force algorithmic testing methodology, the researcher
runs the risk of mistakenly ignoring negative findings that might in fact be related to
a result later found to be significant (which would have questioned the significance of
that result). With Big Data the space of possible tests to make is so vast that it is
tempting to search in a much less restrictive manner than what has been the scientific
convention. The convention of observing a small set of data to formulate a theory and
a set of related hypotheses that can later be tested on unobserved data, has not
properly carried over to the Big Data era. In the conventional situation, tests were
much less likely to be ‘wasted’ on hypotheses that ex-ante were not considered
deserving enough of serious attention, but which ex-post can easily be explained by
post-hoc theorising.
Tackling Spurious Correlations
Hal Varian has done influential work on applying web-search-frequency data to
predict, or ‘nowcast’ (that is, predict the present value of a variable), various
economic time series [25]. Because web search is a relatively recent invention, the
collected data do not reach very far back in time. For example, Google search
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frequency time series only go as far back as 2004.1 Therefore, to fit a model on
economic data such as GDP growth, which is only available at a quarterly frequency,
at the time of many of these studies less than 50 data points would have been
available. On the other hand, the number of Google search categories or individual
search terms to consider in a predictive model reaches the millions, if not billions. It is
therefore trivial to find many combinations of explanatory variables that would fully
explain the variance of the dependent variable, GDP growth. This problem is
commonly referred to as fat regression [94]. Varian applied a combination of Bayesian
methods to select the most likely explanatory variables [94]. The selected variables
were then suitably averaged using a Bayesian model averaging technique. Although
this will likely increase the robustness of the model’s predictions, it will also likely
obscure what is actually going on. As a decision-maker it might not be very satisfying
to make decisions based on the result of a model average. However, the Bayesian
approach does allow for specification of prior beliefs of the importance of any
individual predictor, and in the most trivial case, full weight could be given to a
particular predictor and zero weights to all others. This would reduce the approach to
one directed purely by prior beliefs or expectations. In other words, in this limit it
would be equivalent to a purely theory-driven approach.
A second approach to tackle spurious correlations, which may seem obvious and
trivial at first but has strangely become unfashionable in Big Data analysis, is to
formulate your hypothesis and methodology on the basis of an established scientific
theory before variable and model selection. If instead of jumping into Big Data space
with the aim of achieving a certain task such as predicting GDP growth, by any
means necessary, one poses the question of what factors within the data might
reasonably explain growth in GDP (and how) and perhaps even cause it, any
predictive power then achieved will unlikely be spurious and might even predict
ex-ante going forward in time. However, a certain amount of machine learning must
likely be used in order to optimally benefit from the vast amount of data now
available. It is likely that a combination of machine learning and variable and model
selection based on a theoretical prior would yield superior results to using either
approach in isolation. It was illustrated in [27] and [28], for different applications, that
such a combined approach does indeed lead to state-of-the-art predictive performance.
Simply because much larger amounts of data now exist than ever before does not
imply there is no longer a need to formulate hypotheses before they are tested. This
approach is of course a special case of the above Bayesian framework in which full
prior weight is given to a small set of variables pre-selected by a theory to be relevant
1At the time this thesis was written, Google provided a service for accessing the relative frequencies
of different search terms used on Google at the web-address http://www.google.co.uk/trends/
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in the given context. The great benefit of this approach is that it is much more easily
communicated and relies entirely on structural foundations - a model for how the
given system actually works and what variables should be treated as relevant.
This thesis exemplifies this approach by taking conviction narrative theory as the
structural foundation and as such it will focus on very small set of variables expected
to be relevant for decision-makers.
Bias-Variance Trade-off
The Bias-Variance trade-off is a statistical formulation of two competing sources of
errors in generalisations of machine-learning algorithms [74]. The formulation applies
to model selection and summarises the potential sources of errors a machine-learning
algorithm may have when generalising to unseen data. The ‘bias’ term explains errors
stemming from having selected a model space that is too narrow to be able to capture
the true features of the training set, potentially resulting in under-fitting of the
training data and therefore poor generalisations. The ‘variance’ term explains errors
stemming from having selected a model space that is too large, potentially resulting in
over-fitting of the training data and therefore poor generalisations. This formulation
will be explained in more technical detail in the following section focusing on a
technical review, but this statistical formulation will here be related to the above.
The issues discussed above can be restated in terms of this error composition. In
the machine-driven approach there is a potentially massive space of models to fit to
the training set (due to ease of testing), thus substantially increasing the risk of
over-fitting. In the theory-driven approach the model space is restricted (biased) to a
much smaller subset of potential models to explain the observed data, thus
substantially reducing the risk of over-fitting (but with the potential risk of
under-fitting). Owing to the inherent complexity of social systems, such as the macro
economy, it is very unlikely that the true model will ever be found for any task at
hand. Furthermore, the temptation to achieve short-term success in prediction will
inevitably lure us into taking the machine-driven, less model-constrained approach.
All this considered, the scientific community should always have a strong preference
for the biased model-selection process provided by the theory-driven approach.
2.1.4 Narrative Text Analysis
What does the discussion of this chapter mean in practice? How can these different
ideas be turned into a computational methodology used to test empirically the
relevance of conviction narratives to decision-making under uncertainty?
As conviction narrative theory is applicable in a range of decision-contexts the
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methodology must be as independent of data-type as possible. Thus, both the model
defined and the features considered by the model should be as invariant over time,
situations and social groups as possible. The success of the methodology will therefore
be highly sensitive to the concept known as over-fitting. Given the trade-off to be
made between accuracy on a given set of observed data and generalisability to unseen
data, known as the Bias-Variance trade-off discussed earlier, it is therefore likely to be
beneficial to introduce substantial bias to the methodology. The success of biased
methodologies can be seen across many fields, for example when applied to financial
asset portfolio-selection strategies [30], when used in the construction of decision trees
for emergency care [46], or when attempting to understand the consequences of policy
change [12]. In particular, a machine-learning approach to sentiment analysis would
require a very large training corpus spanning several different data sources and
contexts and also heavy regularisation. A sample from these data sources would have
to be labelled by their degrees of excitement (approach) and anxiety (avoidance) so
that relevant features can be learned. Such data are not readily available, and can
often be very costly to compile.2
Furthermore, without a very large labelled data set such an approach is unlikely to
be able to approximate human intuition of the emotional meaning of words (across
contexts) to a reasonable accuracy. Words that are consistent with human intuition
are likely to generalise better across contexts and datasources. The methodology used
will therefore rely on predefined lists of emotion words as features. There are several
such available lists. Hence, a key challenge becomes how to select the most suitable
lists to use for the purpose of measuring the evolution of the approach and avoidance
emotion groups, henceforth these variables will be referred to as excitement and
anxiety respectively. This will be a major subject studied in depth in Chapter 4.
Ideas about the clarity and coherency of lists of features as representations of the
same underlying signal will be introduced and measured.
The selected single-word features can then be used to extract aggregate measures of
excitement and anxiety from text data by a simple word-count methodology. However,
even this very simplistic measure can be non-trivial to fully understand. The
simplicity of the approach introduces substantial bias in our results which will likely
improve the models ability to generalise to new text data sources. The simplicity also
facilitates more computationally intensive stability and robustness tests.
For decision-makers in general and policy-makers in particular, the existence of a
simple and transparent methodology is often a prerequisite for relying on that
2However, new crowd-sourcing platforms have recently been created to solve this problem (e.g.,
Amazon Mechanical Turk). Given the subtle nature of the features relevant to CNT, this approach
would likely be more unreliable than the application of pre-defined lists of features.
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methodology when making important decisions. An example of a big data application
that serves to inform policy-makers at the highest levels of the European Commission
is the European Media Monitoring system developed by the Joint Research Centre
(JRC).3 This system performs scheduled scrapes of news and other media sources
from the internet in a range of languages, categorieses all incoming articles based on
boolean pattern combinations and performs a variety of entity and event recognition
tasks in a multilingual context. The JRC made a similar methodological decision as
has been done in this thesis, to minimise model complexity as much as possible. This
system is in use by several directorates of the commission as well as organisations such
as the World Health Organisation, the African Union, the European Parliament and
Europol.
Thus, a simple methodology does not only make it feasible to perform a variety of
robustness checks as well as guarding against over-fitting your model, but is often
required for explanatory purposes if the model is to be used in practice in any critical
context. However, extensive research is focused on making machine learning models
more interpretable [117], e.g., in medicine [61].
In Chapter 7 a text-analytic methodology is derived to test whether or not macro
shifts in relative sentiment depend on increased homogeneity of the underlying
narratives. If found to be the case, this would support a key aspect of CNT - that
emotions are fundamentally generated through the construction of narratives, and
thus spread socially via a ‘narrative channel’. This methodology abstracts from much
of the content and structure of individual narratives and focus instead on what can be
considered to be the key entities talked about in news articles and whether or not
they can be considered linked. This abstraction is made in order to understand, on a
more intuitive level, the evolution of the links between narratives, as opposed to how
the entities are being discussed more specifically. Given this level of abstraction,
organisations (public and private) are considered to be the key entities within
narratives expressed in news articles and a graph link structure is inferred between
these entities from the underlying text database.
The material in Chapter 7 attempts to shed some light on questions such as:
• How contracted or dispersed is the ‘space’ of all narratives, and how does this
dispersion evolve over time?
• How connected or related are the key entities mentioned within the narratives,
and how does this connectedness evolve over time?
3At the time this thesis was written, the system was publicly accessible on the web address
http://emm.newsbrief.eu/NewsBrief/clusteredition/en/latest.html
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• When a shift in the macro relative sentiment series is observed, which are the
entities within the narratives (or, more generally, which particular narratives)
are most responsible for that shift? In other words, can the cause of a shift in
RSS be detected?
• How does the narrative dispersion and connectedness measures relate to the
issue of financial stability?
The aim of the exercise is two-fold. The first aim is to better understand the macro
relative sentiment series and by doing so to, ultimately, extract more qualitative
insights from it. Such explanatory insights would be useful to policy-makers using any
type of sentiment indicator to inform their own judgement. The second aim is to relate
the ideas of narrative homogeneity to the issue of financial stability. From the point of
view of financial stability, a healthy financial sector relies on a heterogeneity of views,
opinions and interpretations of data (i.e., heterogeneity of narratives). Without
heterogeneity in markets, prices will unlikely clear at levels supporting long-term
economic growth. If dominant interpretations of the future course of markets begin to
emerge, this will necessarily manifest itself as more volatile and uncertain markets.
Thus, a relationship between narrative heterogeneity and financial stability is tested
for, which could help explain narratives’ effect on financial instability.
The macro measure of relative sentiment constructed in Chapter 4 can be
interpreted as measuring shifts in the degree of heterogeneity of emotion, a shift
indicating less heterogeneity (more homogeneous emotion across the stories in the
given database). Whether or not such homogeneity in emotion represents
homogeneity of the underlying narratives that carries those emotions, the stories and
interpretations of the world and the attention given to each, is not clear from the RSS
measure itself. If it happens to be the case, that narrative homogeneity ‘correlates’
with emotional homogeneity, it might make it much easier for policy-makers to
intervene and tackle the issue of the dominant narratives more directly, as they
emerge. If, on the other hand, it turns out that macro shifts in emotion can not be
attributed to specific dominant narratives the issue at hand would likely be much
harder to address. The purpose of Chapter 7 is to shed more light on these questions.
CNT states that emotion is a key element of any narrative relating to beliefs about
an uncertain future. Emotions are generated through the construction of a narrative,
an interpretation of the world, and coexist with it. As macro emotions shift in a
particular direction (become more homogeneous across discussions), whether towards
relative excitement or anxiety, it could be expected that the underlying stories (from
which these emotions are ultimately generated) would also be linked in some way. If
this was not the case, then the emotions would in effect be generated independently of
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the underlying narratives. The emotions would, if so, have spread via some other
channel than their expression in narratives, perhaps through a ‘biological’ mechanism
that does not depend on narratives at all (but simply on the basis of human
interaction), or simply because of a statistical fluke. Such a fluke would occur if it so
happens that a significant number of narratives share the same emotional pattern
without in fact being related at all. Such occurrences would not be systematic (by
their very nature of being random) so that simple statistical tests will tell if they have
appeared or not.
Finally, beyond the scope of this thesis, the methodology derived can potentially be
used to ‘flag’ particular narratives, or entities within those narratives, that show early
signs of concern. In other words, early signs of becoming phantastic object narratives.
If a suitable database contain narratives for which anxiety decays from a healthy and
stable degree to levels no longer necessarily reflecting fundamentals (in other words,
there are signs of divided state mentality), this methodology could be used to inform
decision-makers that such narratives might have become phantastic objects. The
entities analysed may in this case not be given by those studied here (organisations)
but perhaps by other objects such as individuals or perhaps different financial assets.
The methodology developed here can potentially be carried over to such applications
given suitable sources of data.
2.2 Technical Review
This section presents some background on the technical tools required to understand
the methodologies developed and the statistical tests performed in the rest of the
thesis. It is not meant to be an exhaustive summary of statistics, machine learning,
graph theory and text analysis. The reader is directed to some of the many available
textbooks in these areas if requiring a more thorough background. For the material on
text analysis, natural language processing in particular, the online Natural Language
Toolkit (NLTK) book provides an excellent starting point for implementing some of
these tools in the easy-to-understand python programming language4 [16]. For a
deeper understanding of the particular techniques, the referenced material is more
thorough. For the econometric material, the original publications are often good
sources to gain an understanding of the methods. For the material on machine
learning, [74] is an excellent book that covers a range of topics from a probabilistic
perspective. The results from graph theory are easily understood from the original
research papers.
The main technique adopted in this thesis is text analysis, most prominently
4The book is available for free online at the NLTK website, http://www.nltk.org/book
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sentiment analysis - the task of inferring emotional connotation from text. The final
experiment makes use of some natural language processing (NLP, a subset of text
analysis) techniques in order to extract mentions of organisations in text. Several
techniques not directly applied within the context of this thesis are also presented in
this section, such as semantic models (Latent Semantic Analysis, Random Indexing)
and topic models (Latent Dirichlet Allocation) so as to give the interested reader an
idea of alternative methodologies that could have been made use of. The specific
reasons for why a particular method is selected in preference of alternatives are
presented as part of the relevant experiments.
Both the second and third experiments make use of network analysis, or graph
theory, to study network properties. The graph techniques used can be considered
fairly basic from the point of view of graphs, yet have proved successful when applied
in combination with the other tools used in the experiments.
The time series indicators derived in all three experiments are fed into time series
models to measure the degree of relationship with hypothesised dependent variables.
In particular, all experiments make use of time series analysis and accompanying
statistical tests of model specification and significance.
2.2.1 Text Analysis
Text analysis, intimately related to but often considered distinct from text mining, is
an area of research using statistics, machine learning, computation linguistics and
other methods to tackle business and research problems through analysis of
unstructured text data. Common text analysis tasks include:
• Information retrieval - the task of finding relevant documents from a collection,
or corpus, to a given information need [67].
• Named entity recognition - the task of identifying known entities within a
document [16].
• Sentiment analysis - the task of identifying emotional connotation within a
document. An extensive survey of the field is available in [85].
Common applications of text analysis can be found in a range of areas.
• Business intelligence - e.g., extracting intelligence about products and services,
so called competitive analytics
• E-Discovery - searching litigation documents for relevant information
• National security - monitor online data sources for national security risks
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• Scientific discovery - derive new scientific patterns, especially in life sciences
• Sentiment analysis for finance, economics and business - e.g., using sentiment to
forecast stock markets
• Social media monitoring - monitor brands and services on social media platforms
The primary focus of this thesis can be considered part of sentiment analysis, as it
is primarily an attempt to extract emotional signals from text databases.
Sentiment Analysis
The study of sentiment analysis is a relatively young area of research that tries to
apply natural language processing, computational linguistics and machine learning to
determine the sentiment expressed in a given text [85]. This task is often simplified to
a classification problem; that of classifying a given text by its sentiment polarity,
positive or negative, or on a more granular level (e.g., one to five ‘stars’). Early work
in this area [83], [116] focused on product and movie review classifications. Pang’s
work indicates that such sentiment classification tasks do achieve lower accuracy than
traditional topic classification using the same classification algorithms, showing the
inherent difficulty in computationally determining sentiment polarity. Different
approaches to the classification problem are discussed, such as comparing the
accuracy of human constructed word dictionaries with features extracted from already
labelled documents, showing that automatic feature extraction tend to outperform
manual wordlist constructions on a given dataset. The best classification accuracy
reported in their study was 82.9%, in a case where the algorithm looked for the
presence of individual words, unigrams, and implemented classification using a
support vector machine. Interestingly, the simple method of extracting 7 positive and
7 negative word indicators using a combination of human inspection and word
frequency analysis achieved a classification accuracy of 69%. Further work in the area
has focused on a finer sentiment classification, such as labelling a document on a
sentiment scale [82], [101] and more accurate targeting of the sentiment and the
referenced object [17]. Pang and Lee improved on their best sentiment classification
performance by adopting a two-stage process where they first identified the sentences
within a document likely to have subjective (emotional) content, to classify the
documents by their sentiment polarity after excluding the remaining ‘objective’
sentences [84]. Their classification accuracy increased from 82.8% to 86.4%.
Another branch of work focuses on the prediction of market variables using
sentiment features extracted from texts. Such studies often attempt to quantify
sentiment using text-based data sources such as corporate reports and news media
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with a view to predict stock prices, e.g. [107], [108], house prices [102], and corporate
earnings [106], [65]. In [107] and [106] the authors make use of the General Inquirer
system to process the text documents and the various Harvard dictionaries of emotion
words. In [65] the authors create their own word dictionaries after showing that the
Harvard lists aren’t ideal for analysing financial texts. In [102] the author creates her
own lists from the Harvard dictionaries for the same reason. In summary, there are a
mix of previous studies employing machine learning techniques for classification and
prediction and wordlist frequency techniques.
All the above studies had the luxury of pre-labelled documents available to them or
a specific variable to predict. This is a critical observation. With pre-labelled
documents it makes intuitive sense (disregarding the issue of whether or not such
mined predictions carry over to unseen data) to look for the most accurate
classification algorithm for the target domain (even if that involves mining for the
features). However, when such labels are not available, automatic feature extraction is
not only hard to implement (a proxy for the labels must be used, or if some labelled
data is available it might be possible to use semi-supervised machine learning
techniques to infer some of the labels) but is also difficult to validate. It is also well
known that the accuracy of such classification algorithms tend to be very sensitive to
the target domain.
Natural Language Processing
Natural Language Processing (NLP for short) is an area of research attempting to
model language probabilistically to deal with the interaction between computers and
natural languages, in order to extract the meaning from text or to generate text. As
such, it can be considered an area of research in human-computer-interaction.
Tokenisation Before much analysis of text, it must first be split into smaller
chunks, pieces or tokens. Often the tokens are individual words or sentences. These
tasks are often more complicated than what might be expected because of
punctuation (abbreviations that might contain punctuation), etc. The tokens can
then be grouped into so called N -grams for further modelling. N -grams are sequences
of N consecutive tokens, making up the building blocks of many probabilistic models
in computational linguistics. When N = 1, they are called unigrams, when N = 2
they are called bigrams and when N = 3 they are called trigrams. N -grams are also
used in other fields of computer science, such as data compression.
The Vector Space Model (VSM) The vector space model was developed so
that documents can be analysed mathematically. Most semantic models, such as
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Latent Semantic Analysis, can be considered extensions of the more basic vector space
model. The vector space model was first used in the SMART (System for the
Mechanical Analysis and Retrieval of Text) Information Retrieval System developed
at Cornell University in the 1960s [93]. The VSM models documents as vectors in N
dimensional space, where N is the total number of words appearing in the full corpus.
Given a vocabulary of N words, a particular document can be modelled by a vector
for which each entry corresponds to a score of a given word. There are several ways to
assign such a score. The entry could be given by the total number of times the word
appears in the document, tf (for ‘term frequency’), the logarithm of tf (to reduce
impact of highly frequent words), a one or a zero entry depending on the presence or
not of the word in the document, or more commonly a score that reflects both the
frequency of the word in the document and its ability to distinguish between, or
‘separate’, the documents in the full corpus tf  idf (for ‘term frequency  inverse
document frequency’). The inverse document frequency is commonly computed by
taking the logarithm of the ratio D
df
, where D is the total number of documents in the
corpus and df (for ‘document frequency’) is the total number of documents the word
appears in. There are several variations on both the tf and idf scores.
Given vector representations of the documents, the similarity between any pair of
documents can be computed using linear algebra techniques. A common measure of
similarity is given by the inverse of the angle between the two vectors in N
dimensional space. If the document vectors are normalised to unit length, the cosine
of the angle between the two vectors is given by the dot product of the two vectors,
giving a similarity score between the vectors ranging from 0 to 1.
Latent Semantic Analysis (LSA) One major limitation of the simple vector
space model when used in an information retrieval task, i.e., where the objective is to
find a ‘smaller’ set of documents from a large collection that are somehow related to a
specific user need represented as a short free text query, is the concept of synonymy.
It is commonly found that multiple words can be used to refer to the same underlying
object, implying that for any given query there will be a large number of potentially
relevant documents that cannot be compared to the given query. Deerwester et. al.
[29] applied a technique known as singular value decomposition (SVD), intimately
related to principal component analysis (PCA, which is covered in a later section), to
reduce the dimensionality of the word-by-document frequency-matrix M , where the
entry mi;j is given by the frequency of word i in document j. It turns out that the
lower-dimensional representation of word vectors better models the relationship
between synonyms than the original rows of the matrix M . Two synonyms tend to
have similar latent factors because they tend to co-occur with other similar words.
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Similarly, lower dimensional vectors can be used to represent the documents in the
collection.
Singular value decomposition of the matrix M is a process that decomposes the
matrix into a product of three other matrices M = UV T , such that U and V have
orthonormal columns (i.e., each column is orthogonal to all other columns, have inner
product equal to 0, and have unit length), and  is a diagonal matrix. Matrices U
and V are known as the left and right singular vectors of M respectively, and 
contains the singular values. This decomposition can be shown to be unique up to
reordering of the singular values. By convention, the matrix  is ordered such that
the largest singular values appear from left to right. The interesting property of this
decomposition is that it allows a rank k approximation of the original matrix M by
simply replacing all but the k largest singular values in  by zero entries and carry
out the sequence of matrix multiplications. The new product M^ can be shown to be
the nearest, in the least square sense (i.e., the sum of squared errors is minimised),
rank k approximation of the original matrix M . A corresponding composition of M^ ,
M^ = U^^V^ T , can of course be made simply by deleting the relevant columns of U and
V corresponding to the zero entries in the reduced ^. In this lower dimensional
representation, the vectors of U^ and V^ correspond to word vectors and document
vectors respectively.
Random Indexing Random projection, also known as random indexing [90], is a
dimensionality reduction technique based on projecting the word-by-document
frequency matrix onto a random subspace of much smaller dimension. In particular,
given the N D matrix M , where the entry mi;j is given by the frequency of word i
in document j, a lower dimensional representation, M^ , can be obtained simply by
multiplying the matrix by a random D D0 matrix T , where D0 < D. The columns
in T should contain a small number of non-zero entries set to +1 or  1. There are
several benefits to random indexing over traditional LSA.
• Computational complexity is much lower for RI
• The model can be incrementally updated without the need to process the full
dataset
• RI does not require that the full matrix M is kept in memory but can simply
process the documents one at a time in an online fashion
To clarify the third point, the matrix operation M  T can be processed online as,
wi =
X
dj jwi2dj
rand(dj) (2.1)
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where wi is a given word in the vocabulary and dj is a document in the corpus. The
function rand(dj) simply allocates a random vector of dimension D0 . The equation
simply states that the word vector is represented as the sum of random document
vectors for each document it appears in. This is an extremely efficient (O(D)) method
to model the word by document co-occurrence matrix implicitly in reduced form (as
one chooses D0 before the algorithm starts). However, the resulting vectors cannot
model synonyms. Random indexing, in the form above, cannot model associative
similarity. Imagine a set of three words, X; Y; Z, for which X co-occurs with Y and Y
co-occurs with Z but X never occurs in the same document as Z. RI cannot infer
that X and Z are also somewhat similar as they share no terms in 2.1. This is a
significant problem as it means RI cannot model synonyms, words never frequently
occurring in the same documents but with identical meaning. Other topic models
such as LSA and LDA (see the following section) do not suffer the same problem as
latent (as opposed to random) factors are derived from the co-occurrence matrix.
Latent Dirichlet Allocation (LDA) Latent dirichlet allocation (LDA) is a
generative probabilistic model of a corpus of documents [18]. LDA is part of a family
of models known as topic models. LDA tries to overcome potential limitations of LSA
and related methods that are derived from LSA. Most notably LDA tries to overcome
the limitation of not being able to model polysemy (the property that a word might
have several distinct meanings), as well as the lack of intuitive representations of the
latent factors. In LDA, each document is modelled as a mixture of a finite number of
possible topics. Each topic is in turn characterised by a distribution over words. The
model assumes the following generative process for each document d in the corpus
(i.e., follow this procedure to generate a random document under an LDA model),
1. Choose N  Poisson()
2. Choose   Dir()
3. To generate all the N words wn:
(a) Choose a topic zn  Multinomial()
(b) Choose a word wn from p(wnjzn; ), a multinomial probability conditioned
on the topic zn
The Dirichlet distribution Dir() has fixed dimensionality k, meaning the number of
topics is predetermined. The word probabilities are parameterised by a k  V matrix
 such that j;i = p(wi = 1jzj = 1), given a total vocabulary size V . In other words,
the LDA model describes the document collection as a probability distribution of
words for each of the k topics, and a distribution of topics for each of the documents.
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Quantitative Narrative Analysis Quantitative narrative analysis (or
quantitative text analysis) is a fairly new branch of text analysis that seeks to model
relationships between entities in text documents as networks, often extracting
subject-verb-object triplets using natural language processing tools. Such semantic
networks can then be studied using graph theory. Examples of such semantic
networks in the literature can be found in [33] and [104]. A similar technique will be
used in Chapter 7 to model the evolution of the structure of narratives in news.
Part-Of-Speech Tagging Part-of-speech tagging is the process of annotating
words by their grammatical use. These algorithms often use dictionary lookup as well
as probabilistic methods to annotate words by their part of speech. Stochastic
methods are required since most words can have different part-of-speech tags
depending on their context.
Named Entity Extraction Named entity extraction is the task of assigning
entity type labels to tokens found in a document. For example, to infer if a token is a
person, an organisation, a location, a date, or other entity. This is often achieved
through a combination of dictionary lookup tables and rule-based annotation.
Co-Reference Resolution Co-reference resolution is the task of determining
when several entities mentioned in a document really refer to the same entity,
including inferring when a pronoun refers to a previously named entity.
GATE’s ANNIE Process This section will clarify the methods used in Chapter 7
to perform sentence tokenisation and extract named entities (in particular, mentions
of organisations). ANNIE - A Nearly-New Information Extraction System is the
standard NLP processing ‘pipeline’ present in the Java GATE (General Architecture
for Text Engineering) text analysis software.5 ANNIE was originally developed by
Hamish Cunningham, Valentin Tablan, Diana Maynard, Kalina Bontcheva, Marin
Dimitrov and others. The sequence of steps taken by ANNIE to produce sentence and
named entity annotations on a document can be summarised as,
1. Tokenise text
2. Entity detection based on dictionary lookup
3. Sentence splitter
5The full documentation of GATE can be found here https://gate.ac.uk/sale/tao/tao.pdf and doc-
umentation of ANNIE in Chapter 6 of the documentation, pp. 119-137.
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4. Part-of-speech tagger
5. Entity detection using rules based on earlier annotations
6. Coreference
The text tokeniser is rule-based and uses pattern matching to decide how to
annotate a token. The module can identify several different types of tokens - words,
numbers, symbols, punctuation and space tokens.
Step 2 annotates tokens based on lists of known entities.
Step 3 relies on compositions of finite-state transducers that maps input text into a
sequence of sentences. The splitter makes use of dictionaries of common abbreviations
when deciding to split or not. The dictionaries ensures that common abbreviations
such as U.S.A. do not lead to unwanted sentence splits.
In step 4, the part-of-speech tagger used by ANNIE [52] is a modification of the
more well-known Brill tagger [23]. The tagger is dictionary and rule-based, as opposed
to alternative taggers based on, e.g., Hidden Markov Models. Both the dictionary and
the rules have been learned from a large corpus from the Wall Street Journal and is
therefore suitable for analysis on news data (as in Chapter 7). The tagger proceeds in
several steps. An initial processing step assigns tags to each word based on its most
likely tag without consideration of context. Further steps correct these initial tags by
applying trained rules which might for example change the tag of a token if it is
preceded by some token of a specific tag. The trained model is compact in the sense
of having only a few hundred rules and is therefore robust to over-fitting on the
training data [52].
Step 5 relies on rules applied to the annotations produced in the earlier steps.
Different types of entities can be identified, e.g., Person, Location, Organisation,
Money, Percent, Date and Address entities.
Step 6 is perhaps the most involved part of the ANNIE processing chain. The task
of this step is to match named entities from the previous step whenever they are
believed to refer to the same entities.
2.2.2 Graph Theory
Graph theory is a branch of mathematics that deals with operations on graphs. A
graph G is defined as a set of vertices V and a set of edges E = f(vi; vj)jvi; vj 2 V g,
where (vi; vj) denotes an edge from vertex vi to vertex vj for some i; j 2 [1; N ] for
N = jV j. If (vi; vj) = (vj; vi) the graph is said to be undirected, otherwise the graph is
said to be directed. For all the analysis in this thesis the graphs will be treated as
undirected, henceforth this will therefore be assumed. The graph can be described by
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a matrix A, for which Ai;j is either one or zero indicating whether or not (wi; wj) 2 E
respectively. The matrix A is called the adjacency matrix of G. This section will
summarise the graph measures and algorithms used in later chapters.
Graph Density
Density is a measure of the proportion of edges to vertices of a given graph. It is
defined by Equation 2.2 and is an increasing function of the total number of edges jEj
and decreasing in the total number of vertices jV j.
2jEj
(jV j   1)jV j (2.2)
Global Clustering Coefficient or Transitivity
The global clustering coefficient of a graph (also commonly known as transitivity) is a
measure of how strongly clusters are formed in the graph [75]. This is measured by
the degree of vertex transitivity. Transitivity measures the probability that
(vi; vj) 2 E given that (vi; vk) 2 E and (vj; vk) 2 E for some k. There are some slight
variations on this definition, for example the local clustering coefficient. However, this
thesis will only make use of the global coefficient defined as,
transitivity = 3 number of triangles in the networknumber of connected triples of vertices (2.3)
The number 3 accounts for the fact that there are 3 connected triples for each
triangle. Here, a triangle is a fully connected triple of vertices and a connected triple
is a set of three vertices with at least 2 edges between them. Intuitively, transitivity
measures the fraction of triples that also have their third edge filled in to complete a
triangle.
Edge Betweenness
The betweenness score of a given edge (wi; wj) 2 E of a graph G is defined as the
number of shortest paths between any two pairs of vertices that run through it [43]. A
shortest path is simply defined as the shortest sequence of edges running from one
vertex to another. If there are more than one shortest path between two vertices they
are typically all given equal weight so that the sum of weights equals one.
Graph Clustering
There exist several algorithms to cluster graphs into groups of nodes. This thesis has
made use of two common algorithms. Part of the analysis in Chapter 6 will make use
33
of an algorithm by Newman [76] and Chapter 7 will make use of an algorithm by
Girvan and Newman [43].
The algorithm in [76] aims to minimise the objective function given by,
Q(s) =
1
2m
X
[Ai;j   Pi;j]wi;wj =
1
4m
sTBs / sTBs (2.4)
where A is the adjacency matrix, P is a matrix defining a model of the edge
distribution, B := A  P , m is the total number of edges in the network and
wi;wj =
8<:1; if vertex wi and wj are in the same cluster0; otherwise (2.5)
describes the clustering to be found. The function wi;wj may be written as 12(1 + sisj)
for some s 2 f1gn , where n is the number of vertices, when restricting the
clustering identification to two groups. The problem becomes to optimise over all
vectors s. This problem is NP hard so that an approximated linear algebra solution is
derived. To generalise over more than two groups an iterative process is established.
The algorithm in [43] makes use of the concept of edge betweenness to determine
community boundaries. The intuition behind the algorithm is that edges between
communities are likely to have very high edge betweenness scores since most shortest
paths between vertices in different communities tend to go via these edges. The
algorithm yields a hierarchical clustering and proceeds as follows [43]:
1. Calculate the betweenness for all edges in the network.
2. Remove the edge with the highest betweenness.
3. Recalculate betweenness scores for all edges affected by the removal.
4. Repeat from step 2 until no edges remain or a given number of edges have been
removed.
Social Network Analysis
Social Network analysis refers to the study of network interactions in social systems,
which can now be considered a key technique in modern sociology. These social
systems consist of agents (e.g., individuals or institutions) which are naturally
connected to each other in some way, forming graphs. Examples of commonly studied
systems include networks constructed from social media data, such as Facebook and
Twitter [105] but also link relations of various types, such as on the World Wide Web
and academic citations. Frequently used metrics of social network graphs include, but
34
are not limited to, connectivity metrics, distributional properties and clustering
properties.
2.2.3 Statistics and Machine Learning Tools
This section presents the statistical tools primarily used in Chapters 4, 5, 6 and 7.
Mean, Standard Deviation and Coefficient of Variation
Given a probability distribution P , there are a number of useful summary statistics
describing the distribution. Only sample empirical distributions are considered in this
thesis, so the definitions will here be restricted to the various unbiased sample
estimates of the true statistics.
The sample mean of an empirical distribution P = fx1; : : : ; xng of n 2 N sample
values, also known as the expected value E[P ], is defined as,
^ =
Pi=n
i=1 xi
n
(2.6)
The sample standard deviation, ^, is defined by,
^2 =
Pi=n
i=1 (xi   )2
n  1 (2.7)
With these two definitions it is possible to define a standardised measure of the
variability of a sample distribution, called the coefficient of variation,
C^V =
^
^
(2.8)
The coefficient of variation is a useful tool to compare the variability of two
different sample distributions.
Bootstrap & Monte Carlo
Any statistic observed in a finite sample is subject to estimation and measurement
errors. For example, it might not be possible to accurately measure the variables of
interest or the observations at hand are more or less representative of the set of all
possible observations. To account for such potential errors and estimate the
confidence or significance of a particular statistic computed on the sample of
observations at hand, it is possible to apply non-parametric techniques such as
bootstrap [41] and Monte Carlo [73].
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Bootstrap Bootstrap methods rely on random sampling with replacement from
the set of observations to generate a sampling distribution of a statistic of interest.
Given a set of observations from some random variable X, Xi = xi for i = 1; : : : ; n, let
R(x1; : : : ; xn) be a statistic of interest (e.g., the sample mean). Then the bootstrap
procedure is used to generate a distribution R^(x^1; : : : ; x^n) by sampling x^i from the set
Xi = xi for i = 1; : : : ; n. The distribution can be used to estimate quantities of interest
such as the mean and variance of the statistic, E[R^(x^1; : : : ; x^n)], V ar(R^(x^1; : : : ; x^n)).
Monte Carlo Monte Carlo methods are similar to bootstrap in that they rely on
randomisation to estimate various numerical results. Monte Carlo simulations
typically sample from a probability distribution to produce a large number of potential
outcomes of a given variable. It is distinct from bootstrap in that bootstrap is
typically defined as a resampling technique. In the context of this thesis, Monte Carlo
simulations will be used to estimate empirical distributions of text analytic measures
by repeatedly sampling without replacement from a large database of text documents.
Stochastic Processes, Stationarity and Order of Integration
A time series is an ordered sequence of data points. A stochastic process can be
represented as a time series for which each datapoint is a observation from a random
variable. As such, a stochastic process is a collection of random variables and an
observed sequence is a time series. A stochastic process might be path dependent, i.e.,
a random variable might be dependent on some previous value.
A stationary stochastic process is a process for which the joint probability
distribution does not change when it is shifted in time. This implies, in particular,
that the mean and variance of the process must be constant over time. Therefore a
stationary process cannot follow any trends. The concept of stationarity is very
important when testing for a statistical relationship between two different stochastic
processes.
Formally, a stochastic process fXtg is said to be stationary if any of its joint
probability distributions have the same cumulative distribution function. In other
words, let F (xt1+ ; : : : ; xtk+ ) be a cumulative distribution function of fXtg for some
t1 + ; : : : ; tk +  , some k and some  . Then fXtg is said to be stationary if for all k,
for all  and for all t1; : : : ; tk,
F (xt1+ ; : : : ; xtk+ ) = F (xt1 ; : : : ; xtk):
A stochastic process is said to be covariance stationary if E[Xt] =  for all t (i.e.,
all random variables have the same mean), and cov(Xt; Xt+k) = k for all t and k (i.e.,
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the k’th lag auto-covariance is independent of t and depends only on the order of the
lag). Thus, a stationary stochastic process must be covariance stationary, but the
converse is not always true. In both definitions of stationarity, a series is said to be
trend-stationary if removing a deterministic trend from the data turns it into a
stationary series.
A stochastic process is said to have order of integration d (or to be integrated of
order d) for some d 2 N if d successive first order difference operations are needed to
arrive at a covariance stationary series. A series which is integrated of a higher order
than zero is said to have a unit root. There are several tests for the existence of unit
roots. Stochastic processes with such roots are hard to model accurately in
regressions, see the section on spurious regressions for more details of the problem.
Augmented Dickey-Fuller Test The Augmented Dickey-Fuller test [91] is a
popular test for the existence of a unit root. The test is applied to the following model,
yt =  + t+ yt 1 + 1yt 1 +   + p 1yt p+1 + t;
where  is a constant,  represents a time trend, and p is the lag order of the process.
The lag order p needs to be determined before the test is carried out.
The unit root test is then carried out under the null hypothesis  = 0 against the
alternative hypothesis of  < 0. If the null hypothesis cannot be rejected this implies
the existence of a unit root.
Kwiatkowski-Phillips-Schmidt-Shin Test The
Kwiatkowski-Phillips-Schmidt-Shin (KPSS) [59] test is a test for the null hypothesis
that a stochastic process is stationary around a deterministic trend. The test is
applied to a model which is the sum of a deterministic trend, a random walk process
and a stationary error term. The null hypothesis is that the variance of the random
walk term is zero, which corresponds to trend stationarity. Rejecting the null
therefore implies that the original series is non trend-stationary. In other words, the
test is applied to a model of the following form,
yt = t+ rt + t;
for a constant  representing the deterministic trend, t is a stationary error term,
rt = rt 1 + ut is a random walk process with ut i.i.d with zero mean and constant
standard deviation 2u. r0 is treated as a fixed constant and therefore serves the role of
an intercept [59]. Since et is assumed stationary, the hypothesis that 2u = 0 is
equivalent to the hypothesis that yt is trend-stationary. If  is fixed as zero, the null
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corresponds to the null hypothesis that yt is level stationary (around r0) as opposed to
stationary around the trend.
Pearson Correlation
The Pearson correlation coefficient, often referred to as Pearson’s r, is the most widely
used statistical measure of linear dependence between two random variables X and Y
[74]. The coefficient can take values from -1, for a completely negative dependence, to
+1, for a completely positive dependence. Let E[X] = x, E[Y ] = y,p
E[(X   x)2] = x and
p
E[(Y   y)2] = y then the Pearson correlation coefficient
is defined by,
E[(X   x)(Y   y)]
xy
(2.9)
Spearman Rank Correlation
The Spearman’s rank correlation coefficient , often referred to as Spearman’s rho, is a
measure of dependence between two ranked variables X and Y . The coefficient can
take values from -1, for a completely negative dependence, to +1, for a completely
positive dependence. This measure of correlation is therefore nonparametric as
opposed to Pearson’s r which is a parametric test. Let xi be the ordered rank of
observation Xi and yi be the ordered rank of observation Yi, then the Spearman rank
correlation coefficient is defined by,
1  6
P
d2i
n(n2   1) (2.10)
where n is the number of observations and di = xi   yi.
Linear Regressions
One of the most widely used regression models is linear regression. The model
assumes that the output variable Y (also known as the dependent variable) is a linear
function of the N 2 N input variables X1; : : : ; XN (also known as independent
variables or explanatory variables). The model is written as follows,
yi =  + 1x
1
i +   + nxni + i (2.11)
for some constant , input weights i for i = 1; : : : ; N and error term , most often
assumed to be i.i.d. Gaussian [74] with constant variance 2 and zero mean. The
assumption of constant error variance is known as homoscedasticity, and the absence
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as heteroscedasticity. P-values on the significance of the constant term and the input
weights are usually not defined if this assumption does not hold in practice. The
equation 2.11 is most commonly estimated using ordinary least squares (OLS, see the
next section). Once  and i, for i = 1; : : : ; N have been estimated, predictions of the
response variables yi can be generated from the fitted equation
y^i =  + 1x
1
i +   + nxNi . The errors of the predictions u^i = yi   y^i are known as
residuals.
How well the explanatory variables can be combined linearly to predict the output
variable Y , is commonly measured by the coefficient of determination, R2,
R2 = 1  SSR
SST
=
SSE
SST
; (2.12)
where SST =PTi=1(yi   y)2 is the total sum of squares (here y = 1T PTi=1 yi represents
the average of yi), SSE =
PT
i=1(y^i   yi)2 is the explained sum of squares by the
predictions of the equation, y^i, and SSR =
PT
i=1 u^
2 is the residual sum of squares.
The coefficient of determination therefore measures the proportion of total variability
in the response variable that is accounted for by the equation. Notice that this
number can be made arbitrarily large simply by the inclusion of more explanatory
variables Xj. The adjusted R2 adjusts this coefficient by a number that penalises for
the number of free variables, N , in the equation,
adj:R2 = 1  SSR
SST
T   1
T  N   1 (2.13)
The significance of estimates of the coefficients can be tested under the null
hypothesis i = i using a t-test. The t-statistic,
^i   i
se(^i)
;
where se(^i) is the standard error of the estimated coefficient, has a student t
distribution with T  N   1 degrees of freedom if the null hypothesis is true.
The standard error of a coefficient is most easily derived if equation 2.11 is
rewritten in matrix form as,
y = X + ; (2.14)
where y is a T  1 vector representing the observations of the explanatory variable, 
is a (N + 1) 1 vector of coefficients where the first entry corresponds to , and X is
a T  (N + 1) matrix of input variables where the first column is a vector where each
entry equals 1. Under the assumption that the error terms are not heteroscedastic,
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the variance of  can be estimated by,
V ar(^) = ^2(XTX) 1;
^2 =
u^T u^
T  N   1
(2.15)
which is derived from the OLS estimate, see the following section (equation 2.16), of
the coefficients.
The standard error of an estimated coefficient is therefore given by the square root
of the corresponding diagonal entry in V ar(^). This gives the t-statistic needed to
estimate the significance of the null hypothesis for the value of any specific coefficient
estimate.
Ordinary Least Squares (OLS) The equation 2.11 is most commonly
estimated from the data using a method known as ordinary least squares. The
objective function to minimise over the parameters  and i for i = 1; : : : ; N is the
residual sum of squares RSS. The ordinary least squares estimate of the coefficient
vector in equation 2.14 can be shown to be,
^ = (XTX) 1XTy (2.16)
Spurious Regressions The seminal work by Granger published in Econometrica
[45] outlines one of the main problems with interpreting regression results when
assumptions of the model are violated. In particular, when the errors are
autocorrelated. In that paper, they highlight three main problematic consequences of
autocorrelated errors,
1. Estimates of coefficients are inefficient (in other words, there is greater
variability in the OLS solution)
2. Forecasts based on equations are suboptimal
3. The usual significance tests on the coefficients of the model are invalid
The paper deals with the most serious of these three issues, the third one. The
problem is framed in terms of equation 2.11. The null hypothesis is formulated as
1 = 0; : : : ; n = 0, tested using test statistic,
F =
T   (n+ 1)
n
R2
1 R2 ;
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where T is the number of observations of the variables. The significance of the F
statistic is then compared to Fisher’s F distribution. However, if such coefficients 
can be found that satisfies 2.11, and Y itself is not a Gaussian (i.e., equal to the error
term), the null hypothesis cannot be true (by assumption) and so to test it would be
inappropriate. If on the other hand, Y is non-stationary and the null hypothesis is in
fact true, then we must have i = yi   , which is impossible since the right hand side
will be non-stationary but i is assumed to be Gaussian. The F statistic would not
follow the assumed Fisher distribution. Granger and Newbold proceed by supplying
Monte Carlo simulations for a range of common non-stationary series and show that
the null hypothesis is rejected far too often if errors are autocorrelated [45]. The
authors advice to always test the errors of an equation for autocorrelation using the
Durbin-Watson test.
Durbin-Watson Test The Durbin-Watson test is a test for serial correlation of
the error terms in a linear regression model [37], [38], [39]. The test statistic is given
by,
d =
PT
t=2(t   t 1)2PT
t=1 
2
t
(2.17)
where T is the number of observations and  is given as in 2.11. A value of d around 2
indicates no autocorrelation of the errors terms, a value less than 2 indicates presence
of positive serial correlation, and if it is above 2 there is evidence of negative
autocorrelation. Typically, a low value of d is evidence that the significance of the
equation is potentially overestimated. A high value of d indicates the significance is
potentially underestimated. However, the test is not applicable in those cases when
lagged values of the dependent variable Y are included as explanatory variables. In
this case, other tests can be used, such as the Breusch-Godfrey test.
Breusch-Godfrey Test The Breusch-Godfrey test [21] is a further test for the
presence of higher order autocorrelation in the errors terms of a linear regression. The
test is considered more powerful than the Durbin-Watson test and is applicable even
for the case when lagged dependent variables are used as explanatory variables. The
null hypothesis is that there is no autocorrelation in the errors terms up to a specified
order p. Given the model in 2.11, let u^i denote the errors (residuals) of the fitted
equation. The following equation is constructed,
u^i =  + 1x
1
i +   + nxni + 1u^i 1 +   + pu^i p + i (2.18)
Define the null hypothesis of no serial correlation of the error terms as
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1 =    = p = 0. Breusch and Godfrey proved [21] that the fitted R2 of this
equation, scaled by n = T   p (i.e., nR2), where T is the number of observations,
follows a Chi-Squared distribution with p degrees of freedom under the null. Thus,
serial correlation of order up to p can be tested by comparing this statistic to the
Chi-Squared distribution.
Breusch-Pagan Test The Breush-Pagan test [22] is a test for a linear form of
heteroscedasticity of the error terms of a linear regression model. Given the linear
regression equation 2.11 and the residuals u^i, the test considers the model,
u^2i =  + 1x
1
i +   + nxni + i (2.19)
The dependence of the squared residuals on the values of the independent variables
can be tested for given the null hypothesis 1 =    = n = 0. From this, a test
statistic under the null hypothesis is derived which has a Chi-Squared distribution
with n degrees of freedom [22].
Ramsey RESET Test The Ramsey RESET test [88] is a test for mis-specification
of the functional form of a linear regression model. In particular, it aims to test if
non-linear interactions of the independent variables should be included. The test
proceeds by first fitting equation 2.11 to get estimates of the dependent variable y^t.
Powers of the estimated variable y^t are then added to a new equation,
yi =  + 1x
1
i +   + nxni + 1y^2 +   + p 1y^p + i (2.20)
The null hypothesis is formulated as 1 =    = p 1 = 0 and can be tested for
using a standard F test. The intuition behind the test is that if the coefficient on
some non-linear interaction term of the dependent variables is significantly different
from zero, the original equation can be considered mis-specified. However, the exact
source of the missing non-linearity will not be known.
Kolmogorov-Smirnov Test of Residuals Finally, the error terms of equation
2.11 are assumed to follow a Gaussian distribution. There are several tests for the
equality of two distributions. One such nonparametric test is the Kolmogorov-Smirnov
(K-S) test. The K-S test can be used to test for equality of two continuous sample
distributions or one continuous sample distribution to a continuous reference
distribution.
The test statistic considers the sample (given the samples x1; : : : ; xn) cumulative
distribution function,
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Fn(x) =
1
n
nX
i=1
I[ 1;x](xi);
where I[ 1;x](xi) is the indicator function equal to one if xi  x and zero otherwise.
The sample distribution is compared to another sample distribution or a reference
distribution F (X) via supx jFn(x)  F (x)j. The form of the distribution of this test
statistic has been derived and can be used to test the null hypothesis that the two
distributions are the same [36].
Given this test for distributional equality, the normality assumption of the error
terms of a linear regression can be tested for.
Vector Autoregression (VAR)
A VAR model is an extension of a particular type of linear regression model known as
an autoregression (AR) model. In an autoregressive model of order p, AR(p), the
response variable Y is represented as a sum of previous values and an error term,
yi =  + 1yi 1 +   + pyi p + i. A VAR(p) model is a multidimensional
autoregressive model where the dependent variable Y is a vector of random variables
that all depend on each other inter-temporally. Each component in Y therefore has its
own equation describing it in terms of p lags of itself and the other components in Y .
These models will not be used extensively in this thesis, except to perform
Granger-causality tests, in the two dimensional case.
Multivariate Portmanteau Test The Portmanteau test statistic is used to
test for the absence of serial correlation in the error terms of a VAR(p) model. The
statistic used is defined as,
T
hX
j=1
tr(CTj C
 1
0 CjC
 1
0 )
Ci =
1
T
TX
t=i+1
u^t ^ut i
T
(2.21)
where u^t is the error term of the VAR(p), h is the lag order considered in the test, and
T is the total number of observations. The test statistic is approximately distributed
as Chi-Squared with K2(h  p) degrees of freedom under the null hypothesis of no
serial correlation of the residuals, where K is the dimension of the VAR model.
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Multivariate Breusch-Godfrey Test The multivariate Breusch-Godfrey test
is similar to the univariate test. It is based on the following equation,
u^i = A1yi 1 +   + Alyi l + 1u^i 1 +   + hu^i h + i; (2.22)
where l is the lag order of the VAR and h is the order of serial correlation to be tested
for. The null hypothesis is given as 1 =    = p = 0. The restricted version of
equation 2.22 is defined as the equation for which 1; : : : ; p are forced to be zero.
Whereas the original version is considered an unrestricted version. Based on those
definitions, one common test statistic used for the Breusch-Godfrey test is given by,
T (K   tr(^ 1R ^e)); (2.23)
where ^ 1R and ^e are the covariance matrices of the residuals from the restricted and
unrestricted equations respectively. This statistic is approximately distributed as
Chi-Squared with hK2 degrees of freedom, where K is the dimension of the VAR
model.
Wald Test Another common test of parameter restrictions on a linear regression
equation, like the F -test, is the Wald test [49]. In the multivariate case, when
restrictions on several parameters of equation 2.14 are to be tested, the null
hypothesis can be formulated as R = r for the parameter vector , a Q (N + 1)
matrix R describing Q potential restrictions on the N + 1 parameters. The test
statistic is given by,
(R^n   r)T [R(V^n=N)RT ] 1(R^n   r); (2.24)
where V^n is the covariance matrix of X. The statistic approximately follows a
Chi-Squared distribution with Q degrees of freedom.
Granger-Causality
The hypothesis that a given variable ‘causes’ another variable is encountered
throughout the sciences. Does a given drug help in the treatment of a particular
disease? Does intelligence make people better off financially? It is only possible to get
truly satisfying answers to these questions if it is possible to intervene in the system
and observe the consequences of that intervention. This is often not possible if
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experiments cannot be reliably constructed and carried out. In particular it is often
not possible when studying effects on the economy or in financial markets, unless a
‘natural experiment’ exists in which some intervention was made in the past and just
happens to be available and present in the data. But even in this case, due to the
high complexity of social systems, it is not always possible to explain changes in
variables due to the said intervention.
Thus, the problem is often that of testing whether or not changes in one variable
systematically predict changes in another variable (often without perfect knowledge of
the system producing the two variables), beyond what can be expected because of
noise and sample size. A common method pioneered by C. Granger and R. F. Engle,
known as Granger causality, is based on this fundamental observation [44]. In its most
basic form, Granger causality tests for a causal relationship from random variable X
to variable Y by comparing a linear regression of Y using only lagged dependent
values to a regression of Y using both lagged dependent values and lagged values of
variable X. Testing whether all the coefficients on lagged values of X equal zero is the
most basic form of the test. In other words, the following two equations are compared.
yi =  + 1yi 1 +   + pyi p
yi =  + 1yi 1 +   + pyi p + 1xi 1 +   + pxi p;
(2.25)
for some lag parameter p.
Spurious Granger-Causality Estimation of Granger-causality is made
problematic in the presence of non-stationary time-series, as explained in [50]. Toda
and Yamamoto [109] showed that it is only possible to rely on test statistics if ‘extra’
lags (where the number of extra lags to include is given by the maximum order of
integration of the two series) of the two variables are thrown into the equation before
a Wald test is carried out on the original lags of the model. They showed that adding
such extra lags ensures that the test statistic is normally distributed and inferences
can therefore be made as usual (i.e., when both series are stationary).
The T-Y approach for Granger-causality testing will be followed to avoid such
problems. The main steps of the procedure are as follows:
1. Determine the order of integration of the two series involved. Apply the
Augmented Dickey-Fuller (ADF) test for the existence of a unit root and the
Kwiatkowski-Phillips-Schmidt-Shin (KPSS) test for the null hypothesis that a
series is level or trend stationary. Repeatedly difference the series until both
tests suggest stationarity of both series. Let m denote the highest order of
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integration of any of the two series found (i.e., the maximum number of
successive difference operations needed for the series to become stationary).
2. Find the number of lags p to include in the VAR model of the two variables.
The Akaike Information Criterion (AIC) [13] is used to select p.
3. Check for parameter stability of the V AR by inspecting OLS-CUSUM plots [87].
4. Test the V AR model for potential miss-specification, in the form of serially
correlated residuals, by applying the multivariate Portmanteau- and
Breusch-Godfrey tests. If either of the two tests reject the null with a p-value of
less than or equal to 5%, include further lags in the V AR until the residuals
appear non-correlated. Let p now denote the total number of lags included after
this step.
5. Perform the critical step suggested by Toda and Yamamoto. Add m extra lags
to our V AR(p) model. This ensures that the test statistic used follows the
assumed distribution under the null.
6. Test for Granger non-causality in both directions between the variables by
performing Wald tests. To test for Granger non-causality from variable X to
variable Y the null hypothesis is that the coefficients on the first p lags of X in
the regression with Y as the dependent variable are all equal to 0. This
parameter restriction is tested for using a Wald test with p degrees of freedom.
Finally, reject the null of Granger non-causality if the p-value is less than a
specified thresholds (10%, 5% or 1%).
A Note on Correlation vs Causation
It is important to keep in mind that whatever method is used to infer causality
between two existing time series without knowledge of the true data generating
process or having the ability to interfere with that process, it is never possible to infer
‘true causality’ (or the truth about the existence of any relationship between two
variables X and Y ). The problem can be formulated mathematically in the form of
the law of total expectations,
EY jX [Y jX] = EZ [EY jX [Y jX;Z]jZ];
for any random variable Z. In other words, the expected value of Y given X (the
prediction) is just the average of all such predictions made after factoring in any third
variable Z. If X and Z are statistically dependent in some way, our prediction of Y
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given X depends on our variable Z, and the possibility of the existence of such a
dependent variable Z can never be excluded. Therefore predicting Y given variable X
might work even if the two variables aren’t related ‘causally’ in any way, but they
could both be driven by some unknown third variable Z.
This makes it apparent that it is impossible to infer causality using inductive
statistics alone, whatever method is used, but a theoretical argument must always
support any such claim.
P-value Adjustments Whenever a number of hypotheses are tested at once there
are several p-value adjustment strategies that can be used to account for the increased
probability of a Type I error. For example, Bonferroni correction [9] is a method that
attempts to control for the familywise error rate (FWE). The FWE is defined as the
probability of making one or more false rejections in a “family” of hypothesis tests.
Bonferroni correction of the significance level is performed by scaling it by the size of
the “family”. Bonferroni correction is considered a rather conservative strategy in that
it greatly limits the number of Type I errors, but tend to introduce a lot of Type II
errors. Thus, if a significance level of 0.05 is used, a test will be said to be significant
if the p-value is less than 0:05
m
, where m is the total number of tests performed.
Another correction method, which is less conservative in nature, developed by
Benjamini and Hochberg [15], aims at controlling for the false discovery rate (FDR).
The FDR is defined as the proportion of falsely rejected null hypotheses within the
total set of rejections.
Principal Component Analysis (PCA)
Principal component analysis (PCA) is an unsupervised machine learning technique to
discover the main structure of a dataset. It is an orthogonal linear transformation
that maps a data matrix of N items into a new coordinate system where the greatest
variance is described by the first component, the second greatest variance by the
second component, and so on. It is commonly employed as a dimensionality reduction
technique by making use of only the first K < N components of the new
representation.
Mathematically, PCA can be described by the following theorem taken from [74]
(where a proof is also provided),
Theorem 1. Given the empirical data matrix X, the orthogonal set of L linear basis
vectors wj 2 RD that minimises the error function,
1
N
NX
i=1
jjxi   x^ijj2;
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where x^i = Wzi for an orthonormal matrix of loading coefficients, W , and score
vectors, zi 2 RL, are given by the L eigenvectors with the largest eigenvalues of the
empirical covariance matrix,
1
N
NX
i=1
xix
T
i ;
where it is assumed that the xi all have zero mean. Let VL denote the matrix with
these L eigenvectors as columns. The orthogonal projection of the data into the space
spanned by the eigenvectors, V TL xi, is the optimal lower dimensional embedding of the
data.
Furthermore, the direction of the eigenvectors of the largest eigenvalues are those
for which the data show the highest variance.
When the observations in X are on substantially different scales, it is often common
to standardise the variables before computing the covariance matrix, or equivalently
to use the correlation matrix instead of the covariance matrix. It also makes more
sense to use the correlation matrix when the relationship of interest between the
original variables is linear correlation as opposed to covariance. In this case the
principal component represents the greatest correlation as opposed to variance.
Information Theory
Information theory is an area of mathematics and computer science attempting to
quantify and measure information. The field was pioneered and developed by
American mathematician and engineer Claude E. Shannon, primarily in order to
derive limits on data processing operations such as data compression. The field is very
broad with applications in a range of scientific and practical areas. This section will
only describe two ideas from the field, Shannon entropy and Akaike information
criterion.
Shannon Entropy Shannon entropy is a measure of the predictability of a
distribution [96]. Alternatively, it can be considered a measure of the degree of
uncertainty or information present in a distribution. In other words, the extent to
which a particular observation can be predicted ex ante. For a discrete probability
distribution P it is defined as,
H(X) =  
X
i
P(xi) logb P(xi); (2.26)
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where b is the base of the logarithm used, commonly chosen to be 2. The version of
equation 2.26 for a continuous probability distribution replaces the summation across
a finite number of observed values with an integral over all possible values,
h[f ] = E[  ln(f(x))] =  
Z
X
f(x) ln(f(x)) dx; (2.27)
where f(x) is the continues probability density function and X is the support of the
function (i.e., the possible observations of the random variable X).
Akaike Information Criterion The Akaike information criterion, developed by
Hirotugo Akaike in the early 1970s [13], is a criterion for model selection. It is not a
means to determine the fitness of a particular model, but rather a means to compare
how well different models fit observed data. The criterion relies on the likelihood
function of a statistical model. The likelihood of a specific parameter value for a given
model and observed data assumed to be generated from the model, is defined as the
probability of observing a particular set of parameters, , given the observed data
X = x,
L(jX = x) = P (X = xj): (2.28)
A common use of the likelihood function is to find the parameter  that maximises
the probability of the observed data, known as the maximum likelihood, L. This value
is model specific and can sometimes be difficult to compute. In some cases, it is easier
to compute the logarithm of the function 2.28 before taking derivatives in order to
find the parameter that yields the maximum value.
Given , the AIC score for a given model is defined as,
AIC = 2k   2 ln(L); (2.29)
where k is the number of parameters in the model. Thus, the AIC penalises models
with more parameters and rewards models with greater maximum likelihood. When
applying the criterion to multiple models, the model with the lowest AIC is most
often chosen as the better model.
2.3 Discussion
This chapter presented relevant literature, divided into a theoretical review in the first
section and technical review in the second section.
The theoretical review section presented the theoretical background material on
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decision-making; starting with one of the most prominent models of decision-making,
rational choice theory, and proceeding to present conviction narrative theory as an
alternative theory of decision-making which acknowledges the role of uncertainty and
serves to explain how agents are able to act in the face of it. After this section, a
generic discussion about some of the potential problems with the statistical analysis of
large data sources is presented. The discussion contrasts some of the differences
between more traditional hypothesis testing and what is termed machine-driven
hypothesis testing in the context of publication biases and independence of tests. In
particular, it is argued that biased models tend to perform better on out-of-sample
data (given the bias-variance tradeoff) and that theory-driven testing can be
considered a biased model which remains fixed across multiple hypotheses, thus
avoiding the potential issues when testing and evaluating hypotheses independently.
The theoretical review section ends with a section that puts the text analytical
methodology derived throughout the thesis in this context.
The technical review section presented the tools needed to develop the methodology
and test the thesis hypothesis; text analysis, graph theory, statistics and machine
learning.
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3
Data
The ideal type of data source, for the purpose of identifying the emotional patterns
that would be characteristic of CNT, is subjective, time-stamped, textual data,
collected to avoid response biases, and stretching over a lengthy period, in which
agents freely and naturally describe the actions they take and why. Ideally the source
would comprise the views of multiple agents in contact with one another. It would
then allow a computer-analytic method of constructing influence networks and
developing sentiment patterns from the free text data. Unfortunately, although such
data exist to a significant extent inside some organisations it has not been available
for use within this thesis. Therefore, focus has been on some alternative data sources
described in this chapter.
3.1 News
The most extensively used data source throughout the thesis is Reuters News archive.
This was generously provided by Thomson Reuters at no cost to the Centre for the
Study of Decision-Making Uncertainty at University College London. Reuters’
historical news archive, consists of over 20 million news articles in several languages
reaching as far back as 1996 [6].
In this thesis, the archive has been restricted to a much smaller subset consisting of
those articles published by Reuters in New York or Washington. This archive of US
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Reuters news contains a total of 2 219 647 articles from January 1996 through
October 2014. These documents will be referred to as US RTRS.
3.2 Emails
Getting access to email databases is somewhat harder than getting access to news
databases, primarily because of privacy issues. However, one of the case studies
investigated in Chapter 6 makes use of the email archive of Enron Corp. This
database was originally made public during the Federal Energy Regulatory
Commission’s (FERC) investigation into the energy trading market in May 2002, and
is available in several forms and sizes. A MySQL version of the database is used,
which mainly covers the period 2000-2002 after Enron’s foremost rise but during its
fall. This data were prepared by Adibi and Shetty [11], who have explained how the
data have been modified and cleaned in several iterations. The data have been used in
several research projects in different settings.
3.3 Analysts’ Reports
Via collaboration with the Bank of England access has been arranged to a range of
broker reports and market intelligence documents. This type of data is likely to be
closer to the ideal datatype described in the introduction to this chapter as the
content creators are likely less constrained on the degree of subjectivity they are
allowed to express.
3.3.1 Broker Reports
An archive of 14 brokers from June 2010 through June 2013 consisting of documents
of a primarily global economic focus will be analysed in Chapter 5. The archive
consists of approximately 111 documents per month. The documents are very long
(up to 50 pages in some cases), and therefore contain a large number of words. These
documents will be referred to as BROKER.
3.3.2 Internal Bank of England Market Commentary
The Market Directorate of the Bank of England produces a range of internal reports
on financial markets and the financial system, some of which provide high-frequency
commentary on events and some of which provide deeper, or more thematic, analysis.
In this thesis, some documents of the former kind, more specifically daily reports on
the current state of markets are analysed in Chapter 5. These documents mainly
52
cover financial news and how markets appear to respond to such news. It is therefore
expected that these documents correlate with financial sentiment. An average of 26
documents per month from January 2000 through July 2010 will be analysed. These
documents will be referred to as MCDAILY (‘Market Commentary Daily’).
3.4 Economic and Market Data
During the course of the thesis a variety of economic and financial time series will be
used. The US GDP data are taken from the Bureau of Economic Analysis
http://bea.gov/. Financial data are retrieved from Yahoo finance [8]. Other economic
data are taken from the Federal Reserve Bank of St. Louis database, FRED,
https://research.stlouisfed.org/fred2/
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Methodology and Preliminary Evaluation
Feelings of approach versus avoidance are key to understanding CNT. This chapter
develops the RSS methodology used in the experiments. The chapter introduces and
explores a number of methodological questions relating to the RSS measure. Several
scientific contributions relating to the evaluation of word frequency sentiment analysis
are presented in the Preliminary Evaluation section after the Methodology section.
The chapter presents the basic RSS methodology, in particular how the preselected
lexicons were constructed, how they have been used to produce the RSS score and
how articles are selected and aggregated into a time series of a given frequency. The
second part of the chapter evaluates the methodology on several criteria. The
evaluation section discusses the effects of different ways to scale the relative frequency
counts of excitement and anxiety words, the potential effect of basic negation, as well
as more non-trivial issues such as the temporal evolution of the relative ranks and
frequencies of the words in a given list and, most importantly, the extent to which the
words in a list tend to capture the same emotional signal over time. It is argued that
the latter criterion can be used to evaluate the performance of word-frequency based
sentiment analysis in general. There are other means by which an emotional lexicon
can be evaluated. For example, a lexicon could be manually evaluated, at fairly low
cost, using crowd-sourcing platforms such as Amazon’s Mechanical Turk platform1, as
was done in [34].
1https://www.mturk.com/mturk/welcome
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4.1 Methodology
Given the potential downsides of sentiment analysis based purely on machine learning
techniques, as discussed in Chapter 2 in the section about sentiment analysis (in
particular the necessity to have access to labelled training data), this study applies
the method of manual, expert word list construction in order to create two
dictionaries; one that is labeled ‘excitement’ and one labeled ‘anxiety’ that represent
approach and avoidance emotions respectively.
The RSS word lists were created from the Harvard IV negative and positive words
[2] and lists of negative and positive words generated by Loughran and McDonald
[65], that were developed specifically for the analysis of financial texts. Within a
research team comprising a social anthropologist, a sociologist and psychoanalyst and
a clinical psychologist visual inspection suggested that these ‘positive’ and ‘negative’
lists were not exactly correlated with excitement (approach) and doubt and anxiety
(avoidance) words. Therefore, these lists were edited by this research team [114] and
some words added to produce more intuitive lists, exercising psychological judgment
as to which words suggested attraction and which repulsion. The (emotional)
interpretation of words is highly consistent across people and even across languages
[118] and informed selections of word lists relating to emotional dimensions
correspond well to independent judgments from naive raters [19], [60]. The method
also has the advantage that it can be used across any type of text and has an intuitive
interpretation. A lot of care was exercised to avoid including emotion words that
could carry economic and financial interpretations, e.g., “recession”, “bankruptcy”
and “crisis”, which tend to exhibit high frequencies during specific periods -
potentially introducing problems of endogeneity (e.g., issues of reverse causality).
The relative sentiment score for a given collection of articles is computed as follows.
For the summary statistic of a collection of texts T the total number of occurrences of
excitement words, jExcitementj, and anxiety words, jAnxietyj are counted, and the
numbers scaled by the total text size, Size[T ]. All words in the dictionaries are given
equal weight.2
The generic methodology is presented in equation 4.1.
RSS[T ] =
jExcitementj   jAnxietyj
size[T ]
(4.1)
This can be computed on any timescale in order to arrive at a time series of any
2It is quite possible that different weights could be assigned to different words, given by the degree
of expressed emotion. However, it is also possible that such weights make the methodology less able
to generalise to new data. It will become apparent later in the chapter that it is a non-trivial task to
select an equally weighted list of words.
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given frequency. An increase in this relative sentiment score is due to an increase in
excitement and/or a decrease in anxiety, the balance between the two emotions is
considered the important variable.
The analysis of this chapter is based on US Reuters news data, US RTRS. Thomson
Reuters historical news archive from January 1996 through to October 2014 is
analysed to derive an economy wide relative sentiment index. This chapter exclusively
analyses this index (and its disaggregated word frequencies) to evaluate some of its
main properties, as outlined at the start of the chapter. The following sections on the
methodology describes how the complete Reuters database is filtered for the US
RTRS subset and how the articles are processed and aggregated.
4.1.1 Article Selection
The Reuters database is filtered for the relevant documents to analyse by the use of
regular expressions. The selection of US articles can be described formally as follows.
Definition 1. Filtering
Let D be the set of all database ‘objects’ having key, value pairs (example keys are
‘title’, ‘text’, ‘date’, ‘tags’ etc.), ^ be logical conjunction and 2 be set-inclusion. Let T
denote the collection of ‘text’ fields (e.g., article body texts) within the set of database
objects D. Thus,
T = ft[text]j(t 2 D)g:
Given T and a text pattern r let the subset of T consisting of those texts containing
(matching) the pattern r be denoted by,
T [r  text] = ft[text]j(t 2 D) ^ (r  t[text])g:
A text is here treated as an ordered set of characters so that the subset operator 
may formally be used. The above notation is extended by conditioning the texts on
multiple properties more generally.
Definition 2. Conditioning
For any collection C of potential values (or a given value) for a given property i
(e.g. the ‘date’ property, the ‘tags’ property etc.) define the conditional collection of
texts T [C] by
T [i 2 C] = ft[text]j(t 2 D) ^ (t[i] 2 C)g:
The extension to two collections C1 and C2 is straight forward:
56
T [i1 2 C1; i2 2 C2] = ft[text]j(t 2 D) ^ (t[i1] 2 C1) ^ (t[i2] 2 C2)g:
If C is a single value as opposed to a set, the use of relational symbols different
from set inclusion 2 is clear from the particular context. These definitions allow a
formal definition of how to filter for, e.g., English articles written by Reuters in the
US, the main text collection used in this chapter. Finally, the set of non-sports and
weather articles considered US focused can be written as follows,
TUS := T [language = ‘en’; attribution = ‘RTRS’;
‘NEW YORK|WASHINGTON’  text;
fSPO;ODD;WEAg \ tags = ;];
(4.2)
where j is the symbol of logical disjunction for a regular expression.
4.1.2 Article Tokenisation and Word Frequency Aggregation
In order to count the frequency of the words in the emotion dictionaries a simple
tokenisation strategy is carried out. Each article is split into a ‘bag-of-words’ (i.e., an
unordered set of words) using the following procedure:
1. Convert the full article into lowercase letters only (to match the lists of
lowercase emotion words)
2. Remove each occurrence of quotation marks
3. Replace each non alphabetic character by a single space character
4. Split the text into words wherever there is a sequence of at least one whitespace
character (including newlines, tabs and spaces)
5. Remove any remaining whitespace before or after the resulting words
Technically, steps 2-5 are achieved by replacing each match of the regular
expression [0`] by the empty string, and then replacing each match of the regular
expression [^a  zA  Z]+ by the space character ‘ ’, and finally splitting the text at
each match of the regular expression ns+. From the set of remaining words it is
possible to count how many matches there are with the two emotion word
dictionaries. The relevant anxiety and excitement word counts are aggregated over
the articles produced in a given period. This can be coded in the Scala programming
language as follows (this is not the most efficient procedure that is actually used, but
it gives the same result and is arguably easier to understand):
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val anxiety : HashSet[String] = ... // this is the set of anxiety words
val excitement : HashSet[String] = ... // this is the set of excitement words
val articles : List[String] = ... // this is the list of articles for a
given period
val excitementCount : Double = articles.map { article =>
val tokens = article. toLowerCase.replaceAll("""['`]""",
"").replaceAll("""[^a-zA-Z]+""", " ").split ("""\s+""")
tokens.filter(excitement.contains(_)).length
} .sum
val anxietyCount : Double = articles.map { article =>
val tokens = article. toLowerCase.replaceAll("""['`]""",
"").replaceAll("""[^a-zA-Z]+""", " ").split ("""\s+""")
tokens.filter(anxiety.contains(_)).length
} .sum
val sentimentScore : Double = (excitementScore ?
anxietyScore)/articles.length
This procedure is executed for each collection of articles corresponding to a given
period.3 The scores are then sorted chronologically into a time series for further
analysis. With a slight modification to the above code it is trivial to count the
occurrences of each emotion word individually. The output of such a procedure on US
RTRS is used as the basis for much of the analysis in the second part of this chapter,
the preliminary evaluation of the RSS methodology.
4.2 Preliminary Evaluation
The simple equation defined at the start of the chapter, Equation 4.1 is applied to
Reuters news stories originating in Washington and New York as described earlier.
Several aspects of how accurately the latent emotions represented by a given list of
words can be measured using this methodology will be considered and evaluated
across a few common alternative lists.
The definition in Equation 4.1, although very straight forward, still raises several
questions. This chapter will explore several aspects of the RSS measure.
1. What ways are there to adjust for the total text size Size[T ]?
2. What about negation of words? When, for example, the word ‘anxious’ is
negated as ‘not anxious’.
3For simplicity this code illustrates the procedure when using the number of articles in the denom-
inator of equation 4.1.
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3. What emotion words should be counted in each category?
4. Since different words have very different frequency of use, is it important to
adjust for this and if so how?
5. What confidence can be held about a particular relative sentiment score, given
the choices of words and the sample size?
The final question is perhaps the most important one and is heavily dependent on
the target emotions to be measured.
In order to provide a satisfying answer to question three, two performance measures
of the accuracy of a particular list of words are defined. Clarity is defined as a
measure of the strength of the primary signal captured by the words in the list, and
consistency is defined as the degree to which all words in the list measure the same
signal. These measures provide benchmarks for the performance of different emotion
lexicons. Furthermore, in order to refine a particular list, and to judge which words
are significant, random matrix theory and principal component analysis are applied
together with permutation tests. Individual words can be included or excluded to a
particular lexicon by the application of such tests.
This section presents some preliminary means by which the questions raised above
can potentially be evaluated. There are several technical contributions within the field
of sentiment analysis that are presented in this section [79]. Several novel techniques
for measuring the performance of a particular emotion lexicon are developed and
applied, which relies on the assumption that the words should all be proxy signals for
the underlying target emotional signal. Based on this notion, measures to quantify
the degree to which this is the case are developed.
Before evaluating the methodology it is first illustrated on the US RTRS database
using the excitement and anxiety lexicons in the following short section. The
questions listed above will then be discussed in the order of their appearance.
4.2.1 US RTRS RSS
The analysis when run on all Reuters articles published in the New York or
Washington offices excluding ‘Sport’, ‘Weather’ and ‘Human interest’ tags, using the
number of articles as scaling variable and aggregating with a monthly frequency (i.e.
in the denominator of equation 4.1), can be seen in Figure 4.2.1.
Figure 4.2.2 shows the individual emotion statistics, excitement and anxiety,
separately.
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Figure 4.2.1: US RTRS RSS; January 1996 through October 2014
Figure 4.2.2: US RTRS excitement and anxiety components; January 1996 through October
2014
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The relative sentiment series follows an intuitive path. Purely for descriptive
purposes, the dates of some key economic and financial events are highlighted over the
period.4
Although the relative difference between the two emotions appear to lack any
particular trend, the individual emotions themselves appear to be trending upwards.
This raises the question whether or not the emotion words tend to become more
frequent over time or if the database is trending in some other way. This, and other
properties, will be explored in detail in the following sections.
4.2.2 Scaling Size[T ]
There are several different ways to measure the total text size. In recent finance and
economics literature, e.g. [65], [102], it is common to use the number of words or
documents as a scaling variable. However, it is easy to imagine other variables, such
as the number of characters or the frequency of common function words such as ‘the’
or ‘and’. The effect of different scaling methods is explored in order to select the one
most appropriate for the analysed data sources. It is found that scaling by the
number of documents can at times be misleading and that using the number of words
or characters might be preferred.
To make sure that shifts in the RSS measure are independent of the total amount of
text produced at the time, the effects of different strategies are tested. In other words,
a range of common alternative measures of size[T ] are explored, such as the number
of documents, the number of words and the number of characters, and for
comparative purposes also the frequency of the word ‘the’.
For example, if it is believed that a document is the most relevant unit of
information, i.e., that documents of different lengths should be treated equally even
though a priori a longer document might be expected to contain more emotion words,
size[T ] will be given by the total number of documents. Such a definition might be
appropriate if some documents contain more or less ‘irrelevant’ content than others,
for example in the form of numerical tables. However, such a strategy might be
slightly misleading if the average length of the documents show trending patterns over
time. However, even if such a trend is present for the two emotion lexicons
individually, since the variable of interest is the difference between two emotions such
trends might be less problematic than first expected.
4The timeline of events is partly taken from the annex of the 2009 Financial Stability Report by
the Bank of England and partly suggested by Sujit Kapadia (Bank of England) [77]. In other words,
the events displayed on the chart were selected independently of the US RTRS RSS index.
61
Table 4.2.1: Correlations between differently scaled US RTRS excitement series
WORDS CHARS THE DOCS
WORDS 1 0:996 0:825 0:306
CHARS 1 0:830 0:285
THE 1 0:412
DOCS 1
Table 4.2.2: Correlations between differently scaled US RTRS anxiety series
WORDS CHARS THE DOCS
WORDS 1 0:999 0:970 0:882
CHARS 1 0:971 0:876
THE 1 0:872
DOCS 1
Table 4.2.3: Correlations between differently scaled US RTRS RSS series
WORDS CHARS THE DOCS
WORDS 1 1:000 0:954 0:969
CHARS 1 0:955 0:968
THE 1 0:932
DOCS 1
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Tables 4.2.1, 4.2.2 and 4.2.3 show the Pearson correlation coefficient between
differently scaled series (excitement, anxiety and RSS respectively). WORDS denotes
scaling by the total number of words present in the given period. CHARS denotes
scaling by the total number of characters present in the given period. THE denotes
scaling by the total number of times the word ‘the’ appears in the given period.
Finally, DOCS denotes scaling by the total number of documents present in the given
period.
Note that scaling by the number of characters or words gives correlations close to
1:0 for all three series. For RSS, different scaling strategies have a less pronounced
effect, yet a noticeable one. The a priori expectation, that possible scaling effects will
likely disappear once the difference series (RSS) is constructed, seems consistent with
evidence.
When deciding which strategy to apply preference will be given to the one involving
the least number of assumptions about the data but still extracts relative sentiment
from it as expected. To scale the RSS score by the number of documents would
assume that long and short documents should have equal weight. This assumption
does not matter if the average length of a document does not change over time in any
systematic way. To scale the RSS score by the total number of words would assume
that the length of a document is relevant and that the important variable is the
‘density’ of emotion words in a document (and therefore also in the total collection of
documents). This measure is identical to a scaling strategy using the number of
documents if the average number of words per document is constant over time
(otherwise, the two will yield slightly different results). If the RSS score is scaled by
the total number of characters a similar assumption is being made about the length of
a document. Since there is no reason to expect that the average length of words would
change over time, it is reasonable to believe this method of scaling should yield very
similar results to strategy WORDS. If the RSS score is scaled by the total number of
times the word ‘the’ occurs it would assume that the word ‘the’ has no emotional
meaning, but that it could be a good proxy for the total length of actual texts
(potentially removing biases due to existence of tables and other types of texts not of
a narrative nature). In this case, it is once more assumed that the length of texts
matter. In other words, strategy THE has three assumptions, that the word ‘the’
lacks emotional meaning, that this word count is a good proxy for the length of a text
and that the length of text matters. Strategy DOCS has only one assumption, that
the length of a document doesn’t matter. Strategies WORDS and CHARS have two
assumptions, that the length of a document matters and that it is possible to
accurately measure it (the second assumption does not seem very significant).
Therefore strategy DOCS would be selected in the case of a clear ‘tie break’ between
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Figure 4.2.3: US RTRS average number of words per article; January 1996 through October
2014
DOCS and WORDS or CHARS or THE. Similarly WORDS or CHARS would be
preferred to THE in the presence of a clear tie break.
Since the choice of scaling strategy heavily depends on whether or not the average
length of a document depends on time the average length of a document in the US
news database is computed. Figure 4.2.3 displays the average number of words per
document over time.
It is clear from the chart that the average length of documents increase over the
period since 1996. Strategy DOCS is therefore likely to yield significantly different
results to the other strategies.
The correlation between the excitement and anxiety series for strategy DOCS is
0.671, for strategy WORDS is -0.145, for strategy CHARS is -0.126 and for strategy
THE is 0.134. Closer inspection of the individual emotion series reveals that they
both seem to have positive trends, showing that more emotion words are indeed found
because the articles tend to be longer. This explains the strong positive correlation in
the case of DOCS. It is not clear as to the reason for the positive correlation in the
case of THE.
In general it would be expected that the excitement and anxiety series are
somewhat negatively correlated. However, it is not expected that they are strictly
negatively correlated at all times. There are at least two reasons for this. Recall that
the index is constructed by averaging the emotion within all different narratives
present in the news database. It is entirely possible that some narratives are highly
exciting and others highly anxious during the same period(s). Secondly, it is even
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possible that a given narrative can express both high levels of excitement and anxiety
in the same period (there could, for example, be a large emotional divide between
different social groups). Nonetheless, over the full data series it seems plausible to
expect that the two emotions are negatively correlated as opposed to positively
correlated if there are aggregate trends in emotion. Thus, if it is generally believed
that the two series should be negatively correlated strategies WORDS or CHARS
should be preferred over DOCS and THE.
Strategy WORDS is chosen over CHARS as the scaling strategy of choice simply
because it will yield a more intuitive interpretation of the final index. However, this
choice is inherently ex post since it relies on an analysis of the full series. It is quite
possible that, e.g., DOCS would have been the selected strategy a priori.
4.2.3 Negation
A common criticism of the simple bag-of-words word-count methodology is the
presence of negation words that alters the meaning of the target words. Words such
as “no”, “not”, “none”, “neither”, “never” and “nobody” are commonly used to negate
other words [65]. As a robustness check, simple negation detection is implemented
which relies on excluding any word from the total word count if it is preceded by
either of these words within a window of 3 words. More complex procedures could of
course be implemented. However, if this simpler negation detection method (which is
expected to cover many cases of negations in practice) is found to have no effect on
the final index, it is unlikely that a slightly more sophisticated method would yield a
substantially different result.
The index constructed by implementing this simple negation scheme remains
correlated with the original US series at 0.999 in both levelled and differenced form.
In other words, the effect of negation is simply to change the levels of the emotion
series. Negation, as implemented using this procedure, has essentially no effect on the
changes in the series. At first this might appear counterintuitive, but in fact a
significant difference due to the presence of negation would only be expected if some
word (or words) in the dictionary would be more likely negated during only some of
the periods considered. In other words, if there would be a systematic bias. Unless
such words are present in the emotion dictionaries, for which negation at times
becomes more fashionable, the effect over time will cancel out.
Henceforth, the focus of the evaluation will no longer be on the RSS index itself,
but rather on the disaggregated word frequencies for a number of different emotion
lexicons.
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4.2.4 Evaluating Emotion Lexicons
There are several available emotion lexicons. A commonly used source of lexicons can
be found in use together with the General Inquirer content analysis system [2]. There
are lists of positive and negative words, as well as other types of emotional words.
SentiWordNet [7] is a language resource that assigns positivity, negativity and
objectivity scores to synonym sets defined by the WordNet resource. Loughran and
McDonald [65] defined various lists claiming to be more applicable in a financial
context than many of these other lists. This section will compare positive and negative
word lists used by the General Inquirer, so called Harvard IV lists, and by Loughran
and McDonald, as well as lists of excitement words and anxiety words derived by staff
at the Centre for the Study of Decision-Making Uncertainty at University College
London (for the purpose of operationalising CNT). In the latter case, the words were
intuitively selected by an expert psychoanalyst before being validated in a separate
study by asking human subjects to rate the words on an excitement and anxiety scale
[103]. All lists include different forms and inflections of a word.
Judging whether or not a given emotion lexicon performs well without a
quantifiable task (such as classification accuracy given available class labels), or even
as expected, is non-trivial. Two main issues are as follows,
• Do the emotion words measure the intended emotions, and nothing else? Put
differently, could the words refer to non-emotive concepts (or emotions different
from the intended target) such as events, places, times or other objects (which
would unintentionally bias the measure or introduce problems of endogeneity)?
• To what extent do the emotion words represent an unbiased sample of all words
that could be used to measure the intended emotions?
To evaluate candidate lexicons based on the first consideration, a measure of how
much the selected emotion words share the same usage patterns will be applied. If the
words where to reflect the assumptions of CNT, i.e., that they are signals for the
underlying emotions, it would be expected that the words are used in similar
emotional contexts (documents) and therefore have similar temporal frequency paths.
On the other hand, if some of the words in the list have usage patterns that are
distinctly different from that of the other words, it is much more likely that these
words are used to refer to non-emotive concepts (for example to refer to some specific
event or object). This simple insight is used to evaluate the internal consistency of a
given emotion lexicon, and therefore to what extent the list is ‘distinct’ to the
narrative content.
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The same insight can be used to think about the second consideration. If the words
in a list appear to share a common pattern it is much likely that the sample is
unbiased. A bootstrap procedure can be applied to quantify the presence of a sample
bias for any given list.
Through an analysis of the eigenstates of the word frequency time series correlation
matrix, ways to quantify how well a particular list of words measure a given latent
signal are defined. It is found that the excitement and anxiety lexicons are well suited
to the task of testing CNT, with the anxiety lexicon performing particularly well.
More specifically, for the purpose of measuring the two emotion groups of approach
and avoidance (excitement and anxiety), independently of context (e.g.,
independently of time, place and events) all words in a particular list would be
expected to share common usage patterns, i.e. to correlate with the corresponding
emotion. This idea is now made operational by examining to what extent the words
in a list show similar patterns over time. Since the emotional change is assumed by
CNT to be common across the words in the list, their individual frequencies would be
expected to be positively correlated over time. This assumption might be more or less
true empirically for different lists, but should be the case for a list suited to measure
relative sentiment from the point of view of CNT. However, just because the words in
a given list tend to correlate does not preclude the possibility that they are all
measures of the wrong concept. Hence, a measure of the degree to which the words of
a list are correlated over time can only act as an indication of a necessary, but not
sufficient condition, to more suitably measure the emotional groups of interest.
Another, somewhat related, statistical point of interest is the evolution of word
frequency ranks over time. How stable are the word ranks between consecutive
periods? If there are very large shifts in terms of which words are most frequent, it
could imply that some words are more or less dependent on the content of what is
reported in the news than others. If some words tend to trend more than others, it
would likely bias the overall signal away from measuring the intended target, the
underlying latent emotional variable.
The excitement and anxiety lists, henceforth referred to as E and A for short, will
be compared to the positive and negative word lists created by Loughran and
McDonald [65], henceforth referred to as LMP and LMN , positive and negative
lexicons from the Harvard-4 lists [2], henceforth referred to as H4P and H4N . There
are several other lists available, and it is likely that many new lists will be created as
the field of sentiment analysis develops, but these are some of the major well
established lists that could be considered relevant to evaluate as potentially applicable
to CNT.
The following tests will be run on each individual list:
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• Using Spearman’s rank correlation coefficient, determine the stability of word
frequency ranks over time.
• Using random matrix theory and principal component analysis (PCA), identify
the words contributing significantly to the principal component. The principal
component is likely to be a more reliable measure of the true emotional signal
than the individual frequency time series of any particular word. PCA and
permutation tests can therefore be applied to determine which words do not
positively contribute to this emotional time series signal and this information
can be used to quantify the ‘coherency’ (in the sense that the words measure the
evolution of the same emotion) of a particular list. The method could also to be
used to refine a particular list of words.
Due to the highly skewed nature of the word frequency distribution, the most
frequently occurring words in a list will tend to dominate the overall signal. A long
tail of low frequency words would likely be present on the opposite side of the
distribution. Therefore, only a collection of the most frequently occurring words in
each list will be considered for the above tests.
The 30 most frequent words of each category (positive and negative) are shown in
tables 4.2.4 and 4.2.5.
For most of the remaining analysis of this section the top 50 words will be used as
they capture most of the information entering the final relative sentiment scores.
Stability Results
The Spearman rank correlation coefficient between word ranks for different periods
with a varying number of lags is computed for each word list from January 1996
through October 2014. In particular, the correlations between word ranks in month t
and month t+ k, where k is varied from 1 thorough 24. The Spearman correlation
coefficient is used to evaluate how well the relationship of any two variables can be
described by a monotonic function. Conceptually, it is the correlation between the
relative ranks of variables. By looking at the relative ranks of the words in any given
word list, via the Spearman correlations, it is possible to evaluate how stable the
relative roles of the words involved are. Results are presented in Tables 4.2.6 and
4.2.7. 95% confidence intervals of the mean correlations are computed for each list by
bootstrapping from the samples 10000 times.
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Table 4.2.4: The 30 most frequent positive words found in US RTRS; January 1996 through
October 2014
E LMP H4P
positive strong make
boost gains rally
great stable offset
boosted good prime
win despite premium
attractive positive primarily
enhanced better savings
confident gain summit
enhancement highest pro
encouraging strength hand
encourage gained pass
encouraged leading optional
attract best robust
excellent improvement upgrade
extraordinary boost generate
enhance stronger haven
pleased able upside
superior improved game
attracted benefit surge
unique improve utilization
impressive progress mild
winner greater correction
tremendous favorable enhancement
promising effective supportive
lucrative great upbeat
enjoyed exclusive allies
enthusiasm boosted backing
enjoy win boom
winners improving bolster
wins stability aggregate
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Table 4.2.5: The 30 most frequent negative words found in US RTRS; January 1996 through
October 2014
A LMN H4N
concerns against service
negative late make
concern cut get
fears loss run
worries closed recession
warned losses default
question decline charge
uncertainty concerns jobless
concerned negative try
questions crisis volatility
threat weak hand
avoid declined pass
failure claims volatile
warning lost exempt
fear burden junk
worried dropped oversight
rejected unemployment serve
stress problems antitrust
worry force unexpectedly
uncertain deficit sluggish
doubt recession sour
threatened sharply substitution
fail weaker exit
warnings default risky
failing closing slaughter
stressed concern mind
questioned shut veto
threats bankruptcy temporarily
nervous weakness ax
doubts failed spill
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Table 4.2.6: Summary statistic of Spearman rank correlations between word ranks in month t
and month t+ k for the positive word lists; k is varied from 1 through 24
Statistic N Mean Mean (2.5%,97.5%)
E 5,124 0.813 (0.811, 0.815)
LMP 5,124 0.905 (0.903, 0.906)
H4P 5,124 0.825 (0.823, 0.827)
Table 4.2.7: Summary statistic of Spearman rank correlations between word ranks in month t
and month t+ k for the negative word lists; k is varied from 1 through 24
Statistic N Mean Mean (2.5%,97.5%)
A 5,124 0.867 (0.866, 0.868)
LMN 5,124 0.770 (0.767, 0.773)
H4N 5,124 0.839 (0.837, 0.841)
The summary statistics indicate that LMP has less drift than the other positive
lists and that A has less drift than the other negative lists. The narrow confidence
intervals show that the mean values are well-determined. However, the averages do
not give very satisfying insights into the nature of changes in the word frequency
ranks, for example whether or not a drift tend to persist over time or immediately
revert. Heat maps of the Spearman correlation coefficients over time and for different
lags, for each list, will be plotted as visual aids. Figure 4.2.4 shows the respective
correlation coefficients coloured on a scale from 0.3 (white) to 1 (dark blue) for each
list. In each subfigure, the x-axis shows variations over time, from February 1996
through October 2014 and the y-axis shows variations in terms of the number of lags,
from 1 through 24 months.
The charts in Figure 4.2.4 need some guidance of interpretation. In general, when
the number of lags k increases from 1 through 24 months (displayed on the y-axis of
each subplot starting at k = 1 at the bottom and ending at k = 24 at the top) the
Spearman rank correlation drops slightly. This would indicate that the ranks of the
words tend to persist, as opposed to immediately return to the previous rank, after
the ranks have once changed. There are some periods in which most word lists appear
to reorder. At such times, note that rank correlations tend to remain low for several
periods at the higher values of k, indicating persistence of the new word ranks.
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Figure 4.2.4: Spearman rank correlation coefficient over time (x-axis from February 1996
through October 2014) and different lag horizons (y-axis from 1 through 24 months); E (top
left), A (top right), LMP (middle left), LMN (middle right), H4P (bottom left) and H4N
(bottom right)
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Overall, the lists with the highest mean correlation across all periods and lags, A of
the ‘negative’ lists and LMP of the ‘positive’ lists, appear to experience less drift in
the word ranks (indicated by having less pronounced brightly coloured regions). To
illustrate the fact that drifts in the relative ranking of the words tend to persist,
tables 4.2.8 and 4.2.9 summarise the correlation coefficients over the period for each
lag for the lists A and LMP respectively.
Table 4.2.8: Summary statistics of Anxiety rank correlations using the 50 most frequent words;
horizon varied from 1 through 24
Horizon N Mean St. Dev. Min Max
1 225 0.904 0.035 0.668 0.965
2 224 0.892 0.039 0.681 0.962
3 223 0.891 0.042 0.682 0.951
4 222 0.884 0.041 0.675 0.951
5 221 0.879 0.044 0.637 0.960
6 220 0.878 0.043 0.709 0.959
7 219 0.874 0.042 0.712 0.941
8 218 0.874 0.044 0.706 0.956
9 217 0.877 0.043 0.679 0.972
10 216 0.869 0.043 0.641 0.942
11 215 0.868 0.042 0.721 0.952
12 214 0.872 0.041 0.696 0.962
13 213 0.864 0.046 0.620 0.944
14 212 0.859 0.047 0.638 0.936
15 211 0.862 0.047 0.678 0.955
16 210 0.858 0.048 0.620 0.940
17 209 0.854 0.048 0.668 0.947
18 208 0.852 0.054 0.649 0.945
19 207 0.849 0.051 0.661 0.933
20 206 0.850 0.051 0.658 0.936
21 205 0.851 0.055 0.648 0.941
22 204 0.845 0.057 0.644 0.943
23 203 0.845 0.054 0.682 0.931
24 202 0.848 0.054 0.610 0.953
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Table 4.2.9: Summary statistics of LM Positive rank correlations using the 50 most frequent
words; horizon varied from 1 through 24
Horizon N Mean St. Dev. Min Max
1 225 0.948 0.028 0.821 0.984
2 224 0.938 0.033 0.808 0.981
3 223 0.933 0.039 0.741 0.980
4 222 0.926 0.045 0.667 0.982
5 221 0.923 0.048 0.669 0.982
6 220 0.923 0.045 0.703 0.978
7 219 0.918 0.047 0.671 0.978
8 218 0.917 0.046 0.717 0.976
9 217 0.914 0.048 0.708 0.984
10 216 0.910 0.050 0.699 0.976
11 215 0.908 0.053 0.701 0.975
12 214 0.908 0.053 0.709 0.977
13 213 0.900 0.054 0.715 0.973
14 212 0.896 0.058 0.671 0.972
15 211 0.895 0.057 0.652 0.967
16 210 0.891 0.058 0.679 0.973
17 209 0.888 0.060 0.659 0.974
18 208 0.887 0.061 0.640 0.977
19 207 0.884 0.059 0.677 0.972
20 206 0.879 0.062 0.657 0.969
21 205 0.879 0.064 0.651 0.975
22 204 0.877 0.065 0.657 0.967
23 203 0.876 0.067 0.645 0.970
24 202 0.879 0.063 0.672 0.971
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The tables clearly show how the mean rank correlation tends to decline, for both
lists, as the horizon is increased from 1 through 24 months.
Clarity and Consistency Results
Time series signals are now derived for each of the top 50 words above by scaling their
frequencies by the total number of words, in the same way as done when constructing
the main RSS series.
The Pearson correlations between individual normalised word frequency series will
indicate the extent to which the frequency tend to move together across the words in
the various lists. As described previously, it would be expected that a list which
consistently measures a given latent emotional variable has as highly correlated word
frequency series as possible. Let M be the N  T matrix with Mij the relative
frequency of word i in period j, i = 1; : : : ; N and j = 1; : : : ; T , where N = 50 is the
number of words and T is the total number of months in the sample. Compute the
correlation matrix of M ,
C =
1
T
MMT (4.3)
From this matrix, summary statistics of the upper off-diagonal elements are
computed for each word list and presented in Table 4.2.10. 95% confidence intervals of
the mean correlations are computed for each list by bootstrapping from the samples
10000 times.
Table 4.2.10: Summary statistics of word-by-word correlation matrices for the six word lists
Statistic N Mean Mean (2.5%,97.5%)
E 1,225 0.040 (0.029, 0.051)
A 1,225 0.149 (0.138, 0.161)
LMP 1,225 0.047 (0.029, 0.065)
LMN 1,225 0.081 (0.068, 0.094)
H4P 1,225  0.003 (-0.017, 0.011)
H4N 1,225 0.007 (-0.006, 0.019)
The last column of table 4.2.10 indicates that the A list is significantly more
positively correlated on average than the other lists, followed by LMNEG. On the
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positive side it is not possible to distinguish between E and LMPOS, but both are
substantially more positively correlated than both H4POS and H4NEG. For both
Harvard lists, the average normalised word frequency correlation between the 50 most
frequent words cannot be statistically distinguished from zero, as shown by the
confidence intervals. In general, the negative lists appear to be more consistent, on
average.
However, the summary statistics of the correlation matrices potentially exclude
useful information. In particular, whether or not the words tend to cluster. It is
possible for the mean correlation of a list to be zero if, for example, the words cluster
into two groups which are negatively correlated with each other. To explore the
correlation matrices more qualitatively heat map plots of each list are once more
created. This is performed for each list, by computing agglomerative clustering of the
rows and columns of the corresponding correlation matrix C. The Euclidean distance
function is used to cluster the rows and columns. The clustering results are displayed
as dendrograms. The rows and columns are sorted within the constraints of the
dendrograms to produce the plots, thus revealing potential clusters. The function
heatmap from the statistical package R is used to produce the plots.
Figures 4.2.6, 4.2.5, 4.2.8, 4.2.7, 4.2.10 and 4.2.9 show heat maps with dendrograms
from computing the agglomerative clustering on the Pearson correlation matrices of
each word list. The colours range from white, representing a correlation of  1 to dark
blue representing a correlation of +1.
The correlation charts show an interesting visual pattern. The ‘negative’ word lists
tend to form a single cluster (with the slight exception of H4N), whereas the
‘positive’ word lists tend to form two clusters. By applying concepts from Random
Matrix Theory and Principal Component Analysis (PCA) it is possible to determine
which words (and therefore how many) account for most of the variability in the
principal component. Therefore it is expected that the ‘positive’ lists have fewer
words contributing significantly to the principal ‘positive’ component than the
corresponding number of ‘negative’ words for the negative component. Empirically, it
therefore seems to be a lot of room for improving positive emotion word lists.
The correlation plots can be analysed quantitatively using Random Matrix Theory
(RMT) and Principal Component Analysis (PCA), introduced in Chapter 2. The
correlation matrix C, defined in equation 4.3, may not be adequately determined
when the number of variables (words) relative to the number of observations (in this
case, months), over which correlations are computed, is large. This is especially the
case when the observations themselves are fairly noisy (this becomes more relevant
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Figure 4.2.5: Correlation matrix of Excitement word frequency series
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Figure 4.2.6: Correlation matrix of Anxiety word frequency series
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Figure 4.2.7: Correlation matrix of LM Positive word frequency series
bu
rd
en
ne
ga
tiv
e
los
s
re
st
ru
ct
ur
ing
clo
sin
g
clo
se
d
inv
es
tig
ati
on
for
ce
de
fic
it
do
w
ng
ra
de
de
fau
lt
ag
ain
st
slo
w
un
em
plo
ym
en
t
cla
im
s
w
ea
ke
r
lat
e
sh
ar
ply
br
ea
k.
lac
k
po
or
qu
es
tio
n
co
nc
er
n
co
nc
er
ne
d
pr
ob
lem
s
pr
ob
lem sh
ut
ou
ta
ge
s
de
cli
ne
d
ba
nk
ru
pt
cy hu
rt
de
cli
ne
s
de
cli
ne
w
ea
kn
es
s
slo
w
ing
slo
w
do
w
n
w
ar
ne
d
cu
t
dr
op
pe
d
co
nc
er
ns
w
or
rie
s
fea
rs
fai
led
cr
isi
s
dif
fic
ult
w
ea
k
los
t
los
se
s
re
ce
ss
ion ba
d
badrecession
losseslost
weakdifficult
crisisfailed
fearsworries
concerns
droppedcut
warnedslowdown
slowingweakness
declinedeclines
hurtbankruptcy
declinedoutages
shutproblem
problemsconcerned
concern
questionpoor
lackbreak.
sharplylate
weakerclaims
unemploymentslow
againstdefault
downgradedeficit
forceinvestigation
closedclosing
restructuringloss
negativeburden
Figure 4.2.8: Correlation matrix of LM Negative word frequency series
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Figure 4.2.9: Correlation matrix of H4 Positive word frequency series
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Figure 4.2.10: Correlation matrix of H4 Negative word frequency series
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with low frequency words). By application of RMT it is possible to determine the
extent of true information in the correlation matrix C, and by using PCA it is
possible to determine which words contribute to the true informational signals.
A theorem from Random Matrix Theory concerns the distribution of eigenvalues of
random matrices [72]. The fundamental conjecture is re-stated here.
Theorem 2. Let A be an N N real symmetric matrix, whose off-diagonal elements
Aij for i < j are independent and identically distributed with zero mean and variance
 > 0. In the limit N !1 the statistical properties of any n eigenvalues of A are
independent of the probability density of any element in A.
For a random correlation matrix, defined above as C, in the limit as N !1 and
T !1 the density of eigenvalues  is given by [95],
pc() =
Q
22
p
(max   )(  min)

(4.4)
for  2 [min; max], where Q = TN  1 and,
max = 
2(1 +
1p
Q
)2 (4.5)
min = 
2(1  1p
Q
)2 (4.6)
are the upper and lower bounds on the possible eigenvalues. 2 is the variance of the
elements in the matrix M . Note this means that the individual time series in M must
have finite variance for the eigenvalues to have a finite range. A fundamental
conjecture on the study of such random matrices postulates that eigenvalues outside
this range indicate existence of non-random dependent structure in the correlation
matrix. In other words, eigenvalues outside this range would indicate system specific,
non-random information. When N and T are finite numbers, the upper and lower
bounds, max and min, will deviate from these theoretical numbers somewhat (in
other words, the lower bound can be slightly lower and the upper bound slightly
higher than min and max respectively), and in this case Monte Carlo simulation can
be used to determine the exact limits.
The eigenstate of the correlation matrix C with the largest eigenvalue represents
the dimension of the data in M with the highest correlations between the words’
frequency series. This principal eigenstate, or principal component, will be thought of
as the primary emotional signal captured by the words in the given list. The words
contributing to this component of the correlation matrix can be determined from the
corresponding eigenvector. Let emax be the normalised (to be of unit length, measured
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in Euclidean distance) eigenvector corresponding to the largest eigenvalue of the
correlation matrix C. The entry emaxi represents the (normalised) correlation between
word frequency series i and the principal component. The squared entry, (emaxi )2,
represents the variance of word frequency series i accounted for by the principal
component. This squared component loading of the PCA solution will be referred to as
the contribution of word i to the principal component.
In different terms, the eigenvectors of the correlation matrix C correspond to the
loadings coefficients of a principal component analysis run on the correlation matrix,
as opposed to the co-variance matrix, of the dataset M . The primary interest of this
analysis is the principal component of the PCA solution when M is the scaled word
frequency time series matrix described above. From the principal component loadings,
i.e., the principal eigenvector of the correlation matrix C, the contribution of each
word to that component, as defined above, is known. Therefore, define the target
emotion for a given word list to be this principal component. This definition will
assume that the strongest signal captured by the list represents the intended target
signal (which may or may not be true but is a reasonable assumption).
The proportion of the variability in the original data that is explained by the
principal component (i.e., the target emotion) can be determined by,
clarity = maxP50
i=1 i
: (4.7)
This provides a measure of the clarity with which the target emotion is captured by
the words in the list. The larger the principal component, the more uniquely the
target emotion can be said to have been captured by the words in the list. This does
not specify what the target emotion, i.e. principal component, actually measures.
However, the principal component should be the best candidate for the target
emotion, under the assumption that all words in a list should measure the same
emotional signal.
Furthermore, it is possible to determine the extent to which the words contribute
consistently to the target emotion by the extent to which the contributions from the
different words to the principal component have the same sign. In other words,
whether the correlation of a given word frequency series and the principal component
is positive or negative. This is easily measured by summing the entries of the
principal eigenvector and dividing by the sum of the absolute values of those entries,
and disregarding the sign of the result (given that the overall sign of an eigenvector
lacks meaning). In other words, define emotional consistency of a list by the absolute
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value of this ratio,
consistency = j
P50
i=1 e
max
i jP50
i=1 jemaxi j
; (4.8)
where emaxi represents the loading of word i to the principal component (in other
words, entry i of the principal eigenvector emax corresponding to the largest eigenvalue
max).
The two measures, clarity and consistency, can be thought to jointly capture the
accuracy of the word lists. On the one hand, the measure of clarity suggests how
clearly the target emotion can be distinguished from what is measured by the words.
In other words, it suggests to what extent only the target emotion is being measured
by the words in the list. On the other hand, the measure of consistency suggests how
consistently this target emotion is captured by the different words in the list.
Table 4.2.11 displays the 20 largest eigenvalues of the correlation matrix C for the
six word lists.
By applying theorem 2 it is possible to determine the number of significant
eigenvalues for each list. For all six lists, T = 226 and N = 50, and therefore
Q = T
N
= 226
50
= 4:52. For each list the sample variance has been rescaled to unity,
which implies max = 2:162 and min = 0:281. To check whether the sample size
substantially changes max a Monte Carlo simulation is performed using 10000
random T N matrices for which the 50 eigenvalues of each correlation matrix are
saved, yielding a total of 500000 empirical eigenvalues. The eigenvalue greater than
99:9% of samples is 2:164, just above the theoretical maximum. Therefore, max for
each list does indeed carry meaningful information regarding correlated movements of
the words.
Table 4.2.12 displays the clarity and consistency scores for the three positive word
lists, and Table 4.2.13 displays the scores for the three negative word lists.
In terms of clarity of the ‘positive’ lists, LMPOS comes out on top, followed by
H4POS and finally E. However, in terms of the consistency score, E greatly
outperforms the other two lists (and H4POS is almost entirely inconsistent). This
indicates, that although the E list picks up on a weaker target signal, the words in the
list tend to contribute equally towards it in a more consistent way than is the case
with the other two lists. This suggests the possibility of separating out the principal
component of the E list in order to improve on the performance of the overall signal.
In terms of clarity of the negative lists, A comes out on top, followed by H4NEG
and finally LMNEG. In terms of consistency, A once more comes out on top as the
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Table 4.2.11: Largest eigenvalues of correlation matrices for each of the six wordlists
E A LMPOS LMNEG H4POS H4NEG
8:727 11:688 14:587 9:953 11:374 10:509
5:321 4:782 5:626 5:980 4:977 4:055
2:838 3:708 3:719 4:810 3:919 2:681
2:431 2:771 3:341 3:511 2:257 2:565
1:937 2:413 2:244 2:578 2:182 2:264
1:759 2:036 2:064 2:215 1:710 1:880
1:596 1:633 1:546 2:084 1:600 1:793
1:492 1:590 1:274 1:759 1:396 1:578
1:374 1:241 1:125 1:378 1:256 1:408
1:313 1:228 0:975 1:207 1:144 1:354
1:213 1:035 0:894 1:039 1:095 1:288
1:131 0:973 0:751 0:980 1:039 1:184
1:061 0:911 0:723 0:855 1:010 1:172
0:997 0:884 0:674 0:829 0:955 1:039
0:964 0:816 0:666 0:814 0:927 0:972
0:928 0:763 0:629 0:707 0:798 0:927
0:851 0:694 0:597 0:627 0:774 0:864
0:815 0:673 0:588 0:621 0:688 0:839
0:805 0:639 0:542 0:589 0:665 0:783
0:771 0:603 0:516 0:496 0:649 0:723
Table 4.2.12: Clarity and Consistency of each positive word list
Metric E LMPOS H4POS
Clarity 0.175 0.292 0.227
Consistency 0.399 0.254 0.018
Table 4.2.13: Clarity and Consistency of each negative word list
Metric A LMNEG H4NEG
Clarity 0.234 0.199 0.210
Consistency 0.871 0.705 0.271
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most consistent of all lists.
Selecting Words Based on Consistency
Turning now to the question of which words contribute significantly to the target
emotion given by the principal component. A permutation test will be performed to
estimate p-values of the null hypothesis that a given word is independent of the
principal component given the structure of the other words in the list, as reported in
[64]. Put differently, the null hypothesis that none of the variability in the target word
series is accounted for by the principal component. If rejecting the null hypothesis
there would be evidence for the alternative hypothesis, that the variability of the given
word frequency series can be significantly explained by the principal component, i.e.
the target emotion. Performing this hypothesis test on each word in a given list can
suggest which words actually contribute significantly to the target emotion. However,
with such exploratory research the p-values should be considered with care. Since as
many as 50 hypothesis tests are performed for each list one may wish to adjust the
significance levels accordingly. In Chapter 2 different p-value adjustment strategies
were discussed. Whether or not to adjust depends on the nature of the research, in
particular on whether or not one would prefer to perform a Type I error or a Type II
error. In other words, to incorrectly conclude that a word significantly contributes to
the target emotion or to incorrectly conclude that it does not. Since the aim of this
study is to compare the various lists, the choice of whether or not to adjust the
significance levels is not all that important since it, a priori, likely effects all lists
equally. However, if the result of the analysis was to be used to calibrate a given list
to the target database, the question of adjustment becomes very important. Results
for each list using uncorrected levels and Bonferroni corrected levels will be reported.
The suggested procedure in [64] is used to test for the contribution of a variable on
a specific component of the PCA result. In particular, to test for the significance of
the contribution of word i to the principal component given by the eigenvector emax
the following steps are performed.
• Decide on the number of permutations to use, N . Repeat the following steps N
times
• Given the data matrix M with words as columns and time observations as rows,
permute the column of the target word i while keeping the other columns fixed.
Call the new matrix MPerm
• Compute a PCA using the correlation matrix of MPerm
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• Save the squared loading of the principal component of the PCA result for the
target word (i.e., the corresponding squared entry of the principal eigenvector,
(emaxi )
2)
Given this strategy it is possible to say that the squared loading of the target word
i on the principal component of the observed PCA model computed on M is
significant if the p-value, as defined by,
p =
q + 1
N + 1
(4.9)
where q is the number of times the squared loading from the permutation distribution
generated according to the above procedure exceeds the squared loading of the
observed PCA model, is less than or equal to a specified significance level. A biased
estimator of the p-value is used as opposed to the unbiased estimator p = q
N
because
the entire permutation space is not enumerated, only samples (with replacement)
from the space of possible permutations. An unbiased estimator of the p-value would
be inappropriate and yield more Type I errors than assumed due to the uncertainty
inherent in the estimation process. It is shown in [100] that the biased estimator
p = q+1
N+1
overestimates the exact p-value owing to the effect of sampling, due to the
small probability that the observed data are sampled and therefore included in the
permutation distribution. If sampling without replacement the biased estimator above
would be exact. When the total number of possible permutations is equal to 1000, a
p-value of 0.05 would be approximately overestimated by 2%. In general, the p-value
used is overestimated by
Z 0:5
Nt+1
0
F (q;N; pt)dpt;
where Nt is the total number of possible permutations of a word frequency series,
F (q;N; pt) is the cumulative probability function of the binomial distribution and
pt =
qt+1
Nt+1
is the exhaustive permutation p-value obtained if considering all distinct
permutations [100]. Since each word series has 226 time observations (and no
repeated entries in the matrix M for any of the lists, since only the most frequent
words are considered5), Nt will be very large (in fact, Nt is given by the factorial
number of 226, which is a very large number) and this problem will not be of much
concern. A test will be judged significant if the generated p-value is less than or equal
to a significance threshold.
5This is confirmed empirically, but it is also easy to imagine that this should be true since the total
number of words for each period is a unique number and it is also unlikely for two words in different
lists to have the same frequency for a given period.
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Note that words with inconsistent contribution to the principal component (in the
sense that their contribution have the opposite sign of the sum of all word
contributions) are still considered since the test statistic used is the squared
component contribution, i.e. the word variance accounted for by the principal
component. The significance level  is set to 0.05. Therefore, a simple Bonferroni
correction for a total of 50  6 = 300 tests yields a corrected level of 
300
= 0:00017
In order to have a minimum estimated p-value smaller or equal to the Bonferroni
corrected level, N must be chosen to satisfy 1
1+N
 0:00017. In other words, N must
be at least 5882. Therefore, let N = 9999 which yields a minimum p-value of 0.0001.
The corresponding p-value estimates when running the above procedure with 9999
permutation samples with replacement for each word in each list are reported in
Tables 4.2.14 and 4.2.15, for the positive and negative lists respectively.6
Table 4.2.18 shows the number of words significantly contributing to the principal
component (regardless of the sign of the contribution) with the two different levels of
significance. The table shows that a reasonably large number of words tend to
contribute significantly to the principal component. However, including the words
with a component contribution of the opposite sign as the overall component
contribution is misleading since only ‘positive’ contributions to the principal
component are of interest.
Tables 4.2.16 and 4.2.17 display the Pearson r correlation between the principal
eigenvectors and the words of the positive and negative lists respectively. Here, the
eigenvectors have been multiplied by the sign of the sum of their entries. Hence, a
positive entry can be interpreted as corresponding to a word that contributes
‘positively’ to the principal component.
Table 4.2.19 shows the number of words which significantly contribute to the
principal component and for which the sign of that contribution has the same sign as
the overall sum of principal component contributions. In other words, all words j for
which sign(emaxj ) 6= sign(
P
i e
max
i ) have been excluded.
In this case, only significance tests on the words with the same signed contribution
have been performed, as opposed to the full list of 300 words. The Bonferroni
corrected significance level is therefore obtained by dividing  = 0:05 by the total
number of such words, which is 206. In other words, the corrected significance level is
6Interestingly, in the E list the word ’positive’ has a significant contribution whereas the word
’positively’ does not. This illustrates the importance of context and shows that it is not always
possible to assume that inflections of the same lemma will necessarily capture the same emotional time
series signal, as is a common assumption, e.g., [118].
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Table 4.2.14: Permutation p-values for squared contribution to principal component for all
positive lists
E p-value LMPOS p-value H4POS p-value
positive 1e-04 strong 1e-04 make 1e-04
boost 1e-04 gains 1e-04 rally 1e-04
boosted 1e-04 stable 1e-04 offset 1e-04
win 1e-04 despite 1e-04 primarily 1e-04
attractive 1e-04 positive 1e-04 savings 1e-04
encouraging 1e-04 better 1e-04 summit 1e-04
encouraged 1e-04 gain 1e-04 pro 1e-04
excellent 1e-04 highest 1e-04 pass 1e-04
extraordinary 1e-04 strength 1e-04 optional 1e-04
enhance 1e-04 gained 1e-04 robust 1e-04
pleased 1e-04 leading 1e-04 upgrade 1e-04
superior 1e-04 best 1e-04 generate 1e-04
impressive 1e-04 improvement 1e-04 haven 1e-04
tremendous 1e-04 boost 1e-04 upside 1e-04
lucrative 1e-04 improved 1e-04 utilization 1e-04
enjoyed 1e-04 benefit 1e-04 enhancement 1e-04
enjoy 1e-04 improve 1e-04 supportive 1e-04
perfect 1e-04 progress 1e-04 allies 1e-04
satisfied 1e-04 greater 1e-04 backing 1e-04
boosts 1e-04 favorable 1e-04 bolster 1e-04
beneficial 1e-04 effective 1e-04 aggregate 1e-04
exceptional 1e-04 exclusive 1e-04 mind 1e-04
enjoys 1e-04 boosted 1e-04 affirmation 1e-04
enhancing 1e-04 win 1e-04 adjustable 1e-04
spectacular 1e-04 improvements 1e-04 outright 1e-04
impressed 1e-04 successful 1e-04 bargain 1e-04
enhanced 2e-04 opportunities 1e-04 covenant 1e-04
attracted 2e-04 satisfactory 1e-04 stimulate 1e-04
wins 2e-04 profitability 1e-04 lucrative 1e-04
unique 0.0013 advantage 1e-04 proprietary 1e-04
surpassing 0.0067 attractive 1e-04 niche 1e-04
praise 0.0189 popular 1e-04 upfront 1e-04
exceptionally 0.0192 alliance 1e-04 credible 1e-04
promising 0.0272 enhanced 1e-04 affluent 1e-04
surpass 0.0288 achieve 1e-04 premium 2e-04
extraordinarily 0.0316 optimistic 1e-04 game 6e-04
confident 0.0323 confident 1e-04 credibility 6e-04
winner 0.0442 strengthen 1e-04 surge 7e-04
enthusiasm 0.0477 resolve 1e-04 necessarily 7e-04
excel 0.0535 good 2e-04 boom 0.0115
encourage 0.1327 stronger 2e-04 renewal 0.0115
great 0.2821 leadership 6e-04 shield 0.0244
winners 0.2927 great 0.0032 upbeat 0.0727
enhancement 0.3844 opportunity 0.0073 correction 0.0741
excited 0.5009 success 0.009 resolved 0.0769
attract 0.5581 rebound 0.0266 mild 0.1514
ideal 0.7297 stability 0.0296 hand 0.3192
satisfy 0.7627 winning 0.0901 humanitarian 0.6229
surpassed 0.8049 improving 0.5139 prime 0.6871
positively 0.8063 able 0.9718 premier 0.8627
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Table 4.2.15: Permutation p-values for squared contribution to principal component for all
negative lists
A p-value LMNEG p-value H4NEG p-value
concerns 1e-04 against 1e-04 service 1e-04
negative 1e-04 closed 1e-04 make 1e-04
fears 1e-04 losses 1e-04 get 1e-04
worries 1e-04 concerns 1e-04 run 1e-04
question 1e-04 negative 1e-04 recession 1e-04
uncertainty 1e-04 crisis 1e-04 default 1e-04
questions 1e-04 weak 1e-04 charge 1e-04
threat 1e-04 declined 1e-04 jobless 1e-04
avoid 1e-04 claims 1e-04 try 1e-04
failure 1e-04 lost 1e-04 volatility 1e-04
fear 1e-04 burden 1e-04 pass 1e-04
worried 1e-04 dropped 1e-04 exempt 1e-04
rejected 1e-04 unemployment 1e-04 junk 1e-04
worry 1e-04 problems 1e-04 oversight 1e-04
uncertain 1e-04 recession 1e-04 unexpectedly 1e-04
doubt 1e-04 default 1e-04 sour 1e-04
threatened 1e-04 closing 1e-04 substitution 1e-04
fail 1e-04 bankruptcy 1e-04 exit 1e-04
failing 1e-04 failed 1e-04 risky 1e-04
questioned 1e-04 fears 1e-04 slaughter 1e-04
threats 1e-04 slow 1e-04 mind 1e-04
doubts 1e-04 worries 1e-04 temporarily 1e-04
dangerous 1e-04 problem 1e-04 spill 1e-04
feared 1e-04 hurt 1e-04 casualty 1e-04
fails 1e-04 difficult 1e-04 fragile 1e-04
distressed 1e-04 restructuring 1e-04 bail 1e-04
danger 1e-04 bad 1e-04 aversion 1e-04
threatening 1e-04 poor 1e-04 erosion 1e-04
threaten 1e-04 sharply 2e-04 prod 1e-04
negatively 1e-04 question 2e-04 manipulation 1e-04
anxiety 1e-04 concerned 2e-04 stagnant 1e-04
concerning 1e-04 concern 3e-04 serve 2e-04
panic 1e-04 declines 3e-04 leak 5e-04
warn 1e-04 cut 4e-04 cancellation 0.0015
toxic 1e-04 loss 4e-04 ax 0.0016
hurdles 1e-04 decline 4e-04 lag 0.0022
hurdle 1e-04 slowing 4e-04 suspend 0.0036
concerned 3e-04 slowdown 6e-04 unrest 0.0059
stress 4e-04 deficit 0.0011 drought 0.0061
warned 5e-04 warned 0.0012 bankrupt 0.0089
concern 7e-04 late 0.0053 disruption 0.0118
reject 0.0021 weakness 0.0117 veto 0.0656
suspect 0.015 outages 0.0143 resignation 0.0686
nervousness 0.1399 force 0.038 hand 0.0718
nervous 0.2029 downgrade 0.0555 sluggish 0.0784
jitters 0.2419 break. 0.1305 improper 0.1225
terror 0.2509 investigation 0.2426 antitrust 0.1705
stressed 0.322 weaker 0.3863 outcry 0.6119
warning 0.3786 lack 0.508 outbreak 0.9242
warnings 0.5209 shut 0.7963 volatile 0.9636
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Table 4.2.16: Pearson correlation between principal component and words of each positive list
E Norm. Pearson r LMPOS Norm. Pearson r H4POS Norm. Pearson r
enhance 0.29 favorable 0.24 make 0.21
excellent 0.273 strong 0.223 haven 0.199
enjoys 0.257 profitability 0.222 supportive 0.195
enhancing 0.244 improvements 0.22 mind 0.176
superior 0.226 improved 0.2 stimulate 0.169
impressive 0.206 improve 0.197 outright 0.152
enjoyed 0.204 satisfactory 0.197 credible 0.149
attractive 0.195 strength 0.195 backing 0.146
extraordinary 0.191 effective 0.193 pass 0.145
enjoy 0.19 stable 0.188 summit 0.139
beneficial 0.176 improvement 0.185 upside 0.134
exceptional 0.166 despite 0.173 rally 0.132
spectacular 0.165 leading 0.161 utilization 0.129
satisfied 0.162 achieve 0.158 bolster 0.128
tremendous 0.141 enhanced 0.157 proprietary 0.121
impressed 0.136 successful 0.139 bargain 0.111
pleased 0.135 positive 0.139 allies 0.086
encouraged 0.113 greater 0.132 premium 0.085
positive 0.112 opportunities 0.124 lucrative 0.083
enhanced 0.098 alliance 0.117 credibility 0.076
unique 0.081 benefit 0.103 surge 0.075
surpassing 0.068 attractive 0.091 necessarily 0.072
surpass 0.055 strengthen 0.087 boom 0.05
extraordinarily 0.055 good 0.077 shield 0.049
enthusiasm 0.05 success 0.049 correction 0.039
great 0.028 stability 0.04 upbeat 0.039
winners 0.027 improving 0.012 resolved 0.038
enhancement 0.022 able 0.001 mild 0.031
attract 0.015 winning -0.032 premier 0.004
ideal 0.009 rebound -0.041 prime -0.009
satisfy 0.008 opportunity -0.051 humanitarian -0.011
surpassed 0.006 great -0.054 hand -0.022
positively -0.006 leadership -0.065 renewal -0.053
excited -0.017 stronger -0.07 game -0.069
encourage -0.039 optimistic -0.081 upfront -0.08
excel -0.049 win -0.083 savings -0.11
winner -0.051 confident -0.09 robust -0.12
confident -0.054 gain -0.094 aggregate -0.12
promising -0.057 boosted -0.103 niche -0.158
exceptionally -0.059 resolve -0.106 enhancement -0.168
praise -0.06 exclusive -0.119 generate -0.177
wins -0.095 advantage -0.123 adjustable -0.187
attracted -0.096 progress -0.133 upgrade -0.194
perfect -0.127 popular -0.145 optional -0.197
boosted -0.138 better -0.151 pro -0.205
win -0.146 gained -0.152 affluent -0.215
lucrative -0.16 gains -0.154 offset -0.227
encouraging -0.171 highest -0.172 covenant -0.23
boosts -0.213 best -0.181 affirmation -0.232
boost -0.223 boost -0.19 primarily -0.265
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Table 4.2.17: Pearson correlation between principal component and words of each negative list
A Norm. Pearson r LMNEG Norm. Pearson r H4NEG Norm. Pearson r
fear 0.231 crisis 0.253 jobless 0.245
worries 0.225 worries 0.247 fragile 0.231
worry 0.224 dropped 0.247 risky 0.219
concerns 0.217 concerns 0.237 get 0.213
anxiety 0.215 losses 0.23 unexpectedly 0.211
fail 0.21 bad 0.218 try 0.204
worried 0.209 recession 0.217 make 0.203
avoid 0.204 fears 0.212 aversion 0.197
uncertainty 0.192 lost 0.2 oversight 0.194
doubts 0.191 failed 0.2 exit 0.183
fears 0.186 claims 0.189 bail 0.173
threaten 0.18 difficult 0.185 recession 0.171
fails 0.18 unemployment 0.179 pass 0.161
questions 0.176 weak 0.172 manipulation 0.153
failing 0.172 problem 0.142 mind 0.139
hurdles 0.16 against 0.136 volatility 0.135
doubt 0.159 slow 0.118 default 0.118
threatening 0.157 bankruptcy 0.117 spill 0.115
failure 0.154 problems 0.115 run 0.114
distressed 0.149 hurt 0.107 temporarily 0.096
questioned 0.142 poor 0.103 leak 0.075
threat 0.132 default 0.102 ax 0.069
hurdle 0.128 question 0.097 suspend 0.065
warn 0.124 declined 0.096 unrest 0.061
panic 0.123 cut 0.092 bankrupt 0.06
dangerous 0.121 sharply 0.09 disruption 0.056
feared 0.119 concerned 0.088 sluggish 0.04
threats 0.117 slowing 0.083 outcry 0.012
threatened 0.112 declines 0.082 outbreak 0.002
toxic 0.106 concern 0.082 volatile 0.001
danger 0.099 slowdown 0.081 antitrust -0.031
question 0.097 decline 0.08 improper -0.035
concerned 0.088 warned 0.078 hand -0.041
rejected 0.088 deficit 0.074 resignation -0.041
uncertain 0.086 late 0.064 veto -0.042
stress 0.086 weakness 0.059 drought -0.061
warned 0.077 outages 0.057 lag -0.068
concern 0.069 force 0.049 cancellation -0.072
reject 0.065 downgrade 0.044 serve -0.083
suspect 0.051 break. 0.036 slaughter -0.111
nervousness 0.031 lack 0.016 charge -0.115
nervous 0.027 shut 0.006 prod -0.126
jitters 0.025 weaker -0.02 junk -0.133
stressed 0.021 investigation -0.028 stagnant -0.134
warning 0.019 loss -0.081 casualty -0.153
warnings -0.014 restructuring -0.105 exempt -0.157
terror -0.025 negative -0.141 sour -0.187
negative -0.112 closed -0.152 substitution -0.188
negatively -0.119 closing -0.177 erosion -0.196
concerning -0.139 burden -0.209 service -0.27
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in this case given by 
206
= 0:00024.
Table 4.2.18: Number of words significantly contributing to the principal components of each
word list; significance level  = 0:05
Correction E A LMPOS LMNEG H4POS H4NEG
Uncorrected 39 43 47 44 42 41
Bonferroni 26 37 39 28 34 31
Table 4.2.19: Number of words significantly contributing to the principal components of each
word list and have an equally signed contribution (correlation with the principal component);
significance level  = 0:05
Correction E A LMPOS LMNEG H4POS H4NEG
Uncorrected 25 40 26 38 24 26
Bonferroni 20 34 24 26 19 20
The table confirms the hypothesis that the negative lists tend to have more words
contributing to the principal component than the positive lists. This turns out to be
the case for all three lists and independently of simple significance level correction, in
the form of Bonferroni correction. The A list is the most clearly defined of all lists,
followed by LMNEG, LMPOS, H4NEG, E and finally H4POS.
Finally, given the hypothesis that the principal component of each list more likely
corresponds to the intended emotional target variable than either of the individual
word frequency series themselves (and as such also the simple aggregate), it would be
expected that the correlations between the principal components of the various lists
are higher than the correlations between the full aggregate RSS series.
It is found, rather strikingly, that the principal components of each list are much
more highly correlated with one another than the original series, as can be seen in
Tables 4.2.20 and 4.2.21. This is especially true for the negative lists, where in each
case the correlation between the original aggregate series produced with the 50 most
frequent words is lower than the corresponding correlation between the respective
principal components. This supports the view that the target emotion is likely to be
better approximated by the principal component than with the aggregate series.
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Table 4.2.20: Correlations between aggregate positive series generated using the 50 most fre-
quent words in each list and the corresponding principal components
E LMPOS H4POS E.PC1 LMPOS.PC1 H4POS.PC1
E 1 0:646 0:215 0:570 0:183 0:202
LMPOS 0:646 1 0:333 0:527 0:485 -0:219
H4POS 0:215 0:333 1 0:141 0:176 0:058
E.PC1 0:570 0:527 0:141 1 0:802 -0:430
LMPOS.PC1 0:183 0:485 0:176 0:802 1 -0:814
H4POS.PC1 0:202 -0:219 0:058 -0:430 -0:814 1
Table 4.2.21: Correlations between aggregate negative series generated using the 50 most fre-
quent words in each list and the corresponding principal components
A LMNEG H4NEG A.PC1 LMNEG.PC1 H4NEG.PC1
A 1 0:707 0:760 0:929 0:802 0:690
LMNEG 0:707 1 0:644 0:710 0:876 0:545
H4NEG 0:760 0:644 1 0:764 0:724 0:666
A.PC1 0:929 0:710 0:764 1 0:903 0:869
LMNEG.PC1 0:802 0:876 0:724 0:903 1 0:840
H4NEG.PC1 0:690 0:545 0:666 0:869 0:840 1
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An interesting case is H4POS whose principal component is in fact negatively
correlated with the principal components of the other positive lists. Recall that the
consistency score of this list was as low as 0.018, indicating that this principal
component is very badly determined by the list. In fact, the second largest component
of H4POS is more consistent with a score of 0.142. In this case, the correlation
between H4POS:PC2 and E is 0.631, with LMPOS is 0.480, with H4POS is 0.277,
with E:PC1 is 0.765 and with LMPOS:PC1 is 0.435. In other words, the second
component of H4POS is likely to be a better representation of what the E and
LMPOS lists attempt to measure. In conclusion, the H4POS list is very badly
suited to the application of CNT.
By considering the correlation between the original aggregate series and the
corresponding principal components it is possible to judge the extent to which the
original series approximate the principal component ex ante. In other words, without
knowledge of the correlational structure over the full period (which was used to
construct the PCA model), how well would the aggregate series have captured the
emotional target represented by the principal component? The correlation between E
and E:PC1 at 0.570 is much higher than the correlations between LMPOS and
LMPOS:PC1 at 0.485 and between H4POS and H4POS:PC1 at 0.058 (which again
is evidence of how badly determined the H4POS list is). Likewise, in case of the
negative lists, the correlation between A and A:PC1 at 0.929 is much higher than
that between LMNEG and LMNEG:PC1 at 0.876 and between H4NEG and
H4NEG:PC1 at 0.666. Overall, the A list once more proves to be better determined
than the other lists.
Tables 4.2.22 and 4.2.23 list the words in each positive and negative list respectively
that appear as having a significant contribution to the principal component with an
uncorrected significance level,  = 0:05.
Given the analysis conducted in this section it seems a reasonable conclusion to say
that the excitement and anxiety lexicons are comparatively well defined for the
purpose of measuring relative sentiment shifts from the perspective of CNT. The
anxiety list can be considered to more accurately capture the intended emotional
signal in this manner than the other ‘negative’ lists (indeed, under the measures of
accuracy considered here, it is the most accurate of all lists) selected for comparison.
The excitement list could potentially be improved by carefully excluding some of the
words, perhaps by first considering the words that did not make it into Table 4.2.22,
and possibly including some of the words from the LMPOS list which appears to be
one of the more consistent of the positive lists compared in this section.
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Table 4.2.22: Positive emotion words that significantly contribute to the principal emotional
signal
E Words E p-values LMPOS Words LMPOS p-values H4POS Words H4POS p-values
positive 1e-04 strong 1e-04 make 1e-04
attractive 1e-04 stable 1e-04 rally 1e-04
enhanced 2e-04 good 2e-04 premium 2e-04
encouraged 1e-04 despite 1e-04 summit 1e-04
excellent 1e-04 positive 1e-04 pass 1e-04
extraordinary 1e-04 strength 1e-04 haven 1e-04
enhance 1e-04 leading 1e-04 upside 1e-04
pleased 1e-04 improvement 1e-04 surge 7e-04
superior 1e-04 improved 1e-04 utilization 1e-04
unique 0.0013 benefit 1e-04 supportive 1e-04
impressive 1e-04 improve 1e-04 allies 1e-04
tremendous 1e-04 greater 1e-04 backing 1e-04
enjoyed 1e-04 favorable 1e-04 boom 0.0115
enthusiasm 0.0477 effective 1e-04 bolster 1e-04
enjoy 1e-04 stability 0.0296 necessarily 7e-04
satisfied 1e-04 improvements 1e-04 mind 1e-04
beneficial 1e-04 successful 1e-04 outright 1e-04
exceptional 1e-04 opportunities 1e-04 bargain 1e-04
enjoys 1e-04 satisfactory 1e-04 credibility 6e-04
enhancing 1e-04 profitability 1e-04 stimulate 1e-04
surpassing 0.0067 attractive 1e-04 lucrative 1e-04
spectacular 1e-04 success 0.009 proprietary 1e-04
surpass 0.0288 alliance 1e-04 credible 1e-04
extraordinarily 0.0316 enhanced 1e-04 shield 0.0244
impressed 1e-04 achieve 1e-04
strengthen 1e-04
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Table 4.2.23: Negative emotion words that significantly contribute to the principal emotional
signal
A Words A p-values LMNEG Words LMNEG p-values H4NEG Words H4NEG p-values
concerns 1e-04 against 1e-04 make 1e-04
concern 7e-04 late 0.0053 get 1e-04
fears 1e-04 cut 4e-04 run 1e-04
worries 1e-04 losses 1e-04 recession 1e-04
warned 5e-04 decline 4e-04 default 1e-04
question 1e-04 concerns 1e-04 jobless 1e-04
uncertainty 1e-04 crisis 1e-04 try 1e-04
concerned 3e-04 weak 1e-04 volatility 1e-04
questions 1e-04 declined 1e-04 pass 1e-04
threat 1e-04 claims 1e-04 oversight 1e-04
avoid 1e-04 lost 1e-04 unexpectedly 1e-04
failure 1e-04 dropped 1e-04 exit 1e-04
fear 1e-04 unemployment 1e-04 risky 1e-04
worried 1e-04 problems 1e-04 mind 1e-04
rejected 1e-04 force 0.038 temporarily 1e-04
stress 4e-04 deficit 0.0011 ax 0.0016
worry 1e-04 recession 1e-04 spill 1e-04
uncertain 1e-04 sharply 2e-04 leak 5e-04
doubt 1e-04 default 1e-04 bankrupt 0.0089
threatened 1e-04 concern 3e-04 fragile 1e-04
fail 1e-04 bankruptcy 1e-04 disruption 0.0118
failing 1e-04 weakness 0.0117 unrest 0.0059
questioned 1e-04 failed 1e-04 bail 1e-04
threats 1e-04 fears 1e-04 aversion 1e-04
doubts 1e-04 slow 1e-04 suspend 0.0036
suspect 0.015 worries 1e-04 manipulation 1e-04
dangerous 1e-04 problem 1e-04
feared 1e-04 hurt 1e-04
fails 1e-04 difficult 1e-04
distressed 1e-04 warned 0.0012
danger 1e-04 declines 3e-04
threatening 1e-04 question 2e-04
threaten 1e-04 bad 1e-04
anxiety 1e-04 outages 0.0143
reject 0.0021 slowdown 6e-04
panic 1e-04 concerned 2e-04
warn 1e-04 poor 1e-04
toxic 1e-04 slowing 4e-04
hurdles 1e-04
hurdle 1e-04
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Henceforth, the analysis will be carried out using the two purposely designed
emotion lists, E and A, since they were both theoretically defined and appear to
perform well empirically. Since the analysis of this section made use of the full
available US Reuters database, it could be considered an act of overfitting for the
purpose of testing ex ante predictions in an economic and financial setting if the RSS
series was derived only using the words in Tables 4.2.22 and 4.2.23. Therefore, the full
excitement and anxiety lists will be used. Alternatively, it would be possible to
calibrate the lists empirically on a subset of the data and make ex ante predictions on
the unseen dataset. However, this is left as a future research area.
4.2.5 Word-Frequency Adjustments
Thus far, the raw frequencies of individual words have been aggregated in order to
produce the overall RSS series. However, the frequency distribution of words tend to
be highly skewed, causing the overall signal to be largely dominated by the
frequencies of a few number of words only (the most frequent words studied in the
previous section). On the other hand, it is also the case that very infrequent words
will yield less robust signals, due to the effect of a small sample, so care must be taken
when increasing the contributions of very infrequent words.7 From the lengthy
analysis of the previous section it is now known, ex post, that the top words in the two
lists constructed appear to consistently measure the respective emotional signals.
However, ex ante, it would appear possible that usage of the most frequent words
could deviate from the theoretical assumptions, due to noise or unexpected usage,
which could potentially introduce noise to the emotional signal.
There are several potential ways to tackle some of these issues and improve on the
methodology. The improvements will in general be more or less ex post in nature, if
they rely on observations made on the full dataset. However, this is only a problem
from the point of view of formal forecasting, not from the point of view of testing CNT
as long as the selection of methodology is performed independently of the given tests.
One way to tackle the issue of a few words dominating the signal is to use a
different word aggregation strategy which gives greater chance for low frequency
words to contribute to the aggregate series. For example, one could normalise each
word frequency series to have a common mean and common standard deviation and
then average (equally or otherwise) the series to produce the final signal. By doing so,
the long tail of low frequency words will likely introduce a lot of noise, but this noise
might in fact cancel itself out assuming the words in the list are properly chosen. The
question that arises is how to normalise the word frequency series for each word
7However, this effect will likely average out across all low frequency words.
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without having future information creep into past data points. For example, if the
standard z-score is computed using the full dataset for each word and the words are
then averaged, a mean and standard deviation which would not have be available
would have been used. Therefore, a rolling (using an ‘expanding’ window) mean and
rolling standard deviation would be required. Both of which are computed by making
use of all the data points available at the time.8 Such normalised excitement and
anxiety series are generated both by using all words in each list and, for comparison,
also by only using the 50 most frequent words in each list. Table 4.2.24 displays the
correlations between each variant. The normalised versions (in which all words are
scaled, using rolling means and standard deviations, and then equally averaged to
produce the final index) start in February 1996 since at least two data points are
needed to compute the standard deviation.
Table 4.2.24: Correlations between different versions of the excitement and anxiety series; EXC
and ANX represent the original series, Norm represents normalisation of all words and Norm 50
represents normalisation of the 50 most frequent words of the list
EXC ANX EXC Norm ANX Norm EXC Norm 50 ANX Norm 50
EXC 1 -0:143 0:633 -0:106 0:789 -0:134
ANX 1 0:137 0:932 0:054 0:946
EXC Norm 1 0:205 0:828 0:136
ANX Norm 1 0:124 0:957
EXC Norm 50 1 0:089
ANX Norm 50 1
If the anxiety series is normalised according to the procedure described above, by
computing rolling z-scores for each word frequency series (or only those of the 50 most
frequent words) and then averaging the scaled series equally, the results remain
correlated with the original series (for which the raw frequencies are simply
aggregated) at 0.932 (ANX Norm) and 0.946 (ANX Norm 50). The corresponding
excitement series are only correlated at 0.633 and 0.789 respectively, indicating that a
larger proportion of excitement words might introduce noise that is biased (in the
sense that the noise does not average out to the same extent). This difference should
be expected given the PCA analysis from the previous section.
4.2.6 Wordlist Stability
A bootstrap resampling technique can be used to compute confidence intervals around
the summary statistic. It is possible to sample both the words from the predefined
8In other words, the window of observations used to compute the current value is increasing over
time. Hence, the initial values are computed using fewer data points than the latter values.
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emotion lists and the documents in the collection to generate such confidence
intervals. The summary statistic can be repeatedly computed across many such
samples to derive a bootstrap distribution from which statements of confidence can be
inferred. Words can be bootstrapped to assess the sensitivity of the results to the
choice of words. This procedure yields wider confidence intervals at times when the
word frequency distribution is more concentrated over a smaller number of words.
Documents can be bootstrapped to assess the sensitivity of the measure to how the
words are distributed across the document collection. This procedure yields wider
confidence intervals at times when the words are less evenly distributed across the
documents, for example if a smaller set of documents contain a large proportion of the
found emotion words. Only the sensitivity of the measure to the choice of words will
be considered in this section (as the RTRS document collection is very large).
From the analysis of this chapter, in terms of the sensitivity to the word lists
themselves, it is now possible to be fairly confident that both the excitement and
anxiety lists contain words which are good representatives of the same emotional
signal (especially the anxiety list). However, if no normalisation is performed on the
word frequency series of individual words before aggregating them to the final index,
due to the nature of word frequency distributions (which tend to follow power laws as
noted above), the exclusion of some of the most frequent words could potentially
make a substantial difference. If normalisation is performed this problem is likely to
be less substantial. It is possible to estimate to what extent this is a problem by
drawing random samples with replacement from the wordlists to generate synthetic
lists and recompute the RSS index with the various aggregation procedures to
quantify this potential source of noise. This bootstrap procedure makes it possible to
approximate the sampling distribution of possible RSS series to generate confidence
intervals of the index with respect to the appearance of particular words in the list.
Bootstrap distributions of correlations for the above aggregation procedures are
estimated, as well as with a raw aggregation of the 50 most frequent words, for the
excitement and anxiety lists. The correlations are Pearson r scores computed between
a particular bootstrap sample and the original series.
Figure 4.2.11 displays box plots of the four bootstrap distributions generated by
sampling from the excitement dictionary (or only the 50 most frequent excitement
words) with replacement and computing the excitement index either by aggregating
the raw frequencies or by computing the rolling z-score for each word before
aggregating. Figure 4.2.12 displays corresponding plots generated using the anxiety
list. The main box starts at the first and ends at the third quartile of the
corresponding distribution. The central line represents the median value. The
‘whiskers’ of the plot extend 1.5 times the interquartile range of the box. Anything
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outside the whiskers are considered outliers and are plotted using small circles.
Once more, note the relative stability of the anxiety list compared to the
excitement list. The scaled versions, in which each word gets an equal effective
contribution to the final index, are much more robust than the raw versions. Finally,
the versions including only the 50 most common words are seemingly not as robust as
those containing all words.
4.3 Discussion
This chapter presented the basic RSS methodology, in particular how the preselected
lexicons were constructed and how they are used to produce the RSS score and how
articles are selected and aggregated into a time series of a given frequency. The
second part of the chapter evaluates the methodology on several criteria. The
evaluation section discusses the effects of different ways to scale the relative frequency
counts of excitement and anxiety words, the potential effect of basic negation, as well
as more non-trivial issues such as the evolution of the relative ranks and frequencies of
the words in a given list and, most importantly, the extent to which the words in a list
tend to capture the same emotional signal. A thorough empirical evaluation of six
different emotion lexicons has been carried out on all Reuters articles published in
New York and Washington over the period January 1996 through October 2014.
Different methods to scale the emotion word frequencies to account for the amount of
text analysed have been evaluated and it was found that scaling by the total number
of characters or words seems sensible. The potential impact of negation on the RSS
index was tested and it was found that, at least when the number of documents is as
large as for the US Reuters database, it has little to no impact on the changes of the
final index. The performance of different word lists is compared on the criteria of how
well the most frequent words of each list capture a target emotion signal defined as
the principal component of the correlation matrix of the individual word frequency
series. It is found that the excitement and anxiety lists perform well (especially the
anxiety list), and that there is room for improving the lists in terms of excluding
words that act as outliers (in the sense of not contributing to the principal
component, or even contributing negatively) and including words that correlate with
the main signal. Using the excitement and anxiety lists, a different word aggregation
strategy that gives equal weight to each word is explored, thus avoiding the strong
dependence of the RSS metric on the most frequent words. It is showed, using a
bootstrap test, that such an aggregation procedure yields more robust (with respect
to word choice) results.
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Figure 4.2.11: Bootstrap distributions of correlations between series
generated from excitement word samples and the original US EXC series
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Figure 4.2.12: Bootstrap distributions of correlations between series
generated from anxiety word samples and the original US ANX series
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However, most of the analysis conducted relied on all information over the available
period and might therefore not be suitable to apply in an ex ante test of
predictability. The full excitement and anxiety word lists and the original
methodology using the simple word frequency aggregation to produce the RSS series
will therefore be used in the remaining chapters.
To conclude, the excitement and anxiety lexicons appear suitable to be used to
make CNT operational as they are the two most consistent lists, and the anxiety list
is also the list with the highest clarity score. The two lists and the RSS measure will
now be used in the main experiments to follow this chapter.
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5
Experiment 1: A Macro Measure of Relative
Sentiment
The first hypothesis states that conviction and emotion drive investment, both in
financial markets and in business, which ultimately fuels economic growth. Much
investment activity must in some way manage uncertainty. CNT postulates that
agents manage to act in the face of such uncertainty by gaining conviction through
narratives. This hypothesis can be explored empirically using statistical techniques
such as Granger-causality and regression analysis.
This chapter reports on the first experiment of the thesis using the derived relative
sentiment shift methodology. The experiment explores the extent to which financial
markets and the macroeconomy are driven by macro confidence in the form of
aggregate relative sentiment. Before proceeding to test the hypothesis, indices of
relative sentiment shifts will be compared to conventional measures of confidence and
sentiment in the form of the Michigan Consumer Sentiment Index and the VIX.
5.1 Hypothesis
It is hypothesised that the relative balance between approach and avoidance
(excitement and anxiety) determines action under uncertainty. As a consequence of
this, the amount of investment made under uncertainty is expected to depend on RSS.
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In other words, an increase in medium to long term financial and business investment
(short term investment is not necessarily as dependent on conviction, although
investment strategies themselves likely are - including quantitative and technical
strategies) made under uncertainty should follow an increase in the relative difference
between excitement and anxiety among economic actors. Similarly, a decrease in
investment activity should follow from a decrease in aggregate relative emotion.
Given the complexity of financial markets and the economy as a whole, it is
reasonable to assume that most medium to long term decisions have uncertain
outcomes and should therefore be driven by conviction. This hypothesis is tested by
constructing relative sentiment indices at the macro level and testing how well they
predict or lead business investment (and as a consequence also GDP growth).
5.2 Methodology
The hypothesis will be tested using statistical techniques such as Granger-causality
and regression analysis.
The tests of Granger non-causality will be based on the procedure of Toda and
Yamamoto [109] as outlined in Chapter 2. Vector Autoregressive Models (VAR
models) are specified for each pair of variables to be tested for causality. Wald tests
are then used to assess the significance of lagged independent variables on explaining
the dependent variable. The T-Y procedure is able to test for the presence of
Granger-causality avoiding issues of ‘spurious causality’ [50] due to unit roots and/or
co-integration between the two series. This is achieved by the addition of extra lags of
each variable, corresponding to the maximum order of integration of the two series,
before applying the Wald test on the lags of the independent variable. This procedure
ensures that the test statistic has the assumed distribution under the null hypothesis
even if the two series are co-integrated.
Once Granger-causality tests have been carried out, the nature of the relationship
between the variables is explored through linear regression analysis.
Of course, more powerful tests of causality and the relationship between time series
variables exist, for example information theoretic measures, which do not share some
of the assumptions of linear regression (such as the assumption of linearity). However,
if one is able to find a clear relationship using a very simple model the underlying
hypothesis is more likely to be true. Every parameter introduced in a model will have
its own associated estimation error potentially leading to a false conclusion of the
main hypothesis.
Three different RSS indices will be considered, the US Reuters news based index
constructed in Chapter 4, an index constructed from broker research reports and an
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index constructed from an archive of financial market comments written by market
experts at the Bank of England.
5.3 Results
Before proceeding to test the hypothesis, the relationship between various RSS indices
created and conventional measures of market sentiment and consumer confidence will
be explored.
5.3.1 Confidence
This section tests the potential of RSS to lead and predict more traditional measures
of confidence. This includes the popular Michigan Consumer Sentiment Index (MCI)
and the Chicago Board Options Exchange Market Volatility Index (VIX).1
Alongside the US RTRS RSS series derived from Reuters news articles published in
New York and Washington, two further RSS measures will be introduced. One
derived from an archive of broker circulars, or broker research reports, which will be
referred to as BROKER, and one derived from an archive of market comments
produced at the Bank of England, which will be referred to as MCDAILY. Details of
the two databases can be found in Chapter 3. The series extracted for BROKER and
MCDAILY are scaled by the total number of characters as opposed to the number of
words. This was done to minimise the impact of numerical tables, which were present
to a greater extent in these two sources than in Reuters news.
Table 5.3.1 shows the correlations between the three RSS measures, MCI and VIX.
The correlations are computed over the available periods for the three RSS series (US
RTRS; January 1996 through October 2014, BROKER; June 2010 through June 2013,
and MCDAILY; January 2000 through July 2010).
To test for potential lead-lag relationships between the various series the T-Y
procedure for Granger-causality testing is carried out as outlined in Chapter 2.
First, tests for the order of integration of each series are carried out over the period
January 1996 through October 2014 (or a subset thereof given available data for
BROKER, MCDAILY and the MCI). ADF and KPPS tests are performed with an
increasing order of differencing until both tests suggest stationarity, the number of
difference operations then performed is considered the series’ order of integration.
1The VIX is a measure of implied volatility of S&P 500 index options. The index measures financial
markets expectation of stock market volatility over the next 30 day period. The index is commonly
referred to as the fear index. To ensure the index is comparable to the monthly RSS series a monthly
average of the VIX will be considered as opposed to its value on any particular day.
104
Table 5.3.1: Correlations between US RTRS RSS, BROKER RSS, MCDAILY RSS, the Michi-
gan Consumer Sentiment index and the VIX
US RTRS BROKER MCDAILY MCI VIX
US RTRS 1 0.68*** 0.59*** 0.62*** -0.43***
BROKER 1 - 0.66*** -0.60***
MCDAILY 1 0.26*** -0.62***
MCI 1 -0.25***
VIX 1
Note: p<0.1; p<0.05; p<0.01
Table 5.3.2: Augmented Dickey-Fuller and Kwiatkowski-Phillips-Schmidt-Shin tests for station-
arity of RSS series, the MCI and the VIX
Variable ADF p-value KPSS p-value
US RTRS Level -3.272 (6)* 0.077 2.08 (3)*** <0.01
US RTRS Diff -7.551 (6)*** <0.01 0.023 (3) >0.1
BROKER Level -2.677 (3) 0.31 0.466 (1)** 0.049
BROKER Diff -3.975 (3)** 0.022 0.035 (1) >0.1
MCDAILY Level -1.678 (5) 0.71 0.70 (2)** 0.013
MCDAILY Diff -6.66 (4)*** <0.01 0.046 (2) >0.1
MCI Level -2.299 (6) 0.45 3.948 (3)*** <0.01
MCI Diff -6.577 (6)*** <0.01 0.063 (3) >0.1
VIX Level -3.112 (6) 0.11 0.282 (3) >0.1
VIX Diff -7.353 (6)*** <0.01 0.0298 (3) >0.1
Note: p<0.1; p<0.05; p<0.01
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From Table 5.3.2 it is possible to conclude that all series are integrated of order 1.
In other words, the first order differences of each series is stationary whereas the levels
are not. Therefore, an extra lag will be added to each VAR model when performing
the Wald tests of non-Granger causality.
Secondly, the Akaike Information Criteria will be computed for each relevant VAR
model, from 1 through 10 lags, to determine the optimal number of lags. Table 5.3.3
displays AIC scores for each model involving the MCI and Table 5.3.4 those models
involving the VIX. The number of lags selected in each case is highlighted in bold.
Table 5.3.3: Akaike Information Criteria from 1 through 10 lags; VAR models with RSS and
MCI (January 1996 through September 2014)
AIC(p) US RTRS & MCI BROKER & MCI MCDAILY & MCI
1 1:959 1.580 -15:720
2 1:970 1:801 -15.797
3 1.939 1:903 -15:784
4 1:960 2:019 -15:734
5 1:980 2:142 -15:684
6 1:990 2:085 -15:671
7 2:021 1:642 -15:661
8 2:019 1:565 -15:665
9 2:037 1:538 -15:700
10 2:055 0:859 -15:734
Table 5.3.5 displays the test statistics for serial autocorrelation of residuals, using
the multivariate Portmanteau- and Breusch-Godfrey tests, of the selected number of
lags according to the AIC scores.
The stability of the selected models is checked by inspecting OLS-CUSUM plots,
which all indicate model stability.
Finally, Table 5.3.6 reports the test statistics of the Wald tests for non-Granger
causality in each direction for each VAR model.
There is evidence of Granger causality from the US RTRS series to the Michigan
Consumer Sentiment index, but not vice versa. There is evidence of causality from
the BROKER series to the Michigan Consumer Sentiment index but not vice versa.
Finally, there is also weak evidence of Granger causality from MCDAILY to the VIX
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Table 5.3.4: Akaike Information Criteria from 1 through 10 lags; VAR models with RSS and
VIX (January 1996 through October 2014)
AIC(p) US RTRS & VIX BROKER & VIX MCDAILY & VIX
1 1:817 2.303 -15:855
2 1:711 2.380 -16.041
3 1.675 2:575 -16:027
4 1.680 2:646 -15:997
5 1:689 2:341 -15:954
6 1:676 2:525 -15:924
7 1:705 2:386 -15:882
8 1:718 2:309 -15:852
9 1:749 2:428 -15:825
10 1:780 2:110 -15:796
Table 5.3.5: Portmanteau and Breusch-Godfrey tests for serial correlation of residuals; VAR
models with RSS, VIX and MCI (January 1996 through October 2014)
VAR model Portmanteau d.f. Breusch-Godfrey d.f.
US RTRS/MCI 47.045 52 18.6741 20
US RTRS/VIX 51.471 52 26.109 20
BROKER/MCI 41.681 60 15.596 20
BROKER/VIX 40.522 56 25.613 20
MCDAILY/MCI 60.799 56 23.738 20
MCDAILY/VIX 52.535 56 22.577 20
Note: p<0.1; p<0.05; p<0.01
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Table 5.3.6: Wald test statistics of Granger-non-causality; VAR models with RSS, VIX and
MCI (January 1996 through October 2014)
Direction Chi-Sq d.f. p-value
US RTRS ! MCI 8.2 3 0.043**
MCI ! US RTRS 0.69 3 0.88
US RTRS ! VIX 3.0 3 0.4
VIX ! US RTRS 2.2 3 0.53
BROKER ! MCI 44.9 1 2.1e-11***
MCI ! BROKER 0.005 1 0.94
BROKER ! VIX 3.4 2 0.18
VIX ! BROKER 3.7 2 0.16
MCDAILY ! MCI 1.4 2 0.5
MCI ! MCDAILY 0.11 2 0.95
MCDAILY ! VIX 4.8 2 0.092*
VIX ! MCDAILY 1.9 2 0.39
Note: p<0.1; p<0.05; p<0.01
but not vice versa.
More formal ex ante forecasts of the MCI using the BROKER index can be found
in [78]. A simple linear regression model, with the change in the Michigan Consumer
Sentiment index from the previous final publication (at time t  1) to the current
preliminary publication (at time t) as the dependent variable and the change in RSS
within the BROKER archive in the preceding period (RSSt 1  RSSt 2) as the
independent variable, is estimated using data up to time t. The parameters of the
estimated model are used to forecast the change from the final MCI at time t to the
preliminary estimate in time t+ 1. In other words, only information available at time
t is used to make a prediction of information available in time t+ 1. The procedure is
then moved forward one period and repeated. Thus, 15 such predictions are
constructed and the forecasting accuracy is reported in Table 5.3.7. In comparison,
the accuracy of consensus forecasts made by economists and published in Reuters is
reported in Table 5.3.8. The various forecasts and the true value of the index are
plotted in Figure 5.3.1.
Forecasts made using the BROKER index and linear regression models achieve an
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Table 5.3.7: Forecasting accuracy of MCI using BROKER; regressing the true values on the
forecasts
Dependent variable:
TRUE VALUE
PREDICTION 1.219
(0.323)
Constant 0.347
(0.852)
Adjusted R2 0.486
Residual Std. Error 3.081 (df = 13)
F Statistic 14.245 (df = 1; 13)
Note: p<0.1; p<0.05; p<0.01
Table 5.3.8: Forecasting accuracy of MCI CONSENSUS forecasts; regressing the true values on
the forecasts
Dependent variable:
TRUE VALUE
PREDICTION 1.972
(1.178)
Constant  1.293
(1.084)
Adjusted R2 0.114
Residual Std. Error 4.045 (df = 13)
F Statistic 2.804 (df = 1; 13)
Note: p<0.1; p<0.05; p<0.01
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Figure 5.3.1: Forecasts of the change in the preliminary estimate of Michigan Consumer Senti-
ment index since previous final estimate; CONSENSUS vs. BROKER RSS
adjusted R squared of 0.49, compared with 0.11 for the consensus economist forecasts.
In other words, forecasts using the RSS index explain more than 4 times as much of
the variation in the true changes in the Michigan index than the consensus economist
forecasts. As can be seen from Table 5.3.8, the consensus forecasts cannot be
distinguished from noise (the p-value on the coefficient of the forecasts is not below
0:1). The predictions made using the BROKER index are unbiased, since the
coefficient on the predictions are not significantly different from one and the constant
term is not significantly different from zero.
The next section presents the tests of the main hypothesis, the effect of macro
relative sentiment on economic growth.
5.3.2 The Macroeconomy
To what extent can economic growth be explained and predicted by the US RTRS
RSS index.2 Reuters news archive can be filtered for those articles published by
Reuters in various regional offices, such as New York and Washington. Since the goal
is to measure the aggregate emotion of the agents in a particular region, the
assumption is made that journalists in a particular region will use language that
reflects their emotional state and indirectly also that of the agents in their
surroundings. The index constructed for the US by analysing articles published in the
2The econometrics in this section is taken from [115] and is analysis carried out together with Paul
Ormerod.
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region is therefore expected to reflect the emotional state of the local agents and
therefore influence the US economy. In other words, it is believed that the US RTRS
index captures the confidence of the US economy and that this confidence will feed
into new investments and therefore also GDP growth. Thus, a claim about causality
is made as opposed to a claim about correlation (or that RSS is simply a more timely
indicator of GDP growth and therefore correlates with or appear causal with GDP),
or indeed a claim that RSS simply reflects fundamental information. It is therefore
necessary to deal with a potential problem of endogeneity. In other words, to deal
with the question of whether or not RSS simply measures the effect of relevant
fundamental information, present in the news, on GDP growth. It can be argued that
emotions have no impact on economic growth and that they simply are responses to
informational shocks. Such shocks are typically considered exogenous to the economic
system by standard economic theory and that they cannot be modelled or predicted.
This problem is dealt with in two different ways. First of all, by considering the effect
of RSS on growth while controlling for various asset price variables thought to capture
relevant fundamental information. Secondly, by constructing alternative ‘fundamental
series’ using common economic terms such as ‘crisis’, ‘recession’, ‘bankruptcy’, etc.
instead of via the emotion lexicon, and exploring a potential causal relationship
between this variable and RSS. The impact of relative sentiment (and thereby CNT)
on economic growth can be seen much more clearly after disentangling the underlying
emotion and other potentially relevant informational content.
GDP Growth
A key challenge to macroeconomists, central banks and policy-makers is to forecast
economic growth (gross domestic product, or GDP). This task is made especially hard
due to the various stages of revisions made to GDP data, as well as the inherent
degree of randomness of GDP [80]. This section shows how CNT can improve the
understanding of the evolution of GDP growth and how RSS can be used as a new
source of information to be included into economic growth forecasting models.
Two major components of GDP are personal consumption expenditures and gross
private domestic investment. These components can be further divided into
subcomponents, as seen in the below list.
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Gross Domestic Product and its component parts
Personal consumption expenditures
Goods
Durable goods
Nondurable goods
Services
Gross private domestic investment
Fixed investment
Change in private inventories
Net exports of goods and services
Government consumption expenditures and gross investment
The component most expected to be caused by shifts in relative sentiment is fixed
investment by firms. Any payoffs of such investments tend to be highly uncertain in
nature and such investment decisions are therefore likely to require emotional
conviction. In particular, the relationship between Gross Private Domestic Investment
made by firms and the total level of GDP i.e., GrossPrivateDomesticInvestment
GDP
is expected
to be significant. An economy that spends more on investment and less on other
components of GDP is generally interpreted as engaging in a more dynamic,
aggressive form of economic development. Put differently, if firms decide to invest
more given a constant level of GDP they likely expect higher growth, and as such
demand for products and services, in the future. Conversely, if firms decide to invest
less given a constant level of GDP they expect lower growth in the future.
In terms of personal consumption expenditures, it might be expected that spending
on durable goods could be determined by relative sentiment to some extent whereas
other forms of personal consumption spending should be less influenced by it.
Government consumption expenditures and gross investment would not be expected
to follow relative sentiment at all.
Some evidence is provided that this problem might successfully be approached
using Granger causality tests and simple regression with the US RTRS RSS index
constructed above. Quarterly relative sentiment series from 1996Q1 through 2014Q3
are created by aggregating the documents on a quarterly basis before computing the
RSS statistic for each such quarter. The series is plotted together with GDP growth in
Figure 5.3.2. The two series clearly appear to be correlated, and indeed the correlation
between the quarterly RSS series and GDP growth (DLGDP - computed by taking
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Figure 5.3.2: US RSS RTRS and US GDP Growth; 1996Q1 through 2014Q3
the first order difference of log levels of GDP) over the period 1996Q1 through
2014Q3 is 0.48, and the correlation between RSS and GrossPrivateDomesticInvestment
GDP
is
0.52 and RSS and changes in consumer expenditure (DLCE - computed by taking the
first order difference of log levels of consumer expenditure) is 0.54.
Tests of Granger non-causality are carried out between RSS and quarterly DLGDP,
DLCE and GrossPrivateDomesticInvestment
GDP
(GPDIGDP), in the United States.
Table 7.3.6 presents the results of step 1 of the T-Y procedure involving US RSS,
US DLGDP, US GPDIGDP and US DLCE.
The ADF tests are all conducted with 4 lags and the KPSS tests with truncation
lag parameter equal to one (as indicated by the figures in brackets).
All variables need to be differenced once before both the ADF and the KPSS test
indicate that the series are stationary, with the exception of GPDIGDP. However,
from a theoretical perspective, it is known that this variable is bounded between 0
and 1 (since it is a percentage of total GDP) and that it therefore must have finite
mean and variance. It is therefore unlikely that this variable truly is of greater order
of integration than 1, and it will therefore be treated as such. In other words, all
series are believed to be integrated of order 1, i.e. are I(1). Therefore, in all tests
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Table 5.3.9: Augmented Dickey-Fuller and Kwiatkowski-Phillips-Schmidt-Shin tests for station-
arity of RSS series, DLGDP, GPDIGDP and DLCE (1996Q1 through 2014Q3)
Variable ADF p-value KPSS p-value
RSS Level -2.25(4) 0.47 1.48(1)*** <0.01
RSS Diff -4.20(4)*** <0.01 0.04(1) >0.1
DLGDP Level -2.78(4) 0.25 0.78(1)*** <0.01
DLGDP Diff -5.04(4)*** <0.01 0.03(1) >0.1
GPDIGDP Level -2.365(4) 0.43 1.33(1)*** <0.01
GPDIGDP Diff -3.05(4) 0.15 0.22(1) >0.1
DLCE Level -2.65(4) 0.31 1.40(1)*** <0.01
DLCE Diff -4.13(4)*** 0.01 0.03(1) >0.1
Note: p<0.1; p<0.05; p<0.01
Table 5.3.10: Akaike Information Criteria from 1 through 10 lags; VAR models with RSS and
DLGDP, GPDIGDP and DLCE (1996Q1 through 2014Q3)
AIC(p) RSS & DLGDP RSS & GPDIGDP RSS & DLCE
1 -11.166 -11:927 -12:133
2 -11:096 -12.019 -12:116
3 -10:988 -11:983 -12.171
4 -10:900 -11:890 -12:072
5 -10:819 -11:820 -12:045
6 -10:791 -11:784 -12:082
7 -10:768 -11:815 -12:077
8 -10:654 -11:762 -12:030
9 -10:676 -11:686 -11:942
10 -10:587 -11:611 -11:859
114
involving a combination of the above variables, m in step 1 above is chosen to be one.
The AIC values for V AR(p) models of the relevant pairs of variables, with the
number of lags p varying from 1 through 10 (it would not be expected for the model
to have more than 10 lags of quarterly data) are shown in Table 5.3.10. For the model
with DLGDP AIC is found to be minimised when p = 1. For the model with
GPDIGDP AIC is found to be minimised when p = 2. For the model with DLCE AIC
is found to be minimised when p = 3. The corresponding V AR(p) models for all
relevant pairs of variables are therefore fitted as such. In all cases, it is not possible to
reject absence of serial correlations of residuals (as seen in Table 5.3.11) and
OLS-CUSUM plots show parameter stability.
Table 5.3.11: Portmanteau and Breusch-Godfrey tests for serial correlation of residuals; VAR
models with RSS, DLGDP, GPDIGDP and DLCE (1996Q1 through 2014Q3)
VAR model Portmanteau d.f. Breusch-Godfrey d.f.
RSS/DLGDP 44.72 60 14.90 20
RSS/GPDIGDP 40.56 56 20.72 20
RSS/DLCE 39.09 52 21.22 20
Table 5.3.12: Wald test statistics of Granger-non-causality; VAR models with RSS, DLGDP,
GPDIGDP and DLCE (1996Q1 through 2014Q3)
Direction Chi-Sq d.f. p-value
RSS ! DLGDP 1.1 1 0.28
DLGDP ! RSS 0.002 1 0.96
RSS ! GPDIGDP 6.9 2 0.032**
GPDIGDP ! RSS 1.6 2 0.45
RSS ! DLCE 0.32 3 0.96
DLCE ! RSS 6.3 3 0.10
Note: p<0.1; p<0.05; p<0.01
Table 5.3.12 shows the test statistics of the relevant Wald tests, their degrees of
freedom and the corresponding p-values. The null of Granger non-causality is rejected
in one out of the six tests performed. In particular, RSS is Granger-causing
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GPDIGDP, but not the other variables. Neither of the three GDP variables are found
to Granger-cause RSS. These findings support the hypothesis that relative sentiment
shifts within Reuters news archive, eventually feed into economic growth. In
particular, there is evidence that changes in the degree of confidence can be used to
predict changes in gross private domestic investments made by firms as a proportion of
the total level of GDP. There appears to be no clear relationship between confidence
as measured and consumer spending. This is in line with expectations from CNT. In
other words, confidence appears to have a causal effect on economic growth, which
appears to be through private investments made by firms and not consumer spending.
A question that is often raised regarding the use of sentiment indicators to explain
economic variables is to what extent the sentiment indicators simply reflect
information contained in conventional forward looking measures, such as asset prices.
A more generic multivariate linear regression equation for US GDP growth is
therefore constructed by including a range of common asset price variables, as well as
RSS. The following variables are considered.
• The Michigan Consumer Sentiment Index (MCI)
• Changes in stock prices, measured by the Standard and Poors 500 (DSP)
• The yield on 10 year US government bonds (BOND)
• The yield on 3 month US Treasury bills (TB)
• The TED spread (TED)
• The VIX, the Chicago Board Options Exchange Market Volatility Index
A completely generic multivariate equation including up to 3 lags of each variable
listed above is estimated, in the following form,
DLGDPt =  +
3X
i=1
[iMCIt i + iDSPt i + iBONDt 1 + iTBt i+
iTEDt i + iV IXt i +  iRSSt i + !iDLGDPt i] + t
(5.1)
One by one, the variable with the highest p-value is excluded and the regression
re-estimated until only significant variables remain. If, at any stage in the process,
two different lags of the same variable have equally sized but opposite sign on their
estimated coefficients, the two variables are replaced by their difference and the
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Table 5.3.13: US GDP equation with US RTRS RSS and asset-price variables; 1996Q4 through
2014Q3
Dependent variable:
DLGDPt
RSSt 1  RSSt 2 0.002
(0.001)
RSSt 3 0.002
(0.001)
TEDt 1   TEDt 2  0.010
(0.003)
TEDt 3  0.004
(0.002)
DSPt 2 0.00004
(0.00001)
Constant 0.007
(0.001)
Observations 71
R2 0.395
Adjusted R2 0.348
Residual Std. Error 0.005 (df = 65)
F Statistic 8.475 (df = 5; 65)
Note: p<0.1; p<0.05; p<0.01
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process continued. The result is the generic equation for US GDP growth reported in
Table 5.3.13.
The equation is well-specified as seen from the various test statistics:
Breusch-Godfrey test for serial correlation of order up to 4 (1.358; p-value 0.852),
Breusch-Pagan (8.605; p-value 0.126), Durbin-Watson (1.769; p-value 0.120), RESET
(0.876; p-value 0.421), Kolmogorov-Smirnov test for normality of residuals (0.096;
p-value 0.498).
Does the US RTRS series simply reflect fundamental news? From the analysis of
the principal components of the various emotion lexicons it became apparent that a
large proportion of the most frequent words in the excitement and anxiety lexicons
tend to move similarly and that the principal components themselves likely capture a
common latent emotional variable rather than context specific informational shocks
(as such shocks would likely make the words in a given list have uncorrelated
movements). As a further indication that this is the case, a new time series is created
by counting the frequency of a collection of economic terms that might also be good
predictors of the business cycle. It is shown in other work by the author [115] that the
RSS series Granger-causes this variable representing fundamental economic news, and
not vice versa. It is also shown in the same work that the ‘economic’ index does not
Granger-cause any of the GDP series. Thus, it is highly unlikely that the RSS index
simply reflects fundamental news.
5.4 Discussion
CNT postulates that agents are able to act despite being faced with uncertainty
(regarding the outcome of the given action) by creating narratives that yield
conviction. The relative balance between excitement about gain and anxiety about
loss is therefore believed to be a key determinant for action under uncertainty. The
theory hypothesises that an increase in excitement relative to anxiety for the economy
as a whole, which can be seen as increased economic confidence, translates into more
economic activity in areas faced with high uncertainty. Much economic activity, in
particular investment by firms, is conducted under real uncertainty where no
probability distribution can be derived for the eventual outcome. For example, if a
manufacturing company should invest in new machinery or a company is deciding on
whether or not to hire more staff. By analysing news articles it is possible to
investigate the hypothesis that the aggregate balance between excitement and anxiety
leads measures of economic growth.
The relationship between various RSS measures derived from different databases
and more traditional indicators of sentiment, the Michigan Consumer Sentiment index
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(MCI) and the VIX, is explored. The analysis shows that the US RTRS series and the
BROKER series both clearly Granger-cause the MCI. Furthermore, the RSS series
extracted from market comments written at the Bank of England weakly
Granger-causes the VIX.
Tests are then carried out to determine whether or not the RSS series can be used
to forecast GDP growth, as hypothesised by CNT. The hypothesis is explored using
Granger-causality tests and multivariable regression. It is found that the index
constructed can be used in formal forecasting equations of US GDP growth, even after
controlling for other common forward-looking asset-price variables. Potential issues
regarding endogeneity, i.e., that fundamental information about the economy might
be what is actually measured by RSS as supposed to confidence, are explored by
comparing the RSS index with an index constructed using economic terms. It is found
that the RSS index leads this ‘fundamental’ index. The results greatly support a
central concept of CNT, that a key variable effecting the degree of investment activity
among firms is the degree of conviction (or confidence) among economic actors.
The next chapter presents a couple of case studies that illustrate the concepts of
phantastic objects, groupfeel and divided states on the level of individual narratives, in
contrast with the macro analysis conducted in this chapter.
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6
Experiment 2: A Micro Measure of Relative
Sentiment
This chapter deals with three important aspects of CNT that can come to characterise
some narratives.1 In Chapter 2.1 the concepts of phantastic objects, divided states and
groupfeel were discussed. The first two of these concepts refer to particular narratives
that come to deviate substantially from reality due to an excess of relative excitement
and/or a lack of relative anxiety. The objects of such narratives are referred to as
phantastic objects and the state of mind in which reality is not adequately
represented, such that positive and negative aspects are not properly balanced, is
referred to as a divided state. Such narratives could be thought of as ‘toxic’ narratives,
in the sense that decisions based on them will likely have negative outcomes and
negative effects on the individual’s mental and physical well-being, and in the sense
that they tend to spread socially due to groupthink, groupfeel and social conventions.
This chapter presents case studies of narratives that are expected, ex post, to have
some of these characteristics. The aim is to find out if the RSS methodology can be
applied to recognise them. This is a necessary first step to be able to apply the
methodology in future research to attempt to detect such toxic narratives ex ante.
First, an analysis of Reuters News archive focusing on narratives about Fannie Mae
1The material in this section is published in [114]. I would like to acknowledge the contributions of
Professor David Tuckett and Dr Rob Smith in designing the experiment.
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is presented, representing the narrative of new housing finance that played a
significant role in the 2008 financial crisis. The second case study concerns narratives
about two business ideas at Enron Corporation the years around the time of the
company’s bankruptcy, presented via an analysis of a subset of their email database.
The case study on Fannie Mae shows very clearly how the market entered into a
divided state by becoming substantially less anxious about stories involving Fannie
Mae even though available facts, in the form of declining housing prices, should have
made investors more anxious. The Enron database makes it possible to divide the
network of Enron staff, by who where sending emails to whom, into different social
groups and show how for these two particular narratives one of the most important
social groups had a significantly different emotional pattern from the rest of the
network. The stark difference between social groups clearly showed the outcome of
groupthink and groupfeel behaviour. It is shown that patterns consistent with
phantastic object narratives can be detected and tracked as they develop and spread
through networks to lead to a disconnect between narrative and underlying reality.
6.1 Phantastic Object 1: Fannie Mae
Fannie Mae is the oldest US entity offering large-scale, more or less
government-backed, housing finance. It created mortgage-backed securities to become
one of the largest mortgage financiers selling the securities to major banks in the years
leading up to 2007. Its loans were not the typical subprime loans securitised by the
large issuers and it did not touch some of the inferior credit claims sold by others [98].
Founded by the government, Fannie Mae was later privatised and has been a
publicly-traded company since 1968, albeit that its exact relation to government was a
matter for conjecture. When credit markets froze in mid-2007 Fannie Mae had
difficulties and eventually collapsed into bankruptcy and was taken over by the
Federal Government in the late summer of 2008. As a very large issuer of housing
finance, it would be expected (on the grounds of ‘rational expectations’) that stories
about Fannie Mae in the period before and after the financial crisis contain such
excitement or doubt about what was happening in the securitised mortgage market or
the housing market as real events would stimulate.
6.1.1 Hypothesis
Given the significant role of new housing finance leading up to the financial crisis of
2008, and how it lured the market into believing in a new growth and financial
regime, CNT would expect stories about Fannie Mae, an entity deeply involved in this
business, to exhibit a diminishing amount of anxiety relative to excitement leading up
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to the crisis and that this trend would go on for much longer than what could be
accounted for by ‘rational expectations’. The hypothesis is that given available
information about the state of the housing market, relative sentiment about Fannie
Mae would show diminishing anxiety beyond a point that can be considered ‘rational’,
but one that supports decision-making as postulated by CNT.
6.1.2 Methodology
The analytical framework developed for the RSS methodology will be used and
focused on particular narratives. Simple pattern matching is relied on to filter the full
English Reuters archive for those articles that mention Fannie Mae.
The filtering methodology of Definition 1 and 2 will again be applied. The pattern
used is ‘Fannie\s+Mae’, which matches the word pair with any number of white
spaces, or new-line characters, in-between. Furthermore, the word search proximity is
defined to be the same sentence containing the pattern. In other words, the method
only counts excitement and anxiety words within the same sentence (excluding any
sentence found to be longer than 500 characters, which would indicate that the text
would either not have been split properly or that the sentence might not only refer to
Fannie Mae) as the pattern. In this case, the word frequency difference is scaled by
the total number of sentences that matches the pattern.2
This will result in a relative sentiment shift series focused on Fannie Mae. This RSS
series can be compared to an index reflecting the state of the actual US housing
market, the Case-Shiller house price index. Through this comparison, a significant
positive trend in RSS surrounding Fannie Mae over the relevant period leading up to
the crisis is found, and that this trend continued substantially beyond the point when
housing prices started to fall. Thus showing that the emotion within the narrative
about Fannie Mae did not ‘rationally’ reflect this change in fundamental information
about the housing market, indicating a clear divided state.
The significance of a trend in RSS is measured using a bootstrap procedure. To
determine whether a sentiment trend is significant (relative to what could be observed
in a random sample of articles) samples without replacement are drawn from a
comparative universe of articles. An empirical distribution of the statistic of interest
can easily be generated from these samples.
Formally, by applying Definitions 1 and 2, an empirical distribution of possible
values given a number of Monte Carlo iterations  is defined as follows.
Definition 3. Empirical distribution
2This study was performed and published in Social Networks [114] prior to the work analysing the
effects of different scaling strategies more formally on US Reuters articles.
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Fix a number of Monte Carlo iterations . Let T represent the entire collection of
texts. Let C1; : : : ; Cn and C 01; : : : ; C 0m be some database fields. Let f(t) be a function
on collections of texts, t  T [C1; : : : ; Cn] with domain T given by any conditional set
of texts. Let k 2 N be any integer.
Define an empirical distribution conditioned on f; C1; : : : ; Cn; C 01; : : : ; C 0m and k up
to approximation level  by the set
MC(f; T [C1; : : : ; Cn]; k; )
= ff(sample(k; T [C1; : : : ; Cn]))
j sample is repeatedly applied  timesg
(6.1)
where MC(f; T; k; ) will be used as the notation for performing  Monte Carlo
iterations using function f applied to the random sample of k items from set T , and
sample(k, T) is a function which randomly samples k items from set T .
The definition is straight forwardly extended to functions with more arguments.
With this empirical distribution one can apply significance testing.
Definition 4. Monte Carlo based significance testing
With notation as above, let P be the probability that a randomly chosen collection of
k texts from T would generate a number as extreme as f(X) for particular collection
of texts X under the function f . Let MC(f; T; k; ) be a Monte Carlo generated
empirical distribution for a given approximation level  2 N. Thus, P may be
approximated by
P =
q + 1
 + 1
;
where q is the number of random samples getting a test statistic at least as extreme as
f(X).
The approximation level  determines the degree of accuracy of the empirical
distribution. The only way to avoid any approximation is to generate all possible
values of the measure. This number depends on the sample size k, the size of the
entire collection under consideration T , and whether or not f is an injective function.
Without this knowledge about f it would be necessary to apply f on
 jT j
k

= jT j!
(jT j k)!k!
subsets of T to get an exact distribution. As done in Chapter 4 when estimating the
p-values of principal component contributions, a biased p-value is used rather than the
unbiased q

since random samples of the full sample distribution are considered.
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6.1.3 Results
Figure 6.1.1 displays the RSS series of Fannie Mae (as well as the corresponding
anxiety and excitement series) smoothed with exponential smoothing parameter set at
0.1. In other words, the smoothed value assigned to period t, yt, is the weighted sum
of the previous smoothed value yt 1 and the raw value assigned to period t, xt, with
weights 0.9 and 0.1 respectively.
Figure 6.1.2 shows z-scores of RSS in sentences that mentions Fannie Mae, the
share price of Fannie Mae and the Case-Shiller 10 city seasonally adjusted house price
index. The visual trends are clear:
1. For two years from early 2005 until mid-2007, stories about Fannie Mae were
markedly different. The balance of excitement and anxiety within them shifted
as they became increasingly free of anxiety words, relative to excitement words.
A trend in relative sentiment of this kind was unusual and clearly indicates that
a potential divided state had developed as hypothesised.
2. At the beginning of the 4th quarter in 2008, precisely as the financial crisis
broke, there is a massive reversal and a catastrophic increase in anxiety and fall
in the share price of Fannie Mae as well as a collapse in the housing price index.
The relative sentiment shift is that predicted for the collapse of a divided state.
3. Over the period early 2005 until mid-2007 Fannie Mae’s share price rose. In
general the share price and relative sentiment index seem well correlated over
this period. Investor decisions about the price of Fannie Mae in this key period,
therefore, seem to have been determined by sentiment.
4. When the relative sentiment index is plotted against the Case-Shiller index of
housing prices, something particularly interesting is observed. Whereas there is
usually a positive correlation between the house price index and relative
sentiment in the stories about Fannie Mae and Fannie Mae’s share price, during
the vital period 2005-2007 this correlation appears to have become negative. The
explanation is that for about 14 months prior to the outbreak of the financial
crisis, when house prices levelled off or fell (with what on logical grounds would
be serious implications for Fannie Mae and mortgage finance), relative sentiment
continued to become more excited, actually showing a continuing trend of
decreasing anxiety. In other words, it is appears to be sentiment, rather than
the relevant facts about house prices, which has captured investment opinion.
These visual trends are now confirmed statistically.
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Figure 6.1.1: Fannie Mae RSS, Excitement and Anxiety series
Figure 6.1.2: Fannie Mae RSS, Case-Shiller 10-City seasonally adjusted house price
index and Fannie Mae share price
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First, a test is performed of the statistical significance of the increase in relative
sentiment for Fannie Mae (relative to other stories) in the period leading up to the
crisis. It is hypothesised by CNT that relative sentiment about Fannie Mae in the
period leading up to the financial crisis would exhibit diminishing anxiety relative to
excitement. The period from April 2005 to February 2007 (inclusive) is tested, which
is a conservative estimate of the pre-crisis exuberance (the relevant period for testing
the hypothesis stated earlier in the chapter). Note yet again that both the object,
Fannie Mae, and the period for which a divided state was expected to have emerged
were selected with ex-post knowledge of the events. This experiment is performed as
an initial test that the methodology is able to detect the patterns hypothesised by
CNT. A future goal, although highly ambitious, is to apply the methodology to warn
about emerging phantastic objects ex ante.3 To quantify the increase in sentiment,
the difference between the value at the end and the value at the start of the period is
measured (recall that the series is smoothed which makes this statistic account for the
values in-between the periods as well). A bootstrap sampling strategy will be carried
out to estimate the significance of the increase. The sample space is set to articles
published in the same period, thus taking into consideration any sentiment bias
present in the given time-period. This is a critical step in order to distinguish between
the target topics and general economic activity occurring simultaneously, which can
be considered relatively exuberant.
To test the hypothesis sentences are randomly sampled from two sub-collections of
all Reuters news articles. One collection contains all sentences from articles published
in the relevant period and one collection contains all sentences from articles published
in the relevant period that match the pattern for Fannie Mae. The same analysis as
performed on the relevant Fannie Mae texts is performed on the random samples,
thus generating two empirical distributions of the relevant statistic (a change in
sentiment over the given period). Note that whatever collection is chosen as the
sample space, it will inevitably condition the resulting distribution. However, by
considering several collections one can be more confident about whether or not the
result is found to be significant. It is important to sample the same number of texts
(i.e., sentences) as those used in the target analysis to avoid any sample-size bias.
To test for significance of the relative sentiment increase define the function f in
Definitions 3 and 4 to take several arguments, one for each data point in the relative
sentiment series leading up to the end period. The function computes the relative
sentiment of each argument and constructs a moving average time-series before
3It is interesting to note that relative sentiment and share price appeared to have become more
correlated during this pre-crisis period (from about mid-2005) than before. This behavioural pattern
could potentially be a candidate for a financial ‘bubble’ indicator to be explored in future research, as
suggested by an anonymous reviewer.
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computing the increase between the start and end of the considered period. With this
definition, a random relative sentiment series is constructed in exactly the same way
as the Fannie Mae series.
Figure 6.1.3 depicts the results of the two generated distributions, based on 10000
samples from each of the two different collections of texts. One in which all sentences
within all English articles published in the same period as the target period are
considered (on the right) and one in which only the sentences within the articles
containing the Fannie Mae sentences are considered. Note that whatever distribution
is considered the same conclusion is arrived at, namely that the shift in Fannie Mae
relative sentiment for the target period was highly significant. Note also that the
distribution constructed from the Fannie Mae articles is biased in the direction of the
Fannie Mae relative sentiment shift, most likely due to contextual biases such as the
fact that the distribution will be biased towards finance-related articles and articles
published on exactly the same dates. However, since the Fannie Mae sentiment shift
gets a value of 0.039, which is greater than any sample statistic, it is highly significant
despite these biases. The p-value in each case, as given by Definition 4 is 1e  05.
It was hypothesised above that narratives about phantastic objects should
increasingly exhibit a gradual elimination of doubt and then, eventually, a massive
reintroduction of doubt. First an excited phantastic object narrative is created and
propagates and then it collapses. The statistically significant shift in relative
sentiment surrounding Fannie Mae suggests that it did become a phantastic object in
that way and eventually suffer that fate. Further statistical tests are now used to
establish what is suggested by visual inspection of Figure 6.1.2, namely that relative
sentiment around the phantastic object (Fannie Mae) went through a period of
disconnection with an indicator of ‘reality’ (the Case-Shiller index viewed as the
relevant fundamental data) and so exhibited a divided state. This is done using the
sample Pearson correlation coefficient.
Figure 6.1.4 shows rolling correlations between the Fannie Mae relative sentiment
and the Case-Shiller index with a window size corresponding to 12 periods, i.e., one
year. In other words, each bar on the graph represents the sample Pearson r obtained
when computed on the indicated 12 months. A critical observation must be made
before computing the correlations: as is reflected by the publication date of the index
in Figure 6.1.2, the house price index is reported with a 2-month lag, which means
that any possible correlation with the relative sentiment would occur with the same
lag (since the release date is when news sources can first react to the reported figures).
Therefore, when computing the correlations, the Case-Schiller index has been shifted
forward in time by 2 months (just as was done when plotting Figure 6.1.2).
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Figure 6.1.3: Box plots of sentiment shift distributions consistent with Fannie Mae
RSS; sample space given by Fannie Mae articles vs. all articles
Figure 6.1.4: Correlations between Fannie Mae RSS and Case-Shiller house price index
with a 12-month rolling window
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The graph portrays periods of those qualitatively significant evaluations of the
correlation (red and green), as well as its overall progression through time. The graph
clearly shows that relative sentiment was from early 2005 correlated with the house
price index, only to become negatively correlated during the critical period (when,
apparently, fundamental data were ignored by investors) and finally becoming
correlated once again, post crisis. The graph indicates how relative sentiment became
disconnected - and, in fact, illogically connected - to fundamentals during the critical
period). This is indicative that there was a divided state associated with thinking and
writing about Fannie Mae. Fannie Mae likely became a phantastic object
apprehended through a divided state during this time period.
This supports the hypothesis that the story surrounding Fannie Mae became a
phantastic object experienced in a divided state and that the RSS methodology
focused on articles about Fannie Mae can be used to measure the characteristics of
such an object.
6.2 Phantastic Object 2: Enron
The analysis of news articles related to Fannie Mae made it possible to detect and
characterise the relative sentiment patterns leading up to the critical period as well as
how those patterns played out afterwards. However, it was not possible to detect
potential differences in the propagation of narratives and shifts spreading across
different social networks. Although the Enron database is not historically complete in
the same sense as the news archive, it might be possible to use the relative sentiment
shift methodology and the email database to explore something not possible in the
Reuters data on Fannie Mae - namely the way conviction narratives percolate through
networks in an organisation.
To date, the majority of research conducted on this dataset has been in natural
language processing, in which the data have been used to train email classifiers that
attempt to label emails by some of their attributes (e.g., the email folder, sender or
recipient) or by the email content [56], [57]. A further study, linked various network
properties of the associated graph with the available historical accounts [32]. The
study presented here is distinctly different and can also be found in [114].
The Enron Corporation had a dramatic history [51], [71]. One of its most
important business projects was the plan to move from energy wholesale into the
energy retail business selling directly to consumers rather than to the regulated utility
companies. Had it been allowed Enron claimed it could provide consumers with lower
prices and itself make very high profits, by removing the middleman. The plan, which
was particularly aimed at the California Energy market, depended on successfully
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lobbying for regulatory change for which, in 1999 alone, Enron’s government affairs
budget exceeded $37 million [71]. Anticipating success, Enron created long-term
contracts with consumers and participated in pilot programs with some US states. By
the end of 1999, Enron had ‘sold’ long-term energy contracts to an estimated ‘value’,
(according to Enron) of $8.5 billion [71]. It seems Enron did not anticipate successful
counter-lobbying from the utility companies it planned to bypass and had not paid
much attention to how its contracts and payments would eventually pay off. The idea
was to get “big” customers like IBM and Chase Manhattan Bank. All this (and the
eventual collapse) suggested that a narrative had been developed around the benefits
to Enron of deregulation of the California retail energy market so that it might have
been a phantastic object narrative developed and sustained by a divided state.
A second important and apparently very similar Enron project was chosen to test
whether the same patterns would be found as with the energy topic. The project
concerned Enron’s ambition to enter into the broadband delivery business, a business
in which Enron had no previous experience. Jeff Skilling has been recorded as saying,
“I’ve always believed there’s no such thing as a free lunch, but this looks
like a free lunch. I’ve never seen economics like these numbers.”
[71] - a statement reminiscent of many made in the dot-com boom which can be
considered an exemplar of thinking in a divided state in which beliefs about reality
are over-ridden and contradicted by excitement about a phantastic object narrative
[113]. Emails mentioning California Energy and Broadband, therefore, will be
examined to test for the characteristic patterns of excitement and doubt.
6.2.1 Hypothesis
From conviction narrative theory it would be expected that both these topics (‘retail
energy’, in particular the California energy market, and ‘broadband’, henceforth
referred to as ‘California’ and ‘Broadband’ respectively) would show the
characteristics of a phantastic object; divided state and groupfeel. It is conjectured
that the sentiment surrounding discussions of the above topics should exhibit
significant shifts, in at least some of the important parts of the social network implicit
in the emails.
It is hypothesised that some of the key social groups at Enron exhibited a
significant shift in sentiment, specifically focused on these phantastic objects, at the
height of Enron’s misconduct surrounding them.
As with the case study about Fannie Mae in Reuters News, this examination is
entirely retrospective in the sense that most information about the history and the
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narratives selected for study was available when the topics were selected. However,
both studies are important steps towards being able to capture phantastic object
narratives as they develop without knowledge of the underlying entities involved.
Chapter 7 will explore one methodology that could be used to eventually achieve this.
6.2.2 Methodology
The above hypothesis is tested similarly to how the significance of the trend in the
relative sentiment series of Fannie Mae was tested. Given a number of interest (i.e., a
particular value for a particular social group during a particular time-period) test if it
is a significant value for that period, given the number of emails, and the measure
that generated it. An empirical distribution of the potential values will be generated
via random sampling (Definition 3) and used to test the hypothesis (Definition 4).
The steps of the analysis may be summarised as follows:
1. Construct a graph with senders as vertices and emails as edges. Use the entire
email database to construct this graph.
2. Cluster the network into groups using this graph.
3. Filter all emails, sent by these groups, on the candidate phantastic object(s).
4. Apply the RSS methodology on the selected emails, making sure to scale by the
total relative sentiment of the data.4
5. Finally, test for significance of the results by applying Definitions 3 and 4.
The deterministic graph-clustering algorithm by Newman [76] is applied on the
constructed email network in order to extract social groups based on a ‘larger than
expected’ (as measured by a power law model estimation of the graph)
intra-connectivity. There are several reasons for using this particular graph algorithm;
its determinism (for replicability), its reported accuracy despite the efficiency of the
approximation [76] and the many available programming implementations [3]. The
details of the algorithm can be found in Chapter 2 and of course also in the original
paper by Newman [76].
4This procedure differs somewhat from the generic equation 4.1 and from the approach taken in
the previous section. The reason for this is to better distinguish the relative sentiment of the target
topics from the normal emotional tone of the email database. This was easy to do with Fannie Mae
because the regular structure of a news article made it possible to split it into sentences and focus only
on those that matched the pattern, whereas email data often lack the usual grammatical structure of
written texts.
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The regular expression patterns employed here to filter for the candidate phantastic
objects are created from two sets of keywords, relevant to the two business strategies,
each set combined into one pattern by the use of logical disjunction (‘or’ operators).
• In the case of California Energy the keywords used were: ‘california’, ‘retail’,
‘regulator’, ‘regulators’, ‘regulatory’, ‘regulation’, ‘deregulation’, ‘deregulate’,
‘deregulates’, ‘deregulated’, ‘regulated’, ‘regulate’, ‘regulates’ and ‘caiso’. The
only word in this list in need of clarification is ‘caiso’. This word is a frequently
used abbreviation of California Independent System Operator (ISO) - an
independent, non-profit organization that oversees the operations of the
California power system.
• In the case of the Broadband business strategy, the keywords used were:
‘broadband’, ‘firstpoint’, ‘bandwidth’, ‘communications’, ‘hirko’, ‘rice’, ‘network’
and ‘optics’. In this list there are three words in need of clarification, ‘firstpoint’
refers to FirstPoint Communications - a startup inside Portland General
acquired by Enron to become Enron Broadband. ‘hirko’ and ‘rice’ refer to the
co-CEOs of Enron Broadband - Joe Hirko and Kenneth Rice.
The relative sentiment of the target topics normalised by the total relative
sentiment is formally given by,
Exc(X)
Exc(T [P ])
  Anx(X)
Anx(T [P ])
(6.2)
where T is the total collection of emails and P is a given time period.
6.2.3 Results
Firstly, the relative sentiment series (normalised by the total relative sentiment as
given by equation 6.2) of all emails that match the two topics, ‘California’ and
‘Broadband’, are computed and plotted with exponential smoothing parameter 0.2 in
Figures 6.2.1 and 6.2.2 respectively. For both topics an increase in anxiety relative to
that found within all emails can be seen.
Secondly, cluster the full network of emails using the clustering algorithm of
Newman [76] as implemented in the IGraph library [3]. The algorithm is forced to
stop after it found a maximum of 10 social groups to avoid segregating the data too
much. These automatically discovered clusters aligned well with natural groups of
high-profile individuals (from the known Enron history), which can be seen in Table
6.2.1.
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Figure 6.2.1: Enron California RSS, Excitement and Anxiety series
Figure 6.2.2: Enron Broadband RSS, Excitement and Anxiety series
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Table 6.2.1: Enron clusters of all 75 558 employees present in the email database
Label Size Key Enron staff
0 44130 Rick Causey
1 22195 John Arnold, Rick Buy, Margaret Ceconi, Jim Derrick,
Sherron Watkins, Anne Yaeger
2 1402 David Cox
3 1428 Andrew Fastow, Rebecca Mark, Ray Bowen, Rebecca Carter,
Wanda Curry, Greg Whalley, Tom White
4 3432 Jeff Skilling, Cliff Baxter
5 1786 Tim Belden, Dave Delainey
6 233 N/A
7 84 N/A
8 755 Ken Lay
9 113 N/A
Note here that even though the clustering algorithm used is entirely dependent on
the network structure alone, some similarity can still be found between how the key
individuals have been grouped and the underlying Enron story. Focusing on cluster 4,
it is known that Skilling’s perhaps closest co-worker actually was Baxter, and hence it
is perhaps not surprising that these important operational policy innovators are
grouped together by the algorithm. Within cluster 3 can be found Chief Financial
Officer Andrew Fastow, Enron finance executive and briefly treasurer Ray Bowen and
accountant Wanda Curry, among others. For the rest of the study clusters 6, 7 and 9
have been excluded due to the sparsity of data for these clusters.
The objective is to quantify the progression of relative sentiment within each of the
7 social groups of interest, to identify any significant differences between them. In this
study the entire available time range has simply been divided into two intuitive halves
representing two distinct periods in the developments of the Enron story to quantify
the progression of relative sentiment within each social group.
• Let P1 be the time-period from January 1, 2000 until January 1, 2001.
– This is considered to be the period leading up to the crisis; a period in
which anxious information is expected to have been subconsciously
rejected.
• Let P2 be the time-period from January 2, 2001 until January 1, 2002.
– This is considered to be the period when the crisis started to unfold. In
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particular, Jeff Skilling took over as CEO on February 12, 2001 and the
Enron stock price started its steep decline.
Having defined the time-periods during which a shift is expected to have taken
place, a sentiment shift function is defined which makes it possible to formally test for
significance of the hypothesis; if a significant shift can be observed in a particular
social group compared to the rest of the network.
Definitions 1 and 2 are refined to specify the collection of emails sent from a
particular social group.
Definition 5. For two clusters, M1 and M2, define the set of inter-cluster emails
from cluster M1 to cluster M2 conditioned on time-period P by
InterCluster[M1;M2; P ] = fe[body]j(e 2 D) ^ (e[sender] 2M1)
^(e[receivers] \M2 6= ;) ^ (e[date] 2 P )g
(6.3)
Notice that InterCluster[M1;M2; P ] 6= InterCluster[M2;M1; P ] by convention and
that not all receivers are required to be in cluster M2. Also note how it is possible to
remove the condition on the time-period P to construct InterCluster[M1;M2] with
obvious meaning. It is also possible to further condition the emails by filtering on
tokens within the email bodies.
With this definition, define the relative sentiment metric to apply to each social
group, M , to quantify its sentiment progression,
fExc(InterCluster[M;ALL; P jTopic])
Exc(T [P ])
  Anx(InterCluster[M;ALL; P jTopic])
Anx(T [P ])
)
jP 2 fP1; P2gg
(6.4)
where T is the entire text collection as in Definition 1,
InterCluster[M;ALL; P jTopic]) implies a further condition on the inter-cluster
emails by considering only those containing at least one token characterising the topic
(Topic = CA, for California or BB, for Broadband). With these definitions in mind it
is possible to attempt to quantify a sentiment shift conditioned on emails going from a
particular cluster and emails regarding the given topics.
Definition 6. Let f(X;Y ) be the following function, which will be called sentiment
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shift function, of collections of texts X  T [P1jTopic] and Y  T [P2jTopic].
f(X;Y ) = j( Exc(X)
Exc(T [P1])
  Anx(X)
Anx(T [P1])
)
 ( Exc(Y )
Exc(T [P2])
  Anx(Y )
Anx(T [P2])
)j
(6.5)
In other words, f(X;Y ) computes the absolute value of scaled sentiment difference
of emails X from period P1 and emails Y from period P2 which are filtered on the
California or Broadband PO words. Where scaled sentiment, of X  T [P1jTopic], is
defined as Exc(X)
Exc(T [P1])
  Anx(X)
Anx(T [P1])
. The score is normalised by the sentiment of all emails
falling within a particular time-period to remove any sentiment bias present in the
database.
The relative sentiment of inter-cluster emails going from each social group to all the
rest in time-periods P1 and P2 is plotted in the left hand side column of Figure 6.2.3.
Note the dramatic difference between cluster 4 and the other clusters. To test for
significance of the relative sentiment shift of cluster 4 relative to the other clusters
apply the sentiment shift function defined in equation 6.5 to random samples of
emails from the collection of all emails that match a particular topic; “California” or
“Broadband”, given the same sample size for X and Y as observed for cluster 4. In
other words, repeatedly sample from T [P1jTopic] and from T [P2jTopic] the same
number of emails about the given topic as sent from cluster 4 in periods P1 and P2 to
generate the distributions for the two target topics.
The two distributions are plotted on the right hand side column of Figure 6.2.3.
Notice that the relative sentiment shift of emails classified as “California” sent from
Skilling’s group, which is assigned a “scaled relative sentiment shift word count
difference” of approximately 2.45 words per email, is a very significant result;
exceeding all sample values. Likewise, the equivalent score assigned to cluster 4 for
the topic of “Broadband” is 4.24 and is also a highly significant value.
Which social group accounted for most of the sentiment shift regarding the two
topics has now been identified. It has also been shown that this social group
experienced a significant shift relative to the other social groups (holding the topics
fixed, i.e. conditioning the sample space on the topics). But how is it possible to tell
that the significance of the shift of cluster 4 is really attached to the two topics, and is
not actually present in all the emails of cluster 4? In other words, what has really
been gained by focusing the study on the “California” and “Broadband” topics in
terms of the difference observed between the clusters?
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Figure 6.2.3: Enron California and Broadband RSS changes within key social groups
This can easily be tested by looking at the sentiment per cluster found in all
non-PO emails; emails which are not classified as either “California” or “Broadband”
emails. If the difference between cluster 4 and the others persists then no significance
has been gained by focusing the analysis on the PO topics. If however the difference
disappears, the significance of the methodology is clear. Figure 6.2.4 shows the
corresponding ‘sentiment by time’ bar chart, displaying the value of the approach by
clearly showing the latter.5
Returning to the sentiment series of the topics across all emails, shown in Figure
6.2.1 and 6.2.2, the significance testing methodology can be applied to conclude that
both topics alone experienced significant shifts in sentiment relative to the baseline of
all emails. Thus there are two levels of significance, one given the topics (“California”
and “Broadband”) relative to all emails and one given the social group of Jeff Skilling
relative to the other social groups but conditioned on the topics.
Therefore, clustering the network into social groups made it possible to achieve two
things. First of all, it gave a finer level of granularity in which to look for significant
shifts in sentiment. Secondly, and most importantly, it made it possible to conclude
that most likely there was a difference in emotional states between one group and the
rest. Since it is reasonable to expect that all groups had the same information about
the “real” state of real markets and overall politics external to Enron, this shift in
5Please note the much smaller scale of Figure 6.2.4 when compared to Figure 6.2.3.
137
Figure 6.2.4: Enron RSS changes in all emails within key social groups
sentiment is strongly indicative of a divided state. The tie of this significance to
(retrospectively) known objects that turned out to be phantastic, lends credence to
the main hypothesis: that technical means can be used to operationalise elements of
the underlying psychological and sociological theory of conviction narratives.
6.3 Discussion
This chapter has focused on particular narratives of interest, which as indicated by the
title of the chapter are referred to as a ‘micro’ level narrative analysis (to distinguish
it from the aggregate ‘macro’ narrative analysis of the previous chapter). These
narratives, the narrative involving Fannie Mae as represented in Reuters news and the
two business narratives of Enron as represented in their internal email archive, were
chosen retrospectively because they were assumed to show certain characteristics of
phantastic object narratives. In particular, it was hypothesised that all narratives
would show a diminishing amount of anxiety relative to excitement over a period in
which a divided state would have developed. In the case of Fannie Mae, it was possible
to show such a significant decline in relative anxiety, by applying a Monte Carlo based
approach, over a period in which fundamental information about the ‘true’ state of
the world failed to catch investor attention. This pattern typifies a divided state.
Similar emotional trajectories could be observed for the two Enron narratives, retail
energy and broadband. However, in this case the database analysed did not go far
back enough to detect a significant decline in anxiety leading up to the tipping point.
Neither is there a simple proxy for the real state of the world that clearly contradicted
the internal conviction within Enron - except in the form of ex post knowledge of how
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both projects eventually turned out to lack any real substance. Nonetheless, what was
available through the Enron study, that was not available for the Fannie Mae study,
was information about social influence. Using the inherent social network
characteristics of the Enron email database, and a methodology for significance
testing of sentiment analysis metrics, it was shown how the social group of Jeff
Skilling experienced a significant shift in sentiment towards “anxiety” taking place at
the time of the height of Enron’s stock price, which can also be considered the time
when Enron’s bad practices were just about to be unravelled. This shift appears to
have been unique to this social group and is consistent across the two phantastic
object candidates studied; the “California” narrative and the “Broadband” narrative.
The fact that the sentiment shift was dependent on the topic (since the sample space
was conditioned on relevant emails only, and the sentiment metric was scaled by the
sentiment present in the entire data collection) and comparative to other individuals
suggests that a divided state about the noted phantastic objects was present in this
social group. Furthermore, the consistency across the two phantastic object
candidates further strengthens the conclusion that such a divided state was present.
Both case studies support the main ideas of conviction narrative theory and the
insights derived could potentially be used to detect such narratives ex ante.
In the following chapter, outlining the third and final experiment of the thesis, a
methodology will be developed that connects the two different views on relative
sentiment shifts - the macro and micro view - and also sheds some light on how one
might go about detecting phantastic object narratives ex ante.
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7
Experiment 3: Understanding the Macro
from the Micro
This chapter will attempt to relate RSS of particular narratives (the micro view) to
the aggregate RSS measure as applied to a collection of narratives (the macro view).
The aim, as previously stated, is twofold. First, to better understand, from a
qualitative point of view, what happens when the macro RSS series exhibits large
shifts. Secondly, to relate the degree of narrative homogeneity, or the formation of a
dominant narrative, to the issue of financial stability. It is shown that macro shifts in
confidence can typically be linked to a smaller than average number of ‘dominant’
narratives (i.e., as RSS shifts on a macro scale there is often a dominant story).
Various potential measures of narrative homogeneity are further shown to lead
measures of financial stability such as the VIX and the S&P500 equity index. The
potential risks associated with groupfeel type behaviour have been illustrated by other
studies, e.g., when assessing the sentiment of a new vaccine, using Twitter data, it was
shown that most communities are dominated by positive or negative sentiment and
that this may increase the risk of disease outbreaks [92].
The methodology developed to test these hypotheses can potentially be further
developed to detect narratives, or aspects thereof, showing some of the patterns
studied in the second experiment, thus be used to detect potential buildup of
‘cognitive’ risk.
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The chapter starts by stating the hypothesis and then moves on to explain the
methodology used to test it before the results are presented followed by a conclusion.
7.1 Hypothesis
The first hypothesis is that macro relative sentiment shifts arise exactly when a
narrative focus has emerged, emotional homogenisation would therefore be present at
this time and the emotions of the group organised around the narrative focus. This
may be expressed more technically, and simplified by focusing the hypothesis only on
key entities within the narratives, as follows. The degree of cluster formation in a
relatedness network of key entities within the narratives correlates with shifts in
relative sentiment (regardless of the direction of that shift, towards excitement or
towards anxiety). In other words, as shifts in the macro relative sentiment series take
place there is a tendency for a large proportion of narratives to have become
interconnected. As shifts in the US RTRS RSS series tend to be driven by (more or
less) anxiety, the exact relationship between the degree of narrative homogenisation
and the US RTRS RSS series is hypothesised to be negative, i.e., a negative
correlation between the two variables.
The second hypothesis relates to the issue of financial stability. Given the above
discussion, the narrative homogeneity measure is expected to correlate with, and
might even potentially be used as a forward looking measure of, financial instability.
7.2 Methodology
The two hypotheses will be tested by first constructing a dynamic network
representation of the key entities within Reuters news archive, which due to the
nature of news, will be considered to be organisations. The methodology will simply
define two organisations to be related if they are mentioned in the same sentence at
least once during the period of consideration. Therefore, no assumptions are made
regarding the nature of that relationship. Thus, a lot of potentially rich information
will be disregarded. The focus will be on the US Reuters news database for the same
reason as in Chapter 5, that it is likely a more closed economy for which domestic
corporations feature more prominently in the news than international ones, and that
the effects on financial stability can be more clearly identified.
The General Architecture for Text Engineering (GATE) library [1], a mature java
library of text mining tools, is used to extract the entities mentioned within the news
stories. In particular, the standard ANNIE processing pipeline is used to perform
sentence tokenisation, named entity extraction and co-reference resolution to arrive at
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an annotation database of which entities appeared in the text and in what sentence.
Thanks to the co-reference module it is possible to discern when two slightly different
mentions of an organisation within the same document likely refer to the same entity.
However, co-reference resolution only works on the document level, so if an entity is
referred to in different ways in different documents (e.g., different abbreviations etc.)
all the different forms will be present in the final list. For more details about the
specific algorithms used please see Chapter 2.2, Technical Review.1 This process is
performed on all documents in the US Reuters news database.
Once the annotation database has been constructed a dynamic graph
representation of entity sentence co-occurrence is created, and implemented in the
graph database Neo4J [5]. With this graph database it is possible to store graph
metadata, such as the date of a relationship (an edge) between all the entities found
in the Reuters database. This allows for a simple construction of time series of graphs
with varying frequencies from standard database queries.
A lower bound on the number of times an organisation (or more specifically, a
variation on its name) must be mentioned during the course of a single period, to be
added to the list of nodes for that period, is fixed in advance. Such a threshold helps
to reduce noise and creates a more manageable graph size. In this particular example
an arbitrary lower bound of 5 mentions is set. Again, the point of this exercise is not
to optimise on this particular threshold, so this number will remain fixed throughout.
All organisations that are not connected to at least one other organisation (i.e., each
node included must have at least one neighbouring node) are excluded, as they will
make no difference in the final analysis.
A collection of 2 sample months in 2008 (August and September) is considered to
illustrate the procedure. Table 7.2.1 shows a list of all organisations the system is able
to extract and their corresponding frequencies during these two particular periods.
Notice that the system appears to extract sensible organisations.
Notice that Reuters itself is included as one of the organisations extracted. Reuters
started displaying their own name in articles around the end of 1997. Henceforth
Reuters is excluded from the analysis for the simple reason that including it would
likely bias the measures in unintended ways. After all, the objective is to measure
links between organisations represented through narratives, and not links due to
editorial style.
Figure 7.2.1 displays a subset of the network for a single period. The Figure is
1The specific method of named entity extraction used is not the focus of the experiment and as
long as the resulting list of organisations found, and the corresponding network that is derived, appear
sensible the methodology will be considered successful for the purpose of testing the hypotheses.
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Table 7.2.1: The 30 most frequent organisations extracted from US RTRS (frequency in paren-
thesis)
August 2008 September 2008
reuters (1132) reuters (1838)
fannie mae (683) freddie mac (1040)
freddie mac (666) fannie mae (1030)
nasdaq (157) morgan stanley (437)
us federal reserve (94) bank of america (291)
citigroup (84) senate (277)
us agriculture department (76) wachovia (249)
morgan stanley (73) republican (232)
boeing (72) lehman brothers (218)
pentagon (71) congress (208)
lehman brothers (59) treasury (206)
treasury (57) merrill lynch (206)
ba (48) goldman sachs (204)
washington post (45) citigroup (192)
goldman sachs (43) white house (172)
us treasury (42) american international group (167)
white house (41) the fed (149)
general electric (41) us federal reserve (142)
nyse (41) house (138)
merrill lynch (38) nasdaq (135)
bank of america (37) goldman sachs group (108)
sec (37) house of representatives (107)
congress (35) us agriculture department (101)
us treasury department (35) federal reserve (92)
wal-mart stores (34) washington mutual (89)
qualcomm (32) sec (86)
ups (31) us treasury department (82)
new york stock exchange (31) boeing (80)
american international group (30) us house of representatives (73)
usda (29) us treasury (67)
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Figure 7.2.1: Organisation co-occurrence network; September 2008
generated using the Jung graph library available in Java [4].
Several network measures will be applied on each individual period of the dynamic
network, to create different time series representations of the degree of cluster
formation of US organisations. In particular, the graph density, the clustering
coefficients and the relative sizes of graph clusters will be considered (in particular
how these measures vary over time). The graph density measure will tell how
connected the organisational link graph is, by weighting all links equally. The
clustering coefficient measure will tell how strongly the graph clusters into different
groups, by measuring the degree of node transitivity. It is expected that these two
measures are high when there is a shift in macro relative sentiment and during times
of financial instability.
It is also possible to abstract away from the links between nodes and simply cluster
the graph into groups of nodes and measure when a smaller subset of the graph
clusters are relatively much bigger than the rest (i.e., when dominant clusters
emerge). It would be expected that this measure also increases during times of
relative sentiment shifts. All three of these measures could potentially pick up on the
formation and dissipation of a narrative focus on a macro scale.
These measures will be tested for correlation with the macro RSS measure derived
for the US. They will also be compared to variables related to financial stability such
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as the VIX and changes in the S&P500 index.
7.2.1 Alternative Methodologies
Several alternative means to measure narrative homogeneity can be imagined. For
example, semantic models such as Latent Semantic Analysis (LSA) could be used to
get a semantic representation of the articles and relate these representations. A
similar network could be constructed using this technique or they could be used
together with clustering techniques (that automatically derive the number of clusters,
for example X-means [86]) to group them into semantic themes. Methods along these
lines have been developed to assess the emergence of narrative consensus [77].
However, since the purpose here (partially) is to gain more qualitative insights into
what is driving the macro relative sentiment index, output from this type of approach
tends to be slightly harder to interpret than the entity network constructed here.
Another potential branch of useful models are to be found in the family of topic
models, such as Latent Dirichlet Allocation (LDA). These type of models are
becoming increasingly popular in the social sciences and particularly in the field of
economics. For example LDA has been used to quantify discussions by different
members of the Federal Open Market Committee [48] to assess different theories of
deliberation during committee meetings. Other research areas have also seen useful
applications of topic models, e.g., LDA has been used to aid in the understanding of
large collections of computer source code [69] and for semantic annotation of satellite
images [62] to name a few. Topics derived via applications of LDA models tend to be
easier to interpret than what is possible to derive from semantic models. There are
methods to infer the number of topics to model. However, it can be argued that this
approach is slightly convoluted for the purpose of testing the above hypothesis and
that the entity network approach is far more parsimonious.
Furthermore, both these alternative methodologies require substantially more
computing time and despite currently being very popular they will not be considered
further here.
7.3 Results
7.3.1 Measures of Dominant Narrative Formation (DNF)
To test the two hypotheses, several measures referred to as dominant narrative
formation (or DNF for short) will be defined.
Graph density A ratio of the number of edges to the number of vertices. Higher
graph density would imply that organisations tend to co-occur more often. This
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measure does not take into account the structure of the edges, in other words
how they are connected. After having constructed the graphs for each period,
this measure has no further parameters. This will be referred to as Density
Clustering coefficient A measure of edge transitivity, i.e., of the probability that
two vertices are connected given that they are both connected to some third
vertex. This measure does take into account the structure of the edges. A high
clustering coefficient would imply that clusters are more likely to form and that
the number of edges needed to traverse from one vertex to another is small.
After having constructed the graphs for each period, this measure has no further
parameters. This will be referred to as Cl. Coeff.
Entropy of graph cluster membership distribution A measure of the degree of
predictability of cluster membership. A lower entropy would imply that there
are more dominant vertex clusters (given a vertex it is easier to predict which
cluster it belongs to). This measure is perhaps most similar in nature to a
measure of ‘narrative dominance’. To construct this measure two parameters
need to be set. Girvan and Newman’s Edge-Betweenness algorithm described in
[43], as implemented in JUNG, will be used to cluster the graph. The algorithm
has been used extensively and can be considered useful and robust, for example
to investigate biological function in protein interaction networks [35]. The first
parameter determines the number of edges to remove from the full graph of each
period, K. Since each graph has a different total number of edges, this
parameter is defined as a proportion of the total number of edges. The
parameter is set to half the total number of edges, K = 1
2
 jEj. The second
parameter determines the number of resulting clusters to consider for the
entropy measure. After running the clustering algorithm it is found that each
period contains a large number of very small clusters (of pairs or even single
vertices). Therefore only the N largest clusters in each period are considered.
This parameter is set to 10, N = 10. Both parameters will remain fixed during
the course of the analysis.2 This will be referred to as Cl. Entropy
Figure 7.3.1 shows the total number of vertices and edges found in each month over
the full period, normalised by the total number of words in the given period (in other
words, in the same way the emotion word frequencies to derive the US RTRS index
were normalised). Both the raw series (i.e., without normalisation by total word
count) correlate with the total number of articles (vertex frequencies by 0.45 and edge
2The actual values are likely to be unimportant for the purpose of comparing the change in the
measure overtime with RSS and other variables.
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Figure 7.3.1: Scaled (by number of words) number of vertices and edges in dynamic US graph;
January 1996 through June 2014
frequencies by 0.28, and the first order differences by 0.72 and 0.74 respectively). In
other words, the ‘density’ of entities mentioned (proportion of mentions relative to all
words) in the news as opposed to the raw number is the interesting variable.
For both series, there appear to be an increasing trend. The proportion of different
organisations mentioned tends to increase and the proportion of connections between
them also tends to increase. Recall that all organisation names not mentioned at least
5 times in a given month are excluded and only nodes with at least one neighbour are
included. Neither series appear to show any particularly interesting patterns, they are
both relatively ‘flat’ around the period of the financial crisis. The variability of the
normalised frequency of edges is slightly higher than the variability of the normalised
number of vertices (the coefficient of variation of the former is 0.156 and of the latter
is 0.124). This is in line with expectations, as the number of unique organisations is
likely to vary less than the number of links between them.
Figure 7.3.2 shows the three time series created as above, with a monthly frequency,
over the full period. In this case, neither of the three series are normalised by the
total size of the text in each period. This is because, in each case, the correlations
between the first order differences of the normalised series and the total number of
words are much greater than the correlations when using the raw series.3 In other
3The correlation between the first differences of normalised vs. raw density and number of words
is -0.66 and -0.30 respectively. The correlation between the first differences of normalised vs. raw
clustering coefficient and number of words is -0.53 and -0.05 respectively. The correlation between the
first differences of normalised vs. raw entropy and number of words is -0.87 and -0.18 respectively.
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Figure 7.3.2: Dominant narrative formation measures of US graph; January 1996 through June
2014
words, normalising the variables would introduce an undesirable dependency on the
size of the text.
To check how all series relate to one another simple pairwise correlation tests are
performed and the correlations are reported in Table 7.3.1.
Table 7.3.1: Correlations between DNF measures (p-value in parenthesis)
Edge Freq. Density Cl. Coeff. Cl. Entropy
Vertex Freq. 0.81
(2e-16***)
0.27
(5e-05***)
-0.02
(0.75)
-0.04
(0.60)
Edge Freq. 1 0.29
(1e-05***)
0.16
(0.02**)
-0.33
(4e-07***)
Density 1 0.70
(2e-16***)
-0.49
(7e-15***)
Cl. Coeff. 1 -0.69
(2e-16***)
Note: p<0.1; p<0.05; p<0.01
Correlations between first order differences of all variables are presented in Table
7.3.2.
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Table 7.3.2: Correlations between first order differences of DNF measures (p-value in parenthe-
sis)
Edge Freq. Density Cl. Coeff. Cl. Entropy
Vertex Freq. 0.60
(2e-16***)
-0.41
(2e-10***)
-0.24
(0.0003***)
0.30
(7e-06***)
Edge Freq. 1 0.001
(0.99)
0.03
(0.63)
-0.06
(0.34)
Density 1 0.41
(2e-10***)
-0.32
(2e-6***)
Cl. Coeff. 1 -0.49
(1e-14***)
Note: p<0.1; p<0.05; p<0.01
Unsurprisingly, the vertex frequency and edge frequency measures are highly
correlated. As the number of organisations that are mentioned relative to the size of
the text increases, so does the tendency for them to be mentioned in the same
sentence, in other words to be related. It can be noted that, on average, for each
vertex there appears to be 2 edges. Indeed, a Kolmogorov-Smirnov test of
distributional equality of the first order differences of the normalised number of edges
and the normalised number of vertices multiplied by a factor of 2 cannot be rejected
(p-value given by 0.90). Although the level of vertex frequency is somewhat positively
correlated with density, the first order differences are negatively correlated. Since
both the vertex frequency and the edge frequency appear to be trending, Pearson
correlation is not well-defined (since the variances of the variables are not necessarily
finite), so the correlations between the non-differenced series should probably be
disregarded in this case (this does not appear to be much of a problem for the three
DNF variables where the act of differencing does not change the sign of the correlation
coefficients), or at least treated with care. Recalling the formula for graph density,
2jEj
jV j(jV j   1) ;
where jEj is the (unnormalised) number of edges and jV j is the (unnormalised)
number of vertices, negative correlations between the unnormalised difference series
make sense.4 As the number of vertices increase, the graph density should tend to
4In fact, the correlation between the first order differences of the raw vertex counts and density is
-0.64 and the correlation between the first order differences of the raw edge counts and density is -0.24.
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decrease since the denominator is quadratic whereas the nominator is only linear and
the number of edges is similar in distribution to the number of vertices (scaled by a
linear factor of 2, this is true also for the unnormalised series). In other words, if jEj
is replaced by 2jV j, the density function simplifies to 4jV jjV j(jV j 1) which is a decreasing
function of jV j. The density function also decreases much faster as a function of jV j
than as a function of jEj (which reflects the smaller negative correlation with respect
to the number of edges). The act of normalising the series changes the correlations
somewhat.
Similar correlations between the vertex and edge frequencies and the clustering
coefficient and entropy are found (although, for entropy the sign of the coefficient is
reversed). In these cases, the interpretations are not as clear and to avoid getting off
topic (and potential ex post theorising), this will not be delved into further, other
than to note that neither the clustering coefficient nor the entropy measure appear to
correlate strongly with the vertex and edge frequency measures. In other words, these
measures clearly capture information that differs from the simpler measures.
7.3.2 US RTRS DNF Related to RSS
To begin with, the first hypothesis is tested, whether or not the DNF measures
correlate with RSS, as well as the individual emotional components of excitement and
anxiety. The results of each Pearson correlation test can be found in Table 7.3.3
Table 7.3.3: Correlations between DNF measures and RSS (p-values in parenthesis)
EXC ANX Density Cl. Coeff. Entropy
RSS 0:36
(3e-08***)
-0:97
(2e-16***)
-0:52
(2e-16***)
-0:56
(2e-16***)
0:52
(2e-16***)
EXC 1  0:14
(0.03**)
0:04
(0.51)
0:02
(0.72)
0:19
(0.005***)
ANX 1 0:56
(2e-16***)
0:60
(2e-16***)
-0:51
(5e-16***)
Note: p<0.1; p<0.05; p<0.01
All three DNF measures correlate significantly with RSS. Anxiety appears to
correlate particularly strongly with the three DNF measures, confirming the belief
that narrative homogenisation should correlate more with shifts in anxiety because
this is the key emotional driver of US RTRS RSS. The correlations between the first
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order differences of all variables and corresponding p-values are presented in Table
7.3.4.
Table 7.3.4: Correlations between first order differences of DNF measures and RSS (p-values in
parenthesis)
EXC ANX Density Cl. Coeff. Entropy
RSS 0:55
(2e-16***)
-0:96
(2e-16***)
-0:22
(0.001***)
-0:14
(0.04**)
0:23
(0.0006***)
EXC 1 -0:28
(2e-05***)
-0:07
(0.30)
 0:04
(0.52)
0:13
(0.05*)
ANX 1 0:23
(0.0007***)
0:14
(0.03**)
-0:22
(0.001***)
Note: p<0.1; p<0.05; p<0.01
The first order differences of all three DNF measures correlate significantly with
shifts (i.e., first order differences) in RSS. The correlations are highest for the density
and entropy measures. All three measures correlate significantly with changes in
anxiety. Again, the correlations are highest for the density and entropy measures.
Only the entropy measure correlates with changes in excitement, although the
correlation is very weak and is potentially spurious (even though the p-value is
indicating significance at the 5% level, given the number of tests performed, it should
be interpreted with a certain degree of scepticism). It can be concluded that when
dominant narratives, involving organisations, emerge there is a clear tendency for
negative shifts (as indicated by the signs of the correlations) in RSS to occur
contemporaneously. Thus, whenever a negative shift in RSS occurs, it is likely that a
dominant narrative has emerged. In general, the RSS index appears to be driven by
changes in anxiety which is likely the reason why dominant narratives do not appear
to emerge when there is a relative increase in excitement; effectively because such an
increase is simply due to a decrease in anxiety.
This evidence clearly supports the first hypothesis, that macro relative sentiment
shifts tend to arise when a narrative focus has emerged.
The second hypothesis, whether or not the DNF measures can be used as leading
indicators of financial instability, will now be tested.
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7.3.3 US RTRS DNF Related to Financial Stability
The second hypothesis, whether or not the DNF measures are leading indicators of
financial instability, will now be tested. The VIX and the first order differences of
S&P500 equity index will be considered as the dependent variables. The hypothesis is
explored by testing for a leading relationship with these indices.
Table 7.3.5 displays the correlations between first order differences of the DNF
measures at time t  1 and the VIX and the S&P500 index at time t (in other words,
the DNF measures are correlated with the following month’s VIX and S&P500 index).
Although the correlations are fairly low, they are judged significant by the
corresponding p-values and the sign of the coefficients are as expected. For example,
decreasing Entropy indicates the emergence of a dominant narrative which is expected
to imply an increase in the VIX and a decrease in the S&P500 index.
Table 7.3.5: Correlations between first order differences of DNF measures at time t  1 and the
VIX and S&P500 index at time t (p-value in parenthesis)
V IXt S&Pt
Densityt 1
0.06
(0.37)
-0.13
(0.06*)
Cl:Coefft 1
0.11
(0.11)
-0.17
(0.01***)
Entropyt 1
-0.19
(0.005***)
0.17
(0.01***)
Note: p<0.1; p<0.05; p<0.01
Granger-Causality
Potential predicability of a variable given the DNF measures can be tested for using
the standard Granger-causality methodology. All three DNF measures are considered
as potential explanatory variables. The significance level might usefully be adjusted
by a factor of 1
3
.
Table 7.3.6 displays the relevant test statistics for the order of integration of the
three DNF variables. The tests establish that all three variables have order of
integration equal to one.
Table 7.3.7 displays the Akaike Information Criteria for the respective VAR models
in tests involving the VIX, with the chosen lag order printed in bold. In the case of
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Table 7.3.6: Augmented Dickey-Fuller and Kwiatkowski-Phillips-Schmidt-Shin tests for station-
arity of DNF series, Density, Cl. Coeff and Entropy
Variable ADF p-value KPSS p-value
Density Level -2.31(6) 0.44 3.69(3)*** <0.01
Density Diff -7.43(6)*** <0.01 0.05(3) >0.1
Cl. Coeff Level -1.42(6) 0.82 2.13(3)*** <0.01
Cl. Coeff Diff -9.02(6)*** <0.01 0.04(3) >0.1
Entropy Level -2.26(6) 0.47 2.32(3)*** <0.01
Entropy Diff -7.76(6)*** <0.01 0.03(3) >0.1
Note: p<0.1; p<0.05; p<0.01
Density, 4 lags lack serial correlation of residuals and has an AIC score very close to
the minimum score when using 6 lags, so this model is selected. In the case of
Entropy, 8 lags are needed before there is no evidence of serial correlation (at the 10%
level) in the residuals, so this model is selected.
Table 7.3.8 displays the Akaike Information Criteria for the respective VAR models
in tests involving the S&P500 index, with the chosen lag order printed in bold. In
each case, the number of lags corresponding to the smallest AIC score is used.
Table 7.3.9 displays the test statistics for serial correlation of residuals given the
respective VAR models in tests involving the VIX and the S&P500 index.
Table 7.3.10 displays the Wald statistics and corresponding p-values of the Granger
non-causality tests of all relevant pairs. Only the Entropy series shows evidence of
Granger causality of the VIX, with some evidence in the converse direction. All DNF
measures are Granger-causing the S&P500 index (the levels of the index), and only
the model with the Entropy index shows evidence of Granger causality in the converse
direction.
Given the results of the Granger causality tests there is some support for the second
hypothesis, that the DNF measures are forward looking indicators of a weakening
equity market and increased volatility.
153
Table 7.3.7: Akaike Information Criteria from 1 through 15 lags; VAR models with VIX and
DNF measures (January 1996 through June 2014)
Lags VIX & Density VIX & Cl. Coeff. VIX & Entropy
1 -10:577 1:855 2:460
2 -10:784 1:513 2:341
3 -10:914 1:450 2:299
4 -10.918 1:486 2:280
5 -10:897 1:514 2:313
6 -10:921 1.442 2:226
7 -10:913 1:454 2:233
8 -10:884 1:454 2.231
9 -10:875 1:481 2:233
10 -10:849 1:505 2:238
11 -10:830 1:540 2:241
12 -10:836 1:556 2:261
13 -10:820 1:545 2:297
14 -10:802 1:570 2:313
15 -10:791 1:601 2:315
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Table 7.3.8: Akaike Information Criteria from 1 through 15 lags; VAR models with S&P500
and DNF measures (January 1996 through June 2014)
Lags S&P & Density S&P & Cl. Coeff S&P & Entropy
1 -5:744 6:726 7:357
2 -5:967 6:358 7:230
3 -6:073 6:320 7:201
4 -6:084 6:348 7:163
5 -6:061 6:333 7:168
6 -6.111 6:237 7.056
7 -6:104 6:266 7:073
8 -6:073 6.237 7:078
9 -6:067 6:275 7:080
10 -6:054 6:291 7:104
11 -6:025 6:312 7:123
12 -6:028 6:314 7:150
13 -6:031 6:303 7:178
14 -6:000 6:324 7:181
15 -5:981 6:350 7:202
Table 7.3.9: Portmanteau & Breusch-Godfrey test statistics for serial correlation of residuals;
VAR models involving the VIX, S&P500 and DNF measures (January 1996 through June 2014)
VAR model Portmanteau d.f. Breusch-Godfrey d.f.
VIX/Density 59.52 48 26.67 20
VIX/Cl. Coeff 38.57 40 24.79 20
VIX/Entropy 36.37 32 22.88 20
S&P/Density 47.46 40 21.04 20
S&P/Cl. Coeff 33.92 32 18.94 20
S&P/Entropy 40.59 40 23.37 20
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Table 7.3.10: Wald test statistics of Granger non-causality tests between VIX and S&P500
index and DNF measures (January 1996 through June 2014)
Direction Chi-Sq d.f. p-value
Density ! VIX 5.6 4 0.24
VIX ! Density 5.0 4 0.29
Cl. Coeff ! VIX 5.0 6 0.54
VIX ! Cl. Coeff 6.0 6 0.42
Entropy ! VIX 27.7 8 0.0005***
VIX ! Entropy 14.4 8 0.072*
Density ! S&P 16.8 6 0.01***
S&P ! Density 9.5 6 0.15
Cl. Coeff ! S&P 20.9 8 0.0075***
S&P ! Cl. Coeff 12.6 8 0.13
Entropy ! S&P 19.5 6 0.0034***
S&P ! Entropy 14.4 6 0.026**
Note: p<0.1; p<0.05; p<0.01
7.3.4 Understanding Shifts in Macro RSS
The network model can be used to qualitatively understand large shifts in the macro
RSS series. This section will illustrate how visualisations of network clusters, and the
associate RSS scores attached to each organisation in a cluster, can be used to
determine the main reasons for a shift in macro RSS. The procedure will be
illustrated on data from September 2008, a significant month in which a dominant
anxious cluster about the ongoing problems within the financial sector would be
expected to have emerged.5
Using the edge betweenness clustering algorithm that was used to derive the
Entropy series, the full network is clustered by removing half the edges in the
network. The 10 largest clusters have sizes 5, 5, 6, 6, 7, 7, 7, 9, 12 and 29 respectively.
The organisations of the three largest clusters are,
1. deutsche bank, freddie mac, american international group, treasury, goldman
sachs group, goldman sachs, merrill lynch, jpmorgan chase, cnbc, the fed,
5Although the selection of this particular month is inherently ex-post because it is now known
to have been a significant period, because the entropy measure drops dramatically in this particular
month it is not unreasonable to assume that this would have been sufficient reason to explore the most
dominant clusters in detail in early October 2008.
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congress, nyse, new york times, jp morgan, treasury department, wachovia,
barclays, sec, washington mutual, morgan stanley, us treasury, lehman brothers,
wall street journal, wells fargo, federal reserve, bank of america, citigroup, fdic,
fannie mae
2. boeing, northrop grumman, raytheon, ba, us air force, air force, us army, general
dynamics, lockheed, airbus, northrop, navy
3. cox, usa today, cnn, house of representatives, republican, abc, us congress, us
senate, white house
The three largest clusters, in the list above, are sorted from largest to smallest. The
largest cluster is clearly a cluster of financial institutions, as expected. The second
largest cluster appears to be a mix of airlines and the US military. The third largest
cluster is a public sector and news cluster.
The relations between the organisations are visualised for the largest cluster and
the nodes and edges are scaled based on frequency of occurrence (in total for the
organisations to make up the weight of the vertices, and the number of sentences two
related organisations have co-occurred in to make up the width of the edges).
Given the rather skewed distribution of frequency of mentions of organisations the
size of a vertex in the graph is scaled logarithmically making use of the largest and
smallest frequencies across all organisations over a specified benchmark period.
Similarly, the width of an edge between two organisations is scaled making use of the
largest and smallest width present across all organisations. In other words, the scaled
vertex size is given by,
10 log10(10000 s  smin
smax   smin + 1) + 4 (7.1)
where s is the size of the given vertex, smin and smax are the smallest and largest sizes
of any vertex in the benchmark period. The scaled edge width is given by,
10 w   wmin
wmax   wmin + 1 (7.2)
where w is the width of the given edge, wmin and wmax are the smallest and largest
widths to be found between any two organisations in the benchmark period. The
scaled relative sentiment score is given by,
RSS  RSSmin
RSSmax  RSSmin (7.3)
where RSS is the relative sentiment score of the given vertex, RSSmin and RSSmax
are the smallest and largest relative sentiment scores of any vertex in the benchmark
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Figure 7.3.3: US organisation network restricted to the largest cluster; September 2008
period after excluding the smallest 2.5% of sentiment scores and the largest 2.5% of
sentiment scores (these are excluded simply because a certain number of very large
values and very small values are to be expected if the denominator, the total number
of sentences an organisation appears in, is very small). The scaled relative sentiment
score is then used to generate a colour for the vertex using the Java colour object,
Color.getHSBColor(scaled_sent*0.33f, 1f, 0.7f) //scaled_sent represents
the scaled relative sentiment score for the given organisation
Figure 7.3.3 shows the network of nodes in the largest cluster in September 2008,
for which the benchmark period for the scaling functions is selected to be January
2006 through September 2008. The figure is generated using the Jung library and the
vertex size, edge width and vertex colour are provided to a renderingContext object
which sets the properties according to the above transformations. The figure shows
that the strongest connection is between Fannie Mae and Freddie Mac. The
organisations with the most anxious relative sentiment at the time is Lehman
Brothers, Washington Mutual, the US Congress, Watchovia, the US Treasury and
American International Group (AIG). Furthermore, the network appears highly
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connected.
Although this figure is constructed purely for the purpose of illustration, it does
show fairly clearly how the negative shift in September 2008 can largely be accounted
for by a shift in relative sentiment towards anxiety regarding the banking sector with
the expected organisations (AIG, Lehman Brothers, etc.) as the root source.
Figure 7.3.4 and 7.3.5 display the equivalent networks for the second and third
largest clusters respectively. Note that the US Congress once more appears, this time
‘us congress’ has been identified in the text as distinct from ‘congress’. However, it is
comforting to find that the relative sentiment for this node is equally anxious.
The networks are much smaller and less connected than the largest cluster,
represented by the financial institutions. This type of analysis could potentially be
refined to capture clusters, and how they evolve dynamically, that exhibit
characteristics of phantastic object narratives, i.e. a steady decline in relative anxiety.
7.4 Discussion
This chapter has explored a new methodology to link the narrative topology of
organisations mentioned in Reuters news archive with the overall relative sentiment.
It was hypothesised that at times of large macro shifts in RSS there will be a
corresponding shift towards a single narrative. A methodology was derived that
measured the degree of formation of a dominant narrative in several ways by making
use of network theory. The density of the graph, the global clustering coefficient of
the graph and a cluster entropy measure were considered. These were show to
correlate significantly with changes in the macro RSS measure. The cluster entropy
measure showed very clearly the formation of a dominant cluster emerging in
September 2008, consisting of the major financial institutions.
It was further hypothesised that the dominant narrative formation (DNF) measures
could be used as early warning signals of financial instability. This is tested by the
application of Granger-causality tests between the candidate DNF variables and the
VIX index and the S&P500 equity index. The Entropy measure was shown to
Granger-cause both the VIX and the S&P, albeit with some evidence of
Granger-causality in the reverse direction. The Density and Cl. Coeff. indices were
shown to Granger-cause the S&P500 index with no evidence of reverse causality.
There is therefore substantial support that both hypotheses stated in the beginning
of this chapter are in fact true. Considered together, this implies that society can at
times become organised emotionally around a particular narrative, and when this
happens it can have serious negative implications for financial stability.
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Figure 7.3.4: US organisation network restricted to the second largest
cluster; September 2008
Figure 7.3.5: US organisation network restricted to the third largest
cluster; September 2008
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8
Assessment, Conclusion and Future Work
This thesis has examined the hypothesis that CNT can be made operational and
aspects of it empirically tested via a combination of text analysis, network analysis
and machine learning techniques. One hypothesis of CNT that was tested in the first
experiment is the potential predictive relationship between confidence (as defined by
the emotional conviction of a social group, such as the participants of an economy)
and economic growth. A further hypothesis of CNT that has been tested is the
potential to use the derived methodology to detect the phenomena known as divided
state mentality with respect to a given conviction narrative, represented by a
disconnect between conviction and reality for a given social group (where the group
dynamic is referred to as groupfeel). The final hypothesis that has been tested states
that those narratives that emerge as dominant narratives in a social group (e.g., an
economy) have a predominance of either approach or avoidance emotion and that the
periods when dominant narratives emerge therefore have a negative impact on the
stability of the system (e.g., financial stability).
This chapter assesses the contributions or otherwise made through the design and
tests of the three experiments as well as the construction of the RSS methodology and
its evaluation in Chapter 4. This is followed by some concluding remarks and a
discussion on future work.
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8.1 Assessment
The thesis set out to derive a methodology to test some of the main hypotheses
postulated by CNT. The two main hypotheses postulated by CNT are formulated as
follows.
1. It is hypothesised that a relative increase in the dominance of approach or
avoidance emotions (loosely defined as excitement and anxiety) in overall
economic narratives (i.e., from a macro point of view, in a country, sector,
region) indicates a change in economic confidence and so actions that impact
the economy and economic growth.
2. It is hypothesised that a significant relative gap in the dominance of excitement
over anxiety around particular topics indicate that thinking and decision-making
around these topics have become unbalanced, creating a “divided state” -
suggesting the build-up of risk.
A further hypothesis is postulated in this thesis as follows.
3. It is hypothesised that a significant shift in macro confidence (i.e., the macro
RSS series) occurs exactly when a dominant narrative has emerged. In other
words, the connection between the macro and the micro is such that a micro
story becomes dominant whenever there is a large shift in the macro series.
Furthermore, the formation of such a dominant narrative is detrimental to
financial stability, as financial markets rely on heterogeneity of views.
The experiments conducted to test the above hypotheses lead to several scientific
contributions, listed below.
8.1.1 Contribution 1: A Methodology for Lexicon Evaluation in Time
Series Sentiment Analysis
Chapter 4 derives a methodology to measure the relative balance between approach
(excitement) and avoidance (anxiety) emotions. Having first argued for a word-lexicon
approach as opposed to a machine-learning classification approach to sentiment
analysis for the purpose of operationalising CNT, several criteria to measure the
accuracy of a given lexicon are defined. This facilitates the evaluation of alternative
lexicons for the purpose of capturing two latent emotional time series variables. It is
found that the purpose-built lists of excitement and anxiety words perform well, with
the anxiety list outperforming all other lists on most criterion. In particular, words
that potentially refer to economic concepts, such as ‘boost’, are found to be somewhat
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orthogonal (in the sense of being uncorrelated) to generic emotion words. This
supports a key insight about word-list based approaches to sentiment analysis, namely
that the lists of emotion words (features) should ideally exclude context specific
words, if the assumption is that all words in a given list should tend to correlate with
the ‘target’ emotional signal. The methodology for evaluating this property of a given
lexicon and for adjusting the lexicon based on these criteria is the first major
contribution of the thesis.
8.1.2 Contribution 2: Predicting GDP and MCI using RSS
Chapter 5 (experiment one) applies the RSS methodology developed in Chapter 4 to
test the first hypothesis listed above, if changes in economic confidence impact the
economy. It is found that the confidence index derived for the US economy through
an analysis of Reuters news articles published in New York and Washington can be
used as a significant explanatory variable in a regression of US GPD growth, even
when controlling for other forward-looking variables such as asset prices (and other
measures of confidence and anxiety such as the Michigan Consumer Sentiment Index
and the VIX, which are in fact shown to be Granger-caused by RSS indices extracted
from other data sources and/or Reuters1). This provides significant support for the
first hypothesis. Furthermore, it shows the potential to forecast, as well as nowcast2,
GDP growth using the RSS methodology. This is the second major contribution of
the thesis.
8.1.3 Contribution 3: Operationalising Phantastic Objects, Divided
States & Groupfeel using RSS
Chapter 6 (experiment two) applies the RSS methodology to particular narratives
(topics) hypothesised to show characteristics of phantastic object narratives. It is
found that stories about Fannie Mae exhibited a significant decline in anxiety relative
to excitement over the period 2005 through 2007, despite the fact that housing prices
started to decline almost 18 months before the end of this trend in RSS. The pattern
is consistent with expectations from CNT regarding phantastic object narratives.
Similar relative sentiment patterns are observed when the analysis is focused on
Enron emails regarding two specific business projects. The email datasource allowed
for the construction of a social network showing the communication channels between
1A RSS index extracted from broker reports, a datasource more likely to contain subjective beliefs
about the state of the economy, can be used to make substantially better predictions of the Michigan
index than those made by economists surveyed by Reuters [78]. A further index extracted from market
comments produced at the Bank of England is shown to weakly Granger-cause the VIX.
2The methodology was used in [77] to nowcast (predict the current value of) US GDP growth.
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Enron employees. By applying social network analysis techniques, in particular graph
clustering, it is shown that a key social group experienced significantly different
sentiment patterns concerning these two business projects relative to the rest of the
network. The group became substantially more anxious in the second half of the
period; evidence of a divided state collapsing within this particular group. The
experiment provides support for the second hypothesis. It also suggests that it is
possible to distinguish the emotional patterns between different social groups, and
that social context may therefore play a significant role in determining an individual
agent’s emotional state. In other words, supporting the idea that text analysis can be
used to measure groupfeel-type phenomena. This is the third major contribution of
the thesis.
8.1.4 Contribution 4: A Methodology to Measure DNF and Establish-
ing its Relationship with RSS and Financial Stability
Chapter 7 (experiment three) develops a new methodology to relate entities within
narratives to one another and the overall structure of the narrative landscape to the
economic confidence index of the US created in Chapter 4. This methodology is used
to test the third hypothesis. It is shown that shifts in the economic confidence index
is correlated with the emergence of a dominant organisation cluster. By application of
Granger-causality tests it is further shown that new indices of dominant narrative
formation developed as part of the third experiment carry predictive information
relating to financial stability, in the form of the VIX and the S&P 500 index. Thus,
the results provide support for the third hypothesis. The particular narratives do not
necessarily have to be determined in order to derive useful indicators of risks to
financial stability, it may in some cases be enough to determine the overall structure
of the narrative landscape and how that structure evolves over time. This is the
fourth and final major contribution of the thesis.
8.2 Conclusion
Conviction narrative theory (CNT) is a theory of decision-making that asserts that,
when faced with uncertainty, agents are able to act by constructing narratives that
yield emotional conviction. This thesis sets out to develop a methodology to make
CNT operational and empirically testable via a combination of novel text analysis,
network analysis and machine leaning techniques.
The methodology is directed by the theory, thus limiting problems of spurious
correlations. This is a central theme emphasised throughout the thesis. Because the
true model of any system is inherently uncertain, e.g., the true model of the financial
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system and the economy is unknown and perhaps even unknowable, predictions made
from simple (parsimonious) and theoretically justified models are more likely to
remain accurate in the presence of new data than are predictions made using models
with more parameters and interactions. This general principle, or heuristic, is often
referred to as Occam’s razor. It is argued, in the context of a generic discussion, that
a methodology directed by theory is effectively biased (both the model space and the
features considered relevant by the theory) and that this introduced bias gives
confidence that predictions made will continue to be valid for a substantially longer
period of time as new data arrives, than are theory-agnostic predictions. The
bias-variance tradeoff provides a statistical perspective on the issue, as does Bayesian
statistics; as a theory can be considered a strong prior belief regarding what features
should be considered important.
Through the construction of the RSS methodology in Chapter 4 and the three main
experiments in Chapters 5, 6 and 7 the theory is made operational in a highly
parsimonious manner. The key concepts of conviction (in the form of the relative
balance between approach and avoidance emotions), divided state (the disconnect
between conviction and reality), groupfeel (socially dependent emotional state) and
phantastic object (a conviction narrative subject to divided state mentality and, on
the macro level, also groupfeel) are explored and tested on available datasources and
case studies. Support for CNT is found in all cases explored by the thesis. Both the
method used to evaluate, and potentially adjust, a given emotion lexicon used to
construct a confidence index and the confidence index itself will likely prove useful
both for academic research on the effect of sentiment on financial and economic
systems and for policy-makers interested in using the techniques to monitor and
forecast important policy-relevant variables in a more practical setting. The third and
final experiment helps to qualitatively explain large shifts in the macro RSS series, the
confidence index, by showing that such shifts take place when dominant narratives
have emerged. The methodology derived through the experiment may also prove
useful in future research attempting to warn about emerging narratives showing
phantastic-object characteristics.
The objectives set out in Chapter 1.2 have been supported by the analysis
developed throughout the thesis. However, this is a new area of research and much
remains to be explored, but the methodology and findings developed and presented in
this thesis clearly show the potential of analysis of unstructured data to shed light on
socio-psychological and economic theory. As such, the thesis has been successful in
what it initially set out to achieve and serves as a foundation for further research in
the area.
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8.3 Future Work
Several areas of research further developing the RSS and DNF methodologies could be
pursued that would build on the work of this thesis. This section summarises some of
the possible extensions into several related future potential work streams.
8.3.1 Future Work Stream 1: Emotion Lexicons
Future research might beneficially extend the emotion lexicons making use of
principal component analysis to test whether or not to include words if they correlate
significantly with the principal component. However, it should be stressed that a
theoretical focus should be maintained, implying social-psychological judgement and
expertise should be exercised. Such an empirical test would likely benefit from more
and varied datasources. In this thesis the only datasource used to test the signal
measured by a wordlist was the US Reuters news archive. A simple method to find
candidate words to include in a list might be to correlate the word frequency series of
all words in a corpus with the principal component of a list and test for inclusion.
This method relies on the assumption that the original list of words is fairly clear and
consistent, and that the principal component signal of the list is close to the intended
target signal. Given the concerns about spurious correlations raised in Chapter 2.1,
whatever method is used to refine a list should be augmented with judgement and
possibly also survey data.
8.3.2 Future Work Stream 2: RSS Methodology
The RSS methodology itself could potentially be improved by moving beyond a
single-word approach into n-grams or more complex natural-language-processing
methods. However, the analysis of Chapter 4 makes clear some of the difficulties with
the simpler bag-of-words unigram approach. A further potential improvement, not
discussed thus far, relates to how the daily emotional scores could be aggregated to
longer periods. All experiments aggregate daily observations equally into a monthly or
quarterly series, but other strategies, such as exponential smoothing, might prove
more effective strategies to create leading indicators. Smoothing techniques that give
more weight to more recent documents might be particularly successful if attempting
to predict time series variables representing ‘spot-prices’ or other more ‘instantaneous’
variables. Given the findings on the robustness of different ways to aggregate the
emotion words, e.g., adjusting for individual word frequencies, it might also prove
fruitful to pursue further tests along these lines.
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8.3.3 Future Work Stream 3: Topic Identification
The US macro confidence index can likely be improved through a more careful
selection of which articles to analyse. The heuristic of selecting articles from the New
York and Washington offices is unlikely the most optimal selection procedure. The
method to filter documents based on a given topic can potentially be improved
beyond a regular expression match, potentially using semantic models like LSA or
topic models like LDA, in combination with machine-learning classifiers. The
experiment assumes that words within a certain proximity to a pattern are related to
that pattern, the method relying on this fairly strong assumption could potentially be
refined. However, pattern matching is both a computationally efficient and
transparent way to filter documents. Indeed, the news analysis system developed by
the European Commission as mentioned in Chapter 2.1 is based on exactly the same
ideas and has also been shown to be very effective. Another means by which to
identify topics to analyse using the RSS methodology could be to dynamically cluster
the entity networks of Chapter 7.
8.3.4 Future Work Stream 4: Social and Cognitive Risk Detection
Combining the second and third experiments, and potentially several other techniques
(e.g., LSA and clustering), to understand how phantastic object narratives are formed
and evolve, via social networks and the narrative entity network, and to be able to
quantify them at an early stage is a major future research goal. The network data
model used in Chapter 7 can easily be extended to include information about who is
talking about what and with whom, by simply encoding this information into the
graph database. The database can then be queried efficiently both in terms of the
social network and the narrative network to achieve very powerful analysis.
8.3.5 Future Work Stream 5: Further Predictions and Improved Pre-
dictive Models
Very simple and straightforward tests for statistical relationships (e.g., linear
regression and Granger-causality) between time series variables have been used in all
experiments. Although such simple models provide increased confidence in any
relationships found, it is likely that other more elaborate techniques are superior for
the purpose of improving the accuracy and strength of the relationships. More
thorough out-of-sample predictions could be made of those variables found to be
Granger-caused by the RSS and DNF measures. In particular, further research might
beneficially improve on predictions of the Michigan Consumer Sentiment index by
updating the BROKER RSS series and by a more careful selection of which reports to
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analyse. More formal forecasting could potentially be carried out and compared to
alternative forecasts. The other work streams can potentially be calibrated by this
fifth stream.
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