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Introduction 
Models including variables which are not observed in some or all 
periods under consideration arise in many econometrie applications. 
Among the reasons for using unobserved variables in a model, we 
mention the following ones. Economie theory which underlies many 
econometrie models often relates variables, e.g. expectations, 
desired level4that cannot be directly observed. Information on a 
variable is not collected for the periods which are appropriate for 
econometrie modeling. An example is the well known problem of 
missing observations. Although the assumptions underlying the models 
with unobserved and unobservable variables are sometimes quite 
different, these models have many features in common as has been 
stressed by e.g. Palm and Nijman (1983 ). The parameters of interest 
in models including unobservable variables can be estimated provided 
these parameters are identified in the data generating process (DGP). 
The DGP is obtained by marginalization of the joint process for the 
observed and unobserved variables with respect to the latter ones. The 
parameters in the DGP are often subject to nonlinear restrictions implied 
by the process for observed and unobserved variables. The difficulties 
in specifying this joint process and the problems of estimation in 
the presence of nonlinear restrictions frequently lead to the use 
of estimation procedures that are not fully efficiënt. In particular, 
in an early stage of the modeling process, when tentative models are 
formulated, analyzed and possibly reformulated in the light of 
empïrical results, there is a need for procedures which are reasonably 
accurate and computationally attractive. 
* Economische Faculteit, Vrije Universiteit, Postbus 7161, 
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The aim of the present paper is to analyze the large sample 
accuracy of estimation methods based on the use of proxies for the 
missing observations in static and dynamic regression models. The 
idea of using proxy variables is an old one and has often been 
applied in empirical work. Suppose for instance that a flow variable x 
is observed once a year and that we want to construct quarterly 
3 
figures from the observed annual total X = I x . , t € T, . 
t i=Q t-i 4 
By T , we denote the set T = { m, 2m. ...ST}, with m being some 
m m
 b 
integer. 
In the sequel, we shall also use the index set T° = T, ^  T . 
m 1 m 
Moreover, a (vector-) variable z observed on a quarterly basis is 
assumed to be related to x . Boot, Feibes and Lisman (1967), 
Ginsburgh (1973) and Denton (1971) then compute the proxies x , 
t £ T , for x as the solution of 
T 'T-
min I I w. (5 - z' B)(x - z' 6) (1.1) 
o _i „_i tS t t S S 
x.B s=l t=l 
3 „ 
subject to I x . = X , r £ T. , 
i=0 r-i r 4 
where the w 's are some weights. Another procedure has been proposed 
t s 
by Chow and Lin (1971, 1976) among others. Assuming that 
xt = z
x
t B + üt , Eut = 0 and E u ^ , = vfct, , t £ Tj , (1.2) 
where z is strictly exogenous with respect to u , one can obtain 
x as the best linear unbiased estimates of x based on the 
observations. Recently, Fernandez (1981) has shown that the approaches 
in (1.1) and (1.2) yield identical proxies if the model (1.2) is valid 
and the w are the elements of the inverse disturbance covariance 
ts 
matrix in (1.2). 
Little attention seems to have been paid to the effects of using 
proxies in a subsequent econometrie analysis. Palm and Nijman (1982b) 
give some results on the inconsistency of OLS estimates baséd on 
data interpolated using the method proposed by Boot et al. (1967). 
Pagan (1981) presents theoretical results for proxy variables estimators 
for models containing expectations variables and variables that are 
subject to errors of measurement. 
We shall analyze the asymptotic efficiency of several consistent 
estimation methods for models missing observations. All estimations 
considered can be computed in a fairly straightforward way. As pointed 
3 
out above9 the relevance for empirical work of computationally attractive 
methods which are consistent and reasonably accurate is obvious. 
Also, many consistent estimates require less assumptions on the model 
than fully efficiënt methods. Moreover, consistent initial estimates 
are necessary for efficiënt two step estimation' ., whereas the use of 
good starting values for the parameter estimates will speed up the 
convergence of efficiënt iterative estimation, 
In section 2, we present a two equation model and we show how the 
consistency of parameter estimates can be assured when obtaining 
proxies for missing exogenous and endogenous variables. Notice that 
estimation methods based on proxies for unobserved variables are 
frequently used in the expectations formation literature. For instance, 
Barro (1977) constructs a proxy for the anticipated money growth to 
test that only unanticipated changes in money affect unemployment. 
Sections 3 and 4 are devoted to static and dynamic regression models 
with missing exogenous variable, respectively. 
In section 5, regression models with missing endogenous variable are 
considered. For each of these models, alternative proxy variables are 
presented and numerical results on their asymptotic efficiency are 
reported. For some estimates, the asymptotic Standard errors are compared 
with those computed according to the ordinary least squares formula 
for Standard errors. We consider the sampling scheme of skipped ob-
servations and of temporal aggregates. 
Finally, section 6 contains concluding remarks and recommendations 
for empirical work. 
2, Consistent proxy-variables estimation 
Throughout this paper, we consider special cases of the following 
two equation dynamic model for the variables y and x 
yt = p yt-l + 3 xt + Et » lpï < ' 9 (2,1) 
Xt = y xt-l + a Zt + vt s 'Yl - 1 ' ^2*2^ 
where e and v are independent normally distributed variates 
with zero means zero serial correlation and constant variances 
c 2 and a 2 respectively. The variables x and z are strictly 
4 
exogenous with respect to t and E and v , respectively. 
— 1 2 — 1 2 
We assume that plim T I zt.-"~ plim T X z = \o 2 , which 
2 
excludes the case where z is a dummy variable. i 
In some occasions^ z is assumed to be deterministic and y 
is sometimes equal to one. 
Consider now the static model arising when p and y are known 
to be zero and with stationary z . Assume that y and z are 
observed for t £ T , but that x is only observed for t £ T„ . 
The parameter g can be consistently estimated by OLS using the 
complete (c) observations 
B « I x y / Z x* (2.3) 
T T l2 2 
where for the ease of the presentation T„ denotes that summation 
is done for t £ T„ . 
Intuitively, there seems to be a case for using the odd observations 
as well and to consider the proxy variables estimator 
§ = I x y / ïïj , (2.4) 
p T T 
1 1 
where x = x , t € T„ , and x is some approximation for x , 
t £ T. . A natural choice for the approximation or proxy variable is 
c 2 
xt = S zfc , t £ T2 , S = I zfcx / I zt , (2.5) 
T2 T2 
which is the 'first order method' discussed in Afifi and Elashoff 
(1966). It is not difficult to show that B is consistent. 
P 
The condition for consistency of B is essentially that 
2 
plim I x w / I x = 0 , with wt = y. - x\B = e. + B(x -x) . It is t t t t - ' t t t t t 
1 1 
sufficiënt to have a proxy x that is orthogonal to e and to its 
own approximation error x -x . This naturally leads us to consider 
proxy variables which are conditional expectations (or projections, 
see e.g. Jazwinski (1970, p. 202)) as these are well known to be 
orthogonal to their own prediction error. Moreover if we condition only 
on variables that are strictly exogenous with respect to e , 
the conditions for consistency of the proxy-variable estimator are 
fulfilled. 
5 
When several (say two) explanatory variables are included in a 
regression equation for y 
yt = P yt_, + .8 xt + £t (2.6) 
has with x being observed for t € T„ , a proxy x for x 
to be constructed in such a way that both x and y _ are 
orthogonal to w = y - B x~pyt_j = e + B(x -x ) . 
It is not only important in applied work to have a consistent 
estimator, but also to be able to estimate its large sample variance 
consistently. Substituting (2.5) into (2.4), we have for the first 
order method 
9 _ i 
ÉL - 3 = { Z (xt + S2z^_]) } { i (xtet + Szt_]ct_] + B S z ^ v ^ 
T T 
i 2 i 2 
+ PSZ^JCO-S))} (2.7) 
so that 
.2 a
2
 o
2
 + a2B2o2o2 
plim T(B -6)" = - " " j — . (2.8) 
p 4 
o.» 
x 
if plim T X z o 2 and with o 2 = a 2 o 2 + ia 2 . Two remarks have 
t z x z v 
to be made. 1 
First, although the distinction between the case where a is known 
and that when a is estimated could be neglected in proving consis-
tency, it is essential for the computation of the large sample variance 
of B . When a is known, the asymptotic variance of B (~ denotes 
P P 
that the true value of ot is used) is given by 
a2a2 + |a2B202a2 
plim T (B -B) 2 = -JL± 5 — • (2.9) 
x 
This point is often missed in the literature. Second, the formula 
for the Standard errors in a least squares regression does notyield 
a consistent estimator of the asymptotic Standard errors for B 
P 
and $ 
P 
? o _1 al + ^ 2 3 2 
plim I (y - B xJ Z (I 5Q = — — . (2.10) 
T, t P fc T, C o2 
1 1 x 
A Standard least squares regression of y on x produces a 
consistent estimate of B . The resulting Standard errors liowever, will be 
incorrect. It is obvious from (2.8), (2.9) and (2.10) that the order 
6 
of magnitude and the sign of the bias depend on the value of a2o2 . 
Some information on the order of magnitude of the bias will be provided 
in the next section. Estimation of dynamic models with incomplete 
data for the explanatory variables is more complex. This topic will 
be discussed in section 4. 
Along the lines foliowed for models with missing exOgenous variables, 
we now turn to the situation where some values for the endogenous 
variable y , are not observed. When y in (2.1) is observed 
every second period, i.e. for t £ T_ , whereas x is always observed, 
we can consider the following regression 
yt = i^i Xt-i + Wt ' ( 2- H ) 
estimate the n. 's by OLS from the observations for t £ T„ and 
1
 ~
 B
 . 
substitute the proxy y =-5 A fi- xt._i f°r tne missing values of y . 
The model (2.1) then becomes 
yt = p yt_j + Bx t + et + P(yt_ryt_,) s for t £ T 2 , 
and 
9t = P yt-l + 3 Xt + Et + (yt^yt} ' for t £ T^ • (2.12) 
The variables x • , i = A+1,...B , are valid instruments for the 
regressions in (2.12) as they are orthogonal to the composite distur-
bance term in (2.12). With these instruments, p and 3 can be 
consistently estimated. Other choices for the proxy variable y 
will be discussed in section 5. 
Again, the commonly used formula for the variance of an instrumental 
variables estimator does not converge to the true large sample 
variance of this estimator, a point that will be discussed in detail 
in section 5. 
We now return to the static model arising from (2.1) when p = y = 0 
and assume that the observations on x are not complete. 
7 
3. A static model with missing exogenous variable 
First we consider the case of skipped data where x is observed 
for t £ T„ and y^ and z are observed for t £ T, . I J t t 1 
Two consistent estimators of the parameter g , when p = y = 0 , 
have been presented in the preceding section. We shall now discuss 
several other consistent proxy variables estimators which appeared in 
the literature. 
When 'using a proxy variable x for the missing values of x , the 
disturbance w^ = c + g(x -x_) is no longer homoscedastic. t t t t 6 
It is natural therefore to consider estimation using generalized least 
squares (GLS), which can be denoted as 
V 
= (X'V ]X) 4'V 'y , (3.1) 
where y = (y j ,y2,. . .yT> ' s X = (x] ,%2,. . .x^ ,) ' and V is a 
weighting matrix. 
Dagenais (1973) proposed to take V diagonal with v = o2 
for t £ T and v = o2 + £o2 , t £ T^ , and "~" indicating a 
consistent estimate of the corresponding parameter. Although the 
matrix V proposed by Dagenais converges in probability to the 
covariance matrix of w , ü , the matrix T XV X does not converge 
to the same limit as T X'fi X . 
That the choice of the weights made by Dagenais (1973) is not optimal 
has been pointed out by Conniffe (1983), who proposed another weighting 
matrix with constant elements. 
That these weights are not optimal either can be seen by comparing 
them with the elements of ü . Assuming for the ease of simplicity 
that z is nonstochastic and wfiting 
w t = efc + 6(xt - x fc) + 6(xt - xt) (3.2) 
= efc + B(xt - azt) + Pzt(a - a) 
we have 
j = o2 + B2a2 + g2z z (I z2)~]o2 , t=ss tÊT^ 
ts e v t s
 T„ t v 2 
= g2z z (T z2)~la2 , t^s, t,s€T^ 
t s x« t v 2 
= a2 , t=s9 t£T„ 
c *-
= 0 otherwise (3.3) 
8 
A feasible GLS-estimator 8 is obtained if we substitute consistent 
g 
estimates for the unknown parameters in (3,3) and use ü instead 
of V in (3.1). The inversion of ü does not seem to be very attrac-
tive at first sight as it contains non-zero off-diagonal elements. 
However we can avoid direct inversion of such a matrix by using an 
inversion-formula that will be needed in more complex cases as well. 
First we write 
Tl = G + ZHZ' , (3.4) 
where G is a diagonal with o2 in even positions and a2 + $2a2 
in odd positions of the main diagonal, H = a2B2(I z) is a 
v
 To 
scalar. z is a Tx1 vector with z„ = 0 , t £ "T„ and z_% t € T„ 
' . t ' 2 t' 2 
The inverse of ü can be obtained straightforwardly as 
(G + ZHZ')"1 = G-1 - G " 1 Z ( H ~ 1 + Z , G ~ 1 Z ) " , Z , 6 ~ 1 . (3.5) 
Using Standard techniques, one can easily show,thattheasymptotic variance 
~ . *• — 1 ^ -1 
of 8 is consistently estimated by (X'ft X) and that this esti-
g 
mator is more efficiënt than the first order method in (2.4), the 
Dagenais (1973) estimator and the Conniffe (1983) estimator. Of 
c 
course, if z is constant for t 6 T„ , Conniffe's estimator 
coincides with the GLS-estimator. In appendix A we shall show that the 
GLS-estimator is the best proxy-variables estimator within the class 
of instrumental variables estimators, whether or not z is non-
stochastic. Therefore, it will always be more efficiënt than 8 
Recently, Dagenais and Dagenais (1983) proposed a consistent estimator 
0, that is an approximation of the OLS-estimator based on complete 
data. Consider the OLS-method for a complete sample written as follows 
{
T
L [ x t + < * t - i + e t - i ) 2 ] }
 T
r [Vt+ (Vi+ vi^t-i1 ' 
T 2 l2 
( 3 . 6 ) 
with x = 8x being defined in (2.5) and e = x - x . Approximate 
uhobservable terms e over odd periods by their observable counter-
part over even periods to get 
9 
2 2 2 -1 
ed = { T" ^ Xt + *t-l + ^xt~Szt) + 2Szt(xt-Szt)] } I (xtyt + 
2 T2 
+ xtyt_, - a ^ - z ^ y ^ , ) . 
(3.7) 
This estimator is evidently consistent. The asymptotic variance of the 
estimators considered in this section will <be given in appendix B. 
In table 1, we report the relative efficiency of the maximum likeli-
hood (ML) estimator with respect to the consistent estimators presen-
ted in this section. The asymptotic variance of the ML-estimator is 
computed as minus the inverse of the information matrix associated 
with 
L(a,B,a2 a2) = 
C(acovö) exp - | I |( — ) + (—- J + ^ g j 
(3.8) 
where ö2 = a2 + B2a2 and C is a constant. The information matrix 
c v 
for (3.8) can be derived along the lines discussed in Hsiao (1979) 
and in Palm and Nijman (1982a) for a model with temporally aggregated 
data. 
In table 1, we report the ratio of the variance of alternative consis-
tent estimators compared with the asymptotic variance of the ML estima-
tor which maximizes (3.8). In the first two columns, we give the value 
2 
of the R for equations (2.2) and (2.1) respectively. 
In column 8, the relative efficiency of the ML estimator for a complete 
sample with respect to that for an incomplete sample is presented. 
It gives an indication of the loss of efficiency due to incomplete 
sampling. Column 9 contains the ratio of the variance computed 
from the OLS-formula for Standard errors (2.10) and the correct asympto-
tic .variance for § in (2.4) as given in (2.10). 
P 
From table 1, we can conclude that for most instances all proxy 
variables estimators are fairly accurate. The GLS-estimator is the 
second-best af ter the ML-estimator. |3 , with V being specified 
according to Dagenais' (1973) proposal is more accurate than 3 . 
10 
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B is inefficiënt when the R in (2.1) is large. Finally, in u 
few occasions the asymptotic bias for the Standard errors involved 
in using the OLS-formula is quite important. 
Let us now briefly consider the case where an aggregate x = x + x 
J
 & 6 &
 t t t-1 
is observed for t £ T„ only while y and z are observed 
2 J t t 
for t £ T ("—" denotes a temporal aggregate). 
OLS applied to the aggregate data ("a" denotes that aggregates 
—2 -1 - — 
are observed) yield 3 = ( I x ) Z x y ^ which is consistent. 
ac T2
 t
 T2 t t 
Using the proxy x = az + i(x - az ) for x , we have 
yt = xt 3 + wt , (3.9) 
with 
Wt = Gt + e ( xt ~ St-* 
= £t + 6(vt-ivt) + 8(zt-irzt)(a-S) . (3.10) 
OLS applied to (3.9), ê , GLS applied to (3.9) with V being the 
aP _ 
covariance matrix of e + 3(v -IvJ , B , , and GLS with optimal 
t t l t ' ad 
weights, i.e. V being the covariance matrix of w in (3.10), 
3 , are consistent. Expressions for the asymptotic variance of the 
estimators 0 and B •, and the ML estimator for the static model 
ac ad 
with observed aggregates for x have been given by Palm and Nijman 
(1982a) where 3 , is called the GLS-estimator. 
ad 
In table 2, we report the ratio of the asymptotic variance of alter-
native consistent estimators compared with the large sample variance 
of the ML estimator. In column 3 of table 2, the value of the first 
order autocorrelation coëfficiënt for z is given. Column 8 contains 
the relative efficiency of the ML estimator for a complete sample 
with respect to that for the incomplete sample. In column 9, we 
compare the Standard errors for B computed by means of o2(X'X) 
with the correct formula for the variance of 3 
ap 
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From table 2, we can conclude that £ is fairly accurate in most 
ao J 
instances. The estimator 3 seems to have a reasonable precision 
ac r too. However. 8 becomes very inaccurate when the autocorrelation 
fP ! 
of zt is negative. Finally, the bias due to usine a2(X'X) t ° , ° w 
to estimate the asymptotic variance of £ can be quite important. 
4. A dynamic model with missing exogenous variables 
In this section we consider the following version of the model (2.1) -
(2.2) 
yt = 6 xt + ct (4.1) 
xt = Y xt_j + a zt + v (4.2) 
with x being observed every second period only. 
Again, it is possible to obtain asymptotically efficiënt parameter 
estimates by ML estimation, which can be implemented among others 
by Kalman filtering (see e.g. Harvey and Pereira (1980)) or by the 
EM-algorithm (see e.g. Harvey and McKenzie (198])). Palm and Nijman 
(1982b) give further references and discuss the merits of various 
procedures. 
Given the computational difficulties of efficiënt estimation of dynamic 
models with incomplete samples, it is interesting to study proxy 
variables estimators. 
The way of deriving proxies for the unobserved variables is essen-
tially the same as for the static model. However now, the proxies 
can be based on past and future observations. Consider for instance 
the use of x = E(x |x„,x,,...x ; z , t £ T.) . This conditional 
expectation can be evaluated in a number of ways. One way consists 
in using the expression for conditional expectations in a multi-
variate normal process. However, the expression requires the inversion 
of a matrix, whose dimension increases with T . Fortunately, 
conditional expectations can be computed recursively by means of the 
Kalman filter (see e.g. Harvey (1981)) or they can be obtained in 
a straightforward way by using the Wiener-Kolmogorov filtering theory 
(see e.g. Sargent (1979) or Priestley (1981)). For the model (4.2), 
the expectation of x , t 6 T„ , conditionally on all observations 
IA 
for x and z is given by 
xt = — ! — [ Yxt_, + Yx t + ] + azt - aYzt+]] , t £ T^ , 
1 + y 
We can write equation (4.1) as 
(4.3) 
yfc = @ xt + wt (4.4) 
wt = et + B(xt - xt) - B(xt - X t), t £ T 
Wt = Ct ' \ = x t » t £ T2 
c 
where x is the conditonal expectation (4.3) evaluated at some 
consistent estimates S and Y • Notice that we can approximate 
x - x in a Taylor series expansion as follows 
xfc - xt = x (Y~Y) + xat(S-a) (4.5) 
with 
xït = (l+Y2)~1[(l-Y2)(xt_]+xt+]-aZt+]) - 2Yazt] 
and xat = (l+Y2)"1(VYZt+l) ' c € T2 ' 
x ^ = £ ^ = 0
 s t £ T0 . 
Yt at s 2 
OLS applied to (4.4) are consistent when plim T X x w. = 0 . 
ip t t 
When the consistent estimates of a and y are 1 
only based on observations for x and z , the regressor x 
is asymptotically orthogonal to each component of w in (4.4). 
Moreover, the component e + B(x -x ) is orthogonal to 3(x -x ) 
asymptotically, so that the covariance matrix of w can be written 
as a sum of two matrices and can be inverted by using the binomial 
inversion theorem stated in (3.5). Hence, the asymptotic variance 
of the OLS estimator based on the proxy x , g , can be consistently 
estimated by 
var (T*B ) = KX'X)"1^1 {fi +5 Ü^' } X(X'X)"1 , (4.6) 
where X' is a row vector with typical element x , W is a 
Tx2 matrix with the x 's and x _ 's in the first and the 
Yt at 
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second columns respectively, where """ indicates that the expressions 
evaluated at y and S . 
H is a diagonal matrix with C = o2 + 32a2(l+Y2) , t £ T' , 6
 „ tt e v 2. 
and ui = o , t £ T„,g fi_ is a consistent estimate of the 
covariance matrix of the estimates y and S . As we did in the 
previous section, we can compute a GLS-estimator using ü 
as weighting matrix. The estimator will be denoted 0 . Similarly, 
we can use the optimal weights given by the covariance matrix of 
w , h = (flj+WfLw') to compute a GLS-estimator, which will be 
denoted as (L . The Standard errors of these estimators can be obtained 
from the expression 
T(X'^~1X)"1X,V-1Bv"1X (X«V-1X)_1 , (4.7) 
where V is the matrix of weights used in GLS-estimation. 
For V = ü , (4.7) simplifies to T(X'fT X)" 1 . 
Notice that the Wiener-Kolmogorov theory is very attractive for our 
purpose as it yields the conditional expectations as explicit functions 
of the observations and thereby simplifies the computation of W 
in (4.6). If one uses Kalman filtering instead, as many parallel filters 
as there are parameters on which x depends have to be run to get 
W . This can be computationally inefficiënt. 
It should be admitted however that the explicit derivation of the 
conditional expectation is not always straightforward. In such cases, 
the Kalman-filter algorithm may be attractive. 
The procedures discussed so far have several drawbacks. Perhaps the 
most important disadvantages are that specific assumptions on the 
process for x have to be made and that it may be cumbersome to 
consistently estimate the Standard errors for the proxy variables esti-
mators. An estimator that omits these drawbacks will now be discussed. 
For a set of k variables z* , t £ T. , which are orthogonal to t , 
consider the wide sense conditional expectation (or a linear least 
squares approximation) of x on z* denoted as x = z*'<f> , 
where § is vector of parameters. Estimate <j> by OLS from the 
observations on x and z* , t £ T„ to get % . Define x = x , 
t € T„ , and x = z*'$, t £ T„ . The proxy variables estimator of 
3 based on x is consistent as long as z* is orthogonal to 
e , whether or not z*'(f> is the conditional expectation. 
16 
Thu;; a consistent estimator of B which is robust with respect to the 
specification of the process for x can be computed by running two 
regressions only. When computing the covariance of this robust(r)proxy 
estimator, we have the advantage that the derivative of x = z*'d> 
f it t T 
with respect to <f is z*! , Along the lines of previous cases, we 
estimate the asymptotic variance of g as 
(X'X)-1X' {fi + ft£ Z(Z'Z)-1w' + W(Z'Z)_1Z'fi2 
+ W(Z'Z)"1Z,Q3Z(Z'Z)~1W'} X(X'X)"1 , (4.8) 
where the Q. 's satisfy 
1 
plim f'x'f! X = plim T-1X'(e+uB)(e+uB)'X 
plim T_1X'n2Z = plim T _ 1X'(E+UB)V'Z 
plim T-1Z'n Z = plim T_1Z'w'Z , (4.9) 
with X , X , X and £ being (Txl) vectors with typical element 
x , x , x and e respectively, u = X-X , v isa (T/2xl) 
vector with typical element x - z*'(c|> - <j>) , t £ T^ , Z is (T/2xk) 
matrix with z*' on its t-th row and W is a (Txk) matrix with 
z*' on its t-th row, t £ T„ , and zero's for t £ T„ . 
If v has a moving average representation that dies out sufficiently 
fast, matrices ü. that satisfy (4.9) can be obtained from the 
residuals v of the regression x = z*'<f>+v , t E T ? and from the 
residuals (e +u B) of the regression of y on x . 
Notice that in (4.9), we cannot put £2„=0 as we did with the 
corresponding term in (4.6). As x is not the conditional expectation 
on all observations on x and z^_ . x -5L is not necessarily ortho-
t "t ' t t 
gonal to ij) - $ . 
To conclude, we can say that a proxy-variables estimator which is 
robust with respect to the specification of the process for x 
can be obtained together with its large sample variance in a fairly 
straighforward way. 
Numerical results on the relative efficiency of the alternative proxy 
variables estimators discussed in this section are reported in table 3. 
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Table 3. Relative efficiency of the ML estimator compared with altemative 
consistent estimators for B , skipped observations 
Eirs t HL e s t i m a t e s f o r o y - (?, > * . 5 - f 2 
« —1 
Y « ï 3 • * 2 ' , a - ? 2 
arder 
a u t o -
„2 2 
and y in ( 4 . 1 0 ) 
Y c o r r e - R R 
1at ion 
2 
X y 
6 
P A K K ê d K K ê d K K êML 
t \ Il Dage- \ T: o p t i - V: D a g e - l / : o p t i - ( 4 . 4 ) V : Dage- M : o p t i - complete 
( 4 . 4 ) n a i s : mal ( 4 . 4 ) n a i s mal n a i s mal observ. 
- 0 . 9 0 - 0 . 9 0 0 . 9 0 0 . 9 0 ' 1 . 2 8 1 . 2 5 1 . 2 3 6 . 0 4 5 . 5 9 1 . 7 4 6 3 3 . 3 8 5 7 7 . 3 5 1 . 8 9 1 . 9 0 0 . 9 5 
- 0 . 4 3 - 0 . 9 0 3 . 9 0 0 . 9 0 2 . 3 8 1 . 7 3 1 . 2 3 7 6 . 6 5 4 3 . 2 1 1 . 4 5 2 5 . 5 4 1 4 . 6 7 1 . 4 0 1 . 5 4 0 . 7 7 
0 . 0 0 - C . 9 0 0 . 9 0 0 . 9 3 1 . 3 2 1 . 0 6 1 . 0 2 ÏNF INF INF 1 . 9 8 X<S ST 1 . 1 2 1 . 3 5 0 . 6 8 
0 . 4 0 - 0 . 9 0 0 . 9 C C . 9 0 1 . 6 7 1 . 2 6 1 . 0 2 1 7 . 7 4 1 0 . 2 3 1 . 1 4 2 . 2 1 1 . 5 6 1 . 0 7 1 . 2 6 0 . 6 3 
0 . 9 0 - 0 . 9 0 0 . 9 0 0 . 9 0 1 . 2 1 1 . 1 8 1 . 0 0 1 . 4 5 1 . 4 0 1 . 0 4 1 . 2 3 1 . 1 9 1 . 0 0 1 . 6 3 e . 8 2 
- 0 . 9 C 0 . 0 0 3 * 9 0 0 . 9 0 1 . 1 5 1 . 1 4 1 . 1 2 3 . 6 2 3 . 3 9 1 . 5 6 6 . 3 4 5 . 8 6 1 . 6 0 1 . 9 0 0 . 9 5 
- 0 . 4 C 0 . 0 0 C .9C C . 9 0 1 . 2 4 1 . 3 7 1 . 0 4 5 . 6 5 3 . 5 4 1 . 1 0 1 . 3 0 1 . 1 1 1 . 0 5 1 . 4 7 0 . 7 4 
0 . 0 0 0 . 0 0 0 . 9 0 0 . 9 0 1 . 3 2 1 . 3 6 1 . 0 2 INF INF INF 1 . 3 2 1 . 0 6 1 . 0 2 1 . 3 5 0 . 6 8 
0 . 4 C 0 . 0 0 0 . 9 0 0 . 9 C 1 . 2 3 1 . 3 7 1 . 0 3 1 . 6 8 1 . 3 2 1 . 0 5 1 . 2 8 1 . 1 0 1 . 0 4 1 . 4 7 0 . 7 4 
0 . 9 3 0 »C 0 3 . 9 0 3 . 9 0 1 . 0 1 1 . 3 0 ï . ec 1 . C 2 1 . 0 1 1 . 0 1 1 . 0 3 1 . 0 3 1 . 0 2 1 . 9 0 0 . 9 5 
- 0 . 9 C C . 9 0 0 . 9 0 C.9C 1 . 2 2 1 . 1 8 1 . 0 » 1 . 5 7 1 . 5 1 1 . 1 6 1 . 2 4 1 . 2 1 ' 1 . 0 7 1 . 6 3 S . 8 2 
-C . 4 0 0 . 9 0 o.«n C . 9 0 1 . 7 7 1 . 3 2 1 . 0 2 3 2 . 3 5 1 5 . 3 9 1 . 1 0 2 . 2 9 1 . 6 1 1 . 0 7 1 . 2 6 0 . 6 3 
0 . 0 2 C . 9 0 0 . 9 0 C . 9 0 1 . 3 2 1 . 0 6 1 . 0 2 INF INF ÏNF 1 . 9 8 1 . 3 7 1 . 1 2 1 . 3 5 0 . 6 8 
0 . 4 3 0 . 9 0 0 . 9 0 0 . 9 0 1 . 3 0 1 . 1 ? 1 . 0 8 1 . 5 7 1 . 2 8 1 . 1 7 1 . 4 9 1 . 2 3 1 . 1 0 1 . 5 4 ï . ? 7 
0 . 9 0 C . 9 0 0 . 9 0 0 . 9 0 1 . 0 ? 1 . 3 C 1 . 0 " 1 . 0 1 1 . 3 3 • 1 . 0 0 1 . 4 0 1 . 3 7 1 . 1 5 1 . 9 0 0 . 9 5 
-C . 9 3 - 0 . 9 0 0 . 4 0 3 . 9 0 2 . 2 2 1 . 7? 1 . 3 1 Z C . 2 8 1 2 . 5 1 1 . 5 8 7 3 0 0 . 3 6 4 3 6 9 . 4 3 1 . 6 1 1 . 6 1 o.sö 
- 0 . I C - " . 9 0 c . 4 0 C . 9 0 8 . 4 9 1 . 6 1 1 . 1 4 1 7 C . 6 0 1 4 . 8 6 1 . 1 8 2 6 3 . 8 9 2 2 . 4 9 1 . 1 6 1 . 1 9 0 . 5 9 
0 .OS - 3 . 9 0 C . 4 0 0 . 9 0 3 . 2 8 1 . 1 1 1 . 0 9 INF INF INF 3 . 7 6 1 . 1 3 1 . 0 9 1 . 1 2 C .S6 
0 . 4 0 - 0 . 9 C 3 . 4 0 0 . 9 0 4 . 7 6 1 . 2 7 1 . 0 9 1 3 . 0 8 1 . 9 5 1 . 1 C 6 . 5 7 1 . 4 2 1 . 1 0 1 . 1 4 0 . 5 7 
3 . 9 3 - C . 9 C 3 . 4 0 3 . 9 0 1 . 8 6 1 . 4 7 1 . 3 1 2 . 0 6 1 . 5 8 1 . 0 1 1 . 9 1 1 . 4 9 1 . 0 1 1 . 5 0 0 . 7 5 
- 0 . 9 0 0 . 0 0 0 . 4 0 r. . 9 3 1 . 9 6 1 . 5 5 1 . 2 8 1 5 . 9 2 9 . 9 0 1 . 5 4 7 1 . 1 0 4 2 . 9 3 1 . 5 5 1 . 6 1 0 . 8 0 
- C . 4 C 3 . C 3 0 . 4 3 3 . 9 0 4 . 3 9 1 . 2 6 1 . 1 2 6 1 . 2 8 5 . 9 2 £ . 1 3 8 . 8 8 1 . 6 3 1 . 1 2 1 . 1 7 0 . 5 9 
0 . 0 3 O.OC o .*o 0 . 9 C 3 . 2 R 1 . 1 1 1 . 3 9 INF INF ÏNF 3 . 2 8 1 . 1 1 1 . 0 9 1 . 1 2 0 . 5 6 
0 . 4 0 0 . 0 0 0 . 4 3 3 . 9 C 2 . 3 8 L I C 1 . 0 9 2 . 4 6 1 . 1 1 1 . 0 9 2 . 4 2 1 . 1 1 1 . 0 8 1 . 1 7 0 . 5 9 
3 . 9 0 C . 0 0 ? . 4 c C . 9 0 1 . 0 7 1 . " 1 1 . 3 1 1 . 0 8 1 . 2 2 1 . 0 1 1 . 1 3 1 . 0 5 1 . 0 2 1 . 6 1 0 . 8 0 
- 0 . 9 C C . 9 0 0 . 4 0 C . 9 3 2 . 3 7 1 . T 7 1 . 2 * 1 0 . 2 0 6 . 4 5 1 . 4 1 4 . 1 9 2 . 8 6 1 . 3 6 1 . 5 0 0 . 7 5 
- 0 . 4 0 C . 9 0 0 . 4 ? : . 9 0 5 . 6 8 1 . 3 6 1 . 1 1 1 1 . 9 1 1 . 7 8 1 . 1 2 2 0 . 6® 1 . 7 5 1 . 1 2 1 . 1 4 0 . 5 7 
0 • 'j 0 3 . 9 0 3 . 4 0 3 . 9 0 3 . 2 3 1 . 1 1 1 . 0 9 INF INF INF 3 . 7 6 . 1 . 1 3 1 . 0 9 1 . 1 2 0 . 5 6 
0 . 4 0 0 . 9 0 0 . 4 0 0 . 9 0 2 . C 2 1 . 3 3 1 . 0 7 4 . 9 0 1 . 3 2 1 . 1 4 2 . 2 8 1 . 1 0 1 . 0 9 1 . 1 9 8 . 5 9 
0 . 9 C 0 . 9 0 0 . 4 0 3 . 9 0 1 . 0 6 l . ' l 1 . 0 1 1 . 0 7 1 . 0 1 1 . 0 1 1 . 7 7 1 . 4 3 1 . 0 6 1 . 6 1 Q . 8 0 
- 0 . 9 0 - 0 . 9 0 B . ° 0 3 . 4 0 1 . 0 2 1 . ? ? 1 . 0 2 1 . 3 9 1 . 3 9 1 . 2 8 4 9 . 9 0 4 9 . 5 6 1 . 9 5 1 . 9 8 0 . 9 9 
- 0 . 4 C - 0 . 9 0 0 . 9 0 3 . 4 0 1 . 1 2 1 . 1 1 l . C S 7 . 8 2 7 . 4 9 1 . 6 2 3 . 2 1 3 * 1 0 1 . 4 8 1 . 8 8 0 . 9 4 
0 . 3 3 - 0 . 9 0 0 . 9 3 3 . 4 0 1 . 0 1 . - 1 . 3 3 1 . 3 0 INF ÏNF ÏNF 1 . 0 7 1 . 0 7 1 . 0 5 1 . 8 0 0 . 9 0 
0 . 4 G - 0 . 9 0 0 . 9 0 3 . 4 0 1.-Q1 1 . 3 1 1 . 3 3 2 . 6 7 2 . 5 8 i . 3 6 1 . 0 7 1 . 0 6 1 . 0 4 1 . 7 5 0 . 8 8 
0 . 9 ? - 0 . 9 0 0 . 9 0 3 . 4 0 1 . 3 0 i .oo 1 . 3 C 1 . 0 2 1 . 3 2 1 . 0 2 1 . 0 0 1 . 0 0 1 . 0 0 1 . 9 3 C 9 6 
- 0 . 9 Z 0 . 0 0 O.^C C . 4 0 1 . 0 1 1 . 0 1 l . j C l 1 . 2 0 1 . 2 0 1 . 1 6 1 . 4 1 1 . * 1 1 . 2 6 1 . 9 8 0 . 9 9 
-o.%o 0 . 0 0 0 . 9 0 0 . 4 0 1 . 0 1 1 . 0 1 1 . 0 1 1 . 4 2 1 . 4 0 1 . 0 8 l . O l . 1 . 0 1 1 . D 1 1 . 8 6 0 . 9 3 
0 . 0 0 0 . 0 0 0 . 9 0 0 . 4 0 1 . 0 1 ï . c : i . o : INF ÏNF ÏNF 1 . 0 1 ' 1 . 0 0 IgJJC 1 . 8 0 0 . 9 0 
0 . 4 0 0 . 0 0 C . 9 0 0 . 4 0 1 .C1 1 . 0 1 1 . 0 1 1 . 0 5 1 . 0 5 1 . 0 3 1 . 0 1 .•, 1 . 0 1 1 . 0 1 1 . 8 6 C . 9 3 
0 . 9 : t . 0 0 0 . 9 C 0 . 4 0 1 .3C i . c : 1 . 0 0 1 . 0 0 1 . 0 C 1 . 0 0 1 . 0 0 " 1 . 0 0 1 . 0 0 1 . 9 8 0 . 9 9 
- 0 . 9 0 C . 9 0 0 . 9 0 0 . 4 0 1 . 3 3 i » : c 1 . 0 0 1 . 0 3 1 . 0 3 1 . 0 3 1 . 0 1 F . 01 1 . 0 0 1 . 9 3 C . 9 6 
- 0 . 4 0 " 3 . 9 0 C . 9 0 3 . 4 0 1 . 0 2 1 . 0 3 1 . 0 1 4 . 1 ? 4 . 0 1 1 . 2 0 1 . 0 8 1 . 0 7 1 . 0 4 1 . T 5 6 . 8 8 
0 . 0 0 0 . 9 0 0 . 9 0 0 . 4 0 1 . 0 1 1 . 3 0 1 . 0 3 INF INF ÏNF 1 . 0 7 1 . 0 7 1 . 0 5 1 . 8 0 0 . 9 0 
0 . 4 0 0 . 9 0 0 . 9 3 0 . 4 C 1 . 0 2 1 . 3 2 1 . 0 2 1 . 0 4 1 . 0 4 1 . 0 4 1 . 0 4 1 . 0 3 1 . 0 3 ï.sa 0 . 9 4 
0 . 9 C C . 9 0 0 . 9 0 C . 4 0 1 . 0 C 1 . ? ? 1 . 3 3 1 . 0 3 1 . 0 C 1 . 0 C 1 . 0 3 1 . 0 3 1 . 0 3 1 . 9 B 0 . 9 9 
- 0 . 9 0 - 0 . 9 0 0 . 4 0 3 . 4 0 1 . 1 0 l . i r > 1 . 0 9 2 . 6 8 2 . 6 1 1 . 5 8 6 3 9 . 3 4 6 1 2 . 5 4 1 . 8 9 1 . 9 0 0 . 9 5 
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1 . 0 0 1 . 0 0 1 . 0 C 1 . 0 0 1 . 0 0 1 . 0 0 ï .oe 1 . 0 6 1 . 0 3 1 . 9 0 0 . 9 5 
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In table 3 we report some results on the efficiency of the ML 
estimator compared with alternative consistent estimators for (3 . 
c 
The proxy for x , t £ T9 , used in these alternative estimators 
is the conditional expectation of x in (4.3) given all obser-
vations on x and z . In order to compute the conditional expec-
tation for x , we need parameter estimates for y and ex . These 
estimates have been obtained in three different ways, first by ML 
applied to equation (4.2) written as 
x = Y 2 x t _ 2 +a z + a y z ^ + vfc + y v , t £ T2 , (4.10) 
with one nonlinear restriction on the parameters, secondly by OLS 
applied to the unrestrirted version of (4.10) 
xt" Vt-2+Vt + Vt- l + (vt + * v t - l > » t £ T 2 • ( 4 ' n ) 
with y = ¥ (positive) and a = ¥„ , or thirdly y = ¥_ ¥„ and 
a = ?2 . 
From the results in table 3, it is quite obvious that all proxy 
variables are fairly efficiënt when y and a are estimated by ML. 
Also, the OLS estimator applied to (4.1) for t £ T„ is fairly efficiënt 
in most instances. When a moment estimator is used for a and y , 
the relative efficiency of ML is very sensitive for the parameter values. 
In particular, a negative value for y combined with negative first 
order autocorrelations of z often substantially increases the 
efficiency of ML relative to moment-based proxy variables estimators. 
INF denotes that the relative efficiency cannot be computed in that 
case. 
When y = 0 (which ignored in the estimation), the Jacobian of the 
i 
transformation of the moments to y = y2 equals 1/2y , so that 
the large sample variance of this estimator for y cannot be evaluated. 
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5. Consistent estimation with missing endogenous variables 
Now we consider the case where y is observed for t £ T„ only 
while x and z are observed for t £ T. . In section 2, we 
have already briefly discussed consistent estimation of 3 and p 
in (2,1) by means of proxy variables estimates. 
The large sample variance for the instrumental variables (IV) estimator 
applied to (2.12) can be obtained along the lines foliowed to derive 
(4.8). For a given choice of instruments x . , i = A+1....B , the 
asymptotic variance of 6 = (p,B)' estimated by IV's is 
Var (VT 81V) - (R'X)_1R' {fi+W(Z'Z)-IZ n2 + fi2 Z(Z'Z)_,W 
+ W(Z'Z)"1Z«n Z(Z'Z)-1W'} R(X'R)"1 , (5.1) 
where X is a Tx2 matrix with y\ , in the first column 
c (y . , for t £ T„) and x in the second column, 
R is the Tx(B-A-l) matrix of instruments, 
W = pW„-W , with p being a consistent estimate of p , 
with W„ being the derivatives of y . with respect to 
r\. . equal to xt . , t E T_ and zero for t £ T0 , ï t-i 2 l 
and W. is the matrix of derivatives of y with respect 
to n. • 
1
 B 
Z is the T/2x(B-A+l) matrix of regressors in y =.I.x .n-+w 
for t £ 1 . 
Defining ufc = et + p(yt_,-yt.1) - (yt-ft) with yt = £ f ^ \ , 
t £ T 2 and y = y , t £ T„ , we have 
ü = Euu' , £2, = Euw' , n» = Eww' . (5.2) 
Wlien taking a linear combination of x . 's as a proxy for y , 
one possibly ignores information included in past values of y . 
The loss of information may be important when p is close to the 
unit circle. One remedy to the loss of information is to choose a 
large value for B . However, it is more natural to use the model 
(2.1) to construct the proxy y = py . + 3 x , where p and % 
have been estimated by the IV's method just described. 
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Applying OLS to the system 
*t = "H +: B Xt + Ct + P^t-l-y.t-l) » t £ T2, 
(5.3) 
y* p
 y t , i + ' * * t + c t + , ( y~t " V •. t £ - T 2 
yields consistent estimates of p and 3 as y is the estimated 
conditional expectation of y given x and past values of y 
The explanatory variables in (5.3) are therefore orthogonal in large 
samples to the composite disturbance terms. 
The large sample v'ariance of the two step estimator for 6' is 
consistently estimated by , 
(S'S)TlS' AA' S (S'S)"1 , (5.4) 
where S is the (Tx2)' matrix with y , in the first column and 
x in the second column, and 
A = & + T(R'X) ' R ' U , + W(2'Z) IZ' E } 
a b c (5.5) 
with 
at 
'bt 
ct. 
and y 
E
t
 + p(yt-ryt-i} + ( V y t } * yt = pyt-i + 6 x t 
ct +-p-(yt_i-yt_1) * (yt-yt) , yt ^ I ^ i xt_. 
V - V = W 
't ^t t 
t e T; 
t e T, 
The matrices R, W and Z have been defined in (5.1). A major disadvan-
tage of the proxy variables estimators presented in this section is 
the complexity involved in computing their asymptotic covariance matrix. 
In particular, the effect of estimating the parameters appearing in 
the proxies creates the most difficult problem, which can be overcome 
by including the difference between the conditional expectation and 
its estimate as an a.dditional regressor along lines proposed by 
Davidson and MacKinnon (1981) in a different context. 
Quite naturallys one is led to consider a GLS-procedure for the system 
(5.3). The properties of GLS-estimators for (5.3) which are computation-
ally less attractive than the procedures discussed in this section 
are currently investigated. 
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In Tables 4, 5 and 6, the reader finds some results for the model 
when observations on the endogenous variable are skipped. The model 
for observed temporal aggregates is currently analyzed. We report 
some numerical results on the asymptotic variance of alternative esti-
mators for p and B and we give the relative efficiency of the ML 
estimator for p and B in (2.1) compared with that of alternative 
consistent estimators. The derivation of the ML estimator is given 
in Palm and Nijman (1982b). In short, after substitution for yt_, » 
equation (2.1) can be written as a dynamic regression equation that 
is subject to one linear restriction 
y t = p2yt_2 + 6 x t + B p x t - i + E t + P et-i s t e T2 . (5.6) 
Also, (5.6) suggests other consistent estimators for p. For instance, 
the equation (5.6) can be estimated by OLS as an unrestricted regres-
sion equation. Then p can be estimated as the positive square root 
of the parameter estimate for yt_n and 8 is equal to the estimated 
coëfficiënt of x . These estimators are denoted as p5 and B, . 
Alternatively, p can be estimated as the ratio of the parameter 
estimates for x . and x and B is estimated in the way just 
describes . These estimators will be denoted as p„ and B~ • As 
both moment estimators are nonlinear functions of the unrestricted 
regression coëfficiënt estimates of (5.6), their asymptotic variances 
can be obtained in a straightforward way by means of a Taylor series 
approximation (see Appendix B) .Finally,in Tables 4 and 5 we compare the relative 
efficiency of the ML estimator for a complete sample with that of the 
ML estimator for the incomplete sample. This gives an indication of 
how the loss of information due to incomplete sampling varies with the 
parameter values of the model. The reader should have a close look 
at the tables. 
Several interesting conclusions arise from the tables: 
1. In most instances, the two-step OLS estimator is fairly accurate 
compared with the ML estimator, From efficiency considerations, 
the two-step estimator should probably be preferred to other 
consistent estimators. As it can be computed fairly easily, it 
should be used when a consistent point estimate is needed (for 
instance as an initial estimate for iterative^estimation). 
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Table 5. Relative efficiency of the ML estimator of B in (5.6) com 
alternative consistent estimators, skipped observations. 
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2. The accuracy of IV estimators with proxies based on values for 
x increases when additional lagged values of x are included 
in the conditional expectation. However, when p is close to 
the unit circle, this estimator is usually very inefficiënt. In 
particular, p is then estimated very inaccurately. 
3. It should be noted that the large sample variances do not change 
if the sign of p and y is changed. 
4. In most cases, the Standard errors computed according to the OLS 
formula for Standard errors substantially underestimate: the true 
asymptotic Standard errors. This finding indicates that care has 
to be taken when testing the significance using algebraic t-values 
based on 'OLS-standard errors'. 
6. Some final conclusions 
In this paper we presented several consistent estimators for static and 
dynamic models with missing exogenous and missing endogenous variables. 
We considered the sampling scheme of skipped data and aggregate 
observations. 
For each of the estimators, we essentially focussed our attention on 
its large sample efficiency compared with that of the ML estimator and 
on the computational tractability. Almost all estimators can be 
computed in a fairly straightforward way. However, consistent estima-
tion of their large sample variance causes some computational problems. 
More specifically, the consistent estimators are usually based on proxy 
variables for the missing observations. To assure consistency of the 
parameter estimates, one should preferably use conditional expectations 
or wide sense conditional expectations to construct the proxies. 
However, the parameters of these conditional expectations have to be 
estimated too. This implies additional variation for the estimates of 
the parameters of interest. 
For each of the models considered, there are usually several consistent 
estimators which have a reasonable large sample precision and which 
can be obtained at reasonable costs together with their asymptotic 
Standard errors. Numerical results for nonstationary static and 
dynamic models are currently prepared. 
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Appendix A 
The efficiency of the generalized least squares estimator 
Consider again the regression model 
y = X B + E ,
 E ~ N (0, fi), (A.l) 
where X is not observed for all t € T . Assume that we have a 
matrix of proxy variables X , the parameters of which are efficiently 
estimated and which can be substituted into (A.l) to yield 
y = X B + e + ( X - X ) B (A.2) 
the GLS-estimator B_. _ = (X'f"1 X ) " 1 X'Z ] y (A.3) 
where Z has been evaluated at consistent parameters estimates with 
Z = E [e + (X - X) B] [E + (X - X) B]'- , (A.4) 
is consistent when X is a (linear) conditional expectation given 
a set of variables that are exogenous with respect to e . 
Consider now an instrumental variables(IV) estimator 
B i y = (W'Z)"1 (W'y) (A.5) 
where V is a matrix of instruments, Z is a matrix of proxies and 
all elements of VI and Z are included in the linear combination 
yielding X . 
The estimator BTU is consistent provided 
plim T-1 W'(e + (X - X) B + (X - Z) B) = 0 (A.6) 
that is if plim T_1 W1 (X - Z) = 0 . 
We shall now prove that given condition (A.6) is true, the GLS-
estimator is efficiënt within the class of IV-estimators (A.5). 
Using an argument given by Hausman (1978), we have to show that 
plimT"1 ( B I V - B G L S)(B G L S" B)' = 0 (A.7) 
The l . h . s . of e x p r e s s i o n (A.7) can be w r i t t e n as 
T _ 1 ( B I V - 3 G L S ) ( B G L S " B)8 = T _ 1 ( W ' £ ) _ 1 W' [e + (X - X) B 
+ (X - Z) B] [ e + (X - X) B]' Z _ 1 X (X' Z _ 1 X ) " 1 
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- T~! (X' T.~] X)"1 X' T-~l T. I_1 X (X' f"1 X)"1 = 
= T_1 (W'Z)"1 W' X (X* l"1 X)"1 - T-1 (X'I-1 X)"1 
+ T_1 (W'Z)"1 W' (X -Z) 3 te + (X - X) 6]'IH X (X'I-1X)_I (A.8) 
"here we have used (A.4). Notice that X and Z are orthogonal 
to e and X - X , so that (A.8) asymptotically becomes 
plim T_1 (W'Z)"1 W' (X - Z +Z) (X' l"1 X)"1 - T_1 (X'f"1 X)"1 = 0 (A.9) 
given that plim T~ W'(X - Z) = 0 . 
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Appendix B 
In this appendix we shall give the large sample variance for several 
estimators presented in the paper. Consider first the static model 
with skipped exogenous observations. The asymptotic variance of the 
maximum likelihood estimator of 0 = (a. a2 , a2 , B)' in (3.8) is 
v e 
given by: 
Var (VT 9 ) = 
ML 
B 2a 2 
2 o' 2 o' 
a B o 2 
z 
2 o 2 
4 ok 
v 
4 oL 
4 ÖL 
3„2 B a 
2 cL 
4cL 
i_
 + J, 
4aL 4dL 
Ba" 
2öq 
aBa^ 
2 ö' 
B 3o 2 
2 ÖL 
2 3" 
a 2 a 2o 2 
J^
 + E + 
2o 2 
E 
B2ai+ 
2 ö" 
with ö 2 = a2 + B2 o 2 , a 2 = E z , and o 2 = E x 
E v z t x t (B.l) 
The large sample variance1 of VT BM1 is then: 
a 2 o 2 
Var (\fr 6^) = 
ML 2a" 2 a , ( ' -
B 2 a 2 
B 2 a 2 - ) 
B 2 a 2 , 
v
 fi 
s'+a1* + a 4 
o
h
 V
 a 4 + ak + B 4a 4 ' 
(B.2) 
Along the lines foliowed by Palm and Nijman (1982a) for aggregate obser-
vations, one can obtain the asymptotic variance of consistent estimators 
of B for skipped observations. 
For the proxy variables estimator B in (2.4), we have: 
P 
Var (\tl B ) = 2 (o2 + a 2 a 2 ) ~ 2 (a2 a2 + a2 a 2 a 2 + a 2 B2 a 2 a 2) . (B.3) 
p x z e x z v z 
Similarly for B„ in (3.1), where the matrix of weights proposed by 
Dagenais (1973) is used, one gets: 
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p2 B2 a2 o2 o2 
Var (VT B ) = p + — — , (B.4) 
2 5^ 
with p being the large sample variance of the GLS-estimator of B 
when a is known 
r a 2 a2 a2 i" 
- {-*-
 + Lj 
l ?„2 o X2 J 
(B.5) 
When the optimal weights in (3,3) are used, we get: 
{ o2 a2 o2 B2 a2 a2 o2 ^-1 
_JL
 + 5- 2L-5 \ . (B.6) 
2a2 2 52 2 (51* +a 2 B 25 2) J 
e v 
The large sample variance of B, in (3.7) is: 
d 
Var (VT B.) = (2o 2a 2 + a2 a2 a2) (a2 a2 + o 2 ) - 1 . (B..7) 
d v e z z v 
Finally, when we apply OLS to the data for t € T„ , the variance is 
the doublé of the variance óf OLS in the case that no data are missing 
2 o2 
Var (VT B ) = - . (B.8) 
C 2 
For the static model with observed aggregates of the exogenous variable 
x , the large sample varianceiof the ML estimator and of the estimator 
VT B , are derived in Palm and Niiman (1982a). For the sake of complete-
ad 
ness, we give all formulae for the asymptotic variances. 
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For the proxy variables estimator 3 in (3.9), we have 
ap 
Var (VT 3 ) = 4 (a2ö2 + Ex2) 2(a2a2a2 + a2E x2 + 
ap 
32a2a2ö2 y_ z 
Ei2 
) . 
When a temporal aggregate of x is available, the variance of 
the Dagenais estimator in (3.1) is 
Var (\/T 3ad) = p + 
p2a232ö2a2 y
 z v 
a^E? 
(B.10) 
? ~2 
r V Z — 1 
where p = { + — } is the variance of 
4a2 Ag2 
e 
ad given that a 
is known and ö2 = E(z^ - z ,) . The asymptotic variance of the GLS-
z t t-1 ^ 
estimator with optimal weights, 3 in (3.10)., is 
ao 
2~9 
L + JË2L. a
2B2a2ö1+ 
Var (VT 6 ) = { 
ao
 4o2 4o2 4ö4E^ + 43202d202 
e v z 
,-1 (B.ll) 
The variance of the OLS estimator applied to the periods for which all 
variables are observed, 3 , is 
ac 
-2 
Var (VT 3 ) = 4 o2 / E x 
ac e 
(B.12) 
It differs from the variance of the OLS estimator of 3 when no data 
are missing 
Var (VT 3QLS) o2 I o2 , e x ' (B.13) 
with a2 = a2a2 + a2 
x z v 
The asymptotic variance of the ML-estimator 3
 M, , is 
,-2 a 2d 2 r 
V a r
 ^ *aML> 
{ Eü-
 + 
4a2 4S2 
E 
1 " 
32ö2a2 
z v 
(32Ö2a2 + Ez^ö2) 
z v 
BM 
1 -
(ah + 3 ^ ) 
e v 
34„2 (aH + gH aZ + QH) 
(B.14) 
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In order to derive the variance of the ML estimator for the dynamic 
regression model in (4.1) and (4.2) with skipped observations for x , 
we write the model which is subject to some nonlinear restrictions 
in the parameters in recursive form as 
yt = Bxt + et 
yt-l = ^ ^ Xt + Y Xt-2 ~ a Y Zt + a Zt-l ^ + et-l + ^ V t - 1 ~ Y V t ^ 
Xfc = Y x t _ 2 + a zfc + a y Z j . ] + v t + Y V t - l (B.15) 
for t € T„ where lp «= 3 / 1+y2 . Notice that the disturbances in (B.15) 
are independent and orthogonal to the explanatory variables in the 
corresponding equation. The loglikelihood function L is given by 
T y,. ~ 3x 9 x - Y2X. 0 - az - ayz 
- f (In a 2 ^ 2 a2) - X (_£ * ) 2 _
 z _t t ^ 1 1 ^ 2 
4 E T2 2 a2 T 2 2o^ 
e 
-
 Z (
yt - ^ ^ t + 1 + YXt-l * a 2t ~ a Y Z t + l ] 2 
T^ 2 a2 
(B.16) 
with a 2 = (1+Y2)az and ö 2 = o 2 + B 2 Ö 2 ( 1 + Y 2 ) 
v e v 
The large sample variance of 0,,, = (0 , v , a , o2 o2)„„ 
& r
 ML ' ' ' e v ML 
can be obtained by inverting 
I 9 L 
T i 
3030 V 3 0 " 
I 92]L 
T 
swj V30'-' 
(B.17) 
where ¥ = (6 , y s a s <P > a 2 > ° 2
 9 °
2 ) ' , the Jacobian matrix is 
_1L 1 0 0 ( 1 + Y 2 ) " ' 0 0 2ea+Y2)"1 
30 ' 
-2 
- 2 y e 2 a 2 ( l + Y 2 ) _ 2 0 1 0 - 2 g Y ( l + Y 2 ) 0 2ya 2 
V 
0 0 1 0 0 0 0 
0 0 0 0 1 0 1 
0 0 0 0 0 1+Y2 e 2 ( in 2 ) - 1 
(B.18) 
32 
and the Hessian matrix is 
E - 3
2L 
. . . . —,•—.,—„. SS 
3¥31" K
2 E *ï 0 0 0 0 0 0 
0 a b c 0 0 0 
0 b d e 0 0 0 
0 c e f 0 0 0 
0 0 0 0 ie 
e 
0 0 
0 0 0 0 0 &* 0 
0 0 0 0 0 0 is-
(B.19) 
where a 
b 
o o 
i [ C T 2 E ( 2 Y X „ + az ) + ip2a - 2 E ( x . . . + x. - az ) ] 
t—z t - 1 t + 1 t _ I t+1 
| [a~ 2 E(z t + Y z t _ ] ) ( 2 Y x t _ 2 + a z t - l ) + V ö"2 E ( z t " Y z t + P 
( x t + l + V l " a Z t + l ) ] ' 
e = 
f = 
= itpcT2 E(YXt_.j + YXt+, + az t - Yazt+,)(xt_, + xt+1 ~azt+]) 
= i [öL2E(zt + YZ,..,)2 + tp23"2E(zt - YZt+,)2] , 
4 a"2 E(zt - Yzt+,)(YXt+1 + y^., + <*zt " Yazt+]) , 
i cf2 E(Yxt_j + YX t + ] + azt - aYZ t + ])' 
Finally, expression (B.17) has been used to obtain the variances of the 
moment estimators C. and C„ for the dynamic model with missing endo-
genous variables. The Hessian matrix in (B.19) then corresponds to the 
second moments of the explanatory variables in a least squares regression. 
33 
RErERENCES 
Afifi, A.A., and R.Ï7. Elashoff (1966): 'Missing observations in 
multivariate statistics. I. Review of the literature', Journal 
of the American Statistical Association, 61, 595-604. 
Barro, R.J. (1977): 'Unanticipated money growth and unemployment in 
the United States', American Economie Review 67, 101-115. 
Boot, J.C.G., Feibes, V. and J.H.C. Lisman (1967): 'Further methods 
of derivation of quarterly figures from annual data', Applied 
Statistics, 16, 65-75. 
Chow, G.C., and A. Lin (1971): 'Best linear unbiased interpolating 
distribution and extrapolation of time series by related series', 
The Review of Economics and Statistics, 53, 372-375. 
Chow, G.C., and A. Lin (1976): 'Best linear unbiased estimation of 
missing observations in an economie time series', Journal of the 
American Statistical Association, 71, 719-721. 
Conniffe, D. (1983): 'Comments on the weighted regression approach 
to missing values', The Economie and Social Research Institute, 
Dublin, mimeographed. 
Dagenais, M.G. (1973): 'The use of incomplete observations in multiple 
regression analysis, a generalized least squares approach', 
Journal of Econometrics, 1, 317-328. 
Dagenais, M.G., and D.L. Dagenais. !A general approach for estimating 
econometrie models with incomplete observations', in Paelinck, J.H.P. 
(ed.) (1981): Qualitative and Quantitative Mathematical Economics, 
Den Haag, Martinus Nijhoff Publ., 89-114. 
Davidson, R., and J.G. MacKinnon (1981): 'Several tests for model 
specification in the presence of alternative hypotheses', 
Econometrica, 49, 781-794. 
Denton, F.T. (1971): 'Adjustment of monthly or quarterly series to 
annual totals; an approach based on quadratic minimization', 
Journal of the American Statistical Assocation, 66, 99-102. 
Fernandez, R.B. (1981): 'A methodological note on the estimation of 
time series', The Review of Economics and Statistics, 63, 471. 
Ginsburgh, V.A. (1973): 'A further note on the derivation of quarterly 
figures consistent with annual data', Applied Statistics, 22, 368-374. 
Harvey, A.C., and P.L.V. Pereira (1980): 'The estimation of dynamic 
models with missing observations', Paper presented at the Econo-
metrie Society World Meeting in Aix-en-Provence. 
Harvey, A.C. (1981): 'The Kalman filter and its application in econo-
metrics and time series analysis', Invited paper at the 6. Symposium 
über Operations Research, Augsburg. 
Harvey, A.C., and C.P. McKenzie (1981): 'Estimation of systems of 
equations when there is contemporaneous aggregation of the dependent 
variables', LSE discussion paper. 
34 
Hausman, J.A. (1978): Specification tests in econometrics', 
Econometrica, 46, 1251-1272. 
Hsiao, C. (1979): 'Linear regression using both temporally aggregated 
and temporally disaggregated data', Journal of Econometrics, 
10, 243-252. 
Jazwinski, A.H. (1970): Stochastic Processes and Filtering Theory, 
Academie Press, London and New York. 
Pagan, A. (1981): 'Econometrie issues in the analysis of regressions 
with generated regressions', Australian National University, 
mimeographed. 
Palm, F.C., and Th.E. Nijman (1982a): 'Linear regression using both 
temporally aggregated and temporally disaggregated data', 
Journal of Econometrics, 19, 333-343. 
Palm, F.C., and Th.E. Nijman (1982b): 'Missing observations in the 
dynamic regression model', Paper presented at the Econometrie 
Society European Meeting, Hublin. 
Palm, F.C., and Th.E. Nijman (1983): 'Missing observations and other 
unobservables in dynamic models', Vrije Universiteit, mimeographed. 
Priestley, M.B. (1981): Spectral Analysis and Time Series, Vol. 2, 
Academie Press, London and New York. 
Sargent, T.J. (1979): Macroeconomic Theory, Academie Press, London and 
New York. 
FP/mt 
830420 
