Abstract. We use an idea from sieve theory to estimate the distribution of the lengths of kth shortest vectors in a random lattice of covolume 1 in dimension n. This is an improvement of the results of Rogers [3] and Södergren [5] in that it allows k to increase with n.
Introduction
Let X n = SL n Z\SL n R be the space of lattices 1 L of covolume 1 in R n . X n admits a unique right SL n R-invariant probability measure µ n , derived from a Haar measure of SL n R (see [4] ). This measure provides the standard notion of a random lattice.
In this paper, we are interested in investigating the statistics of short vectors of a random lattice. Instead of directly stating the mathematical formulation of this problem, we will present a couple of theorems in this direction to give the reader a flavor of this subject. One of the earliest theorems proved concerning lattice statistics is Theorem 1 (Siegel [4] ). Let ρ : R n → R be a compactly supported Borel measurable function. Then
Xn x∈L\{0}
ρ(x)dµ n = R n ρ(x)dx.
In particular, if ρ is the characteristic function of the ball of radius r centered at the origin, then Siegel's theorem tells us that a random lattice on average has V (r) nonzero vectors of length less than r, where V (r) is the volume of a ball with radius r.
Later, C.A. Rogers, by using his own generalization of Siegel's theorem above, proved Theorem 2 (Rogers [3] ). Let ρ : R n → R be the characteristic function of a ball of fixed radius r centered at the origin. Fix a positive integer k.
This theorem says that the kth moment of ρ(x) = (the number of pairs of vectors ±x of a lattice L of length < r)
converges to the kth moment of the Poisson distribution with mean V (r)/2 as n goes to infinity. In other words, the number of vectors (identified up to sign) of a random lattice with length less than r has a distribution that converges weakly to the Poisson distribution 1 In this paper, a lattice in R n is simply a rank n Z-submodule of R n (with the standard addition structure).
with mean V (r)/2 as dimension becomes large. This result is consistent with the intuition that the first few (relative to the dimension) shortest vectors of a random lattice should be nearly random, as the algebraic structure of a lattice would hardly interfere with the choices of those vectors. It is clear that one could also convert this data into one about the statistics of the length of kth shortest vector (up to sign) of a random lattice, with k fixed and n arbitrarily large. In particular, the case k = 1, i.e. the statistics of the shortest nonzero vector of a random lattice is very closely related to finding the optimal density of lattice sphere packing.
These and other related theorems were all proved in 1940's and 50's. Since then, the field has come to its mysterious demise, despite much interest in short lattice vectors in computer science and applied mathematics in the latter half of the century. However, in a recent paper, Södergren proved that Theorem 3 (Södergren [5] ). For a lattice L in R n and t ≥ 0, letÑ n t (L) be the number of nonzero vectors (up to sign) of L in a ball of volume t. Taking L to be a random lattice, one may viewÑ n t as a stochastic process on the positive real line {t ∈ R : t ≥ 0}. As n → ∞,Ñ This result has connections to some topics in analytic number theory, such as zeroes of the Epstein zeta function and to the Berry-Tabor conjecture; for more information see [5] . Södergren also investigates the joint distribution of the angles and the lengths of the first N shortest vectors of a random lattice; see [6] .
The theorems of Rogers and Södergren above provide an insight over the "shape" of a random lattice. Namely, the lengths of the first k shortest vectors of a random lattice of dimension n converge in distribution to the first k points of a Poisson process on the positive real line with intensity 1/2, with k fixed and as n goes to infinity. Naturally, we would like to remove the condition that k is fixed, and replace it with a stronger condition, such as that k grows with n at a certain rate, in order to understand more fully the statistics of lattice vectors. We expect that as the growth rate of k increases, the Poisson-ness of the length distribution exhibited in the case of fixed k will gradually fade away, as lattices come with the natural algebraic structure, which certainly plays a crucial role in determining their shape. Eventually we hope to grasp this entire picture-the interaction of the inherent structure on lattices (and their moduli space) and their fine quantitative properties-in rigorous terms.
It seems difficult, however, to directly employ Rogers' and Södergren's arguments to relax the condition on k. Both prove the convergence in distribution by proving the convergence in moments, and the precise quantitative relationship between convergence in moments and convergence in distribution is rather unclear. A more direct proof of their theorems would be helpful. This is the motivation for the present paper.
Using our main theorem, we will be able to obtain the following estimate Theorem 4. Let S be a Borel measurable set in R n symmetric at the origin (that is, x ∈ S ⇔ −x ∈ S) with Euclidean measure V . Suppose that k ≤ (n/2) 1 2 −ε (ε > 0) is a positive integer, possibly depending on n, and suppose also that 8V ≤ n/2 − k. Let P (S, k) be the probability that an n-dimensional random lattice has at most k nonzero vectors (up to sign) in S. Then P (S, k) is close to P V /2 (k) for n sufficiently large, where P V /2 is the (left) cumulative distribution function of the Poisson distribution with mean V /2. More precisely,
for all sufficiently large n (depending on ε), where the first o n (1)'s on each side of the inequality can be replaced by ( n/2 − k) −1/2 , and the second o n (1)'s can be replaced by e(n, k, V ) (see Theorem 5 below).
It is easily seen that Theorem 4 improves (the implications of) Theorems 2 and 3 upon letting S be a ball and an annulus, respectively. Its main selling point is that it allows k to increase with n to a certain extent.
We will delegate the proof of Theorem 4 to the last section of this paper. It is a rather crudely obtained bound from the following theorem, which is the main result of this paper:
Theorem 5. Let S be as in Theorem 4. Let
For α, β ≤ n/2 such that α − k is even and β − k is odd,
where the error term e(n, k, V ) has a bound
Note that, for any k varying between 1 and min(α, β) (e.g. k could grow with n at a rate comparable to √ n), and a moderately increasing V (for instance, at the rate of e n 1/2−ε or slower), the right-hand side goes to zero as n → ∞.
The proof of Theorem 5 is in two steps. First we express F S,k as a series using an inclusion-exclusion argument, whose individual terms are integrable over X n using Rogers' integration formula [2] . Then we estimate the tail of the series to show that we can "cut them off" and obtain an estimate. This is essentially an application of the idea of the Brun sieve. There is a possibility that more elaborate sieve-theoretic ideas will improve the restriction α, β ≤ n/2 to ≤ n − 1, which will allow even more flexibility on k; I hope to return to this topic later.
Rogers' integration formula
The main technical tool in studying the statistics of lattice vectors is Rogers' integration formula [2] , which gives an explicit expression for the integrals
or the like, where k < n and ρ is a compactly supported Borel-measurable function on (R n ) k .
Theorem 6 (Rogers [2] Section 1, Theorem 4). (1) equals
Here the first sum is over all partitions . . .
We will apply this theorem to the following situation. For S ⊆ R n a Borel measurable set symmetric at the origin, define S ′ to be the set of elements x ∈ S whose first nonzero coordinate is positive. In particular, S ′ does not contain the origin, and every nonzero pair {x, −x} in S has only one element in S ′ . Clearly the mass of S ′ is half of S. Let χ S ′ be the characteristic function of S ′ , and let
otherwise.
We will be interested in estimating
Proof. This is proved by applying Theorem 6 to ρ S ′ ,h and evaluating the following terms separately:
• The first integral . . . ρ S ′ ,h (x 1 , . . . , x h )dx 1 . . . dx h : This is clearly equal to (V /2) h .
• Summations over q = 1 and D, whose entries are only 0, 1, −1, and for each column of D exactly one of the entry is nonzero: In this case
x i = ±x l for some l. If the sign in question is positive, the integral in the summation is zero because the lth and (l + 1)st entries coincide. If it is negative, the integral is still zero because either the lth or (l + 1)st entry is not in S ′ .
• Summations over q = 1 and D, whose entries are only 0, 1, −1, and there exists a column of D in which at least two of the entries are nonzero: This is analyzed in [3] , Section 4.
• Summations over all the rest: This is analyzed in [1] , Section 9. This is where the condition that n ≥ [h 2 /4] + 3 is needed; Rogers had to use this assumption in order to show that the summation in question converges. It would be nice to improve this estimate, but I was unable to find a way to do so.
We continue with the notation of the previous sections. For a lattice L, define
Recall that we defined F S,k (L) so that it equals 1 if L has at least k vectors in S ′ , and equals 0 otherwise. The goal of this section is to prove Proposition 2.
Lemma 1. Let T be a finite set. For R ⊆ S ⊆ T , define
Then for any positive integer k
Remark. µ S (R) as defined above is the Möbius function on the lattice (as an order) consisting of the subsets of T ordered by inclusion.
Proof.
By Lemma 1 this completes the proof.
Estimates
We are now ready to prove Theorem 5. Briefly speaking, the strategy is to first show that, for α ≤ n/2, the integral of the partial sum of (4) over h ≤ α converges to the intended main term, and then show that the remaining "tail" is either positive or negative depending on the parity of α − k. We start by estimating the main term of F S,k dµ.
Proof. By Proposition 1,
The proposition now follows easily from this inequality, by summing it up with alternating signs as h runs from k to α.
It remains to estimate the "tail":
In this case we want to show that A β+1 + A β+2 > 0, A β+3 + A β+4 > 0, and so on. This follows from |A h+1 |/|A h | < 1 for β + 1 ≤ h ≤ M , which we have shown already.
Theorem 5 now follows trivially from Propositions 3 and 4.
A proof of Theorem 4
From Theorem 5 it follows that
h − e(n, k, V ) ≤ P (S, k)
h + e(n, k, V )
for appropriate α, β, so it suffices to show that the expression On the other hand, it is a standard fact that
Therefore it is enough to ensure that |e −λ − e α−j (−λ)| is small for all j = 0, . . . , k. Writing m = α − j + 1, and using Taylor's theorem and Stirling's approximation, Now take α = ⌊ n/2⌋ , λ = V /2. Then whenever n/2 − k > 8V , (7) holds for all j = 0, . . . , k. Choosing k ≤ n/2 1−ε ensures that the right side of (7) is small compared to e −λ . This completes the proof of Theorem 4.
