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RESUMO
Esta tese propõe algoritmos de processamento de sinais para desconvoluir a
informação de energia nos calorímetros do ATLAS. Os calorímetros modernos possuem
uma resposta ao impulso com duração maior do que a taxa de eventos adquiridos,
podendo gerar o efeito de empilhamento de sinais na sua eletrônica de leitura. O
ambiente de alta taxa de eventos, previsto para ocorrer nos próximos anos no maior
colisionador de partículas do mundo, o LHC, aumenta a probabilidade de ocorrência
de colisões adjacentes em seus experimentos detectores. No ATLAS, o seu primeiro
nível de seleção de eventos online opera de maneira ininterrupta e deve fornecer a
estimação da energia a cada colisão. O efeito de empilhamento pode causar diversos
problemas na estimação de energia e algumas soluções, que recorrem a modificações
no algoritmo padrão do filtro ótimo, tratam o efeito apenas como um ruído aditivo.
Diferentemente, as técnicas de deconvolução podem compensar o efeito de empilhamento
e ser independentes dos parâmetros, no caso das técnicas não supervisionadas. Dois
algoritmos de deconvolução para operar neste ambiente são propostos. O primeiro
é supervisionado e utiliza um filtro FIR seguido da função não linear de Shirinkage,
sendo baseado na deconvolução por representações esparsas. O segundo, denominado
Bussgang-Sparse, é não supervisionado, e se apoia no algoritmo de Bussgang associado
com o critério de esparsidade. Os resultados mostram que a deconvolução baseada
nas representações esparsas oferece um desempenho melhor na atenuação do ruído
aditivo do que a deconvolução por filtros FIR baseada na resposta ao impulso inversa do
calorímetro. Para a segunda técnica não supervisionada, os resultados demonstraram
a convergência para as técnicas de deconvolução baseadas em filtros FIR que são
supervisionadas.
Palavras-chave: Deconvolução Cega. Sinais Esparsos. Processamento Online. Free-
running. Estimação de Energia.
ABSTRACT
This thesis proposes signal processing algorithms to deconvolve the energy information
in ATLAS calorimeters. Modern calorimeters have a pulse response that is longer than
the acquisition rate of events and can generate the effect signal overlapping on your
readout electronics. The high event rate environment foreseen to occur in the next few
years in the largest particle collider in the world, the LHC, increases the likelihood
of adjacent collisions occurring in its detector experiments. In ATLAS, the first-level
online event selection operates uninterrupted and must provide the energy estimation
for each collision. The pile-up effect may cause several problems in energy estimation,
and some solutions which relies on the standard optimal filter algorithm treat the
effect only as additive noise. In contrast, deconvolution techniques may compensate for
the pileup effect and may be independent of parameters for unsupervised techniques.
Two deconvolution algorithms to operate in this environment are proposed. The first
one is supervised and it uses a FIR filter followed by the Shirinkage function, based
on deconvolution by sparse representations. The second one, called Bussgang-Sparse,
is unsupervised, and relies on the Bussgang algorithm associated with the sparsity
criterion. The results show that deconvolution based on sparse representations offer
better noise attenuation performance than FIR filter deconvolution based on the inverse
pulse response of the calorimeter. For the second unsupervised technique, the results
demonstrated convergence to deconvolution techniques based on FIR filters.
Keywords: Blind Deconvolution. Sparse Signals. Online Processing. Free-running.
Energy Estimation.
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1 INTRODUÇÃO
A área de instrumentação eletrônica possui uma grande variedade de aplicações
na engenharia, uma vez que ela está inserida em qualquer sistema eletrônico onde
necessita-se lidar com alguma grandeza do mundo real. Num processo de instrumentação,
em geral, são prevalentes transdutores, para conversão da grandeza física de interesse
em sinais elétricos, uma eletrônica de condicionamento que amplifica e filtra o sinal
convertido, bem como uma etapa do processamento de sinais, que analisa o sinal
condicionado.
Os avanços no campo do processamento digital de sinais, normalmente, decorrem
de uma forte sinergia entre novos desenvolvimentos teóricos, novas arquiteturas e
velocidade de hardware e das necessidades da aplicação, colocadas muitas vezes, por
requisitos altamente específicos. Uma aplicação extremamente desafiadora, tanto
para instrumentação quanto para o processamento digital de sinais, diz respeito aos
experimentos de física de altas energias, que estudam as propriedades e interações
das menores partes constituintes da matéria. Devido às dimensões e velocidade em
que os fenômenos físicos ocorrem neste ambiente, estes experimentos envolvem um
grande número de sensores, operando com altas taxas de eventos para observação e
caracterização dos fenômenos físicos.
A leitura e o armazenamento da informação que advêm desta grande quantidade
de sensores, com taxas de aquisição na ordem dos nanos segundos e um elevado número
de canais simultâneos, são um desafio para o estado da arte tecnológico. Além disso,
a informação relevante para caracterização do evento físico está imersa em ruído o
que torna cada vez mais difícil distinguir entre o que é relevante ou não. Portanto, o
emprego do processamento online para seleção de eventos pode reduzir a quantidade de
informação a ser armazenada e facilitar as análises para identificação e caracterização
do evento físico.
1.1 CONTEXTUALIZAÇÃO
Uma grande gama de experimentos modernos de física de altas energias faz uso
de aceleradores de partículas, que, por sua vez, podem produzir uma enorme quantidade
de dados. Esses aceleradores são projetados para acelerar e colidir feixes de partículas
em altíssima velocidade. Assim, o resultado de uma colisão entre as partículas de um
feixe produz novas partículas, que, para serem observadas, necessitam ser reconstruídas
computacionalmente, a partir de informações de sensores especializados em medir certas
grandezas físicas das partículas, à medida que as mesmas entram em contato com os
transdutores de um experimento detector de partículas. Os experimentos, tipicamente,
são constituídos por diversos sub-detectores, de modo que cada um deles é responsável
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por medir uma propriedade específica da partícula incidente. Entre as propriedades,
uma das mais importantes é a informação da energia, que pode ser obtida por meio de
um sistema de calorimetria.
Os calorímetros que constituem o sistema de calorimetria podem ser classificados
como homogêneos ou por amostragem. Os homogêneos são constituídos por um bloco
de material denso, tendo com a finalidade de absorver a energia das partículas. Já
o sistema de calorimetria por amostragem, que é o tema central deste trabalho, é
responsável por absorver e amostrar a energia das partículas incidentes. Portanto,
um calorímetro por amostragem, normalmente, é suficientemente espesso, constituído
por uma sobreposição de elementos sensores compostos por material denso, de modo
que toda a energia das partículas seja depositada em seu volume, sendo uma grande
parte dissipada e uma pequena porção amostrada na interação com o seu material.
Os calorímetros também devem ser segmentados em células, para que forneçam uma
resolução espacial ao detector, podendo chegar a centenas de milhares de células de
modo a permitir uma boa resolução espacial.
Como os calorímetros são finamente segmentados e os eventos de interesse para
a física são frequentemente raros (muitas das vezes, são necessárias milhares de colisões
para aumentar a probabilidade de se obter um evento de interesse), consequentemente,
muita informação é gerada, requisitando a utilização de um sistema de seleção de
eventos online. Este sistema é projetado para aceitar ou rejeitar informações relevantes
para a identificação e caracterização do fenômeno físico.
Os sistemas de seleção de eventos online (ou sistemas de trigger), geralmente,
operam realizando a seleção em etapas sequenciais de processamento, de modo que os
eventos não relevantes sejam gradualmente descartados a cada etapa. As primeiras
etapas de processamento (ou primeiro nível de seleção de eventos), comumente, são
implementadas em hardware dedicado para que possam lidar com os requisitos de alta
taxa de eventos e baixa latência. Por outro lado, os níveis subsequentes, conhecidos
como sistemas de seleção de alto nível (ou high-level triggers) são projetados para
operar utilizando softwares pois, apesar de lidarem com a informação já selecionada pelo
primeiro nível, utilizam os dados de todos os sub-detectores do experimento para tomar
a decisão sobre a relevância do evento físico e os dados que devem ser armazenados
para futuras análises.
Os calorímetros têm uma participação fundamental em todos os níveis de
seleção, pois o perfil de deposição de energia é utilizado no processo de reconstrução e
identificação das partículas primárias. Para a área da física de altas energias, o verbo
reconstruir significa reproduzir ou reconstituir, através dos dados gerados pelo detector,
as interações físicas que nele ocorreram. Assim, o termo reconstrução de energia está
associado com a tarefa de estimar a energia depositada no calorímetro, analisando o
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sinal elétrico gerado em suas células.
Sob o ponto de vista da cadeia de instrumentação presente nos calorímetros,
tipicamente, a reconstrução online tem início na sua eletrônica de leitura. A partir do
processo de interação da partícula com o material do calorímetro e sensibilização de uma
célula, a grandeza física é convertida em sinal elétrico. O sinal elétrico é condicionado e
amplificado, de forma que sua amplitude de pico seja proporcional à energia depositada
em uma célula. O mesmo é então digitalizado por um Conversor Analógico-Digital (do
inglês, Analog-to-Digital Converter) (ADC). Neste ponto da cadeia de instrumentação,
dá-se início a reconstrução online de energia, onde geralmente são realizadas duas tarefas
no primeiro nível de seleção de eventos online, a saber: a detecção dos canais (células)
com informações relevantes e a estimação do valor correto da energia e do instante de
deposição na respectiva célula. No caso de aceitação pelo primeiro nível (quando um
cluster de células altamente energéticas é detectado), as amostras digitalizadas ao redor
do pico são coletadas e encaminhadas para os outros níveis de seleção de eventos, nos
quais procedimentos mais sofisticados de reconstrução de energia podem ser realizados.
Considerando apenas o primeiro nível de seleção de eventos online, a estimação
e detecção devem ser realizadas de maneira rápida e sem interrupções. Esta maneira de
realização é conhecida na literatura como free-running. Assim, uma solução comum
em experimentos de física é fazer o uso de filtros de Resposta ao Impulso Finita
(do inglês, Finite Impulse Response) (FIR) seguidos por circuito detector de picos.
Neste contexto, os filtros FIR são projetados de modo que, no instante de tempo
discreto em que as amostras de um pulso digitalizado se encontram corretamente
alinhadas na cadeia de registradores do filtro, na sua saída é produzida uma estimação
da amplitude do pulso baseado em algum critério de otimização. Diversas técnicas
de otimização, tais como filtros casados, filtros de autocorrelação, melhor estimador
linear não-tendencioso, estimador de mínima variância (filtros ótimos ou OF, do inglês
Optimal Filter), estimador de máxima verossimilhança, têm mostrado convergir para
basicamente o mesmo projeto de filtro, quando uma estrutura baseada em filtros FIR é
utilizada.
1.1.1 O ambiente de desenvolvimento
Este trabalho foi desenvolvido para o primeiro nível de seleção de eventos
online do experimento A Toroidal LHC ApparatuS (ATLAS), que é um dos principais
experimentos do maior acelerador de partículas mundo, o Grande Colisionador de
Hádrons, (do inglês, Large Hardron Collider) (LHC), localizado no Conselho Europeu
para Pesquisa Nuclear (do frânces, Conseil Européen pour la Recherche Nucléaire)
(CERN), em Genebra, na Suíça.
O LHC opera acelerando feixes de prótons em um túnel subterrâneo a aproxi-
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madamente 100 metros de profundidade e com 27 km de circunferência, fazendo-os
colidir nos pontos de interesse de quatro experimentos principais: ALICE, LHCb, CMS
e ATLAS. Esta incidência dos feixes ou Cruzamento de Feixes, (do inglês, Bunch
Crossing) (BC) ocorre a cada 25 nanos segundos, o que corresponde a uma taxa de
40 MHz.
O ATLAS é composto por diversos subdetectores, entre eles os calorímetros
hadrônico e eletromagnético, conhecidos respectivamente por Calorímetro Hadrônico de
Telhas, (do inglês, Tile Calorimeter) (TileCal) e LAr (calorímetro de Argônio líquido).
Cada calorímetro tem um número de células diferente, sendo aproximadamente 10 mil
do TileCal e 200 mil do LAr, além de um princípio de funcionamento próprio, no que
tange a conversão da energia da partícula para sinal elétrico.
Para o processamento no primeiro nível de seleção de eventos online, também
conhecido por nível 1 (do inglês, Level 1 ) (L1), estes calorímetros diferem basicamente
na forma do pulso característico, pois cada um possui um circuito de condicionamento
do sinal diferente. O circuito de condicionamento do TileCal gera um pulso de formato
unipolar e duração de 150 ns, enquanto o do LAr produz um pulso de formato bipolar
com duração de aproximadamente 600 ns. Contudo, ambos têm em comum a digitaliza-
ção do sinal por um conversor ADC com taxa de amostragem igual a 40 MHz, que é
sincronizada com a taxa de colisões do LHC.
Na busca por mais detalhes sobre a constituição da matéria, o LHC passa por um
programa de atualização que visa prepará-lo para um novo cenário de luminosidade 1.
Em consequência, algumas mudanças na instrumentação estão previstas para adequação
a este aumento. Tais mudanças serão implementadas ao longo de três paradas longas do
LHC de acordo com um cronograma existente (COLLABORATION, 2017a). O foco deste
trabalho se concentra na última parada do cronograma atual para atualização do LHC,
chamada de longa parada 3 (do inglês, Long Shutdown 3) (LS3), que está prevista para
ocorrer entre os anos de 2024 e 2026. Nesta fase de atualização, o pico de luminosidade,
que em 2018 atingiu 2 × 1034cm−2s−1, está previsto atingir entre 5 e 7 ×1034cm−2s−1.
O aumento dos níveis de luminosidade indica um aumento na probabilidade
de colisões. Neste cenário de operação, os experimentos precisam lidar com uma alta
ocupação do detector, que pode gerar a sobreposição de sinais elétricos na eletrônica
de leitura das células dos calorímetros. Esta sobreposição de sinais (ou efeito de
empilhamento de sinais) pode ocorrer devido a possibilidade do intervalo de tempo
entre duas interações consecutivas na mesma região do detector ser menor do que o
1 Luminosidade é o número de interações por centímetro quadrado por segundo. Este
parâmetro pode ser interpretado como a capacidade de um acelerador de partículas
produzir um número determinado de interações, de modo que quanto mais interações são
produzidas em um BC maior é a chance de se observar um evento raro (HERR; MURATORI,
2006).
21
tempo de resposta do sistema de medição dos calorímetros.
1.1.2 Motivação
Os algoritmos comumente utilizados para reconstrução de energia online se
apoiam na consideração do formato da resposta do calorímetro ser fixo e do ruído
aditivo ser um processo aleatório gaussiano branco e de média zero, para inferir o valor
da amplitude a partir de modelos lineares.
Os principais experimentos do LHC, que possuem um sistema de seleção de
eventos online para calorimetria, utilizam o Filtro Ótimo (do inglês, Optimal Filter) (OF)
como padrão para estimação de energia no primeiro nível de seleção de eventos. Contudo,
com o cenário recente de empilhamento de sinais, o desempenho dos algoritmos de
reconstrução pode ficar comprometido. De fato, o efeito de empilhamento de sinais
provoca uma deformação no formato da resposta do calorímetro presente no sinal a ser
processado e, como a teoria de estimação se apoia na hipótese do formato da resposta
ser fixo e bem definido, o valor da energia não é estimado corretamente.
Os experimentos detectores do LHC vêm buscando formas de melhorar a es-
timação dos valores de energia do pulso. Entretanto, as soluções apresentadas e
implementadas no LHC atualmente, de alguma forma, ainda são baseadas na tentativa
de adaptar a técnica padrão do OF a este cenário. No ATLAS, as estatísticas de
segunda ordem de sinais com empilhamento são utilizadas e interpretadas como um
ruído altamente correlacionado no projeto do OF. Assim, o empilhamento pode ser
usado como uma fonte adicional de informação no projeto do filtro, mitigando erros
provenientes do efeito de empilhamento na reconstrução. Entretanto, um cenário mais
severo de empilhamento de sinais, como o que poderá ser encontrado após a LS3,
pode fazer com que este algoritmo comece a perder eficiência devido à existência de
estatísticas de ordem mais altas produzidas pelo empilhamento, que não podem ser
acessadas pela otimização linear.
Tendo em conta os algoritmos padrão para realizar a seleção de eventos online
no primeiro nível e o cenário com empilhamento de sinais previsto, outros estudos já
foram realizados. O estudo das técnicas de deconvolução, que foi um nicho não muito
explorado em calorimetria ao longo de décadas, por amplificar mais o ruído do que o
OF em condições sem o empilhamento de sinais, volta a ser objeto de estudo. Propostas
baseadas em técnicas de deconvolução, que tratam especificamente o problema de
empilhamento, mostraram ter um desempenho superior neste ambiente.
As técnicas de deconvolução são empregadas em diversas áreas no processamento
de sinal. Em telecomunicações, por exemplo, o sinal transmitido é distorcido pelo canal
de comunicação e o sinal no receptor pode ser modelado como o resultado da convolução
entre a informação transmitida e a resposta ao impulso do canal, caso o canal seja
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modelado como um sistema linear e invariante no tempo, adicionado de ruído aditivo.
Então, métodos de deconvolução podem ser empregados no receptor para recuperar a
informação transmitida.
Atualmente, no ATLAS, a deconvolução vem sendo proposta para a reconstrução
online e offline de energia. Nestas propostas, toda a cadeia eletrônica de leitura do
calorímetro é interpretada como um canal de comunicação e a informação transmitida
como a energia que pretende-se recuperar. Assim, o empilhamento não é visto como
um ruído, mas sim como uma influência do canal, proporcionando melhores resultados.
Com a melhora dos resultados utilizando técnicas de deconvolução na reconstrução,
cria-se a expectativa de que o aprofundamento do estudo nestas técnicas possa produzir
uma solução melhor neste cenário.
Outro ponto que motiva este trabalho são os milhares de canais que o calorímetro
possui. Um projeto de filtro FIR, no contexto dos calorímetros do ATLAS, para ser
mais preciso, deveria ser feito analisando a resposta do canal de maneira individual, o
que na prática não se torna muito viável devido ao elevado número de canais existente.
Assim, uma resposta média é tomada como referência e, posteriormente, a reconstrução
é avaliada por um fator de qualidade da reconstrução que se baseia nesta resposta média.
Além disso, os canais também podem sofrer pequenas variações em seus parâmetros ao
longo do tempo e durante o momento de funcionamento do LHC (Run) não é possível
parar as colisões no LHC e realizar a atualização dos pesos do filtro.
Vale ressaltar as modificações no hardware e o impacto do efeito de empilhamento
de sinais na reconstrução, que são previstos na atualização do LHC. Em consequência,
também surge a possibilidade da utilização de algoritmos mais complexos para o
processamento no L1. Tal fato, possibilita a investigação de novas propostas de
algoritmos para realizar a estimação de energia.
1.2 OBJETIVOS
Considerando a motivação deste trabalho, pretende-se alcançar soluções alter-
nativas para reconstrução online de energia no L1, de modo que estas soluções sejam
independentes dos parâmetros do calorímetro e possam se adaptar, em tempo de execu-
ção, a possíveis variações da resposta do calorímetro, fazendo com que o filtro projetado
seja calibrado de forma online e individualmente para cada célula. Nesta busca por
alternativas, a avaliação de desempenho e a viabilidade de implementação também são
almejadas e fundamentais para o desenvolvimento deste trabalho.
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1.3 PRINCIPAIS CONTRIBUIÇÕES
• Proposição de um algoritmo de deconvolução baseado em representações esparsas
de dados para implementação free-running. Tal algoritmo se mostrou mais eficiente
que os métodos de deconvolução propostos anteriormente.
• A partir do algoritmo acima proposto, o desenvolvimento de um algoritmo cego
de equalização de canal, chamado aqui de Busgang-Sparse, para reconstrução de
energia online no primeiro nível de seleção de eventos para os calorímetros do
ATLAS. Tal algoritmo permite otimização independente dos milhares de canais,
sem a necessidade de uma etapa individual de calibração, o que demandaria um
custo computacional proibitivo e, portanto, não implementável.
• Proposição de uma adaptação da implementação sistólica do QRD-RLS ao mé-
todo Bussgang-Sparse. Tal adaptação permite operar de maneira free-running e
atualizar os coeficientes do filtro FIR a cada nova amostra de processamento.
1.4 ORGANIZAÇÃO DO TEXTO
No Capítulo 2, será apresentado o ambiente no qual esta proposta de tese foi
desenvolvida. Os calorímetros do ATLAS serão descritos, além do detalhamento dos
requisitos do primeiro nível de seleção de eventos do ATLAS.
O Capítulo 3 será dedicado à revisão da técnica atualmente utilizada para
detecção e estimação no contexto, online, no sistema de trigger. Assim como, outras
técnicas recentemente propostas, revisadas para este fim.
No Capítulo 4, é apresentada a proposta de um algoritmo baseado na represen-
tação esparsa de sinais para realizar a estimação de energia no primeiro nível de seleção
de eventos online. Também é revisada a teoria de esparsidade, que será associada a
teoria de filtros adaptativos para o desenvolvimento do algoritmo Bussgang-Sparse.
O Capítulo 5 apresenta uma revisão sobre filtros adaptativos e em seu final
expõe a técnica proposta de deconvolução cega Busgang-Sparse.
No Capítulo 6, os resultados relacionados a técnica proposta são apresentados e
comparados com as técnicas de referência para estimação de energia online.
Já o Capítulo 7 aborda uma discussão referente à implementação do algoritmo
Bussgang-Sparse em tempo real.
Finalmente, no Capítulo 8, serão apresentadas as discussões sobre o trabalho
realizado, considerações finais e vertentes para o desenvolvimento de trabalhos futuros.
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2 O AMBIENTE DE FÍSICA DE PARTÍCULAS
Experimentos em física de altas energia, em geral, empregam uma complexa
instrumentação para detectar partículas sub-atômicas, mensurar e registrar propriedades
físicas das mesmas (BRUNING; ROSSI, 2015; COLLABORATION, 2015). Neste contexto,
os calorímetros desempenham um papel fundamental, pois são responsáveis por prover
a informação acerca da energia das partículas (WIGMANS, 2018). Este trabalho foi
desenvolvido no contexto do sistema de calorimetria do ATLAS, propondo novos
algoritmos para a estimação de energia online . Portanto, neste capítulo, introduz-se
o ambiente de aplicação desta técnica. Assim, são descritos, com ênfase na estimação
de energia: o CERN, o acelerador de partículas LHC, o experimento ATLAS e o seu
sistema de calorimetria nas Seções 2.1 e 2.2. Por fim, os requisitos considerados para o
projeto são resumidos na Seção 2.3.
2.1 O CERN E O LHC
O CERN foi fundado em 1954, na fronteira franco-suíça, próximo a Genebra.
Este é, atualmente, o maior centro de pesquisa de física de partículas do mundo (CERN,
2019a) e conta com a colaboração de físicos, engenheiros e técnicos de mais de 100
países (dentre eles, o Brasil) (CERN, 2019e).
O propósito do CERN é estudar e explorar questões fundamentais da física,
tais como a composição e as forças que mantêm a matéria unida (FERBEL, 2003),
explorando a física como, por exemplo, na busca pelo Bóson de Higgs que é uma partícula
elementar prevista pelo Modelo Padrão (COTTINGHAM; GREENWOOD, 2007), onde a
sua comprovação resultou no Prêmio Nobel de Física em 2013. Muitas das soluções
propostas para questões que compreendem essas questões fundamentais requerem o uso
de experimentos para validar a teoria, nos quais, dentre os mais complexos, destacam-se
os colisionadores de partículas (EDWARDS; SYPHERS, 2008). Os colisionadores, também
conhecidos como aceleradores, são responsáveis por acelerar feixes de partículas elevando
a sua energia, onde em pontos específicos (experimentos detectores) são colocados
em rota de colisão, produzindo subprodutos desta colisão, ou seja, revelam como é
composta a matéria (VELTMAN, 2003). No laboratório do CERN existe um complexo
de aceleradores, conforme ilustrado na Figura 1.
Neste complexo de aceleradores, os prótons começam sua jornada como átomos
de hidrogênio em estado gasoso. Com o auxílio de um campo elétrico, que é usado
para retirar elétrons dos átomos de hidrogênio, são produzidos prótons para serem
acelerados (ZAMANTZAS; VIà; DEHNING, 2006). O Linac 2, é o primeiro acelerador da
cadeia: ele acelera os prótons à energia de centro de massa da colisão 1 de 50 MeV (HILL
1 A energia de centro de massa de uma colisão é definida por
√
s, indica a quantidade de
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Figura 1 – O complexo de aceleradores do CERN.
Fonte: (HAFFNER, 2013).
et al., 1994). O feixe de prótons é, então, injetado no Proton Synchrotron Booster (PSB),
que acelera os prótons para 1,4 GeV (FRANCESCA et al., 2018), seguido pelo Proton
Synchrotron (PS) (CUNDY; GILARDONI, 2017), que empurra o feixe para 25 GeV. Os
prótons são, então, enviados para o Syncrotron Super Proton (SPS), no qual eles são
acelerados para 450 GeV (DOBLE et al., 2017).
Por fim, os feixes de prótons são transferidos para o LHC, que é o maior e
mais poderoso acelerador de partículas do mundo, atualmente (SÁNCHEZ; FERRER;
RODRíGUEZ, 2010). Ele possui o formato de um anel circular, com aproximadamente
27 km de circunferência (EVANS, 1995). No LHC, existem dois tubos: em um deles o
feixe circula no sentido horário, enquanto no outro no sentido anti-horário. Leva cerca
de 4 minutos e 20 segundos para preencher cada anel do LHC e 20 minutos para que os
prótons atinjam sua energia máxima de 6,5 TeV. Os feixes circulam durante muitas
horas dentro dos tubos do LHC em condições normais de operação. Milhares de ímãs
de diferentes variedades e tamanhos são usados para direcionar os feixes de prótons ao
redor do acelerador. Dentre eles estão 1232 ímãs dipolo de 15 metros de comprimento,
que alinham os feixes na rota, e 392 ímãs quadripolares, cada um de 5 a 7 metros
energia que um elétron ganha ao ser acelerado e é medida em elétron-Volt, que corresponde
ao trabalho realizado para mover um elétron através de 1 Volt.
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de comprimento, que focam os feixes. Apenas antes da colisão, outro tipo de ímã é
usado para "espremer" as partículas mais próximas, objetivando aumentar as chances
de colisões. Depois desta fase, as colisões entre os feixes são realizadas a cada 25 ns e,
estrategicamente, em pontos específicos, nos quais são posicionados experimentos que
recolhem informações provenientes das colisões em um patamar de energia total igual a
13 TeV (CERN, 2018).
2.1.1 Os Experimentos do LHC
São exatamente quatro pontos onde ocorrem as colisões, neles são posicionados
os quatro principais experimentos: A Large Ion Collider Experiment (ALICE), ATLAS,
Compact Muon Solenoid (CMS) e Large Hadron Collider beauty experiment for preci-
sion measurements of CP-violation and rare decays (LHCb). De maneira geral, estes
experimentos objetivam a reconstrução dos resultados das colisões, cada um com uma
função específica.
O CMS é um experimento de propósito geral para estudo do bóson de Higgs,
de partículas supersimétricas e de física de íons pesados (EVANS; BRYANT, 2008). Seu
formato é completamente cilíndrico, possuindo 21 m de comprimento, 16 m de diâmetro
e pesando, aproximadamente, 12.500 toneladas. As suas principais características são
o seu tamanho relativamente compacto, com um poderoso solenoide que produz um
campo magnético de 4 Tesla. O ATLAS também é um experimento de propósito geral
que analisa uma ampla gama de fenômenos físicos passíveis de surgirem com uma
colisão próton-próto, no LHC. Foi otimizado para ter o máximo alcance possível da
física de interesse no LHC (AAD et al., 2008a). Já o ALICE é o único experimento
do LHC inteiramente dedicado à física de colisões nucleares. Seu principal objetivo é
estabelecer e estudar a formação do plasma de quarks e glúons (ADOLPHI et al., 2008).
Por outro lado, o LHCb é um experimento dedicado ao estudo de violação de CP 2 e
outros fenômenos raros, oriundos do decaimento do méson-B (AAMODT et al., 2008).
Uma visão esquemática dos experimentos é mostrada na Figura 2. O experimento
ATLAS, ambiente no qual o presente trabalho foi desenvolvido, será apresentado em
mais detalhes na Seção 2.2.
2.2 O ATLAS
O ATLAS, em termos de dimensões, é o maior experimento do LHC. Ele possui
45 metros de comprimento, mais de 25 metros de altura e pesa mais de 7 mil toneladas.
O propósito do ATLAS é a busca de respostas para vários questionamentos que a teoria
2 A simetria CP (Carga-Paridade), é uma simetria quase exata das leis da natureza sobre o
efeito do transformação entre partículas em antipartículas, a assim chamada conjugação de
Carga, e a inversão das coordenadas espaciais, a Paridade.
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Figura 2 – Os detectores e suas respectivas disposições no anel do LHC.
Fonte:(CARON, 1998).
de física de partículas apresenta. Por exemplo, a busca do bóson de Higgs até dimensões
extras e partículas que poderiam constituir a matéria escura (CERN, 2019c).
Os componentes principais do ATLAS estão dispostos em camadas cilíndricas,
conforme é mostrado na Figura 3. Os principais componentes são: O Detector de
Traços (do inglês, Inner Detector) (ID) (ROS, 2003), os calorímetros eletromagnético e
hadrônico (ATLAS et al., 1996) e o sistema de detecção de múons (Muon detectors) (PA-
LESTINI, 2003). O ID é responsável por identificar a trajetória das partículas com carga
elétrica e medir o momento, a partir de sua curvatura. Ele é composto por três outros
sub-detectores: o Pixel Detector (PD) (AAD et al., 2008b), o Semi-conductor Trac-
ker (ST) (TURALA, 2001) e o Transition Radiation Tracker (TRT) (COLLABORATION
et al., 2008). Já os calorímetros eletromagnético e hadrônico são os responsáveis por
medir o perfil da energia depositada no ATLAS, a partir da interação da partícula com
suas células. Na camada mais externa do ATLAS, encontram-se as câmeras de múons
(Muon chambers), que são as únicas partículas, detectáveis, capazes de atravessar os
calorímetros.
Outra característica do experimento ATLAS é o seu sistema próprio de coorde-
nadas, dado o formato cilíndrico dos elementos detectores dispostos ao redor do ponto
de colisão. Como é visto na Subseção 2.2.1, este sistema é importante para localizar,
espacialmente, os componentes e trajetórias de partículas no ATLAS.
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Figura 3 – O ATLAS e seus componentes.
Fonte: (PEQUENAO, 2008b).
2.2.1 O sistema de coordenadas do ATLAS
Este sistema aplica o modelo de coordenadas da "mão direita", que é constituído
da seguinte forma: estabelecendo a origem no ponto de colisão, o eixo x aponta para
o centro da circunferência do LHC, o eixo z é posicionado sobre a circunferência e o
eixo y é levemente inclinado em relação a vertical (CERN, 2017). O uso do sistema
de coordenadas cilíndricas é comum na maioria das análises físicas e reconstruções de
trajetórias das partículas. Os três eixos de coordenadas cilíndricas utilizados no ATLAS
são:
• Um eixo z na direção do feixe de partículas;
• Um raio ρ que é o raio de circunferência do cilindro detector;
• Um ângulo azimutal ϕ que é o ângulo ao redor do eixo do feixe de partículas;
Assim, com o objetivo de caracterizar rapidamente uma partícula, em geral são
necessárias apenas duas variáveis, a sua energia e o seu momento longitudinal. Deste
modo, também pode ser definida uma coordenada que é função de um ângulo θ de
incidência (momento longitudinal). Esta coordenada é chamada de pseudo-rapidez (η)
(WONG, 1994) e é expressa por:




Dessa forma, os feixes de partículas gerados perpendicularmente ao feixe do LHC (eixo z)
apresentam valores de η nulos enquanto que os feixes paralelos ao eixo z possuem um
valor infinito de η.
As colisões entre os prótons no LHC, geralmente, ocorrem de forma tangencial.
Assim, a maioria das partículas, que são produzidas numa interação, ocorrem em valores
de |η| muito altos. Por outro lado, se a colisão entre prótons for frontal, que é um caso
mais raro, a tendência é que seja populada a região para baixos valores de |η|. Por
consequência, na detecção de partículas nativas de colisões, a incidência de partículas
por unidade de tempo aumenta com o valor de |η|. A essa taxa, daremos o nome de
ocupação no decorrer deste texto. A Figura 4 exibe um desenho tridimensional que
ilustra o sistema de coordenadas cilíndricas utilizado no ATLAS.
Figura 4 – O sistema de coordenadas do ATLAS.
Fonte: (PEQUENAO, 2008b).
2.2.2 Calorimetria no ATLAS
Os calorímetros desempenham um papel fundamental em experimentos de física
que envolvem altas energias (WIGMANS, 2018). Teoricamente, um calorímetro é um bloco
de matéria no qual partículas incidentes são interceptadas, sendo suficientemente espesso
para que elas interajam e tenham a sua energia cinética total absorvida. Tipicamente,
os calorímetros são segmentados em milhares de canais de leitura (células) para que,
além de medir a energia total, também possam identificar a trajetória de deposição da
energia, permitindo a classificação das partículas de acordo com o perfil de deposição.
Em resumo, um calorímetro é responsável por absorver, amostrar e medir a energia das
partículas que o atravessam (FERBEL, 2003).
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Visto que as interações das partículas com a matéria dependem do tipo de
partícula, o sistema de calorimetria do ATLAS possui dois tipos de calorímetros, o
eletromagnético e o hadrônico. O calorímetro eletromagnético absorve a energia de
partículas que interagem de forma eletromagnética (elétrons e fótons) (COLLABORATION
et al., 2014), já o calorímetro hadrônico absorve a energia de partículas que interagem
através da interação forte (principalmente hádrons) (FERBEL, 2003).
No ATLAS, o sistema de calorimetria é constituído por diversos calorímetros
especializados: o LAr (ATLAS, 1996a), o TileCal (ATLAS, 1996b), o LAr Electromagnetic
End-cap (EMEC), o LAr Hadronic End-cap (HEC) (BAN et al., 2006) e o LAr Forward
Calorimeter (FCal). A Figura 5 ilustra a composição deste sistema.
Figura 5 – O sistema de calorimetria do ATLAS.
Fonte: (PEQUENAO, 2008a).
2.2.2.1 O calorímetro eletromagnético
O calorímetro eletromagnético possui a função de absorver e amostrar compo-
nentes eletromagnéticas dos decaimentos das partículas. Para isto, ele utiliza o chumbo
como material absorvedor e Argônio líquido como material amostrador da energia.
Por isso, ele também é conhecido como calorímetro de Argônio líquido. Sua estrutura
possui o formato de acordeões. Os eletrodos amostram a energia da partícula através
da ionização do Argônio líquido presente nas células do calorímetro (PERRODO, 2003).
O LAr é constituído de duas partes: o barril (do inglês, barrel) e as duas tampas
(do inglês, end-caps). Em conjunto, estas partes cobrem o espaço ao redor do ponto
de colisão até um valor de |η| = 3, 2. O barril estende-se por uma variação de |η| = 0
até |η| = 1, 475. A tampa exterior se sobrepõe ao barril iniciando em |η| = 1, 375 até
31
|η| = 3, 2, com uma região de |η| = 1, 3 até |η| = 1, 6 em baixa resolução. Enquanto a
tampa interior abrange a extensão de 2, 5 < |η| < 3, 2 (PERRODO, 2003).
Devido à sua granularidade (cerca de 200.000 células), este calorímetro permite
uma alta acurácia na identificação da posição das partículas. Portanto, quanto à sua
segmentação, o LAr possui três camadas: a primeira com uma segmentação mais fina,
na qual as células ocupam ∆η = 0, 0031 de largura; já as segunda e terceira camadas
possuem, respectivamente, ∆η = 0, 025 e ∆η = 0, 05 de largura. Com relação à rotação
(eixo ϕ), a granularidade é constante, mas variável com relação a η (AAD et al., 2008a).
Esta diversificação da granularidade pode ser observada na Figura 6.
Figura 6 – Granularidade do LAr.
Fonte: (AAD et al., 2008a).
Fisicamente, no LAr, o Argônio líquido é utilizado como material ativo (que
amostra a energia) entre duas camadas de chumbo, que é o material absorvedor. Assim,
partículas carregadas oriundas das colisões entre prótons liberam elétrons da camada de
valência do Argônio líquido (material ativo), gerando a produção de partículas ionizadas
(pares de íons e elétrons), iniciando a produção de chuveiros, que são coletados por uma
alta tensão (aproximadamente 2000 V) aplicada a placas de chumbo (ARFAOUI, 2011).
Enquanto a lenta movimentação de íons gera uma contribuição constante, o rápido
movimento dos elétrons domina a corrente. Deste modo, pelo acoplamento capacitivo
do sinal, a contribuição de íons pode ser suprimida e os elétrons permanecem no sinal.
O pulso gerado é condicionado por um circuito analógico, sendo então proporcional à
energia depositada (XU; GONG; CHIU, 2014). A Figura 7 mostra um exemplo do pulso
característico gerado pelo circuito de condicionamento (em pontilhado), a onda em
formato triangular é o pulso original que antecede o circuito de condicionamento. Pela
figura, é possível observar, ainda, que este pulso condicionado é digitalizado à taxa
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de 40 MHz, que é sincronizada com a taxa de eventos do LHC, e possui a duração
aproximada 26 BCs (DAMAZIO, 2013). O fato de o sinal durar mais do que o período
de cruzamento de feixes pode causar empilhamento de sinais (MCCARTHY, 2016), sendo
este o problema central a ser discutido nesta tese.
Figura 7 – Pulso característico do LAr e seu pulso de referência.
Fonte: (DAMAZIO, 2013) .
2.2.2.2 O calorímetro hadrônico
No ATLAS, existem três tecnologias diferentes para o calorímetro hadrônico,
dependendo da região de η: o HEC, FCal e o TileCal. Os dois primeiros utilizam
a mesma tecnologia do calorímetro eletromagnético, porém com uma camada mais
espessa, absorvendo assim, alguns hádrons. Já o último, que é o principal deles, utiliza
placas cintiladoras, em forma de telhas, como material ativo e placas de aço como
material absorvedor (WIGMANS, 2018). O TileCal funciona medindo a energia dos
hádrons, que são partículas constituídas de quarks e glúons (por exemplo, prótons,
nêutrons, pions e kaons) (CERN, 2019b). Além disso, ele fornece a medida indireta da
presença de partículas que não interagem, os neutrinos. As medições destas partículas
são importantes pois permitem a descoberta de novas partículas, tais como o bóson de
Higgs (AAD et al., 2012).
Construtivamente, o TileCal abrange as proporções do Barril Longo, (do inglês,
Long Barrel) (LB) (0 < |η| < 1, 0) e sua extensão, o Barril Extendido, (do inglês,
Extended Barrel) (EB) (0, 8 < |η| < 1, 7), da seção hadrônica dos calorímetros. Os cinti-
ladores em forma de telha, com aproximadamente 3 mm de espessura, são posicionados
perpendicularmente ao feixe de colisão e são separados por placas de aço de 4 a 5 mm
de espessura (MLYNARIKOVA, 2017). Assim, é formada uma estrutura de arranjo quase
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periódica de ferro-cintilador. Esta estrutura é montada numa forma cilíndrica com raio
interno de 2,28 m e externo de 4,23 m. Em comprimento, ou seja, no sentindo da altura
do cilindro (direção do feixe de prótons), o TileCal é ainda dividido em três partes: o
Tile barrel de 5,64 m e outros dois de 2,91 m posicionados nas extremidades do barril
central (Figura 5) (AAD et al., 2008a). Radialmente, o TileCal é segmentado em três
camadas como mostra a Figura 8. Nesta figura, é mostrada também a seção transversal
de uma das extensões do TileCal.
Figura 8 – Segmentação do TileCal.
Fonte: (AAD et al., 2008a).
Em relação ao seu funcionamento, no TileCal, as partículas hadrônicas prove-
nientes das colisões interagem com o material pesado, depositando a energia que é
parcialmente amostrada pelas telhas cintilantes na forma de luz. A luz gerada nas
interações dos cintiladores com alguma partícula carregada do chuveiro é coletada por
fibras óticas nas duas extremidades da telha, a fim de ocorrer uma uniformidade na
coleta dos dados. As fibras óticas são estrategicamente agrupadas e acopladas a um
Tubo Foto-multiplicador (do inglês, Photo Multiplier Tube) (PMT), de modo a formar
uma célula. Nos PMT, o sinal em forma de luz é convertido em sinal elétrico. O sinal
elétrico então é transmitido para um circuito de condicionamento e amplificação do
sinal analógico, resultando em um pulso de forma “fixa”, para uma dada célula, o qual
possui amplitude proporcional à energia depositada (USAI et al., 2011). A Figura 9
mostra um exemplo de um pulso característico do TileCal, que possui a duração de 7
BC e é sincronizado com a taxa de colisão de 40 MHz do LHC (TYLMAD, 2009).
Cada barril do calorímetro é composto por 64 módulos, sendo que cada módulo
realiza a cobertura de um ângulo de 5, 6o no eixo azimutal. Em cada módulo, é fixado
um suporte onde se encontra a eletrônica de leitura. A eletrônica de leitura inclui
circuitos de front-end e digitalizadores de sinais, que são projetados de acordo com as
características de alta velocidade e baixo ruído das fotomultiplicadoras. Existem cerca
de 10.000 canais de leitura. Os circuitos eletrônicos se localizam na parte externa do
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de todas as células. Além disso, uma grande quantidade de ruído de fundo 3 é gerada
durante as colisões, sendo então crucial um sistema de filtragem online para a operação
do experimento.
2.2.3 O Sistema de seleção de eventos online do ATLAS
O armazenamento dos dados e os recursos para análises offline, disponíveis
atualmente, não seriam capazes de lidar com a quantidade de dados gerados na frequên-
cia de operação nominal do LHC. Contudo, apenas uma fração desta informação é
considerada de interesse para descrição da física de interesse. Assim, com o objetivo
de registrar qualquer indício de informações relevantes e descartar as demais, de modo
que o fenômeno relevante possa ser reconstruído posteriormente, o ATLAS possui o seu
sistema de filtragem (trigger) online, o qual reduz a taxa de informações (BECK et al.,
2004).
Este avançado sistema de trigger realiza a seleção de eventos de interesse e
é composto, atualmente, por dois níveis: o L1 e o Trigger de alto nível, (do inglês,
High Level Trigger) (HLT), em ordem crescente de complexidade e tempo de proces-
samento (PASTORE; COLLABORATION et al., 2016). A arquitetura atual é mostrada
na Figura 11. O L1 é implementado em hardware e recebe a informação vinda dos
sub-detectores de múons e calorímetros do ATLAS. O L1 foi projetado para operar
numa frequência de 40 MHz. Os eventos selecionados pelo L1 são lidos do sistema de
eletrônica de front-end dos detectores e enviados aos Read Out Drivers (ROD). Quando
um trigger do primeiro nível é gerado, são formadas as Regiões de Interesse (do inglês,
Regions of Interess) (RoI), que são constituídas por dados correspondentes a eventos
selecionados pelo L1. No caso dos calorímetros, as ROD calculam a energia depositada
em cada célula, utilizando os algoritmos de reconstrução de energia. Então, encaminham
essa informação para os Read Out Buffers (ROB) onde eles são armazenados até o nível
2 tomar sua decisão. Para minimizar a latência, somente dados da RoI são transferidos
para os processadores do HLT.
O HLT recebe a informação filtrada pelo L1 em conjunto com as RoI geradas
pelo Processador Central de Filtragem (do inglês, Central Trigger Processor) (CTP). Os
eventos selecionados pelo primeiro nível são processados no HLT, o qual possui acesso a
informação com resolução total do detector. Então, os dados são processados em duas
etapas: na primeira etapa um hardware de Fast TracK finder (FTK) provê dados para
o HLT nas taxas do L1; numa segunda etapa o HLT é composto por um cluster de
computadores, no qual algoritmos mais complexos do que os executados no L1, operam
com a resolução total. Nesse ponto do HLT, a taxa do fluxo de dados passa dos 100kHz,
3 No contexto de física de altas energias o ruído de fundo é formado por sinais não relevantes
para o experimento.
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Figura 11 – Diagrama funcional da arquitetura do sitema de trigger atual (Run-2 ).
Fonte: (VAZQUEZ, 2017).
vindos do L1, para cerca de 1, 5kHz. Por fim, os dados, para processamento offline, são
gravados em disco a uma taxa de 1, 5 Gb/s (ABBOTT et al., 2015; CZODROWSKI, 2015).
Ao longo dos anos esta arquitetura vem sendo modificada em seu projeto com o
objetivo de atender aos requisitos de operação do LHC. Como o foco deste trabalho
está no L1, apenas as mudanças que impactam na arquitetura e projeto do L1 serão
destacadas.
2.2.4 A atualização do LHC
Em busca de ampliar o seu potencial de descobertas, o LHC passa pelo projeto
High-Luminosity Large Hadron Collider (HL-LHC), que visa a preparação do LHC para
um aumento de luminosidade e nível de energia de centro de massa (ROSSI; BRÜNING,
2015).
Em 2009, o LHC entrou em operação aumentando gradativamente a sua energia
no centro de massa e luminosidade. Em 2012, o LHC chegou a trabalhar com picos
de luminosidade de 2 × 10−33cm−2s−1e com energia no centro de massa de 8 TeV,
finalizando o primeiro período de operação do LHC, denominado de Run I. Após este
período deu-se início ao programa de atualização. A Figura 12 mostra a linha do tempo
de cada etapa deste programa (COLLABORATION et al., 2011).
Durante os anos de 2013 e 2014, o acelerador permaneceu desligado para ma-
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Figura 12 – Linha do tempo do programa de atualizações no LHC do período de 2011 à
2038.
Fonte: (COLLABORATION, 2017a).
nutenção e atualização de alguns de seus componentes e detectores (do inglês, Long
Shutdown 1) (LS1). Este período de parada do ATLAS serviu para sua atualização,
tendo sido denominado de Fase 0 de atualização.
Na segunda metade de 2015, o acelerador voltou a operar, marcando o início
do Run 2 do LHC e se estendeu até o final de 2018. Em 2016, o LHC atingiu picos de
luminosidade de 2 × 10−34cm−2s−1 com uma luminosidade integrada 4 de 40fb−1 no
ATLAS (COLLABORATION, 2017a).
A Fase I de atualização do detector teve seu início no começo do ano de 2019,
quando o LHC entrou em sua segunda longa parada, conhecida como (do inglês,
Long Shutdown 2) (LS2). Nesta fase, será necessária a atualização do sistema de
pré-aceleração e de injeção de partículas do LHC visando alcançar uma luminosidade
2 × 10−34cm−2s−1. Adicionalmente, diversos sistemas e detectores do ATLAS deverão
passar por atualizações e a duração prevista é de 1 ano (COLLABORATION, 2017a).
No ano de 2021, que inicia o Run 3, o LHC voltará a realizar colisões com a
expectativa da ocorrência de 50 à 80 interações por colisão, em média, a cada 25ns,
o que é muito além dos objetivos iniciais do projeto do LHC. Nesta fase, espera-se
acumular 300fb−1de dados, ampliando o alcance para a descoberta de nova física e a
capacidade de estudar novos fenômenos (COLLABORATION, 2017a).
Finalmente, durante o período de 2024 a 2026 deverá ocorrer uma nova longa
parada do acelerador visando diversas atualizações de seus componentes e detecto-
res, onde a luminosidade instantânea deverá atingir entre 5 e 7×10−34cm−2s−1, para
4 A luminosidade integrada em relação ao tempo é útil para caracterizar o desempenho de
um acelerador de partículas. Normalmente, este parâmetro é medido em Barn simbolizado





Como o intervalo de tempo entre as colisões é inferior ao tempo de resposta
dos calorímetros, o resultado é a observação de sinais elétricos sobrepostos. Este efeito
é conhecido na literatura como signal pile-up (empilhamento de sinais) (POLUSHKIN,
2004). A Figura 16 exemplifica este efeito para o calorímetro hadrônico. Nela, o pulso
de referência possui a duração de 7 BC, ou seja, 150 ns. No instante inicial uma dada
célula foi sensibilizada, o que daria origem ao sinal em preto. Porém, 50 ns depois a
mesma célula foi sensibilizada novamente, o que gerara o sinal em vermelho. Como o
intervalo de 50 ns é menor do que o tempo de duração do pulso (150 ns), o resultado é
o sinal em roxo, proveniente da sobreposição dos sinais em preto e vermelho.
Figura 16 – O efeito de empilhamento de sinais.
Fonte: (KLIMEK, 2012).
Nota: Em preto o sinal gerado por uma deposição no instante inicial, em vermelho o
sinal gerado a partir de uma deposição no instante de 50 ns e em roxo a sobreposição
dos sinais, exemplificando o efeito do empilhamento de sinais.
.
2.3 REQUISITOS E CENÁRIO PARA O PROJETO
A Subseção 2.2.4.1 destacou as principais mudanças no L1 da Fase I para
Fase II e do programa de atualização do LHC. O estudo realizado nesta tese está
direcionado para o processamento do bloco ”Signal Reco"mostrado na Figura 14 no
TilePPr. Para o LAr também existe um bloco que opera de maneira semelhante em
seu Pre-processor, que tem a função de reconstruir a energia. Assim, em relação ao L1,
as mudanças na eletrônica terão como consequência nos algoritmos de reconstrução os
tópicos (COLLABORATION, 2017a; COLLABORATION, 2017c; COLLABORATION, 2017b):
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• A retirada da placa analógica somadora. Assim o primeiro nível de trigger deverá
ser processado de forma individual para cada célula;
• Será responsabilidade do TileCal e do LAr, após a digitalização, prover a informa-
ção de energia por BC para os outros algoritmos de seleção de eventos do sistema
de trigger.
• A latência para execução dos algoritmos de reconstrução no L1 será de 1, 7µs.
Em resumo, as sROD deverão lidar diretamente com a taxa de eventos de
40 MHz, observando toda a granularidade do detector. Assim, os sinais digitalizados
serão enviados para as sROD, onde o sinal é armazenado temporariamente enquanto,
em paralelo, é realizado um pré-processamento a fim de prover uma estimação de energia
preliminar que, posteriormente, também é enviada como informação aos níveis de seleção
de eventos subsequentes, para que seja tomada a decisão de trigger (COLLABORATION,
2017b).
2.4 CONCLUSÕES PARCIAIS DO CAPÍTULO
Este capítulo abordou o ambiente de desenvolvimento deste trabalho. Ele se
concentra nos diversos requisitos do sistema de seleção de eventos do experimento
ATLAS. Assim, foram abordados alguns pontos: como a revisão sobre o CERN, o
LHC e o ATLAS com ênfase no seu sistema de seleção de eventos online, presente na
eletrônica de leitura dos calorímetros, onde recebe algoritmos de processamento de
sinais para realizar a reconstrução de energia.
Foram também destacados alguns pontos sobre a atualização do LHC para um
cenário de alta luminosidade, onde o efeito de empilhamento de sinais pode surgir
durante o processo de aquisição de sinais no sistema de trigger. Vale destacar a
mudança no L1, que na Fase II terá a responsabilidade de realizar a estimação da
energia por BC em toda a granularidade do calorímetro, além da inclusão de FPGAs
para realização deste processamento. Uma revisão das técnicas usuais em calorimetria
para este processamento e o modelo utilizado nas propostas desta tese fazem parte do
escopo do próximo capítulo.
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3 ESTIMAÇÃO DE ENERGIA NO L1
O problema central desta tese é abordado neste capítulo. Ele traz uma revisão
dos algoritmos que são comumente utilizados como solução para a reconstrução de
energia no L1 de diversos experimentos, bem como um breve histórico das soluções
empregadas no ATLAS neste nível de seleção de eventos. Na parte final deste capítulo,
é apresentado o modelo do calorímetro adotado ao longo da tese e duas técnicas de
deconvolução usadas como referencia para comparação com as propostas realizadas
neste trabalho.
3.1 RECONSTRUÇÃO ONLINE DE ENERGIA NO L1 EM EXPERIMENTOS DE
FÍSICA DE ALTAS ENERGIAS
Experimentos de física de altas energias podem conter diferentes características
de projeto e construção, porém, algumas características e soluções adotadas podem
ser comuns. Por exemplo, a reconstrução de energia, no primeiro nível de seleção de
eventos online, na prática, consiste em estimar a amplitude e determinar o instante
de deposição da energia corretamente (AL, 2012). A parte de estimação é comumente
tratada em diversos experimentos detectores pela teoria de estimação de parâmetros.
Em geral, a modelagem do calorímetro a partir da teoria de estimação, é
realizada através de um pulso de referência (resposta do calorímetro), que tem a sua
amplitude proporcional à energia depositada, e é gerado pela eletrônica de leitura
do detector (TANG et al., 2010). Então, o modelo, pela teoria de estimação, consiste
em estimar um único parâmetro, a amplitude da resposta do calorímetro, que está
submetido o ruído de sua cadeia eletrônica.
Em aplicações aonde existem restrições de operação, como no primeiro nível de
seleção online, em que é necessária a operação de maneira free-running, forçar o projeto
de estimadores lineares é uma das soluções mais adotas em calorimetria (CLELAND;
STERN, 1994). Calorímetros como os encontrados nos experimentos ATLAS e CMS
utilizam o OF como algoritmo padrão. Assim, mais detalhes sobre este algoritmo e seu
modelo serão mostrados neste capítulo de revisão.
3.1.1 O Filtro Ótimo
Neste algoritmo, a amplitude do sinal de entrada é estimada por meio de um
filtro FIR, que é projetado a partir da resposta do calorímetro e da matriz de covariância
do ruído presente no canal. Aqui, o OF será demonstrado a partir do Melhor Estimador
Linear não Tendencioso (do inglês, Best Linear Unbiased Estimator) (BLUE) (KAY,
2013). Outra forma de demostração pode ser encontrada em (FULLANA et al., 2005b).
No contexto de calorimetria, a estimação da energia pode ser realizada pela estimação
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da amplitude em um pulso de forma fixa. Para obtenção dos pesos ótimos do estimador,
é necessário assumir um modelo para y[k], que pode ser modelado como:
y[k] = Ah[k] + nE[k], para 0 < k < K − 1, (3.1)
em que A corresponde à amplitude a ser estimada, h[k], de tamanho K, é o modelo do
sinal conhecido (resposta ao impulso do calorímetro) e nE[k] representa o ruído aditivo,
que é um processo aleatório gaussiano branco.
Pela teoria de estimação, partindo-se de um caso particular de estimação de um






no qual o conjunto de elementos de wk são pesos fixos a serem determinados contendo
M amostras e neste caso, o número de coeficientes do filtro M deve ser igual ao tamanho
do modelo de sinal conhecido (M = K). Para obtenção dos pesos ótimos, segundo o
BLUE, é feita a minimização da variância com a restrição que o estimador não seja





wkE{y[k]} = A, (3.3)
em que E{·} representa o operador esperança. Portanto, substituindo a Equação 3.1





wkE{Ah[k] + nE[k]} = A, (3.4)
sendo nE[k] um ruído gaussiano branco de média zero, então o valor esperado da





wkh[k] = A. (3.5)
A Equação 3.5 revela uma restrição a ser inserida no processo de minimização. Tal
restrição também impõe que o produto interno entre os pesos wk e as amostras de h[k]
seja igual a unidade.









wky[k]})2} = A. (3.6)
Visando facilitar a compreensão dos procedimentos de minimização da variância,
uma notação vetorial é adotada nos próximos passos. Portanto, tomando as M mais
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recentes amostras do calorímetro como y = [y0, y1, ..., yM−1]T e os coeficientes a se
determinar sendo w = [w0, w1, ..., wM−1]T , ao utilizar a restrição da Equação 3.3 na
Equação 3.6, a variância, em sua forma matricial, pode ser obtida:
var(Â) = E{(wT y − wT E{y})2}
= E{(wT (y − E{y}))2}
= E{(wT (y − E{y})(y − E{y})T w}
= wT Cw, (3.7)
em que T corresponde ao operador de transposição de matizes e C ∈ RM×M é a matriz
de covariância do ruído.
A partir do modelo assumido e minimizando a Equação 3.7, que representa a














wT h = 1
em que h = [h0, h1, . . . , hM−1]T representa o vetor contendo K amostras do sinal de
referência h[k]. Assim, o problema de minimização da Equação 3.7, com esta restrição





no qual wopt representa o conjunto de pesos ótimos do estimador BLUE. Portanto, a




= wT y (3.9)





Para o ambiente free-running, os pesos ótimos do estimador BLUE, wopt, são
interpretados como os pesos de um filtro FIR e os elementos do vetor y são atualizados
a cada clock.
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3.1.2 Estimação de energia no L1 do TileCal
No TileCal, mais dois parâmetros são adicionados ao modelo da Equação 3.1,
um para estimação de fase τ e para estimar o pedestal ped. A variável ped corresponde
ao pedestal do sinal e é um parâmetro constante adicionado ao sinal analógico antes da
digitalização. A fase τ representa o desvio que pode ocorrer durante a digitalização do
sinal, no qual pode variar entre ±5 ns (CHAPMAN, 2011). Assim, o modelo adotado
no TileCal para aplicação do OF pode ser descrito conforme a Equação 3.11, que é
conhecido como OF2 (FULLANA et al., 2005a):
y[k] = Ah[k] − Aτh[k] + nE[k] + ped 0 < k < K − 1. (3.11)
Para este modelo, a equação análoga à Equação 3.3 é escrita conforme a Equação 3.12





wikE{y[k]} = Ai, (3.12)
sendo i = 1, 2, . . . , P , em que P corresponde ao número de parâmetros a serem estima-
dos (KAY, 2013). Assim, cada parâmetro pode ser visto de forma individualizada e ser
estimado aplicando-se a mesma metodologia do OF para um único parâmetro.
O pulso de referência do TileCal é amostrado a uma taxa de 40 MHz, conforme
é mostrado na Figura 9, tendo a comprimento correspondente a 7 amostras, que são
utilizadas para o projeto do filtro FIR, portanto M = K = 7 neste caso.
3.1.3 Estimação de energia no L1 do LAr
No LAr, o algoritmo utilizado também é baseado no OF para estimação de
energia e utiliza o modelo da Equação 3.11, mas sem a inclusão do parâmetro de
pedestal (ped). Neste caso, o pedestal é obtido através de tomadas de dados dedicadas
e armazenado em um banco de dados, sendo este valor subtraído de cada amostra
digital recebida(FULLANA et al., 2005b). O formato da resposta do LAr é mostrado
na Figura 17, onde 32 amostras são necessárias para representar todo o pulso. Porém,
para o projeto do filtro FIR de estimação da energia, somente cinco amostras da parte
positiva da resposta ao impulso do calorímetro são utilizadas (K=5). Essas cinco
amostras são escolhidas a partir do pico da resposta ao impulso, sendo uma delas o
pico, duas à sua esquerda e duas à sua direita.
3.1.4 Estimação de energia no L1 do calorímetro eletromagnético do CMS
O calorímetro eletromagnético do experimento CMS também utiliza o OF (ADZIC
et al., 2006). Neste caso, similarmente a estimação no LAr, o método também não tem a
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3.1.5 Estimação de energia em outros experimentos de física
Em geral, nos experimentos em Física de Altas Energias, algoritmos para
estimação online de energia são utilizados e também se apoiam no formato da resposta
do calorímetro, que é proveniente da sua eletrônica de leitura.
3.1.5.1 Estimação de energia no calorímetro eletromagnético do experimento KOTO
no J-PARC
O Complexo de pesquisa do acelerador de prótons do Japão (do inglês, Ja-
pan Proton Accelerator Research Complex) (J-PARC) é um conjunto de aceleradores
de prontóns de alta intensidade, que fica no Japão (J-PARC, 2019). O experimento
KOTO, que é localizado no chamado Hadron Hall, é um dos pontos de colisão do
acelerador (SUGIYAMA, 2016).
O algoritmo de estimação de energia é baseado num fitting do formato da resposta
do calorímetro. Este algoritmo, denominado de Waveform Fitting, utiliza o formato de
sinal de referência médio dos canais do calorímetro como filtro de comparação com as
amostras digitalizadas que vêm da sua eletrônica de leitura. A resposta do calorímetro é
considerada como um sinal de formato gaussiano e sua amplitude é estimada quando há
a correlação máxima entre as amostras (IWAI, 2012). Apesar da resposta digitalizada ter
48 amostras, apenas 15 amostras são utilizadas para identificar o pulso encontrando o
seu valor máximo, que é proporcional a energia depositada (SUGIYAMA, 2016; BOGDAN;
WAH, 2015). A resposta deste calorímetro é mostrada na Figura 19.
Figura 19 – Amostras do pulso de referencia do calorímetro eletromagnético CsI no
experimento KOTO.
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3.1.5.2 Estimação de energia no calorímetro eletromagnético do ZEUS (experimento
HERA)
O ZEUS, foi um experimento que operou no acelerador de partículas HERA (Ha-
dron Elektron Ring Anlage) em DESY, Hamburgo (DESY, 2019). Começou a funcionar
junto com HERA em 1992 e concluiu sua operação em junho 2007 (COLLABORATION,
2019b). O seu algoritmo de reconstrução de energia é também baseado na forma do
sinal entregue pela eletrônica de leitura do sistema de calorimetria. No seu algoritmo,
três amostras da resposta do calorímetro eram utilizadas. Uma das amostras, chamada
de h0, encontra-se na linha de base do sinal e as outras duas, h1 e h2 amostradas nos
seus respectivos tempos t1 e t2, como é mostrado na Figura 20 (DEJONG, 1990).
O algoritmo tenta reconstruir a energia depositada no calorímetro através de
uma a aproximação de um pulso triangular em um curto intervalo de tempo. A energia
pode ser estimada por:
A = (h1 − h0) + CR(h2 − h0), (3.13)
em que CR = 1,80. Adicionalmente, a determinação do τ pode ser realizada pela
Equação 3.14:
τ =
(h1 − h0) − (h2 − h0)
dh
dt
|t=t1 − dhdt |t=t2
(3.14)




3.2 BREVE HISTÓRICO DOS ALGORITMOS NO L1 DO ATLAS
Quando o ATLAS foi concebido, a ocorrência do efeito de empilhamento de
sinais não era comum em aceleradores de partículas. Técnicas de estimação simples
foram propostas, de modo que pudessem ser implementadas em Processador Digital de
Sinal (do inglês, Digital Signal Processor) (DSP), que, em geral, recebiam algoritmos
baseados em filtros FIR de baixa ordem para que atendessem aos requisitos de hardware
e projeto (PFEIFFER, 1999).
Naquele tempo, a técnica padrão proposta no ATLAS para estimação de energia
online era uma sequência de dois algoritmos, um Filtro Casado (do inglês, Matched
Filter) (MF) linear, seguido por um detector de picos. O MF aplicado ao ATLAS precisa
de poucos coeficientes (7 para o TileCal e somente a parte positiva do pulso, para o LAr,
com cerca de 5 amostras) (PFEIFFER, 1999). Os pesos do filtro do MF assumem o mesmo
formato da resposta do calorímetro. Desta forma, a relação sinal-ruído é maximizada
para o sinal de interesse. No processo de convolução, quando houver sobreposição total
entre o filtro e o sinal de interesse, vai existir a correlação máxima entre os pesos do
filtro e o sinal de entrada do filtro. Na sequencia do filtro casado, o detector de picos
é o responsável por realizar a identificação do Bunch-Crossing Identification (BCID),
através de uma máscara, que analisa três amostras consecutivas do sinal. Se a amostra
central dentro da máscara fosse a maior, é detectado um pico e o BC é identificado.
O funcionamento do MF em conjunto com o detector de picos apenas detecta
o evento se o formato do sinal processado, de certa forma, “casar" com os pesos do
filtro, caso contrário o evento é descartado pelo L1 e a estimação da energia é também
perdida. Assim, o formato do sinal é muito importante para este algoritmo e em um
cenário de baixa ocorrência de empilhamento de sinais, a energia pode ser estimada
com seu melhor desempenho possível, em comparação a outros algoritmos que utilizem
recursos de hardware semelhantes (PFEIFFER, 1999).
Recentemente, com o aumento da luminosidade, elevou-se também a ocorrência
do empilhamento de sinais e algumas modificações no método foram realizadas. O MF
deixou de ser a solução empregada no ATLAS e passou a ser substituído por um filtro
FIR baseado no OF. No contexto de calorimetria, o OF foi originalmente proposto
como solução para o problema de minimização do ruído, em calorímetros de Argônio
líquido, que trabalhavam em um ambiente de alta luminosidade (CLELAND; STERN,
1994). Este algoritmo passou a incluir o ruído de empilhamento de sinais na matriz de
covariância do ruído no seu projeto. Apesar de trabalhar em configuração sub-ótima,
uma vez que o ruído de empilhamento de sinais não é Gaussiano, o desempenho se
mostrou superior ao MF. Além disso, o algoritmo em questão, também permitiu a
reconstrução temporal, identificando o BC corretamente (PERALVA, 2013). Com as
mudanças para a Fase II (ver Seção 2.2.4), os algoritmos serão implementados em
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FPGA, não existirão mais as TTs e, assim, a estimação deverá contemplar toda a
granularidade do detector (COLLABORATION, 2017c).
3.3 DISCUSSÃO SOBRE OS ALGORITMOS PARA ESTIMAÇÃO E O EFEITO
DE EMPILHAMENTO DE SINAIS
A preocupação com efeito do empilhamento de sinas surgiu recentemente nos
experimentos modernos de física. Os colisionadores que preveem operar sob o cenário de
alta luminosidade, como o LHC e o (do inglês, Future Circular Collider) (FCC) (COL-
LABORATION, 2019a), provavelmente, enfrentarão casos frequentes deste efeito em seus
experimentos detectores, durante seu funcionamento. Os experimentos do LHC são
os primeiros a lidar com este efeito. O ATLAS, que tem seus algoritmos baseados no
OF, tenta reduzir o impacto extraindo as estatísticas de segunda ordem de sinais com
empilhamento e os interpreta como um ruído altamente correlacionado no projeto do
filtro pelo OF (COLLABORATION, 2017b; COLLABORATION, 2017a). Já o CMS, que
também utiliza o OF, tem como proposta tratar o efeito do empilhamento com o uso
de um filtro capaz estimar múltiplas amplitudes. A amplitude de três BC consecutivos
é estimada, um BC central e seus dois vizinhos laterais(LAWHORN et al., 2019). Apesar
destas soluções melhorarem o problema, em um cenário mais severo de empilhamentos,
elas podem ter seu desempenho na estimação comprometido (DUARTE et al., 2019).
Técnicas de deconvolução vêm sendo propostas para estimação online e offline
com intuito específico de reduzir o efeito do empilhamento de sinais (ANDRADE FILHO
et al., 2015; DUARTE, 2016). Diferentemente das propostas baseadas no modelo do OF,
os algoritmos baseados no modelo convolucional não consideram o empilhamento de
sinais como ruído e sua informação é utilizada para a separação das fontes de sinal.
Assim, os resultados com os algoritmos baseados no modelo convolucional são melhores
do que os algoritmos padrões baseados no OF em um cenário de alta frequência do
efeito de empilhamento. Outra vantagem do modelo convolucional no ATLAS é a
reconstrução temporal, devido ao fato da digitalização ser sincronizada com a frequência
de operação dos algoritmos, a identificação do instante de deposição de energia pode
ser dada diretamente por meio de um simples limiar para cada BC, dispensando-se a
estimação do τ realizada pelos algoritmos baseados no OF.
Dois principais pontos podem ser citados para continuar o estudo sobre os
algoritmos baseados no modelo convolucional. O primeiro é a melhora de desempenho
na estimação no ambiente de empilhamento de sinais, como pode ser visto nos trabalhos
recentes (DUARTE, 2016; DUARTE, 2015). O segundo é a possibilidade de aprofundar o
estudo em algoritmos de deconvolução cega.
O modelo convolucional permite transformar o problema de estimação em um
problema de separação cega de sinais, que pode ser implementado no ambiente free-
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running utilizando a teoria de filtros adaptativos. A revisão dos algoritmos usuais em
calorimetria para o L1 nos experimentos de física (ver Seção 3.1) mostrou que todos
eles têm em comum a dependência no formato da resposta do calorímetro. Portando,
mesmo que o projeto filtro seja bem definido e modelado, se o formato da resposta
do calorímetro variar ao longo do tempo, o desempenho destes algoritmos pode ser
comprometido. Assim, alternativas baseadas no modelo convolucional são o objeto de
estudo desta tese e duas propostas recentes de filtros FIR de deconvolução, também
baseadas no formato do pulso, serão utilizadas como referencias para comparação com
os algoritmos propostos neste trabalho.
3.4 O MODELO DO CALORÍMETRO PELA CONVOLUÇÃO
Neste modelo, toda a cadeia eletrônica de leitura do calorímetro é interpretada
no tempo discreto como um sistema Linear e Invariante no Tempo (do inglês, Linear





(h[k]a[n − k]) + nE[n], (3.15)
em que K representa o número de amostras da resposta impulsiva do calorímetro h[n],
a[n] é uma combinação linear de versões atrasadas da sequência impulso unitário (δ[n]),
cujas amplitudes correspondem à energia depositada em cada BC e y[n] representa o
sinal medido do calorímetro, o qual pode ser visualizado como o resultado da convolução
entre a sua resposta impulsiva h[n] com a[n] somado a um ruído branco gaussiano nE[n],
proveniente da sua eletrônica de leitura. Na Figura 21, é possível observar essa relação
através de um diagrama de blocos. Um bloco representando um filtro FIR digital
é adicionado em cascata ao modelo do calorímetro . Este bloco tem o propósito de
equalizar (ou deconvoluir) o sinal y[n], recuperando uma estimativa do sinal de entrada
do sistema LTI, denominada por â[n], sendo esta uma estimativa do valor de energia.
As Seções 3.4.1 e 3.4.2 detalham algoritmos recentemente propostos para o
projeto de filtros de deconvolução. A primeira técnica faz uma abordagem a partir do
conhecimento da resposta do pulso característico do calorímetro h[n]. Nesta técnica,
tenta-se encontrar o sistema inverso que faz o cancelamento ou deconvolução da resposta
do calorímetro. Um outro algoritmo é obtido a partir do conhecimento de um conjunto
de amostras finito em par ordenado de entradas (valores desejados) e saídas do sistema
LTI, y[n]. Seu projeto é baseado no modelo de filtros adaptativos para equalização de
canais. Entretanto, neste caso, uma vez adaptados os pesos do filtro ao conjunto de
amostras, seus coeficientes são utilizados de maneira constante devido à falta de valores
desejados em tempo real nos experimentos de física.
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01[n − k]w′02[n], em que o filtro FIR w[n] é uma aproximação do
sistema inverso W (z) e realiza a deconvolução aproximada do canal y[n].
3.4.2 FIR por equalização estocástica
Nesta abordagem, parte-se do princípio de que o calorímetro é um sistema
desconhecido. Baseando-se em simulações de Monte Carlo, na qual toda a estatística
que envolve a saída do calorímetro pode ser considerada, conhecendo-se os valores de
entrada de a[n] e observando a resposta do canal (calorímetro) a essas entradas impulsivas
y[n], consegue-se projetar um filtro FIR, que realiza a deconvolução aproximada do
sistema desconhecido (DUARTE, 2015). Para isso, utiliza-se um critério de otimização.
Como o critério do erro médio quadrático é um estimador no qual nenhuma hipótese
probabilística sobre os dados é necessária em seu projeto e sua estimação resulta em
um modelo linear, adotou-se este critério (KAY, 2013). Assim, os pesos são ajustados
de modo a minimizar o erro entre â[n], que é a saída do filtro FIR a ser estimado, e
a[n], que é o valor desejado (HAYKIN, 1996).





(a[k] − â[k])2, (3.17)
em que N representa o número total de amostras consecutivas do sinal desejado,
disponíveis para o projeto do filtro. Reescrevendo a Equação 3.17 em sua forma
matricial., temos:
J(w) = (a − Yw)T (a − Yw), (3.18)
na qual Y ∈ RM×N é a matriz de observação dos dados de saída do canal, contendo
M linhas de acordo com o tamanho do filtro projetado por N colunas, sendo formada
por amostras deslocadas de y ∈ R1×N , que é um vetor constituído de amostras de y[n].
Obtendo-se a derivada de J(w) em função dos parâmetros de w, tem-se:
∂J(w)
∂w
= −2Ya + 2YYT w, (3.19)
ao igualar a Equação 3.19 a zero e isolar w, assumindo que YYT seja inversível, w pode
ser encontrado utilizando-se o método da pseudo inversa, de acordo com a Equação 3.20:
w = (YYT )−1Ya. (3.20)
O vetor de coeficientes w corresponde à estimação da resposta ao impulso de um
sistema inverso ao canal desconhecido, podendo ser interpretado como os coeficientes
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de um filtro FIR que realiza a deconvolução de tal sistema (DUARTE, 2015; KAY, 2013).





w[n − k]y[k]. (3.21)
Em alguns casos, quando o ruído experimental não possui média zero, o valor
médio pode se propagar pelos pesos do filtro FIR, produzindo uma tendência que resulta
em desvio da solução ótima. Portanto, para se chegar a solução ótima, nestes casos, é
necessário utilizar a Equação 3.22, que leva em consideração uma tendência (do inglês
bias) em sua última componente:
Y2 = [Y 1]
w2 = (Y2Y2
T )−1Y2a, (3.22)
no qual 1 ∈ RN×1 é um vetor coluna composto de uns e é concatenado com a última
coluna da matriz Y, produzindo Y2. Deste modo, a última componente de w2 contém
o valor da tendência, que deve ser adicionada a saída do filtro e o restantes das
componentes de w2 contém os pesos do filtro FIR.
O sinal desejado a[n] que passa por um sistema desconhecido é usado para a
obtenção do erro entre a saída do filtro e o sinal desejado, permitindo o ajuste dos
coeficientes do filtro FIR e do bias, os quais resumem o modelo inverso do sistema
desconhecido. Um certo atraso ∆ ∈ N (atraso de equalização), neste caso, é necessário
pois o erro deve ser calculado entre a amostra â[n − ∆] e sua amostra desejada
correspondente a[n].
Além deste métodos, a aplicação de filtros inversos, pode ser realizada de diversas
formas, como por meio da utilização de algoritmos janelados de deconvolução iterativos
porém, estes demandam um estudo a parte para serem implementados dentro dos
requisitos de operação do L1 do ATLAS.
3.5 CONCLUSÕES PARCIAIS DO CAPÍTULO
Este capítulo apresentou uma revisão das técnicas empregadas no sistema
de trigger para estimação de energia online no L1. Ao longo dos anos as técnicas
implementadas foram sendo modificadas, visando sempre o melhor desempenho de
acordo com o cenário de operação do experimento, até chegar no OF, que é a técnica
atualmente implementada para estimação de energia no L1 do ATLAS.
Outras abordagens propostas recentemente são baseadas em filtros FIR de
deconvolução e têm mostrado um desempenho superior ao OF em ambientes com o
efeito do empilhamento de sinais. Estas propostas e o modelo convolucional para o
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calorímetro, que serão utilizados como referência ao longo da tese, foram apresentados
neste capítulo.
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4 PROPOSTA I: DECONVOLUÇÃO POR TEORIA DA ESPARSI-
DADE
Algoritmos baseados na representação esparsa de sinais também foram propostos
recentemente para a reconstrução offline e se mostraram uma solução interessante. Tam-
bém baseados no modelo convolucional, nestes algoritmos a deconvolução desempenha
uma transformação linear, que maximiza o numero de elementos nulos para recuperar
as características de um sinal impulsivo. Este capítulo apresenta a proposta de um
algoritmo para reconstrução online utilizando a representação esparsa de sinais.
4.1 REPRESENTAÇÕES ESPARSAS
O campo da modelagem por representações esparsas teve seus principais avanços
nas últimas duas décadas (ELAD, 2010). As contribuições para esta teoria, tiveram
início com uma série de algoritmos para aproximar as soluções esparsas de sistemas
lineares de equações. Posteriormente, uma teoria que surgiu como forma de garantia
para o desempenho dos algoritmos foi estabelecida. A partir destas contribuições, as
principais barreiras em fazer um modelo prático e aplicável foram removidas. Assim, a
representação esparsa se tornou o tema central de diversos estudos e novas aplicações
foram surgindo (ELAD, 2010). As aplicações envolvendo a representação esparsa são
diversas, além da álgebra, onde é aplicada em soluções de sistemas lineares, é possível
encontrar aplicações em: processamento de imagens, amostragem compressiva, deconvo-
lução entre outras (LAKSHMAN et al., 2010; LU, 2017; KHALIFA; ABDELHAFIZ; ZERGUINE,
2013; ELAD, 2010).
O conceito de esparsidade está ligado diretamente com a análise dos elementos
de um vetor. Por exemplo, considere um vetor Ω ∈ RM , definido por Ω = {Ω0, . . . , ΩM}.
Este sinal é estritamente esparso se a maioria de seus elementos forem iguais a zero, ou
seja, se o suporte Λ(Ω) = {0 ≤ i ≤ M | Ωi 6= 0} for de cardinalidade L  M . Todavia,
se um sinal não é esparso, este pode, em um domínio de transformada adequado, possuir
uma representação esparsa (STARCK; MURTAGH; FADILI, 2010).
4.1.1 Estimação de energia no L1 por abordagem esparsa
O modelo convolucional do calorímetro, mostrado na Equação 3.15 do capítulo
anterior, pode ser reescrito em uma forma matricial. Portanto, desconsiderando o ruído
eletrônico, podemos reescrever a convolução conforme a Equação 4.1:
Ha = y (4.1)
em que H ∈ RM×M−K+1 é uma matriz de convolução, sendo M > (M − K + 1), onde
suas M − K + 1 colunas são compostas por pulsos de referência do calorímetro h ∈ RK
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deslocados, a ∈ R(M−K+1) representa um vetor cujas amplitudes deseja-se e y ∈ RM
um vetor representando o sinal proveniente do calorímetro.
O sistema indeterminado 4.1 possui infinitas soluções. A representação desejada
(mais esparsa) é aquela que apresentar o menor número de coeficientes não nulos em a.
A solução mais esparsa de um sistema linear indeterminado pode ser trans-
formada em um problema de otimização baseado na minimização de uma função
custo (ELAD, 2010). Uma função custo que favorece a esparsidade é a norma l0 do vetor








ι para ι > 0 (4.2)
e
l0 = #(i|ai 6= 0) (4.3)
em que ι representa a norma do vetor e # indica o número de elementos do vetor. Por
meio do problema de otimização da norma l0, gera-se o problema (P0) mostrado na
Equação 4.4 ou, na presença de ruído, o problema (P0,ε) apresentado na Equação 4.5.
(P0) : min
a
‖a‖00 sujeito a Ha = y (4.4)
(P0,ε) : min
a
‖a‖00 sujeito a ‖Ha − y‖
2
2 ≤ ε, (4.5)
onde ‖a‖00 representa a norma l0 do vetor a, que corresponde ao número de elementos
não nulos deste vetor.
Não é possível encontrar a solução deste problema de maneira direta. Portanto,
este problema pode ser resolvido em duas partes: com o foco na minimização do
suporte e posteriormente os valores de elementos não nulos podem ser encontrados via
Regressão Linear. Algoritmos modelados desta maneira, são conhecidos na literatura
como vorazes ou gulosos (ELAD, 2010), que são algoritmos iterativos, em que a cada
passo se aproximam mais da solução mais esparsa.
Na literatura, uma outra forma muito difundida para obtenção da esparsidade
é utilizar a norma l1 como função custo (SELESNICK, 2017). Assim, a modelagem de
maneira mais relaxada pode ser escrita como um problema de otimização por meio de
uma função custo linear e com restrições quadráticas, conforme a Equação 4.6, onde a
restrição imposta é que a solução não divirja do modelo esperado (ELAD, 2010).
(P1,ε) : min
a
‖a‖11 sujeito a ‖Ha − y‖
2
2 ≤ ε (4.6)
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sendo que o termo ||a||11 representa a norma l1 do vetor a, que é dada pelo somatório
dos valores absolutos dos coeficientes do vetor a. Enquanto, ‖Ha − y‖22 corresponde à
norma l2 da restrição imposta.
Por meio da escolha de um multiplicador de Lagrange λ apropriado (KOWALSKI,
2009), este problema pode ser transformado num problema de otimização sem restrições,
de acordo com a função custo dada pela Equação 4.7:
Jo(a) = λ||a||1 +
1
2
||Ha − y||22. (4.7)
Na Equação 4.7, o seu primeiro termo, com a presença da norma l1, representa a busca
pela esparsidade, enquanto o segundo, com a norma l2, preserva a integridade do modelo.
O multiplicador de Lagrange tem o papel de pesar a Equação 4.7 com o intuito da
ponderação entre as duas normas e pode ser obtido experimentalmente.
Existem variadas formas de minimizar a Equação 4.7. Uma técnica simples,
mas muito eficiente em aplicações de remoção de ruído, é a técnica de limiarização ou
Shrinkage proposta por (DONOHO, 1995). Para isso, usamos um artifício que faz com
que a função custo Jo(a) seja desacoplada em M funções custo independentes, uma
para cada componente do vetor a.
Por H ser uma matriz de convolução, a mesma não é quadrada, portanto
não inversível. Desta forma, propõe-se uma aproximação pela pseudo inversa de H.
Adimitindo-se que HT H tenha seu determinante não nulo, o problema inicialmente
escrito como y = Ha, pode ser reescrito de maneira aproximada como:
y = Ha
HT y = HT Ha
(HT H)−1HT y = (HT H)−1HT Ha
a = (HT H)−1HT y, (4.8)
fazendo W0 = (HT H)−1HT , em que W0 ∈ RM×M . Logo, o problema se torna
a = W0 y e podemos chegar a Equação 4.9:
Jo(a) = λ||a||1 +
1
2
||(a − W0y)||22, (4.9)
substituindo W0y por um vetor de constantes a0, obtemos a Equação 4.10:
Jo(a) = λ||a||1 +
1
2
||a − a0||22. (4.10)
Apesar da presença do módulo na Equação 4.10, só serão aceitas componentes não
negativas de a, pois em calorimetria, os valores negativos de energia são, geralmente,
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não relevantes. Assim, o módulo pode ser removido da Equação 4.10. Derivando esta
equação em relação a a e igualando à zero, obtém-se a Equação 4.11:
0 = (a − a0) + λ1 para ak > 0 (4.11)
Portanto, o vetor a que minimiza a função custo é:
a = a0 − λ1 para ak > 0 (4.12)
Sabendo-se que w0k é a k-ésima linha da matriz W0, as componentes individuais
de a podem ser descritas como na Equação 4.13:
a[k] = w0ky − λ para a[k] > 0 (4.13)
Como y é um vetor com componentes do sinal de entrada, w0k pode ser visto
como um filtro FIR que realiza a deconvolução da k-ésima componente. Porém, esta
equação mostra que, além do filtro linear que realiza a deconvolução, para se obter o
valor desejado, é necessário ainda subtrair a saída do filtro pela constante λ. Além
disso, pela restrição imposta em calorimetria de não existir valores negativos para ak, a
resposta deve ser anulada se λ for maior do que w0ky. Portanto, este procedimento pode
ser traduzido por uma função não linear mostrada na Figura 22. Esta figura propõe w0k
como um novo algoritmo para se chegar aos pesos do filtro FIR de deconvolução (DUARTE;
ANDRADE FILHO; SEIXAS, 2017). Porém, na saída do filtro u[n − ∆] é preciso aplicar
uma função não linear, que resume-se em uma subtração seguida de uma limiarização.
Esta função, muito simples de se implementar em hardware, garante uma melhoria no
desempenho do processo de deconvolução, como será visto no capítulo de resultados.
É importante destacar que, como a diferença entre o número de linhas e colunas
é fixa numa matriz de deconvolução, quanto maior a ordem do vetor de entrada y,
melhor é a aproximação de W0 pela pseudo inversa de H. Como consequência, o filtro
wk deve ter uma alta ordem para realizar a deconvolução corretamente.
Fora das aplicações em calorimetria, de uma forma mais genérica, a função
Shrinkage é observada como Sλ(a), que é uma curva na qual os valores próximos à
origem são mapeados para zero (Sλ(a) = 0 para |a| ≤ λ) e os valores fora do intervalo
|a| ≤ λ são “shrinked"como mostrado na Equação 4.14 e Figura 23, que exibe a função












Se ak > λ, então Sλ(a) = ak − λ
Se |ak| ≤ λ, então Sλ(a) = 0




de deconvolução apresentadas até o momento está no fato da técnica proposta buscar a
representação mais esparsa do sinal, onde leva-se em consideração, além do empilhamento
de sinais, outras formas de ruído. O principal resultado da demonstração deste algoritmo
ocorre quando ele é interpretado, para aplicações free-running como um filtro FIR
seguido de uma função não linear, chamada de Shrinkage. Esta função, é proveniente
da minimização da norma l1 com restrições quadráticas. Estes resultados obtidos com
esta proposta serão usados no desenvolvimento da segunda proposta desta tese, que é o
algoritmo cego Bussgang-Sparse.
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5 PROPOSTA II: DECONVOLUÇÃO CEGA BUSSGANG-SPARSE
Os algoritmos adaptativos são uma valiosa ferramenta devido à sua capacidade
de modificar o comportamento de um sistema ao longo do tempo, baseado em algum
critério de desempenho (SAYED, 2011). Esta ferramenta, atualmente, é aplicada em
um grande número de problemas de engenharia e tem sido explorada com sucesso em
problemas de Economia, Engenharia Biomédica, Equalização de Canais, Sistemas de
Controle e em Telecomunicações (HAYKIN, 1996). Neste capítulo, será realizada uma
revisão sobre filtros adaptativos, especificamente acerca dos filtros adaptativos lineares,
com foco em aplicações de deconvolução não supervisionada.
Diferentemente dos algoritmos apresentados neste trabalho nos Capítulos 3 e 4,
em deconvolução cega ou não supervisionada, apenas um sinal (y[n], h[n] ou a[n]) do
modelo da Equação 3.15 é requerido para estimar os demais ou um dos demais sinais
que constitui o modelo. Para isso, algum conhecimento a priori sobre a estatística
dos dados normalmente é necessário. Neste capítulo, é proposto um algoritmo onde
apenas o conhecimento prévio de que o sinal a ser estimado seja mais esparso do que o
sinal a ser processado se faz necessário, de maneira que seu projeto é independente da
estatística dos dados e, portanto, mais geral.
5.1 ALGORITMOS DE ADAPTAÇÃO LINEARES
O estudo da filtragem adaptativa teve grandes avanços com o desenvolvimento
do algoritmo (do inglês, Least Mean Squares) (LMS) por Bernard Widrow e Ted Hoff
em 1959 (WIDROW, 2005). Nas últimas décadas, esta área tem recebido a atenção de
muitos pesquisadores. Esse interesse deve-se ao fato de muitos problemas práticos não
poderem ser resolvidos de maneira satisfatória através da utilização de filtros digitais
com coeficientes fixos.
Um modelo usual para se interpretar os filtros adaptativos é mostrado na
Figura 24. Neste modelo genérico, é fornecido pelo sistema um sinal de entrada para o
filtro que, ao passar pelos pesos do filtro adaptativo, gera um sinal de saída. A saída é
comparada com um sinal desejado, resultando em um erro que alimenta um algoritmo
adaptativo. Este algoritmo ajusta os coeficientes do filtro, de maneira que, a cada passo,
os seus pesos se aproximam dos coeficientes ótimos, segundo o critério de erro adotado.
Diversos algoritmos para atualização dos pesos do filtro adaptativo foram desen-
volvidos nas últimas décadas (DINIZ, 1997). Dentre os mais comuns, estão os algoritmos
que utilizam, como critério, a minimização da função custo dada pelo valor médio
quadrático do sinal de erro Mean Squares Error (MSE). Alguns que fazem o uso deste
critério são: o algoritmo LMS (Least-Mean-Square) (NAGAL; KUMAR; BANSAL, 2014),
que possui baixa complexidade computacional, mas com comportamento variado de
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no qual a[n] é um sinal desejado e y corresponde a uma janela do sinal de entrada do
sistema adaptativo. Derivando em relação a w e igualando à zero o resultado, obtém-se:
E{y(a[n] − wT0 y)} = 0 (5.2)
Assim, a Equação 5.2 pode ser expressa em termos da matriz de autocorrelação do
sinal de entrada, Φ e do vetor de correlação cruzada do sinal de entrada com o sinal
desejado, p. Reescrevendo a Equação 5.3 nestes termos têm-se:
Φw0 = p (5.3)
em que p = E{a[n]y} e Φ = E{yyT }. Assumindo que Φ seja positiva definida,




O RLS consiste em utilizar uma aproximação de Φ e p, a partir dos dados (HAY-
KIN, 1996). O desenvolvimento de sua solução, em sua forma mais simples, é dado por









β−k(a[k] − wT y[k])2 (5.5)
onde o valor esperado ideal é substituído por uma estimativa através do somatório. O
valor de β ∈ (0, 1] é um fator exponencial de esquecimento, o qual controla a influência
que as amostras passadas têm na estimação do valor esperado atual, principalmente em
um ambiente não-estacionário (HAYKIN, 1996).









β−ky[k]a[k] = 0 (5.6)
similarmente ao passo utilizado para se chegar à Equação 5.4, a solução resultante para









β−ky[k]a[k]) = Φ−1D pD (5.7)
em que Φ−1D e pD são chamados de matriz determinística de correlação da entrada
e vetor de correlação cruzada determinístico entre o sinal de entrada e o desejado,
respectivamente.
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Este método também pode ser visto em sua forma recursiva, onde são realizadas
aproximações estocásticas da inversa da matriz de autocorrelação Φ−1 do sinal de





(Φ−1[n − 1] − β
−1Φ−1[n − 1]y[n]yT [n]Φ−1[n − 1]
1 + β−1yT [n]Φ−1[n − 1]y[n] ) (5.8)
ξ[n] = a[n] − wT [n − 1]y[n] (5.9)
w[n] = w[n − 1] + ξ[n]Φ−1[n]y[n] (5.10)
Com intuito de facilitar a implementação, definimos um ganho k[n]:
k[n] =
β−1Φ−1[n − 1]y[n]
1 + β−1yH [n]Φ−1[n − 1]y[n] (5.11)
Assim, a Equação 5.10 pode ser reescrita da seguinte forma:
w[n] = w[n − 1] + k[n]ξ[n] (5.12)
Apesar da apresentação determinística na Equação 5.7, o algoritmo RLS, no
instante n, é uma aproximação estocástica da solução de Wiener. À medida que o
número de iterações se torna muito elevado, n −→ ∞, a solução se torna, na média,
uma boa aproximação para a solução de Wiener (HAYKIN, 1996).
5.2 ALGORITMOS DE DECONVOLUÇÃO NÃO SUPERVISIONADOS
Diferentemente do problema de deconvolução ou equalização de canais tratado
em capítulos anteriores, nos problemas envolvendo algoritmos de deconvolução não
supervisionados ou de deconvolução cega, o sinal desejado é desconhecido. Assim, a
tarefa de reconstrução do sinal é mais difícil em relação aos algoritmos de deconvolução
usuais.
Os algoritmos de deconvolução cega, em geral, necessitam de alguma informação
adicional referente ao sinal do sistema em que se deseja reverter os efeitos da convolução.
A depender do tipo de informação utilizada, na literatura, é possível identificar duas
famílias de algoritmos, os baseados em estatísticas cicloestacionárias e os baseados em
Estatísticas de Ordem Superior (do inglês, High-Order Statistics ) (HOS).
Os algoritmos baseados em estatísticas cicloestacinária exploram a característica




Tabela 1 – Casos especiais do algoritmo Bussgang
Algoritmo Função g(·) Definições
Decisão direcionada sgn(·)









A função não linear pode ser obtida de diversas formas. A depender do modelo de
sinal assumido, podem ser utilizados estimadores Bayesianos ou outras teorias de modo
que o resultado respeite a condição de ser um processo de Bussgang. Recentemente,
na literatura, foram propostos alguns modelos de funções não lineares para casos
específicos (LIYE; HONGSHENG, 2013; LI; DING, 1994; KIM; OH; KIM, 2011). Dentre elas
estão a decisão dirigida, que é dada por uma função sinal, o algoritmo Sato, que utiliza
a função sinal multiplicada por uma constante e o algoritmo Godard, que faz o uso de
uma função em que se penaliza desvios de um módulo constante da saído do Equalizador
Cego. As funções utilizadas nestes métodos são resumidas na Tabela 1 (HAYKIN, 1996).
5.3 DECONVOLUÇÃO CEGA BUSSGANG-SPARSE
A Equalização cega online de um canal de comunicação consiste em recuperar a
entrada ou fonte de dados, dada apenas a saída e alguma informação estatística da fonte.
Abordar a equalização desta forma, permite que se compense os efeitos de distorção
causados por um canal cuja as características são desconhecidas e que possam variar ao
longo do tempo.
Até o momento, as teorias de esparsidade e de filtros adaptativos foram abordadas
de maneira isolada. A ideia central deste trabalho está em juntar as duas teorias,
especificamente, em avaliar o uso de uma função não linear proveniente da teoria de
esparsidade aplicada ao modelo de Equalização cega do algoritmo Bussgang da teoria
de filtros adaptativos.
5.3.1 Determinação de um estimador não-linear adequado
Como visto, a ideia central do método Bussgang é utilizar um estimador não-
linear sem memória, projetado a partir de algum conhecimento prévio das estatísticas
dos dados de entrada, de modo a ser usado como valor alvo na adaptação do filtro FIR
de deconvolução. Em protocolos de comunicação digital, como modulação QAM (SVENS-
SON, 2007), que geralmente empregam uma certa simetria, a tarefa de se obter tais
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estimadores já foi exaustivamente abordada na literatura (KAY, 2013). Porém, obter
um estimador eficiente para os dados dos calorímetros do ATLAS, operando em alta
luminosidade, é uma tarefa extremamente complexa.
De modo a evitar a modelagem deste estimador, debruçando-se em suas bases
estatísticas, é proposta aqui uma abordagem heurística, onde métodos supervisionados
de mapeamentos não-lineares podem ser usados, utilizando-se dados de simulação cujos
pares de entrada e saída do estimador são conhecidos a priori. A proposta aqui não é
o teste de diversos métodos, buscando-se a abordagem mais eficiente de mapeamento
não-linear, mas sim, demonstrar que tal exercício leva a uma generalização do método
Bussgang para sinais alvos impulsivos em canais dispersivos. Isto será possível devido a
uma semelhança estrutural entre tal modelo de mapeamento e o método de Shrinkage
baseado em teoria da esparsidade apresentado no capítulo anterior.
Para determinar o mapeamento não-linear para o melhor estimador sem memória,
primeiramente foi projetado um filtro FIR de deconvolução, utilizando-se o método
estocástico descrito na Seção 3.4.2. Como descrito nesta seção, são necessários pares
{y[n], a[n]} de dados de entrada do sistema e do valor alvo desejado, respectivamente.
Para efeito de ilustração, utilizou-se aqui o ambiente de simulação dos canais de leitura
dos calorímetros do ATLAS que será abordado em detalhes no capítulo de resultados.
Neste método de projeto do filtro FIR, o erro médio quadrático entre a resposta do
filtro e o valor alvo é minimizado. Porém, naturalmente, tal erro, apesar de ser ótimo
do ponto de vista de sua energia, ainda apresenta um valor não nulo. A abordagem aqui
testada consiste em determinar um mapeamento não-linear sem memória que, tendo
como entrada o valor obtido pelo filtro de deconvolução linear u[n] e o valor verdadeiro
a[n], buscando diminuir ainda mais o erro entre o alvo e a saída do filtro. Para este
fim, foi proposta uma rede neural para realizar o mapeamento do estimador conforme
mostra a Figura 27, que também exibe a topologia da rede neural utilizada.
Treinando-se esta rede neural feedforward estimadora (HAYKIN, 1994) de uma
única entrada e uma única saída, com múltiplos neurônios na camada escondida, obteve-
se um mapeamento não-linear como mostrado na Figura 28. Diversos testes foram
feitos, com diversas topologias de rede e diferentes níveis de empilhamento de sinais dos
calorímetros, sendo este gráfico um padrão obtido para as redes mais eficientes. Assim,
a topologia de rede escolhida e adotada neste trabalho, por questões de simplicidade e
eficiência, foi a rede exibida na Figura 27. Em exceção ao neurônio de saída que utilizou
uma função de ativação linear, todos os outros neurônios utilizaram a função tangente
hiperbólica.
O fit linear foi realizado em duas partes, separando o mapeamento não linear
da rede em duas partes lineares. A primeira compreendeu o intervalo dos valores




necessária será a de que o sinal a ser estimado, â[n], seja um sinal mais esparso do que
o sinal de entrada do equalizador y[n] que passou pelo sistema LTI desconhecido.
As vantagens desta técnica em relação a obtenção do estimador são: (i) não é
preciso projetar um estimador, que por vezes, possui um projeto complexo e demanda
conhecimento estatístico sobre os dados; (ii) o único parâmetro necessário para a função
não linear é a determinação do valor de λ, que dependerá do ruído do sistema e do nível
de empilhamento (iii) é uma forma genérica, o mesmo algoritmo pode ser aplicado para
diversos tipos de pulsos característicos desconhecidos, requisitando apenas do fato da
estimação ser mais esparsa antes de passar pelo sistema LTI desconhecido.
5.4 AJUSTE DOS PESOS DO FILTRO NÃO SUPERVISIONADO PARA ESTIMA-
ÇÃO DE ENERGIA
Em geral, todo algoritmo adaptativo de equalização cega precisa incluir um
parâmetro a respeito da amplitude dos dados para calibração. Como uma das nossas
propostas é justamente realizar um algoritmo que faça a estimação correta da energia,
considerando a instrumentação do ATLAS, o parâmetro de calibração dos pesos do
filtro FIR é desconhecido. Porém, diferentemente de outros sistemas, especificamente
em calorimetria, o ganho do canal é unitário. Com isso é possível obter a amplitude
correta dos valores de entrada do sistema desconhecido.
A Transformada de Fourrier pode ser utilizada como ferramenta para calibração.
Com os pesos do filtro encontrados, aplicando-se a Transformada de Fourier e invertendo
algebricamente sua resposta no domínio da frequência, teremos no domínio da frequência
a resposta do sistema LTI, assim obtém-se uma aproximação da resposta do canal,
fazendo a sua identificação e posteriormente a sua calibração. Este procedimento é




Assim, ao realizar a Transformada inversa de Fourrier em |H(ejω)| obtemos h[n], que
ao ser normalizado em função de seu valor máximo, estabelecendo o mesmo igual a 1,
permite que obtenhamos a resposta do sistema LTI normalizada. Com esta resposta e
os coeficientes do filtro encontrados podemos utilizar a convolução de h[n] com w[n]. O
resultado ideal desta convolução seria um impulso normalizado de amplitude unitária.
Entretanto, se o sistema não estiver calibrado, obtemos um valor constante, tal contante
obtida é a constante de calibração para a saída do equalizador cego.
Em termos práticos, este procedimento consiste em: (i) utilizar a resposta do
calorímetro recuperada obtida pela Transformada de Fourier, após a oscilação dos
pesos do filtro diminuir, conforme é mostrado na Seção 6.5.3; (ii) normalizar a resposta
recuperada; (iii) usar, então, o fator de normalização para calibrar o filtro.
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5.5 CONCLUSÕES PARCIAIS DO CAPÍTULO
Este capítulo revisou a teoria de filtros adaptativos, com ênfase nos algoritmos
de equalização não supervisionados. Como visto, a estrutura de algoritmos adaptativos,
depende de um critério, o conhecimento da resposta do canal ou pares ordenados
de entradas e saídas. Entretanto, em certas aplicações, nem sempre é possível ter a
disponibilidade desses parâmetros. Assim, em tais situações, na busca de uma solução
para este problema, torna-se necessário o uso de algoritmos não supervisionados de
equalização. Os algoritmos não supervisionados, são uma ferramenta útil, que dependem
de algumas informações do sinal. Na técnica Bussgang, por exemplo, os algoritmos
dependem de informações estatísticas do sinal a ser equalizado. Nesta técnica, o ruído
de uma convolução imperfeita associada ao modelo de sinal adotado, permite, por
meio de um estimador não-linear e sem memoria, que seja computado um erro para
ajuste dos coeficientes do filtro interno ao equalizador. Todavia, o projeto do estimador
nem sempre é simples. Assim, a técnica proposta neste trabalho, que visa substituir
o estimador por uma função baseada na informação sobre a esparsidade do sinal, foi
estabelecida como uma alternativa para equalização de canais, extinguindo a necessidade
de projeto do equalizador e informações estatísticas do sinal a ser equalizado.
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6 RESULTADOS
Neste capítulo, os algoritmos Bussgang-Sparse e o de deconvolução por repre-
sentação esparsa serão avaliados comparando-os com os algoritmos de deconvolução
baseados em filtro FIR. O sistema de seleção de eventos e aquisição de dados do detector
ATLAS recebe amostras da sua eletrônica de leitura à taxa de 40 MHz. No TileCal,
por exemplo, a cada 25 ns são produzidos 1, 7 Mb de informação, pela leitura paralela
de todas as células. Assim, o fluxo de dados no L1 é de 60 TB/s (ABOLINS, 2008).
Atualmente, há a possibilidade dos dados começarem a ser armazenados apenas após
o processamento realizado no L1, que são amostras já recortadas selecionadas pelo
L1. Portanto, para se obter dados reais para validação dos algoritmos teriam que ser
realizadas modificações no hardware e tentar coletar amostras de algumas células em
específico. Ainda não há uma simulação oficial do ATLAS para estes dados, os dados da
simulação disponibilizada pelo ATLAS são referentes as amostras também recortadas.
Portanto, para a avaliação dos algoritmos no ambiente free-running foi utilizada
uma Toy Monte Carlo Simulation (CHAPMAN, 2011) a qual, neste caso, simula sinais
com características de empilhamento similares aos que são encontrados em calorímetros
modernos, mais especificamente, nos calorímetros Eletromagnético e Hadrônico do
ATLAS. Uma segunda análise, utilizando o ruído de dados reais recortados do segundo
nível de seleção do TileCal, também foi realizada. Mais detelhes dessa segunda análise
são encontrados na Seção 6.6.
O objetivo deste capítulo é avaliar o desempenho da proposta de deconvolução
por esparsidade e verificar se os coeficientes dos filtros cegos convergem, as técnicas
baseadas em filtro FIR supervisionados servirão de referencia. Assim, as seções iniciais
contemplam o ambiente de simulação, a medida de erro adotada e o projeto dos filtros
utilizados em comparações com as técnicas propostas. Ao longo deste capítulo discussões
sobre os resultados serão realizadas.
6.1 BANCO DE DADOS DAS SIMULAÇÕES
O conjunto de dados utilizado produz um sinal em que é possível variar dois
aspectos fundamentais: (i) a ocupância e (ii) a relação sinal-ruído.
Foram considerados os dois tipos de pulsos característicos encontrados nos
calorímetros do ATLAS. Um pulso unipolar (PERALVA, 2013), que se assemelha à
resposta do calorímetro TileCal, e um pulso bipolar (XU; GONG; CHIU, 2014) similar
ao encontrado no calorímetro eletromagnético. Assim, além da relação sinal-ruído
e da ocupância, os dados nas simulações podem variar também quanto ao pulso
característico utilizado. Entretanto, algumas características são comuns aos bancos
de dados considerados, tais como a distribuição na qual é realizado um sorteio da
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• Baseando-se na ocupância desejada, é realizado um sorteio de posições, os BC
onde ocorreram as deposições de energia. Por exemplo, na Figura 32 (b) uma
ocupância de 20 % é ilustrada: significa que, em 100 colisões, em média, a célula
em questão foi sensibilizada em 20 das 100 colisões. Nesta figura, o BC com valor
1 representa uma que a célula foi sensibilizada no BC e com valor 0, que não
houve sua sensibilização no BC;
• Um sorteio de amplitudes (valor de energia depositada na célula em determinada
colisão) é realizado, para cada ocorrência de deposição de energia. O sorteio de
cada amplitude é realizado em uma distribuição exponencial cujo o valor médio
é de 30 unidades de conversão do ADC. Este valor foi retirado de um fitting
exponencial feito em distribuições de pileup de simulações de Monte Carlo do
ATLAS. Assim, a média da distribuição influencia diretamente na relação sinal-
ruído. Deste modo, ela é fixada e, para diferentes valores da relação sinal-ruído,
é modificada a variância do ruído aditivo Gaussiano. A Figura 32 (c) mostra o
resultado desta etapa, em que os valores sorteados são posicionados no resultado
da etapa anterior. Nas simulações, um vetor similar ao exibido nesta figura é
utilizado como sinal alvo, a[n] (com valores corretos de amplitude de energia).
• Sorteadas as amplitude de energia e os BC em que a célula recebeu a deposição
de energia, é realizado um sorteio para a simulação do desvio de fase do pulso a
ser gerado, utilizando uma distribuição uniforme entre ±5ns, como mostrado na
Seção 6.1.1.
• Por fim, pulsos característicos com as respectivas energias e desvio de fase são
sobrepostos, com suas amostras centrais localizadas nos BCs sorteados, gerando o
sinal que simula a saída do calorímetro, y[n]. A Figura 32 (d) ilustra este sinal,
para o pulso de formato unipolar.
6.2 MEDIDA DE ERRO ADOTADA
A medida de erro adotada nas análises foi a Raiz do Valor Quadrático Médio
(do inglês, Root-Mean-Square) (RMS) entre o valor alvo e o estimado. O valor médio
quadrático revela a dispersão, acrescentando a informação da tendência na medida de





















6.5 AVALIAÇÃO DO MÉTODO PROPOSTO: A DECONVOLUÇÃO CEGA BUSSGANG-
SPARSE
O tema central deste trabalho é a proposta de modificação do método Bussgang,
sugerindo a troca de seus tradicionais estimadores sem memória (baseados em infor-
mações estatísticas) pelo o uso de uma função que visa um sinal mais esparso. Como
o desempenho dos filtros FIR já são conhecidos em regime permanente, o objetivo
principal, portanto, é verificar a convergência do método de Bussgang para os pesos
do filtro FIR. Para isto, utilizou-se como valores de referência os pesos obtidos com o
método FIR por equalização estocástica no qual tem uma estrutura que inclui, em seu
projeto, informações estocásticas do canal.
Antes de analisar, de fato, a convergência do método, um teste para avaliar se a
função de Shrinkage é um processo de Busgang foi realizado.
6.5.1 Teste da função Shirinkage
O método proposto de equalização cega é baseado no conhecimento especialista
de que o sinal equalizado é sempre mais esparso do que o sinal que precede a equalização.
Entretanto, este método proposto utiliza a estrutura do algoritmo de Bussgang para
atualização dos pesos do filtro. Embora a função Shirinkage não seja proveniente da
estatística dos dados, ao utilizar a estrutura de Bussgang, é preciso verificar se ela
atende ao requisito de ser um processo de Bussgang. Uma maneira simples de realizar
esta verificação é observando o resultado da Equação 5.15. Segundo esta equação, a
matriz de autocorrelação dos dados deve ser proporcional à matriz de correlação cruzada
dos dados com os mesmos aplicados à função. Para cada tipo de pulso esta verificação
foi realizada. A Figura 46 mostra o resultado da matriz de autocorrelação dos dados
para cada tipo de pulso. Já a Figura 47 exibe o resultado matriz de correlação cruzada
dos dados com os dados aplicados à função Shrinkage para os respectivos pulsos.
Pelas Figuras 46 e 47 é possível perceber uma semelhança entre as matrizes de
autocorrelação e a de correlação cruzada.
6.5.2 A inicialização do algoritmo Bussgang-Sparse
Um ajuste importante para convergência do algoritmo é a sua inicialização.
Geralmente, inicia-se o filtro com um vetor de componentes nulas as quais vão se
adaptando a cada nova amostra. Porém, dependendo da inicialização, o algoritmo de
deconvolução cega pode convergir para diversos filtros que produzem diferentes atrasos
em sua resposta ou até podem divergir. Assim, para evitar esta situação, deve-se escolher
uma posição dentre as componentes do filtro FIR correspondente ao atraso desejado da
resposta do filtro. Uma vez escolhido o atraso desejado, atribui-se a componente do
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Dentre as técnicas revisadas neste trabalho, a técnica por equalização estocástica,
em termos de características consideradas para a modelagem do canal, é a que mais se
assemelha à técnica de equalização cega, pois a partir de amostras oriundas do canal e
fazendo o uso de sinais desejados para cada uma destas amostras, esta técnica estima
os coeficientes do filtro FIR. Ou seja, todas as informações presentes no canal, tais
como ocupância, quantidade de ruído e formato do pulso, são utilizas para ajuste dos
pesos do filtro. Este também é o proposito da técnica de equalização cega, porém sem
fazer o uso de um sinal desejado. Deste modo, o filtro FIR projetado por equalização
estocástica foi utilizado como referência nas comparações com a técnica cega.
Dois casos foram avaliados. No primeiro, foi utilizado um sinal com ocupância
de 1% e sem a presença de ruído. Já no segundo caso, foi considerado um cenário mais
crítico, em relação ao primeiro, com ocupância fixada em 30 % e 28 dB para o pulso
unipolar de relação sinal-ruído e 30 dB para o pulso bipolar, além de desvio de fase de
±1 ns para ambos os pulsos.
Para o primeiro caso, a Figura 48 compara os pesos obtidos por meio de cada
técnica para cada tipo de pulso.
Figura 48 – Comparação entre os coeficientes finais obtidos pelo método Busgang-Sparse
e o de Equalização estocástica para um cenário de ocupância em 1% sem ruído.
(a) Para o pulso unipolar. (b) Para o pulso bipolar.
Fonte: Do autor.
Pela Figura 48 é possível perceber a semelhança entre os pesos obtidos. Para se
chegar nestes pesos foram necessárias aproximadamente 2 milhões de amostras, como
pode ser visto na Figura 49. Nesta figura é mostrada a subtração entre os pesos do
filtro obtido a cada iteração e os pesos considerados como alvo. É possível observar que
esta subtração tende a zero. Além disso, como pode ser percebido pela característica
assintótica do gráfico para o pulso bipolar, são necessárias mais iterações para alcançar
o erro mínimo.
O resultado da análise para um caso mais crítico é mostrado na Figura 50. Neste
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Figura 49 – Evolução do erro relativo entre os coeficientes obtidos a cada amostra para
o cenário de ocupância em 1% sem ruído.
(a) Para o pulso unipolar. (b) Para o pulso bipolar.
Fonte: Do autor.
caso, com 2 milhões de iterações, é possível verificar que os pesos ideais ainda não foram
alcançados. Porém, mais uma vez é percebida a característica assintótica, mostrando
que mais iterações são necessárias.
Figura 50 – Comparação entre os coeficientes obtidos pelo método Busgang-Sparse e o
de Equalização estocástica para um cenário de ocupância em 30% e com ruído.
(a) Para o pulso unipolar. (b) Para o pulso bipolar.
Fonte: Do autor.
6.5.4 Recuperação do pulso característico do canal
Após a convergência, utilizando a Transformada de Fourier, é possível realizar
a recuperação da resposta do canal. Para cada caso considerado na seção anterior, o
pulso característico do canal foi recuperado e comparado com a resposta real do canal.
A Figura 52 mostra a recuperação da resposta do canal sob as condições de 1% de




Figura 54 – Análise para célula A2 com µ = 30.
Coeficientes



























(a) Comparação entre os pesos do filtro por equa-
lização estocástica e do algoritmo cego Bussgang-
Sparse.
Amostras #106


























(b) Evolução do erro RMS entre os pesos em
função do número de amostras.
Fonte: Do autor.
Figura 55 – Análise para célula E4 com µ = 30.
Coeficientes



























(a) Comparação entre os pesos do filtro por equa-
lização estocástica e do algoritmo cego Bussgang-
Sparse.
Amostras #106





















(b) Evolução do erro RMS entre os pesos em
função do número de amostras.
Fonte: Do autor.
respectivamente. Apesar de poucas amostras disponíveis, o comportamento é similar
aos gráficos obtidos para µ = 30.
Por fim, considerando um conjunto de dados em que µ = 90, cerca de dois
milhões de amostras foram utilizadas para avaliar a convergência, as Figuras 58 e 59
mostram os resultados para as células A2 e E4, respectivamente. Observando-se os três
cenários de µ, é possível perceber que os pesos do filtro cego convergem para os pesos
projetados de maneira supervisionada.
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Figura 56 – Análise para célula A2 com µ = 50.
Coeficientes



























(a) Comparação entre os pesos do filtro por equa-
lização estocástica e do algoritmo cego Bussgang-
Sparse.
Amostras #105


























(b) Evolução do erro RMS entre os pesos em
função do número de amostras.
Fonte: Do autor.
Figura 57 – Análise para célula E4 com µ = 50.
Coeficientes




























(a) Comparação entre os pesos do filtro por equa-
lização estocástica e do algoritmo cego Bussgang-
Sparse.
Amostras #105






















(b) Evolução do erro RMS entre os pesos em
função do número de amostras.
Fonte: Do autor.
6.7 CONCLUSÕES PARCIAIS DO CAPÍTULO
Este capítulo mostrou os projetos dos filtros FIR de deconvolução com a aplicação
no processo de reconstrução de energia free-running. Utilizando uma Toy Monte Carlo
Simulation, os algoritmos propostos foram avaliados camparando-os com um filtro FIR
de referencia. A reconstrução da resposta do calorímetro foi avaliada com o algoritmo
Bussgang-Sparse. Por fim, o algoritmo Busgang-Sparse foi avaliado com relação a sua
convergência utilizando dados reais do TileCal pertencentes ao segundo nível de seleção
de eventos online.
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Figura 58 – Análise para célula A2 com µ = 90.
Coeficientes



























(a) Comparação entre os pesos do filtro por equa-
lização estocástica e do algoritmo cego Bussgang-
Sparse.
Amostras #106























(b) Evolução do erro RMS entre os pesos em
função do número de amostras.
Fonte: Do autor.
Figura 59 – Análise para célula E4 com µ = 90.
Coeficientes




























(a) Comparação entre os pesos do filtro por equa-
lização estocástica e do algoritmo cego Bussgang-
Sparse.
Amostras #106
























(b) Evolução do erro RMS entre os pesos em




Neste capítulo será apresentada a forma de implementação sistólica do algoritmo
Bussgang-Sparse proposto no Capítulo 5. O método proposto de equalização cega
consiste na aplicação de um algoritmo de adaptação. Na aplicação do LMS padrão, a
informação da matriz de autocorrelação não é associada ao algoritmo, podendo deixar
a convergência lenta, instável e inviável para implementação em calorimetria, onde
a perda de dados deve ser mitigada. Assim, ainda no Capítulo 5 é proposto o uso
do RLS que dá uma medida de erro para cada componente do filtro e é robusta a
fortes correlações presentes na entrada, proporcionando uma convergência mais rápida.
Apesar da convergência rápida, o modo padrão de implementação do RLS, possui uma
realimentação que pode causar instabilidade numérica em períodos longos de operação
da implementação em hardware.
Um outro problema da implementação padrão do RLS é que o algoritmo requisita
sucessivas operações com matrizes, que o torna computacionalmente mais custoso. Por
esses motivos, uma forma de implementação do RLS, utilizando a decomposição QR, é
mais adequada ao problema e será proposta neste capítulo. Essa forma de implementa-
ção é baseada nos Square-Root Adaptive Filters e torna possível uma implementação
numericamente mais estável, com convergência mais rápida, evitando a as inversões
matriciais, além de permitir uma implementação sistólica ideal para estruturas pipeline
em FPGAs (HAYKIN, 1996) (APOLINÁRIO et al., 2009).
7.1 A DECOMPOSIÇÃO QR
A decomposição QR é um procedimento matemático aplicado, em geral, para
a decompor uma matriz em componentes ortogonais e triangulares. Suas aplicações
são largamente utilizadas para solucionar problemas envolvendo mínimos quadrados.
Assim, este algoritmo se resume em realizar a fatoração de uma matriz, como mostrado
na Equação 7.1. Por exemplo, seja uma matiz B ∈ RM×N , a sua decomposição QR é
dada por:
B=QR (7.1)
onde R ∈ RM×M é uma matriz ortogonal e unitária, ou seja, RRT = I, onde I é
a matriz identidade e Q ∈ RM×N é uma matriz triangular superior ou inferior, que
depende das rotações aplicadas.
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7.1.1 Givens Rotations
A triangularização ortogonal utilizada pela decomposição QR pode ser alcançada
por meio de varias técnicas, tais como as transformações de Houserholder, ortogonali-
zação de Gran-Schmidt ou rotações de Givens. Em particular, as rotações de Givens
resultam em um eficiente algoritmo, além de permitir que o processo de triangulariaza-
ção possa ser atualizado recursivamente. Tal fato é interessante na implementação de
soluções envolvendo o Least Squares.
A rotação de Givens consiste, portanto, em uma técnica matemática para
transformar ortogonalmente uma matriz rotacionando-a em seus respectivos planos.
Assim, esta técnica é poderosa para zerar elementos selecionados de uma determinada



























































onde c = cos(θ), s = sen(θ) e θ é um ângulo de rotação. A matriz G, corresponde à
uma matriz identidade cuja suas i-ésimas e j-ésimas linhas e colunas foram substituídas
por valores de seno e cosseno do ângulo desejado para rotação. A multiplicação de uma
matriz D ∈ RM×M por G equivale à uma rotação no sentido anti-horário de θ radianos














cosθ.Di − sen(θ).Dj, se k = i
cosθ.Dj + sen(θ).Di, se k = j
Mk,k = Di,j, se k 6= i, j
(7.3)
Pela Equação 7.3, é possível ter a perspectiva de que se o ângulo θ for igual ao
ângulo entre os dois elementos de D no plano (i, j), o termo Mk,k será zerado. Esta
propriedade, é aplicada sucessivas vezes no processo das rotações de Givens para zerar
os elementos desejados em qualquer parte da matriz D. Com base nesta propriedade,















A partir desta propriedade, as rotações de Givens podem ser utilizadas para
calcular a decomposição QR da matriz B. Para isso, é necessário apenas multiplicar
a matriz B por uma série de rotações de Givens, de modo que cada rotação busque
alinhar cada elemento da parte triangular inferior da matriz B com cada um de sua
parte triangular superior, ou, vice-versa. Com essa perspectiva, as sucessivas rotações
podem ser interpretadas como a matriz ortogonal da decomposição QR. Em resumo,
retornando-se as Equações 7.1 e 7.2 tem-se:
R = G1G2 . . . GK , (7.5)
em que K corresponde ao número de elementos não nulos na parte triangular inferior
ou superior da matriz B, ou seja, com este procedimento a matriz B pode ser reescrita
como o produto entre a matriz R contendo sucessivas rotações e uma matriz triangular
Q.
7.2 QR-RLS
Neste algoritmo, o interesse é minimizar a função custo do RLS vista no Capí-
tulo 5. Em (GENTLEMAN; KUNG, 1982), foi proposto por Gentleman um dos primeiros
trabalhos para solução do RLS utilizando a decomposição QR. Neste trabalho, era
usada uma matriz triangular para permitir a inversão matricial e era proposta sucessivas
rotações de Givens em paralelo para resolver o sistema associado às equações do RLS.
Seguindo este raciocínio, a matriz de autocorrelação da entrada Φ[n] pode ser rescrita
num instante n, de forma em que se possa propagar como uma matriz triangular inferior,











2 [n] uma matriz triangular superior, que é o hermitiano Φ
1
2 [n]. Podemos
escrever a equação que estima os pesos ótimos do filtro ŵ em função do vetor de
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z[n] = Φ[n]ŵ (7.7)





2 [n]ŵ[n] = Φ−
1
2 [n]z[n] (7.8)
em que p[n] pode ser interpretado como uma nova variável dependente da informação
da raiz quadrada da matriz de autocorrelação.
Em resumo, este algoritmo é chamado de QR-RLS por calcular os pesos dos
mínimos quadrados em um filtro FIR adaptativo que trabalha diretamente com os
dados de entrada em uma matriz via decomposição QR ao invés de usá-los diretamente
no cálculo da matriz de autocorrelação como ocorre com o RLS padrão. Isto é possível
por meio da utilização do Lema da Fatoração Matricial descrito no Anexo A. Assim,
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e é chamada de matriz de pesos exponencial.
Pela propagação de p[n] e Φ
1
2 [n] é possível realizar a formulação do QRD-RLS






β1/2Φ1/2[n − 1] y[n]






















onde Θ é uma matriz de rotação unitária, que opera sobre os elementos da entrada
y[n] na pré-matriz, realizando o alinhamento de cada um dos seus elementos para
produzir um bloco de zeros, na parte superior da pós-matriz. Naturalmente, a estrutura
triangular inferior da raiz quadrada da matriz de autocorrelação, Φ
1
2 [n], é preservada
antes e depois da rotação. Após a atualização dos blocos p[n] e Φ
1
2 [n], é possível obter
a solução dos pesos do filtro FIR, w[n], usando a fórmula da Equação 7.8, fazendo:
ŵH [n] = pH [n]Φ−
1
2 [n] (7.13)
O cálculo desta solução é realizado pela método de “back substitution" que explora a
matriz triangular inferior Φ
1
2 [n]. Contudo, a computação da solução por este método
só pode ser aproveitada após um intervalo de adaptação n > M , no qual os dados da
matriz Γ[n], e portanto Φ[n], tem suas colunas preenchidas.
Para inicializar o QRD-RLS, devemos fazer Φ[n] = δI e p[0] = 0, onde δ é
um parâmetro de regularização. A inicialização do QRD-RLS demanda um tempo
correspondente ao intervalo 0 < n < M .
7.3 IMPLEMENTAÇÃO SISTÓLICA DO QRD-RLS
Como visto na Seção 7.1.1, com a utilização das Rotações de Givens, realizando
rotações unitárias de Θ particulares, pode ser produzido um bloco de zeros na parte
superior da pós-matriz (lado direito da Equação 7.12). Deste modo, é possível desen-
volver um procedimento sistemático para o alinhamento da pré-matriz (lado esquerdo
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da Equação 7.12), levando a uma implementação paralela no formato de uma matriz
sistólica.
A primeira implementação sistólica do algoritmo QRD-RLS foi publicada por
Gentleman e Kung em 1978. Uma matriz sistólica é composta por células individuais de
processamento organizadas como uma estrutura regular. Cada célula na matriz utiliza
uma memória própria e é conectada apenas à sua vizinha mais próxima. Esta matriz,
é projetada de forma regular e o fluxo de dados flui em um alto ritmo pela estrutura,
similarmente ao que ocorre na ação de bombeamento de sangue no coração humano,
motivando o nome de “sistólica".
Existem alguns modos de implementação sistólica do QRD-RLS, a depender
do equacionamento adotado. A Equação 7.12 é uma forma clássica de implementação.
Outra forma é baseada em uma implementação parcial desta equação, removendo a
sua última linha. Há ainda uma forma de implementação de uma versão estendida
do QRD-RLS. As duas primeiras formas citadas aqui são relevantes para diversas
aplicações, uma vez que possuem um esforço computacional menor do que a última.
Entretanto, algumas informações, tais como os pesos do filtro ou erro, não são obtidas
de forma direta a cada clock, provocando um atraso em todo o sistema que necessite
dessas informações. Todavia, a última forma de implementação, a versão estendida do
QRD-RLS, permite a extração da matriz de autocorrelação e sua inversa, os pesos do
filtro e o erro a cada iteração. Assim, apesar de ser mais custosa computacionalmente, é
a mais adequada para aplicação ao problema envolvendo o modelo de equalização cega
implementado em um formato “free-runinng”, devido ao fato deste algoritmo tornar
explicito o vetor de pesos do filtro de maneira continua.
Para desenvolver esta versão de implementação sistólica, devemos incluir mais
uma linha na formulação do QRD-RLS. Esta nova linha na formulação, traz explicita a
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Assim, a partir das grandezas k[n]γ−1/2[n] e ξ[n]γ1/2[n], e seguindo a Equação 5.12 do
capítulo anterior, os pesos do filtro podem ser obtidos via recursão e atualizados a cada
iteração.
w[n] = w[n − 1] + k[n]ξ[n]





7.4.1 Convergência do QRD-RLS e o RLS
Uma análise comparativa foi realizada utilizando o mesmo conjunto de dados do
Capítulo 6 na Seção 6.5.3. Para implementação do QRD-RLS foi utilizado o ambiente do
Simulink, o qual permite a simulação de uma implementação em pipeline. Entretanto,
devido a algumas limitações de hardware, ordens muito elevadas não puderam ser
simuladas, de forma que foi utilizado apenas o pulso unipolar para esta análise.
A Figura 63 mostra os resultados para o cenário sem ruído. Já a Figura 64,
mostra os resultados da análise do segundo cenário de sinal com ruído da Seção 6.5.3.
Figura 63 – Cenário de ocupância em 1 % e sem inserção de ruído.
(a) Comparação entre os pesos. (b) Evolução do erro relativo entre os coeficientes
obtidos a cada amostra.
Fonte: Do autor.
Figura 64 – Cenário de ocupância em 30 % com inserção de ruído.
(a) Comparação entre os pesos. (b) Evolução do erro relativo entre os coeficientes
obtidos a cada amostra.
Fonte: Do autor.
A Figura 65 mostra a comparação da convergência para cada algoritmo imple-
mentado, onde a Figura 66 (a) mostra a comparação para o cenário sem ruído e a
Figura 66 (b) para o cenário com ruído.
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Figura 65 – Comparação entre QRD-RLS e RLS referente evolução do erro relativo
entre os coeficientes obtidos a cada amostra.
(a) Cenário de ocupância em 1 % sem inserção
de ruído.
(b) Cenário de ocupância em 30 % com inserção
de ruído.
Fonte: Do autor.
É possível perceber que ambos os métodos convergem similarmente quando
utilizados os mesmos parâmetros e sinais em cada algoritmo.
Para atender aos requisitos de operação do experimento, a solução de implemen-
tação deve ser adotada de forma que se tenha a menor quantidade de passos sequenciais
possível e circuitos que não ocupem demasiada lógica combinacional a ponto de reduzir
a velocidade de operação do algoritmo. Com esta estratégia em mente, a opção ava-
liada foi a quantização em ponto fixo do QRD-RLS, a qual não demanda de muitos
passos sequenciais para manipulação das grandezas. Além disso, para operações mais
complexas, será possível definir look-up-tables, as quais permitem a busca do resultado
endereçado em uma tabela ordenada.
7.5 CONCLUSÕES PARCIAIS DO CAPÍTULO
Este capítulo apresentou uma forma alternava de implementação do algoritmo
proposto utilizando a implementação QRD-RLS, permitindo a atualização dos pesos do
filtro maneira free-running e sem a utilização de inversões matriciais que são encontradas
na implementação padrão do RLS.
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8 CONCLUSÕES
Esta pesquisa se concentrou no estudo de soluções para o problema de reconstru-
ção de energia no primeiro nível de seleção de eventos online dos calorímetros do ATLAS.
Em específico, o tema abordado visa o processamento online, implementado de maneira
free-running, para realizar a interface entre o sinal proveniente das células de leitura
dos calorímetros e os algoritmos de seleção de eventos de níveis subsequentes. Esta
interface de processamento tem como principal objetivo atenuar os efeitos intrínsecos da
eletrônica de instrumentação embarcada no detector, que vem passado por mudanças
devido a um novo cenário de operação do LHC.
Este novo cenário, que é previsto para a fase II de atualização, tem como
foco a descoberta de novas partículas e para isto é necessário o aumento do nível de
luminosidade no LHC. Na eletrônica dos calorímetros do experimento detector ATLAS,
este aumento significa uma elevação da probabilidade de ocorrência de eventos próximos
no tempo, que podem produzir o efeito de empilhamento de sinais. Este efeito provoca
uma deformação no formato da resposta ao impulso do calorímetro, comprometendo o
desempenho do algoritmo OF, que é utilizado como padrão de estimação de energia
para o L1. O modelo de estimação do OF se apoia fortemente no formato da resposta
do impulsiva do calorímetro, que deve ser fixa e bem definida para o seu projeto de
filtro. Assim, o OF perde eficiência no cenário com alta sobreposição de sinais.
Os estudos revisados mostraram que para solucionar o problema do efeito de
empilhamento sinais, os experimentos do LHC vêm tentando adaptar a técnica padrão
do OF a este cenário. Contudo, uma alternativa ao emprego de algoritmos baseados na
teoria padrão do OF são os algoritmos de deconvolução, que demonstraram ser eficientes
para a estimação num cenário de sobreposição de sinais. No modelo convolucional, o sinal
da eletrônica embarcada no detector pode ser processado, considerando o calorímetro
como um sistema LTI e o seu processamento para estimar a energia consiste em remover
a influencia deste sistema LTI presente no sinal. Assim, os estudos desta tese foram
direcionados para este modelo, que também pode se apoiar no formato da resposta do
calorímetro, mas não trata o empilhamento como ruído.
Ao se realizar estudos sobre as técnicas de deconvolução em calorimetria,
percebeu-se que a estimação de energia tem características impulsivas em relação
ao sinal a ser processado, o que originou a primeira proposta desta tese. No modelo
convolucional aplicado em calorimetria, ao remover a influência do sistema LTI do
sinal, o sinal resultante se torna mais esparso. Em virtude deste fato e dos estudos
na literatura apontarem o uso da esparsidade na reconstrução de energia offline, os
quais utilizam amostras recortadas, foi proposta uma solução free-runing baseada na
representação esparsa para estimação de energia online.
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Esta proposta de deconvolução por esparsidade é de simples implementação e
melhorou o desempenho da estimação de energia, quando comparada com o algoritmo
de deconvolução que se aproxima do sistema inverso por meio de um filtro FIR. A título
de implementação, a principal diferença entre os dois algoritmos é que a deconvolução
por esparsidade propõe o uso de uma função não linear na saída do filtro, que é a função
de Shirinkage. Os coeficientes do filtro FIR projetado por estes dois algoritmos foram
bem semelhantes, pois ambos os algoritmos utilizam e dependem da resposta impulsiva
do calorímetro em seu projeto.
Tendo em vista a dependência dos algoritmos na resposta impulsiva do calorí-
metro, que apesar de ser calibrada, permite pequenas variações no seu formato e são
desconsideradas para o projeto do filtro. Existem poucos estudos em calorimetria onde
a forma da resposta do calorímetro não é considerada fixa, mas na prática por variações
ligadas à eletrônica e/ou aos processos físicos de deposição de energia na célula, este
formato pode variar. Assim, os estudos deste trabalho também foram direcionados a
soluções em algoritmos independentes de parâmetros do detector.
Portanto, a segunda proposta da tese foi baseada em algoritmos de deconvolução
não supervisionados, o algoritmo Bussgang-Sparse. Durante o desenvolvimento do algo-
ritmo Bussgang-Sparse, a metodologia empregada, por si só, foi inovadora na escolha do
estimador sem memória adequado. Tradicionalmente, o algoritmo de Bussgang projeta
este estimador a partir de informações estatísticas sobre os dados. No desenvolvimento
da proposta utilizou-se uma rede neural de uma entrada e uma saída para realizar o
projeto do estimador, em vez da metologia tradicional que utiliza as estatísticas do
dado de entrada, por meio de um fit com a rede neural foi possível chegar ao estimador.
O resultado do estimador não linear projetado com o auxilio da rede foi uma função
similar a de Shirinkage obtida na proposta de deconvolução por representações esparsas.
Quando observou-se a semelhança entre função de Shirinkage e o estimador,
foi também realizada a comparação entre as arquiteturas de implementação de cada
proposta. Com o resultado desta comparação veio a essência da proposta, que foi de
substituir a parte do estimador não linear pela função de Shirinkage no algoritmo de
Bussgang. Assim, o algoritmo Bussgang-Sparse pode ficar dependente apenas de um
único parâmetro da função de Shirinkage, que pode ser obtido experimentalmente.
O RLS foi utilizado, inicialmente, como algoritmo adaptativo no Bussgang-
Sparse devido a sua propriedade de rápida convergência. Os resultados mostraram
que os coeficientes do filtro do algoritmo Bussgang-Sparse convergem para os pesos
do filtro FIR de deconvolução, que utiliza um conjunto de treinamento e o erro médio
quadrático como critério de otimização. Contudo, o Bussgang-Sparse, utilizando a
implementação tradicional do RLS não atende a implementação free-runing do L1 pela
sua recursividade.
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A última proposta deste trabalho foi de obter uma solução para implemetação
free-running, na literatura encontrou-se a implementação do QRD RLS, que permite
uma implementação sistólica do RLS. Nesta implementação, após o preenchimento da
matriz de autocorrelação, que é subdivida em elementos com operações simples, o sinal
é processado de maneira free-runnig e a atualização realizada em tempo real. Esta
proposta consistiu em utilizar de valor desejado para a estrutura da matriz sistólica o
sinal que passa pelos coeficientes do filtro (que ainda está se adaptando) e pela função
de Shirinkage. Assim após um atraso inicial do preenchimento desta matriz, a estimação
pode ser computada de modo ininterrupto.
8.1 TRABALHOS FUTUROS
Perante ao apresentado neste trabalho surgem novas vertentes para sequência
de estudos relacionados ao primeiro nível de seleção de eventos online e de propostas
de algoritmos não supervisionados. Algumas delas são:
• considerar o modelo do calorímetro como sendo não linear e investigar técnicas
não lineares e não supervisionadas para realizar a deconvolução. Em um trabalho
recente (FARIA et al., 2017), foi mostrado que a rede neural pode ser aplicada para
estimação no L1, realizando a deconvolução. Neste trabalho, um dos neurônios
se aproxima muito de um filtro FIR linear e é o que possui pesos mais influentes
na estimação. Assim, a proposta é de utilizar o algoritmo Bussgang-Sparse para
estimar um valor desejado e alimentar uma rede neural adaptativa. De modo que
a rede continue otimizando sua resposta, modelando não linearidades presentes
no sinal.
• realizar a implementação de fato do algoritmo em FPGA. Apesar da proposta de
implementação, existem muitos desafios para implementação em hardware que
precisam ser avaliados. Embora a latência do algoritmo QRD-RLS ser a mesma
de um filtro FIR, respeitando a latência prevista do L1, estudos de implementação
devem ser considerados para a operação à 40 MHz. O QRD-RLS não realiza as
operações matriciais como o RLS padrão, mas utiliza muitas estruturas simples
que devem operar em paralelo. Este fato pode demandar muitos recursos da
FPGA e tornar não viável a implementação da técnica, bem como pode fazer com
que a FPGA disponível não consiga operar em sua frequência de projeto.
• realizar estudos da aplicação dos algoritmos propostos em problemas de outras
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ANEXO A – Lema da Fatoração Matricial
Dadas duas matrizes de dimensão N por M , A e B, com N 6 M , o lema da
fatoração matricial estabelece que:
AAH = BBH (A.1)
se, e somente, se existe uma matriz unitária Θ tal que:
B = AΘ (A.2)
Assumindo a condição da Equação A.2, é simples encontrar que:
BBH = AΘΘHAH (A.3)
Da definição de matrizes unitárias, tem-se:
ΘΘH = I (A.4)
onde I é a matriz identidade. Assim, a Equação A.3 se reduz facilmente à Equação A.1.
Por outro lado, a igualdade descrita na Equação A.1 implica que as matrizes
A e B devam ser relacionadas. A implicação inversa pode ser provada com o lema da
fatoração matricial, fazendo o uso do teorema da decomposição em valores singulares, a





onde UA e VA são, respectivamente, matrizes unitárias N por N e M por M , e o
somatório
∑
A é uma matriz N por M definida pelos valores singulares da matriz A.





Por meio da Equação A.1, implica que tem-se:












Então, usando as Equações A.5 eA.9 para avaliar o produto matricial AΘ, o resultado
obtido é igual à matriz B em virtude das Equações A.6 a A.8. Que é o resultado preciso
da implicação inversa do lema da fatoração matricial (HAYKIN, 1996).
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