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a b s t r a c t
A Bethe tree of k levels, Bk(d), is a rooted tree such that the root vertex has degree d, the
vertices from level 2 to k − 1 have degree d + 1 and the vertices at level k are leaves.
In this paper, we obtain a recurrence relation for the characteristic polynomial and the
Laplacian characteristic polynomial of Bethe trees. As an application, we prove that there
are no integral Bethe trees except for the star B2(n2), and we obtain a recurrence relation
for the Laplacian-energy-like invariant of Bethe trees.
© 2010 Elsevier Ltd. All rights reserved.
1. Introduction
Let G = (V , E) be a simple graph, where V is a nonempty finite set of n vertices and E is the set ofm edges. LetD(G) be the
diagonal matrix of vertex degrees and A(G) the adjacency matrix. The set of eigenvalues λ1, . . . , λn of A(G) is the spectrum
of G. The matrix L (G) = D (G) − A (G) is the Laplacian matrix of G. The Laplacian spectrum of G is the set of eigenvalues
µ1, . . . , µn of L(G). It is well known that L(G) is a positive semidefinitematrix. Hence, its eigenvaluesµi ≥ 0, ∀i = 1, . . . , n.
The energy of graph G, E[G], was introduced by Gutman in [1], and it is defined by
E[G] =
n∑
j=1
∣∣λj∣∣ .
The Laplacian-energy-like invariant of a graph G, LEL[G], was recently introduced by Liu and Liu (see [2]). It is defined by
LEL[G] =
n∑
j=1
√
µj. (1)
Given a complexm× nmatrix C , with singular values s1(C), s2(C), . . . , the value
E(C) =
∑
j
sj(C),
defined by Nikiforov [3], is the energy of C , thereby extending the concept of graph energy introduced by Gutman. Clearly,
if C ∈ Rn×n is symmetric with eigenvalues λ1(C), . . . , λn(C), its energy is given by
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E(C) =
n∑
i=1
|λi(C)| ,
and so the energy of any graph G is the energy of its adjacency matrix A(G).
For a complex m × n matrix C , we recall that its nonzero singular values correspond to the nonzero eigenvalues of the
positive semidefinite matrix |C | = (CTC)1/2. Therefore, we can define the energy-like invariant of C by
LEL(C) =
∑
j
√
sj(C).
Using the above ideas, the Laplacian-energy-like invariant of any graph G is given by
LEL[G] = LEL(L(G)).
For k, d ≥ 1, a Bethe tree of k levels, Bk(d), is a rooted tree such that the root vertex has degree d, the vertices from
level 2 to k − 1 have degree d + 1 and the vertices at level k are leaves. Denote by E[k, d] and LEL[k, d] the energy and the
Laplacian-energy-like invariant of Bk(d), respectively.
In this paper we derive recurrence formulas for the characteristic polynomial and for the Laplacian characteristic
polynomial of Bk(d). Even though there exist results (see, e.g. [4,5]) that obtain explicit formulas for the characteristic
polynomial and for the Laplacian characteristic polynomial of graphs Bk(d), no recurrence relations for the mentioned
polynomials seem to be known. Based on our expressions, we obtain recurrence relations for the energy, and the Laplacian-
energy-like invariant of Bethe trees. Moreover, we also derive bounds for the Laplacian-energy-like invariant of Bethe trees.
The paper is structured in four sections. The second section presents a recurrence relation for the characteristic
polynomial of Bk(d), which in turns allows us to conclude that there are no integral Bethe trees except for the star B2(n2)
with n2 + 1 vertices. The subsequent section obtains a recurrence relation for the Laplacian characteristic polynomial of
Bk(d). Finally, in the fourth section, using the previous results, we derive bounds for the Laplacian-energy-like invariant of
these graphs.
2. Adjacency matrix
Based on techniques from [6], Jacobs and Trevisan [7] devised an O(n2 log n) algorithm to compute the characteristic
polynomial of trees on n vertices. For the sake of brevity, any polynomial R(λ)will be denoted by R. Fix 2 ≤ d. Applying the
algorithm to Bk(d)we obtain the following.
Theorem 1. Let Pk be the characteristic polynomial of Bk(d). We have P1 = λ, P2 = λd+1 − dλd−1, and
Pk = λPdk−1 − dPd−1k−1 Pdk−2, 3 ≤ k.
Let Sk be the tridiagonal symmetric matrix of order k,
Sk =

0
√
d
√
d
. . .
. . .
. . .
√
d√
d 0
 . (2)
For 1 ≤ j ≤ k−1, by setting Sj, the corresponding principal leading submatrices of order j of Sk, we consider the characteristic
polynomials Rj(λ) = det(λIj − Sj), 1 ≤ j ≤ k. It is well known that R0 = 1, R1 = λ, and
Rj = λRj−1 − dRj−2, 2 ≤ j ≤ k. (3)
Theorem 2. Let Ri and Pi be the characteristic polynomials of the matrix Si and the graph Bi(d), respectively, with 2 ≤ i ≤ k.
Then
Pi = Ri
(
i−1∏
j=1
Pj
)d−1
. (4)
Proof. Our proof is by induction on i. First, we check that P2 = R2(P1)d−1 = λd−1(λ2 − d) = λd+1 − dλd−1, already verified
in the statement of Theorem 1. Now, by an inductive argument, we suppose that (4) holds for all 3 ≤ i ≤ k − 1. Then it is
sufficient to prove that (4) holds for Pk.
By the formula in Theorem 1, we have
Pk = λPdk−1 − dPd−1k−1 Pdk−2 = Pd−1k−1 (λPk−1 − dPdk−2).
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Applying (4) with i = k− 1,
Pk = Pd−1k−1
(
λRk−1
(
k−2∏
j=1
Pd−1j
)
− dPdk−2
)
= Pd−1k−1 Pd−1k−2
(
λRk−1
(
k−3∏
j=1
Pd−1j
)
− dPk−2
)
.
By replacing i by k− 2 in (4), we arrive at
Pk = Pd−1k−1 Pd−1k−2
(
λRk−1
(
k−3∏
j=1
Pd−1j
)
− dRk−2
k−3∏
j=1
Pd−1j
)
=
k−1∏
j=1
Pd−1j (λRk−1 − dRk−2).
Hence, the assertion follows from (3). 
An immediate consequence of Theorem 1 is the following recurrence relation for the energy of Bk(d). Let E[i, d] be energy
of Bi(d), with 1 ≤ i ≤ k. Then
E[k, d] = E(Sk)+ (d− 1)
k−1∑
j=1
E [j, d] , (5)
where E(Sk) can be computed from a result of [8]. In fact, recurrence relations for the energy of Bethe trees were recently
obtained in [8], but they involve the energy of smaller matrices, while the result of Eq. (5) involves the energy of Bethe trees
of smaller depth.
An integral graph is a graph whose set of eigenvalues consists entirely of integers. It is well known (and it can be easily
seen from Theorem 1) that the Bethe tree B2(d) is integral if and only if d is a square. We have the following.
Theorem 3. The only integral Bethe trees are the stars B2(n2).
Proof. The case k = 2 was discussed above. Let 2 < k. From Theorem 1, P2 = λd−1(λ2 − d). From (4) and (3), we notice
that P3 = (λR2 − dR1)(P1P2)d−1 = λ(λ2 − 2d)(P1P2)d−1. Finally, from (4), it is clear that, if Bk(d) is an integral Bethe tree,
the roots of the polynomials λ2 − d and λ2 − 2dmust be integers. This is a contradiction, because d and 2d cannot both be
perfect squares. 
3. Laplacian matrix
The algorithm in [7] may be readily adapted to compute the Laplacian characteristic polynomial of a tree. We obtain the
following.
Theorem 4. Let Lk be the Laplacian characteristic polynomial of Bk(d) with 2 ≤ k. Let U0 = 1,U1 = λ− 1, and
Ui = (λ− d− 1)Udi−1 − dUd−1i−1 Udi−2, 2 ≤ i ≤ k− 1. (6)
Then
Lk = (λ− d)Udk−1 − dUd−1k−1Udk−2. (7)
Let Tk be the k× k tri-diagonal matrix,
Tk =

1
√
d
√
d d+ 1 . . .
. . .
. . .
d+ 1 √d√
d d+ 1
 . (8)
For 1 ≤ j ≤ k− 1, let Tj be the corresponding principal leading submatrices of order j of Tk and consider the characteristic
polynomials, Qj(λ) = det(λIj − Tj), 1 ≤ j ≤ k. It is easy to see that Q0 = 1, Q1 = λ− 1, and
Qj = (λ− d− 1)Qj−1 − dQj−2, 2 ≤ j ≤ k. (9)
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Lemma 5. Let Qi and Ui be polynomials as in (9) and in (6), respectively, with 2 ≤ i. Then
Ui = Qi
i−1∏
j=1
Ud−1j . (10)
Proof. By Theorem 4, we verify that U2 = (λ − 1)d−1(λ2 − (d + 2)λ + 1) = Q2Ud−11 . Now, by an inductive argument
we suppose that (10) holds for all 3 ≤ i ≤ k − 1. Then, we need to show that (10) holds for i = k. From (6), we have
Uk = Ud−1k−1 ((λ− d− 1)Uk−1 − dUdk−2). We continue following steps analogous to those in the proof of Theorem 2, and the
result is proved. 
Theorem 6. Let 2 ≤ k. Let Qk and Lk be the characteristic polynomial of the matrices Tk and L(Bk(d)), respectively. Then
Lk = (Qk + Qk−1)
k−1∏
j=1
Ud−1j , (11)
where the polynomials Uj are defined by Eq. (6) with 1 ≤ j ≤ k− 1.
Proof. By Theorem 4 we have Lk = Ud−1k ((λ− d)Uk−1 − dUdk−2). By Lemma 5, with i = k− 1, we see that
Lk = Ud−1k−1
(
(λ− d)Qk−1
k−2∏
j=1
Ud−1j − dUdk−2
)
= Ud−1k−1Ud−1k−2
(
(λ− d)Qk−1
k−3∏
j=1
Ud−1j − dUk−2
)
.
Hence, using Eq. (10) with i = k− 2, we notice that
Lk = Ud−1k−1Ud−1k−2
(
(λ− d)Qk−1
k−3∏
j=1
Ud−1j − dQk−2
k−3∏
j=1
Ud−1j
)
.
Finally, by observing that
(λ− d)Qk−1 − dQk−2 = Qk + Qk−1, (12)
the result follows. 
For 1 ≤ i, j ≤ n, let Eij be the k× kmatrix whose entries, except for (i, j), are zeros and such that the (i, j) entry is equal
to 1. We remark that (12) implies that the roots of the polynomial Qk+Qk−1 correspond to the eigenvalues of the following
tridiagonal symmetric matrix of order k,
Tk − Ekk. (13)
The authors of [5] obtain zero and the values
d+ 1+ 2√d cos pi j
k
, 1 ≤ j ≤ k− 1, (14)
for the eigenvalues of (13). As a consequence, we see that
LEL(Tk − Ekk) = νk =
k−1∑
j=1
√
d+ 1+ 2√d cos pi j
k
. (15)
The remainder of this paper is devoted to obtaining a recurrence relation as well as bounds for the Laplacian-energy-like
invariant of the Bethe tree Bk(d).
4. Laplacian-energy-like invariant of Bk(d)
Theorem 7. Let k > 2. Let LEL[i, d] be the Laplacian-energy-like invariant of Bi(d), for i = k − 1, k. Moreover, let Tk−1 be the
principal leading submatrix of order k− 1 of the matrix Tk in (8). Then
LEL[k, d] = d LEL[k− 1, d] + νk − d νk−1 + (d− 1)LEL(Tk−1) (16)
and
(k− 2)√d ≤ LEL(Tk−1) ≤ 1+ νk−2, (17)
where the νk are defined as in (15).
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Before proving Theorem 7, we need a few technical results. The next lemma is shown by Fan [9] using a variational principle.
Day and So [10] give the details of a proof for the inequality case and the equality case.
Lemma 8. Let A and B be two real square matrices of order n, and let C = A+ B. Then
E(C) ≤ E (A)+ E (B) .
Moreover, equality holds if, and only if, there exists an orthogonal matrix P such that PA and PB are both positive semidefinite
matrices.
Lemma 9. Let Tk be the matrix in (8); then (k− 1)
√
d ≤ LEL(Tk) ≤ 1+ νk−1, where νk−1 is defined as in (15).
Proof. Let Ck be the k× k antibidiagonal, symmetric matrix
Ck(i, j) =

1 if i+ j = k+ 1√
d if i+ j = k+ 2
0 elsewhere.
It is easily checked that C2k = Tk, where Tk is the matrix in (8). Hence, E(Ck) = LEL(Tk). On the other hand, since all the
entries of E1k, except for (1, k) (which is equal to 1), are zeros, all the entries of Hk = Ck− E1k are equal to those of Ck, except
for the (1, k) entry, which is equal to zero. Recall that E(Hk) = νk−1. Finally, applying Lemma 8 on the identity Ck = Hk+E1k,
we obtain the upper bound. It remains to prove the lower bound.
Consider T ′k = Dk − Sk, where Dk is the k× k diagonal matrix, Dk = diag (1, d+ 1, . . . , d+ 1, d+ 1) and Sk is given by
(2). It is easily seen that the matrices Tk and T ′k have the same eigenvalues. Let C
′
k be the k × k antibidiagonal, symmetric
matrix
C ′k(i, j) =

1 if i+ j = k+ 1
−√d if i+ j = k+ 2
0 elsewhere.
It is clear that C ′k is a symmetric matrix, and by a short computation we obtain (C
′
k)
2 = T ′k. Therefore,
E(Ck) = LEL(Tk) = LEL(T ′k) = E(C ′k). (18)
Let J be the antibidiagonal k× kmatrix given by
J(i, j) =
{√
d if i+ j = k+ 2
0 elsewhere.
It may be checked that
Ck − C ′k = 2Jd. (19)
Since E(Jd) = (k− 1)
√
d, by applying Lemma 8 on (19) and by using (18), the result follows. 
Let Uj be the polynomials defined as in Theorem 4, with 1 ≤ j ≤ k − 1. We now observe that (10) implies that we
can express the polynomials Ui as a product of the characteristic polynomials Qj with 1 ≤ j ≤ i. In fact, as a consequence
of Lemma 5, we have Ui = Qi∏i−1j=1 Qmjj . For the sake of simplicity of notation, we can use the energy-like invariant of the
polynomials Ui, defined by
LEL(Ui) = LEL(Ti)+
i−1∑
j=1
mjLEL(Tj).
The following equation is an immediate consequence of Lemma 5.
LEL(Ui) = LEL(Ti)+ (d− 1)
i−1∑
j=1
LEL(Uj). (20)
Proof of Theorem 7. From the decomposition of Lk given in Theorem 6, it is clear that
LEL[k− 1, d] = (LEL)(Qk−1 + Qk−2)+ (d− 1)
k−2∑
j=1
LEL(Uj)
= νk−1 + (d− 1)
k−2∑
j=1
LEL(Uj) (21)
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and
LEL[k, d] = (LEL)(Qk + Qk−1)+ (d− 1)LEL(Uk−1)+ (d− 1)
k−2∑
j=1
LEL(Uj).
Using (20), we see that
LEL[k, d] = νk + (d− 1)
(
LEL(Tk−1)+ (d− 1)
k−2∑
j=1
LEL(Uj)
)
+ (d− 1)
k−2∑
j=1
LEL(Uj)
= νk + (d− 1)LEL(Tk−1)+ d(d− 1)
k−2∑
j=1
LEL(Uj).
From this and by using (21), we arrive at (16).
For the verification of the right-hand side inequality, we notice that by Lemma 9 we haveLEL(Tk−1) ≤ 1+ νk−2.
The inequality (17) is given by Lemma 9. 
Replacing inequality (17) in the equality (16), we deduce the following result that provides upper and lower recursive
bounds for the Laplacian-energy-like invariant of Bk(d).
Corollary 10.
(d− 1) (k− 2)√d ≤ LEL[k, d] − d LEL[k− 1, d] − (νk − d νk−1) ≤ (d− 1) (1+ νk−2) ,
where νk−2, νk−1, and νk are defined as in (15).
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