Abstract
Introduction
Despite its lack of accuracy that prevent it from being used as an ODE solver, the Euler method is known to be very easy to implement [1] . In particular, many efficient methods have been successfully implemented to solve ODE in a parallel way. For example, [2] introduced the possibility of parallelizing the computations requested to solve efficiently an Euler scheme. This method uses a predictor-corrector algorithm, applied to an implicit Euler scheme, and allows a faster simulation, especially if parallel computing is available [3] . Further analysis and stability proofs can be found e.g. in [3] [4] [5] [6] . Another parallelization methods and comparisons are also discussed in e.g. [7] [8] [9] [10] [11] [12] [13] [14] .
The proposed method is based on the explicit Euler scheme for which we aim to improve the convergence at each time-step. Based on the explicit Euler scheme properties, a specific series expansion of the solution at each time-step allows to get a more accurate precision of the solution.
The paper is structured as follows. Section II presents the outline of the method. Section III gives a brief overview of the acceleration algorithm used to increase the precision of the solution. Simulations results and some possible improvements may be found in Section IV. Some concluding remarks may be found in Section V.
Outline of the method
Consider a partial differential equation, eventually non-linear, such as:
with the initial condition y(0) = y 0 . u and y represent respectively the input and the solution of (1) , which can be a scalar or a vector. To solve (1) and compute an initial solution over [0, T f ], we use the explicit forward Euler method for which we assume initially that the time-step h 0 is large and ensure the stability * . The equation (1) is rewritten in the discrete domain:
whose solution y 0 k 0 +1 verifies for the k 0 + 1 time-iteration:
) * This condition is a priori not necessary and may be investigated in a future work about the stability of the proposed method.
The coefficient h 0 is the initial time-step such as the solution y 0 is calculated at each instant t
A k 0 and B k 0 are "connected" to A(t) and B(t) and are described by specific relationships that depend on the smoothness of A(t) and B(t). We call I + A k 0 h 0 , the dynamic matrix of the explicit Euler scheme. Symbolically, we introduce the operator E, as the Euler iteration in order to increase the solution from y 0 k 0 to y 0 k 0 +1 corresponding to the k 0 + 1 step. y 0 k 0 is thus considered as an initial condition of the k 0 + 1 step.
We denote:
the set of the calculated solutions (with the time-step h 0 ) at each instant t
Consider now a smaller time-step h 1 = h 0 /δ 1 < h 0 , with δ 1 > 1, for which we obtain the set of the calculated solutions:
Therefore, by induction, we can deduce that for any time-step h i = h 0 /δ i < h i−1 with δ i > δ i−1 > 1, the set of the calculated solutions † :
at each (same) instant t
. Similarly, we denote by Ψ T the set of the "true" solutions:
. Note that since h 0 is the initial time-step and thus the "reference" time-step, y T is computed at the same instants t 0 k 0 . Therefore, at each instant t 0 k 0 , k 0 ∈ N, the solution is described as an (infinite) series composed of terms that are computed / deduced only from the dynamic matrix (I + A k 0 h 0 ) powers. Basically, at each instant t 0 k 0 , the solution (3) is described as a symbolic series (composed of the underlined terms of each Ψ i , i ∈ N):
. To obtain an accurate estimation of the limit Ω lim k 0 , we will describe the ε-algorithm, which is a convergence accelerator algorithm, whose purpose is to compute the limit Ω lim k 0 from only a few terms of Ω k 0 . † In a similar way, using the E operator, we may have :
Illustrative example : Consider a linear second order system Σ 1 , described by a state-space representation: Figure 1 presents the different solutions of Σ 1 , relating to the different time-step and evolving in the phase-space x 1 − x 2 . The "true solution" is the exact solution of Σ 1 .
Starting from a time-step h 0 , that gives a very inaccurate solution, the solution is also computed considering δ i , i = 1...5. Therefore, at each instant t
T , the state-space vector): . We call standard Euler-Shanks scheme, the application of the Shanks transform to the explicit Euler scheme.
To solve accurately the explicit Euler scheme with a high (stabilizing) time-step, one performs a first resolution using a high time-step h 0 . Then, for each instant kh 0 , k ∈ N of the initial solution, some power computations of (I + A k 0 h i ) at different time-steps h i give a sequence for which, the limit, and therefore, a good estimation of the true solution, is deduced using a convergence accelerator.
Shanks transform of numerical series
Consider (S n ) n∈N (also simply S n ), a real series that converges to a limit S lim for n > n lim . To accelerate the convergence, one defines the transformation Φ : R −→ R, such as T n = Φ(S n ), whose limit is T ∞ , implies that T ∞ − S lim = o(S n − S lim ). In other words, we define the transformation Φ, such as the transformed series T n from the series S n reaches its limit S lim faster than S n .
Among the different methods that has been established to accelerate the convergence of a series [15] 
The ε-algorithm
Consider a series S n , for which we aim to estimate the limit S lim . From a few terms of S n , the limit S lim can be extrapolated using the following algorithm ‡ :
where S n is either a scalar or a vector. The ε-algorithm can be described as a function S * n = S ε (k, n, S n ) that extrapolates S n and gives a new series S * n that converges faster to S lim (the limit S lim should be reached after a few terms of S * n ), where S n is the series for which we aim to estimate the limit S lim ; k and n are respectively the index of S ε (k is also the order of the associated Shanks transform) and the (initial) index of S n . Table 1 gives the number of terms of S n and the corresponding number of computations that are requested in order to compute S ε (k, n, S n ) . Only even k number are considered and any index n from S n may be considered ((k, n) ∈ N). -4  35  3  10  14  7  1  ----6  204  4  21  55  70  42  11  1  --8  1189  5  36  140  301  363  242  86  15  1 From this Table, we can deduce that the estimation of the limit S lim is more accurate when k and n are sufficiently high (depending on the convergence rate of ‡ To compute the inverse in the vectorial case, considering a vector U , we have :
S n ). However, higher index involve much more computations that may decrease the overall efficiency of the method. As a result, a compromise has to be found between k and n in order to get the most accurate S lim with a few terms of S n . Two improvements could be considered:
• From the index n, instead of considering the consecutive terms S n , S n+1 , S n+2 , · · · we define the map Θ : S n → S m n such as the application Θ(S n ) modifies the series S n in order to rearrange "pertinent" terms. For example, given the series:
and a non-linear map would give for example:
where . is the floor function defined by x = max {m ∈ Z | m ≤ x}.
The purpose of the linear map is to distribute uniformly the terms of the series S n , whereas the non-linear map may emphasize the high index terms of S n .
• To use more efficiently the S ε function and therefore to get a more accurate estimation of S lim , one can consider repeated actions of S ε on S n [23].
Application to the explicit Euler scheme
To provide a "generic" form of the explicit Euler induction, we assume that A, B and u are constants using the "initial" time-step h 0 . From the first recursive terms of (3): 
According to the Section 2, to describe the explicit Euler scheme with lower time-step, we introduce the parameter δ i , that divides the time-step h 0 such as h i = h 0 /δ i , and the time-iteration k i , as a subdivision of k 0 . Therefore, on the interval k i ∈ [k 0 , k 0 +1], the equation (10) is therefore rewritten:
The notation y i k i +1 | δ i refers to the fact that the solution is computed at the k i + 1 th time-iteration with the time-step h 0 /δ i (the referenced time-step is h 0 ). In other words, we deduce and retrieve the fact that if k i = δ i , then t
It follows that the corresponding Ω k 0 (defined by (5)) vectors are defined by:
Since the terms of Ω k 0 are directly computed from the parameters δ i , i ∈ N, we can define in the same manner, the vector ∆ k 0 that is in direct correspondence with Ω k 0 :
Then, for each time-iteration k 0 , we define the accelerated vector Ω * k 0 such as :
and is given by the last term(s) of Ω * k 0 .
4 Examples and possible improvements ...
Linear second order system
Consider again the linear second order system Σ 1 , described by the state-space representation:
Instead of applying the mapping Θ on Ω k 0 defined by (12), a more convenient way is to map the ∆ k 0 vector defined by (13) . Therefore, starting from a linear ∆ k 0 vector, we can consider different map as examples. For example: Tables 2, 3 and 4 give details about the execution of the ε-algorithm for k 0 = 2 considering different k index and different maps Θ. We deduce that the choice of the map Θ and the index k are very important to ensure a good accuracy of the estimated limit. An optimization process can be therefore applied to define optimal Θ and k according to the smoothness of the system to solve. Nevertheless, good accuracy can be obtained for a small amount of Ψ i computations with a minimal time-step of the range of h 0 /100, h 0 = 0.1 in our case. 
Considerations about non-linear systems
Consider a non-linear first order system Σ 2 , described by the ODE § :
Equation (15) is of the form of (1) for which :
The use of an initial high time-step h 0 may introduce some errors in the integration of A(t) and B(t), that prevent them to be defined as constant during an Euler iteration.
To discretize A(t) and B(t), we define an interpolation function that may linearize (1) at k 0 . A possible form is:
where α, β, γ and δ are real parameters that are adjusted according to the smoothness of A k 0 and B k 0 . Figure 3 presents the computation of the solution of Σ 2 with different time-steps in comparison with an high-resolution explicit Euler (h = 10 −7 ), that we assume in this case, as the "true solution". The accuracy of the linearization depends on the interpolation function and its parameters. In particular, if β = δ = 0, then the solution is far from the "true solution".
As a result, we apply the same Euler-Shanks scheme to the linearized equation (1). 
Pre-Adaptive scheme
We propose a pre-adaptive scheme, that uses, at each instant t 
To illustrate the application of the pre-adaptive scheme on the system Σ 1 , we consider a Θ linear mapping (8) composed of 10 terms of Ω k 0 with δ 10 = 400. Table  5 presents a comparison between the "standard" accelerated Euler scheme and the pre-adaptive accelerated Euler scheme for k 0 = 2. Since the first term of each vector Ω k 0 is already defined by the previous estimated limitΩ * lim k 0 −1 , then the following estimations are more accurate and the ε-algorithm would require less terms (low k index) than in the "standard" case. Figure 4 presents the integration of the Σ 1 system with the initial time-step h 0 in the case of the "standard" scheme and the pre-adaptive scheme. Ψ i a converges a priori to the true solution Ψ
T in a few iterations. Moreover, one can consider also the application of the repeated ε-algorithm [23] considering higher index k for the first terms of Ψ 
Conclusion
We presented a simple derivation of the explicit Euler scheme that uses a convergence accelerator algorithm in order to improve the precision of the resulting solution at each instant. Simulations show encouraging results and show that the proposed method has the following features:
• The computations are based essentially on the power computation of the dynamic matrix (I + A k 0 h i ) (thus, no matrices inversion).
• Since the power computations involve several time-steps (the initial time-step h 0 , and the different division δ i requested by the ε-algorithm), these computations may be parallelized.
• Multidimensional ODEs (linear or non-linear) can be a priori considered.
Future investigations include the study of the stability of the proposed algorithm, the improvement of the series accelerator algorithm [19] [24] and the adaptive scheme (e.g. including a variable time-step scheme). Moreover, the association and implementation with existing standard, parallelization and multi-scale methods are also of interest. A demonstration code is available upon request to the author.
