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Abstract. Advancements in sensor technology and processing power
have made it possible to create recording equipment that can reconstruct
the audio signal of insects passing through a directed infrared beam. The
widespread deployment of such devices would allow for a range of appli-
cations previously not practical. A sensor net of detectors could be used
to help model population dynamics, assess the efficiency of interventions
and serve as an early warning system. At the core of any such system is
a classification problem: given a segment of audio collected as something
passes through a sensor, can we classify it? We examine the case of de-
tecting the presence of fly species, with a particular focus on mosquitoes.
This gives rise to a range of problems such as: can we discriminate be-
tween species of fly? Can we detect different species of mosquito? Can
we detect the sex of the insect? Automated classification would signifi-
cantly improve the effectiveness and efficiency of vector monitoring using
these sensor nets. We assess a range of time series classification (TSC)
algorithms on data from two projects working in this area. We assess our
prior belief that spectral features are most effective, and we remark on all
approaches with respect to whether they can be considered “real-time”.
Keywords: Insect classification · Time series classification · Spectral
features.
1 Introduction
Over the last century there have been many attempts at solving insect classifi-
cation problems. Increased interest in classifying insects has been fuelled by a
number of factors. Insects are responsible for the pollination of the majority of
crop species, but are also vectors for disease and responsible for a massive num-
ber of fatalities. Monitoring the presence and abundance of mosquitoes is cru-
cial in understanding the population dynamics and effectiveness of interventions.
Quantifying the abundance of an insect specie in a natural setting is challenging.
Typically, expert entomologists are required to manually identify species using
morphological differences. This can result in a lengthy delay in detection and
quantification and the amount of data that can be collected is limited. However,
recent advances in sensor technology has made the collection of large datasets
more feasible [14] [19] [16] [2]. These approaches, described in more detail in
Section 3, record data as an object passes through a target area. This results in
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a data segment that can be interpreted as audio and used to classify the object.
As with most audio problems, standard classification approaches to this problem
use features in the frequency domain. We assess a range of standard techniques
in addition to recently proposed algorithms for general time series classification
(TSC) problems. The most successful algorithms for TSC (the classification of
real valued, ordered series such as audio) are based on transformation and en-
sembling. The effectiveness of these techniques is explored in the Hierarchical
Vote Collective of Transformation-based Ensembles (HIVE-COTE) [7]. We per-
form a thorough experimental evaluation of a range of classifiers, three of which
are used in HIVE-COTE, and conclude that in this case TSF is most effective.
The rest of this paper is structured as follows. In Section 2 we discuss what
motivates insect classification, and describe current techniques used for this prob-
lem. In Section 3 we describe two data sets collected by research groups in USA
and Germany which we use in the experimental evaluation. In Section 4 we out-
line the methods used in our evaluation and in Section 5 we present our results.
We conclude in Section 6.
2 Background
Traditionally, insects are classified by their morphological differences. This be-
comes more difficult as you move down through taxonomic ranks. In some cases,
it is not possible to classify species without gene sequencing [4]. Early inves-
tigations into the classification of flying insects were focused on wingbeat fre-
quency [1][15] which was collected manually via the use of a stroboscope. The
effectiveness of this data as a class predictor was then quantified using standard
statistical modelling. These studies also quantified the effects of air temperature
and location on wingbeat frequency. However, findings were often inconclusive
and lacked robustness due to small sample sizes. As technology advanced, record-
ing insect wingbeats became feasible. This allowed additional spectral informa-
tion to be utilised, such as harmonics [10][18]. These early studies concluded
that wingbeat frequency alone is not an adequate predictor of class. It follows a
normal distribution and exhibits significant intra class variability. This results in
substantial overlap between wingbeat frequencies of different classes, a problem
that is only made worse as the number of classes increase.
The development of robust phototransitor recording techniques, capable of
operating for extended periods of time, provided the first medium size datasets
to work with [9]. The advent of artificial neural networks also provided a novel
approach to classification. Many studies went on to report increases in accuracy
when including or using entirely spectral features [11][6]. It was also noted that
classification could be confounded by the insect behaviour, such as the relative
insect trajectory, the fact that some species tendency to buzz their wings before
takeoff and the effect of the circadian rhythm on behaviour.
Researchers at the University of California, Riverside (UCR) have developed
a low cost recording system and used it to produce the first large high dimension
multiclass insect wingbeat problem [2]. They also went on to establish a bench-
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mark accuracy using a relatively simple Bayesian based approach, augmented
with temporal information. A similar performance has been achieved via a com-
bination of power spectral density features and Gaussian mixture models [12]
and, via the convolutional neural network AlexNet, which was used to extract
features from spectrograms before they were classified, via an support vector
machine [20].
3 Datasets
We use two publicly available datasets for insect classification, summarised in
table 1. The first, InsectWingbeat, comes from the ongoing project at the Uni-
versity California Riverside (UCR) [2] and is part of the UCR TSC archive1.
The second, MosquitoWingbeat, was produced during the development of a low
cost insect sensor at TEII [14], and was recently used in a Kaggle competition2.
In the case of both datasets, perspex boxes were used to confine flies of each
class for recording. In the case of the InsectWingbeat dataset, the four mosquito
species were also separated by sex. Both systems use a combination of infrared
LEDs and photodiodes to record fly behaviour. Recordings are made as the wings
and body occlude the signal from the LEDs during flight. The signal produced
can be interpreted as audio and captures data similar to that of conventional
audio recording devices [13].
The InsectWingbeat dataset contains 50,000 one second audio segments recorded
with a sample rate of 16kHz. There are ten equally distributed classes, comprised
of four mosquito species (differentiated into male and female) from two genera
and two other fly species from different genera (not differentiated by sex). These
are Ae. aegypti, Cx. stigmatosoma, Cx. tarsalis, Cx. quinquefasciatus, Mu. do-
mestica and Dr. simulans.
The MosquitoWingbeat dataset is comprised of six mosquito species from
three genera. These are Ae. aegypti, Ae. albopictus, An. arabiensis, An. gambiae,
Cu. pipiens, Cu.quinquefasciatus. There is no differentiation between sexes. It
consists of 279,566 instances of 0.625 seconds of audio segments samples at 8kHz.
For the purpose of this paper, the number of instances per class has been reduced
to 5000, reducing runtime and creating equal class distribution.
Table 1. Summary of attributes for datasets.
Dataset Instances Classes Attributes Sample rate % of second
InsectWingbeat 50,000 10 16000 16kHz 100
MosquitoWingbeat 30,000 6 5000 8kHz 62.5
1 http://www.timeseriesclassification.com
2 https://www.kaggle.com/potamitis/wingbeats
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4 Methods
The UCR approach, laid out briefly in section 2, consists of a prepossessing step
and a classification step. During the preprocessing step, instances are trans-
formed into the frequency domain via the Fast Fourier Transform algorithm
(FFT). Of the resulting 16,000 attribute output vector, indicies 100 - 2000 are
kept and form the data used for classification. In the classification stage, a Near-
est neighbour (k-NN) approach is used in conjunction with Euclidean distance.
Through leave one out cross validation, k was set as 8.
A second approach, also outlined in section 2 uses the well known neural
network AlexNet to derive features that are subsequently classified via a support
vector machine (SVM). In this case instances are transformed into spectrogram
images prior to classification. The number of FFT bins used is 512 and windows
overlapped by 50%.
In section 5, we go on to publish results of approaches that have not been
applied to the problem of insect classification. These include: Shapelet Trans-
form (ST) [8] used with the C4.5 decision tree. In this approach, the dataset
is transformed under a 48Hr contract, such that it is expressed in terms of in-
tervals which are class discriminant. A C4.5 decision tree is then grown on the
training data; Time Series Forest (TSF) [3], in which random intervals are se-
lected and distilled into statistical features that are used to grow C4.5 decision
trees; the Bag of SFA Symbols (BOSS) [17], in which instances are first split
and compiled into a dictionary of words represented as histograms and clas-
sification takes place via a 1-NN used in conjunction with a bespoke distance
measure; the contract Random Interval Spectral Ensemble (cRISE), in which
random intervals are selected and transformed into spectral and autocorrelation
coefficients. These new representations are then combined before being used to
grow random decision trees. We also evaluate two ensembles. The first consists of
cRISE contracted to 1 hour of training, BOSS contracted to 1 hour of training
and TSF. In this approach (CAWPE) we use a scheme in which constituents
are weighted by cross-validated accuracy estimates [5]. The second approach is
The hierarchical vote collective of transformation-based ensembles for time se-
ries classification (HIVE-COTE). This consists of TSF, cRISE contracted to one
hour, BOSS contracted to one hour and ST contracted to 48 hours with C4.5.
Furthermore, we evaluate all approaches, other than cRISE which manages
transformation internally, in combination with two preprocessing approaches as
well as the raw data. The first approach, labelled T-1, sees instances resampled
to 6000Hz prior to transformation and the entire output is used. This reduction
in sampling is motivated by evidence that these insects have little to capacity
to produce frequencies exceeding 3000Hz [14]. The second approach, labelled
T-2, is the preprocessing step of UCR approach defined at the beginning of this
section.
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5 Results
In order to produce robust results from which to draw our conclusions, all ex-
periments were subject to a stratified 10-fold cross validation. In the interest of
producing reproducible results, all random functions used to produce data folds
were seeded.
The rest of this section is organised as follows. In section 5.1 we evaluate
the accuracy achieved by benchmark classifiers using just the fundamental fre-
quency attribute. In section 5.2 we investigate the performance of approaches in
conjunction with spectral features and in section 5.3 we present and discuss all
approaches in respect to timing.
All code used in these experiments is available from the UEA TSC repository3
and raw results and analysis is available at4.
5.1 Fundamental frequency
The fundamental frequencies of the instances in both the MosquitoWingbeat and
InsectWingbeat datasets were extracted using a peak finding algorithm in con-
junction with the harmonic product spectrum technique. Table 2 displays results
from experiments undertaken with these datasets. At just over 50% accuracy,
the performance of this feature alone is in-line with results seen in literature
evaluating similar datasets.
Table 2. Table showing mean accuracy, the Area under the reciever operator curve
(AUROC) and Negative log liklihood (NLL) for 1 Nearest Neighbour with Euclidean
distance and Naive Bayes approaches, evaluated over 10 folds on the fundamental fre-
quency attribute of the MosquitoWingbeat (6 classes) and InsectWingbeat (10 classes)
datasets.
Dataset Classifier Accuracy AUROC NLL
InsectWingbeat
ED 0.56 0.74 2.93
NB 0.45 0.83 2.49
MosquitoWingbeat
ED 0.56 0.74 2.95
NB 0.53 0.78 1.89
5.2 Spectral approaches
Table 3 shows the results of cRISE, 8-NN, BOSS, TSF, ST and the ensem-
bles of CAWPE and HIVE-COTE. The results are separated by dataset and
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The results shown in table 3 confirm our prior belief, “that spectral features
are most effective”. This is most obvious when looking at the results of TSF in
respect to InsectWingbeat. In this case, we see an increase of 28% in accuracy
between spectral and non-spectral features. However, in all cases other than
CAWPE and ST accuracy differs by at least 8%.
The effect T-1 and T-2 have on accuracy are confined to the MosquitoWing-
beat dataset. Table 3 shows that for the MosquitoWingbeat dataset TSF differs
in accuracy by 8%, HIVE-COTE by 6%, ST by 3% BOSS by 4% and CAWPE by
7%. Physical differences used to produce the MosquitoWingbeat dataset result
in a larger target area. This results in insects being recorded for a greater du-
ration and ultimately results in signals containing more low energy information,
information which the T-2 approach discards.
Overall, HIVE-COTE is the most accurate. On the InsectWingbeat dataset
the HIVE-COTE approach is 14% more accurate than the current state of the
art approach, 8-NN+T-2. The most effective approach on the MosquitoWingbeat
dataset, HIVE-COTE+T-1, is 16% more accurate than the 8-NN+T-2 combi-
nation and 9% more accurate than TSF+T-2. Significantly, these results omit
powerful time-of-flight information, an attribute that is reported to have signif-
icantly increased the accuracy of the 8-NN+T-2 combination to 79.44% [2] on
the InsectWingbeat dataset.
5.3 The relevance of test time.
The successful application of classification algorithms in real world scenarios
also require them to be timely. It is commonly accepted that an algorithm is
“real time” if it is able to classify an instance in less time than is represented in
the data. Instances from the MosquitoWingbeat represent 620 milliseconds and
those from the InsectWingbeat represent 100 milliseconds.
Figure 1 plots mean test time per instance averaged over folds for each ap-
proach. The timing data was generated during experiments run on the spectral
datasets, the results of which were discussed in section 5.2. Results of non-
spectral experiments have been omitted in the interest of brevity.
In all cases TSF performs best and in a timely manner with respect to relative
instance length. We note, it also exhibited very little variance across folds. In
respect to timing, the UCR transformation approach performs best overall. This
is most clear when comparing InsectWingbeat+T-1 and InsectWingbeat+T-2 in
respect to TSF. Our observation indicates this is down to the reduced number
of instances attributes present for classification.
6 Conclusion
In conclusion, we have shown that the combination of simple audio features
and HIVE-COTE outperforms all approaches evaluated in this paper on both
the MosquiotWingbeat and InsectWingbeat datasets. Whilst omitting powerful
time of flight information HIVE-COTE in conjunction with spectral features
Classifying Flies Based on Reconstructed Audio Signals 7
Table 3. Table showing mean accuracy, AUROC and NLL over 10 folds for ST+C4.5,
TSF, cRISE, 8-NN, BOSS and CAWPE ensembles for T-1, T-2 and no spectral trans-
formation.
Dataset Classifier Transform Accuracy AUROC NLL
InsectWingbeat
HIVE-COTE T-1 0.7951 0.9794 1.1384
HIVE-COTE T-2 0.7821 0.9780 1.1258
TSF T-1 0.7540 0.9751 0.9667
TSF T-2 0.7526 0.9748 0.9316
CAWPE T-1 0.7482 0.9731 1.2560
CAWPE T-2 0.7442 0.9728 1.2316
cRISE n/a 0.7172 0.9642 1.3791
CAWPE none 0.7138 0.9616 1.9251
BOSS T-2 0.6668 0.9496 1.2531
8-NN T-2 0.6626 0.9308 1.9543
BOSS T-1 0.6620 0.9474 1.2650
8-NN T-1 0.6556 0.9275 2.0613
HIVE-COTE none 0.6404 0.9616 1.6395
ST+C4.5 T-2 0.6239 0.8095 2.3152
ST+C4.5 T-1 0.6229 0.8076 2.3386
ST+C4.5 none 0.5805 0.7854 2.6107
BOSS none 0.5751 0.8962 1.9126
8-NN none 0.5639 0.9009 2.7342
TSF none 0.4744 0.8647 2.3057
MosquitoWingbeat
HIVE-COTE T-1 0.8141 0.9680 0.9874
TSF T-1 0.7956 0.9643 0.8188
CAWPE T-1 0.7881 0.9606 1.0271
HIVE-COTE T-2 0.7505 0.9487 1.1580
TSF T-2 0.7225 0.9407 1.0180
CAWPE T-2 0.7222 0.9395 1.2056
CAWPE none 0.7149 0.9327 1.6154
cRISE n/a 0.6808 0.9199 1.4349
BOSS T-1 0.6768 0.9193 1.2076
BOSS T-2 0.6445 0.9035 1.3160
HIVE-COTE none 0.6310 0.9287 1.4489
ST+C4.5 T-1 0.5937 0.7755 2.5144
ST+C4.5 none 0.5772 0.7808 2.6137
ST+C4.5 T-2 0.5600 0.7626 2.6760
TSF none 0.5189 0.8363 1.8608
BOSS none 0.4632 0.7831 2.0347
8-NN T-2 0.3829 0.7257 4.3566
8-NN T-1 0.2840 0.6402 5.3337
8-NN none 0.2539 0.5885 6.1839
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Fig. 1. Figure showing mean test time per instance for all combinations of ST+C4.5,
TSF, cRISE, 8-NN, BOSS, CAWPE ensembles, with no spectral transformation, T-1
and T-2 transformations.
is shown to be 14% more accurate than the benchmark approach on the In-
sectWingbeat dataset and 16% more accurate on the new MosquitoWingbeat
dataset. However, as the slowest constituent of HIVE-COTE, BOSS, does not
perform in a timely manner we conclude that even if threaded HIVE-COTE is
not timely and therefore would need a considerably faster processor to meet the
requirements of an application setting.
We conclude that intra class variance in fundamental frequency prevents its
use as a discriminant between species. However, in a real world setting this
feature is likely to play a key role in determining candidate intervals in an ap-
plication setting. Our view is that an appropriate algorithm architecture would
consist of layers designed to minimise power consumption, by preventing un-
necessary computations. In this context, fundamental frequency could prove an
adequate method of solving both insect|noninsect and fly|nonfly decisions.
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