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ABSTRACT
COMPUTATIONAL INVESTIGATIONS OF NEURONAL NETWORK RESPONSES TO
TRAUMATIC BRAIN INJURY

Samantha N. Schumm
David F. Meaney

Traumatic brain injury (TBI) and other neural pathologies are increasingly
considered diseases of brain network organization. Symptoms of post-concussive
syndrome, such as headaches and concentration problems, are thought to emerge from
brain network changes occurring after TBI. Decades of TBI research have also elucidated
the cellular mechanisms of injury. Yet, precisely how cellular pathology disrupts
macroscale networks and leads to subsequent cognitive dysfunction remains unclear.
Therefore, microcircuits encompassing thousands of neurons may be an important
substrate for understanding manifestations of TBI. To investigate microcircuit responses
to injury, we use computational network models comprised of thousands of nodes
representing individual neurons. In a model of two interconnected neuronal clusters, we
study neurodegeneration, one classic consequence of TBI, and how it influences
synchronization. Highly coupled networks resist loss of synchrony at the expense of
functional flexibility. Baseline coupling between subregions is predictive of the effect of
neuronal loss. To extend our approach to a specific circuit in the brain, we develop a
network-based model that simultaneously incorporates three of the primary regions of the
hippocampus (the dentate gyrus, CA3, and CA1). We validate the function of the model
iv

via firing rate, signal frequency analysis, and stimulus-response curves. Furthermore, we
implement plasticity impairment, an understudied mechanism of injury. Impairment
reduces broadband power in CA3 and CA1 as well as phase coherence between theta
oscillations of CA3 and CA1. With intrinsically high activity, CA3 is especially vulnerable
to plasticity impairment. Finally, we train the hippocampal network and test execution of
pattern separation, finding a magnitude decrement in learned outputs but no deficit in
pattern separation. Collectively, the studies in this thesis demonstrate how features of
microcircuits either expose the network to or protect it from specific types of injury. Given
the diverse circuitry of the brain, distinguishing regional vulnerabilities yields insight into
the heterogeneity of outcomes after TBI.
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CHAPTER 1: Dissertation Overview and Introduction

MOTIVATION AND BACKGROUND

Incidence and Causes of Traumatic Brain Injury
Concern about the long-term effects of traumatic brain injury (TBI) has permeated
public consciousness as more head injuries result from contact sports and recent military
conflicts in the Middle East. Increased reporting accompanies this increased awareness,
and as a result, the incidence of TBI has risen steadily in recent years (Blennow et al.,
2016; Cancelliere, Coronado, Taylor, & Xu, 2017; Taylor, Bell, Breiding, & Xu, 2017).
There were 2.5 million TBI-related emergency department visits in 2013 alone,
representing a 50% increase from the 1.6 million reported in 2007 (Taylor et al., 2017).
Despite these high numbers, the prevalence of TBI remains underestimated due to many
people who do not seek medical attention for their injury (Coronado et al., 2012; Langlois,
Rutland-Brown, & Wald, 2006). TBI patients vary demographically, including young
children and the elderly. It is also a leading cause of death and disability in healthy adults
under age 45 (CDC; (Coronado et al., 2012; Ye Xiong, Mahmood, & Chopp, 2013)). In
fact, up to 5 million patients continue to live with long-term consequences of TBI in the
United States (Alali et al., 2015; Langlois et al., 2006). As a prominent cause of disability,
TBI imposes a large economic burden, estimated to exceed $75 billion in direct and
indirect costs per year (Alali et al., 2015; Coronado et al., 2012). As improved medical
technology and techniques increase the likelihood of survival from severe injuries, the cost
1

of long-term care for these patients will continue to outpace the cost of acute medical care
and treatment (Alali et al., 2015; Rosenfeld et al., 2012).
Traumatic brain injuries result from diverse events which apply mechanical forces
to the brain. While injuries caused by an object (e.g., a bullet) penetrating the skull and
brain parenchyma do occur, most do not involve open wounds and are called closed head
impacts. For instance, contact sports and military blast exposure cause many head
injuries, but TBI most commonly occurs after mundane events, including motor vehicle
accidents and falls (Langlois et al., 2006; Taylor et al., 2017). These impacts often involve
collision with an object or the ground, but high acceleration or deceleration alone can also
generate strains that exceed the injury threshold of brain tissue (Meaney & Smith, 2011).
It has been established that high rotational acceleration in the coronal plane is especially
detrimental (Figure 1.1) (Alshareef, Giudice, Forman, Salzar, & Panzer, 2018; Cullen et
al., 2016; Gennarelli et al., 1982).

FIGURE 1.1 | TBI and planes of motion. Mechanical forces cause both linear and rotational
motion across several planes, which results in brain injuries. Created with BioRender.com.
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In combination with human phenotypic diversity, the variety of events and forces
which cause TBI gives rise to substantial heterogeneity of injury presentation in the clinic.
To manage this diversity, clinicians categorize injuries as mild, moderate, or severe based
on the severity of symptoms and presence of macroscale pathology. Severe injuries are
characterized by prolonged loss of consciousness, severe and persistent neurological
deficits, as well as lesions, contusion, and hematoma. Most head injuries (80-90% of all
TBI) are mild (Blennow et al., 2016) and also referred to as concussions. Chronic traumatic
encephalopathy (CTE) is believed to develop from repeated blows to the head in some
patients. The condition is putatively associated with dementia-like symptoms in contact
sport athletes who have suffered many concussions, but the diagnosis can only be verified
post-mortem by examining neuropathology of brain tissue (D. H. Smith, Johnson,
Trojanowski, & Stewart, 2019; Wilson et al., 2017). As consensus surrounding CTE
symptoms and pathology continues to evolve, it is currently challenging to estimate
incidence (Blennow et al., 2016; D. H. Smith et al., 2019).

Symptoms of Traumatic Brain Injury and the State of Care
TBI causes a host of symptoms that negatively impact patients’ quality of life and
that span physical, cognitive, and emotional domains. The physical spectrum includes
headaches, nausea, impaired balance, and sleep disturbances. Cognitively, patients may
suffer from lasting deficits in attention and short- or long-term memory. People who have
suffered from TBI often have concurrent mood disturbances. For instance, in military
populations, patients might experience post-traumatic stress disorder, complicating their
injury-related symptoms (Hicks, Fertig, Desrocher, Koroshetz, & Pancrazio, 2010; Hoge
3

et al., 2008). Other TBI populations may suffer from irritability and have a higher incidence
of depression than the rest of the population (Bombardier et al., 2010; Holsinger et al.,
2002).
Unfortunately, this array of symptoms affects not only those with severe brain
injuries but also those with mild injuries, or concussion. In fact, up to 15% of people with
mild TBI can suffer long-term consequences (Blennow et al., 2016; Cancelliere et al.,
2017). To make matters worse, reliable diagnostics and effective therapeutics still
constitute an unmet need in the clinic. Anti-inflammatory therapies, including steroids,
statins, and hypothermia, have failed to show consistent improvements for patients (Simon
et al., 2017). When evaluated in clinical trials, other promising approaches caused
neurotoxicity (Ikonomidou & Turski, 2002), inhibited physiological neural activity
(Ikonomidou & Turski, 2002), or produced dangerous systemic side effects (Menon, 2009).
There is some progress to develop blood-based tests for diagnosis (Zetterberg & Blennow,
2016); however, these tests are not yet widely used, and their prognostic value remains
unknown.
Severe TBI is better understood than mild TBI because it has been easier to study
for several reasons. First, severe injuries produce macroscale pathology that can be
detected with brain scans, making the injury visible and more easily diagnosed. Second,
the human tissue acquired for

study comes

from deceased subjects who

disproportionately suffered severe injuries. Third, both doctors and researchers working
with animal models could assess systemic measures of health, like intracranial pressure
and mean arterial pressure, to investigate severe injuries and increase translatability
between animal models and the clinic. Finally, clinical diagnostics like the Glasgow Coma
4

Scale apply best to severe injuries and lack sensitivity at the low, or mild, end of the scale.
Accordingly, there is a growing body of knowledge about treatment for moderate to severe
TBI. For instance, due to cellular swelling and brain edema, elevated intracranial pressure
is associated with poorer outcomes and higher morbidity (Morales et al., 2005; Ray, Dixon,
& Banik, 2002). Therefore, efforts to monitor and control intracranial pressure have
become standard practice for treating severe TBI (Rosenfeld et al., 2012). Surgical
interventions to remove intracranial hematomas have also shown favorable outcomes
(Rosenfeld et al., 2012). However, there is ultimately a paucity of consistent and
conclusive findings among the many randomized control trials undertaken to evaluate
varied interventions for TBI (Bragge et al., 2015).

Mechanisms of Injury
In addition to studying TBI at the macroscale, researchers have investigated many
mechanisms of TBI using in vitro models, generating an array of information on the cellular
effects of injury. Over the past decade, an emerging shift in our understanding of TBI is
that it is a chronic disease precipitated by an acute injury, rather than an acute injury which
quickly resolves (Masel & DeWitt, 2010). The impact event might be rapid, but the primary
injury sets in motion mechanisms that far outlast the acute forces. The secondary injury
phase consists of complex cellular sequelae with effects that may last months to years (X.
H. Chen, Johnson, Uryu, Trojanowski, & Smith, 2009; Hay, Johnson, Young, Smith, &
Stewart, 2015; Johnson, Stewart, & Smith, 2013; Simon et al., 2017). The following
paragraphs constitute an overview of commonly observed and studied injury mechanisms,
but these are by no means exhaustive. It is likely that any given injury consists of a unique

5

combination of these mechanisms, contributing to the heterogeneity observed among TBI
patients.
The most prototypic and well-studied mechanism is diffuse axonal injury (DAI),
which is caused by strains that stretch and damage the axons of neurons. As a result,
axonal transport is disrupted, and communication between neurons is impaired.
Disruptions in the microtubules prevent vesicles from reaching the synaptic cleft and
ultimately lead to axonal swellings known as varicosities, which are a hallmark of DAI.
Some neurons remain connected to others despite axonal varicosities, but many
disconnect (Büki & Povlishock, 2006). Notably, DAI has been observed across the injury
severity spectrum (Browne, Chen, Meaney, & Smith, 2011; Gennarelli et al., 1982;
McAteer, Corrigan, Thornton, Turner, & Vink, 2016; Povlishock & Christman, 1995) and is
correlated with post-injury disability (D. H. Smith, Hicks, & Povlishock, 2013). With new
evidence suggesting axonal pathology may be a chronic process (Johnson 2013), DAI
has also been linked to neurodegenerative diseases, specifically via the accumulation of
amyloid beta and tau protein plaques. For instance, the post-mortem diagnosis of CTE is
associated with intracellular tau-based neurofibrillary tangles (Blennow et al., 2016;
Johnson et al., 2013). It has been further posited that damaged axons may supply
substrates for the formation of amyloid beta plaques (Johnson et al., 2013), contributing
to the long-term effects of TBI.
Another key aspect of TBI pathology is programmed cell death, in which both
neurons and glial cells may undergo apoptosis (Raghupathi, Graham, & McIntosh, 2000;
Werner & Engelhard, 2007). There is direct evidence for both apoptotic and necrotic cell
signaling in the form of caspase-3 and calpain, primary mediators of these pathways
6

(DeRidder et al., 2006; Keane et al., 2001; Raghupathi, 2004). Unrestrained cell loss is
clearly undesirable, but apoptosis may serve an important function by removing
irreparable cells in the wake of injury (Raghupathi et al., 2000). Although there are
apoptotic cascades that lead directly to cell loss, neuronal death is also an indirect
consequence of other secondary injury mechanisms. For example, excitotoxicity,
mitochondrial dysfunction, and vascular damage may all contribute to cell death. We will
consider each of these and more, in turn.
Excitotoxicity is an important mediator of neuronal dysfunction and death after
injury. As demonstrated in both animals and humans, higher levels of extracellular
glutamate accrue post-injury (Palmer, DeKosky 1994; Nilsson, Ponten 1990; Baker,
MacMillan 1993; Koura, Marmarou 1998). An excitatory neurotransmitter, glutamate
acutely increases intracellular calcium levels and neuronal firing. Chronically,
excitotoxicity can lead to cell death because neurons cannot sustain elevated firing
indefinitely. Traditional glutamate excitotoxicity is distinct from structural channel damage
(Lau & Tymianski, 2010). As a result of excitotoxic injury, neurons follow a number of
different cell death pathways, including both necrotic and apoptotic pathways
(Raghupathi, 2004).
Subtle sub-cellular changes after injury can also contribute to excitotoxity and
thereby have far-reaching effects. For instance, mechanically stretching neurons
immediately disrupts the precise regulation of ion influx and efflux across the cell
membrane (Pettus, Christman, Giebel, & Povlishock, 1994; Signoretti, Lazzarino, Tavazzi,
& Vagnozzi, 2011). Furthermore, changes to neural synapses, including neurotransmitters
and receptors, can alter cell behavior and produce extensive consequences on the neural
7

network. Specifically, the N-methyl-D-aspartate (NMDA) receptor, which is a glutamate
receptor important for neural plasticity, has a known mechanical sensitivity. Stretch injury
reduces the binding efficiency of magnesium ions within the channel pores of NMDA
receptors (Zhang, Rzigalinski, Ellis, & Satin, 1996). The partial loss of this magnesium
block increases ion flux through the pore, significantly altering the current-voltage
relationship of the receptor and increasing activity in the neuron (Zhang et al., 1996). If
prolonged, this change can exacerbate excitotoxicity and contribute to cell death (Lau &
Tymianski, 2010; Werner & Engelhard, 2007).
Traumatic injury also leads to mitochondrial and metabolic dysfunction (Giza &
Hovda, 2014; Y. Xiong, Gu, Peterson, Muizelaar, & Lee, 1997), which may be a
downstream effect of glutamate excitotoxicity and ionic imbalance (Lau & Tymianski,
2010; Signoretti et al., 2011). Elevated intracellular calcium, a result of excitotoxicity, can
compromise mitochondrial function by inhibiting electron transfer and energy transduction
(Lifshitz, Sullivan, Hovda, Wieloch, & McIntosh, 2004; Y. Xiong et al., 1997). Moreover,
high firing rates due to excitotoxicity exacerbate the metabolic crisis confronting the brain
(Giza & Hovda, 2014). In addition to the higher energetic demand of neurons, there is a
period of hypometabolism and reduced cerebral blood flow after the acute phase of injury,
which coalesces to increase the discrepancy between energy supply and demand (Giza
& Hovda, 2014). Mitochondrial malfunction also contributes to the production of reactive
oxygen species and the development of a state of oxidative stress (Giza & Hovda, 2014).
Oxygen free radicals can damage cells via lipid peroxidation, which impairs the integrity
of lipid-comprised cell membranes (Ray et al., 2002). The byproducts of this process can
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alter cell signaling and further damage cells (Lifshitz et al., 2004; J. D. Van Horn, Bhattrai,
& Irimia, 2017).
Moderate to severe brain injuries often feature detectable lesions, contusion, and
hemorrhage, which can intensify ischemic and metabolic challenges already in motion (J.
D. Van Horn et al., 2017). Increased morbidity is also correlated with reduced cerebral
blood flow (DeWitt & Prough, 2003; Giza & Hovda, 2014; Werner & Engelhard, 2007). In
contrast, mild TBI generally lacks macroscale pathologies, yet it is not exempt from
vascular damage. Specifically, the cerebral microvasculature exhibits structural disruption
(DeWitt & Prough, 2003; Povlishock & Kontos, 1985) in addition to functional changes that
include impaired autoregulation and vasoreactivity (Mcginn & Povlishock, 2016). This
damage means the brain is ill-equipped to handle increased energetic demand resulting
from excitotoxicity and other mechanisms of secondary injury. Finally, the permeability of
the blood-brain barrier (BBB) increases in many animal models acutely post-injury (DeWitt
& Prough, 2003; Hue et al., 2016; Johnson et al., 2018; W. Li et al., 2016). Clinically,
altered BBB permeability is now associated with many neurological disorders, including
Alzheimer’s disease and multiple sclerosis, and can last months to years after injury (Hay
et al., 2015). Furthermore, BBB permeability is posited to enhance TBI-induced
neuroinflammation, and persistent neuroinflammation may contribute to prolonged
opening of the BBB (Glushakova, Johnson, & Hayes, 2014; Zlokovic, 2008).
Neuroinflammation is a complex process with both acute and chronic implications.
In addition to activation of resident microglia, peripheral neutrophils are among the early
cells recruited after an injury (Simon et al., 2017). Cytokine signaling activates and recruits
other immune cells, like lymphocytes and macrophages, over the course of days (Simon
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et al., 2017). These cells perform important work to clear debris near the site of damage
and begin the repair process; however, inflammation often proceeds unchecked,
becoming chronic and potentially enhancing degeneration and necrosis (Simon et al.,
2017). Since the inflammatory process has many moving parts and can serve both a
beneficial and a pathological role (Loane & Kumar, 2016; Simon et al., 2017), we are only
beginning to understand it. While many identify neuroinflammation as a promising area for
therapeutic intervention (Kumar & Loane, 2012), its complexity has limited the success of
previous clinical trials for anti-inflammatory approaches.

The Hippocampus
With over 50 years of research dedicated to interpreting its anatomy and function,
the hippocampus is an important and well-characterized region of the brain. It is
responsible for spatial learning, episodic memory, and contextual conditioning but also
implicated in emotional regulation (Bird & Burgess, 2008; Fanselow & Dong, 2010;
Strange, Witter, Lein, & Moser, 2014). Situated in the medial temporal lobes of the human
brain (Figure 1.2A), the hippocampus is vulnerable to TBI (Kotapka, Graham, Adams, &
Gennarelli, 1994; McAllister, 2011; Paterno, Folweiler, & Cohen, 2017; Raghupathi, 2004),
and damage to this region likely contributes to deficits in learning and memory as
experienced by many patients (Mcallister et al., 2001). Easily accessible in the rodent
brain (Figure 1.2B), the hippocampus consists of several sub-regions connected in
predominantly unidirectional feedforward circuitry, which is preserved across species
(Strange et al., 2014). (The circuitry will be discussed in further detail in Chapter 3.)
Another reason for the abundance of information about the hippocampus is that many
animal behavior tests, including the Morris water maze, contextual fear conditioning, and
10

spatial object recognition, implicate this region (Paterno et al., 2017). In animal models of
TBI, injured animals often exhibit slower spatial learning and worse memory retention,
demonstrating anterograde and retrograde memory deficits, respectively (Paterno et al.,
2017). Extensive electrophysiological measurements in the hippocampus characterize
circuit-level effects of TBI in both healthy and injured animals (Figure 1.2C). Important
findings include shifts in excitability across the different subregions and impaired longterm potentiation after TBI (reviewed in Cohen et al., 2007).

FIGURE 1.2 | Overview of the hippocampus in human and mouse. (A) The hippocampus is
located in the temporal lobe of the human brain. (B) The hippocampus has highly preserved
structure among species. Its location is more dorsal in the rodent brain. (C) Acute electrophysiology
is performed with slices of live brain tissue excised from animals. Common animal models impact
the brain above the hippocampus which can result in a lesion and loss of cortical tissue near the
site of impact. Created with BioRender.com.
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Neural Networks
With computational and network theoretic advancements, the brain has become
increasingly viewed as a large network. In network vocabulary, neurons can be thought of
as “nodes” and connections between them as “edges” (Figure 1.3A). At the macroscale,
entire brain regions are considered nodes in human brain networks (Figure 1.3B). Clinical
imaging techniques, such as diffusion tensor imaging and functional magnetic resonance
imaging (fMRI), have generated insight into these macroscale human brain networks,
which come in two forms – structural and functional. Structural networks are constructed
based on axons that constitute physical white matter tracts between different parts of the
brain. In contrast, functional networks are determined based on coordinated activity across
brain regions. While the structural network is relatively static, the brain can dynamically
access various resting-state and task-evoked functional networks (Gonzalez-Castillo &
Bandettini, 2018; Sharp, Scott, & Leech, 2014).
Many neurological disease states are increasingly characterized by dysfunction in
whole-brain networks (reviewed in Stam, 2014), but the ultimate goal is to move beyond
mere descriptive statistics of diseased networks and strategically restore their function.
Specifically, in the field of TBI, it is a natural extension of axonal injury and signal disruption
to think of dysfunction through a framework of network disconnection (Hayes, Bigler, &
Verfaellie, 2016). Functional imaging, such as fMRI BOLD, has revealed large-scale
changes in brain networks following TBI (Bonnelle et al., 2011; Nakamura, Hillary, &
Biswal, 2009; Sharp et al., 2011; Venkatesan, Dennis, & Hillary, 2015), including mild TBI
(Iraji et al., 2015; Mayer, Mannell, Ling, Gasparovic, & Yeo, 2011; Palacios et al., 2017;
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Sours, Zhuo, Roys, Shanmuganathan, & Gullapalli, 2015; Stevens et al., 2012; Tsirka et
al., 2011). Persistent network alterations are correlated with long-term cognitive deficits in
TBI patients (Pandit et al., 2013; Sharp et al., 2011; Wolf & Koch, 2016). For instance, in
severe injuries that are associated with a loss of structural connections, connectivity can
decrease (Stam, 2014), especially in hubs that have many connections to other regions
(Fagerholm, Hellyer, Scott, Leech, & Sharp, 2015; Pandit et al., 2013). That effect shifts
the network to a state of less efficient information processing and related cognitive
dysfunction (Fagerholm et al., 2015; Sharp et al., 2014). However, damage does not
uniformly reduce connectivity, reflecting the complexity inherent in a field with
heterogeneous impact mechanics and interindividual variability. Therefore, many patients
instead exhibit a prominent increase in connectivity post-injury (Caeyenberghs et al.,
2012; Hillary et al., 2014, 2015).
Compared to whole-brain connectivity, forays into the effects of injury on
microscale neural networks have been more limited. Previous work has demonstrated how
cultured neurons synchronize in healthy in vitro networks (Penn, Segal, & Moses, 2016;
Takahashi, Sasaki, Matsumoto, Matsuki, & Ikegaya, 2010). The activity of these small in
vitro networks depends on many features including size (Yamamoto et al., 2016) and
heterogeneity of the neuron population (Bogaard, Parent, Zochowski, & Booth, 2009). In
the area of trauma, it has been shown that the spatial distribution of deafferentation
shapes the development of epileptiform activity in a computational model (Volman,
Bazhenov, & Sejnowski, 2011). At this time, few studies have directly interrogated the
effects of TBI on microcircuit function (Gabrieli, Schumm, Vigilante, Parvesse, & Meaney,
2020; Tapan P. Patel, Ventre, & Meaney, 2012; Volman et al., 2011).
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FIGURE 1.3 | Overview of neural networks across spatial scales. (A) At the microscale,
neurons communicate via synapses. In networks, each neuron can be viewed as a node with
synaptic connections between them represented as an edge. (B) At the macroscale, a network is
comprised of interconnected brain regions. Created with BioRender.com.

RATIONALE AND SIGNIFICANCE
Mild TBI remains poorly understood, and many continue to suffer with the longterm consequences of concussion (Blennow et al., 2016; Boake et al., 2005; Meaney &
Smith, 2011; Sigurdardottir, Andelic, Roe, & Schanke, 2009). Even after years of
dedicated research, the incomplete understanding of concussion and the failure to
produce reliable therapeutic guidance motivate ongoing, concerted study. Furthermore,
the inability to measure pathology with common brain scans complicates the study of mild
14

TBI. In this thesis, we use computational models to address such limited ability to visualize
mild effects of injury. Models enable the researcher to interrogate questions that may be
difficult to access experimentally, defining detailed injury effects more concretely.
Although

there

are

existing

experimental

methods,

including

classical

electrophysiology, calcium imaging, microelectrode arrays, and in vivo electrical
recordings, these approaches lack the flexibility to fully address the question of how
damage simultaneously impacts the cellular, network, and circuit levels. Broadly, these
experimental approaches offer an incomplete view of the circuit, measuring only a few
locations at once. It is also difficult or impossible to obtain network measurements both
before and after injury via these techniques. In the end, we required more detailed control
than we could achieve in vivo, and we sought to study higher level network features than
we could obtain at scale via in vitro methods. Therefore, we designed highly interrogable
circuits via computational models of neural networks.
To narrow our focus to a circuit of interest, we found that the hippocampus offers
a unique opportunity because it is well-characterized, important for key cognitive functions
(learning and memory), and vulnerable to injury. Examining a circuit of this scale enables
us to consider both detailed cellular information and how damage propagates to higher
level features. Moreover, it is an important node in full-scale brain networks, raising the
profile of our results. Extensive characterization of the hippocampus makes it ripe for the
development of a detailed, biofidelic network model because the necessary parameters
have been determined by the meticulous work of many researchers over years of study.
Our novel network model has the following unique features: (1) size, (2) level of detail and
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fidelity to the literature, and (3) computational efficiency – all of which enable us to study
impairment in an adaptable neuronal network.
Among the many potential cellular mechanisms of injury, we have chosen two that
offer unique comparisons – cell loss and plasticity impairment. Cell loss, which is direct
structural damage, is well-established in in vivo TBI models and often occurs after a
moderate to severe injury. Impaired plasticity, which is a functional deficit, has been
observed experimentally (Albensi, Sullivan, Thompson, Scheff, & Mattson, 2000; Aungst,
Kabadi, Thompson, Stoica, & Faden, 2014; Effgen et al., 2016; Schwarzbach,
Bonislawski, Xiong, & Cohen, 2006; Vogel et al., 2016; White, Pinar, Bostrom, Meconi, &
Christie, 2017), yet it remains an underexplored mechanism of mild TBI. Since cell loss
modifies network structure while plasticity impairment alters network function, this
approach refines our understanding of the structure-function relationship in hippocampal
circuitry across the spectrum of injury severity. Moreover, we leverage existing
experimental data (Vogel et al., 2016; Witgen et al., 2005) to ensure our results are
empirically grounded as we elucidate the connection between injury, network function,
and synaptic remodeling.
Despite the breadth of knowledge about cellular mechanisms of injury and the
interest in physiological and pathological brain networks, there has been little effort to
merge these aims of study. To bridge the macro- and micro-scale, our analysis
emphasizes higher level network function (e.g., activity oscillations, synchronization,
signal power, and network-based learning) while implementing cellular injury. Via neuronal
network models, this thesis provides new insight into how microscale perturbations
contribute to network-wide dysfunction. In addition to methodical work with a generic,
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interconnected cortical circuit model, we develop a novel network-based model of the
hippocampal circuitry, meeting an existing need in the modeling and network
neuroscience space. By extracting principles from these isolated circuits, we advance a
more comprehensive understanding of how local injuries propagate and affect broader
brain networks. This thesis represents a critical step toward unifying our understanding of
network dynamics at the micro and macroscales. The work presented herein builds not
only a body of information but also a set of tools in the form of a novel computational model
and analytical approaches that will continue to answer future research questions.

THESIS AIMS AND OUTLINE
This thesis aims to address questions about how cellular-level perturbations alter
network activity and function at a local spatial scale after injury. We use network models
of spiking neurons to investigate how pathologies impair key network functions, including
synchronization, rhythmic activity, and learning.
In Chapter 2, we determine the effects of neurodegeneration on synchronization
between two neural microcircuits which are connected in unidirectional topology. We
systematically develop a network model of connected microcircuits by adding connections
between two clusters of neurons. We define structural subtypes in the network,
characterize them via network theoretic measures, and examine their functional roles. In
simulating neuronal loss, a common effect of TBI, we identify different types of functional
microcircuit impairment, which depend on the baseline properties of the network and the
neuronal subpopulation targeted by injury.
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In Chapter 3, we develop and validate a novel network-based model of the
hippocampal circuitry. Relying upon detailed information from the literature, we build
models for different subtypes of neurons, which are then connected to one another
according to empirically derived rules. We examine the rhythmic activity within each
hippocampal subregion and establish characteristic oscillations and the relationship
between them. To corroborate our simulation results, we implement computational
analogues to traditional electrophysiology approaches, including frequency analysis,
stimulus-response curves, phase coherence, and phase-amplitude coupling. Further, we
implement a model of impaired synaptic plasticity to simulate one pathology resulting from
traumatic injury.
In Chapter 4, we evaluate the effects of plasticity impairment on the community
structure of the hippocampal network using the model developed and characterized in
Chapter 3. We apply the network analysis method of modularity to detect communities, or
subnetworks, in the larger hippocampal circuit and determine whether the emergent
communities have an anatomical basis. We also test the ability of networks to learn unique
responses to conditioned input patterns by using population and rate coding methods to
measure pattern separation, a functional requirement of learning.
In Chapter 5, we summarize and synthesize the preceding chapters and offer
additional future directions for this body of work. We conclude by discussing the broader
implications of our findings.
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CHAPTER 2: Neuronal Degeneration Impairs Rhythms
between Connected Microcircuits
This chapter has been adapted from a published manuscript:
Schumm SN, Gabrieli D, Meaney DF. (2020) Neuronal degeneration impairs rhythms between
connected

microcircuits.
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ABSTRACT
Synchronization of neural activity across brain regions is critical to processes that
include perception, learning, and memory. After traumatic brain injury (TBI), neuronal
degeneration is one possible effect and can alter communication between neural circuits.
Consequently, synchronization between neurons may change and can contribute to both
lasting changes in functional brain networks and cognitive impairment in patients.
However, fundamental principles relating exactly how TBI at the cellular scale affects
synchronization of mesoscale circuits are not well understood. In this work, we use
computational networks of Izhikevich integrate-and-fire neurons to study synchronized,
oscillatory activity between clusters of neurons, which also adapt according to spiketiming-dependent plasticity. We study how the connections within and between these
neuronal clusters change as connections form between the two neuronal populations. In
turn, we examine how neuronal deletion, intended to mimic the temporary or permanent
loss of neurons in the mesoscale circuit, affects these dynamics. We determine
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synchronization of two neuronal circuits requires very modest connectivity between these
populations; approximately 10% of neurons projecting from one circuit to another circuit
will result in high synchronization. In addition, we find that synchronization level inversely
affects the strength of connection between neuronal microcircuits – moderately
synchronized microcircuits develop stronger intercluster connections than do highly
synchronized circuits. Finally, we find that highly synchronized circuits are largely
protected against the effects of neuronal deletion but may display changes in frequency
properties across circuits with targeted neuronal loss. Together, our results suggest that
strongly and weakly connected regions differ in their inherent resilience to damage and
may serve different roles in a larger network.

INTRODUCTION

Effects and Challenges of Traumatic Brain Injury
Affecting as many as 3.8 million new patients each year (Langlois et al., 2006),
traumatic brain injury (TBI) is a leading cause of disability in the U.S. population (Blennow
et al., 2016; Pevzner, Izadi, Lee, Shahlaie, & Gurkoff, 2016). As such, TBI constitutes a
substantial financial burden for both caregivers and healthcare systems (Coronado et al.,
2012; Pevzner et al., 2016). Although TBI may occur during high-contact sports or from
exposure to explosive military devices (Blennow et al., 2016). TBI is more frequently
caused by motor vehicle accidents and falls (Blennow et al., 2016). In addition, TBI
commonly affects the elderly, a growing demographic in the United States.
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Due to its diverse array of causes, TBI has broad social impact across many
demographics and continues to pose a challenge to researchers attempting to develop
treatments. Although many recover completely from mild TBI, other patients suffer longterm consequences (Blennow et al., 2016; Hiploylee et al., 2017; Masel & DeWitt, 2010;
Wilson et al., 2017), which include memory deficits, sleep disturbances, or mood disorders
(Masel & DeWitt, 2010; Wilson et al., 2017). Recent work shows that some of these longterm effects are associated with lasting changes in brain networks. For instance, increased
activation in the default mode network is linked to sustained attention deficits after TBI
(Bonnelle et al., 2011). Additionally, alterations in functional brain connectivity are thought
to explain motor impairments after mild TBI (Kasahara et al., 2010), can target regions
involved in cognitive function (Stevens et al., 2012) and sensory processing (Sours,
George, Zhuo, Roys, & Gullapalli, 2015), and can differentially target areas associated
with episodic memory (Yan, Feng, & Wang, 2016). With the well-known heterogeneity of
injury patterns and TBI mechanisms, though, it is difficult to draw direct and consistent
associations between an impact, the resulting network changes, and the corresponding
behavioral impairments. One critically understudied area is how damage in TBI affects the
coordination of circuits at the mesoscale level, where hundreds to thousands of neurons
coordinate their relative activation pattern with other areas of the brain, leading to the
periodic synchronization of areas throughout the brain during task execution, recall, and
learning.

Synchronization and Neural Communication
Coherence is an important concept across scales in neural communication and
brain networks. When the brain is engaged in a task, anatomical regions exhibiting
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synchronous activity are believed to participate in executing that task (J S Damoiseaux et
al., 2006; Jilka et al., 2014; Logothetis & Wandell, 2004). Most commonly, temporal
correlations in hemodynamic fluctuations (functional MRI BOLD data) are used to
determine networks of functionally connected brain regions (Fransson, 2006; Greicius,
Supekar, Menon, & Dougherty, 2009). Beyond defining intrinsic brain networks,
synchronization is important at the cellular scale for facilitating communication, as it
temporarily binds neurons together into functional ensembles (Bastos, Vezoli, & Fries,
2015; Bocchio, Nabavi, & Capogna, 2017). Likewise, learning and memory largely depend
on coherence, which enables long-distance communication between brain regions (Dü
Zel, Penny, & Burgess, 2010; Wang, Spencer, Fellous, & Sejnowski, 2010). Several
human imaging studies demonstrate that TBI disrupts synchronization, leading to the likely
increase or decrease in functional network connectivity that contributes to long-term
cognitive effects.
Synchronization has been studied extensively at the whole brain scale, but it has
also proved important in microscale neuronal networks (Eytan & Marom, 2006; Penn et
al., 2016). Despite our understanding and visualization of whole brain activity, little is
known about the way in which smaller scale dynamics give rise to high-level coherence.
Although it is expected that cellular dysfunction at the beginning and over the course of
neurological disorders will impact the coherence of neural activity throughout the brain,
there is remarkably little known about how the structure of a network at the cellular scale
can lead to coherence changes at the microcircuit level. Furthermore, macroscale
synchronization may obscure greater dynamic variability at a smaller spatial scale. Few
computational models have emphasized connections between physically separated
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neuronal clusters or the flow of information between them (Vicente, Gollo, Mirasso,
Fischer, & Pipa, 2008), so there are many unanswered questions regarding how
synchronization emerges in mesoscale circuits and how resilient that behavior is to
damage.

Study Design
In this report, we examine how disrupting an intermediate level of neural
computation informs and affects the interpretation of larger-scale synchrony. We use a
computational model of a neuronal network to make precise manipulations that would not
be possible experimentally, with the goal of uncovering the principles of mesoscale
synchronization that occur when coupled neuronal networks are traumatically injured.
There are few existing studies that examine coherence at this scale (Gollo, Mirasso,
Sporns, & Breakspear, 2014; Vicente et al., 2008), and we are not aware of any similar
efforts to examine the unique intersection between traumatic injury and coherence at the
mesoscale. We find that our modeled networks synchronize easily despite relatively
modest connections between two microcircuits. Upon simulating the effects of neuronal
inactivation or degeneration throughout both connected networks, we find the simplest
interconnected model between two neuronal populations – i.e. the directed projection of
neuronal outputs from one cluster to another – reveals inherent advantages of two levels
of interconnectivity between microcircuits. Broadly speaking, our results show that highly
interconnected clusters are resilient and highly reliable and moderately interconnected
clusters are less resilient and more flexible.
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METHODS
Networks were constructed by assembling and connecting clusters consisting of
1000 neurons each. Two of these clusters were then connected. We prescribed the
properties of each cluster independently before connecting the two together.

Properties of a Single Microcircuit
Each individual cluster consisted of 1000 neurons, 80% of which were excitatory
and 20% of which were inhibitory, according to empirical evaluation of cortical tissue
(Soriano, Rodriguez Martinez, Tlusty, & Moses, 2008). Neurons were represented as
nodes placed randomly on the surface of a unit sphere, which eliminated the potential
boundary effects of a planar geometry. Synaptic connections were represented as edges
and added at random according to distributions of excitatory and inhibitory connections
experimentally derived by Soriano, et al. (Soriano et al., 2008). Neurons averaged 100
outputs and an average of 80 excitatory and 20 inhibitory inputs.
In networks with spike-timing-dependent plasticity (STDP), edge weights are
known to follow a bimodal distribution with most connections pushed toward the lowest
and highest possible strengths (Song, Miller, & Abbott, 2000). Accordingly, the initial
synaptic strength of each connection was assigned from a bimodal distribution where
networks with greater excitatory strength had a higher proportion of strong, high-weight
connections. This distribution was scaled from a minimum strength of 0 to a maximum
strength of 4 (peak mV/ms). Inhibitory neurons instead followed a Gaussian distribution of
strength with 10% variance ranging from -14 to 0 (peak mV/ms). These ranges were
selected such that post-synaptic potentials fell within the range of voltages observed
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empirically for cortical neurons (Ferster & Jagadeesh, 1992). Conduction delays between
neurons were proportional to the distance between two neurons and ranged from 1-8
milliseconds (ms), as derived from experimental work by Swadlow (Swadlow, 1985).

Connecting Multiple Neuronal Microcircuits
For more complex simulations, the individual microcircuits (clusters) were first
created and then connections were added between them (Figure 2.1A,B). The parameters
defining intercluster connections include the following: (1) the percentage of excitatory
neurons in the upstream cluster (“Pre”) that project to the downstream cluster (“Post”), (2)
the percentage of excitatory neurons in the downstream cluster that receive connections
from the upstream cluster, and (3) the number of connections per upstream projecting
neuron (Figure 2.1A). We randomly selected neurons in the upstream network to connect
to randomly selected neurons in the downstream cluster. The synaptic weights for these
connections were selected from the weight distribution of the upstream cluster. Intercluster
conduction delays were chosen from a uniform distribution in the range of 10 ± 2 ms. This
delay corresponds to a separation distance between the two clusters of 2-3 mm. Finally,
we maintained the total number of inputs on each excitatory neuron by removing
intracluster connections to ensure activity-related results are due to the two-cluster
architecture and not to a change in the number of inputs a neuron receives. In a subset of
simulations, we compared our results in non-degree controlled and output-degree
controlled networks, finding no significant differences between their baseline
synchronization behavior. In order to best interpret changes in activity and avoid an
unrealistic number of connections, we proceeded with input-degree controlled simulations.
Accordingly, we limited the potential number of intercluster connections such that the
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downstream neurons must receive > 50% excitatory inputs from the downstream
population.
To characterize the structural changes with more detail, we identified six
subpopulations within the two-cluster topology (Figure 2.3E). There is a total of four
excitatory neuron populations defined based on cluster membership (Cluster 1 =
presynaptic OR Cluster 2 = postsynaptic) and whether the neurons have intercluster
connections. Neurons sending intercluster connections in the upstream or presynaptic
cluster are referred to as the Inter Pre subpopulation. Neurons with intracluster
connections only in the presynaptic cluster are the Intra Pre subpopulation. Those
receiving intercluster connections in the downstream or postsynaptic cluster are the Inter
Post neurons. Finally, neurons with intracluster connections only in the downstream
cluster are the Intra Post subgroup. There are also two inhibitory neuron populations, one
per cluster. These are referred to as Inhib Pre and Inhib Post. We focused our analysis
predominantly on the excitatory subpopulations because these are the neurons that may
have intercluster connections and, thereby, shape synchronization. (See Results and
Figure 2.3 for additional detail.)

Dynamics and Neural Activity
Neuron activity was modeled via a system of differential equations, which describe
the membrane potential and the recovery potential (Gabrieli, Schumm, Parvesse, &
Meaney, 2019; Izhikevich, 2003; Izhikevich & Edelman, 2008; Izhikevich, Gally, &
Edelman, 2004; Wiles et al., 2017). The dynamic equations are as follows:
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𝑣 ′ = .04𝑣 2 + 5𝑣 + 140 − 𝑢 + 𝐼

Equation 2.2

𝑢′ = 𝑎(𝑏𝑣 − 𝑢)

𝑖𝑓 𝑣 ≥ 30 𝑚𝑉, 𝑡ℎ𝑒𝑛 {

Equation 2.1

𝑣=𝑐
𝑢 = 𝑢+𝑑

Equation 2.3

Where v is the membrane potential in millivolts, and u is the recovery variable. I is the
current and includes both synaptically driven and noise currents. The parameters a, b, c,
and d shape the neuron spiking behavior. These parameters were used to create regularspiking excitatory neurons and fast-spiking, low-threshold inhibitory neurons, according to
Izhikevich 2003 (Izhikevich, 2003).
The model also incorporated primary ionic currents through AMPA and GABA
receptors, which drove synaptic-based activity. As in our previous work (Gabrieli et al.,
2019), the networks were driven with a contribution of 1 Hz noise according to a gamma
distribution (k, θ = 2, ½) (Izhikevich & Edelman, 2008; Wiles et al., 2017). When neurons
fired, the action potential propagated along synaptic connections with a delay depending
on the distance the signal must travel. Neurons were desensitized to repeated action
potential inputs at 40% attenuation (τ=150 msec).
Our model also featured spike timing dependent plasticity (STDP) in connections
between excitatory neurons, according to the following equation:
𝑡𝑝𝑜𝑠𝑡 − 𝑡𝑝𝑟𝑒
𝐴+ (𝑤) exp (−
)
𝜏
∆𝑤(𝑤) = {
𝑡𝑝𝑜𝑠𝑡 − 𝑡𝑝𝑟𝑒
𝐴− (𝑤) exp (−
)
𝜏
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𝑖𝑓 𝑡𝑝𝑜𝑠𝑡 − 𝑡𝑝𝑟𝑒 > 0
Equation 2.4

𝑖𝑓 𝑡𝑝𝑜𝑠𝑡 − 𝑡𝑝𝑟𝑒 ≤ 0

Where w is the weight of the connection between two neurons. A+ and A- set the maximum
magnitude of synaptic change. τ is the plasticity time constant and equal to 20 ms. Finally,
tpre and tpost are the timing of pre- and post-synaptic spikes. By the process of STDP,
synapses are strengthened when the post-synaptic neuron fires closely after receiving an
input from the presynaptic neuron (Effenberger, Jost, & Levina, 2015; Song et al., 2000).
If, instead, the post-synaptic neuron fires before receiving a signal from the presynaptic
neuron, the synapse is weakened (Effenberger et al., 2015; Song et al., 2000). This
process is believed to contribute to learning and memory and to enable entrainment of
information into neuronal networks (Song et al., 2000).
Convergence studies were performed by conducting a 24-hour simulation and
measuring the aggregate change in connectivity weights at each minute over the 24 hours
of simulation time. The network connectivity reached stable convergence after 90 minutes.
Therefore, we ran all simulations for two hours to allow adequate time for network activity
and synaptic weights to stabilize. All activity and network measures were collected in the
final 5 minutes of simulation time.
To determine synaptic strength parameters used in subsequent simulations, we
tested all combinations of excitatory and inhibitory strength available with our model.
Given the range of firing rates observed, we then selected one set of strength parameters
each for approximately 4, 5, and 6 Hz. (See Figure A.1 in Appendix A.)
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Analysis Metrics
Indeed, there are many ways to measure neural synchronization, ranging from
phase locking to different forms of correlation, depending on the relevant time and spatial
scales (M. R. Cohen & Kohn, 2011; Narayanan & Laubach, 2009; Varela, Lachaux,
Rodriguez, & Martinerie, 2001). Here, synchronization of activity between the upstream
and downstream clusters was evaluated as a time-based correlation because this
methodology incorporated both activity timing and magnitude and was effective for our
purposes. That is, we sought to precisely measure the extent to which the population-wide
spike density of the downstream cluster matched that of the upstream cluster across
minutes of simulated activity. To do so, spiking activity was summed for all neurons of
each cluster every millisecond and smoothed with a 50 ms window averaging filter. A filter
size of 50 ms was used because it corresponds to an intermediate temporal range of
neural activity. This yielded an aggregate, smoothed signal for each cluster (Figure 2.1C).
A time-based correlation was then computed between these two signals and used as a
proxy for synchronization.
The rhythmic oscillations of network activity were analyzed with a similar aggregate
signal approach. Spike counts were collected in 1 ms bins, and the resulting signal was
then smoothed using a moving average filter (10 ms window) to produce a measure of
temporal change in the network spiking activity. The magnitude (height) of the high activity
periods (peak prominence ≥ 1) was calculated to represent the relative activation level of
the network. The height of each activity peak was normalized by the number of neurons
to yield a fraction, and these magnitudes were averaged to obtain a single value for each
simulation. In addition, this smoothed, aggregate signal was analyzed in the frequency
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domain using Welch’s method to generate the power spectral density. The power ratio
was computed as the ratio of power in a high frequency band (10-17 Hz) over the power
in a low frequency band (1-4 Hz). To identify these bands, we found the highest two peaks
in the frequency spectra for all networks considered and determined the range for these
two dominant peaks across all spectra. (See Figure A.2 in Appendix A for more detail and
representative spectra for baseline networks.)

FIGURE 2.1 | Overview of modeling microcircuit synchronization. (A) Two microcircuits
(Cluster1, Cluster2), each composed of 800 excitatory and 200 inhibitory neurons, were coupled
by connecting some outputs of selected neurons in upstream Cluster 1 to neurons in downstream
Cluster 2. These projections are termed intercluster connections. All neurons were also connected
to other neurons within the same cluster via intracluster connections. The relative fraction of
neurons in Cluster 1 that sent outputs to Cluster 2 varied from 5% to 95% of the excitatory neuron
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population in Cluster 1. Similarly, a range of excitatory neurons in Cluster 2 were targeted by these
outputs (5%-95% of excitatory neurons in Cluster 2). The number of intercluster connections from
each projecting neuron in Cluster 1 ranged from 1 to 50 downstream connections. (B) A
connectivity matrix of the overall network topology shows intercluster connections between
excitatory neurons in the bottom left quadrant. To mimic in vivo connectivity patterns over long
distances, only excitatory neurons projected outputs from Cluster 1 to excitatory neurons in Cluster
2. (C) Neurons were modeled using the Izhikevich integrate-and-fire formulation. Each simulation
achieved a stable firing pattern before activity was analyzed. Raw neuron activity (raster plot) was
summed into an aggregate activity trace (solid, oscillating lines) for each cluster and smoothed.
Synchronization between the two clusters was calculated as a time-based correlation for 5 minutes
of data. In this equation, ρ is correlation, C1 is Cluster 1, C2 is Cluster 2, μ is the mean, σ is the
standard deviation, and N is the sample size or number of timesteps.

We used network control theory to identify potentially important roles for subgroups
of neurons in the network. Network control theory uses the concept of controllability to
identify control points in a network for driving the network to alternative activity states. For
example, in the brain, this could mean switching between states of daydreaming and
active learning (Gu et al., 2015). Two mechanisms of control are average and modal.
Nodes with high average controllability are predicted to be important for driving the
network to nearby, easy-to-reach states (Gu et al., 2015). In contrast, nodes with high
modal controllability are predicted to drive the network to difficult-to-reach states (Gu et
al., 2015). (See Figure A.3 in Appendix A for schematics.) Since the metric relies on the
underlying network connectivity to theoretically predict functional roles of nodes,
controllability attempts to unite both network structure and function. Using established
methods (see Wiles, 2017 for derivations) (Gu et al., 2015; Wiles et al., 2017), we
calculated both average and modal controllability for each neuron in the network. The raw
controllability values were then rank ordered such that 1 is the neuron with lowest
controllability and N is the neuron with highest controllability.
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Injury
To assess the impact of injury to the synchronization of these two neuronal
populations, we selected a generic high correlation and moderate correlation network for
further analysis. After each network ran for 2 hours of simulation time to achieve stable
synchronization levels, neurodegeneration was simulated by removing neurons and all
their connections from the network. With our interest in testing whether the controllability
of a specific neuron was important to overall network synchronization, we first deleted
neurons with the highest controllability ranking. We focused on deleting neurons with a
specific structural subtype (see above Methods for detailed definitions), such that neurons
were targeted from a single subtype for each injury simulation. For comparison, we deleted
the same number of neurons randomly, again by subtype, in separate simulations and
compared these results to the targeted deletion approach. After neurons were removed,
we ran the simulation for another 2 hours to stabilize connectivity weights before analyzing
neural dynamics in the final five minutes of the simulation period.

Statistical Analysis
One-way ANOVA was applied to compare the average strength of structural
subtypes. A repeated measures model was used to differentiate neuron subpopulations
based on nodal network measures. The Tukey-Kramer Test was applied post-hoc for
multiple comparisons where relevant. To determine the effects of injuring different
neuronal subtypes, we used paired Student’s t-test to compare to uninjured baseline
measures. Bonferroni corrections were used to determine significance when noted.
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RESULTS

Unidirectional Connection of Two Neuronal Clusters
With our interest in studying how two independent neural circuits synchronize and
change after injury, we first studied the physical connectivity requirements for two neural
circuits to synchronize their activity. We added unidirectional connections from an
upstream Cluster 1 to downstream Cluster 2 (Figure 2.1A,B) to understand the impact of
intercluster connections on network dynamics, namely synchronization (Figure 2.1C). In
general, we observed two phases: (1) a rapidly increasing linear phase of increasing
synchronization at low levels of intercluster connection and (2) a more gradually increasing
plateau phase at high levels of intercluster connection. We tested different combinations
of basal firing rates in Cluster 1 and Cluster 2 and found that these results held for all
conditions (Figure 2.2C). Furthermore, we examined a subset of simulations with 30%
inhibitory and 70% excitatory neurons and, again, found this consistent synchronization
behavior. (See Figure A.4 in Appendix A.) Importantly, the activity correlation was
significantly related to the amount of connections between the two clusters. Using the
completely decoupled state of the circuits as the starting point (proportion of excitatory
inputs = 0), we found the synchronization level below 0.09 increased rapidly with more
intercluster connections (linear regression, Y = 7.53X + 0.10, R2=0.78, p<10-5). Above a
physical coupling level of 0.09, the synchronization levels were also significantly correlated
with the proportion of intercluster inputs, however more gradually (linear regression,
Y = 0.66X + 0.58, R2=0.77, p<10-5). The transition between these two phases occurred
around 9% of inputs and was found by determining a cutoff that would produce
approximately equal goodness of fit (R2 values) for both phases. The intersection between
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the transition point (0.09) and the gradual phase regression line was used to set a
threshold for identifying high correlation networks (correlation>0.65). We observed
relatively modest coupling was required to cause a significant change in synchronization,
learning that the downstream cluster needed only 0.3% of inputs from the upstream cluster
to significantly change synchronization from baseline (Control networks with 0 intercluster
connections: correlation = -0.008 ± 0.006 vs. Networks with 0.3% connection:
correlation = 0.025 ± 0.010; paired Student’s t-test, p = 0.002). For thoroughness, we
investigated correlated activity within the excitatory populations of each cluster with similar
methodology, finding that Cluster 1 populations (Inter Pre and Intra Pre) are correlated at
0.98 ± 0.01 and Cluster 2 populations (Inter Post and Intra Post) are correlated at
0.86 ± 0.09. This result verifies that the two follower populations in the downstream cluster
remain coordinated with one another despite our removal of some intracluster connections
due to input-degree control.
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FIGURE 2.2 | Two microcircuits synchronize activity with relatively few intercluster
connections. (A) Microcircuits were modeled as two distinct populations of neurons. They were
coupled by progressively increasing the proportion of excitatory inputs received by Cluster 2 (C2)
from the upstream Cluster 1 (C1). A low proportion of excitatory inputs was associated with low
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activity correlation between the microcircuits. A representative raster plot of neural activity in both
microcircuits shows that periods of high and low activity were not coordinated across the two circuits
at low correlation (correlation<0.45). (B) In comparison, periods of high and low activity frequently
occurred at the same time when the circuits were highly correlated (correlation>0.65). (C)
Increasing the proportion of inputs to one microcircuit (C2) from another (C1) led to a rapid increase
in synchronization. We considered three regions of synchrony: low (correlation<0.45; blue region),
moderate (0.45<correlation<0.65; purple region), and high (correlation>0.65; green region).
Legend indicates the average firing rates of neurons in each microcircuit when correlation is
computed. (D) While the correlation between the two clusters increased with more intercluster
connections, the two clusters maintained independent firing rates (t-test; p<10-5). While the
correlation between the two microcircuits increased with more physical connections between them,
average firing rates of neurons in each microcircuit were significantly different from each other
(Student’s t-test; p<10-5). (E) The magnitude (fraction of network participating) of the high activity
oscillations continued to increase with more intercluster connections, showing a strong positive
correlation (linear regression, R2 = 0.78, p<10-5). The dashed line marks the baseline level of the
null model, which has no intercluster connections. The intersection between the baseline and the
regression line is marked with a red star.

In addition to synchronization, another important feature of activity in the neural
circuits was the rhythmic oscillations of high and low activity that would appear under
normal conditions. We converted the signal to the frequency spectrum (Figure 2.2A,2B)
to characterize these rhythms and found oscillations of 12.6 ± 0.5 Hz in our uninjured
networks. (See also Figure A.2 in Appendix A.) Unlike synchronization, which plateaued
above a specific proportion of intercluster connections, we observed that the rhythmic
oscillations continued to include more neurons (higher magnitude) as the coupling of the
networks increased (Figure 2.2E). Peak magnitude showed a strong positive correlation
with the proportion of excitatory inputs into Cluster 2 that originate in Cluster 1 (linear
regression, Y = 0.051X + 0.075, R2=0.78, p<10-5). We tested whether these changes in
synchronous, rhythmic activity were correlated with altered firing rates; however, we found
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no corresponding change in the average firing rates of the excitatory neurons in the
network (Cluster 1: 6.4 ± 0.1 Hz vs. Cluster 2: 3.5 ± 0.4 Hz; paired Student’s t-test, p<10-5)
(Figure 2.2D). Therefore, the observed increase in correlation depended on a temporal
shift in activity in Cluster 2, not increased activity.
With this clear change in synchronization that appeared as the network adapted
with spike-timing-dependent plasticity, we next asked what sort of commensurate changes
occur in the structural network to facilitate the observed synchronization. We expected
that developing synchronous activity would necessitate strong intercluster connections. It
is well known that the spike-timing-dependent plasticity model implemented in our
networks will lead to a bimodal synaptic weight distribution (Song et al., 2000), and we
also saw a similar result in our stabilized networks (Figure 2.3A,B). From this distribution,
we defined high strength connections as strengths greater than 50% of the maximum
(normalized strength>0.5) and saw that a significantly higher fraction of intercluster
connections were high strength than upstream intracluster outputs (intercluster:
0.822 ± 0.007 vs. intracluster: 0.521 ± 0.001; paired Student’s t-test, p<10-5). In addition,
the proportion of high strength intercluster connections increased rapidly and persisted for
the duration of the simulation (Figure 2.3C). This remained true whether the network
displayed high, moderate, or low levels of synchronization. Not only was the proportion of
high strength intercluster connections stable, these connections themselves were highly
stable. Among them, only 0.08 ± 0.04% change per minute was observed in the last 30
minutes of simulation time. As more intercluster connections were added (i.e. the
proportion of excitatory inputs to downstream Cluster 2 from upstream Cluster 1
increased), the proportion of high strength intercluster connections decreased (linear
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regression, R2=0.58, p<10-5) (Figure 2.3D). At low synchronization, when there were few
intercluster connections, a larger proportion of those connections were high strength. As
more intercluster connections were added, synchronization increased (Figure 2.2C), and
the proportion of high strength intercluster connections decreased (linear regression,
R2=0.58, p<10-5) (Figure 2.3D). This suggests redundancy at maximal levels of coupling
since it is unnecessary for as many connections to have high strength to achieve high
synchronization.
Given the high strength intercluster connections, we considered whether
intercluster projecting neurons (Inter Pre) are strong overall. To determine whether that
was true, we assessed the average output strength of each excitatory population. The
output strength of each neuron was summed and normalized by the total number of
outputs. Contrary to our expectation, the Inter Pre population did not have high strength
outputs as a whole, indicating that the outputs of these neurons to other neurons within
the upstream population are rather weak. Instead, downstream neurons receiving
connections from the upstream cluster (Inter Post) had significantly higher average output
strength than other populations did (one-way ANOVA, p<10-5) (Figure 2.3F). Interestingly,
upstream neurons with no downstream projections (Intra Pre) showed significantly lower
average output strength than did the intercluster populations (one-way ANOVA, p<10-4)
(Figure 2.3F). Notably, the Intra Pre neurons also had the least variance in strength, which
suggests they respond minimally to the addition of intercluster connections (Figure 2.3F).
Since the Intra Pre neurons also display relatively weak outputs, these findings show that
Intra Pre neurons are the most isolated subpopulation and likely function primarily as
drivers of activity in the upstream cluster.
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FIGURE 2.3 | Intercluster connections become strong connections. (A) Within either
microcircuit, synaptic strength showed a bimodal distribution that is consistent with previous
simulations that incorporate plasticity-based changes in synaptic strength. Once connections were
made between the circuits, intercluster connections from Cluster 1 to Cluster 2 predominantly
increased in synaptic strength. The proportion of strong intercluster connections is defined as the
fraction of intercluster connections that have strength greater than half the maximum strength

39

(marked by dashed vertical line in histograms). For a moderate correlation network, the proportion
of strong connections was higher at the end time that at the start time. (B) Similarly, for a high
correlation network, the proportion of strong connections increased from the start time to the end
time. (C) The proportion of strong intercluster connections (strength>half maximum) increased as
the simulation settled, and this proportion remained stable over time for all connected networks. In
this representative example, the final proportion was significantly higher in low and moderate
correlation networks than in high correlation networks (ANOVA with Tukey post-hoc comparison,
p<0.001). (D) The proportion of strong synaptic connections between microcircuits depended on
the proportion of excitatory inputs. As the number of intercluster connections increased, the
proportion of strong intercluster connections decreased (linear regression, R2 = 0.58, p<10-5). The
null model has 0 intercluster connections and, thereby, 0 strong intercluster connections (marked
by red star). (E) We define four excitatory neuron subtypes in this architecture based on their
participation in intercluster connections and two inhibitory neuron subtypes. (F) The Inter Post
neurons had higher average output strength than the other excitatory subtypes (ANOVA with Tukey
post-hoc comparison, p<10-4).

Controllability in Connected Microcircuits
At this point, we knew that the network synchronized and adapted structurally.
However, we did not know how this architecture might be described with higher level
network metrics, and specifically, whether the neuron subtypes we defined could be
identified with these metrics. In network science, there are many measures that
characterize nodal importance and identify nodes as influential under different
circumstances. One such nodal property, betweenness centrality, describes how often
paths between two nodes in the network must pass through a given node. High
betweenness centrality indicates that node is an important connector between other
nodes. Commonly called hubs, nodes with high betweenness centrality are often affected
after TBI due to axonal injury (Fagerholm et al., 2015). A second nodal property,
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controllability, predicts the importance of nodes for driving the network to a different
energetic state. We examined two mechanisms of control – average and modal, which
describe the ability to access easy-to-reach and difficult-to-reach states respectively. We
were interested in how the network control points identified by average and modal
controllability reflected the known dynamics of the system, namely synchronization. From
all tested combinations of a 6 Hz Cluster 1 projecting to 4 Hz Cluster 2 (Figure 2.2C), two
representative networks (one each for moderate and high synchronization) were selected
for this analysis, though similar results were found for a more extensive sample of
networks.
We found that controllability and betweenness centrality reveal distinct phenotypes
in this two-cluster architecture that mirror the subtypes we know to exist and previously
defined (Figure 2.4). The subtypes with intercluster connections (Inter Pre and Inter Post)
had the highest betweenness centrality, underscoring their integral position in the network.
Any signal passing from Cluster 1 to Cluster 2 must pass through Inter Pre and Inter Post
neurons. The betweenness centrality of these populations decreased as more intercluster
connections were added and the correlation of the network increased (Figure 2.4B,C). In
contrast to betweenness centrality, controllability did not show a relationship with
correlation (Figure 2.4B,C). In general, populations in the downstream cluster had higher
controllability than populations in the upstream cluster. This result indicates that targeting
the downstream cluster would be a more effective way to change the network state than
targeting the upstream cluster. For the hypothetical example of attempting to change the
network state by breaking synchronization, exogenous stimulation applied to the
downstream cluster would likely be a more effective strategy because the upstream cluster
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is the driver while the downstream cluster is the follower. Controllability does depend on
the strength of connections, so while this was generally the case, we did identify a network
in which the upstream cluster had higher controllability. Overall, the subtypes showed
minimal overlap in controllability, which emphasizes the distinct roles neuronal subtypes
play in this two-cluster topology. Notably, average and modal controllability show similar
trends, suggesting that the same populations would be important for driving the network
to both easy-to-reach and difficult-to-reach states. Using a repeated measures model with
Tukey-Kramer post-hoc test for multiple comparisons, we found for high correlation
networks all comparisons were significant (repeated measures model with Tukey-Kramer
post-hoc, p<10-4) except for Inter Pre vs. Intra Post (Figure 2.4C). For moderate correlation
networks, all subtypes were significantly different (repeated measures model with TukeyKramer post-hoc, p<10-4) with the exception of Inhib Post vs. Inhib Pre (p=0.075).
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FIGURE 2.4 | Controllability and betweenness centrality reveal phenotypes of neuron
subtypes. (A) Legend for subsequent panels. (B) Controllability and betweenness centrality
differentiated the neuronal subtypes for all correlation levels. All subtype comparisons were
significant (repeated measures model with Tukey-Kramer post-hoc, p<10-4) with the exception of
Inhib Post vs. Inhib Pre (p=0.075). (C) All subtype comparisons were significant (repeated
measures model with Tukey-Kramer post-hoc, p<10-4) with the exception of Inter Pre vs. Intra
Post. Ovals are centered at the group mean and represent 50% of the group standard deviation.
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Injuring Highly Controllable Neurons by Subtype
Given the emergence of nodal subtypes, we sought to better understand their
functional roles by implementing a scheme of targeted neurodegeneration in which we
removed neurons from the network. Neurons were selected from one subtype at a time to
compare the effect of their removal on synchronization and activity oscillations. Since
controllability is believed to link structure and function, enhancing the likelihood of activity
changes due to damage, we interrogated the functional influence of removing highly
controllable neurons. This is in contrast to previous work in which highly controllable
neurons are stimulated (Betzel, Gu, Medaglia, Pasqualetti, & Bassett, 2016; Gu et al.,
2017; Kim et al., 2018; Muldoon et al., 2016). We hypothesized that removing the most
controllable neurons within a given subtype would be more detrimental to network function
than removing random neurons from that subtype. The distributions of output weights from
removed neurons vs. remaining neurons of the same subtype are still bimodal; however,
for some cases of controllability-based removal, the removed neurons have many
connections of relatively low output strength (Figure A.5 in Appendix A). The
representative high and moderate correlation networks used for our controllability analysis
were also used in these studies (N=5 networks per type). Low correlation networks were
excluded because the baseline synchronization level could not drop further as a result of
injury. We tested three injury levels (25%, 50%, and 75% removal) for each excitatory
subtype (Inter Post, Inter Pre, Intra Post, and Intra Pre). While inhibitory neurons influence
local spike timing and may thereby modulate synchronization indirectly, excitatory neurons
directly affect synchronization and adapt according to STDP in our model. Thus, we
focused our injury on excitatory subtypes. Finally, we found that the intercluster connection
weights continued to follow the distributions shown in Figure 2.3A,B with predominantly
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strong connections (Figure A.6 in Appendix A). Therefore, our subsequent analysis
emphasizes the effects of injury on network activity.
We found that synchronization in high correlation networks was robust. When
neurons were targeted according to their controllability ranking (average or modal), no
level of deletion for any subtype reduced synchronization below the threshold for high
synchronization (0.65 as determined in Figure 2.2C) (Figure 2.5A). We used paired t-tests
with Bonferroni correction for multiple comparisons to evaluate each set of damaged
networks compared to baseline uninjured networks. While there were a few significant
decreases in synchronization (75% injury to Inter Pre neurons differed significantly from
baseline for all targeting methods; p<0.0014 for all), high correlation networks remained
high correlation networks post-injury, with a single exception (Figure 2.5A). The one
exception is random targeting of upstream neurons with intercluster connections (Inter
Pre) at the highest injury level: 75% deletion yielded 0.6 ± 0.05 correlation. In addition, we
found that networks with damaged Inter Pre populations differed from one another based
on the targeting strategy. Average and modal controllability targeting methods both
differed from random deletion (ANCOVA with Bonferroni correction, p<0.001); however,
they did not differ from one another (p>0.8). Lastly, we tested correlated activity within
each cluster and found that intracluster correlations remain high after injury (Cluster 1:
0.97 ± 0.04 and Cluster 2: 0.86 ± 0.07).
In contrast, the moderate correlation networks revealed a marked, dosedependent vulnerability when the Inter Pre subtype (upstream neurons that send
intercluster projections) was damaged (Figure 2.5B). While the changes were more
modest than for Inter Pre, targeting the Inter Post population (downstream neurons that
45

receive intercluster projections) also produced a dose-dependent decrease in
synchronization. When comparing the results of Inter Pre deletion across the three
methods, average and modal controllability-based deletion differed significantly from
random (ANCOVA with Bonferroni correction, p<0.008) but not from each other (p>0.8).
As for high correlation networks, intracluster correlated activity remained high (Cluster 1:
0.97 ± 0.03 and Cluster 2: 0.83 ± 0.06). For moderate correlation networks, we observed
both significant decreases and increases in synchronization compared to baseline for all
three targeting methods (paired t-test with Bonferroni correction, p<0.0014) (Figure 2.5B).
Notably, when Intra Post neurons were targeted, the resulting correlation increased. This
is likely because achieving high synchronization is easier when there are fewer
downstream neurons without direct inputs from the upstream cluster. In total, these results
reveal a malleability of the synchronization of moderate correlation networks. Targeted
injury could drive the network toward a state of either higher or lower synchrony.
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FIGURE 2.5 | Synchronization protects against damage to microcircuits. (A) Most highly
synchronized networks (correlation>0.65; green line marks threshold for high correlation)
maintained high correlation when neurons from specific populations were deleted from the network.
The dashed gray line denotes the baseline correlation prior to injury. Some injured networks
remained high correlation while having significantly lower synchronization as compared to baseline
(one-sided paired t-test, Bonferroni corrected, p<0.0014). (B) In comparison, networks with
moderate correlation (0.45<correlation<0.65) prior to injury were more likely to change
synchronization level after injury. The most harmful deletion strategy was targeting excitatory
neurons from Cluster 1 that send projections to Cluster 2 (the Inter Pre subtype). The green line
marks the threshold between moderate and high correlation networks (0.65). The purple line marks
the threshold between low and moderate correlation networks (0.45). (See Figure 2.2). The gray
dashed line marks the baseline correlation prior to injury. Many injury networks had significantly
higher or lower correlation as compared to baseline (paired t-test, Bonferroni corrected, p<0.0014).
Damaging Inter Pre neurons decreased synchronization while damaging Intra Post neurons
increased synchronization.
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While injury predominantly did not impact the synchronization of high correlation
networks, we observed that the oscillation pattern of the high activity periods changed
(Figure 2.6A,B). Therefore, we turned to the frequency spectrum to evaluate these
rhythms. In undamaged networks, we routinely observed two prominent peaks in the
power spectrum, corresponding to two primary oscillation frequencies that existed in the
network activity (10-17 Hz and 1-4 Hz; See Methods, Figure 2.2A,B, and Figure A.3 for
further detail). The baseline power ratio between these two frequency bands (power in
10-14 Hz over power in 1-4 Hz) in high correlation networks was 2.6 ± 0.1 (N=5). High
correlation networks showed a rapid decline in this power ratio following selective damage
to the Inter Pre population (paired t-tests with Bonferroni correction, p<0.0014 for 50% and
75% injury for all selection strategies) (Figure 2.6C). A decrease in power ratio indicates
a reduction in high frequency components of the activity signal. As we observed for
correlation post-injury, average and modal controllability-based deletion differed from
random deletion of the Inter Pre subtype (ANCOVA with Bonferroni correction, p<0.005)
but did not differ from one another (p>0.8). Of note, this decrease in high frequency signal
occurs across both clusters (Figure 2.6A) and suggests that the upstream cluster is unable
to generate higher frequencies. Since the upstream cluster serves as the driver for high
correlation networks, the downstream cluster depends on receiving input from the
upstream cluster. After adapting with STDP, these networks appear to prioritize
synchronization over more varied frequency information.
The power ratio of moderate correlation networks varied after targeted
neurodegeneration. The baseline power ratio for moderate correlation networks was
2.1 ± 0.1 (N=5). Removing non-projecting neurons from the upstream cluster (Intra Pre)
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significantly reduced the power ratio for all targeting methods (paired t-tests with
Bonferroni correction, p<0.0014) (Figure 2.6D). This effect was more pronounced in
response to controllability-based deletion. In contrast, removing neurons in the
downstream cluster that lacked intercluster connections (Intra Post) increased the power
ratio (significant at the 75% level with random or modal controllability-based removal;
paired t-tests with Bonferroni correction, p<0.0014) (Figure 2.6D). The power ratio was
most resilient to damage in the downstream population with intercluster input (Inter Post).
Of note, the power ratio increased when the Inter Pre subtype was injured at the 75% level
despite these same networks showing a decrease in correlation (Figure 2.5B). Here, the
frequency of high oscillation periods in Cluster 1 decreased while Cluster 2 retained higher
frequency (Figure 2.6B). Thus, for the aggregate network activity, frequency was high
while correlation was low. In this case, the results of removing Inter Pre neurons were not
significantly different by targeting method.
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FIGURE 2.6 | Highly synchronized networks are prone to large decreases in power ratio after
injury. (A) A raster plot and corresponding frequency spectrum of an injured network with high
correlation and low power ratio. The blue overlays mark the portions of signal that contribute to the
power ratio calculation. (B) A raster plot and corresponding frequency spectrum of an injured
network with low correlation and high power ratio. The blue overlays mark the portions of signal
that contribute to the power ratio calculation. (C) Removing Inter Pre neurons in a high correlation
network reduced the power ratio at deletion levels 50% and above for all selection methods (paired
t-test, Bonferroni corrected, p<0.0014). The dashed gray line marks the baseline power ratio prior
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to injury. (D) Removing neurons in a moderately correlated network had variable effects. In most
cases, networks had modest, though significant, reductions in the power ratio; however, there were
also injured networks with higher power ratio than they had at baseline (paired t-test, Bonferroni
corrected, p<0.0014). Increased power ratio was typically observed after damage to Intra Post
neurons whereas decreased power ratio was common after damage to other subtypes.

DISCUSSION

Summary
In this work, we were interested in how the coherence of two model microcircuits
was established by connecting one population to another. We were also interested in
determining whether specific neuronal subpopulations would be more influential in
changing the dynamics of these coupled circuits after traumatic injury. We found that the
two clusters synchronized with relatively few intercluster connections. In addition,
intercluster connections became significantly stronger than did those among neurons
within each microcircuit, indicating that they are high priority connections within the
network. Finally, we employed targeted neurodegeneration to explore the influence of
neuron subtypes on overall network behavior and showed that neuron controllability did
not strongly influence injury response. However, neurons linking the two microcircuits
were critical for maintaining both the broad power spectrum of activity communicated
between the two networks and the coherence of this communication. Together, the results
of targeted neurodegeneration reveal that densely connected microcircuits are resilient
and highly reliable, even when injured, but these benefits may come at the cost of reduced
signal flexibility (Figure 2.7). Conversely, moderately coupled microcircuits are more
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flexible than their densely coupled counterparts. However, because these networks have
fewer intercluster connections, they are less resilient and may suffer greater effects of
isolation after damage (Figure 2.7).

FIGURE 2.7 | Summary comparison between high and moderate correlation networks. In the
schematics showing network topology, black circles represent excitatory neurons, and light gray
circles represent inhibitory neurons. Not shown are the connections between them. Arrows
between clusters stand for intercluster connections between excitatory neurons. Thicker arrows
indicate stronger connections.
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Limitations
There are several assumptions we made throughout these studies. First, we used
generic excitatory and inhibitory neurons based on the Izhikevich integrate-and-fire
neuron model (Izhikevich, 2003). These model neurons are simplistic but versatile, wellverified, and adequate for our purposes. Several past studies employed these models to
study polychronous neural computation (Izhikevich, 2006), autaptic neuronal connections
(Wiles et al., 2017), and dopaminergic modulation of brain oscillations (Kobayashi,
Shimada, Fujiwara, & Ikeguchi, 2017). Second, we implemented only AMPA and GABA
receptor currents as well as one type of plasticity (STDP). Although adding additional
receptors or dynamics could affect the precise timing of neuron activation, these changes
would not likely impact our broad findings, which indicate synchronization is a robust
phenomenon in a unidirectional architecture. These simplifications were also made
deliberately to produce a realistic, yet efficient and tractable, neuronal network model. A
third simplification we made was connecting the two clusters by unidirectional connections
only. It is often assumed that brain regions are reciprocally connected in diffusion
tractography or functional MRI (Buckner et al., 2009; Bullmore & Sporns, 2009; Cabral,
Hugues, Sporns, & Deco, 2011; Jessica S. Damoiseaux & Greicius, 2009; Fagerholm et
al., 2015; A. Horn, Ostwald, Reisert, & Blankenburg, 2014; Nakamura et al., 2009;
Rubinov & Sporns, 2011). Our goal was to build a more principled view of how groups of
neurons interact to produce a composite network signal. To do so required beginning with
a simplified architecture. Moreover, this unidirectional architecture does appear in larger,
network-based descriptions of the brain. For example, the hippocampus is predominantly
unidirectionally connected (Hummos, Franklin, & Nair, 2014; Wheeler et al., 2015), and
other structures like the hypothalamus have a combination of bidirectional and
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unidirectional pathways, including afferent inputs as part of the sensory circuitry and
outputs to the brainstem (Card & Swanson, 2013; Lechan & Toni, 2000). Given these
limitations, however, we plan to pursue more complex and anatomically accurate network
topologies in future work. In particular, it would be interesting to combine more diverse
and specific neuron types with known connectivity features of anatomical regions like the
hippocampus.

The Role of Synchronization in Brain Networks and TBI
In healthy brain networks, it is known that synchronization or coherence between
distant brain regions is important for functions like attention, learning, and memory
(Clayton, Yeung, & Kadosh, 2015; Dü Zel et al., 2010; Fries, 2015; Hanslmayr, Staresina,
& Bowman, 2016). Typically, coherence is discussed at the scale of whole brain imaging,
such as fMRI BOLD, which has a temporal resolution on the order of seconds (Logothetis
& Wandell, 2004). With this resolution, there are nuances of activity patterns which may
not be observed, and synchronization remains important at intermediate spatial and
temporal scales. Nonetheless, due to experimental constraints, early studies about local
networks and neuron response focused on firing rate (Barlow, 1972; Newsome, Britten, &
Movshon, 1989). Currently, with improved technology for measuring activity in multiple
neurons or regions simultaneously (multielectrode arrays, in vivo calcium imaging), there
is a growing emphasis on understanding the correlation of activity among neurons (M. R.
Cohen & Kohn, 2011). There is an interest in what correlation might encode in comparison
to firing rate alone and what it might mean at various timescales (M. R. Cohen & Kohn,
2011). It is valuable to consider how complex patterns may combine to generate the
activity observed at larger spatial scales and longer time scales. This work aims to
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examine this phenomenon at an intermediate scale where subtle topology changes may
impact synchronization.
Our general finding that clusters of neurons synchronize with a low proportion of
intercluster connections finds support in the literature. For example, thalamic inputs are
important drivers of activity in the primary visual cortex yet account for only 5% of
synapses on cortical simple cells (Wang et al., 2010). The authors further suggest that
spike synchrony may be a critical mechanism for ensuring reliable, efficient transmission
when inputs comprise a small percentage of overall synaptic input. Within the context of
TBI, it is well-known that diffuse axonal injury and white matter damage more broadly are
associated with cognitive impairment (Blennow et al., 2016; Fagerholm et al., 2015;
Johnson et al., 2013; Sharp et al., 2011). Our current work suggests that if two brain areas
are connected with a high density of projections, a significant amount of axonal injury
(disconnection) will be needed to disrupt synchronization between these areas.
Conversely, our work also suggests a relatively rapid decline in synchronization if two
brain areas are only weakly connected and the linking connections are damaged. By
extension, our work predicts that TBI neurodegeneration is most problematic when it
impacts long-range projections between brain regions, especially when these regions are
not strongly connected. In addition to synchronization itself, our supporting result that
intercluster connections become strong, stable connections corroborates evidence in the
literature. It has been observed in dissociated cultures of hippocampal neurons that “loose
synchrony” exists at weak connectivity (Penn et al., 2016). As connectivity strength
increased, the mean phase shift between oscillations decreased as the network
converged to a common oscillation frequency characterized by synchronous periodic
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bursts (Penn et al., 2016). More broadly interpreted, these changes in synaptic strength
reinforce connections among brain areas and could protect against synchronization
deficits that occur in disease or injury.

Controllability in the Context of Neurodegeneration
Our results studying the influence of neuron controllability on intercluster dynamics
revealed a surprisingly consistent result – deleting nodes of either high average or high
modal controllability achieved the same change in network dynamics. Controllability is
frequently applied to undirected, symmetric networks at the full-brain scale (Betzel et al.,
2016; Gu et al., 2017, 2015; Muldoon et al., 2016). In general, these past studies show
that nodes with high average controllability drive the network to easy-to-reach energy
states, whereas nodes with high modal controllability push the network into hard-to-reach
states. In the brain, these types of controllability often pertain to different tasks and
networks. For instance, high modal control is associated with cognitive control regions,
and high average control is associated with the default mode network (Gu et al., 2015; E.
Tang et al., 2017). Our results, though, predominantly showed no differential effect of
deleting neurons with either high average or modal controllability. One possibility is that
easy- and hard-to-reach states are near one another on the energy landscape, so this
deletion process would produce indistinguishable results. However, our manipulation also
fundamentally differs from previous control studies in macroscale brain networks because
deleting neurons effectively subtracts energy from the system as evidenced by deficits in
both firing rate (Gabrieli et al., 2019) and frequency power after injury. These changes
indicate a global loss of energy after neurodegeneration. More often, controllability is used
in the context of stimulation or adding energy to drive the network to a different energetic
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state (Betzel et al., 2016; Gu et al., 2017; Kim et al., 2018; Muldoon et al., 2016). Prior to
neurodegeneration, our networks already exist in a stable energy basin, and subtracting
energy by removing nodes does little to drive the network towards a different state. As
such, it suggests that a priori controllability rankings may be limited in their ability to predict
dynamic network changes from degenerating neurons.

Using Multiple Metrics Enhances our Understanding of Injury Effects in Connected
Microcircuits
Whereas controllability regulates network dynamics and state transitions,
synchronization appears to operate ideally within a “sweet spot” regime. With excessive
synchronization comes dysfunction, including seizures. Excessive synchronization also
limits cognitive flexibility, an important component of switching between different task
networks. Using blood flow to detect coordinated neural activity, fMRI determines which
regions of the brain are functionally connected. Neurological diseases are known to impact
functional connectivity, variably increasing or decreasing it. In general, hyperconnectivity
is associated with cognitive dysfunction, including decreased cognitive flexibility (Mayer et
al., 2011; Pang, 2015; L. Tang et al., 2011; Venkatesan et al., 2015), an attribute that
enables the brain to attain and utilize diverse brain states (E. Tang et al., 2017). In
contrast, hypoconnectivity is related to cognitive decline due to loss of neural resources,
such as occurs in Alzheimer’s disease (Hillary et al., 2015; Sheline & Raichle, 2013). A
reasonable expectation is that traumatic injury – either from degenerating neurons or from
disrupted connections between them – will only decrease functional connectivity in the
brain. However, functional connectivity can both increase and decrease after TBI
(Bullmore & Sporns, 2009; Mayer et al., 2011; Pandit et al., 2013; Sharp et al., 2014;
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Venkatesan et al., 2015). Our work studying the degeneration of specific neurons within
each population raises an intriguing new mechanism at the cellular scale that may help
explain how TBI can promote either functional hyper- or hypoconnectivity. In our moderate
networks subjected to neurodegeneration, we observed both increases and decreases in
correlation depending on which neuron subtype was targeted. If injury affects
predominantly neurons that send connections to other regions, we can expect coherence
with those regions to decline and subsequent hypoconnectivity. We would expect a similar
decrease in functional connectivity if the projections between two different brain areas
declined, a potential effect of diffuse injury to the white matter tracts connecting these
areas. However, if neurons with primarily local connections are damaged, the diversity of
information in that region goes down and correlation increases, leading to
hyperconnectivity and reduced cognitive flexibility. To our knowledge, we are not aware
of previous work showing this bifurcating response within a single network, making this
the first study to demonstrate both higher and lower synchronization as a result of
differentially targeted injury.
Correlation, as we have defined it, is a robust metric with tight standard deviations
and high consistency among simulations. Despite this, synchronization alone does not
provide a full picture of network activity. The traditional metric of neuron firing rate also
fails to add much to this picture because it does not account for the variability in action
potential timing. Both our networks and more complex networks in vitro and in vivo develop
oscillatory patterns with periods of high and low activity. These rhythms may themselves
encode information or instead facilitate the flow of information (Sejnowski & Paulsen,
2006). In vivo oscillations contribute to many important cognitive functions, including the
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representation, consolidation, and retrieval processes of memory (Dü Zel et al., 2010;
Hanslmayr et al., 2016). Oscillations are also believed to coordinate activity in different
brain regions, dynamically shaping brain networks that have static structural connections
(Deco & Kringelbach, 2016; Dü Zel et al., 2010). The coupling is hypothesized to occur
via different frequencies. Theta-gamma coupling in the hippocampus is one well-studied
example (Colgin, 2015; Dü Zel et al., 2010; Lisman & Jensen, 2013), in which gamma
frequencies are coupled to phases of the theta signal to enable CA1 to coordinate with
the entorhinal cortex via high frequency gamma and with CA3 via low frequency gamma
(Colgin, 2015; Dü Zel et al., 2010). Similarly, coherent activity appears between the
hippocampus and prefrontal cortex during certain behaviors in rodents (Jones & Wilson,
2005; Tamura, Spellman, Rosen, Gogos, & Gordon, 2017). Thus, transmitting spike rate
information across different frequency bands allows a single region to communicate with
multiple regions or even participate in different networks simultaneously. As an
approximation of the signal properties encoded in the network, we defined a power ratio
of the total network activity. In a more complex topology, different features of the frequency
spectra may synchronize more strongly than others between two regions. Our results
indicate that weakly connected regions are more vulnerable to changes in synchronization
post-injury while highly connected regions are more vulnerable to changes in frequency,
though they may remain synchronized. As the brain is comprised of regions coupled by
varied connectivity strength, our results imply that an injured brain may show altered
synchrony or oscillation frequency between some brain regions and not others, with the
difference due to the connection strength. Moreover, both phenomena may occur
simultaneously for a given region, contributing to the response heterogeneity observed
after TBI. We also note that the high frequency components were susceptible to
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neurodegeneration, showing the largest change when upstream projecting neurons were
targeted in high correlation networks. This finding corroborates other reports of decreased
broadband power in the CA1 region of the hippocampus (Gagnon, Cottone, Adam, & Wolf,
2019; Paterno, Metheny, Xiong, Elkind, & Cohen, 2016).

Future Considerations and Conclusion
The changes in oscillatory rhythms in our model after damage lead us to consider
ways to restore the original rhythms. One possibility is stimulation of neurons within each
network, which would also enable us to further explore our insights about controllability in
the framework of injury. At a larger scale, deep brain stimulation (DBS) has been
implemented to treat neurological conditions including Parkinson’s disease (de Hemptinne
et al., 2015) and chronic pain (Owen, Green, Stein, & Aziz, 2006) by modulating
inappropriate brain activity (Kringelbach, Jenkinson, Owen, & Aziz, 2007). While it has
been used for years, the fundamental mechanisms of DBS are not well understood. In the
context of TBI, DBS has been previously proposed to restore cognitive rhythms (Pevzner
et al., 2016). At the scale of our network model, we can examine the principles of
restorative stimulation protocols as a means of reestablishing disrupted rhythms. With the
flexibility of our model, we can compare various stimulation strategies, including testing
different frequencies and targeting highly controllable neurons, to study both effectiveness
and structural network changes. Past work indicates the controllability type and rank for a
network node will affect transition states for the network when energy is injected into this
node (Betzel et al., 2016; Kim et al., 2018; Muldoon et al., 2016). As such, we expect that
nodal stimulation will function differently than nodal deletion and will allow one to
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systematically reconstruct activity oscillations and re-establish information encoding
properties across nodes in the network.
In closing, we find that a relatively simple injury, namely neurodegeneration, can
cause complex outcomes that depend on the baseline coupling of microcircuits and on the
function of damaged neurons (Figure 2.7). The communication abilities (synchronization)
and information coding capacity (frequency content) of these networks may be impaired
after traumatic injury. Densely connected microcircuits possess an inherent resilience to
synchronization-related changes after damage while moderately coupled networks are
more malleable. Our work underscores that upstream neurons sending downstream
projections are highly valuable for maintaining both synchronization and frequency
properties of the aggregate signal in a multi-regional network. More broadly, this work
raises a new dimension of heterogeneity of TBI where the pattern of cellular damage may
contribute to the specific outcome and impairment. In future work, this complexity could
be explored with a multiscale approach which integrates local, time-varying signal
information as inputs to oscillator-based models (W. H. Lee, Bullmore, & Frangou, 2017;
Váša et al., 2015) of macroscale brain connectivity. Thus, this work facilitates integrative
multiscale efforts for translating fundamental mechanisms of TBI to macroscale
consequences by establishing principles which may be applied and tested in a larger scale
model of the brain.
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CHAPTER 3: Plasticity Impairment Exposes CA3
Vulnerability in a Hippocampal Network Model of Mild
Traumatic Brain Injury
This chapter has been adapted from a submitted manuscript:
Schumm SN, Gabrieli D, Meaney DF. (2020) Plasticity impairment exposes CA3 vulnerability in a
hippocampal network model of mild traumatic brain injury. Submitted.

ABSTRACT
Proper function of the hippocampus is critical for executing cognitive tasks such as
learning and memory. Traumatic brain injury (TBI) and other neurological disorders are
commonly associated with cognitive deficits and hippocampal dysfunction. Although there
are many existing models of individual subregions of the hippocampus, few models
attempt to integrate the primary areas into one system. In this work, we developed a
computational model of the hippocampus, including the dentate gyrus, CA3, and CA1. The
subregions are represented as an interconnected neuronal network, incorporating wellcharacterized ex vivo slice electrophysiology into the functional neuron models and welldocumented anatomical connections into the network structure. In addition, since plasticity
is foundational to the role of the hippocampus in learning and memory as well as
necessary for studying adaptation to injury, we implemented spike-timing-dependent
plasticity among the synaptic connections. Our model mimics key features of hippocampal
activity, including signal frequencies in the theta and gamma bands and phase-amplitude
62

coupling in area CA1. We also studied the effects of spike-timing-dependent plasticity
impairment, a potential consequence of TBI, in our model and found that impairment
decreases broadband power in CA3 and CA1 and reduces phase coherence between
these two subregions, yet phase-amplitude coupling in CA1 remains intact. Altogether,
our work demonstrates characteristic hippocampal activity with a scaled network model of
spiking neurons and reveals the sensitive balance of plasticity mechanisms in the circuit
through one manifestation of mild traumatic injury.

INTRODUCTION

Epidemiology and Symptoms of Traumatic Brain Injury
Caused by a variety of mechanical impacts, traumatic brain injury (TBI) affects
approximately

10

million

people

each

year

worldwide

(Hyder,

Wunderlich,

Puvanachandra, Gururaj, & Kobusingye, 2007), including 2.5 million annually in the United
States alone (Cancelliere et al., 2017). The true incidence is likely much higher since mild
injuries are underreported (Coronado et al., 2012; Langlois et al., 2006). Beyond
contributing to disability across demographics, TBI is a leading cause of death in people
under age 45 (Coronado et al., 2012; García et al., 2016; Taylor et al., 2017). Although
advances in brain imaging technologies have facilitated our understanding of TBI as a
disease of the brain network (Stam, 2014), mild injuries generally lack detectable
macroscale pathology (Bigler & Maxwell, 2012; Sours, Zhuo, et al., 2015), making these
injuries challenging to diagnose. Also known as concussion, mild TBI has garnered
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interest in recent decades because it is highly prevalent (Blennow et al., 2016; Cancelliere
et al., 2017; Martin, Lu, Helmick, French, & Warden, 2008), and there is growing
appreciation for the potential long-term consequences of even mild brain injuries
(Cancelliere et al., 2017; Hiploylee et al., 2017). Since it remains difficult to predict which
patients will recover completely and which will experience chronic symptoms, we still have
much to learn to better diagnose and treat TBI across the spectrum of injury severity.
The consequences of TBI are varied and may be physical, cognitive, and
emotional in nature. Common symptoms include headaches, nausea, sleep disturbance,
inability to concentrate, and memory problems (Blennow et al., 2016). The prevalence of
other concurrent disorders like depression is also higher among TBI patients compared to
the rest of the population (Bombardier et al., 2010; Holsinger et al., 2002). Protracted
symptoms are associated with injury-induced disruptions to brain structures and the
underlying neural network. Learning and memory deficits, in particular, are associated with
dysfunction in the hippocampus (Paterno et al., 2017), a brain region situated in the
temporal lobe of the human brain where it is vulnerable to injury (Kotapka et al., 1994;
McAllister, 2011; Paterno et al., 2017; Raghupathi, 2004).

The Hippocampus and Plasticity Impairment
One of the most studied structures in the brain, the hippocampus has wellcharacterized anatomy and electrophysiology. The hippocampal formation consists of
several subregions, including the dentate gyrus (DG), CA3, and CA1. The region has a
complex array of inputs from and outputs to other areas of the brain. Briefly, it primarily
receives input from the entorhinal cortex and sends information downstream to the
subiculum, which projects to subcortical structures (e.g., the amygdala and hypothalamus)
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(Canteras & Swanson, 1992; O’Mara, 2005) and areas of the medial prefrontal cortex (Jin
& Maren, 2015). Through lesion and animal behavior studies, the hippocampus has been
associated with spatial learning, episodic memory, and contextual conditioning (Bird &
Burgess, 2008; Fanselow & Dong, 2010). It also plays a role in anxiety and mood
(Fanselow & Dong, 2010; Strange et al., 2014). In addition to the many behavior tests that
implicate the region, the hippocampus is accessible in the rodent brain for
electrophysiological investigation and benefits from an extensive morphological and
molecular characterization of various cell types across the region (Wheeler et al., 2015).
The wealth of data about the hippocampus is challenging to synthesize but emphasizes
the need to study and model the region as an entire circuit rather than isolated subregions.
In the context of TBI, there are many in vivo injury models that involve the
hippocampus (Morales et al., 2005). This work has established that animals with
hippocampal damage exhibit slower spatial learning and worse memory retention (Paterno
et

al.,

2017).

Furthermore,

those

behavioral

deficits

are

associated

with

electrophysiological changes in the hippocampal circuitry. For instance, post-injury shifts
in excitability occur in the DG (Folweiler, Samuel, Metheny, & Cohen, 2018; Santhakumar,
Ratzliff, Jeng, Toth, & Soltesz, 2001; Witgen et al., 2005) and in CA1 (Witgen et al., 2005),
yet the exact mechanisms underlying these changes and how they vary across subregions
of the hippocampus are not known. Impairment of synaptic plasticity is one possibility, and
plasticity deficits appear in both in vivo and in vitro models of traumatic injury (Albensi &
Janigro, 2003). Specifically, many reports describe the inability to induce long-term
potentiation (LTP), the persistent activation-dependent strengthening of synapses
(Albensi et al., 2000; Aungst et al., 2014; Schwarzbach et al., 2006; White et al., 2017).
65

Failure to induce LTP occurs most notably and consistently in CA1 of the hippocampus
(A. S. Cohen et al., 2007; Schwarzbach et al., 2006). Blast injury, often considered a milder
form of TBI, can produce similar deficits in LTP (Effgen et al., 2016; Vogel et al., 2016;
Vogel, Rwema, Meaney, Bass, & Morrison, 2017). Plasticity impairment is an
underexplored mechanism of TBI, especially mild TBI. In this work, we model the change
as a modest decrement in potentiation and explore both functional and structural effects
in the network.

Advantages of Computational Modeling

Due to our interest in neuron- and circuit-level effects of injury, we developed and
tested a computational model of the hippocampus to investigate how deficits in plasticity
affect both activity patterns within subregions of the hippocampus and coupling of activity
across these subregions. Computational methods have several advantages, including
enhanced control to facilitate precise manipulations and the ability to influence features
that are not accessible experimentally. There are existing experimental methods (e.g.,
microelectrode arrays, calcium imaging, in vivo electrophysiological recording) to record
this type of activity (T. W. Chen et al., 2013; Harvey, Collman, Dombeck, & Tank, 2009;
Lein, Barnhart, & Pessah, 2011), but they have shortcomings for our application, which
motivated the design of a new model. For instance, experimental models of TBI affect the
entire region of the hippocampus as well as surrounding synaptic connections. With the
sensitivity of current recording methods, it is difficult or impossible to obtain pre- and postinjury measurements. Finally, existing experimental methods offer a limited view of the
entire hippocampal circuit, either lacking simultaneous measurements across all
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subregions or neuron-level resolution. Due to its isolated circuitry, a computational model
of a single brain region, like the hippocampus, contends with fewer confounding factors
than in vivo methods. Accordingly, effects detected independently from the rest of the
brain and macroscale network can lead to principles that apply throughout the broader
neural circuitry.

Study Design
In this report, we construct a novel, network-based model of the hippocampus,
focusing on the DG, CA3, and CA1. We systematically validate the model activity by
comparing simulations to existing measurements of activity rates of each neuron type, to
reported frequency spectra from local field potential recordings, and to stimulus-response
curves that qualitatively recapitulate input-output curves from in vitro recordings. Using
this model, we examine the potential role of altered spike-timing-dependent plasticity on
features of regional function, including activity rates, signal power, and interregional
coupling. Although a modest plasticity deficit does not dramatically alter the overall pattern
of activity, this injury mechanism does yield deficits in power across several frequency
bands in CA3 and CA1. Given our results, we conclude that STDP creates a delicate
balance in the network and minor impairment can yield significant deficits in network
function.

METHODS
Given the body of work about the hippocampus, there are existing efforts to
synthesize these data and construct computational models of its activity. However, these
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models predominantly consist of single, isolated subregions, making it impossible to
interrogate aspects that depend on higher level circuitry or regional differences. (For the
DG: Chavlis, Petrantonakis, & Poirazi, 2017; Santhakumar, Aradi, & Soltesz, 2005;
Strüber, Sauer, Jonas, & Bartos, 2017; Tejada, Garcia-Cairasco, & Roque, 2014.) (For
CA3: Hummos & Nair, 2017; Sanjay, Neymotin, & Krothapalli, 2015; Stanley et al., 2013.)
(For CA1: Cutsuridis, Cobb, & Graham, 2010; Fink, Gliske, Catoni, & Stacey, 2015;
Malerba, Krishnan, Fellous, & Bazhenov, 2016; Neymotin et al., 2011.) Impressive fullscale models of individual subregions exist (Bezaire, Raikov, Burk, Vyas, & Soltesz, 2016;
Dyhrfjeld-Johnsen et al., 2007), but these are slow and computationally expensive, often
requiring supercomputers to run simulations. Such high computational requirements limit
the accessibility and broad use of these models. Furthermore, the duration of the
simulations is short (seconds), which precludes the study of adaptive mechanisms or
prolonged change.
This reduced model represents the hippocampus as three inter-connected
subregions – the dentate gyrus (DG), CA3, and CA1 – with topology based on the welldocumented predominantly feedforward architecture of the hippocampus (Strange et al.,
2014; Wheeler et al., 2015). It has 10 different types of neurons across the three
subregions, and each neuron type is differentiated based on electrophysiological
characteristics in the dynamic model and connectivity within and between subtypes in the
structural model. As a network model, each neuron is represented by a node, and the
synaptic connections between neurons are edges. Our primary resources for the structure
and connectivity of these regions were the Hippocampome database for overall
information on neuron subtypes in the hippocampus (Wheeler et al., 2015), Morgan et al.
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2007 and Dhyrfjeld-Johnsen et al. 2007 for the dentate gyrus, and Bezaire et al. 2013 and
2016 for CA1.

Structural Model Properties and Circuitry
We narrowed our focus to three primary areas of the hippocampal formation with
well-characterized structure and well-studied functions (Fanselow & Dong, 2010; Paterno
et al., 2017; Wheeler et al., 2015). This subset of regions included the DG, CA3, and CA1.
Within each subregion, we first determined which neuron types to include (Figure 3.1).
Starting with all neurons identified in the Hippocampome database (83 different types
across DG, CA3, and CA1) (Wheeler et al., 2015), we eliminated any subtypes without
detailed electrophysiological characterization or connectivity information. (See the
following subsection titled “Dynamic Model Features” for more information on the model
of neural activity.) We chose a point neuron model to reduce complexity and computation
time (Izhikevich, 2003; Koch, 2004), as some neuronal types with unique morphologies
yet similar electrophysiological characteristics could be combined in our model.
For each subregion (DG, CA3, CA1), point neurons were placed randomly on the
surface of an ellipsoid. Each area is a separate ellipsoid, scaled by the anatomical
dimensions of that subregion (Table B.1) (Strange et al., 2014). The ellipsoid geometry
has the advantages of mitigating edge effects and enhancing distance-dependent
connectivity, such that neurons near one another are more likely to connect to one
another. This approach is designed to mimic important aspects of the lamellar organization
of the hippocampus in vivo (Andersen, Soleng, & Raastad, 2000), while avoiding edge
effects and more complex geometries.
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FIGURE 3.1 | Model structure and circuitry. (A) The primary excitatory connections of the
hippocampus follow a feedforward structure across three subregions (DG, CA3, CA1), as indicated
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by the top schematic. Each of ten cell types is represented by an icon of a neuron with all excitatory
connections between the ten different cell types shown as arrows. Thick arrows represent many
connections from a representative single neuron, and thin arrows represent few connections. The
dentate is represented in gray, CA3 is green, and CA1 is blue. Thick arrows: N > 40. Medium
arrows: 40 > N ≥ 10. Light squares: N < 10 where N is the average number of connections from a
single upstream neuron to downstream neurons. Created with BioRender.com. (B) The inhibitory
connections of the hippocampus are predominantly local, intraregional connections. Inhibitory
connections between the ten cell types are shown as arrows where arrow thickness corresponds
to the number of connections. Created with BioRender.com. (C) This information is shown for both
excitatory and inhibitory projections as a connectivity matrix. Moving down each column, a filled
square indicates that connections exist. For example, DG granule cells project to DG mossy cells
but not to other DG granule cells. Here, N is the total number of projections to a downstream
subtype (number of connections per cell x number of cells). Dark squares: N > 10,000. Medium
squares: 10,000 > N ≥ 2,000. Light squares: N < 2000.

After finalizing the subtypes included in the model (Figure 3.1A,B), we determined
the overall scale and number of neurons of each type. Once we identified the best possible
estimates for the population numbers in vivo (Table B.2), we determined the ratio for each
subtype relative to the primary excitatory subtype in each subregion (i.e. granule and
pyramidal cells). For example, there are 56 pyramidal cells to 1 parvalbumin-expressing
basket cell in CA1 (Bezaire & Soltesz, 2013). We used 10% total inhibitory neurons in CA1
and CA3 as an important constraint on population numbers, within the range of 10-12%
reported empirically (Aika, Ren, Kosaka, & Kosaka, 1994; Woodson, Nitecka, & Ben‐Ari,
1989) and similar to previous work (Bezaire et al., 2016; Bezaire & Soltesz, 2013). Given
this constraint, we ensured that the sum of basket and generic interneurons comprised
approximately 10% of the total number for CA1 and CA3 (Table B.3). Importantly, we
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targeted an intermediate population scale for each cell type in the model, balancing the
representation of different cell types with computational requirements. To ensure our
model would run in a reasonable amount of time on a desktop computer, we limited the
overall network size to under 10,000 neurons. The final network corresponds to a scale of
approximately 1:200 for DG, 1:175 for CA3, and 1:150 for CA1 (Table B.4), as compared
to the rat hippocampus. (See Table 3.1 for population sizes in the model.)

Table 3.1: Cell numbers and percentages for different cell types. This is the final set of cell
types included in the hippocampal model. DG = dentate gyrus.

Cell Type

Number

Percentage

DG Granule
DG Mossy
DG Basket
DG Interneuron
CA3 Pyramidal
CA3 Basket
CA3 Interneuron
CA1 Pyramidal
CA1 Basket
CA1 Interneuron
Total

5000
150
50
60
1250
30
120
2000
45
180
8,885

56.3
1.7
0.6
0.7
14
0.3
1.4
22.5
0.5
2
100
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To develop the connectivity matrix (Figure 3.1C), we found literature values for the
number of connections between subtypes, relying primarily on Morgan et al. 2007 and
Bezaire et al. 2013. The connectivity rules were developed via the following formula:

𝐶𝑚𝑜𝑑𝑒𝑙 =

𝐶0
× 𝑘(𝑁𝑚𝑜𝑑𝑒𝑙 )
𝑁0

Equation 3.1

Where Cmodel is the number of connections per neuron in the model, C0 is the original
number of connections between two subtypes in vivo, N0 is the original population size in
vivo, Nmodel is the population size of the subtype in the model, and k is a scalar. Given the
reduced population sizes, we increased the density by a constant scalar (k) for each area
to generate synaptically driven activity. This method is similar to that used in other models
that are not full-scale (Morgan, Santhakumar, & Soltesz, 2007; Santhakumar et al., 2005;
Tejada et al., 2014). (See Table 3.2 for connectivity values between all subtypes.) Given
that this model relies on point neurons rather than multicompartmental neurons, the
synapses between cells are represented as aggregate connections. For the interregional
connectivity, we relied on similar calculations to determine the number of connections, but
in contrast to distance-dependent intraregional connections, connections between
subregions were added to randomly selected neurons. Although most collaterals from CA3
feedforward to CA1, CA3 is known to have some recurrent collaterals and a small
backprojection to the DG. In our model, 60% of collaterals project to CA1, 35% of
collaterals are recurrent, and the remaining 5% comprise the backprojection to DG (Myers
& Scharfman, 2011; Treves & Rolls, 1994; Wittner, Henze, Záborszky, & Buzsáki, 2007).
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Table 3.2: Average number of connections from a cell of one subtype to another. It is
formatted as N connections from column subtypes to row subtypes. e.g. Each DG basket cell has

DG Granule cell

DG Mossy cell

DG Basket cell

DG Interneuron

CA3 Pyramidal cell

CA3 Basket cell

CA3 Interneuron

CA1 Pyramidal cell

CA1 Basket cell

CA1 Interneuron

an average of 63 connections to DG granule cells.

DG Granule cell

0

1625

63

160

7

0

0

0

0

0

DG Mossy cell

1

18

4

4

0

0

0

0

0

0

DG Basket cell

1

1

2

1

0

0

0

0

0

0

DG Interneuron

3

12

1

3

0

0

0

0

0

0

CA3 Pyramidal cell

2

0

0

0

45

100

20

0

0

0

CA3 Basket cell

5

0

0

0

5

3

20

0

0

0

CA3 Interneuron

0

0

0

0

2

0

2

0

0

0

CA1 Pyramidal cell

0

0

0

0

75

0

0

20

90

130

CA1 Basket cell

0

0

0

0

1

0

0

10

8

15

CA1 Interneuron

0

0

0

0

2

0

0

15

6

20

Dynamic Model Features
Action potential spiking was modeled with the Izhikevich system of differential
equations, applying the 2008 formulation as follows (Izhikevich & Edelman, 2008):
𝐶𝑣 ′ = 𝑘(𝑣 − 𝑣𝑟 )(𝑣 − 𝑣𝑡 ) − 𝑢 + 𝐼

Equation 3.2

𝑢′ = 𝑎[𝑏(𝑣 − 𝑣𝑟 ) − 𝑢]

Equation 3.3
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𝑣=𝑐
𝑖𝑓 𝑣 ≥ 𝑣𝑝 , 𝑡ℎ𝑒𝑛 {
𝑢 =𝑢+𝑑

Equation 3.4

Where v is the membrane potential in millivolts (mv), and u is the recovery variable. C is
the membrane capacitance (pF), vr is the resting membrane potential, vt is the threshold
potential, and vp is the membrane potential at the peak of the spike. I is current in
picoamperes (pA). The dimensionless parameters a, b, c, d, and k are used to tune the
spiking behavior of each neuron subtype. (See Izhikevich & Edelman, 2008 and
Izhikevich, 2010 for more detail.) The current (I ) incorporates ionic currents through
AMPA, NMDA, and GABA-A receptors as well as a noise input used to drive the network,
using a gamma distribution (k = 2, θ = ½) (Gabrieli, Schumm, Vigilante, Parvesse, et al.,
2020; Izhikevich & Edelman, 2008; Schumm, Gabrieli, & Meaney, 2020).
Electrophysiology data were compiled for all relevant subtypes from the
Hippocampome and NeuroElectro databases, whenever available (Tripathy, Savitskaya,
Burton, Urban, & Gerkin, 2014; Wheeler et al., 2015). Where possible, we implemented
values for resting membrane potential (vr), threshold potential (vt), and capacitance (C)
directly into the model equations above. We used the average values and tuned the
parameter up or down within the experimentally recorded range to match the firing pattern
of each cell type. If the capacitance for a subtype was unknown, we used 115 pF, the
average recorded across all neuron subtypes documented in the NeuroElectro database
(Tripathy et al., 2014). Values for the membrane time constant, action potential width, and
afterhyperpolarization were similarly included, with more qualitative adjustments. (See
Tables B.5 – B.7 in Appendix B for electrophysiological properties of neuron types.) The
remaining parameters were modified to match examples of cell firing patterns found in the
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literature. A good match was determined based on firing rate and action potential shape
across a range of current injections, which included a sub-threshold injection, a marginally
supra-threshold injection, and 1-2 larger injections, depending on the available data.
After developing neuron models for all subtypes under consideration (Figure C.1
in Appendix C) (Table B.8 in Appendix B), we merged the models for neuron types with
similar electrophysiology, producing 10 final neuron models. (See Table 3.3 for the full set
of parameters used.) To introduce heterogeneity among neurons within a specific type,
we varied model parameters ±10-20% of the nominal values (Table B.9). None of these
adjustments to model parameters altered the characteristic firing patterns of these
neurons. The ranges of interneuron parameters were slightly broader than the other
neuron types (±20% vs. ±10%) to represent the diversity of interneurons. This variability
not only is more representative of heterogeneous neuron populations but also prevents
numerical instability in the model.
Table 3.3: Neuron model parameters. Vr = resting membrane potential; Vt = instantaneous
threshold potential; Vp = spike peak membrane potential; C = capacitance; a, b, c, d, k are
dimensionless model parameters.

Cell Type

Vr

Vt

Vp

C

a

b

c

d

k

DG Granule
DG Mossy
DG Basket
DG Interneuron
CA3 Pyramidal
CA3 Basket
CA3 Interneuron
CA1 Pyramidal
CA1 Basket
CA1 Interneuron

-70
-62
-62
-65
-68
-57
-60
-65
-60
-60

-48
-37
-38
-43
-50
-34
-40
-50
-40
-38

30
30
35
30
30
25
30
35
30
30

60
50
150
90
200
150
140
125
140
130

0.01
0.01
0.01
0.25
0.01
0.25
0.4
0.2
0.02
0.15

1.2
3
6
2.5
3
5
4
10
0.9
2.25

-68
-65
-75
-70
-70
-70
-70
-68
-65
-68

25
50
25
30
50
50
40
100
15
40

0.7
1
1
1
1
1
1
2
1
1
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We implemented propagation delays based on the physical distances between
neurons where the minimum delay is 1 ms. The ranges used were based on an average
0.2 m/s conduction velocity (Kress, Dowling, Meeks, & Mennerick, 2008; Meeks &
Mennerick, 2007; Miles, Traub, & Wong, 1988) and the lower range of delays reported for
Schaffer collaterals (Andersen et al., 2000). Within-region delays range from 1 to 6 ms,
and between-region delays are estimated to be 6-10 ms. To account for slower conduction
velocity in the DG compared to CA3 (Kress et al., 2008), we used a different range of
delays for each subregion. (See Table 3.4.) At this scale, the difference is only 1-2 ms at
the maximum delay.
Table 3.4: Propagation delays between neurons. Delays are reported in ms and are
implemented as integers only. Within subregions, delays follow a distance-dependent distribution
based on the physical distance between neurons. Between different subregions they follow a
uniform distribution.

Delay Type

Range (ms)

Distribution

Within DG
DG → CA3
CA3 → DG
Within CA3
CA3 → CA1
Within CA1

1-6
6-10
6-10
1-4
6-10
1-6

Distance-dependent
Uniform
Uniform
Distance-dependent
Uniform
Distance-dependent

Finally, the excitatory-excitatory synaptic connections in the network are plastic,
governed by both spike-timing-dependent plasticity (STDP) and homeostatic plasticity
(HSP). STDP is a classical implementation of order-dependent Hebbian learning by which
the synaptic strength between two neurons is strengthened if they fire causally. If neurons
do not fire causally (the downstream neuron fires prior to the upstream neuron), the
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synaptic strength is instead decreased, according to the following equation (Effenberger
et al., 2015):
𝑡𝑝𝑜𝑠𝑡 − 𝑡𝑝𝑟𝑒
𝐴+ (𝑤) exp (−
)
𝜏
∆𝑤(𝑤) = {
𝑡𝑝𝑜𝑠𝑡 − 𝑡𝑝𝑟𝑒
𝐴− (𝑤) exp (−
)
𝜏

𝑖𝑓 𝑡𝑝𝑜𝑠𝑡 − 𝑡𝑝𝑟𝑒 > 0
Equation 3.5

𝑖𝑓 𝑡𝑝𝑜𝑠𝑡 − 𝑡𝑝𝑟𝑒 ≤ 0

Where w is the weight of the connection between two neurons. A+ and A- determine the
magnitude of maximal synaptic change. The A+/A- ratio is commonly biased slightly toward
strengthening and was set to 1.05. τ is the plasticity time constant and often approximated
as 20 ms. Finally, tpre and tpost are the timing of pre- and post-synaptic spikes, respectively.
Neurons were also desensitized to rapidly repeated inputs at 40% attenuation (τdesensitization
= 150 ms) (Izhikevich & Edelman, 2008).
As in many previous models, we applied STDP to synapses between excitatory
neurons only because inhibitory STDP is not well understood and warrants ongoing
investigation (Caporale & Dan, 2008; Lu, Li, Zhao, Poo, & Zhang, 2007). However, it is a
well-known problem that STDP alone can produce chronic runaway firing rates in such
models, potentiating or depressing synapses endlessly (Zenke, Gerstner, & Ganguli,
2017). Therefore, to combat drifting activity, we incorporated HSP to stabilize synapses
(Figure C.2) (Turrigiano, Leslie, Desai, Rutherford, & Nelson, 1998; Turrigiano & Nelson,
2004). Among the many proposed mechanisms for synaptic stabilization (inhibitory
synaptic plasticity, neuromodulation, synaptic normalization, etc.), we chose synaptic
scaling for two key reasons. It is comparatively well-characterized and enables us to
continue to test STDP-dependent learning. The specific implementation we used was
gated, weight-dependent synaptic scaling. Synaptic scaling is a heterosynaptic form of
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plasticity because it modifies all synapses of a neuron, rather than acting on the level of
individual synapses. By comparing the actual neuron firing rate to a target firing rate, this
homeostatic mechanism decreases synaptic weights if activity is too high and increases
them if it is too low. Adapted from Effenberger et al., 2015, the following equation
demonstrates this property:

𝑖𝑓 |(𝑣𝑜 − 𝑣𝑡 )/𝑣𝑡 | > 0.50

∆𝑤(𝑤) = −

𝛾
𝑣𝑜 − 𝑣𝑡
(
) (𝑤 2 )
𝑊𝑚𝑎𝑥
𝑣𝑡

Equation 3.6

Equation 3.7

Where w is the weight of connection, γ is the dimensionless rate of change and equals
10-8 in our simulations, vo is the observed firing rate, vt is the target firing rate, and Wmax
is the maximum excitatory weight for that neuron type. Since STDP acts only on excitatoryto-excitatory connections, synaptic scaling also applies to these connections. Previous
studies have demonstrated the importance of weight-dependence for synaptic
stabilization (Effenberger et al., 2015; Tetzlaff, Kolodziejski, Timme, & Wörgötter, 2011).
Finally, to preserve diversity and competition among synapses, HSP applies in neurons
with firing rate change greater than 50% of their target firing rate (vt) over the course of
120 s. This threshold is important because it avoids over-constraining the model and
continues to allow neurons to adapt with STDP. Given we intend to study STDPdependent learning in future work with this model, this is an important aspect to our
solution to synaptic weight stabilization.
As the slow rate of HSP can significantly decrease the speed of network
convergence (Effenberger et al., 2015), we first settled the network for 20 min with STDP
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only to accelerate convergence. We used the individual neuron firing rates during minute
20 to set the target firing rates for each neuron. We then turned on HSP and ran the
simulation for an additional 30 min. All data analyzed were taken from the final five minutes
of simulation, after the network has stabilized with both STDP and HSP.

Connection Strength and Noise Calibration
Incorporating unique electrophysiology-based parameters for each neuron
subtype required calibrating the connection strength and noise stimulus for each subtype.
To maintain 1 Hz noise across the entire network, each subtype needed a different
stimulus magnitude. Otherwise, with each input, some neurons would spike multiple times
and others not at all. For calibration, we used a single neuron model and first verified that
the neuron did not spike with a current injection of 0 pA. Then we increased or decreased
the current and observed the size of the excitatory postsynaptic potential (EPSP) or the
inhibitory postsynaptic potential (IPSP), respectively. The current stimulus was
instantaneous and allowed to decay. The excitatory strength was set such that an injection
of that size produced an EPSP size less than 10 mV (Ferster & Jagadeesh, 1992) and it
would take approximately 3 coincident inputs to produce an action potential. Accordingly,
the noise value for each neuron was set to 2-3x the excitatory strength so that the neuron
would spike only once from resting membrane potential. Similar to excitatory strength, the
inhibitory strength was determined by identifying the current required for an IPSP size of
approximately 15 mV (Ferster & Jagadeesh, 1992). This calibration process ensured
consistency among subtypes and agreement with the literature (Ferster & Jagadeesh,
1992).
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Analysis Metrics
All metrics were computed for the final five minutes of simulation time. To evaluate
average firing rate, we summed the number of spikes for each neuron for the last five
minutes of simulation activity and divided by the duration for an average in Hz. Values
reported for an entire subtype are the mean of firing rates for that subtype. The variability
in spike timing was quantified as the coefficient of variation of the interspike interval (CoV
ISI), which is the standard deviation over the mean of the interval between spike times.
The CoV ISI was computed for each neuron and averaged by subpopulation. To measure
prominent frequencies in network activity, all spikes were summed for each millisecond
for each region (DG, CA3, CA1). For each trace, the signal was smoothed and analyzed
in the frequency spectrum by Welch’s method. The power was computed in five different
frequency bands, corresponding to delta (< 3 Hz), theta (3-8 Hz), alpha (8-12 Hz), beta
(13-25 Hz), and gamma waves (25-60 Hz) (Abhang, Gawali, & Mehrotra, 2016; Bezaire
et al., 2016; Rutishauser, Ross, Mamelak, & Schuman, 2010).
Since we were interested in the relationship between traces extracted from these
frequency bands, we assessed phase coherence between the theta signal component in
CA3 and CA1. We applied a Hilbert transform to the theta wave to calculate the analytic
signal from which we extracted the phase angle. With the phase components of both CA3
and CA1 signals, we computed the phase locking value (PLV) according to the following
equation:
∑𝑛𝑡=1 𝑒 𝑖(𝜃1 −𝜃2 )
𝑃𝐿𝑉 = |
|
𝑛
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Equation 3.8

Where n is the length of the trace, t is a timestep, θ1 is the phase angle of trace 1, and θ2
is the phase angle of trace 2. Finally, we evaluated phase-amplitude coupling (PAC)
between the theta wave and gamma oscillation in CA1. Similar to the coherence analysis,
we filtered the aggregate activity, applied a Hilbert transform, and extracted the phase and
amplitude components from the theta and gamma bands, respectively. The phase angle
is then binned into 18 bins of 20o (Tort et al., 2008), and the corresponding amplitudes are
averaged for each phase bin, yielding a phase-amplitude plot. Phase-amplitude coupling
exists when this distribution differs significantly from the uniform distribution. To measure
this difference, we calculated the modulation index (MI) as follows:

𝑀𝐼 =

log(𝑁) + ∑𝑁
𝑗=1 𝑎(𝑗) 𝑙𝑜𝑔 [𝑎(𝑗)]
log (𝑁)

Equation 3.9

Where N is the number of phase bins (18 in this study) and a is the vector of normalized
average amplitudes per phase bin. To determine significance for both coherence and
cross-frequency coupling, we compared the experimental values to values generated from
null models. Following a method promoted by Hülsemann et al., we generated permuted
activity traces by randomly cutting the trace in two parts, flipping both parts, and
concatenating (Hülsemann, Naumann, & Rasch, 2019). The procedure alters the precise
timing of the signal but leaves the frequency information intact, so it is an effective and
conservative method of permutation testing (Hülsemann et al., 2019). Permutation testing
was repeated 100 times for each network, and those values were averaged to yield one
null model value for each network.
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Stimulus-Response Curve and Stimulation
To demonstrate an input-output relationship in this circuitry, we developed a
protocol which is analogous to classical input-output curves in acute slice
electrophysiology: (1) stimulate the DG and record in the DG and (2) stimulate CA3 and
record in both CA3 and CA1. These protocols are designed to mimic perforant path and
Schaffer collateral stimulation, respectively. For each, we selected non-overlapping
groups of stimulated and recording neurons. The stimulated subset consisted of randomly
selected neurons, which simultaneously received an input equivalent to five spikes. The
response was measured from the set of recording neurons, which consisted of the
neurons nearest a randomly chosen location in the network. The recording set sizes are
100 neurons in DG and 50 neurons in CA1, which are 2% and 4% of the populations in
the DG and CA1, respectively.
The stimulus consists of linearly increasing the number of stimulated neurons by
targeting 10% more with each stimulus level. If we consider an example of stimulating
area CA3, stimulus level 1 targets five neurons, which is 10% of the overall stimulation
subset in CA3. Stimulus level 2 targets 10 neurons, which is 20% of the total stimulated
neurons, and so on for increasing levels of stimulus up to level 10. This simulates linearly
increasing input current in electrophysiology protocols. The size of the recording group
remains constant, and the response is the sum of all spikes from the subset of neurons
normalized by the maximum response for that network. The 1 Hz noise used to drive the
network in other simulations was removed during this procedure to enhance the signal-tonoise ratio. This protocol was run for each of the 10 baseline networks.
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Injury: Impaired Spike-Timing-Dependent Plasticity
To simulate plasticity impairment in the model, we reduced the maximum
potentiation constant (A+ in the STDP equation above) by 10%. After this change, the
networks resettled their synaptic weights for 30 minutes with intact HSP and impaired
STDP mechanisms, and the analysis focused on the last five minutes of this simulation
time. By this time, the activity level had stabilized at a level distinct from baseline. While
there are several possible ways to alter the STDP algorithm, we believe this modification
most closely represents empirically observed changes, such as the inability to induce LTP
in CA1 after injury. Others have demonstrated that this ability is associated with protein
production,

receptor

replacement

and

lifetime,

and

CaMKII

phosphorylation

(Schwarzbach et al., 2006; Vogel et al., 2017). Inhibition of these processes would reduce
the overall capacity for potentiation. In our model, this impediment is captured by reducing
the maximum amount of positive synaptic change associated with STDP. The precise
decrement was determined by identifying a change after which the network could stabilize
after 30 minutes. At higher levels of injury (>10% decrease), activity continued to decline,
and the network did not achieve a new equilibrium level of activity.

Statistical Analysis
To compare coherence and cross-frequency coupling between baseline
simulations and null models, we used Student’s t-test. To compare models with STDP
impairment with their respective baseline measures, we applied a paired Student’s t-test.
Bonferroni corrections were used to determine significance when there were pre- to postinjury comparisons for many groups, such as different neuron subtypes.
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RESULTS

Firing Rate and Frequencies of Activity
With representative modeling parameters to describe four excitatory and six
inhibitory neuron populations across three anatomic subregions, our model showed
distinct patterns of activity in each anatomic area (Figure 3.2A). Broadly, neural activity
was lowest in the DG and higher in both CA3 and CA1 (Figure 3.2). The average firing
rates of the neuron subtypes also reflected these differences (Figure 3.2B). As expected,
the excitatory neurons had lower firing rates than the inhibitory neurons (Excitatory: 2.4 ±
7.2 Hz vs. Inhibitory: 24.4 ± 18.7 Hz; Student’s t-test; p < 0.001). Across all subtypes, the
average firing rates fell within the range reported for the literature. (See Table B.10 in
Appendix B.) Whenever the data were available, we used the spontaneous firing rate for
the lower limit and the maximum recorded firing rate for the upper limit for comparison
purposes. We also compared to existing models where possible. Compared to firing rate,
the coefficient of variation of the interspike interval was more consistent across subtypes;
however, as one might expect, there were still differences across the subregions
(DG: 97 ± 10% vs. CA3: 106 ± 27% vs. CA1: 100 ± 25%; one-way ANOVA; p < 0.001)
(Figure 3.2C). (See Figures C.3-5 in Appendix C for distributions of the firing rate and
interspike interval by neuronal subtype.)
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FIGURE 3.2 | Baseline activity results establish functional network behavior. (A) The raster
plot displays the baseline activity where each dot represents a spike. The primary excitatory cell
types (DG granule cells, CA3 and CA1 pyramidal cells) are shown in the darkest colors. Inhibitory
neurons are shown in lighter colors, which match those in panels B and C. DG = gray; CA3 = green;
CA1 = blue. (B) Average firing rates by cell type, evaluated over 5 min of simulated time. Inhibitory
populations have higher firing rates than excitatory populations do, on average. (C) Average
coefficient of variation of the interspike interval (CoV ISI) by cell type. CoV ISI was evaluated over
5 min of simulated time and varies less by cell type than firing rate does.
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Once we established agreement between the simulation results and the available
literature, we next considered the general spectral features of activity within each anatomic
area. Attributes of the frequency spectrum are important for regional function and
communication between regions (Battaglia, Benchenane, Sirota, Pennartz, & Wiener,
2011; Colgin, 2016), and the spectra provide a framework to investigate how changes to
the network (e.g., trauma) would affect the flow of information through the circuit. We
summed the activity of each subregion into an aggregate signal, which we smoothed with
a 10 ms moving average filter and evaluated in the frequency spectrum (Figure 3.3A)
(Figures C.6-8). We calculated the power in several frequency bands that are often used
to classify electrode recordings in the brain (delta: < 3 Hz, theta: 3-8 Hz, alpha: 8-12 Hz,
beta 13-25 Hz, and gamma: 25-60 Hz). (Plots of power spectral density are provided in
Appendix C with Figures C.9 – C.12.)
The DG did not have high power in any of these bands (Figure 3.3B), indicating
that the area does not generate prominent frequencies of its own (mean power < 0.06
across all frequency bands). This also supports the theory that the DG operates as a gate,
or filter, for the rest of the hippocampal circuitry, only allowing important signals to pass
through to downstream regions. CA3 was dominated by low frequency signals in the delta
and theta frequencies (mean power > 2.4) (Figure 3.3C). CA3 shows little to no power in
alpha, beta, or gamma frequencies (mean power < 0.5). The development of these low
frequency signals in CA3 despite minimal passthrough from the DG points to the
importance of recurrent collaterals in CA3. Supporting the putative function of CA3 as an
amplifier, recurrent connections enable the subregion to augment patterns and send them
to CA1. Uniquely, CA1 demonstrates power in both low frequency theta and higher
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frequency gamma (Figure 3.3D). These frequencies are believed to enable
communication between CA1 and other brain regions, such as the entorhinal cortex, CA3,
and prefrontal cortex (Colgin et al., 2009; Tamura et al., 2017), by directing the transient
binding between distant neuronal ensembles (Colgin et al., 2009). Therefore, the presence
of this frequency corroborates the primary function of CA1 as a transducer, communicating
with other regions of the brain. Importantly, all these frequencies developed organically
within the network based on the neuron model parameters and connectivity. It is driven by
synaptic noise to generate nominal random firing, but there are no additional patterns or
frequencies used as inputs. Altogether, these results validate the activity of the model and
demonstrate that the circuitry supports known functions of each subregion.
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FIGURE 3.3 | The observed power in common frequency bands supports known
characteristics of each subregion. (A) Aggregate activity signals for each area are computed by
summing the spiking activity at each ms and smoothing the resulting signal with an average filter.
These traces were evaluated in the frequency spectrum to test power in each of five common
frequency bands of brain activity. (B) Compared to CA3 and CA1, the DG has low power in all
frequency bands, but the frequencies with the most power are theta and slow gamma. (C) CA3 has
signal in relatively low frequencies of the delta and theta bands. (D) CA1 has power in both theta
and slow gamma bands.
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Baseline Networks Produce Stimulus-Response Curves
We next sought to demonstrate an important feature of hippocampal circuitry –
namely, the relationship between extrinsic stimulus and the circuit response. In
electrophysiology, input-output curves are a traditional way to test the function and
excitability of a hippocampal slice. The method typically consists of stimulating with a
current input and recording the downstream circuit response. The two most common
protocols in the hippocampus are stimulating the perforant path and recording in
downstream DG (Figure 3.4A) or stimulating the Schaefer collaterals in CA3 and recording
in downstream CA1 (Figure 3.4C). We developed an analogous testing routine within our
model. (See Methods for details.) Briefly, with each increase in stimulation level, more
neurons fired action potentials. The response in terms of spikes was recorded from a nonoverlapping set of neurons and normalized. The resulting curves show that as the
stimulation level increases, there is a corresponding increase in the response (number of
spikes). As stimulation continues to increase, the response reaches a plateau, producing
a curve. We see that this is the case for both perforant path- and Schaeffer collateral-like
stimulation (Figure 3.4B,D). We also fit the curves with two-term exponential equations
(Yfit = a*exp(b*x) + c*exp(d*x). DG: a = 0.40, b = 0.076, c = -0.40, d =-1.54; R2 = 0.98;
RMSE = 0.04. CA3: a = 1.50, b = -0.04, c = -1.50, d = -0.21; R2 = 0.98; RMSE = 0.04.
CA1: a = 0.73, b = -5.6e-6, c = -0.72, d = -0.45; R2 = 0.95; RMSE = 0.05.) Although this
approach differs from classical electrophysiology because the stimulus consists of spikes
as an analog to extracellular current injection, we find a similar stimulus-response trend.
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FIGURE 3.4 | Stimulus-response curves in the model hippocampus. (A) The schematic shows
how traditional input-output curves would be recorded in acute slices. The red bolt is a hypothetical
stimulus, and the gray triangle represents a recording electrode in the DG. The DG filters this input
so effectively that we observed little passthrough to recording locations in CA3 and CA1. (B) In the
model DG, the response has higher variability at low stimulus levels and is more stable at higher
levels. Error bars = SEM. (C) This schematic shows stimulus (red bolt) of the Schaffer collaterals,
which project from CA3 and synapse in CA1. The green triangle represents a recording electrode
in CA3 while the blue triangle signifies a recording electrode in CA1. (D) In the model, the
normalized response tracks closely between CA3 and CA1. Error bars = SEM.

Phase Coherence and Phase-Amplitude Coupling
To further explore the relationships between frequency bands of the aggregate
activity traces, we considered phase coherence between the phase angles of the CA3 and
CA1 theta waves. We filtered the traces (Figure 3.5A) (Figures C.13 – C.15), extracted
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the phase component from the analytic signal, and computed the phase locking value
(PLV) according to the method originally introduced by Lachaux et al. 1999. Across the 10
networks, the coherence between CA3 and CA1 theta oscillations is high and significant
compared to null models (Simulation: 0.96 ± 0.01 vs. Null model: 0.15 ± 0.03; p < 1e-5)
(Figure 3.5E). This suggests that theta oscillations are highly synchronized between CA3
and CA1, which can also be seen in the filtered traces (Figure 3.5A). (Spectrograms can
be found in Appendix C with Figures C.16 – C.18.) We also evaluated cross-frequency
coupling between theta and slow gamma frequencies in CA1. Specifically, we tested for
phase-amplitude coupling where the phase of the theta wave corresponds to the
amplitude of the gamma wave. Qualitatively, the representative phase-amplitude plot
shows that there is a strong relationship between the theta phase and gamma amplitude
(Figure 3.5B). The same plot for permuted data yields a uniform distribution, indicating
there is no cross-frequency coupling (Figure 3.5C). Quantitatively, permutation testing
demonstrates that the modulation index is significantly higher in the simulation data than
in the null model (Simulation: 6.2e-3 ± 2.3e-3 vs. Null model: 5.3e-5 ± 1.2e-5; p < 0.001)
(Figure 3.5D). It is important to note that the peak of the gamma amplitude is located at
the rising phase of the idealized theta wave (Figure 3.5B). This result differs from other
work that shows the amplitude peak near the trough of the theta wave (Bezaire et al.,
2016; Tort et al., 2008). It is possible this difference arises because our analysis
aggregates the simultaneous spiking activity across the entire simulated subregion, and
in this way, it is not a true local field potential. Furthermore, in vivo recording data
demonstrate that the theta phase preference of the gamma amplitude varies based on
attributes like the behavioral state of the animal and the specific gamma sub-band of
interest (Belluscio, Mizuseki, Schmidt, Kempter, & Buzsáki, 2012).
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FIGURE 3.5 | There is strong phase-amplitude coupling (PAC) in CA1 and phase coherence
between CA3 and CA1 at baseline. (A) The aggregate activity from CA3 and CA1 was smoothed
and filtered by frequency band. (B) A phase-amplitude plot demonstrates the presence of phaseamplitude coupling between the theta and gamma frequencies in the CA1 subregion. The amplitude
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of the gamma wave is highest during the rising phase of the theta wave. (C) The null model
generated by permuting the gamma trace produces a uniform phase-amplitude distribution,
indicating no phase-amplitude coupling. (D) The modulation index is much higher for the simulation
signal than for the null model (p < 1e-5). (E) The phase locking value (PLV) between the theta wave
in CA3 and CA1 is high, suggesting a high level of phase coherence (p < 1e-5).

Spike-Timing-Dependent Plasticity Impairment
After STDP impairment, we find that the overall pattern of activity remains similar
to baseline (Figure 3.6A) (Figure C.19). Several neuron subtypes do however have a
significant reduction in their firing rates compared to baseline levels (CA3 pyramidal cells,
CA3 basket cells, CA3 interneurons, CA1 pyramidal cells, CA1 interneurons; paired
Student’s t-test for each cell type; p < 0.005 with the significance level determined by
Bonferroni correction for multiple comparisons) (Figure 3.6B) (Table B.11 in Appendix B).
Several subtypes also have significant changes in the coefficient of variation of the
interspike interval (CoV ISI). A decrease in the CoV ISI indicates less variability in the
timing of neuron firing and was observed for CA3 pyramidal cells, CA3 interneurons, and
CA1 pyramidal cells (Figure 3.6C). Uniquely, CA3 basket cells exhibited a significant
increase in CoV ISI (paired Student’s t-test; p < 0.01 for all baseline to injury comparisons)
(Figure 3.6C). None of the dentate subtypes had significant alterations in their activity.
These activity changes were related to changes in synaptic strength. Of the overall change
in weight, CA3 pyramidal cells accounted for the majority at 76% (Figure 3.6D). When we
divided this change among the outputs of the CA3 pyramidal cells, we found that 80% of
the change was in synapses onto CA1 pyramidal cells (Figure 3.6E). The remaining 20%
of the change occurred within CA3 recurrent collaterals (Figure 3.6E). Altogether, these
results demonstrate a significant decline in activity as a result of reduced potentiation.
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FIGURE 3.6 | Impaired STDP decreases activity in CA3 and CA1. (A) A raster plot of activity
after injury shows a similar pattern to baseline activity. (B) CA1 has the largest percentage
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decrease in firing rate. Asterisks (*) indicate significant difference between firing rate at baseline
vs. injury (paired t-test with Bonferroni correction; p < 0.005). (C) The coefficient of variation of the
interspike interval (CoV ISI) alters the most in the CA3 subregion. Asterisks (*) mark significant
differences between CoV ISI at baseline vs. injury (paired t-test with Bonferroni correction;
p < 0.005) (D) CA3 pyramidal cells (PCs) account for the largest percentage change in the total
output strength of the network. (E) Most of the change in output strength of CA3 pyramidal cells
(PCs) is in their synapses onto CA1 pyramidal cells.

Finally, we evaluated the effects of STDP impairment on the aggregate activity
signals. We observed changes in signal power commensurate with the changes in firing
rate. Specifically, the dentate did not show any significant decreases in power (Figure
3.7A). In contrast, CA3 had a significant reduction in broadband power, most affecting the
theta, alpha, beta, and gamma bands (p < 1e-5) (Figure 3.7B). Of these changes, the most
important is the loss of theta power since this frequency band regulates the overall function
of area CA3. CA1 also displayed significant loss of power in all bands evaluated (p < 0.01)
(Figure 3.7C). Again, the theta and gamma bands are critical to the regional function, so
these reductions are especially notable (p < 1e-5). Surprisingly, however, these shifts in
power did not affect the phase-amplitude coupling that is characteristic of CA1 (Baseline:
6.2e-3 ± 2.3e-3 vs. STDP impairment: 6.7e-3 ± 3.0e-3; paired Student’s t-test; p > 0.05)
(Figure 3.7D,E). There was a modest, yet significant, decline in phase coherence between
the theta oscillations of CA3 and CA1 (Baseline: 0.96 ± 0.01 vs. STDP impairment:
0.95 ± 0.16; paired Student’s t-test; p < 0.01) (Figure 3.7F). These results suggest that
STDP impairment affected the longer-range communication between subregions more so
than the local communication within a single area.
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FIGURE 3.7 | Impaired STDP decreases broadband power in CA3 and CA1 but does not
affect phase-amplitude coupling in CA1. (A) The DG does not have significant changes in power
after STDP impairment. (B) After injury, CA3 loses power in the theta, alpha, beta, and gamma
bands but does not significantly decrease power in the delta band. (C) CA1 has significantly less
power in the theta, beta, and gamma bands, with the largest decrease in theta (paired t-test with
Bonferroni correction; *p < 0.01, **p < 1e-5 for A-C). (D) The phase-amplitude relationship does
not change after STDP impairment. The sine wave shows an idealized theta waveform for
comparison, and the peak of the gamma amplitude appears during the rising phase of theta. (E)
There is no significant difference between the modulation index pre- and post-injury. (F) In contrast,
there is a significant decrease in coherence between the theta rhythms of CA3 and CA1 after STDP
impairment (paired t-test; p < 0.01).
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DISCUSSION

Summary
In this work, we developed a neuronal network model of the hippocampus,
including all three principal subregions of the DG, CA3, and CA1. We diligently
incorporated physiological detail by relying on literature resources for electrophysiological
and anatomical connectivity information. After developing individual neuron models and
assembling the connectivity matrix, we measured and validated the overall network activity
in several ways. First, we aimed to keep the average firing rate of each subtype within a
literature-defined range. Beyond this raw measure of activity, the overall pattern of activity
across the three subregions mimicked known frequency characteristics described in the
literature. Specifically, CA3 has theta rhythms while CA1 mirrors these same theta
rhythms and also exhibits gamma oscillations. Finally, the model displays phase
coherence between theta signals in CA3 and CA1 as well as phase-amplitude coupling,
an additional higher-level feature, in CA1. Importantly, these features developed
spontaneously without external constraints or explicitly encoding these frequencies,
underscoring the need to study hippocampal subregions as an integrated system. Despite
the size and level of complexity of the model, we were able to incorporate specific
algorithms of homeostatic plasticity (HSP) and spike timing dependent plasticity (STDP),
broadening the future applications of the model. We demonstrated the importance of
STDP within this work by revealing how a small alteration could impact network activity
and behavior, reducing broadband power in CA3 and CA1 and phase coherence between
CA3 and CA1.
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Limitations of the Model and Injury Simulation
In designing and constructing this model, we made several simplifications as we
sought to balance biological fidelity and computational efficiency. Firstly, we used a point
neuron model, which neglects detailed morphology information, and simplified physical
geometry, which lacks more complex lamellar structure. However, we find that the network
activity recapitulates important features of firing rate and oscillation frequency, suggesting
that these simplifications do not detract from the validity of our model for assessing higherlevel network features. Related to this simplification, we evaluated activity oscillations by
aggregating simultaneous spikes across each subregion. We did not calculate a precise
local field potential (LFP) or other electrophysiological correlate because such
approximations are highly inaccurate for point neurons. As such, point neurons lack the
compartmental morphology necessary to generate and measure dipoles, a prerequisite
for producing an accurate LFP (Graben & Rodrigues, 2013; Mazzoni et al., 2015). Using
compartmental neuron models was at odds with our goal of developing a detailed network
model while retaining computational efficiency. Addressing the limitation of generating
more accurate LFP correlates is outside the scope of this study, but others are working on
this very subject (Camusas-Mesa & Quiroga, 2013; Einevoll, Kayser, Logothetis, &
Panzeri, 2013; Graben & Rodrigues, 2013; Mazzoni et al., 2015). In addition to using point
neurons for computational efficiency, we also used the Izhikevich neuron model to ensure
the network model could run on a desktop computer. While there are many other spiking
neuron models, none is as efficient while maintaining a high degree of biological fidelity
and flexibility. Furthermore, the Izhikevich model is sufficiently adaptable in its formulation
to simulate many types of neurons, so it is well suited to the heterogeneity of hippocampal
neurons that we sought to incorporate in our model. Lastly, this hippocampal network
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model remains less than full-scale with a limited number of neurons and receptors. To
achieve a model with biological complexity and computational efficiency, we could not
include all interneuron subtypes. Since many types of interneurons account for a nominal
percentage of the overall cell population, the major subtypes specified in our model could
accurately represent baseline regional activity. Still, to account for this limitation, we
incorporated extra variance around interneuron parameters to represent a larger set of
possible interneurons. In addition, this is a flexible platform and could easily be adapted
to include an additional neuron subtype or receptor if the research question demanded it.
Aside from the limitations of the model, the method of injury (STDP impairment) is
itself a simplification because the mechanisms underlying changes in plasticity after mild
TBI are not well known. Although memory impairment is a common complaint for TBI
patients, plasticity impairment remains an understudied mechanism of injury, especially
mild injury. Previous work has demonstrated LTP impairment in both acute brain slices
from animals after in vivo lateral fluid percussion injury and organotypic slice cultures after
in vitro blast injury (Aungst et al., 2014; Effgen et al., 2016; Schwarzbach et al., 2006;
Vogel et al., 2016, 2017). Aside from these assessments of LTP in hippocampal slice, the
study of plasticity impairment has been limited. The LTP deficit is associated with reduced
CaMKII expression and disruption of synaptic proteins like PSD-95 (Schwarzbach et al.,
2006; Vogel et al., 2017). Our implementation amalgamates these effects into an overall
reduction in synaptic potentiation. We chose to impair only the potentiation of synaptic
strength in STDP, as injury does not generally impair the long term depression in acute
brain slices after TBI (Schwarzbach et al., 2006). Certainly, many other mechanisms might
impact overall network plasticity. For instance, altering neurotransmission or the balance
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of excitation and inhibition in the network would alter the network firing rate and thereby
intersect with STDP. Future work might address the interaction between the reduced
capacity for synaptic potentiation and other injury mechanisms, such as cell loss or axonal
degeneration. Since NMDA receptors are specifically associated with LTP induction
(Madison, Malenka, & Nicoll, 1991; Malenka & Nicoll, 1993) and are mechanically
sensitive to physical injury (Singh et al., 2012; Zhang et al., 1996), NMDA receptor damage
might be a particularly interesting addition.

Relationship to Experimental Literature
The literature corroborates many of our initial findings in healthy networks. On a
basic level, it is known that the DG is generally less active and less excitable than CA1
(Hsu, 2007; Paterno et al., 2017). Among the most compelling results is that the network
supports both theta and gamma rhythms in CA1. These characteristic frequencies
facilitate information transfer throughout the network (Canolty & Knight, 2010; Colgin,
2015; Sun et al., 2013). Not only do we find that our model generates these frequencies,
but we also see theta-modulated gamma oscillations in CA1. Phase-amplitude coupling
(PAC) in which the amplitude of the gamma wave is coupled to the phase of the theta
cycle is a well-studied phenomenon in CA1 (Belluscio et al., 2012; Canolty et al., 2006;
Mormann et al., 2005; Soltesz & Deschenes, 1993). PAC putatively supports memory
processing by facilitating the temporal organization of neural activity (Colgin, 2015; Fell &
Axmacher, 2011). Recapitulating PAC in our model of the ‘healthy’ hippocampus implies
it would be a worthwhile tool to study how injury mechanisms contribute to changes in
hippocampal function after injury. Moreover, theta frequency in the hippocampus is also
known to modulate activity in the prefrontal cortex and to enable spatial memory in animals
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(Buzsáki, 2005; Colgin, 2013; Hanslmayr & Staudigl, 2014; Jin & Maren, 2015; Tamura et
al., 2017), connecting our modeling results to spatial memory deficits after mild TBI
(Folweiler et al., 2018; Paterno et al., 2017). Other efforts to explore how cross-frequency
coupling varies dynamically by brain region and cognitive task have also begun to
establish how forms of cross-frequency coupling like PAC could represent a functional link
between network communication across spatiotemporal scales (Canolty & Knight, 2010).
Across the brain, cross-frequency coupling is associated with functions as wide-ranging
as emotion (Schutter & Knyazev, 2011), motivation (Schroeder & Lakatos, 2009; Schutter
& Knyazev, 2011), decision-making (Canolty & Knight, 2010; Schroeder & Lakatos, 2009),
and attention (Lakatos, Karmos, Mehta, Ulbert, & Schroeder, 2008; Schroeder & Lakatos,
2009) – all functions which may be affected by TBI.

Manifestations of Impairment Reveal the Relative Vulnerability of CA3
Perhaps the most striking effect of STDP impairment in our model is the broadband
decrease in power observed in CA3 and CA1. Paterno and colleagues observed a similar
reduction of broadband power in CA1 in acute hippocampal slices from animals that had
undergone lateral fluid percussion injury (Paterno et al., 2016). Others have found that TBI
attenuated specifically theta rhythms in the hippocampus of rats (Fedor, Berman,
Muizelaar, & Lyeth, 2010; D. J. Lee et al., 2013, 2015). In patients with mild TBI,
quantitative EEG analysis has revealed that injury symptoms are accompanied by
changes in EEG power spectra (Modarres, Kuzma, Kretzmer, Pack, & Lim, 2017).
Gosselin et al. found that concussed athletes had lower alpha power and higher delta
power than controls did (Gosselin et al., 2009), suggesting an overall shift from higher to
lower frequencies. Interestingly, the delta band was less significantly attenuated than other
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higher frequency bands in both CA3 and CA1 in our work. These results suggest a
decrease in higher frequency power is an indicator of damage. This concept is also
corroborated by earlier work in our lab on a model of network synchronization in which
certain patterns of damage disrupted the network’s ability to produce higher frequencies
(Schumm et al., 2020).
The relative vulnerability of area CA3 of the hippocampus has long been a question
of interest in the TBI field with some studies supporting the concept that CA3 is uniquely
susceptible to injury while others contradict the idea (Cherubini & Miles, 2015; Mao, Elkin,
Genthikatti, Morrison, & Yang, 2013; Witgen et al., 2005). Evidenced by reduced activity,
power, and phase coherence, our results corroborate that the CA3 subregion is a weak
point within the broader hippocampal circuitry when plasticity is impaired throughout the
entire circuit. CA3 susceptibility is partially attributable to high activity owing to its structural
(recurrent collaterals) and functional properties (lower inhibition), which raise the likelihood
of plasticity-induced changes in synaptic strength as compared to other hippocampal
subregions. Such characteristics make CA3 highly sensitive to alterations in the properties
of STDP specifically and may also enhance the influence of this area across the
hippocampus after TBI. In contrast, with its characteristic high inhibition, which remains
unchanged by this injury mechanism, the dentate gyrus has lower activity with less
opportunity for STDP to interact, thereby contributing to overall stability under these
conditions. Therefore, the dentate gyrus appears largely unaffected by this form of
plasticity impairment under baseline conditions. Together, these results indicate that
specific injury mechanisms may differentially target some areas of the hippocampus more
than others. Although area CA3 is challenging to study with traditional electrophysiological
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approaches, our model offers unique insight as to why it may be vulnerable to injury –
namely high activity makes it prone to rapid synaptic changes that propagate downstream.
Specifically, we showed decreased synaptic strength in CA3, and corresponding
functional deficits manifest as reduced activity and power in both CA3 and CA1. Since the
hippocampus and plasticity are crucial to the function of learning, we are interested in
exploring network-based learning mechanisms with our model in future work. We
anticipate that learning would put effects of damage into higher relief since exogenous
stimulation would introduce an additional challenge to the network that it is likely unable
to meet with potentiation deficits.

Application to Macroscale Networks
At a larger network scale, a decline of coherence between subregions without a
decrease of PAC within a single subregion suggests that STDP impairment more strongly
impacts long-range projections, which likely has functional implications. Since longer
projections generally have longer propagation delays, distant synapses require precise
modulation of spike timing to increase synaptic weight. With a global reduction in
potentiation, distant synapses may no longer attain the requisite strength for coupling,
contributing to aggregate decoupling with more remote regions. Although we are not
aware of evidence showing this decline in coherence within the injured hippocampus, a
number of functional MRI studies after TBI exhibit clear shifts in functional connectivity
(Bonnelle et al., 2011; Mayer et al., 2011; Nakamura et al., 2009; Sours, George, et al.,
2015; Venkatesan et al., 2015). Even though the effects vary depending on factors such
as injury severity, methodology, and brain regions of interest, many have found that injury
decreases coherence of macroscale brain regions (Costanzo et al., 2014; Mayer et al.,
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2011; Palacios et al., 2017; Stevens et al., 2012). Furthermore, abnormalities in functional
connectivity are correlated and predictive of symptom expression and cognitive deficits
after traumatic injury (Mayer et al., 2011; Palacios et al., 2017; Stevens et al., 2012). With
the effect on more distant connections, our work indicates that uniform impairment in
plasticity can play an important role in rewiring broader circuitry within the brain. As such,
our work raises the possibility that a synaptic scale pathology in TBI can have much
broader consequences on brain function.

Spike-Timing-Dependent Plasticity and Neural Pathology
Lastly, our work adds to past studies that examine other forms of neuropathology
in TBI and begins to form a more comprehensive view of how different injury mechanisms
perturb the function of damaged neural circuits. In our previous work on STDP and injury,
we investigated how STDP can act as a homeostatic mechanism to restore baseline
function in networks after injury, enabling the network to absorb damage and mitigate
functional deficits (Gabrieli, Schumm, Vigilante, Parvesse, et al., 2020; Schumm et al.,
2020). Potentiation impairment, as modeled here, would likely reduce the protective, or
insulating, role that STDP provides against neurodegeneration. Likewise, deafferentation
in a model of cortical circuitry can lead to the emergence of strong bursts of epileptiform
activity (Volman et al., 2011). Introducing STDP may alleviate pathological bursting
behavior, but this method of self-repair in the network would be limited under conditions
of STDP impairment. Finally, STDP also significantly moderates the elevated activity that
appears as a result of damage to mechanosensitive NMDA receptors (Gabrieli, Schumm,
Vigilante, & Meaney, 2020), and plasticity impairment would reduce or eliminate this
activity-rate compensation across the network. Furthermore, in larger scale brain
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networks, STDP impairment may preferentially disrupt the coupling of more distant
regions, and multiple injury mechanisms may co-occur across subregions of a single
network. Considering the interactions among several injury modalities suggests a general
propensity to develop a less coherent circuit with more variable activity across the network
after TBI. Although there is some evidence that mild TBI produces this type of change in
network activity, future work that systematically examines the contribution of individual
injury mechanisms is necessary to delineate whether these processes work in either an
additive or a compensatory manner to affect cognitive processing.

Significance and Future Considerations
Overall, this model comprises an adaptable framework for exploring the
hippocampus in both health and disease. As such, it is poised to address many scientific
questions about TBI, neural pathology, and neuroscience more broadly. Beyond TBI,
many

pathologies

implicate

the

hippocampus,

including

Alzheimer’s

disease,

schizophrenia, and post-traumatic stress disorder, among others (Small, Schobel, Buxton,
Witter, & Barnes, 2011). Moreover, this work points towards an opportunity to link neuronbased network models and macroscale models of the whole human brain. Much like how
the computational mechanics field has created models of the brain’s mechanical response
at different length scales (Ahmadzadeh, Smith, & Shenoy, 2014; Finan, Elkin, Pearson,
Kalbian, & Morrison, 2012; Mao, Zhang, et al., 2013), these multiscale models represent
a means to connect injury mechanisms at the cellular/subcellular scale to overall
impairments in cognitive function inferred through models of neural dynamics. In addition,
this approach offers a tool for understanding how impairments emerge from several
simultaneous injury mechanisms, a common occurrence in TBI and other acquired
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neurological disorders. In the long term, this work would facilitate a meaningful prediction
of which therapies at the cellular level may be most beneficial for improving outcome after
TBI and other neurological disorders.
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CHAPTER 4: Plasticity Impairment Alters Community
Structure but Permits Successful Pattern Separation in
a Hippocampal Network Model
This chapter has been adapted from a submitted manuscript:
Schumm SN, Gabrieli D, Meaney DF. (2020) Plasticity impairment alters community structure but
permits successful pattern separation in a hippocampal network model. Submitted.

ABSTRACT
Patients who suffer from traumatic brain injury (TBI) often complain of learning and
memory problems. Their symptoms are principally mediated by the hippocampus and the
ability to adapt to stimulus, also known as neural plasticity. Therefore, one plausible injury
mechanism is plasticity impairment, which currently lacks comprehensive investigation
across TBI research. For these studies, we used a computational network model of the
hippocampus that includes the dentate gyrus, CA3, and CA1 with neuron-scale resolution.
We simulated mild injury through weakened spike-timing-dependent plasticity (STDP),
which modulates synaptic weights according to causal spike timing. In previous work, we
reported functional deficits consisting of decreased firing rate and broadband power in
areas CA3 and CA1 after STDP impairment. To address structural changes with these
studies, we applied modularity analysis to evaluate how STDP impairment modifies
community structure in the hippocampal network. We also studied the emergent function
of network-based learning and found that impaired networks could acquire conditioned
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responses after training, but the magnitude of the response was significantly lower.
Furthermore, we examined pattern separation, a prerequisite of learning, by entraining
two overlapping patterns. Contrary to our initial hypothesis, impaired networks did not
exhibit deficits in pattern separation with either population- or rate-based coding.
Collectively, these results demonstrate how a mechanism of injury that operates at the
synapse regulates circuit function.

INTRODUCTION

Rising Incidence of Traumatic Brain Injury
Traumatic brain injury (TBI) is a debilitating condition that involves dysfunction
across diverse neural circuitry. Often a result of impacts to the head, TBI is pervasive with
up to 2.5 million cases recorded in 2014 (Cancelliere et al., 2017; Taylor et al., 2017). The
incidence of TBI has risen along with increasing societal awareness of the issue (Prince
& Bruhns, 2017), owing in part to the effects of concussion on adolescents and young
adults (Giza, Prins, & Hovda, 2017). Despite efforts to mitigate sports-related and other
impacts, young people remain affected and can suffer long-term problems from even mild
injuries (Giza et al., 2017; Manley et al., 2017; Mannix, Meehan, & Pascual-Leone, 2016).
Although standards of diagnosis are improving, treatments for TBI are lacking (Blennow
et al., 2016). Fortunately, most patients with mild TBI recover relatively quickly (< 3
months) (Ruff, 2005); however, others experience prolonged symptoms, including
headaches, reduced processing speed, and attention or memory impairments (Prince &
Bruhns, 2017; Ruff, 2005).
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TBI Causes Memory Deficits
Memory deficits are among the most common and potentially detrimental
complaints among TBI patients (McAllister, 2011; Mcallister et al., 2001; Nicholl & Curt
LaFrance, 2009). Problems are associated with the hippocampus, a well-studied brain
structure known especially for its contributions to memory. Earlier work has shown that
the hippocampus is vulnerable to TBI and easily damaged (Kotapka et al., 1994;
McAllister, 2011; Paterno et al., 2017; Raghupathi, 2004). Behavioral studies in rodents
have proved hippocampal involvement in both working and episodic memory and that
deficits occur after TBI across the severity spectrum (Paterno et al., 2017). More
specifically, as measured with a standard T-maze behavior paradigm, injured mice
showed impaired working memory up to 7 days post-injury, suggesting that TBI interferes
with the process of memory formation (C. J. Smith, Xiong, Elkind, Putnam, & Cohen,
2015). Spatial memory, a subtype of episodic memory, has also been extensively studied
with in vivo TBI models, which exhibit protracted dysfunction after mild injury (Dawish,
Mahmood, Schallert, Chopp, & Therrien, 2012; Paterno, Metheny, & Cohen, 2018).
The prevailing theory of memory describes three distinct phases – encoding,
maintenance, and retrieval (Josselyn, Köhler, & Frankland, 2015; Tulving, 1985).
Encoding is the construction of a persistent neural representation, or memory, of an
experience, maintenance entails preservation of the memory over time, and retrieval is
the active process of recall or accessing the memory anew. The hippocampus is involved
in all three procedures (Paterno et al., 2017), but precisely how TBI perturbs these three
phases remains unclear. The process of forming memories is supported by synaptic
plasticity, a mechanism by which circuits are strengthened or weakened. In classical
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electrophysiology, such enduring, use-dependent increases in synaptic strength are
encompassed by the phenomenon of long-term potentiation (LTP), or the enhancement
of synaptic transmission efficiency. After TBI, several groups have demonstrated that LTP
no longer occurs (Albensi et al., 2000; Aungst et al., 2014; Schwarzbach et al., 2006;
White et al., 2017), especially in area CA1 of the hippocampus (A. S. Cohen et al., 2007;
Schwarzbach et al., 2006), suggesting plasticity impairment may underlie post-injury
behavioral deficits in memory tasks. The inability to induce LTP is associated with reduced
CaMKII phosphorylation and synaptic protein disruption, which together represent a lower
capacity for synaptic potentiation (Schwarzbach et al., 2006; Vogel et al., 2017). If LTP
impairment represents a potentiation deficit and potentiation undergirds memory
formation, we would anticipate encoding problems to ensue after injury. Surprisingly, there
is no consensus about which phase of the memory process is most disrupted after injury.

Network Adaptation and Learning in Microcircuits
Beyond the biological basis of memory and the disruption posed by TBI, the
adaptation of microcircuit architecture through learning remains largely unaddressed in
the existing literature. One tool used at the macroscale is modularity for community
detection in large networks. Communities are clusters of nodes with connections to one
another that facilitate performing a collaborative function (Sporns & Betzel, 2016). The
division of the brain into functional subnetworks is well-supported at the macroscale
(Sporns & Betzel, 2016). Specific to learning, one group examined how networks evolve
over the course of learning through dynamic community realignment (Bassett et al., 2011).
How the concepts of modularity and learning integrate in microscale circuits is unknown.
While attention and learning are often studied in macroscale brain networks, there are few
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existing studies of learning in biologically derived microscale neural networks (Chavlis et
al., 2017; Gabrieli, Schumm, Vigilante, & Meaney, 2020; Guise, Knott, & Benuskova,
2015; Izhikevich, 2006). A few groups have documented how connectivity adapts with
stimulation and development in vitro (Draguhn & Buzsáki, 2004; Penn et al., 2016;
Whittington & Traub, 2003), and some models have considered learning-related inputoutput relationships. However, these are limited by either a lack of plasticity or specific
physiological network structure. For instance, Chavlis and colleagues analyzed the effect
of dendritic atrophy on pattern separation in a computational model of the dentate gyrus
(Chavlis et al., 2017); however, since the model does not incorporate plasticity, the results
do not invoke classical potentiated learning. Examining community structure in a
computational model of the hippocampus facilitates finer resolution analysis than could
otherwise be obtained experimentally because we can observe the evolution of thousands
of neurons over time. Furthermore, we can study the effects of an isolated mechanism of
injury that has circuitry-level implications. Among many possible outcomes of secondary
injury sequelae, plasticity impairment can be directly linked to learning and memory
dysfunction. Reports of learning-dependent network changes in this important, memoryrelated microcircuit are currently lacking.

Study Design
In these studies, we use a model of three integrated subregions of the hippocampal
formation (namely, the DG, CA3, and CA1) that comprise the classical trisynaptic circuit.
The model was constructed according to known electrophysiology and anatomical
connectivity data. We simulate one effect of mild TBI as STDP impairment by reducing
potentiation in the circuit. We previously showed that this deficit reduced activity and
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broadband power in the network. Here we extend those results by demonstrating how
STDP impairment affects the structural network, focusing specifically on community
organization. STDP impairment causes realignment among excitatory neurons in CA3.
We also implement a learning paradigm using overlapping input patterns to study pattern
separation across the hippocampal subregions. Networks with STDP impairment exhibit
minor learning impairments but no pattern separation deficits, despite significant activity
differences and modified community structure.

METHODS
Since the development of this network model of the hippocampus is covered in
detail in Chapter 3 of this dissertation, this section includes a review of the computational
modeling and emphasizes the analytical methods that are unique to this chapter. Briefly,
the model focuses on the dentate gyrus (DG), CA3, and CA1 as the primary subregions
of the hippocampal formation (Figure 4.1A,C). The areas follow a primarily feedforward
topology with the DG sending projections to CA3 which terminates in CA1.
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FIGURE 4.1 | Modeling STDP impairment in a network model of the hippocampus. (A) The
hippocampus consists of several regions connected in a predominantly feedforward topology with
information passed from the DG to CA3 to CA1. These three regions are represented in the network
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model. (B) According to classical STDP, synapses between neurons with causal spikes (positive
spike timing) are strengthened, but synapses between neurons with acausal spikes (negative
spiking timing) are weakened. With STDP impairment, peak strengthening, or potentiation, is
decreased. (C) At baseline, each region has a distinct pattern of firing activity. (D) After STDP
impairment, firing rate significantly decreased in areas CA3 and CA1. (E) The power in the theta
band, which is important for information processing and hippocampal function, also significantly
decreased after injury. Parts of this figure created with BioRender.com.

Network Structure and Model Dynamics
The network is a system of nodes that represent neurons and edges that designate
the connections between them. For each point neuron, we applied the Izhikevich integrateand-fire neuron model, which uses the following system of differential equations to
determine the spiking behavior of a neuron over time (Izhikevich & Edelman, 2008):
𝐶𝑣 ′ = 𝑘(𝑣 − 𝑣𝑟 )(𝑣 − 𝑣𝑡 ) − 𝑢 + 𝐼

Equation 4.1

𝑢′ = 𝑎[𝑏(𝑣 − 𝑣𝑟 ) − 𝑢]

Equation 4.2

𝑣=𝑐
𝑖𝑓 𝑣 ≥ 𝑣𝑝 , 𝑡ℎ𝑒𝑛 {
𝑢 =𝑢+𝑑

Equation 4.3

Where v is the membrane potential in millivolts (mv), and u is the recovery variable. C is
the membrane capacitance (pF), vr is the resting membrane potential, vt is the threshold
potential, and vp is the membrane potential at the peak of the spike. I is current in
picoamperes (pA). The dimensionless parameters a, b, c, d, and k are adjusted to
represent different subtypes of neurons. The current (I ) aggregates receptor-based ionic
currents, including AMPA, NMDA, and GABA-A receptors, and 1 Hz noise input that drives
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the network and follows a gamma distribution (k = 2, θ = ½) (Gabrieli, Schumm, Vigilante,
Parvesse, et al., 2020; Izhikevich & Edelman, 2008; Schumm et al., 2020).
There are 10 different types of neurons represented in the model across the three
anatomical subregions. The dentate consists of granule cells, mossy cells, basket cells,
and interneurons. Areas CA3 and CA1 each have pyramidal cells, basket cells, and
interneurons with parameters specific to that subregion. Inhibitory neurons (basket cells
and generic interneurons) account for approximately 10% of the neurons in each
subnetwork (Aika et al., 1994; Bezaire et al., 2016; Bezaire & Soltesz, 2013; Woodson et
al., 1989). The subtypes have characteristic electrophysiology and connectivity, which are
represented through functional and structural features of the model, respectively. Broadly,
the connectivity of the hippocampus follows a feedforward architecture. Granule cells, the
principal excitatory neurons of the dentate, synapse onto CA3 neurons but have no
connections to one another under physiological conditions. CA3 pyramidal cells are known
to have a relatively high proportion of recurrent collaterals, but the majority of their axons
project to CA1 pyramidal cells. In total, there are 8,885 neurons in the model, which
converts to a scale of approximately 1:185 principal neurons in the rat hippocampus.
(Please refer to Chapter 3 for more detail.)

Plasticity Implementation and Impairment
The model incorporates two primary forms of synaptic plasticity – spike-timingdependent plasticity (STDP) and homeostatic plasticity (HSP). STDP is a form of orderdependent Hebbian learning. The process relies on precise spike timing between neurons
and strengthens synapses when neurons fire causally (i.e., when the upstream neuron
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fires before the downstream neuron) (Feldman, 2012). Synaptic strengthening and
weakening occur according to the following equation (Effenberger et al., 2015):
𝑡𝑝𝑜𝑠𝑡 − 𝑡𝑝𝑟𝑒
𝐴+ (𝑤) exp (−
)
𝜏
∆𝑤(𝑤) = {
𝑡𝑝𝑜𝑠𝑡 − 𝑡𝑝𝑟𝑒
𝐴− (𝑤) exp (−
)
𝜏

𝑖𝑓 𝑡𝑝𝑜𝑠𝑡 − 𝑡𝑝𝑟𝑒 > 0
Equation 4.4

𝑖𝑓 𝑡𝑝𝑜𝑠𝑡 − 𝑡𝑝𝑟𝑒 ≤ 0

Where w is the weight of the connection between two neurons. A+ and A- determine the
magnitude of maximal synaptic change. The A+/A- ratio is often biased toward
strengthening and equaled 1.05 in this work (Song et al., 2000). τ is the plasticity time
constant and was approximated as 20 ms (Song et al., 2000). Finally, tpre and tpost are the
timing of pre- and post-synaptic spikes, respectively.
Similar to previous models, plasticity applied to excitatory-to-excitatory synapses
only (Song et al., 2000). While there are documented cases of inhibitory plasticity,
inhibitory STDP is highly variable (Caporale & Dan, 2008; Lu et al., 2007), making it difficult
to implement in the model without further empirical study within this circuit. To stabilize
connection weights in the network (Zenke et al., 2017), we incorporated synaptic scaling,
a specific form of HSP that operates at the level of individual neurons (Tetzlaff et al., 2011).
The activity of each neuron is compared to a target firing rate, and all the synapses of the
neuron are modified to shift the actual firing rate closer to the target firing rate (Turrigiano
et al., 1998; Turrigiano & Nelson, 2004). The following equation describes a threshold
formulation of HSP adapted from Effenberger et al., 2015:

𝑖𝑓 |(𝑣𝑜 − 𝑣𝑡 )/𝑣𝑡 | > 0.50
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Equation 4.5

∆𝑤(𝑤) = −

𝛾
𝑣𝑜 − 𝑣𝑡
(
) (𝑤 2 )
𝑊𝑚𝑎𝑥
𝑣𝑡

Equation 4.6

Where w is the weight of connection, γ is the dimensionless rate of change and equals
10-8 in these studies, vo is the observed firing rate, vt is the target firing rate, and Wmax is
the maximum excitatory weight of that neuron subtype. The function has a threshold such
that synaptic weights are adjusted for neurons with firing rate change greater than 50% of
their target firing rate (vt) over the course of 120 s. This threshold ensures that the network
continues to adapt with STDP without creating neurons with unconstrained, runaway
activity.
STDP is associated with the well-studied phenomenon of long-term potentiation
(LTP) observed in brain slice electrophysiology (Feldman, 2012). LTP describes the
prolonged increase in synaptic efficacy of a circuit and is believed to support learning at
the organismal level. TBI leads to deficits in spatial learning and LTP (Albensi et al., 2000;
Aungst et al., 2014; Paterno et al., 2017; White et al., 2017), especially within CA1 of the
hippocampus (A. S. Cohen et al., 2007; Schwarzbach et al., 2006). We sought to mimic a
plasticity deficit and effects of mild TBI by altering the STDP algorithm in our model. To
achieve this impairment, we reduced the maximal amount of potentiation in the model by
10% (A+ = 0.9 instead of 1.0 in Equation 4.4) (Figure 4.1B). In our previous work, we
demonstrated that this modest decrement contributed to significant decreases in firing rate
and signal power in impaired networks (Figure 4.1D,E). Simulations ran for 20 min without
HSP to expedite synaptic settling and then 30 min with HSP. Simulations with STDP
impairment were run for an additional 30 min. Analysis was performed on the final 5 min
of simulation time for both baseline and impaired networks.
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Modularity Analysis for Community Detection
Large network architectures can be partitioned into several subnetworks that
perform specialized functions (Figure 4.2A,B). These modules or communities generally
contain densely connected nodes that are more weakly connected to other nodes outside
the module. There are many methodological options for conducting community detection
in networks (Sporns & Betzel, 2016). Since our networks are directed, weighted, and
signed in addition to being large (more than 3000 nodes), we required algorithms that
could accommodate networks with this combination of characteristics. Modularity is one
common technique used to detect the community structure of a network. Reorganizing the
original matrix based on its underlying community structure takes several steps that we
implemented with functions from the publicly available Brain Connectivity Toolbox
(Rubinov & Sporns, 2010). Overall, we followed a procedure of modularity maximization
which seeks to find the optimal network partition that maximizes the modularity quality
function (Q) (Sporns & Betzel, 2016):

𝑄(𝛾) =

1
∑[𝑎𝑖𝑗 − 𝛾 𝑝𝑖𝑗 ]𝛿(𝜎𝑖 , 𝜎𝑗 )
2𝑚

Equation 4.7

𝑖,𝑗

Where ai,j is the number of connection between modules i and j, pi,j is the expected number
of connections between modules i and j according to a null model, 2m is the total number
of connections, γ is the resolution parameter, and δ(σi,σj) is the Kronecker delta function.
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FIGURE 4.2 | Modularity methods. (A) Networks can consist of interconnected modules or
communities, where similar nodes are grouped with one another. (B) The matrix shows a network
representation of community structure where neurons are grouped by module membership. (C)
The original empirical matrix is rewired to produce the null matrix, which is a random directed graph
with the same input and output degree distributions as the original matrix. The process of
community detection maximizes modularity Q to find the optimal community partition. The same
parameters are applied to the null matrix and module quality Q is measured for both matrices.
Hypothesis testing compares the values of Q between the network of interest and the null model to
verify the significance of the identified modular structure. The network is reordered based on
community membership. From the reordered matrix, module size and composition can be
analyzed. Created with BioRender.com.
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The resolution parameter (γ) determines the scale of the modules that can be
detected such that larger modules are detected with smaller gamma values. For
hypothesis testing, a null model was generated by rewiring the original matrix while
preserving the original input and output degree distributions. In gamma optimization,
modularity Q is calculated for both experimental and null matrices across a sweep of
gamma values (Figure 4.2C). The value of gamma that yields the largest difference in Q
between the experimental and null matrices was used for subsequent steps. Gamma was
optimized for minute 26 of each baseline simulation and held constant for ensuing
timepoints and impaired models. With the optimized gamma parameter, we partitioned the
matrix into communities many times to ensure robustness (Blondel, Guillaume, Lambiotte,
& Lefebvre, 2008). An association matrix was generated from the partition ensemble to
obtain the consensus community partition. A null association matrix was also generated
from a permuted partition ensemble, which is generated by permuting each column of the
original partition ensemble. This null association matrix was used to threshold the
experimental association matrix, thereby removing low weight connections. Consensus
clustering produces an optimal partition with community assignments for each node, or
neuron. Based on these assignments, the original matrix was reordered to represent the
underlying community structure. (See Figure D.1 in Appendix D for more detail
visualization of the modularity analysis pipeline.) We report the modularity (Q), the number
and size of modules, and the composition of modules in the hippocampal networks.

Network-based Learning and Pattern Separation
The hippocampus plays a key role in the broad functions of learning and memory,
which depend on long-lasting, if not permanent, changes to network circuitry. These
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network modifications are supported by plasticity mechanisms like STDP that encode
persistent responses to network stimulation. More specifically within the hippocampal
formation, the dentate is known to execute the function of pattern separation, a crucial
learning task in which similar incoming patterns become increasingly different from one
another as they exit the network. In contrast, area CA3 with its recurrent collateral structure
better supports pattern completion whereby partial pattern representations are completed
as they pass through the network.
Although there are many ways to test learning in a neural network, given the size
of our networks (> 8000 nodes), an unsupervised learning algorithm was preferable to a
supervised approach, so we evaluated learning with a similar method to our previous work
(Gabrieli, Schumm, Vigilante, & Meaney, 2020). To summarize this method, we applied
two protocols to assess learning. During training, the network was stimulated and able to
adapt with plasticity to encode responses to periodic input over 30 minutes. During testing,
static networks were stimulated for 6 minutes. Networks were tested before and after
training to determine how training modified the network response.
The networks were first settled as described previously for 30 min of simulation
time with 1 Hz noise and then trained with exogenous 1 Hz stimulus. For each of two
patterns, we simultaneously stimulated a set of 200 input neurons in the DG and measured
the response in all three subregions. The input patterns overlapped by 50% with 100
neurons that were common to both patterns and 100 neurons that were unique to each
stimulus. The simulation ran for an additional 30 min with 1 Hz noise and 1 Hz stimulation
of each pattern to encode the activity response before the network was tested. The
response was measured in the 200-ms epoch immediately following stimulation of either
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pattern 1 or pattern 2. Since learning is defined by training-dependent changes in network
activity, we tested the response of untrained and trained networks to the two input patterns
in order to determine which neurons augmented their activity after the training period. The
activity of each neuron post-training was normalized by its activity before training to
account for neurons with inherently high activity. The 200 neurons that increased their
firing the most from untrained levels comprised the desired, target response. The
remaining neurons made up the off-target response where increases in activity are
undesirable. Thus, the response for each subregion consists of a target component of 200
neurons that respond maximally to the stimulus and an off-target component of the
remaining principal neurons. The signal-to-noise ratio was measured as the ratio of the
target to off-target response. Finally, this paradigm was repeated for two training
conditions. One set of networks was trained under baseline conditions, and another set of
networks underwent training with STDP impairment to test whether reduced potentiation
interferes with the ability to encode patterned responses.
To evaluate pattern separation across the subregions of the network, we turned to
several additional metrics. First, we examined the extent to which the target output
populations from patterns 1 and 2 differed by calculating the percent overlap among the
two populations for each network. More formally, we measured the change in population
distance via the Hamming distance, which calculates the proportion of positions that differ
between two binary vectors:

𝑃𝐷∆ = 𝐷𝑖𝑛 − 𝐷𝑜𝑢𝑡
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Equation 4.8

𝑁

1
𝐷=
∑ 𝑋𝑗 ≠ 𝑌𝑗
𝑁

Equation 4.9

𝑗=1

Where PDΔ is the change in population distance. Din and Dout are the Hamming distance
between the input and output patterns, respectively. Xj and Yj are binary vectors
representing patterns 1 and 2, and N is the length of the binary vectors. By this metric,
identical vectors have a Hamming distance of 0 while two unique vectors have a Hamming
distance of 1. If a network performs pattern separation, the Hamming distance of two input
populations will be greater than that of the corresponding output populations (Chavlis et
al., 2017). If PDΔ > 0, the network performs pattern separation. If PDΔ < 0, the output
patterns are more similar than the input patterns. A second feature of pattern separation
accounts for rate differences between the output patterns (Chavlis et al., 2017). For this
analysis, we focused on the target neurons that were common responders to both patterns
and measured the mean Spearman distance between the pattern 1 and pattern 2
responses of common neurons. The Spearman distance (SD) is calculated as one minus
the Spearman rank correlation between two vectors:

𝑆𝐷 = 1 −

(𝑟𝑠 − 𝑟̅𝑠 )(𝑟𝑡 − 𝑟̅𝑡 )′
√(𝑟𝑠 − 𝑟̅𝑠 )(𝑟𝑠 − 𝑟̅𝑠 )′√(𝑟𝑡 − 𝑟̅𝑡 )(𝑟𝑡 − 𝑟̅𝑡 )′

Equation 4.10

𝑁

1
𝑁+1
𝑟̅𝑠 = ∑ 𝑟𝑠𝑗 =
𝑁
2

Equation 4.11

𝑗

𝑁

1
𝑁+1
𝑟𝑡 = ∑ 𝑟𝑡𝑗 =
̅̅̅
𝑁
2
𝑗
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Equation 4.12

Where rs and rt are the rank vectors of xs and xt, representing the normalized rate
response pattern 1 and pattern 2, respectively. N is the length of the vectors and number
of common neurons between patterns 1 and 2.

Statistical Analysis
For statistical comparisons between baseline networks and rewired, null models,
we used Student’s t-test. To compare baseline and impaired networks, we applied a paired
Student’s t-test with Bonferroni correction to determine significance for cases of multiple
comparison. Statistical testing also included repeated measures ANOVA with TukeyKramer post-hoc test for comparisons with multiple timepoints.

RESULTS

Modularity in Baseline Networks
For modularity analysis, we narrowed our focus to areas CA3 and CA1 due to
network size and because these two subregions displayed the largest functional and
structural changes in our previous work (Figure 4.3A). (See Chapter 3 for those results.)
To establish whether the hippocampal networks had detectable community structure
(Figure 4.3B), we compared them to null models generated by rewiring the connections of
the original matrix while preserving the input and output degree distributions.
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FIGURE 4.3 | Hippocampal model networks have significant community structure compared
randomized control networks. (A) A representative baseline network organized by anatomical
structure (CA3 vs. CA1). (B) A representative network reorganized by module. (C) The number of
modules is significantly higher in the randomized networks than at baseline (p < 1e-5). (D)
Modularity, Q, is significantly lower for randomized networks (p < 1e-5). Randomized controls
rewired connections in the original network while preserving the degree distribution. (E) There was
no significant change in modularity over time at baseline.

We found that the number of modules was significantly lower in the hippocampal
model matrices than in the randomized networks, indicating that empirical communities
are more integrated than predicted by random models (Baseline hippocampal: 6 ± 0.5 vs.
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Randomized: 24.9 ± 1.5; Student’s t-test; p < 1e-10) (Figure 4.3C). As expected,
modularity (Q) was significantly higher in experimental baseline networks than in
randomized

controls

(Baseline

hippocampal:

0.269 ± 0.002

vs.

Randomized:

0.089 ± 0.001; Student’s t-test; p < 1e-10) (Figure 4.3D). High values of Q mean that the
detected communities have higher internal connectivity than predicted by chance.
Together, these results confirm that the hippocampal networks have significant modular
structure as compared to null models. Furthermore, we evaluated modularity Q for the last
5 min of simulation time at baseline and found no change in Q over time (One-way
ANOVA; F-statistic = 0.08; p > 0.5) (Figure 4.3E). Therefore, we used the final connectivity
matrices (from min 30) to compare baseline and impaired networks in subsequent
analysis.

Effects of STDP Impairment on Community Structure
We next compared the community structure of baseline networks with that of STDP
impaired networks (Figure 4.4A,B). Models with STDP impairment ran for an additional 30
minutes, and the ending connectivity was compared to the pre-injury connectivity using
the same modularity algorithm and holding gamma constant. Modularity Q decreased
significantly after plasticity impairment (Baseline: 0.26 ± 0.01 vs. STDP Impaired: 0.24 ±
0.02; paired Student’s t-test; p < 0.01) (Figure 4.4D). However, the number of modules did
not differ (Baseline: 5.0 ± 1.0 vs. STDP Impaired: 5.3 ± 1.3; Student’s t-test; p > 0.1)
(Figure 4.4E). While the average number of modules per network remained the same, we
did identify trends in the sizes of modules after injury. Modules derived from networks with
STDP impairment were more likely to fall at the extreme ends of the size range (Figure
4.4C). In particular, there are more small communities below a size of 250 nodes. On a
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network level, the size range between the largest and smallest module of each network
increased after STDP impairment, reflecting the evolution of these smaller communities
(Baseline: 1129 ± 333 vs. STDP Impaired: 1439 ± 332; Student’s t-test; p < 0.05)
(Figure 4.4F).

FIGURE 4.4 | STDP impairment decreases modularity in the CA3-CA1 network. (A) A
representative network organized by community assignment shows 5 modules at baseline. (B) The
same representative network has 5 communities after STDP impairment, but individual node
assignments can change resulting in different module size characteristics. (C) Histograms of
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module size across all 10 networks show that there are more modules at the extreme ends of the
size range after STDP impairment. (D) Module quality Q decreased significantly with injury (p <
0.01). (E) The average number of modules per network did not change after injury. (F) The range
of module size increased significantly after injury (p < 0.05).

The shifts in module size suggested a broader realignment of neurons among
existing communities, and we further hypothesized that the detected community structure
might reflect the anatomical designations of the hippocampal circuitry. Therefore, we
analyzed the neuron subtype composition of each module for both baseline and impaired
networks. Each module was characterized based on the percentage of neurons from CA3
vs. CA1 and the percentage of inhibitory neurons. We found that excitatory neurons from
CA3 tended to segregate into their own communities (Figure 4.5A). The remaining
communities contained most of the CA1 excitatory neurons (pyramidal cells) as well as
inhibitory neurons from both CA3 and CA1. Accordingly, we identified a significant
relationship between the percentage of inhibitory neurons in the module and the
percentage of CA1 neurons. As the inhibitory percentage increased, the percentage of
CA1 neurons decreased, indicating that these additional inhibitory neurons were
anatomically derived from CA3 (Y = 0.40X + 0.005; linear regression; R2 = 0.75;
p < 1e-5). After STDP impairment, we found that CA3 excitatory neurons continued to
form separate communities; however, the relationship between the percentage of
inhibitory neurons and CA1 neurons disappeared (Figure 4.5B). This occurs due to the
appearance of many small modules that contain excitatory neurons from both CA1 and
CA3. Most likely, some neurons from the CA3 excitatory modules realign with excitatory
neurons from CA1 to form these small communities.
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FIGURE 4.5 | Module characterization by underlying neuron type reflect hippocampal
anatomy. (A) At baseline, one subgroup of modules is comprised primarily of CA3 excitatory
neurons (within circle). Predominantly CA1 modules contain most of the inhibitory neurons from
both CA3 and CA1. Therefore, there is a significant relationship between the percentage of
inhibitory neurons and the percentage of CA1 neurons in these modules (inset) (R2 = 0.75; linear
hypothesis test; p < 1e-5). As the percentage of inhibitory neurons increases, the percentage of
CA1 neurons decreases (inset). (B) After STDP impairment, there remains a subgroup of modules
comprised of CA3 excitatory neurons (within circle). However, a new subgroup of small modules
develops. These are made up of excitatory neurons from both CA1 and CA3. The appearance of
these small excitatory modules eliminates the relationship between inhibitory tone and the
percentage of CA1 neurons (inset) (R2 = 0.03; linear hypothesis test; p > 0.1).
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Pattern Separation in Baseline and Impaired Networks
Learning and memory are crucial hippocampal functions supported by synaptic
potentiation. As a mechanism of synaptic weight modification, STDP facilitates usedependent circuit adaptation. To test whether and how STDP impairment affects higherlevel network functions, we implemented a method of unsupervised learning characterized
by training-dependent changes in neural activity (Figure 4.6A). Baseline networks were
trained with STDP impairment or under control conditions. During training, two overlapping
sets of 200 neurons in the DG were stimulated in addition to receiving baseline noise input.
The two stimulus patterns were interleaved and stimulated at 1 Hz. During testing, the
same two input patterns were activated in a static network. Networks were tested before
and after training to determine the relative change in firing rate on a neuron basis. Not
including those neurons stimulated with input patterns, the rest of the principal excitatory
neurons in the network were divided into two groups of responders. For each subregion
(DG, CA3, CA1), those that increased their spiking activity the most were termed target
neurons, and the remainder were classified as off-target neurons. Target and off-target
neurons were not identified a priori but rather based on their response to the training
paradigm.
Although we hypothesized that limiting potentiation would interfere with the
encoding phase of memory, we found that both baseline and STDP impaired networks
were capable of encoding conditioned responses to input stimulation. The target neurons
had significantly higher average normalized firing rate than their off-target counterparts
across all three subregions and both conditions (Student’s t-test; p < 1e-5 for all
conditions) (Figure 4.6B,C). We also computed the signal-to-noise ratio (SNR) as the
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target activity divided by the off-target activity and found that STDP impaired networks
expressed lower SNR in all three subregions of the hippocampus with the most significant
change in CA1 (paired Student’s t-test; p < 0.02 for all subregions) (Figure 4.6D). This
decrease in SNR appears primarily driven by a decrease in firing among target neurons.
While significant, the magnitude of the difference was modest.

FIGURE 4.6 | Networks successfully encode patterned responses although STDP
impairment decreases the signal-to-noise ratio. (A) Training consisted of stimulating sets of 200
neurons in the DG. Baseline networks were trained once with STDP impairment and once under
control STDP conditions. Networks were tested before and after training to compare the activity
response in each region. Created with BioRender.com. (B) Firing rates after training are normalized
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by the response to stimulation in the untrained network. The gray dashed line is the reference point
for activity in untrained baseline networks. The activity of target neurons increases significantly
from baseline while the average activity of off-target neurons remains the same or decreases. (C)
Networks with STDP impairment exhibit the same paradigm as baseline networks with higher
activity in target neurons than in off-target neurons. (D) The signal-to-noise ratio (on-target divided
by off-target response) decreases significantly after injury in each region (paired Student’s t-test, p
< 0.02 with significance determined by Bonferroni correction).

Thus far in our analysis of the learning paradigm, we focused only on the
magnitude of the output; however, we also investigated whether the response to each
pattern differed. Given the observed decrease in SNR among the responder neurons, we
sought to determine whether this decrease affected the ability of the circuit to perform
pattern separation by discriminating between the two overlapping input patterns.
Successful pattern separation requires that the output patterns be more different than the
input patterns (Figure 4.7A). Accordingly, we evaluated the amount of overlap between
the groups of target neurons for each pattern, finding that the mean percentage of overlap
was 16% and 13% for the DG and CA1, respectively (Figure 4.7B). This is well below the
50% overlap of the input patterns, indicating strong pattern separation. Interestingly, the
percentage of overlap among target neurons from CA3 was 48% on average (Figure
4.7B), so this area did not execute pattern separation. This is most likely attributable to
the recurrent collaterals in CA3 that putatively make the area uniquely adept at pattern
completion, the ability to complete an output response based on partial input information.
Due to the limited ability to potentiate synapses, we hypothesized that STDP impairment
would limit the ability to encode unique output patterns. However, we found that the
percentage of overlap did not decrease in networks that were trained with impairment. In
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fact, the change in population distance between the input and output populations
increased in the DG and CA3 of impaired networks, suggesting that pattern separation
was more successful in these subregions (DG: 0.18 ± 0.06 vs. 0.24 ± 0.04; paired
Student’s t-test; p < 0.001. CA3: -0.15 ± 0.04 vs. -0.03 ± 0.05; p < 0.001. CA1: 0.21 ± 0.03
vs. 0.21 ± 0.02; p > 0.1 for CA1) (Figure 4.7C).
In addition to distinct populations of responsive neurons, rate coding is another
attribute of pattern separation (Chavlis et al., 2017). Since most of the neurons in the target
populations were unique to one pattern or the other, we were interested in the neurons
that activated with both patterns and whether these common neurons responded
preferentially to either pattern. We calculated the normalized rate difference between
pattern 1 and pattern 2 activity for all common neurons (Figure 4.7D). To compute the
distance between the response vectors, we evaluated the mean Spearman distance
across networks. We found that the only subregion to show a significant change after
STDP impairment was CA3, but there were no significant differences in rate coding among
common neurons of the DG or CA1 (paired Student’s t-test with Bonferroni correction for
multiple comparisons; p < 1e-5 for CA3) (Figure 4.7E). Therefore, although STDP
impairment reduced the total SNR, rate coding was still effective for pattern separation
among common responder neurons. While no deficits were observed in population- or
rate-based analyses of pattern separation in these circuits, these results do not preclude
the possibility that there may be subtle differences in temporal coding based on specific
spike timing.
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FIGURE 4.7 | There is no pattern separation deficit in circuits with STDP impairment. (A)
Pattern separation occurs when the output patterns differ more than the input patterns do. In this
study, we stimulated two patterns with 50% overlap in the population of input neurons. Created with
BioRender.com. (B) For each region, the output populations consisted of 200 target neurons for
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each pattern. The percent overlap in baseline networks was below 20% for the DG and CA1. Similar
to baseline networks, STDP impaired networks had low percentage overlap in the DG and CA1
with higher overlap in area CA3. (C) The difference between the Hamming distance of the input
population and the output population measures pattern separation where a higher value indicates
greater pattern separation. With STDP impairment, the distance between output populations was
greater in the DG and CA3 than at baseline (paired Student’s t-test, p < 0.02 with significance
determined by Bonferroni correction). (D) The rate difference between common neurons shows
that common neurons responded preferentially to one pattern or the other. Common target neurons
from the DG in one representative network are shown. P1 = pattern 1; P2 = pattern 2. (E) The
distance between the rate response to pattern 1 vs. pattern 2 was computed as the Spearman
distance. The rate distance for CA3 outputs was significantly different between baseline and STDP
impaired networks (paired Student’s t-test, p < 1e-5).

Nodal Flexibility in Target Neurons
Finally, we assessed modularity in trained baseline and STDP impaired networks.
Similar to untrained impaired networks, trained circuits with STDP impairment had lower
modularity than untrained baseline networks (Repeated measures ANOVA with TukeyKramer post-hoc for multiple comparisons; p < 0.05) (Figure 4.8A). Trained baseline
networks did not significantly differ from either untrained baseline or STDP impaired
networks (Figure 4.8A). After verifying community structure in trained networks, we
investigated how community affiliations changed over time. To do so, we applied the
concepts of ‘flexibility’ and ‘promiscuity’ (Figure 4.8B). As it relates to network theory,
flexibility describes whether nodes change their community affiliation at different time
points. Nodes with high flexibility frequently associate with different modules. Promiscuity
is a related yet distinct concept that quantitatively captures whether nodes associate with
several unique modules or only a few. A highly flexible node could have low promiscuity if
it shifts between only two unique communities.
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FIGURE 4.8 | Target output neurons have low promiscuity among network communities. (A)
Both trained and untrained networks with STDP impairment have lower modularity than untrained
baseline networks. (B) Neurons that change their community affiliation frequently have high
flexibility. If their affiliation shifts between unique communities, those neurons also have high
promiscuity. (C) Target neurons are more likely to fall in the first or fifth quintiles of the flexibility
distribution. (D) Target neurons have low promiscuity, most likely falling into the first two quintiles
of the distribution.
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We analyzed flexibility and promiscuity in the aggregate target and off-target
populations of CA3 and CA1. Target neurons, which increased their activity the most after
training, were most likely to fall in the highest or lowest quintiles of the flexibility distribution
(Figure 4.8C). These neurons also had low promiscuity, indicating that changes in
community assignment included few unique modules (Figure 4.8D).Together, these
results suggest that target output neurons have comparatively stable community
affiliations since even those that were flexible were associated with lower promiscuity. In
contrast, off-target neurons fell relatively evenly into the flexibility and promiscuity quintiles
(Figure 4.8C,D). We found no significant differences in these properties after STDP
impairment.

DISCUSSION

Summary

In these studies, we examined the community structure of a neuronal network
model of the hippocampus. At baseline, we found that the CA3-CA1 networks displayed
significant modular structure in which excitatory neurons from CA3 (pyramidal cells)
reliably segregated into distinct communities. The remaining neurons, including CA1
pyramidal cells and inhibitory neurons from both subregions, formed separate modules.
After STDP impairment, modularity decreased significantly, and more small modules
appeared. With their small, spurious nature, these modules are purportedly less
functionally well-defined. We then trained the networks with an unsupervised learning
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algorithm to test the critical function of pattern separation across the subregions of the
circuit. In the learning process, we identified a critical group of target neurons that showed
the largest rate-dependent training effect. STDP impairment during the encoding phase of
pattern acquisition reduced the magnitude of the learning effect; however, impaired
networks executed pattern separation successfully as analyzed with both population- and
rate-based coding. Finally, we found that target neurons had a unique modularity-derived
profile characterized by low nodal promiscuity, which indicates that these target neurons
were relatively stable and affiliated with few unique network communities. In comparison,
off-target neurons followed more homogenous flexibility and promiscuity distributions.

Limitations of the Model and Learning Paradigm
There are several limitations to the current studies that influence the interpretation
of this work. Fundamentally, the hippocampal model is not full-scale and contains a limited
number of cell and receptor types. It does not have lamellar structure or complex
geometry; however, the synaptic connectivity is faithful to the literature and the most
important attribute for the network-based analysis presented here. We use a point neuron
model of Izhikevich integrate-and-fire neurons that is more phenomenological than other,
more biophysical neuron models. This drawback is balanced by high computational
efficiency, which enabled the development of a large network model of the hippocampus,
and by extensive use and validation of cell-specific spike timing across different neuron
types (Izhikevich, 2003, 2004; Izhikevich & Edelman, 2008; Muddapu, Mandali,
Chakravarthy, & Ramaswamy, 2019; Pena, Zaks, & Roque, 2018). Our simulation of
STDP impairment as a consequence of mild TBI is also a limitation of these studies.
Despite the prevalence of learning and memory deficits after TBI, there is not extensive
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literature surrounding plasticity impairment. Beyond inhibiting long-term potentiation in
hippocampal circuitry, injury reduces CaMKII expression and synaptic protein assemblies,
thereby impeding synaptic strengthening. In contrast, long-term depression generally
remains intact in damaged hippocampal slices. Accordingly, we modeled these effects as
a biased decrement in potentiation only. The change was modest, consisting of a mere
10% decrease in maximal strengthening, to ensure that network activity did not collapse
at baseline. However, given our results that STDP impairment did not have a strong
negative effect on learning and pattern separation, additional injury mechanisms should
be explored in future work. Since damage is known to cause pattern separation deficits in
both animals and humans (Brock Kirwan et al., 2012; Hanert, Pedersen, & Bartsch, 2019;
Paterno et al., 2017), our results suggest that some additional mechanism beyond STDP
impairment must contribute to those effects. Upcoming modeling studies might also
examine the interplay between different plasticity algorithms since a stronger homeostatic
mechanism might compensate for larger decreases in STDP-related potentiation, thereby
preserving baseline untrained activity levels while exposing larger learning deficits.
Lastly, we implemented an unsupervised learning paradigm, which makes no a
priori designation between desired and undesired responses. For each of two patterns,
we stimulated a subset of 200 neurons in the dentate and identified the most responsive
neurons in all three hippocampal subregions based on their normalized firing rate. We
also implemented training and STDP impairment at the same time to hold the runtime
constant between impaired and control networks. Yet, we could also consider training
networks that had already adapted to STDP impairment controlled. It is possible that
training mitigated the effects of injury and that networks with ingrained diminished activity
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are less responsive to training. Although this unsupervised method of network learning
cannot address complex temporal coding, it has several advantages. Since it is a
computationally efficient post-hoc algorithm without prior topological assumptions, it could
be applied with spiking data of this size and density. It also exploits our incorporation of
use-dependent plasticity (STDP) as one of the major advances in a model of this size and
biological fidelity. Therefore, this method constituted a reasonable biological proxy despite
its unsupervised nature. One popular alternative in biologically inspired neural networks
is the detection of polychronous neural groups, which is better adapted to handling many
neural groups and memory traces and evaluating the maximal amount of information that
might be stored in a given circuit. While the original algorithm requires computationally
expensive, brute-force computations, some groups are developing more efficient
alternatives inspired by machine learning (Chrol-Cannon, Jin, & Grüning, 2017; Guise,
Knott, & Benuskova, 2014). These approaches might offer an opportunity to extend our
results with a quantification of the information storage capacity of this hippocampal circuit.

Modularity for Detection of Network Plasticity
Modularity is a useful framework for assessing the architectural organization of a
network. Large networks often consist of several smaller subnetworks that are more
densely connected internally than they are externally (Sporns & Betzel, 2016). This
partitioned organization is posited to support faster, more efficient processing by
facilitating functional compartmentalization (Khambhati, Mattar, Wymbs, Grafton, &
Bassett, 2018; Sporns & Betzel, 2016). By reducing the energy requirements for networkwide modifications, a more modular structure is also a more adaptable one (Arnemann et
al., 2015; Bassett et al., 2011). In the present study, we identify post-injury modularity
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reduction, which may constitute an adaptation that increases integration between
communities to support overall activity levels. This result further suggests that potentiation
supports baseline segregation in the hippocampal circuit. Although there is also evidence
of the opposite (Han, Chapman, & Krawczyk, 2020; Han et al., 2014), previous findings
that TBI reduces modularity in functional brain networks correlate with persistent postconcussive syndrome (Arnemann et al., 2015; Messé et al., 2013). In addition, more
modular structure was predictive of better training outcomes after injury (Arnemann et al.,
2015); this may occur because lower energy costs are associated with adaptation in more
highly segregated networks. The variable response (increase vs. decrease) may relate to
individual heterogeneity, other measures of network-wide integration, or whether the
network is still in a state of active adaptation. Aside from analyzing the microcircuit scale,
differences between our results and others may be attributable to our focus on structural,
instead of functional, connectivity. Since functional connectivity is dynamic and malleable
while structural connectivity is more stable as a reflection of the underlying neural
anatomy, it is possible that the training effect is larger for functional networks. Ultimately,
the demonstrated effects in structurally well-defined microcircuits corroborate the idea that
modularity may be a useful (bio)marker of intervention-dependent network plasticity
(Gallen & D’Esposito, 2019).

Broader Impacts of STDP Impairment on Learning
With a modest amount decrement in STDP-related potentiation, networks could
still learn and execute pattern separation. In another recent study from our group, we
tested the circuit-level consequences of NMDA receptor damage, which increases
network activity, in a generic circuit with a similar learning paradigm (Gabrieli, Schumm,
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Vigilante, & Meaney, 2020). Since injury-induced, elevated activity obscured the training
effect, we found the most detrimental outcome of NMDA receptor dysfunction occurred
during recall of previously trained patterns but also tested injury during different phases of
memory (Gabrieli, Schumm, Vigilante, & Meaney, 2020). Here, we exclusively tested
STDP impairment during the encoding stage. Based on our previous work in impaired
networks (Chapter 3), the maintenance phase would also challenge STDP impaired
networks, which would likely lose the entrained response more quickly as overall activity
decreases without exogenous stimulation. This idea is supported by behavior studies that
find injured animals perform the task successfully if tested quickly after training but not if
the time between testing and training is longer (Paterno et al., 2018). If we integrated both
STDP impairment and NMDA receptor damage simultaneously, we expect that STDP
impairment might enhance pattern recall because the two mechanisms have opposing
influence on network activity. Alternatively, as trauma-induced changes to NMDA receptor
physiology will disappear when receptors are replaced hours after injury (Estrada-Rojo,
Morales-Gomez, Coballase-Urrutia, Martinez-Vargas, & Navarro, 2018; Giza, Santa
Maria, & Hovda, 2006; Reger et al., 2012) and plasticity impairments may persist for days
after injury, one might expect an acute early impairment in the retrograde memory
(Gorman, Shook, & Becker, 1993; D. H. Smith, Okiyama, Thomas, Claussen, & McIntosh,
1991; Whiting & Hamm, 2008) with a longer lasting impairment in memory acquisition (An
et al., 2016; Luo et al., 2017; Paterno et al., 2018).

Pattern Separation in the Literature
Broadly, pattern separation conveys the capacity to distinguish similar events and
contexts; therefore, this function underpins general learning abilities. TBI causes
143

behavioral deficits in spatial memory and spatial object recognition in animal models of
injury (Folweiler et al., 2018; Paterno et al., 2017, 2018). These trained behaviors depend
on discrimination between similar experiences. Recent findings also demonstrate that
injury impairs pattern separation in humans (Brock Kirwan et al., 2012; Hanert et al., 2019).
The dentate is traditionally the primary focus of studies on hippocampal pattern separation
because its intrinsic properties of high inhibition and parallel circuitry intuitively support
this filter function; however, there is growing evidence that other subregions (CA3 and
CA1) also facilitate pattern separation. In fact, temporary CA1 lesions impair pattern
separation in humans (Hanert et al., 2019). Since CA1 relays information processed by
the hippocampus to neocortical brain regions (Witter & Amaral, 2004), the area clearly
plays an important role in the wider circuitry, making it an intuitively important subregion.
For these reasons, it is interesting that in our work changes in the DG and CA3 appear to
compensate for one another because the population- and rate-based output distances
measured from CA1 do not differ. These results suggest that the output patterns
transduced by CA1 are essentially the same and that the network adapts to maintain that
final output. While one might predict a larger effect of STDP impairment on pattern
separation, these subtle differences are an intuitive extension of our previous results. In
our earlier work (Chapter 3), we found that the DG was remarkably robust after STDP
impairment. Given its intrinsically low rates of activity, the DG is more resilient to minor
changes in STDP. Others have found that deficits in pattern separation are associated
with hyperexcitability and elevated activity in the DG (Chavlis et al., 2017; Jinde et al.,
2012; Myers & Scharfman, 2009), which increases activation and thereby reduces the
capacity of the filter function. In general, STDP impairment reduces synaptic weights in
the network, making it more difficult to activate. Although its impact on learning is more
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indirect, NMDA receptor damage or inhibitory cell degeneration might have outsized
influence on pattern separation because these mechanisms would increase spurious
noise in the output patterns. Finally, our analysis in this work focused on population and
rate coding; however, we cannot exclude the importance of temporal coding because it is
possible that the spike timing changes while the activity rate remains stable. Indeed,
previous results from our group indicate that networks adapt to preserve firing rate first as
other measures of spike timing exhibit longer lasting changes after neurodegeneration
(Gabrieli, Schumm, Vigilante, Parvesse, et al., 2020).

Future Directions and Conclusions
One natural extension of this work is prospective training or other interventions
designed to facilitate active recovery in damaged networks. For instance, a stimulation
protocol that could restore activity in a damaged network would be of interest for
rehabilitation (Paterno et al., 2017; Pevzner et al., 2016), and certain types of stimulation
(frequencies, magnitudes, etc.) might bet associated with better training outcomes. There
is a clear need to investigate stimulation in conjunction with injury and the role that it may
play in network recovery. It is often assumed that concussed patients should limit
exposure to any form of stimulation because it mitigates their symptoms; however,
targeted stimulation may instead help resolve chronic deficits (Pevzner et al., 2016).
Relatedly, the functional connectivity characteristics of our hippocampal network should
be examined more completely, as we may discover a structurally modified network
achieves nearly the same functional organization that appeared before injury. This
analysis would enable us to address how closely functional networks reflect underlying
structural connectivity at the microcircuit scale. At the macroscale, a link between axonal
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tractography and a resting state functional network is established (Greicius et al., 2009;
Honey et al., 2009), but the relationship between structural and functional connectivity is
not well understood in microcircuits. Further, characterizing functional networks from these
simulations would offer an opportunity to link this work with experimental results measured
via microelectrode arrays and make structurally based insights about those empirical
functional data (Kang et al., 2015).
With this work, we investigate the modular network structure of a computational
model of the hippocampus, a region of the brain that has well-characterized anatomy and
electrophysiology, and we examine the functional implications of plasticity impairment on
network-defined pattern separation. These studies contribute to a growing body of work
regarding the circuit-level effects of cellular damage in neuronal networks (Gabrieli,
Schumm, Vigilante, & Meaney, 2020; Gabrieli, Schumm, Vigilante, Parvesse, et al., 2020;
Schumm et al., 2020; Volman et al., 2011). Studying a posited substrate of physiological
learning with this biologically inspired computational model of the hippocampus, which is
known for its role in learning and memory, guides new insights into both temporary and
more permanent impairments that could occur from cellular-based changes after traumatic
injury. In addition, combining this cellular-level mechanistic insight with new tools in data
science (e.g., deep learning and machine learning) provides an opportunity to create
biologically inspired autonomous learning models that could aid the recovery and repair
of damaged circuits. By understanding network-based learning in this hippocampal circuit,
we will not only advance practical analytical tools, but we may also develop targeted
interventions to improve outcomes for patients with diseases of brain-network
organization.
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CHAPTER 5: Conclusions and Future Directions

DISSERTATION SUMMARY
Despite receiving increased attention in recent years and decades of research,
traumatic brain injury remains poorly understood due to its intrinsic heterogeneity. In
particular, mild injuries often have subtle, even undetectable effects on the brain, yet
patients suffer with long-term cognitive deficits and the emotional toll of chronic disability.
Although there are some improvements in TBI diagnostics, the predictive validity is
unknown, and treatments are lacking. The brain is often regarded as a large network, and
many diseases can be viewed through this prism. For the example of TBI, the injury can
damage nodes (neurons) and edges (synaptic connections), disrupting signal
transmission through the large network of the brain. These network pathologies of the
brain are commonly analyzed at the macroscale through functional MRI data from human
patients; however, the causal mechanisms are often studied at the cellular scale with in
vitro experiments or in vivo animal models. Linking these fields to appreciate how cellular
injury mechanisms produce observed macroscale network effects requires work at an
intermediate scale, such as that of microcircuits. With enough biological detail, cellular
effects can be directly implemented, and emergent network behaviors can be evaluated.
Accordingly, the goal of this thesis was to characterize functional outcomes of injury in
neuronal networks and to build a more principled understanding of the effects of injury on
microcircuits. To achieve this objective, we used network analytic tools and computational
network models, constructing our own novel microcircuit model of the hippocampus.
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Chapter 2: Neuronal Degeneration Impairs Rhythms between Connected
Microcircuits
In preparation for subsequent work with a specific feedforward circuit (the
hippocampus), in Chapter 2, we assessed synchronized neural activity and
neurodegeneration in a generalized network model of standard cortical neurons. To build
preliminary knowledge of interconnected mesoscale architecture, we constructed
simulations of two clusters of neurons that were connected unidirectionally from upstream
Cluster 1 to downstream Cluster 2 with varying numbers of intercluster connections. We
found that the two clusters easily synchronized their overall spiking activity, as measured
with a time-based correlation on aggregate signals, with relatively few connections (Figure
2.2). In fact, only approximately 10% of the inputs to Cluster 2 needed to be intercluster
connections to achieve high synchronization (Figure 2.2). The intercluster connections
were strong, stable network connections (Figure 2.3). Next, we characterized neuronal
subpopulations that were defined based on whether they were excitatory and whether they
participated in intercluster connections. Using the network properties of betweenness
centrality and controllability, we found that these a priori subtype definitions corresponded
to distinct network-based profiles (Figure 2.4).
To interrogate the function of these subtypes further, we simulated targeted
neurodegeneration by removing neurons based on their controllability ranking, beginning
with those of the highest controllability. The injury was relatively mild since the simulated
degeneration encompassed a small percentage of the overall network. The response of
the connected microcircuits depended on the baseline level of synchronization. Highly
synchronized networks were resilient, showing an important deficit in high frequency
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signal power only when neurons that sent intercluster projections were removed (Figures
2.5 & 2.6). Conversely, moderately synchronized networks were vulnerable to post-injury
decreases in synchronization, but these networks appeared more flexible, maintaining
signal power across a more diverse range of frequencies (Figures 2.5 & 2.6). We
concluded that baseline coupling between regions conveys resilience and is predictive of
the functional response of small networks to injury. This work also confirmed that mild
injuries are fundamentally subtle and require multimodal assessments to detect nuanced
dysfunction.

Chapter 3: Plasticity Impairment Exposes CA3 Vulnerability in a Hippocampal
Network Model of Mild Traumatic Brain Injury
In Chapter 3, we expanded our neuronal network modeling to a particular brain
region, the hippocampus, which is involved in learning and vulnerable to damage from
TBI. Given the wealth of electrophysiological and connectivity data compiled about the
hippocampal formation, we developed a novel network model of its primary functional
regions – the dentate gyrus, CA3, and CA1. These regions are predominantly
unidirectionally connecting, extending the work we completed in Chapter 2 to a specific
functional circuit. With this model, we balanced computational efficiency and biological
complexity in a mesoscale representation (approximately 9000 nodes) of the isolated
hippocampus. We validated network activity by comparing firing rates to empirical data
and established stimulus-response curves that qualitatively replicate network function in
slice electrophysiology (Figures 3.2 & 3.4; Table B.10).
We also analyzed the rhythmic pattern of oscillations and found that the signal
power across common frequency bands of brain waves supported the known
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characteristics and functions of each hippocampal subregions (Figure 3.3). In particular,
the aggregate activity in area CA1 had high power both in a low frequency regime (delta
to theta bands) and in a higher frequency regime (slow gamma). Moreover, the networks
exhibited significant phase-amplitude coupling between theta and gamma oscillations in
CA1 (Figure 3.5). In addition, we observed significant phase coherence between the theta
waves of CA3 and CA1 (Figure 3.5). In the literature, these frequencies and the coupling
between them are believed to support memory processing. Finally, we implemented STDP
impairment to simulate one important effect of mild traumatic injury. Impaired networks
had significantly lower activity in areas CA3 and CA1 and a decrease in broadband power
in these same subregions (Figures 3.6 & 3.7). These effects correlated with significant
changes in the output strength of pyramidal cells, especially in CA3 (Figure 3.6). While
activity decreased, phase-amplitude coupling in CA1 remained intact (Figure 3.7).
Additionally, phase coherence between CA3 and CA1 remained high although it
decreased significantly (Figure 3.7). Overall, these studies demonstrated that area CA3 is
a weak point in the hippocampal circuit under conditions of STDP impairment. This is most
likely due to its intrinsically high activity while innately low activity and low excitability
protect the DG from this type of deficit.

Chapter 4: Plasticity Impairment Alters Community Structure but Permits
Successful Pattern Separation in a Hippocampal Network Model
In Chapter 4, we investigated structural changes after STDP impairment in the
hippocampal network model developed in Chapter 3. We found that the networks do
indeed feature significant community structure as detected with network modularity
algorithms (Figure 4.3). Modularity was stable over time in baseline networks (Figure 4.3);
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however, STDP impairment decreased modularity in the CA3-CA1 subnetwork (Figure
4.4). While the number of communities remained stable after injury (Figure 4.4), the size
range increased (Figure 4.4), indicating an underlying nodal realignment among existing
modules. To determine how this realignment related to the underlying anatomy, we
characterized each community based on subregion membership (CA3 vs. CA1) and
neuron type (excitatory vs. inhibitory). We found that excitatory CA3 pyramidal cells selfsegregated, and CA3 inhibitory neurons associated with communities of CA1 neurons
(Figure 4.5). With STDP impairment, many small excitatory modules appeared with
neurons from both CA3 and CA1 (Figure 4.5), which disrupted the baseline relationship
between subregion membership and neuron type.
To determine whether the hippocampal networks could encode conditioned
responses to patterned input, we next applied an unsupervised learning algorithm in which
we stimulated patterns in the DG and measured the training effect in all three subregions
of the hippocampus (DG, CA3, CA1). The training effect was calculated as the normalized
change in firing rate of target vs. off-target neurons. As the method was unsupervised, the
target populations were determined post-hoc and consisted of the neurons that produced
the maximal change in firing rate compared to pre-training levels. We found that,
compared to controls, impaired networks displayed a modest but significant decrease in
the signal-to-noise ratio of target vs. off-target normalized firing rate, a quantity that
represents the magnitude of the training effect (Figure 4.6). In addition, we found that the
target output neurons of both impaired and control networks were characterized by a
unique modularity-derived profile with low promiscuity (Figure 4.8), meaning these nodes
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do not change their community association among many modules. This suggests that
target neurons are more stable than their off-target counterparts.
To test the function of pattern separation, a critical learning function that is
associated with the DG, we trained two overlapping patterns into the networks. Pattern
separation occurs when output patterns overlap less than the input patterns do. In this
case, the input patterns overlapped by 50% and the average overlap of outputs from the
DG was 16% (Figure 4.7). We considered both population- and rate-based measures of
pattern separation and found that STDP impairment did not inhibit pattern separation
(Figure 4.7), contrary to our initial hypothesis. These results further support our conclusion
that the dentate is unsusceptible to this injury effect which decreases the propensity to
activate. Instead, the important filter function of the DG is damaged more by hyperactivity,
which could result from alternative injury mechanisms.

Synthesis of Major Findings
The most significant advancement described in this thesis is the hippocampal
microcircuit model discussed in detail in Chapter 3. Since we were interested in the effects
of injury across the entire hippocampal network and existing methods lacked the requisite
precision for our questions, we constructed a novel network-based model of the
hippocampus to meet an existing need in the field of network science. Our work is unique
in that it develops a mesoscale network model of the entire hippocampus while
maintaining neuron-scale resolution and integrating synaptic plasticity. We built upon
existing literature and models in this space but took significant steps forward by carefully
integrating data across the many cell types of the region.
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The key findings of this thesis pertain to local circuit vulnerabilities and protective
attributes in microcircuit networks. In Chapter 2, with a unidirectional, two-cluster topology
that underwent neurodegeneration, we identified the weak point as an upstream neuronal
subtype that sends excitatory projections to neurons in the downstream cluster. We also
found that synchronized activity imparted a protective quality to networks, mitigating the
effects of neurodegeneration on functional coupling between the two clusters of neurons.
In Chapters 3 and 4, we extended our modeling techniques to the specific circuit of the
hippocampus and found that area CA3 was most susceptible to the injurious effects of
STDP impairment. Low spiking activity lessened the impact of plasticity impairment on the
dentate while high activity exposed CA3 to this mechanism of injury. In applying these
principles to other circuits, we would predict that highly synchronized networks are
protected from neurodegeneration and highly active networks are uniquely vulnerable to
STDP impairment.
Our results in damaged microcircuits integrate into a broader context of
injury effects and their activity-dependent interactions with spike-timing-dependent
plasticity. TBI has many cellular and sub-cellular mechanisms of injury as detailed in
Chapter 1. In this thesis, we focused on neurodegeneration and plasticity impairment, and
we can place our findings in a broader context of injury effects. Our research group has
previously studied the interaction between STDP and injury and identified a general
homeostatic propensity in plastic networks (Gabrieli, Schumm, Vigilante, Parvesse, et al.,
2020). STDP contributes to a buffering capacity in the network whereby the circuit can
absorb changes without appreciably altering its basal activity level, and the studies in this
thesis continue to support that theory.
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Most injuries can be placed into one of two general categories based on whether
they precipitate an increase or decrease in activity. For instance, deafferentation in
conjunction with homeostatic plasticity mechanisms can lead to pre-epileptic-like activity
(Volman et al., 2011), and NMDA receptor dysfunction amplifies calcium influx across the
cell membrane and thereby increases neuronal excitability (Gabrieli, Schumm, Vigilante,
& Meaney, 2020; Singh et al., 2012). Of course, complications develop as we expand this
model to complex circuits in which many cell types interact. Taking neurodegeneration as
an example, losing excitatory cell types reduces the energy in the network and decreases
activity, but removing inhibitory cell types can increase overall activity by lowering
inhibition onto excitatory neurons that increase their firing in response.
The premise that STDP depends on the coordinated firing of connected neurons
leads to a general principle that synaptic modification is more likely when networks are
more active, and vice versa. Considering our results, we would predict an activity ratedependent interaction between STDP impairment and other injury modalities. For
instance, STDP impairment would exacerbate the effects of mechanisms that generally
reduce activity, such as chronic neurodegeneration, because the network would be unable
to compensate and restore activity. Likewise, acute changes that either immediately alter
the physical integrity of the neuronal membrane (i.e., mechanoporation) or temporarily
prevent neurons from firing could cause secondary remodeling of the network where either
reduced activity becomes permanently entrained or rebalancing the network is more
challenging once plasticity is restored. Conversely, injury mechanisms like NMDA receptor
damage or excitotoxicity, which increase firing rate, would perhaps benefit from a
potentiation deficit because it would limit the extent to which increased activity is
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compounded by increased strength. In the case of excitotoxicity, reduced potentiation may
constrain the cellular damage incurred from prolonged overexcitation. Since any individual
injury in vivo or in the clinic likely consists of a unique combination of several mechanisms,
various combinations of them can be systematically tested in future studies for additive
and synergistic effects.
Healthy networks optimize flexibility and stability while dysfunctional
networks operate at extremes of high or low flexibility. Intuitively, synchronization is
important for network-wide communication because coherence improves the efficiency of
information transfer. Expanding previous modeling studies from our lab, the work in this
dissertation centered on computational models with multiple structural subnetworks, so
communication between these subregions was critical to assess. We used temporal
correlations (Chapter 2) and phase coherence (Chapter 3) to do so. Despite its obvious
importance, synchronization does come at a cost. The more synchronized a network
becomes the less flexible it is and the less informational diversity it contains (Figure 5.1).
In Chapter 2, we found that some two-cluster networks preserved synchronization to the
detriment of high frequency signaling capabilities. Similarly, in vitro experiments from our
research group found that circuits with high cellular density had low flexibility and could
only access one highly synchronized regime of activity (Adegoke, 2020). These networks
lacked flexibility and were not adaptable; in fact, they did not withstand nodal inactivation
injury (Adegoke, 2020). In the extreme case, states of high synchrony can become
pathological, precipitating network-wide seizures in human patients. TBI can make these
states more likely and cause post-traumatic epilepsy (Wilson et al., 2017). However,
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flexibility is not without its own drawbacks. Children have highly plastic neural circuitry and
yet remain susceptible to chronic cognitive effects of injury (Giza & Prins, 2006).
We analyze one form of structural nodal flexibility through the lens of community
structure in Chapter 4 by applying modularity to detect subnetworks in the hippocampal
circuit. After stimulation-based training, we identified a population of highly responsive
target neurons. Target output neurons were characterized by low nodal promiscuity, a
measure of modularity-derived flexibility in which nodes affiliate with few unique
communities. This work demonstrates another case in which high nodal flexibility or
promiscuity could be detrimental, limiting circuit recall of trained responses to stimulated
inputs. Modularity itself exists on a continuum that balances network segregation and
integration (Figure 5.1). A segregated network can perform diverse functions efficiently,
but an integrated network has higher redundancy that can insulate the network from
damage. Across these studies, we have convergent findings related to parallel concepts
of functional and structural flexibility (Figure 5.1). Healthy, resilient circuits have both
structural balance between network segregation and integration and functional balance
between informational diversity and synchronization. Injury drives the network closer to
extreme states where pathology awaits.
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FIGURE 5.1 | The flexibility continuum and network function. Healthy networks balance both
structural and functional flexibility to achieve reciprocal benefits, and pathologies can occur when
networks operate at the extreme ends of the spectrum. For instance, epilepsy involves networks
with excessive synchronization and little signal diversity across the network. This figure was created
with BioRender.com.

LIMITATIONS AND FUTURE DIRECTIONS

Overview of Model Limitations
As is true for any model, our methods rely on simplifications that constrain
confounding variables but also yield limitations. Here, we use a simplified, integrate-andfire model of neuronal spiking behavior. Although it can be customized to incorporate
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electrophysiology data and mimic different types of neurons, it remains somewhat
phenomenological in nature, and there are other, more biophysical options that could be
considered as candidate neuron models for future studies (Hoppensteadt & Izhikevich,
2001; Izhikevich, 2004; S. Li et al., 2019; Ma & Tang, 2017). The Izhikevich point neuron
model is good for analyzing higher level network function because it is validated on spike
timing, but another choice could be better for applications that require subcellular
assessment. Clearly, the studies presented in Chapter 2 with the two-cluster topology
represent a small subnetwork of neurons. The hippocampal model is larger and more
detailed, but it is still limited in terms of the network size and number of neurons. Moreover,
it lacks hippocampal layers, geometry, and longitudinal organization. The results
presented in Chapter 3 demonstrate that the activity mimics regional function, but these
are all layers of complexity that could contribute to circuit function in other studies.
Our modeling choices and the simplifications that accompanied them enabled the
construction of a detailed hippocampal network that includes the DG, CA3, and CA1 with
spike-timing-dependent plasticity that runs on a desktop computer. The advantages of our
methods outweighed any disadvantages at the time of these studies, but future versions
of the model could certainly improve upon existing drawbacks. Given these limitations, we
must be thoughtful about extrapolating our findings in other contexts. The work in this
thesis is intended to deepen our understanding of microcircuit function and to suggest
promising avenues to explore, but it is not a substitute for experimental testing.

Approximation of the Local Field Potential
Throughout this dissertation, much of our analysis has consisted of aggregating
the action potential spikes for an entire subregion or population of cells. This calculation
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gives an approximation of the activity signal in each region, but it is not a true local field
potential (LFP), which would be a closer correlate to experimental recordings. LFP
analysis fundamentally requires multicompartmental neurons to ensure accurate results
because compartmental morphology supports the presence of dipoles, which is necessary
for correct LFP measurement (Graben & Rodrigues, 2013; Mazzoni et al., 2015). It is
certainly possible to develop an iteration of the model with this advancement, though it
would likely demand cluster computing resources to execute. In the near term, there are
existing efforts to accurately estimate the LFP with networks of point neurons, but none is
straightforward (Camusas-Mesa & Quiroga, 2013; Einevoll et al., 2013; Graben &
Rodrigues, 2013; Mazzoni et al., 2015). While implementing precise LFP analysis was
beyond the scope of these studies, it is worth investigating in future work.

The Hippocampus is Integrated with Other Brain Regions
Our hippocampal network model represents the hippocampus as three subregions
isolated from other upstream or downstream brain regions, yet in vivo the hippocampus is
integrated with larger networks (Geib, Stanley, Dennis, Woldorff, & Cabeza, 2017) and
has a nuanced functional gradation along its longitudinal axis (Strange et al., 2014). In the
model, activity is driven with 1 Hz noise, corresponding to a combination of synaptic noise
and inputs from other brain regions like the entorhinal cortex which projects to the
hippocampus (Cappaert, Van Strien, & Witter, 2015; Wheeler et al., 2015). Since this input
is random noise, it has no rhythm or pattern, yet the entorhinal cortex in vivo would itself
likely produce oscillating activity. These oscillations could be layered into a future iteration
of the model.
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The potential effect of additional input signaling is most apparent in the dentate,
the most upstream area in the isolated hippocampal circuit. As shown in Chapter 3, the
function of the DG subregion of our model is consistent with other computational models
and slice work in which the hippocampus is excised from other regions. In slice
electrophysiology, the dentate is notoriously difficult to excite due to its characteristically
high inhibition; however, with in vivo electrical recordings in awake, behaving animals, the
activity of the DG appears more similar to that of area CA1. The behavioral state changes
of the behaving animal send afferent information to the circuit and account for the
discrepancy between ex vivo and in vivo recordings. Unfortunately, inputs from the
entorhinal cortex and other regions further upstream in the circuit are not currently wellcharacterized, making them difficult to model. With more experimental data, we could
simulate the input to the hippocampus more effectively. In the meantime, we can make
educated guesses about possible forms of activity from the entorhinal cortex and use the
model to discriminate between various hypotheses. Within the context of TBI, upstream
alterations in the entorhinal cortex would likely affect inputs to the dentate and its overall
gating function even prior to characteristic signal processing within the hippocampus itself.

The Hippocampal Model as a Tool to Evaluate the Proportional Influence of Different
Injury Modalities
Injury initiates multifaceted sequelae that occur simultaneously in human patients
or animal models of TBI. In these studies, we focused on two common pathologies –
plasticity impairment and neuronal loss, which together represent a range of injury severity
from mild to moderate TBI. However, there are many other secondary consequences of
injury to implement. One common neuronal pathology is diffuse axonal injury (DAI), which
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involves damage to the signal-propagating axon of neurons. This type of structural
damage has been assessed with diffusion tensor imaging, which correlates white matter
abnormalities with cognitive dysfunction in human patients (Hulkower, Poliak,
Rosenbaum, Zimmerman, & Lipton, 2013; Kinnunen et al., 2011). In vitro methods have
revealed that axon length increases after trauma (Dollé et al., 2018) and that intracellular
calcium increases after stretch (Geddes-Klein, Schiffman, & Meaney, 2006), among other
findings. In general, mechanical damage can result in disconnection from downstream
synaptic targets or dysfunction in action potential propagation (Büki & Povlishock, 2006).
These effects can be easily implemented in the current network framework of our
hippocampal model. For instance, edges connecting two neurons can be removed,
representing disconnection and reducing network density. Alternatively, axonal damage
can decrease conduction velocity thereby increasing propagation delays between
neurons. Leak current and varicosities that inhibit axonal transport can also impede signal
transmission and limit the probability that action potentials are communicated
downstream. In the model, conduction delays could be directly increased, or a probability
of transmission could be associated with action potentials in injured neurons. Longer
conduction delays are likely to cause active rewiring among neurons previously connected
with strong synapses. If some neurons with long propagation delays now fire outside the
potentiation window of STDP, it would reduce connection strength, perhaps mimicking
deficits that occur with plasticity impairment; however, conduction delays could also affect
spike timing in the depression window of STDP. Overall, lengthening propagation delays
could realign the subnetworks of neurons and contribute to complex remodeling
processes.
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Another pathology that warrants additional studies is NMDA receptor damage and
receptor dysfunction more broadly. Mechanical injury disrupts the regulation of ions across
the cell membrane, which impacts many receptors and alters both the intra- and
extracellular ionic composition (Pettus et al., 1994; Signoretti et al., 2011). Although our
group has examined NMDA receptor damage in vitro and in a generic neuronal network
(Gabrieli, Schumm, Vigilante, & Meaney, 2020; T. P. Patel, Ventre, Geddes-Klein, Singh,
& Meaney, 2014; Singh et al., 2012), the ability to simulate receptor-based changes is
underutilized in the hippocampal model to date. With the level of detail already
incorporated in that circuit, individual cell types could be modified in short order to evaluate
the comparative impact of receptor dysfunction in different neuronal subtypes. Indeed, all
these mechanisms could be assessed with different cellular and regional targets. Another
straightforward injury application would consist of neuronal deletion with different patterns
in the hippocampal model to expose circuit vulnerabilities. Specifically, it is known that
approximately 40% neuronal loss occurs almost uniformly across all subregions of the
hippocampus after lateral fluid percussion injury in the mouse (Witgen et al., 2005), but
whether this cell loss occurs homogenously across various cell types is unknown. A
straightforward set of simulations could compare homogeneous cell loss with
heterogenous loss while maintaining the overall percentage of removed neurons to better
understand the proportional influence of individual cell types on network function. Based
on previous simulations, we would expect the circuit to remain most stable with either
homogeneous cell loss or biased removal of excitatory principle neurons. Although
inhibitory neurons are a small percentage of the overall population, their connections
critically modulate network activity but have little redundancy. If only a small number of
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inhibitory neurons were removed, the network would likely tend toward pathological
bursting states or even post-traumatic epilepsy.
Beyond implementing these individual methods of injury, future work may include
multiple mechanisms with a combinatorial approach. Head injuries are notoriously
heterogeneous because each one features a unique combination of neural pathologies
that accentuates individual variation. In the context of our work, we know that STDP
impairment alone does not capture the full breadth of circuit-based effects of mild TBI. For
instance, simulating STDP impairment successfully mimicked a broadband loss of power
also observed empirically (Paterno et al., 2016), but we did not observe hyperexcitability
in the dentate, a probable outcome of concurrent excitotoxicity (Santhakumar et al., 2001).
In short, we would likely achieve a closer approximation by integrating multiple
mechanisms of injury. In a regional analysis, we may also find that different injury
mechanisms better represent the response of different hippocampal subregions. In these
studies, we found that STDP impairment captured some effects of mild TBI in CA3
accurately, yet the overall function of the DG differed from some experimental findings.
Computational methods facilitate precise regional study because they offer a higher
degree of control than do either in vivo or in vitro models of injury. In addition, many
permutations of injury mechanisms can be rapidly testing, so it is a higher throughput way
to examine the synergism between various injury modalities. By analyzing many different
permutations of injury type and severity, we could compile a database of effects based on
the mechanisms present. Once the database has been collated, we could ultimately
characterize phenotypes of injury based on their circuit-level manifestation by invoking
machine learning methods.
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Additional Biological Features to Enhance the Model
Although neuroscience is inherently neuron centric, there are additional cell types
and extrinsic attributes that contribute to the overall response to injury. In addition to
neurons, there are various glial cell types that support neurons and account for
approximately half of the cells in the human brain according to recent estimates (Azevedo
et al., 2009). Through their support role and ability to modulate neural activity, astrocytes
specifically may comprise a homeostatic-like repair mechanism (Karve, Taylor, & Crack,
2016; Vainchtein & Molofsky, 2020). To test this idea, we would need to adapt the current
framework to incorporate an additional cell type. This can be done through multilayer
network modeling (Braun et al., 2018); however, astrocytes do not follow the same
electrochemical spiking dynamics, necessitating a different way to incorporate their
functional influence. Moreover, the connections between neurons and astrocytes are not
well characterized, so quantifying these representations remains a challenge for
computational modeling and would benefit from more in vivo and in vitro experimental
data. Microglia are the brain’s resident immune cells and could be similarly incorporated.
As neuroinflammation is associated with secondary effects of injury, the relevance of
microglia in these models is obvious; however, the immune response is highly complex
and not well understood (Simon et al., 2017). Yet, this is an area that could benefit from
computational modeling to evaluate plausible mechanisms and characterize the
inflammatory response to injury more fully.
A final network layer to supplement the existing model structure is the vascular
network. We know that trauma can cause structural and functional changes to the
vasculature, impacting how the brain manages energetic demand (DeWitt & Prough, 2003;
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Mcginn & Povlishock, 2016; Povlishock & Kontos, 1985). Injury also commonly induces
excitotoxicity, which acutely elevates neuronal spiking activity (Lau & Tymianski, 2010).
High activity yields a corresponding increase in metabolic demand that the brain may be
unable to meet (Giza & Hovda, 2014). The restriction of metabolic demand could be
modeled by placing a limit on neuronal activity; cells that exceed that threshold might then
undergo excitotoxic cell death (Lau & Tymianski, 2010). In this way, the implicit effects of
blood oxygenation and metabolism would be represented without an explicit vascular
structure. In many cases, the general effects of these additional biological elements could
be modeled indirectly; however, indirect simulation would limit the specificity of the
conclusions we could draw.

Targeted Stimulation to Elucidate Physiological Network Adaptation and Restore
Damaged Microcircuits
Thus far, the hippocampal model has been primarily analyzed in a baseline state.
Yet, in vivo recordings capture many different neural states as the animal behaves and
interacts with its environment. As animals interact with objects or receives sensory cues,
additional stimulus enters the brain and alters the state of the hippocampal network.
Compared to the activity analyzed in this work, these stimulated signals have additional
features, such as sharp-wave ripple complexes that are a putative signature of memory
consolidation in the hippocampus (Colgin, 2016). Additional studies are needed to
characterize these inputs to the hippocampus and create those signatures in model.
Moreover, the learning studies presented in Chapter 4 are only the beginning of
this line of work. Not only could we introduce more advanced analysis of temporal coding
with the existing methodology, but we could also consider more sophisticated learning
165

algorithms, perhaps even extending to supervised approaches. Widely applicable within
neuroscience, the network-based foundations of learning can be systematically studied
with this model. With integrated plasticity mechanisms, which are unique in a model of this
complexity and size, future work may explore adaptive learning behaviors and how they
might be altered after injury in future work. Existing research in this area generally lacks
the biological complexity of our model, so further study would supplement and enhance
earlier findings.
Lastly, the potential therapeutic benefits of network stimulation constitute a
convergent finding of the work discussed in this dissertation. In Chapter 2, we found that
nodal controllability rankings had limited predictive validity on output dynamics after
neurodegeneration because removing neurons reduced the energy in this microcircuit
system. As most other controllability findings involve adding energy to the system, rather
than removing it, our results suggest that controllability rankings may be more important
for predicting the most effective nodes to target for reparative stimulation. This hypothesis
could be tested with additional simulations. In Chapter 4, we trained networks with an
unsupervised algorithm to test pattern separation in networks with STDP impairment.
These impaired networks could execute pattern separation with population-based coding.
Still, it is unknown whether post-injury training protocols could modulate and benefit
networks with entrenched chronic damage. Since computational models are high
throughput compared to many experimental methods, our microcircuit models offer an
opportunity to rapidly test which types and patterns of stimulation are most effective for
restoring activity in damaged circuits.
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Further Applications and Adaptations of the Hippocampal Model
Many

pathologies

implicate

the

hippocampus,

including

depression,

schizophrenia, post-traumatic stress disorder, and Alzheimer’s disease, among others
(Small et al., 2011). Similar themes of network-based alterations apply to these
pathological conditions as well. Epilepsy is one example where spurious connections
between granule cells in the dentate increase activity and the proclivity to access a state
of network-wide bursting, a precursor to seizure (Dyhrfjeld-Johnsen et al., 2007;
Santhakumar et al., 2005). Existing computational modeling studies have not examined
how burst activity propagates from the DG to the downstream CA3 and CA1 areas
(Dyhrfjeld-Johnsen et al., 2007; Morgan & Soltesz, 2008; Santhakumar et al., 2005;
Tejada et al., 2014), but our model is designed to test that outcome. Emerging evidence
suggests that the diversity of pathological disorders develops due to effects on different
subregions of the hippocampus and altered metabolism (Small et al., 2011). The model
has many intervention points from different cell types to connectivity to plasticity
algorithms. As previously discussed with the example of axonal damage, various
biological changes can be simulated with precision through these interventions. While they
are not the primary interest of our research group, it is certainly possible to modify the
model circuitry to mimic other disease states.
Aside from modifying the network to represent different disease states, the model
could be adapted to represent different demographics more accurately. For instance, there
are reports of structural differences between the male and female hippocampus.
Specifically, the CA1 region is notably larger in males than in females (Madeira &
Lieberman, 1995), and males have more neurons contributing to a longer granule cell
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layer in the dentate (Roof, 1993; White et al., 2017). Shors and colleagues also reported
sex differences in dendritic spine density, which could correspond to differences in
connectivity between males and females (Shors, Chua, & Falduto, 2001). Sex-related
distinctions include attributes like overall regional volume, cell number, inhibitory signaling,
and synaptic physiology (Madeira & Lieberman, 1995; Woolley, 2007). All these properties
could be easily incorporated in the model to better understand how functional differences
might arise from structural variance (White et al., 2017). In fact, in the context of clinical
TBI and sports-related concussion, there is evidence to suggest that females have
different symptomology and are more vulnerable to head injury than males (Colvin et al.,
2009; Covassin et al., 2006; T. et al., 2005). Simply having more neurons could make the
male circuitry more resilient to some types of injury.
Another classification that the model could represent is age. Several changes are
known to occur with age, such as a decrease in size and volume over a lifetime (Raz,
Ghisletta, Rodrigue, Kennedy, & Lindenberger, 2010). Although it has been difficult to
isolate the effects of aging from aging-associated pathologies like Alzheimer’s disease,
hippocampal shrinkage correlates with cognitive decline in human patients (Shing et al.,
2011; Small et al., 2011). Furthermore, specific NMDA receptor profiles characterize
juvenile and adult brains (Paoletti, Bellone, & Zhou, 2013). As the subunit composition
shifts over the course of maturation (Paoletti et al., 2013), affecting current influx through
synaptic receptors. These differences could then contribute to discrepancies in
vulnerability to NMDA receptor-induced excitotoxicity, and the model we developed could
be used to address this hypothesis.
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Multiscale Modeling and Oscillator Models
Finally, this model offers a way to begin to bridge the gap between neuron-based
network models and macroscale models of the whole human brain. Macroscale brain
models normally use generic oscillators or neural masses to represent brain regions where
a single oscillator might be used for an entire region (Deco, Jirs, McIntosh, Sporns, &
Kötter, 2009; Váša et al., 2015). These methods have been used to study emergent,
collective behavior across dynamic brain networks (Cabral et al., 2011; Deco et al., 2009;
Váša et al., 2015) . Yet, such models are limited by their level of spatial and temporal
detail. Typically, macroscale models have static network connectivity and constant
oscillator frequencies, thereby exemplifying limited temporal dynamics. Adaptive
mechanisms are particularly important for understanding repair and recovery, so
characterizing temporal dynamics is a crucial step for advancing these techniques. In
traditional macroscale networks, our hippocampal model would condense into a single
node, so the outputs of the simulations discussed in this thesis could be considered inputs
for future macroscale modeling efforts. In those studies, we may find that different
subregions of the hippocampus dominate the overall behavior of the region depending on
the activity state or network of interest.
Oscillator and neural mass approaches ultimately rely on the crucial assumption
that these representations of brain regions accurately characterize the heterogeneity of
the underlying neural dynamics (Pinotsis, Robinson, Graben, & Friston, 2014). By using
the output of detailed neuronal network models, we can begin to validate this assumption
and test its limits. Understanding this one node (the hippocampus) will yield important
insights into these larger networks, which could be used to study how damage localized
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to one node propagates throughout the greater network. Beneficial to this undertaking,
network analysis is scale-free, a characteristic which can link multiple spatial scales by
revealing how principles of injury and recovery apply across them.

Conclusions
Collectively, the studies presented in this thesis expand our understanding of injury
effects on circuit-level functions, including synchronization, flexibility, and learning. We
applied analytic tools from traditional neuroscience and network theory to study injury in
computational microcircuit models. More specifically, we developed a novel network
model of the hippocampus, filling a previously unmet need in the field for such a tool with
both biological complexity and computational efficiency. We demonstrated that it captures
key features of hippocampal activity and investigated the effects of an understudied
mechanism of mild TBI – namely, the impairment of synaptic potentiation. Beyond the
contributions detailed in this thesis, our work facilitates future study through an adaptable
framework for testing detailed questions at this unique scale and initiates a process where
simulations offer insight and guidance for future experiments, which continue to inform the
model. In addition to linking the cellular and circuit levels to advance the study of the
hippocampus in both health and disease, the hippocampal model has applications within
network science, multiscale modeling of the brain, and biologically motivated algorithmic
learning. With a tool like this model, we are prepared to address many remaining questions
about injury and repair in microcircuits.
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APPENDIX A: Supplementary Material for Two-Cluster
Synchronization

FIGURE A.1 | Preliminary testing to determine synaptic strength parameters. (A) We tested
all combinations of excitatory and inhibitory strength in our model. This revealed different regimes
of activity. Outside the region outlined in red, the activity was too low. (i.e. The activity was close to
the noise floor of 1 Hz.) We chose examples with excitatory firing rates representative of
approximately 4, 5, and 6 Hz (outlined by black squares.) These values for strength are normalized.
(B) The table shows the excitatory and inhibitory synaptic strengths used with the excitatory firing
rate attained for each.
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FIGURE A.2 | Frequency spectra for uninjured networks. (A) A raster plot of raw activity in
Cluster 1 and Cluster 2. (B) For rhythm analysis, the aggregate activity was summed across both
clusters, and the signal was smoothed. (C) The aggregate signal was converted to the frequency
spectrum by Welch’s method where PSD is the power spectral density. (D) Representative
frequency spectrum for high correlation networks. (E) Representative frequency spectrum for
moderate correlation networks.

FIGURE A.3 | Controllability schematics. (A) Average controllability refers to moving the network
to a nearby, easy-to-reach state in the energy landscape. (B) In contrast, modal controllability refers
to driving the network to a difficult-to-reach state with higher energy cost.
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FIGURE A.4 | Synchronization with 30% inhibitory neurons. (A) In a subset of simulations, we
tested networks with 30% inhibitory and 70% excitatory neurons. In comparing to the 20% inhibitory
and 80% excitatory ratio used in the rest of this work, we found that the synchronization behavior
is substantially the same.
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FIGURE A.5 | Connection weights of removed neurons. These representative histograms are
taken from cases of removing 50% Inter Pre neurons from a single moderate correlation network.
The weights used are output weights at the start of the injury simulation. (A) The distribution of
output weights of all removed neurons compared to remaining neurons of the same subtype at 50%
removal for a representative controllability-based removal case. (B) The distribution of output
weights of all removed neurons compared to remaining neurons of the same subtype at 50%
removal for a representative random removal case.
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FIGURE A.6 | Intercluster connection weights after damage. (A) For comparison with Figure
2.3, the histograms show the edge weights of intercluster connections after 50% random removal
of neurons in different subtypes. For all moderate correlation networks, the proportion of strong
intercluster connections after random injury is 0.80 ± 0.02. Two examples are shown for the
removal of Inter Pre vs. Intra Post neurons. (B) For all high correlation networks, the proportion of
strong intercluster connections after random injury is 0.64 ± 0.05. Two examples are shown for the
removal of Inter Pre vs. Intra Post neurons.

175

APPENDIX B: Supplemental Hippocampal Model
Development Tables

Table B.1: Ellipse scaling parameters by region.

Region

a=b

c

Dentate gyrus
CA3
CA1

0.5
0.5
0.5

5.0
2.0
5.0

Table B.2: In vivo cell numbers with literature references. These numbers were used to
determine the scale of subtypes included in the model.

Cell Type

Number

Reference(s)

DG Granule

1,000,000

DG Mossy

30,000

DG Basket

10,000

DG Interneuron

2000 Axo-axonic

Morgan 2007
Gaarskjaer 1978, Boss 1985, West
1990, Patton and McNaughton 1995,
Freund and Buzsaki 1996
Morgan 2007
Buckmaster and Jongen-Relo 1999
Morgan 2007
Babb 1988, Woodson 1989
Morgan 2007
Patton and McNaughton 1995, Li 1992
Morgan 2007
Buckmaster and Jongen-Relo 1999
Morgan 2007
Freund and Buzsaki 1996, Nomura
1997a, Nomura 1997b
Morgan 2007
Buckmaster and Jongen-Relo 1999,
Han 1993

12,000 HIPP
3000 HICAP

4000 MOPP

CA3 Pyramidal
CA3 Basket
CA3 Interneuron

Total: 21,000 (sum of above)*
220,000
40002
1100 Axo-axonic2
6200 Ivy2
1200 OLM2
15,000 Other2
Total: 23,500 (sum of above)*
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Boss 1987
Bezaire 2013
Bezaire 2013
Bezaire 2013
Bezaire 2013
Bezaire 2013

311,5001
Bezaire 2013, West 1991, Boss 1987
5530
Bezaire 2013
1470 Axo-axonic
Bezaire 2013
3600 Basket CCK+
Bezaire 2013
2210 Bistratified
Bezaire 2013
8810 Ivy
Bezaire 2013
3580 Neurogliaform
Bezaire 2013
1640 OLM
Bezaire 2013
Total: 21,310 (sum of above)*
*Different totals of interneurons may be found using different references and potentially more
CA1 Pyramidal
CA1 Basket
CA1 Interneuron

subtypes than those listed here. To derive cell type numbers, we used a combination of these ratios
and assuming ~11% inhibitory neurons in CA1 and CA3 (Bezaire 2013, Woodson 1989, Aika 1994).
189%

of assumed total of 350,000 neurons in CA1 (30-day old Wistar rat; Bezaire 2013, West 1991)

2Based

on percentages in Bezaire 2013 for CA1 and assuming 11% total interneurons and 220,000

pyramidal CA3 neurons

Table B.3: Percentage of excitatory and inhibitory neurons by region.

Region
Dentate gyrus
CA3
CA1

Percentage
Excitatory
95
89.3
89.9

Percentage
Inhibitory
5
10.7
10.1

Table B.4: Total cell numbers for the network by region. Principle neurons are excitatory and
include granule cells in the dentate gyrus and pyramidal cells in CA3 and CA1.

Region

Total #

Percentage

Dentate gyrus
CA3
CA1
Total

5,260
1,400
2,225
8,885

59.2
15.8
15
100

# Principle
neurons
5,000
1,250
2,000
8,250

References (superscript numbers):
(1) Morgan et al. 2007. DOI: 10.1016/S0079-6123(07)63035-0
(2) Boss et al. 1987. DOI: 10.1016/0006-8993(87)90793-1
(3) Bezaire et al. 2013. DOI: 10.1002/hipo.2214
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# Principle
neurons in vivo
1,000,0001
220,00012
311,5003
1,531,500

Table B.5: Electrophysiology values for DG. All cell types considered for the hippocampal model are included. V rest = resting membrane
potential; Vthresh = instantaneous threshold potential; APampl = action potential amplitude; APwidth = action potential width; Tm = time constant;
Rin = input resistance; Rb = rheobase; C = capacitance; AHP = afterhyperpolarization; SR = sag ratio; NA = not available. Notes, denoted
by numeric superscripts, for Tables B.5 – B.7 can be found together on page 181.
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Cell
Type

Vrest1
(mV)

Vthresh2
(mV)

APampl
(mV)

APwidth
(ms)

Tm
(ms)

Rin
(MΩ)

Rb3
(pA)

C4
(pF)

Granule

-75±2
[-84,-74]
-70±8

25.6
[20.6,35]
-42±7

69.4
[57,93]
74±12

0.87±0.06
[0.87,2.11]
1.77±0.30

26.9±1.2
[7.48,31]
18±9

228±14
[54,292]
354±555

72±40

Mossy

-62±1
-62±3

23.7
-42

62.5
70±16

0.78±0.04
2.46±0

41±3
33±12

199±19
168±76

Basket

-62±3
[42,72.6]
-62±4

18.3±18.35
[12,18.3]
-38±3

72.6±72.65
[42,72.6]
79±6

0.25 ± 0.04
[0.25,0.6]

10±1
13±3

Axoaxonic

65.1±3.9

13
[8,13]

78
[56.1,78]
65

0.42
[0.39,0.42]

HIPP

NA

19

44.5
[35,44.5]

HICAP

60.5±2.6

NA

MOPP

75.6±0.9

45.6

Fast
AHP
(mV)

Slow
AHP
(mV)

SR

60±42

11.7±1.1
[8.7,11.7]
10±3

0.6±0.4
[0.6,7.6]
3±3

0.97±0.01
[0.92,0.97]
0.66±0.46

NA

47

6.2±0.9
6.65±0.45

2.8±0.7
2.8±0

0.81±0.03
0.86±0.05

43±5
[43,90.1]
222±168

106.7

~ 1506

20±2.3
[11,20]
20±0

2.3±0.2
2.3

0.97±0.02
[0.92,0.97]
0.97

7.7±3.8
10.58

73.9±23.8
111

NA

89

7
[7,10.2]

4.5
[3.2,4.5]

NA

1.06

5
40.8

24
295

NA

NA

10.7
[10,10.65]

NA

0.96

50

0.51

14.8±1.8
45.9

182.2±27.2
343

NA

NA

18.6
[11,18.6]

0.1

NA

41.7

NA

6.8±0.4

147±8

NA

NA

14.6

2.19

0.95

Table B.6: Electrophysiology values for CA3. All cell types considered for the hippocampal model are included. Vrest = resting membrane
potential; Vthresh = instantaneous threshold potential; APampl = action potential amplitude; APwidth = action potential width; Tm = time constant;
Rin = input resistance; Rb = rheobase; C = capacitance; AHP = afterhyperpolarization; SR = sag ratio; NA = not available. Notes, denoted
by numeric superscripts, for Tables B.5 – B.7 can be found together on page 181.

Vrest1
(mV)

Vthresh2
(mV)

APampl
(mV)

APwidth
(ms)

Tm
(ms)

Rin
(MΩ)

Rb3
(pA)

C4
(pF)

Pyramidal

60.4±5.4
[-74,-56]
-67±8

28
[13,28]
-48±8

98±2
[80,98]
79±8

1±0.1
[0.71,1.7]
1.1±0.4

61±24
[12.5,71]
45±21

128±8
[23,307]
153±113

127±104

Basket

58.5±2.8
-52±7

25.6
-37±1

77

0.5±0.1
0.7±0.4

11±3
14±3

123±27
112±21

Axo-axonic

-58±7

10±10

81±815

0.7±0.1

8.9±3.2

Ivy

28.5

NA

58

1

Mossy
fiberassociated
ORDEN

-57±5

20

74

CA3 O-LM

-60±12
-67±5

27±27
-67±5

109
76±2

Cell Type

Slow
AHP
(mV)

SR

209±119

10.2±0.5
[4.1,10.2]
7±4

7.5
[7.5,8.2]
8±0.2

1.01±0.01
0.3±0.4

163±13

142±10

35

3

0.93
0.3

183±86

NA

NA

29±29

9

NA

NA

NA

NA

NA

18±4

NA

NA

0.7±0.2

29±15

225±93

NA

NA

13±2

6.5

NA

0.8±0.2
0.9±0.1

33±5
27±6

315±161
236±59

NA

NA

35

1.3

0.8±0.1
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Fast
AHP
(mV)

Table B.7: Electrophysiology values for CA1. All cell types considered for the hippocampal model are included. Vrest = resting membrane
potential; Vthresh = instantaneous threshold potential; APampl = action potential amplitude; APwidth = action potential width; Tm = time constant;
Rin = input resistance; Rb = rheobase; C = capacitance; AHP = afterhyperpolarization; SR = sag ratio; NA = not available. Notes, denoted
by numeric superscripts, for Tables B.5 – B.7 can be found together on page 181.

Vrest1
(mV)

Vthresh2
(mV)

APampl
(mV)

APwidth
(ms)

Tm
(ms)

Rin
(MΩ)

Rb3
(pA)

C4
(pF)

Pyramidal

-62±2
[-72,62]
-65±5

20
[13,27]
-48±8

85
[85,109]
86±12

1
[0.99,1.9]
1.3±0.6

22±2
[16.5,39]
25±21

66 ± 4
[55,111]
107 ± 78

189±287

CajalRetzius

-62

28
[28,30]

29
[29,29.15]

0.8±0.8

NA

1712 ±
592

Basket

-57±5
[-68,57]
-64±6

19
[19,25]
-44±8

62
[48,62]
67±10

0.5±0.1
0.7±0.2

13±8
16±10

Axo-axonic

-65±4
[-66,65]

22
[11,22]

64±7
[55,64]

0.4±0.1

Basket
CCK+

-61±3

22.5
[22,29]

77±12
[55,77]

Bistratified

-64
[-65,64]

17
[17,27]

53
[50,53]

Cell Type
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Fast
AHP7
(mV)

Slow
AHP
(mV)

SR

90±54

7.8
[6.8,8.5]
6±4

0.3
[0.3,8.5]
5±3

0.56
[0.56,0.78]
0.6±0.4

NA

NA

28
[16,28]

0.2
[0.2,1.6]

0.68
[0.61,0.68]

116 ± 63
158 ± 84

60±10

162±161

10
[10,25]
15

2
[1.5,2]

0.84±0.06
0.7±0.4

7.7±3.8

74 ± 24

NA

NA

17.6
[4,17.6]

7.7
[3.5,7.7]

NA

0.8±0.1

25±6

282 ± 80

NA

NA

15±3
[9,15]

6.6
[4.8,6.6]

0.78
[0.78,0.86]

NA

NA

NA

NA

NA

13
[12,13]

3
[2.5,3]

NA
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Ivy

-71
-63

30
-33

44
56

0.8±0.2
0.8

7.6±4.1
19

73 ± 54
185

NA

107

14±4
(21)

3

0.98

CA1 LMR

-53±4
[-66,53]

37
[13,37]

87±11
[60,87]

0.8
[0.8,1.3]

33±13
[6.5,33]

352 ± 107
[75,352]

NA

NA

20
[11,22]

0.2
[0.2,3.9]

0.9±0.1
[0.9,1]

Neurogliaform

-63±6
[-70,63]
-61±3

32
[32,36]
-40±9

73
[52,73]
58

0.9±0.2
[0.9,1.1]
0.8±0.02

12±5
[12,25]
11±4

215 ± 93
[215,302]
157 ± 82

NA

63

20±4
[20,21]
(22)

9
[5.5,9]

0.99
[0.88,0.99]

CA1 O-LM

NA
-58±7

32
[14,32]
-53±10

82
[54,82]
85±10

0.9
1.4±0.7

NA
30±12

NA
263 ± 106

39

153±57

20
[16,20]
2 (15±4)

4
0.8

0.6
0.7±0.2

Oriens/
Alveus

-51±3

9

43±2

1.1±0.1

5.6±0.4

42 ± 4

NA

NA

8±1

6

NA

CA1 SOSO

-59±10
[-78,59]

24
[24,29]

48±10
[48,69]

1.1±0.1

38±13

401 ± 212

NA

NA

15±4
[11,15]

5
[3,5]

0.7
[0.7,0.9]

Radial
trilaminar

-57±5

27
[20,29]

48±8
[48,56]

0.5±0.1

13±8

116 ± 63

NA

NA

25±4
[11,25]

0.8
[0.8,6]

0.9

Notes for Tables B.5 – B.7
1 On references: The first two lines of each box come from Hippocampome.org with the first line representing the mean ± standard deviation
and the second line indicating the range [min,max]. If available, the third line is from Neuroelectro.org and reported as mean ± standard
deviation. Rheobase and capacitance parameters come only from Neuroelectro.org. All reported where available, and NA denotes not
available.
2 On Vthresh: In the Hippocampome database Vthresh is defined relative to Vrest. Value for ALL neurons is -42±6 mV according to
Neuroelectro.org.
3 On rheobase: Value for ALL neurons on Neuroelectro.org is 252±405 pA. Whenever more specific information was unavailable, this was
used for cell capacitance.
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4 On cell capacitance: Value for ALL neurons on Neuroelectro.org is 114±194 pF. Whenever more specific information was unavailable, this
was used for cell capacitance.
5 Might be typo in the reference.
6 This is the average of CA1 and CA3 basket cells since no other value was found.
7 On Fast AHP for CA1: If the value is in parentheses, it is from Neuroelectro.org and the AHP amplitude category, not specific to fast AHP.

Table B.8: Single neuron models for all evaluated subtypes. The table shows parameters for
each model and sample plots of spiking behavior for different current injections. Vm = resting
membrane potential; Vt = instantaneous threshold potential; Vp = spike peak membrane potential;
C = capacitance; a, b, c, d, k are dimensionless model parameters.

Neuron Model Parameters

Sample Plots

DG Axo-axonic Interneuron
Parameter
Vm
Vt
Vp
C
a
b
c
d
k

Value
-65
-52
30
90
0.2
6
-68
50
1
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DG Basket Cell
Parameter
Vm
Vt
Vp
C
a
b
c
d
k

Value
-62
-38
35
150
0.01
6
-75
25
1

DG Granule Cell
Parameter
Vm
Vt
Vp
C
a
b
c
d
k

Value
-70
-48
28
60
0.01
1.2
-68
24
0.7
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DG HICAP Interneuron
Parameter
Vm
Vt
Vp
C
a
b
c
d
k

Value
-60
-40
25
80
0.52
2
-65
15
1

DG HIPP Interneuron
Parameter
Vm
Vt
Vp
C
a
b
c
d
k

Value
-65
-45
30
100
0.12
0.5
-68
15
1
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DG MOPP Interneuron
Parameter
Vm
Vt
Vp
C
a
b
c
d
k

Value
-75
-35
35
80
0.15
1.3
-80
30
0.8

DG Mossy Cell
Parameter
Vm
Vt
Vp
C
a
b
c
d
k

Value
-62
-37
30
50
0.01
3
-65
50
1
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CA3 Axo-axonic Interneuron
Parameter
Vm
Vt
Vp
C
a
b
c
d
k

Value
-58
-45
30
120
0.65
6.5
-70
50
1

CA3 Basket Cell
Parameter
Vm
Vt
Vp
C
a
b
c
d
k

Value
-57
-34
25
150
0.25
5
-70
50
1

CA3 OLM Interneuron
Parameter
Vm
Vt
Vp
C
a
b
c
d
k

Value
-65
-40
35
150
0.2
3
-72
30
1
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CA3 ORDEN Interneuron
Parameter
Vm
Vt
Vp
C
a
b
c
d
k

Value
-57
-37
28
150
0.33
3
-65
50
1

CA3 Pyramidal Cell
Parameter
Vm
Vt
Vp
C
a
b
c
d
k

Value
-68
-50
30
200
0.01
3
-70
50
1
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CA1 Axo-axonic Interneuron
Parameter
Vm
Vt
Vp
C
a
b
c
d
k

Value
-65
-45
25
175
0.42
7
-73
50
0.5

CA1 Basket Cell
Parameter
Vm
Vt
Vp
C
a
b
c
d
k

Value
-60
-40
30
140
0.02
0.9
-65
15
1
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CA1 Basket CCK+ Cell
Parameter
Vm
Vt
Vp
C
a
b
c
d
k

Value
-61
-37
45
115
0.3
1.5
-70
30
1

CA1 Bistratified Interneuron
Parameter
Vm
Vt
Vp
C
a
b
c
d
k

Value
-64
-37
25
161
0.22
0.7
-70
50
1
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CA1 Cajal-Retzius Cell
Parameter
Vm
Vt
Vp
C
a
b
c
d
k

Value
-62
-32
20
115
0.02
2
-70
30
1

CA1 Ivy Interneuron
Parameter
Vm
Vt
Vp
C
a
b
c
d
k

Value
-67
-33
30
110
0.03
10
-73
170
1.3

CA1 LMR Interneuron
Parameter
Vm
Vt
Vp
C
a
b
c
d
k

Value
-57
-35
40
100
0.02
0.2
-65
25
1
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CA1 Neurogliaform Interneuron
Parameter
Vm
Vt
Vp
C
a
b
c
d
k

Value
-62
-33
35
120
0.02
1.2
-72
50
1

CA1 OLM Interneuron
Parameter
Vm
Vt
Vp
C
a
b
c
d
k

Value
-60
-40
35
150
0.12
3.8
-68
35
1
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CA1 Oriens Alveus Interneuron
Parameter
Vm
Vt
Vp
C
a
b
c
d
k

Value
-53
-42
20
150
0.42
1
-56
22
1

CA1 Pyramidal Cell
Parameter
Vm
Vt
Vp
C
a
b
c
d
k

Value
-65
-50
35
125
0.2
9.5
-68
100
2
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CA1 Radial Trilaminar Interneuron
Parameter
Vm
Vt
Vp
C
a
b
c
d
k

Value
-57
-30
25
90
0.25
1
-62
15
1

CA1 SOSO Interneuron
Parameter
Vm
Vt
Vp
C
a
b
c
d
k

Value
-65
-40
25
100
0.04
2.5
-70
25
1
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Table B.9: Neuron model parameter standard deviations. Vr = resting membrane potential;
Vt = instantaneous threshold potential; Vp = spike peak membrane potential; C = capacitance; a, b,
c, d, k are dimensionless model parameters.

Cell Type

Vr

Vt

Vp

C

a

b

c

d

k

DG Granule
DG Mossy
DG Basket
DG Interneuron
CA3 Pyramidal
CA3 Basket
CA3 Interneuron
CA1 Pyramidal
CA1 Basket
CA1 Interneuron

5

5

5

10

0.002

0.2

5

5

0

3

5

5

10

0.002

0.5

3

10

0

3

5

5

10

0.002

1

3

5

0

5

7

4

10

0.1

2

6

15

0

5

5

5

25

0.002

0.25

5

5

0

5

5

5

15

0.05

0.5

5

5

0

4

4

4

15

0.2

1.5

4

10

0

5

5

5

15

0.025

2

5

20

0

5

5

5

20

0.004

0.2

5

3

0

4

4

8

30

0.1

2

5

15

0

Table B.10: Average firing rate for each cell type at baseline. Firing rates are compared to
maximum and minimum firing rates found for those cell types in the literature as well as previously
published averages where possible. SD = standard deviation; FR = firing rate with all units in Hz;
NF = value not found.

Cell Type

Average ± SD

DG Granule
DG Mossy
DG Basket
DG Interneuron
CA3 Pyramidal
CA3 Basket
CA3 Interneuron
CA1 Pyramidal
CA1 Basket
CA1 Interneuron

0.6 ± 0.6
0.9 ± 0.8
12.8 ± 5.0
40.1 ± 16.2
8.4 ± 11.5
61.9 ± 32.7
19.0 ± 10.7
3.4 ± 10.0
20.5 ± 11.7
20.8 ± 13.1

Published
Maximum FRa
801
501
2301
772,e
40±201
401,g
40-1702,h,i
32-861,2,h
60-1501,h
40-1702,h,i

195

Published
Minimum FRa
0.1-0.32
0.2-52
1.3-9.32,d
0.82,f
0.4-1.32
1.3-9.32,d
0.82,f
0.3-0.52
1.3-9.32,d
0.82,f

Published
Averageb
3.53,c
NF
NF
NF
2.44
16.04
1.04
6.05
54.45
24.75,j

Notes (superscript letters):
(a) Maximum and minimum firing rates are unknown for some subtypes. The interneurons
have a large range due to the variety of subtypes combined therein. The spontaneous firing
rate was used as the minimum. These values come from experimental literature.
(b) These values are from other computational models.
(c) The granule cells in this study received extrinsic stimulus to fire. No baseline was reported.
(d) The values available through the Neuroelectro.org database were for neocortex basket
cells. The same values were used for basket cells of all three subregions here.
(e) For maximum firing rate, the only DG interneuron in the Neuroelectro database was an
axo-axonic neuron.
(f) For spontaneous firing rate, the only hippocampal interneuron in the Neuroelectro
database was a CA3 oriens interneuron. This value was used as the minimum for
interneurons of all three subregions.
(g) For CA3 basket cells, our average firing rate does exceed the cited maximum; however,
we note that there are few references for this subtype. The one citation in the
Hippocampome database reports exceptionally low values for other subtypes with their
methodology. Therefore, this value is likely underestimated, and our average is well below
the reported maxima for other hippocampal basket cells.
(h) There is a large range of reported values for this subtype.
(i) For maximum firing rate, the CA1 interneuron available through the Neuroelectro database
was the CA1 IS-I neuron, which had a large range of reported values. The same values
were used for comparison to CA3 interneurons as well.
(j) This value is an average of non-basket, interneuron firing rates reported in Bezaire 2016
(Ref. 5 below).

References (superscript numbers):
(1) Hippocampome database. DOI: 10.7554/eLife.09960
(2) Neuroelectro database. DOI: 10.3389/fninf.2014.00040
(3) Chavlis et al. 2017. DOI: 10.1002/hipo.22675
(4) Sanjay et al. 2015. DOI: 10.1002/hipo.22440
(5) Bezaire et al. 2016. DOI: 10.7554/eLife.18566
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Table B.11: Average firing rate and coefficient of variation of the interspike interval for each
cell type at baseline compared to STDP impairment. SD = standard deviation; FR = firing rate
with all units in Hz; CoV ISI = coefficient of variation of the interspike interval with units in %.

Average FR ± SD
Cell Type

Baseline

DG Granule
DG Mossy
DG Basket
DG Interneuron
CA3b Pyramidal
CA3 Basket
CA3 Interneuron
CA1 Pyramidal
CA1 Basket
CA1 Interneuron

0.6 ± 0.6
0.9 ± 0.8
12.8 ± 5.0
40.1 ± 16.2
8.4 ± 11.5
61.9 ± 32.7
19.0 ± 10.7
3.4 ± 10.0
20.5 ± 11.7
20.8 ± 13.1

Impaired
STDP
0.6 ± 0.5
1.0 ± 0.9
12.8 ± 4.9
40.2 ± 15.9
6.4 ± 9.1
55.9 ± 27.3
16.3 ± 9.1
2.5 ± 7.7
14.2 ± 8.1
16.0 ± 10.0
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Average CoV ISI ± SD
Baseline
0.98 ± 0.09
0.96 ± 0.08
0.80 ± 0.04
0.81 ± 0.07
1.05 ± 0.27
1.16 ± 0.19
1.13 ± 0.20
1.01 ± 0.26
0.95 ± 0.06
0.92 ± 0.07

Impaired
STDP
0.98 ± 0.09
0.96 ± 0.08
0.80 ± 0.04
0.80 ± 0.07
1.00 ± 0.22
1.20 ± 0.20
1.07 ± 0.17
0.99 ± 0.19
0.93 ± 0.05
0.91 ± 0.06

APPENDIX C: Additional Figures on Hippocampal
Model Development and Results

FIGURE C.1 | Single neuron model development graphical user interface (GUI). The interface
enables the user to independently adjust each parameter of the Izhikevich neuron model from 2008.
This GUI was used to generate the single neuron models from Table B.8.
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FIGURE C.2 | The effects of homeostatic plasticity (HSP) on model activity. (A) Without HSP,
firing rates of many subtypes drift. CA3 is especially prone to drifting activity due to its recurrent
collaterals. CA3 basket cells are a representative example and had the highest propensity for
increased firing, even reaching pathological activity levels. (B) The firing rate distribution of
pyramidal cells is highly skewed, as reported in the literature. (C) With HSP, the average firing rate
is stabilized. CA3 basket cells are a representative subpopulation. (D) The firing rate distribution of
pyramidal cells remains skewed, which is important for preserving diversity in the network and
producing oscillatory activity.
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FIGURE C.3 | Firing rate and interspike interval distributions for each neuronal subtype of
the DG. Distributions represent activity data for neurons compiled from 10 baseline networks. CoV
ISI = coefficient of variation of the interspike interval

200

FIGURE C.4 | Firing rate and interspike interval distributions for each neuronal subtype of
area CA3. Distributions represent activity data for neurons compiled from 10 baseline networks.
CoV ISI = coefficient of variation of the interspike interval
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FIGURE C.5 | Firing rate and interspike interval distributions for each neuronal subtype of
area CA1. Distributions represent activity data for neurons compiled from 10 baseline networks.
CoV ISI = coefficient of variation of the interspike interval
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FIGURE C.6 | Activity by cell type for the DG. (A) DG granule cells. (B) DG mossy cells. (C) DG
basket cells. (D) DG interneurons.

FIGURE C.7 | Activity by cell type for area CA3. (A) CA3 pyramidal cells. (B) CA3 basket cells.
(C) CA3 interneurons.
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FIGURE C.8 | Activity by cell type for area CA1. (A) CA1 pyramidal cells. (B) CA1 basket cells.
(C) CA1 interneurons.

FIGURE C.9 | Welch’s power spectral density plots by hippocampal subregion. (A) CA1
pyramidal cells. (B) CA1 basket cells. (C) CA1 interneurons.
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FIGURE C.10 | Welch’s power spectral density plots by cell type for the DG.

FIGURE C.11 | Welch’s power spectral density plots by cell type for area CA3.
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FIGURE C.12 | Welch’s power spectral density plots by cell type for area CA1.

FIGURE C.13 | Signal filtered by frequency band for the DG.
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FIGURE C.14 | Signal filtered by frequency band for area CA3.

FIGURE C.15 | Signal filtered by frequency band for area CA1.
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FIGURE C.16 | Spectrogram of activity in the DG. For frequency range 0-100 Hz. The signal is
stable over time.

FIGURE C.17 | Spectrogram of activity in area CA3. (A) For frequency range 0-100 Hz. The
signal is stable over time. (B) For low frequencies 0-10 Hz to demonstrate the high power CA3
exhibits in lower frequencies.
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FIGURE C.18 | Spectrogram of activity in area CA1. (A) For frequency range 0-100 Hz. The
signal is stable over time. In addition to low (theta) frequencies, CA1 has slow gamma signal with
the highest power approximately 35-50 Hz. (B) For low frequencies 0-10 Hz.
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FIGURE C.19 | Stimulus-response curves after STDP impairment. (A) The schematic shows
how traditional input-output curves would be recorded in acute slices. The red bolt is a hypothetical
stimulus, and the gray triangle represents a recording electrode in the DG. The DG filters this input
so effectively that we observed little passthrough to recording locations in CA3 and CA1. (B) There
were no significant differences between SR curves before and after STDP impairment. Error bars
= SEM. (C) This schematic shows stimulus (red bolt) of the Schaffer collaterals, which project from
CA3 and synapse in CA1. The green triangle represents a recording electrode in CA3 while the
blue triangle signifies a recording electrode in CA1. (D) There were no significant differences
between baseline (in the main manuscript) and STDP impairment. Error bars = SEM.
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APPENDIX D: Supplemental Information on Modularity

FIGURE D.1 | Modularity methods. These methods are based on Sporns and Betzel, 2016 (DOI:
10.1146/annurev-psych-122414-033634). (A) The original matrix is organized by anatomical
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region, including CA3 and CA1. (B) The gamma parameter was varied to optimize the difference
in Q between model networks and randomized networks. Gamma sets the resolution of detectable
modules. (C) We examined an ensemble of 100 possible community partitions. (D) To determine
the optimal partition, we constructed the association matrix for the partition data. This identifies
consistency in node assignments. (E) To further optimize and eliminate any spurious associations,
we compared to permuted data. The permuted partition ensemble was generated by randomly
permuting the columns of the original partition ensemble in D. (F) The null association matrix was
generated from the permuted partition ensemble in E. This matrix was used to threshold the
empirical association matrix in D to eliminate any low-weight connections. (G) These methods
yielded a consensus partition used to assign nodes to modules. This matrix reorders the nodes
based on community assignment. (F) The histogram shows the range of community size for this
representative network.
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