Abstract. This paper is a continuation of our recent paper entitled limit summability of real functions ([2]). In this work weak, semi, absolutely and uniformly limit summability will be given. Also, we generalize and extend some results of [2] .
Weak and Semi Limit Summable Functions
In [2] we have introduced and studied limit summability of real and complex functions. There are some relations between the topic and the Gamma type functions ( [1] ). Here we state several tests for weak, semi, absolutely and uniformly limit summability of functions. In general, we assume f : D f → C, where D f ⊆ C. In the real case we take the function f : D f → R, where D f ⊆ R. A positive real function f is a real function such that R f ⊆ R + . By N * , N we denote the set of positive and non-negative integer numbers, respectively. For a function with domain D f , we put
Let N * ⊆ D f and for any positive integer n and x ∈ Σ f set When x ∈ D f , we may use the notation σ n (f (x)) instead of σ n (f, x). The function f is called limit summable at x 0 ∈ Σ f if the sequence {f σn (x 0 )} is convergent. The function f is called limit summable on the set S ⊆ Σ f if it is limit summable at all points of S. Also, we put D f σ = {x ∈ Σ f |f is summable at x},
and represent the limit function R n (f, x) as R(f, x) or R(x).
It is easy to see that Σ f ∩ D f = Σ f + 1 = {x + 1|x ∈ Σ f } and
Convention: For brevity we use the term summable for limit summable, and restrict ourselves to the assumption N * ⊆ D f .
As we can see in [2] , always f σ (0) = 0 and if − a n is convergent (a n+1 − a n converges to 0). The sequence a n is called absolutely convergent if the series +∞ n=1 |a n+1 − a n | is convergent. If a n → a as n → ∞ and a n is absolutely convergent, then we say a n is absolutely convergent to a. If a n is absolutely convergent, then it is convergent (and so it is semi convergent). A monotonic sequence is absolutely convergent if and only if it is convergent. Also, if the series a n is absolutely convergent, then a n is absolutely convergent to zero. The sequence a n = √ n (b n = n) is semi convergent (weak convergent) but not convergent (semi convergent). The sequence c n = (−1) n n is convergent but not absolutely convergent. The sequence d n = 1 n is absolutely convergent but d n is not (absolutely) convergent.
Note: It is interesting to see that a n is weak convergent (semi convergent) if and only if a n is weak summable (semi summable or equivalently summable) as a function with domain N * . Also, for a function f the following are equivalent (see [2] ):
Therefore, the minimum condition for a function f in the topic of limit summability is lim n→∞ R n (1) = R (1) , and this is a necessary condi-tion for weak summability and important properties of
is divergent and this function in addition to the evident points 0, −1, is summable on (0, 1)
As it can be seen in
Now, if f is weak summable then we have
and so
For showing the weak summability of a function it is enough to show it is summable on a certain subset of its domain.
Clearly A is an integer-trenchant of itself. It can be shown that (for any f ) if k is a natural number, then the set
is a trenchant of Σ f (with length less than or equal 1).
Proof. Considering the relations
(for all natural m and j = 1, · · · , m), we can prove the claim (similar to the proof of Theorem 2.11. in [2] ). In fact the above theorem is a generalization of Theorem 2.11. in [2] . This theorem also says that if Proof. By considering Theorem 1.5., ( * 1 ) and the relations f * σ n (x) = f σ n (x), R(f * , 1) = R n (f, 1)−R(f, 1), and the equality Σ f 
Sometimes, we define
c) The complex sequence a n is absolutely convergent if and only if it is absolutely summable, as a function with domain N * .
Example 2.3. If 0 < |a| < 1, then the function f (x) = a x is absolutely summable, but it is not uniformly summable, because
But it is uniformly summable on every bounded set.
As we know, if
. It is interesting to see that this property for D f σ is held too.
By virtue of the relation ( * 5 ) and Remark 2.2. we get 
for all positive integers m. This relation proves (b) and (c).
Lemma 2.5. The following are equivalent: a) f is absolutely summable,
Proof. By Lemma 2.1. in [2] , the items (a) ⇒ (b) and (c) ⇒ (a) are clear.
Theorem 2.6. Let f be a real function that f n is weak convergent 
Proof. (a) For all
Therefore, for these x-s, f σn (x + 1) is uniformly convergent. On the other hand, the relation 
Similar to the part (a), f is uniformly summable on S 1 and so on S m for all positive integers m (considering the above relation for S m ). Now with due attention to (a) the proof is complete. In the following we introduce a test for (absolutely) summability of the composition of functions.
Theorem 2.7. Suppose f is a function for which
is absolutely convergent on Σ f and let g be a function that f (N * ) ⊆ D g , and
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Then gof is absolutely semi summable, moreover
Since the series |R n (x)| and |R n (1)| are convergent so gof is absolutely summable at x. Also, we have
so R(f, 1) = 0 implies that R(gof, 1) = 0. Therefore, f is absolutely semi summable. Now considering the above inequalities and |(gof ) σ 1 (x)| |g(f (1))||x| + M |R 1 (x)| with relations ( * 5 ), ( * 6 ), the last part is proved. 
Monotonic, Concave and Convex Limit Summable Functions
Let E be a subset of R (not necessarily an interval) and suppose E ⊆ D f (f is a real function defined on E). A function f is called convex on E if for every three elements x 1 , x 2 , x 3 of E with x 1 < x 2 < x 3 the following inequalities hold
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If the above inequalities are reversed, then f is called concave. Therefore, a function f is concave if and only if the function −f is convex. If f is convex on E, then it is so on each subset of E. For example if f is increasing on (a, b), then f is convex on each subset of (a, b). The function f is called monotonic (convex or concave) on E from a number on if there exists a real M such that f is non decreasing or non increasing (convex or concave) on E ∩ (M, +∞)
