ABSTRACT. This note deals with Ramanujan sums c m (n) over the ring Z[i], in particular with asymptotics for sums of c m (n) taken over both variables m, n.
Introduction. Classical Ramanujan sums
where e(z) := e 2πiz and µ denotes the Möbius function. For a convenient basic reference, see e.g., E. Krätzel [7: p. 52; p. 129, f]. The problem of the asymptotic behavior of averages of c m (n), taken over both variables, has been addressed only quite recently, by T. H. Chan and A. V. Kumchev [1] . Their result (Theorem 1.1) tells us that, for large reals X and Y ≥ X,
with slight improvements possible in the first O-term, by a more elaborate treatment of certain exponential sums involved. We remark parenthetically that Chan and Kumchev also investigated the second moment
which requires a completely different and very sophisticated method based on complex integration. The asymptotics obtained (Theorem 1.2) is very deep and interesting, but too involved to be cited here in detail.
Ramanujan sums over the Gaussian integers
In order to obtain unique prime factorization, we actually consider the set 
In fact, the notion of Ramanujan sums has been generalized much further, namely to arbitrary arithmetical semigroups: See, e.g., A. Grytczuk [2] , and the monograph by J. Knopfmacher [6: p. 185 ]. Returning to Z[i], the objective of this note will be to seek for an asymptotics for the sum
In what follows, we shall write (as usual) r(n) for the numbers of ways to write the positive integer n as a sum of two squares of integers, and
for the so-called lattice point discrepancy of an origin-centered circular disc of radius √ w, w a positive real. By an obvious approach,
Let R = R(X, Y ) denote the last sum here, then readily
Using the present "record" in the Gaussian circle problem, namely M. Huxley's [3] bound P (w) w 131/416+ε , we immediately infer that
This implies that, as Y → ∞,
The aim of the present paper is to establish the asymptotics (2.6) for a larger range of θ, by an appropriate application of the method of exponential sums.
More precisely, for Y > X and arbitrary fixed ε > 0,
We will state some comments concerning possible refinements and generalizations at the end of this note.
Two classical auxiliary results
Ä ÑÑ 1 (The truncated Hardy identity)º For large real parameters x, y, and any ε > 0, it follows that 
where C is a positive constant. Then it follows that
where the constant C depends only on C. 
P r o o f. This classical Van der

Proof of the Theorem
We start from (2.4) and estimate the inner sum which we spilt up by a dyadic sequence. To this end, for fixed for the moment, let W run through (2 −r X/ ), r = 1, . . . , [log(X/ )/ log 2]. Then, by Lemma 1, with a certain parameter U > 0 at our disposal,
(4.1)
Interchanging the order of summation, this is
where
In order to write E W,j as a double sum, let
Here the O-term takes care of the terms corresponding to |m 1 | = |m 2 |, or to m 1 m 2 = 0. Throughout, summation extends over all integers, resp., integer points, of the set indicated. We split up the domain D into subsets
, and write
where D 1 denotes the projection of D onto the horizontal axis. Applying summation by parts to the last inner sum, we conclude that
where, for every fixed m 1 , I ranges over all subintervals of 
To optimize the estimate, we balance the first against the next-to-last term (apart from the ε) to get U Y For Y > X the last term is less than the next-to-last one, hence the proof of our Theorem is complete.
Concluding remark
Seeking for improvements of the estimate obtained, one option is to treat the exponential sum by M. Huxley's deep "Discrete Hardy-Littlewood Method". In its strongest and most recent form [4] ) which yields a similar slight improvement in the final result. This however is achieved at the cost of considerable technical complications (like conditions on the second and fourth derivative) and the dependance on a very deep and difficult theory. Therefore, in this note we preferred the present exposition which uses only the classical Van der Corput method.
