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Abstract
In the typical model, a discrete-time coined quantum walk search has the
same running time of O(
√
N logN) for 2D rectangular [6], triangular [2] and
honeycomb [3] grids. It is known that for 2D rectangular grid the running
time can be improved to O(
√
N logN) using several different techniques.
One of such techniques is adding a self-loop of weight 4/N to each vertex
(i.e. making the walk lackadaisical) [18, 10].
In this paper we apply lackadaisical approach to quantum walk search on
triangular and honeycomb 2D grids. We show that for both types of grids
adding a self-loop of weight 6/N and 3/N for triangular and honeycomb
grids, respectively, results in O(
√
N logN) running time.
1 Introduction
Quantum walks are quantum counterparts of classical random walks [12]. Simi-
larly to classical random walks, there are two types of quantum walks: discrete-
time quantum walks (DTQW), introduced by Aharonov et al. [4], and continuous-
time quantum walks (CTQW), introduced by Farhi et al. [9]. For the discrete-
time version, the step of the quantum walk is usually given by two operators
– coin and shift – which are applied repeatedly. The coin operator acts on the
internal state of the walker and rearranges the amplitudes of going to adjacent
vertices. The shift operator moves the walker between the adjacent vertices.
Quantum walks have been useful for designing algorithms for a variety of
search problems[13]. To solve a search problem using quantum walks, we intro-
duce the notion of marked elements (vertices), corresponding to elements of the
search space that we want to find. We perform a quantum walk on the search
space with one transition rule at the unmarked vertices, and another transition
rule at the marked vertices. If this process is set up properly, it leads to a
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quantum state in which the marked vertices have higher probability than the un-
marked ones. This method of search using quantum walks was first introduced
in [14] and has been used many times since then.
The problem of search on a two-dimensional rectangular grid was stated in
2002 by Paul Benioff [8], who conjectured that local search on
√
N × √N grid
needs Ω(N) time, i.e. no quantum speed-up is possible. One year later Am-
bainis and Aaronson proposed an algorithm [1] which finds a marked vertex in
O(
√
N log2N) steps. In 2005 Ambainis, Kempe and Rivosh [6] proposed a quan-
tum walk based algorithm (AKR algorithm) which finds a marked vertex with
O( 1logN ) probability in O(
√
N logN) steps. Applying amplitude amplification
this gives the running time of O(
√
N logN). Following the AKR algorithm,
it had been conjectured that the running time can be reduced to O(
√
N logN),
hence, providing a full quadratic speed-up over the random walk based approach.
This conjecture has been confirmed a few years later by Tulsi who in 2008 showed
how to modify the AKR algorithm to achieve a constant success probability in
O(
√
N logN) steps [16].
Another method to achieve O(
√
N logN) running time is to make the quan-
tum walk lackadaisical, i.e. to add a self-loop to each vertex1. The concept
of lackadaisical quantum walk (quantum walk with self loops) was first studied
for DTQW on one-dimensional line [11, 15] and later applied to improve the
DTQW based search on the complete graph [17] and two-dimensional rectangu-
lar grid [18, 10]. The running time of the lackadaisical walk heavily depends on
a weight of the self-loop. For a rectangular 2D grid with a single marked vertex
one optimal weight of the self-loop is 4/N .
Following the AKR algorithm for the rectangular 2D grid, Abal et.al. studied
the AKR walk on honeycomb [3] and triangular [2] grids. They showed that the
walk has the same running time of O(
√
N logN), which by applying the Tulsi
modification can be reduced to O(
√
N logN).
In this paper we apply lackadaisical approach to quantum walk search on tri-
angular and honeycomb 2D grids. We show that for both types of grids adding
a self-loop of weight 6/N and 3/N for triangular and honeycomb grids, respec-
tively, results in O(
√
N logN) running time, i.e. in the same improvement which
is achieved by using the Tulsi modification.
1There are also other methods, e.g. to run ARK algorithm and to classically search the
neighbourhood of a found vertex [5]
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2 Quantum walks on the two-dimensional grid
2.1 Non-lackadaisical quantum walk on triangular 2D grid
Consider a two-dimensional triangular grid of N vertices with periodic boundary
conditions. This defines the N -dimensional Hilbert space HP associated with the
position. The coin subspace of the walk is 6-dimensional Hilbert space spanned
by the set of states {|c〉 : c ∈ {↖,↗,←,→,↙,↘}}. The Hilbert space of the
quantum walk is CN ⊗ C6.
(a) Two-dimensional triangular grid.
𝑁
(b) Triangular grid mapped to rectangular
grid.
Figure 1: Two-dimensional triangular grid and its mapping to rectangular grid
The evolution of a state of the walk (without searching) is driven by the
unitary operator U = S · (IN ⊗ C), where S is the flip-flop shift operator and C
is the coin operator, given by the Grover’s diffusion transformation
C = 2|sc〉〈sc| − I6 (1)
with
|sc〉 = 1√
6
(| ↖〉+ | ↗〉+ | ←〉+ | →〉+ | ↙〉+ | ↘〉).
There exists a simple mapping from triangular to rectangular grid as shown
on figure 2. This allows us to label the locations of the grid by the coordinates
(x, y) for x, y ∈ {0, . . . ,√N − 1}. The flip-flop shift operator S then can be
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Figure 2: Mapping from triangular grid to rectangular grid.
written as
S|x, y,↖〉 = |x− 1, y + 1,↘〉 (2)
S|x, y,↘〉 = |x+ 1, y − 1,↖〉
S|x, y,←〉 = |x− 1, y,→〉
S|x, y,→〉 = |x+ 1, y,←〉,
S|x, y,↙〉 = |x, y − 1,↗〉
S|x, y,↗〉 = |x, y + 1,↙〉
The system starts in
|ψ(0)〉 = 1√
N
√
N−1∑
x,y=0
|x, y〉 ⊗ |sc〉, (3)
which is uniform distribution over vertices and directions. Note, that this is a
unique eigenvector of U with eigenvalue 1. The state of the system after t steps
is |ψ(t)〉 = U t|ψ(0)〉.
To use quantum walk as a tool for search, we extend the step of the algorithm,
making it
U ′ = U · (Q⊗ I6),
where Q is the query transformation which flips the sign at a marked vertex,
irrespective of the coin state. Note that |ψ(0)〉 is a 1-eigenvector of U but not
of U ′. If there are marked vertices, the state of the algorithm starts to deviate
from |ψ(0)〉. In case of a single marked vertex, similar to rectangular grid case,
after O(
√
N logN) steps the inner product 〈ψ(t)|ψ(0)〉 becomes close to 0. If the
state is measured at this moment, the probability of finding a marked vertex is
O(1/ logN) [2]. With amplitude amplification this gives the total running time
of O(
√
N logN) steps.
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2.2 Lackadaisical quantum walk on triangular 2D grid
In case of lackadaisical quantum walk the coin subspace of the walk is 7-dimensional
Hilbert space spanned by the set of states {|c〉 : c ∈ {↖,↗,←,→,↙,↘,	}}.
The Hilbert space of the quantum walk is CN ⊗ C7.
The shift operator acts on a self loop as
S|x, y,	〉 = |x, y,	〉. (4)
The coin operator is
C = 2|sc〉〈sc| − I7 (5)
with
|sc〉 = 1√
6 + l
(| ↖〉+ | ↗〉+ | ←〉+ | →〉+ | ↙〉+ | ↘〉+
√
l| 	〉).
The system starts in
|ψ(0)〉 = 1√
N
√
N−1∑
x,y=0
|x, y〉 ⊗ |sc〉, (6)
which is uniform distribution over vertices, but not directions. As before |ψ(0)〉
is a unique 1-eigenvector of U .
In case of search the step of the algorithm is U ′ = U · (Q ⊗ I7). In the next
sections we will investigate the optimal weight of the self-loop and the running
time of the search algorithm.
2.3 Non-lackadaisical quantum walk on honeycomb 2D grid
Consider a two-dimensional triangular grid of N vertices with periodic boundary
conditions. This defines the N -dimensional Hilbert space HP associated with the
position. The coin subspace of the walk is 6-dimensional Hilbert space spanned
by the set of states {|c〉 : c ∈ {↖,↗,←,→,↙,↘}}. There are two types of
vertices, having either {↖,↙,→} or {←,↗,↘} directions. Therefore, instead
of 6 dimensional coin space we can use 3 dimensional coin space {↔,↙↗,↖↘} which
corresponds to {→,↖,↙} or {←,↘,↗} depending on the type of a vertex. The
Hilbert space of the quantum walk is CN ⊗ C3.
The evolution of a state of the walk (without searching) is driven by the
unitary operator U = S · (IN ⊗ C), where S is the flip-flop shift operator and C
is the coin operator, given by the Grover’s diffusion transformation
C = 2|sc〉〈sc| − I3 (7)
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(a) Two-dimensional hexagonal grid.
𝑁
(b) Hexagonal grid mapped to rectangular
grid.
with
|sc〉 = 1√
3
(| ↔〉+ | ↖↘〉+ | ↙↗〉).
There exists a simple mapping from hexagonal to rectangular grid as shown
on figure 4.
𝑦 + 1
𝑦 − 1
𝑦
𝑥 + 1𝑥 − 1 𝑥𝑦 − 2 𝑥 + 2
𝑦 + 2
Figure 4: Mapping from hexagonal grid to rectangular grid.
This allows us to label the locations of the grid by the coordinates (x, y) for
6
x, y ∈ {0, . . . ,√N − 1}. The flip-flop shift operator S then can be written as
S|x, y,↖〉 = |x, y + 1,↘〉 (8)
S|x, y,↘〉 = |x, y − 1,↖〉
S|x, y,←〉 = |x− 1, y,→〉
S|x, y,→〉 = |x+ 1, y,←〉,
S|x, y,↙〉 = |x, y − 1,↗〉
S|x, y,↗〉 = |x, y + 1,↙〉
The system starts in
|ψ(0)〉 = 1√
N
√
N−1∑
x,y=0
|x, y〉 ⊗ |sc〉, (9)
which is uniform distribution over vertices and directions. Note, that this is a
unique eigenvector of U with eigenvalue 1. The state of the system after t steps
is |ψ(t)〉 = U t|ψ(0)〉.
To use quantum walk as a tool for search, we extend the step of the algorithm,
making it
U ′ = U · (Q⊗ I3),
where Q is the query transformation which flips the sign at a marked vertex,
irrespective of the coin state. Note that |ψ(0)〉 is a 1-eigenvector of U but not
of U ′. If there are marked vertices, the state of the algorithm starts to deviate
from |ψ(0)〉. In case of a single marked vertex, similar to rectangular grid case,
after O(
√
N logN) steps the inner product 〈ψ(t)|ψ(0)〉 becomes close to 0. If the
state is measured at this moment, the probability of finding a marked vertex is
O(1/ logN) [3]. With amplitude amplification this gives the total running time
of O(
√
N logN) steps.
2.4 Lackadaisical quantum walk on honeycomb 2D grid
In case of lackadaisical quantum walk the coin subspace of the walk is 4-dimensional
Hilbert space spanned by the set of states {|c〉 : c ∈ {↔,↙↗,↖↘,	}}. The Hilbert
space of the quantum walk is CN ⊗ C4.
The shift operator acts on a self loop as
S|x, y,	〉 = |x, y,	〉. (10)
The coin operator is
C = 2|sc〉〈sc| − I4 (11)
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with
|sc〉 = 1√
3 + l
(| ↔〉+ | ↖↘〉+ | ↙↗〉+
√
l| 	〉).
The system starts in
|ψ(0)〉 = 1√
N
√
N−1∑
x,y=0
|x, y〉 ⊗ |sc〉, (12)
which is uniform distribution over vertices, but not directions. As before |ψ(0)〉
is a unique 1-eigenvector of U .
In case of search the step of the algorithm is U ′ = U · (Q ⊗ I4). In the next
sections we will investigate the optimal weight of the self-loop and the running
time of the search algorithm.
3 Analysis
The running time of the search by the lackadaisical quantum walk heavily de-
pends on a weight of the self-loop. It was shown [18] that for two-dimensional
rectangular grid of size
√
N×√N with a single marked vertex the optimal weight
of the self-loop is l = 4/N . In this section we study search by the lackadaisi-
cal quantum walk for a single marked vertex on two-dimensional triangular and
honeycomb grids. We find optimal weights of the self-loop as well as the total
running time of the search algorithm. The presented data is obtained from nu-
merical simulations. The .NET code used to simulate the quantum walk search
algorithms is available in [7].
3.1 Lackadaisical quantum walk on triangular 2D grid
The running time of the lackadaisical quantum walk depends on a weight of the
self-loop l. Figure 5 shows the evolution of the probability of finding a marked
vertex for the lackadaisical quantum walk on a triangular grid of size N = 16×16
for various values of l. As one can see different values of l result in different success
probabilities and numbers of steps till the first peak.
Figure 6 shows the success probability for different values of l for search on a
triangular grid of size 100× 100.
When l = 0, the lackadaisical walk reproduces the regular (non-lackadaisical)
quantum walk, where the success probability reaches a value of O(1/ logN) at
O(
√
N logN). As l increases, the success probability grows, almost reaching 1
when l ≈ 0.0006 which is approximately 6/N . As l increases further the success
probability starts to drop.
Figure 7 shows the probability and the number of steps till the first peak for
search on triangular 2D grid of N vertices with l = 6/N . As one can see as N
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Figure 5: Success probability as a function of time for different l on triangular
2D grid of size 16× 16.
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
0 0.0001 0.0002 0.0003 0.0004 0.0005 0.0006 0.0007 0.0008 0.0009 0.001
Su
cc
es
s p
ro
ba
bi
lit
y
Value of l
Pr
Figure 6: Success probability as a function of time for different weights of the
self-loop for triangular 2D grid of size 16× 16.
increases the success probability converges to a constant. The running time (the
number of steps till the first peak in this case) fits
T = 1.31
√
N logN.
Thus, the numerical simulations suggest that the running time is O(
√
N logN),
which is an O(
√
logN) improvement over the loopless algorithm.
3.2 Lackadaisical quantum walk on honeycomb 2D grid
Figure 8 shows the evolution of the probability of finding a marked vertex for
the lackadaisical quantum walk on a hexagonal grid of size N = 16 × 16 for
various values of l. As one can see different values of l result in different success
probabilities and numbers of steps till the first peak.
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Figure 7: The success probability (a) and the number of steps till the first peak
(b) of lackadaisical quantum walk on 2D triangular grid with l = 6/N
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Figure 8: Success probability as a function of time for different weights of the
self-loop for hexagonal 2D grid of size 16× 16.
Figure 9 shows the success probability for different values of l for search on a
hexagonal grid of size 100× 100.
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Figure 9: Success probability for different weights of the self-loop for hexagonal
2D grid of size 100× 100.
When l = 0, the lackadaisical walk reproduces the regular (non-lackadaisical)
quantum walk, where the success probability reaches a value of O(1/ logN) at
O(
√
N logN). As l increases, the success probability grows, almost reaching 1
when l ≈ 0.0003 which is approximately 3/N . As l increases further the success
probability starts to drop.
Figure 10 shows the probability and the number of steps till the first peak
for search on triangular 2D grid of N vertices with l = 6/N . As one can see as
N increases the success probability converges to a constant. The running time
(the number of steps till the first peak in this case) fits
T = 1.56
√
N logN.
Thus, the numerical simulations suggest that the running time is O(
√
N logN),
which is an O(
√
logN) improvement over the loopless algorithm.
4 Conclusions
In this paper, we have studied the search for a single marked vertex by a lack-
adaisical quantum walk on triangular and honeycomb two-dimensional grids. We
have shown that adding a self-loop, similarly to rectangular grid case, results in
O(
√
N logN) improvement over loopless algorithm. The weight of the self-loop
is 6/N for triangular grid, 4/N for rectangular grid (shown by Wong in [18]) and
3/N for honeycomb grid. In all cases the constant in numerator is equal to a
degree of a vertex of the grid. This observation gives a natural generalisation of
search by lackadaisical quantum walk to general graphs, which is the subject for
further research.
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Figure 10: The success probability (a) and the number of steps till the first peak
(b) of lackadaisical quantum walk on 2D hexagonal grid with l = 3/N
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