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INTRODUCCIÓ 
Orígens i motivació 
Aquest projecte sorgeix amb motiu de la finalització dels estudis de Màster en Tecnologies de 
la Informació (MTI) de la Universitat Politècnica de Catalunya, a la especialitat d’Enginyeria del 
Software i Sistemes d’Informació.  
Es realitza a l’empresa Everis en condició de conveni de pràctiques, durant el transcurs de vuit 
mesos. Everis va proposar dos projectes per a realitzar amb ells, dels quals s’ha escollit el que 
s’exposa al llarg del document.  
Un dels motius principals que han dut a terme aquesta desició és que m’ha semblat un estudi 
molt interessant, ja que presenta tecnologies de bases de dades molt innovadores per a les 
empreses. També les motivacions personals venen donades per la inquietud personal pel camp 
de la enginyeria del software i de l’atracció per una tecnologia desconeguda que podria ser 
considerada imprescindible en un futur no molt llunyà.  
La realització del projecte dins d’una important empresa també va empényer a prendre part 
d’aquesta experiència ja que es volia veure el día a día d’una empresa d’aquestes dimensions, 
com funcionaba i la seva organització.  
 
Contextualització 
Avui en dia, els sistemes de gestió de bases de dades relacionals (SGBDR) són la tecnologia 
predominant a la hora d’emmagatzemar informació estructurada en aplicacions de negoci i 
aplicacions web. Sovint, ha estat adoptada com a única alternativa per a un emmagatzematge 
accessible per a múltiples clients d’una forma consistent, ja que ofereixen una bona 
composició de flexibilitat, rendiment, escalabilitat i compatibilitat en informació genèrica de 
gestió. Al llarg del temps han sorgit noves tecnologies com per exemple bases de dades 
d’objectes o de XML, però no només no han aconseguit eclipsar els SGBDR sinó que han estat 
absorbides per ells, donant-los més utilitats als mateixos.  
Les bases de dades relacionals van aparèixer quan hi havia característiques tecnològiques i de 
negoci diferents a les actuals. Anteriorment, per exemple, hi havia un sol tipus de mercat 
d’aplicacions de negoci. No obstant, als últims anys hi ha hagut un canvi a la societat 
provocada per l’adveniment de noves tecnologies com Web 2.0, que està en creixement 
continu i que a part hi ha un augment de dependència dels serveis que ofereix. El canvi també 
està causat per l’aparició de les xarxes socials, datawarehouse, processament de flux, etc. que 
ha comportat nous problemes afegits a la hora d’estructurar les dades, ja que tenen 
requeriments diferents al processament de dades de negoci.  
Un altre canvi important és a nivell de hardware de les màquines. S’ha millorat 
considerablement els processadors, els quals són més de cent vegades més ràpids i són més 
barats. També han aparegut els multi-core que són capaços d’executar software en paral·lel. 
Les memòries han sofert també una evolució considerable, són molt més grans i han baixat el 
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l’aparició dels Solid State Disks (SSDs) i l’espai ja no és un problema greu a la hora 
d’emmagatzemar.  
L’entorn operatiu i els patrons d’accés també han tingut moltes millores, ja que el cost dels 
ordinadors ha disminuït mentre que el cost del personal ha augmentat. Quan es van 
desenvolupar les primeres bases de dades relacionals, les organitzacions tenien un sol 
ordinador i l’accés a la màquina era via un terminal simple. Pel contrari, actualment hi ha 
sistemes en producció que operen a escala global i s’accedeixen via web. Això comporta que el 
nombre d’usuaris connectats simultàniament està limitat tan sols per l’ample de banda i en 
conseqüència es crea una càrrega de treball que no s’imaginava que s’arribés a tal extrem.  
Així doncs, un cop detectats tots aquests canvis, es pot veure que les bases de dades 
relacionals van ser dissenyades en un temps a on tot s’ha anat millorant, però les pròpies 
bases de dades no i s’han estancat negativament. Encara disposen de les mateixes 
característiques com són les estructures d’indexació, emmagatzematge orientat a disc, el 
multithreading per ocultar la latència, la utilització de mecanismes de control de concurrència 
basats en bloqueig i la recuperació basat en logs. És cert que més endavant hi van haver 
algunes extensions com un suport per a la compressió, arquitectures de compartiment de disc, 
índexs de bitmap etc, però no es va fer cap redisseny complet a cap sistema. [1] 
Les SGBDRs tradicionals es caracteritzen per les seves operacions bàsiques de lectura i 
escriptura. Les lectures poden ser escalades per replicació de dades a múltiples màquines, així 
s’equilibra la càrrega de sol·licituds de lectura, però això afecta a l’escriptura, ja que la 
consistència de dades ha de restar mantinguda i no estan del tot preparats. D’altra banda, les 
escriptures poden ser escalades mitjançant la partició de dades, però afecta a les lectures ja 
que els enllaços entre taules distribuïdes són normalment complicats i lents d’implementar. 
Addicionalment, per mantenir les propietats ACID, les bases de dades han de bloquejar les 
dades, és a dir, quan un usuari obre una dada, cap altre usuari ha de ser capaç de fer canvis a 
la mateixa, i això comporta una greu implicació al rendiment i a la disponibilitat del sistema.  
Totes aquestes limitacions podrien no ser un problema al passat, però amb els canvis 
esmentats, hi ha hagut una creixent aparició de bases de dades gegants que són forçades a 
servir els deu o fins i tot cent milions de clients per tot el món, el que comporta molts milions 
de lectures i escriptures cada minut.  
Per tant, per fer front a tots els problemes nous sorgits i partint de la base que es té una nova 
tecnologia a favor, podria ser relativament fàcil crear una nova base de dades que superi les 
relacionals en camps en els que no estan especialitzades. I aquí és on entra el paper del 
NOSQL.  
 
Objectius del projecte 
Aquest projecte té principalment quatre objectius, que s’exposen als quatr punts següents: 
 Identificar els escenaris en els quals es poden incloure les bases de dades NOSQL i quin 
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 Realitzar una comparativa empírica de les bases de dades no relacionals amb les 
relacionals. 
 Analitzar els beneficis de NOSQL en un entorn empresarial. Aquest projecte es porta a 
terme dintre l’empresa Everis i es vol identificar els avantatges que suposaria la 
implantació d’aquest tipus de tecnologia a les companyies. 
 Desenvolupar una prova pilot amb una aplicació de demostració usant les tecnologies 
NOSQL i el framework Canigó, una eina de desenvolupament d’aplicacions web creada 
per l’empresa Everis.  
 
Estructura del document 
Aquest document està dividit en tres grans parts a més de la secció acabada de presentar com 
a introducció.  Cada part té la mateixa estructura, amb un índex de les diferents seccions que 
el conforma i posteriorment una breu introducció presentant els continguts que s’explicaran.   
La seva organització és la següent: 
 Part I. Es destina a exposar la part teòrica del projecte.  Aquest capítol consta de 
quatre seccions que són: 
o Secció 1. Es presenta NOSQL proporcionant una definició de la seva 
naturalesa, els objectius que han originat la seva creació i una petita ressenya 
de la seva evolució des del seu inici.  
o Secció 2. El conforma una exposició de les característiques de NOSQL.  
o Secció 3. En aquesta secció es presenta una classificació dels tipus de 
tecnologia de NOSQL, amb una descripció dels trets importants de cadascun.  
o Secció 4. Es veu en detall una sèrie de gestors comercials de NOSQL concrets.  
o Secció 5. Es realitza una comparativa teòrica de NOSQL envers els SGBDR.  
o Secció 6. Es presenta un seguit d’escenaris favorables i desfavorables que pot 
ocasionar NOSQL. 
 Part II. En aquest apartat s’exposa un cas d’exemple de presa de contacte amb 
diferents gestors de la tecnologia NOSQL. Aquest capítol es divideix en dues parts: 
o Secció 7. Explicació de les diferents eines utilitzades per dur a terme els casos 
pràctics.  
o Secció 8. L’exposició del cas pràctic 1. Es detallara el model de dades utilitzat, 
es farà un anàlisi dels resultats i posteriorment les conclusions que s’han 
extret.  
 Part III. L’últim apartat important del document és on s’exposen tota la informació 
sorgida de l’experimentació pràctica. En aquest capítol s’expliquen els altres dos casos 
pràctics amb la següent estructura: 
o Secció 9. Introducció dels casos pràctics. 
o Secció 10. Es presenta el cas pràctic 2 i es detalla el seu model de dades 
utilitzat amb un anàlisi del conjunt de proves realitzada i un seguit de 
conclusions. Serveix per a fer una comparativa empírica d’un gestor relacional 
amb un de tipus NOSQL.  
o Secció 11. En aquesta secció s’exposa l’últim cas pràctic 3. De la mateixa 
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realitzades i s’extreuen una sèrie de conclusions. Aquest cas pràctic servirà per 
veure la flexibilitat que aporta la tecnologia NOSQL a la construcció dels 
models de dades i comparar el rendiment amb un gestor relacional.  
o Secció 12. Conclusions. La última secció de la part tercera, la forma les 
conclusions que han anat sorgint al llarg de tot el projecte, amb una discussió 
dels beneficis i inconvenients que s’ha anat trobant a la part teòrica i s’ha 
pogut demostrar amb els casos pràctics. També s’explicarà el possible treball 
futur i la valoració personal del projecte.  
Seguidament de les tres grans parts, s’inclouen les referències bibliogràfiques que han anat 
apareixent al llarg del document.  
Per a concloure el document hi ha una sèrie d’annexos amb informació referent a instal·lacions 
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Què és NOSQL         
 
Aquesta secció presenta una introducció del que és la tecnologia NOSQL i proporciona una 
definició. També s’exposen els objectius que han donat origen a la seva creació i una petita 
història de la seva evolució i inici. 
 
NOSQL neix del nou paradigma que una tecnologia de base de dades sola no es pot fer servir 
per a totes les aplicacions i per tant és aconsellable tenir diferents tipus de bases de dades per 
a diferents tipus de demanda. [2] NOSQL significa “Not Only SQL” i és el nom de la nova onada 
de gestors que trenquen amb el “onse size does fit all” que s’estava acostumat. Aquesta 
tecnologia no està basada en un model de base de dades relacional: no usa esquemes fixes ni 
té relacions entre taules. Tampoc utilitza cap estàndard de llenguatge de consulta declaratiu 
com el SQL sinó que cada gestor NOSQL concret té el seu propi llenguatge per a realitzar les 
consultes i les operacions.  
NOSQL no s’ha d’entendre com a substitut de les bases de dades relacionals, sinó que s’ha 
ideat per a utilitzar-se conjuntament per a poder resoldre problemes particulars.  
Com s’ha comentat a la introducció, han sorgit canvis a la societat que han provocat nous 
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 Han de ser capaços de suportar grans volums de dades. Amb l’aparició de les noves 
xarxes socials o aplicacions de Google com el google maps, s’ha de gestionar enormes 
volums de dades, i sobretot aconseguir-ho sense que es degradi el rendiment.   
 
 Ha de sostenir altes càrregues de transaccions online, ja que el nombre d’usuaris a la 
web poden arribar a ser milers, que de fet sol ser l’objectiu, i per poder mantenir el 
servei el rendiment no ha de minvar. 
 
 Una de les característiques més importants de les aplicacions d’avui en dia, és que han 
de ser altament disponibles, i no es poden permetre que hi hagi caigudes del servei. 
Avui en dia la indisponiblitat d’una aplicació té conseqüències molt negatives, no tan 
sols monetàries sinó també d’imatge envers a l’empresa, ja que si un usuari no pot 
accedir a una aplicació en un moment donat, molt probablement no tornarà a utilitzar-
lo perquè li queda el record que el servei no és del tot fiable ni disponible. 
 Ha canviat la visió que es tenia de consistència. Hi ha diverses aplicacions a on no és 
del tot crític que en un moment donat el sistema no sigui estrictament estable, com 
per exemple les xarxes socials. Si una persona actualitza un estat i els altres usuaris no 
visualitzen els canvis a l’instant, no és un problema tan greu com si fos una aplicació de 
transferències bancàries. Això comporta que en algunes aplicacions es poden relaxar 
les propietats de les transaccions ACID, com s’explicarà posteriorment. 
 Moltes vegades es busca un gestor de base de dades que sigui senzill d’utilitzar, que 
només es necessiti per a guardar informació i fer poques consultes bàsiques. Llavors es 
vol evitar el fet d’haver d’incloure nous frameworks de mapeig d’objectes relacionals, 
amb configuracions complexes com per exemple podrien ser Hibernate, iBatis o JPA a 
les aplicacions.  
Un cop detectats tots aquests nous problemes que sorgeixen a les aplicacions, es pot afirmar 
que NOSQL ofereix solucions a aquests nous requeriments a partir dels seus avantatges 
d’escalabilitat, disponibilitat i tolerància d’errors a part de tenir una estructura molt més 
simple que els SGBD relacionals.   
A continuació s’explicarà breument cadascun d’aquests objectius: 
 Escalabilitat. El volum de dades a les aplicacions, com s’ha comentat, està creixent a 
un ritme inversemblant, de tal manera que avui dia disposar d’un Terabyte 
d’informació és una quantitat usual a moltes aplicacions. D’altra banda, els dispositius 
portàtils que poden connectar-se a Internet cada vegada tenen més popularitat i 
juntament amb l’augment de l’ample de banda disponible provoca que qualsevol 
aplicació ha de ser capaç de suportar una gran quantitat de dades que moltes bases de 
dades no poden sostenir.  
 
Aquest fenomen planteja un dilema per als desenvolupadors, ja que han de prendre 
una decisió per fer front a aquests problemes. Una de les possible solucions és escalar 
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Entenem escalabilitat com l’habilitat d’afegir recursos informàtics físics a un sistema 
per guanyar rendiment. Existeixen dues maneres d’escalar les bases de dades: 
verticalment o horitzontalment. [3] 
 
L’escalabilitat vertical comporta afegir recursos a una sola màquina, ja sigui més 
capacitat de disc, memòria, tenir un processador més ràpid, etc. Sovint és la més fàcil 
de realitzar, però té una sèrie de desavantatges, com pot ser el límit físic que no 
permet augmentar més una sola màquina o el monetari, que com més potent sigui 
una màquina, més costós serà. En el cas concret de les aplicacions web, la relació cost-
efectivitat amb un sol ordinador no sol ser positiva.  
 
D’altra banda, l’escalabilitat horitzontal, és l’habilitat d’afegir recursos físics afegint 
més màquines. En un cas ideal, la relació entre càrrega, temps i màquines necessàries 
hauria de ser lineal. [4] 
 
 
Figura 1. Escalabilitat vertical i horitzontal. Font: Adaptada de Bonvin [5]. 
 
En l’exemple de la Figura 1 es pot apreciar la diferència entre les dues escalabilitats. El 
preu de la vertical creix exponencialment fins arribar a 10.000€ mentre que la 
horitzontal aconsegueix la mateixa capacitat final però només amb cost de 2.000€.  
També cal remarcar que cada aplicació té diferents requeriments envers a 
l’escalabilitat. Algunes necessiten servir a molts usuaris al mateix temps i altres 
necessiten ser escalades amb la quantitat de dades. I d’altres aplicacions com podrien 
ser xarxes socials, necessiten ser escalades en ambdós situacions. 
 
Així doncs, per a escalar verticalment, es pot utilitzar perfectament una base de dades 
relacional. No obstant, quan es vol realitzar una escalabilitat horitzontal, la tasca es 
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NOSQL facilita molt les coses, ja que la majoria d’aquest tipus de bases de dades estan 
dissenyades per a realitzar l’escalat horitzontal i fins i tot es pot arribar a configurar 
per a que es faci automàticament.  
 
Segons Stonebraker, els majors venedors de bases de dades relacionals, tant comercial 
com de codi liure, tenen la seva arquitectura directament de IBM System-R que va ser 
la primera implementació de base de dades relacional. Per tant, les bases de dades 
relacionals no van ser mai pensades per a que creixin fora d’un sol servidor i és la raó 
pel qual els venedors de RDBMS seguiran provant de vendre les solucions “one size fits 
all” [6] 
 
 Disponibilitat. La disponibilitat es defineix com la capacitat de resoldre totes les 
sol·licituds rebudes per a un node que no estigui caigut. S’entén node, com a màquina 
física que forma part d’un sistema compost per diverses màquines. [7] 
 
Amb les bases de dades relacionals, la disponibilitat no està del tot assegurada, ja que 
a conseqüència de la seva propietat d’estar sempre en un estat consistent, en algun 
moment donat no acceptarà noves operacions d’escriptura si l’operació d’escriptura 
que hi hagi en curs no ha finalitzat. Això pot resultar un problema en segons quines 
aplicacions. 
 
Així doncs, NOSQL es presenta com a alternativa, ja que una de les seves propietats és 
dotar de les aplicacions d’una disponibilitat completa. Normalment a través de la 
redundància i relaxant la consistència. 
 
 Tolerància d’errors. Es defineix la tolerància d’errors com a la capacitat d’una base de 
dades a continuar operant després que un node falli si el nombre de nodes caiguts és 
significament inferior al nombre total de nodes. [2] 
 
Aquesta definició implica que les caigudes locals no és propaguin als altres nodes d’un 
sistema. Una caiguda d’un sistema pot ser causada per culpa del hardware però també 
per culpa del software. Un error de hardware és fàcil de detectar ja que si ocorre, un 
node no respon en absolut. D’altra banda, és més complicat d’adonar-se d’un error de 
software perquè fa que un node es comporti erròniament provocant respostes 
sintàcticament correctes.  
 
Les bases de dades relacionals, tracten els errors de hardware com a excepcions i això 
comporta que és necessari utilitzar un hardware especial per poder aconseguir la 
tolerància d’errors. A més, s’ha de tenir en compte que la tolerància d’errors a través 
de la replicació de les dades no és generalment una tasca de l’arquitectura tradicional 
de les bases de dades relacionals a causa que quan van sorgir el hardware era molt car 
i el cost de la redundància era massa alt. [4] Per tant, gestionar aquesta característica 
amb una base de dades relacional és molt difícil d’aconseguir.  
 
NOSQL es presenta com a alternativa ja que la majoria d’aquestes bases de dades són 
dissenyades per executar-se en clústers que consisteixen en ordinadors bàsics i per 
això han de ser distribuïts i tolerant als errors. Per aconseguir això, s’ha de fer un 
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consultes i rendiment. Les bases de dades NOSQL són normalment dissenyades per 
complir els requeriments de la majoria de serveis webs.  
 
1.1 Història del NOSQL 
La companyia Inktomi Corporation, que va crear el primer software que pot ser considerat el 
primer motor de cerca i més tard Google, van poder veure directament les carències de les 
bases de dades relacionals a causa de la gran quantitat d’informació que havien de tractar, i 
van intentar buscar alternatives.  
Google va ser el pioner en crear un mecanisme complet que incloïa un sistema de fitxers 
distribuït, una base de dades orientat a columnes (com s’explicarà a la secció 3 d’aquesta 
primera part), un sistema de coordinació distribuïda i un entorn d’execució paral·lel basat en 
l’algoritme de MapReduce. [3] I al cap d’un temps, al 2006, va voler posar a l’abast dels 
desenvolupadors algunes peces clau de la seva infraestructura i ho va fer mitjançant una sèrie 
de documents que va publicar. [8,9,10,11] 
Aquests documents van obrir les portes a molts desenvolupadors i els primers que van 
dissenyar una versió de codi lliure que replicava algunes de les característiques de la 
infraestructura de Google, van ser els creadors del motor de cerca de codi lliure, Lucene1. Al 
cap d’un temps, els desenvolupadors principals de Lucene es van ajuntar a Yahoo, i amb 
l’ajuda d’altres col·laboradors van crear un univers paral·lel que imitava totes les peces de la 
pila de computació distribuïda de Google. I va ser així que va sorgir Hadoop2, l’alternativa de 
codi lliure. 
Hadoop pot considerar-se el primer sistema NOSQL. I gràcies a la popularitat de Google, el 
concepte de computació distribuïda, el projecte Hadoop i NOSQL van prendre més 
importància.  
Un any més tard, al 2007, va ser Amazon que va voler compartir alguns dels seus èxits i va 
presentar les seves idees d’alta disponibilitat en sistemes distribuïts i el seu producte Dynamo, 
una bases de dades que té eventually consistency3 [12].  
Amb l’incorporació de sistemes NOSQL per part de dos grans com Google i Amazon, van 
aparèixer molts nous productes en aquest àmbit. Moltes empreses començaven a utilitzar 
aquests mètodes a les seves aplicacions i en menys de 5 anys, NOSQL i els conceptes 





3 Al llarg del document es parlarà de eventually consistency amb la terminologia anglesa, a causa que no 
s’ha pogut trobar una traducció correcta al català. Eventually consistency, significa que al final, en algun 
moment, serà consistent quan els canvis s’hagin propagat. Si es traduís com a consistència eventual 
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relacionats amb la gestió de grans quantitats de dades ja s’havien estès i eren usats per 
Facebook, Netflix, Yahoo, EBay, Hulu, IBM i moltes més. 
Si ens referim al terme pròpiament dit de “NOSQL”, va ser creat per Carlo Strozzi l’any 1998. 
[13] per anomenar la seva base de dades de codi lliure, Light Weight4, que no tenia una 
interfície SQL. No obstant, no es va tornar a utilitzar el terme fins a principi del 2009, quan 
Last.fm va organitzar una conferència a San Fransisco a on es parlava de bases de dades 
distribuïdes de codi lliure i hi havia experts presentant Hypertable, Hbase, Voldemort, 
Dynomite i Cassandra. Va ser un empleat de Rackspace5,  Eric Evans, que va tornar a usar el 
terme per referir-se a les bases de dades distribuïdes que no són relacionals i que no 
conformen a l’atomicitat, consistència, integritat i durabilitat, quatre característiques dels 
sistemes tradicionals dels sistemes de base de dades relacionals (ACID). [14] 
Al mateix any, es va fer una conferència de NOSQL anomenada “NO:SQL(east)” a Atlanta que 
presentava experiències de diferents companyies usant solucions NOSQL en producció. La 
conferència estava patrocinat per Georgia Tech Research Institute6, Rackspace, 
NeoTechnology7, Citrusleaf8, Basho9 i Cloudant10. 
I a partir d’aquí, la discussió i la pràctica de NOSQL va créixer d’una manera sense precedents. 
  





























Característiques NOSQL      
 
En aquesta secció es presentaran una sèrie de característiques de les tecnologies NOSQL. 
 
NOSQL és quelcom difícil de definir, doncs engloba a gestors molt heterogènis entre sí. No 
obstant, per assolir els requeriments presentats a la secció 1 d’aquesta part, comparteixen un 
seguit de comuns: 
 Esquema lliure. L’esquema d’una base de dades descriu l’estructura d’una base de 
dades en un llenguatge formal suportat per un sistema gestor de base de dades 
(SGDB). En una base de dades relacional, l’esquema defineix les seves taules, els camps 
de cada taula i les relacions entre cada camp i cada taula.  
 
En el cas de NOSQL, no existeix una definició d’esquema, el que suposa que es pot 
emmagatzemar conjuntament informació de diferent tipus i estructures sense que 
s’hagi de preestablir. Aquesta característica de NOSQL és important, ja que en fer tan 
flexible l’esquema es perd la semàntica i també la independència lògica de dades, un 
dels grans objectius de les bases de dades relacionals. Com a independència lògica 
s’entén la capacitat per modificar una definició de l’esquema conceptual en un nivell 
que no afecti als programes i/o usuaris que estan accedint a subconjunts parcials dels 
mateixos, com poden ser les vistes. [15] Així doncs, en NOSQL si es pot canviar el 
model de dades en qualsevol moment, es perd la independència lògica i per tant s’ha 
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s’haurà de tractar d’alguna manera.  Aquesta característica pot ser favorable per als 
desenvolupadors que volen tenir més llibertat a la capa de dades i donar més 
responsabilitat a la capa de negoci ja que és ideal pel tipus de dades que no encaixen 
en un model rígid relacional. No obstant, els més conservadors poden pensar que 
aquest factor comporta molts riscos a les aplicacions.   
 
A causa d’aquesta flexibilitat, és una mica complicat definir com està estructurada una 
base de dades NOSQL. No obstant, s’ha fet una classificació segons la seva tipologia, a 
on les categories són: tipus clau/valor, tipus document, tipus columna i tipus graf. A la 
secció 3 es podrà veure en detall cadascuna d’aquestes estructures.  
 
 Escalabilitat. Com s’ha comentat anteriorment, l’escalabilitat és l’habilitat de gestionar 
el tràfic addicional o el creixement de dades, mantenint la qualitat del servei i el 
manteniment d’un sistema per mitjà d’afegir recursos. Una característica important de 
NOSQL, és que està molt preparat per a realitzar l’escalabilitat horitzontal, és a dir, 
està ben dissenyat per a la distribució de dades i càrrega a través de moltes màquines. 
Una base de dades pot ser escalable de tres maneres diferents: amb la quantitat 
d’operacions de lectura, el nombre d’operacions d’escriptura i la mida de les bases de 
dades.  
 
Hi ha dues tecnologies que permeten aconseguir escalabilitat, que són la replicació i la 
fragmentació. Ambdós poden ser utilitzats conjuntament.  
 
 Replicació. La replicació en relació amb les bases de dades distribuïdes, és la capacitat 
d’emmagatzemar una dada en més d’una màquina o node. [3] Serveix per a poder 
potenciar les lectures a la base de dades gràcies a que es pot balancejar la càrrega i 
distribuir les operacions de lectura a través de tots els nodes. Gràcies a la utilització 
d’un clúster, també es pot evitar la pèrdua d’informació causada per caigudes de 
nodes, ja que si una màquina cau, hi haurà una altra amb la mateixa dada que pot 
reemplaçar el node caigut. [16] 
 
Si les dades són molt importants, o no interessa tenir pèrdues sota cap concepte, a 
vegades és aconsellable replicar les dades a diferents centres i així estar preparat en 
cas que hi hagi algun succés catastròfic en alguna àrea concreta com incendis, 
inundacions etc.  
 
A la replicació no obstant, la contrapartida són les operacions d’escriptures. [17] El fet 
que la base de dades estigui replicada suposa que cada operació d’escriptura s’ha de 
realitzar a cada node que està assignat a l’ítem. Existeixen dues maneres d’aconseguir-
ho: 
 La primera és que una operació d’escriptura ha de ser confirmada per a tots 
els nodes replicats abans que la base de dades pugui retornar un justificant de 
recepció (Acknowledgment). 
 
 L’altre mecanisme és que es realitzi l’operació d’escriptura en un sol node o en 
un nombre limitat i que s’enviï asíncronament l’operació d’escriptura a tots els 
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Depenent del mecanisme que es decideixi implantar, prendran més valor la 
disponibilitat o la consistència de les dades, com serà explicat en detall posteriorment 
a partir del teorema de CAP de Brewer.  [16] 
 
 Fragmentació. Per a sistemes de gran escala, quan la informació excedeix la capacitat 
d’un sol ordinador, per assegurar fiabilitat s’ha comentat que és important replicar les 
dades. També existeix un altre gran mecanisme que és fragmentar la informació del 
sistema.  
 
La tècnica de fraccionament consisteix en dividir la informació d’una base de dades en 
moltes parts (shards), que poden ser distribuïdes a molts nodes. D’aquesta manera 
s’aconsegueix emmagatzemar més dades i suportar més càrrega sense requerir 
màquines més potents. La partició de dades es pot fer per exemple amb una funció de 
hash consistent que és aplicada a la clau primària de les dades i determinar la part 
associada. [18] 
 
Això implica que a la taula o col·lecció, segons sigui l’estructura de la base de dades, no 
està guardada en una sola màquina, però sí en un clúster amb nodes. L’avantatge és 
que els nodes poden ser afegits al clúster per incrementar la capacitat i el rendiment 
de les operacions de lectura i escriptures sense la necessitat de modificar l’aplicació. És 
fins i tot possible reduir la mida de la base de dades fraccionada quan les peticions 
disminueixen. 
 
El desavantatge del fraccionament és que provoca que algunes operacions típiques de 
les bases de dades es converteixin en complexes i ineficients.  Per exemple comprovar 
checks o restriccions d’integritat. 
 
El fraccionament manual es pot realitzar amb quasi qualsevol bases de dades. Això és 
quan una aplicació manté les connexions a diferents servidors de bases de dades, a on 
cadascuna és completament independent. El codi de l’aplicació gestiona 
l’emmagatzematge de diferent informació en diferents servidors i llavors es fa la 
consulta a la màquina adequada. Aquesta aproximació pot funcionar correctament 
però és complicat de mantenir quan s’afegeixen o s’esborren nodes del clúster o si hi 
ha canvis a la distribució de dades o als patrons de càrrega.  
 
Existeixen moltes bases de dades de NOSQL, com per exemple MongoDB, que 
suporten autofraccionament (autosharding), i facilita molt la tasca. El clúster gestiona 
la partició de les dades i es rebalanceja automàticament. [19,20] 
 
En el cas de MongoDB el fraccionament consisteix en trencar la informació en petits 
chunks. Aquests chunks poden ser distribuïts a través de shards per tant cada shard és 
responsable per a un subconjunt del conjunt total de dades. La finalitat no obstant, és 
no tenir consciència que la informació està partida i per tant no interessa saber quin 
shard conté la informació que es vol. MongoDB disposa d’un router (mongos) que 
coneix la localització de tota la informació, i per tant les aplicacions poden connectar-
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 Paral·lelisme. Manipular grans quantitats de dades requereix eines i mètodes que 
puguin executar operacions en paral·lel amb molt pocs punts d’intersecció entre ells, 
ja que com menys punts d’intersecció hi hagi, menys conflictes potencials hi haurà i 
menys gestió s’haurà de realitzar.  És una aplicació directa del “divideix i venceràs”.  
 
Per això les bases de dades NOSQL van promoure llenguatges lligats a l’ús de 
paral·lelisme el més famós dels quals és MapReduce, que permet el processament 
distribuït de grans conjunts de dades en un clúster de màquines. [3] Aquesta 
funcionalitat permet una millor gestió a un gran volum de dades, sense preocupar-se 
dels errors, distribució de les dades i la computació en paral·lel.  
 
El framework de MapReduce el van crear Dean i Ghemawat [2004], i està patentat per 
Google. Encara que, com s’ha comentat abans, Google va fer públics uns documents a 
on explicaven aquestes idees i això ha permès a molts desenvolupadors adoptar-les a 
les seves implementacions. [9] 
 
Map i Reduce són funcions utilitzades comunament en la programació funcional. La 
característica predominant de la programació funcional és que les dades es mantenen 
inalterades i s’intenta evitar la compartició de la informació entre múltiples processos 
o fils d’execució.  
 
Una funció map aplica una operació o una funció a cada element d’una llista i ja que és 
programació funcional, la llista original no s’altera, la qual cosa comporta que es poden 
executar a més d’un fil d’execució a la llista sense interposar-se entre ells.  D’altra 
banda, existeix la funció reduce o també anomenada funció de fold, d’acumulació, de 
compressió o d’injecció. Actua de la mateixa manera que la funció de map però genera 
un valor de sortida. [9,20] 
 
A les consultes de MapReduce, s’apliquen conjuntament els dos tipus de funcions en 
fases. En primer lloc s’utilitza la funció de map a tots els objectes de tot un conjunt de 
dades per trobar els objectes interesants, i posteriorment s’aplica la funció de reducció 
a tots aquests objectes resultants per aconseguir un valor o conjunt de valors desitjats. 
[4] L’avantatge d’aquesta funcionalitat és que es poden executar en paral·lel.  
 
Moltes bases de dades no relacionals, tenen implementades les consultes de 
map/reduce com a part de la base de dades com per exemple CouchDB, Riak i 
MongoDB.   
 
Com s’ha dit, molts altres llenguatges propis han aparegut recentment. Últimament, 
però, s’està parant especial atenció a l’usabilitat dels llenguatges i en definitiva, 
allunyar-los de l’arquitectura del gestor (moltes vegades, intentant crear una sintaxi 
pròxima a SQL). Entre aquests llenguatges destaquen Apache Pig! i Hive, dos 
llenguatges d’alt nivell construïts sobre MapReduce (és a dir, finalment, acaben 
generant codi MapReduce). Menció especial, però, per CQL (Cassandra Query 
Language), un nou llenguatge lligat al gestor Cassandra, presentat al Juny de 2011, i 
que substitueix a Thrift (l’anterior llenguatge d’accés al gestor). La principal novetat de 
CQL és que està altament basat en SQL i que facilita la programació paral·lela i gaudeix 
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més prometedor dels que s’han fet per allunyar els llenguatges NOSQL del baix nivell 
on es troben (massa lligats a l’arquitectura).  
 
 
 Adaptació d’ACID en sistemes distribuïts. NOSQL dota una sèrie de propietats a les 
dades diferents que les que s’està acostumat a veure en un model relacional. Per tal 
d’explicar quines són i veure millor les diferències, primerament s’exposaran els 
conceptes ACID, que són les propietats que aporten els gestors de bases de dades 
relacionals.  
ACID 
Per entendre ACID es començarà explicant el que són les transaccions.  
Una transacció és una unitat d’execució de programa que accedeix a una base de dades i 
possiblement actualitza ítems de dades. [15] Una transacció pot estar en cinc estats diferents:  
1. Activa: és l’estat inicial, la transacció es manté en aquest estat mentre s’està 
executant.  
2. Parcialment confirmada: després que la sentència final hagi estat executada.  
3. Fracassada: després que se sàpiga que l’execució normal ja no pot procedir.  
4. Avortada: després que la transacció hagi estat revertida i la base de dades restaurada 
a l’estat previ a l’inici de l’operació. Hi ha dues opcions després d’haver estat avortat: 
 Tornar a començar la transacció, només en cas que no s’hagi causat un error 
intern. 
 Finalitzar la transacció. 
5. Confirmada, és quan la transacció s’ha completat amb èxit. 
 
 
Figura 2. Diagrama d’estats de les transaccions 
A la Figura 2 es pot veure el diagrama d’estats que pot tenir una transacció des de l’estat inicial 
fins a ser confirmada o avortada.  
Per tal que les transaccions siguin processades de manera fiable, els gestors de bases de dades 
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acrònim indica, garanteix Atomicity (Atomicitat), Consistency (Consistència o integritat), 
Isolation (Aïllament) i Durability (Durabilitat). [20] 
El significat d’aquestes propietats són: 
 Atomicitat. Assegura que totes les operacions d’una transacció o han d’acabar 
completament bé o han de fallar completament, però no pot ser que s’executin 
operacions parcialment. 
 
Consistència. Garanteix que qualsevol transacció que realitzi la base de dades ha de 
ser per passar d’un estat consistent a un altre, és a dir, si es viola alguna regla o 
constant pre-definida mentre es duu a terme, les dades no han de ser persistides. 
Aquesta propietat garanteix la correcció i validesa de les dades dins la base de dades. 
 
 L’aïllament. És una propietat important quan les dades s’accedeixen concurrentment. 
[15] Defineix com i quan s’han de fer visibles els canvis realitzats per una operació a les 
altres operacions concurrents, ja que si dos processos independents manipulen el 
mateix conjunt de dades, és possible que un modifiqui una part que l’altre encara no 
ha vist l’actualització. Per tant, requereix que les altres operacions no tinguin accés a la 
informació que s’està modificant per una operació anterior durant una transacció.  
 
 Durabilitat. Assegura que els resultats d’una transacció que hagin estat acceptats han 
de ser assegurats permanentment a la base de dades. La durabilitat és important en 
casos que es rep una confirmació d’una operació transaccional, però el sistema té 
alguna complicació i cau. En el cas de les bases de dades relacionals, el que es sol fer és 
tenir una transacció de logs, el qual es confirma la transacció de la operació després 
que s’hagi confirmat l’escriptura del log. Així, si el sistema cau, sempre quedarà 
reflectida l’operació a les dades de log i es podrà retornar a l’estat consistent. [3] 
Per tal d’entendre millor les propietats es veuran aplicats al següent exemple: 
Una transacció transfereix 100€ d’una compta “A” a una compta “B”  
1. Lectura(A) 
2. A := A – 100 
3. Escriptura(A) 
4. Lectura(B) 
5. B := B + 100 
6. Escriptura(B) 
El requeriment de consistència és que la suma d’A i B no ha de canviar per a l’execució de la 
transacció. El d’atomicitat és que si una transacció falla després del pas 3 i abans del pas 6, el 
sistema hauria d’assegurar que les seves actualitzacions no són reflectides a la base de dades, 
ja que sinó hi hauria un resultat inconsistent.  
Durabilitat assegura que una vegada l’usuari ha notificat que la transacció ha estat complerta 
(en aquest exemple, s’ha realitzat la transferència de 100€), l’actualització de la base de dades 
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El requeriment d’aïllament consisteix en que entre el pas 3, escriptura(A) i el 6, escriptura(B), 
no s’ha de permetre accedir a la base de dades parcialment actualitzada a una altra transacció, 
ja que en cas contrari veurà una base de dades inconsistent. Es pot assegurar trivialment a 
partir d’executar les transaccions seqüencialment, és a dir és una darrere d’altra. No obstant, 
moltes vegades es necessita la concurrència com es veurà més endavant.  
Un cop exposat el que és ACID es pot passar a explicar com s’adapten aquestes propietats en 
sistemes distribuïts.  
Adaptació ACID en sistemes distribuïts 
Els sistemes distribuïts poden tenir diferents mides i formes però tots tenen una sèrie de 
característiques comunes i es sotmeten a complicacions similars. A mesura que un sistema 
distribuït augmenta i està més dispers, els problemes són més complicats de resoldre.  
En els sistemes distribuïts, els principis ACID són aplicats sota el concepte que s’ha de tenir un 
gestor de transaccions o un coordinador que administri les transaccions distribuïdes a través 
dels múltiples recursos transaccionals. Però fins i tot amb un coordinador central, implementar 
la integritat a través de diverses bases de dades és extremadament complicat. [3]  
Això és a causa que cada base de dades proveeix la seva pròpia integritat de diferent manera, 
però les tècniques que apliquen són basades en bloquejar les operacions. Això comporta que 
hi haurà parts del sistema que seran inaccessibles durant els estats que la transacció està en 
procés i la informació es mou d’un estat consistent a un altre. Aquest mecanisme, per a 
transaccions llargues es pot comprovar que no es del tot efectiu ja que es deixa el sistema 
sense disponibilitat durant massa temps i és perjudicial per a sistemes que són poc tolerant a 
interrupcions i indisponiblitat.  
Una manera lògica per avaluar els problemes que es plantegen per assegurar les propietats 
ACID als sistemes distribuïts és entendre l’impacte dels tres factors següents: Consistència, 
Disponibilitat i tolerància a les particions. Aquestes tres propietats són els tres pilars del 
Teorema de CAP que s’explica a continuació. 
Teorema de CAP 
El teorema de CAP el va presentar Eric Brewer, professor de sistemes a la Universitat de 
Califòrnia (Berkeley) i a l’any 2000 gerent de la companyia Inktomi. El que va exposar és que hi 
ha tres requisits bàsics dels sistemes que existeixen en una relació especial quan es tracta de 
disseny i desplegament d’aplicacions en un entorn distribuït (concretament es referia a 
aplicacions web, però moltes empreses corporatives són multi-site/multi-country i poden tenir 
efectes semblants als centre de dades/LAN/WLAN.) [21] 
Els tres requeriments són: consistència de dades, disponibilitat del sistema, i tolerància de 
partició de la xarxa, les inicials dels quals dóna nom a l’Acrònim CAP (Consistency, Availability, 
artition Tolerance).   
Brewer estipula que només es pot aconseguir disposar dues d’aquestes tres propietats dels 
sistemes d’informació distribuïts en un moment donat. [22] Per tant, el que significa és que 
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Al 2002 Gilbert i Lynch van provar que Brewer tenia raó per a xarxes asíncrones, que és una 
xarxa a on els nodes no comparteixen un rellotge però han de confiar en els missatges que 
s’envien entre ells. [7] Per exemple si un procés de replicació de dades entre dos nodes és 
asíncrona, no hi ha forma de saber el temps exacte quan es produeix. Si un no sap exactament 
quan s’ha comès un event, no hi ha manera de garantir si el succés s’ha produït o no almenys 
que un busqui el consens explícit o la confirmació. Si és necessari esperar a un consens o 
confirmació l’impacte de la latència i la disponibilitat de l’operació asíncrona no és molt 
diferent a la de l’operació síncrona. D’una manera o altra en que els sistemes es distribueixen i 
els errors poden ocórrer, els balancejos entre les consistències de dades, la disponibilitat del 
sistema i la tolerància de particions s’han d’escollir. 
Com que això és el cas de la majoria de serveis web ha tingut un gran impacte a les decisions 
per triar el model correcte per a emmagatzemar les dades. [23] 
 Un exemple de cas real podria ser en una botiga electrònica. Un usuari “U” compra un 
objecte “A” que és la última existència al web de la botiga i el posa al cistell de la 
compra. No obstant, un cop feta l’addició, no finalitza la compra i afegeix un altre 
objecte “B”. Durant aquest temps, un altre usuari “Q” entra a la botiga, veu que encara 
queda una existència de “A” i també el compra però acaba la transferència abans que 
l’usuari “U”.  
Clarament aquí hi ha un problema de consistència de dades ja que s’entén que un sistema 
distribuït és consistent si després d’una operació d’actualització d’una escriptura, tots els que 
llegeixen aquestes dades estan actualitzades en qualsevol recurs compartit. L’usuari “B” no 
hauria de veure l’existència de l’objecte “A”, ja que l’usuari “U” ja l’ha reservat.  
Aquest cas exemplifica un problema que es podria considerar menor, però això aplicat a 
aplicacions financeres podria causar una situació greument desfavorable.  
L’exemple es podria solucionar d’una manera fàcil si es redueix el nombre d’objectes 
disponibles a la base de dades cada vegada que es reserva un, per tant l’usuari “Q” ja no veuria 
existències de l’objecte quan el volgués comprar. El problema està que quan es dóna aquesta 
consistència, la base de dades l’executa mitjançant aïllament, és a dir, l’usuari “Q” haurà 
d’esperar un cert temps mentre la base de dades es fa consistent.  
 Disponibilitat i especialment alta disponibilitat significa que un sistema és dissenyat i 
implementat per a que tingui una execució contínua, per exemple que permeti fer 
operacions de lectures i escriptures en cas que en un clúster hi hagi alguna caiguda 
d’un node o si hi ha alguna actualització d’alguna peça de hardware. En el cas de 
l’exemple, quan l’usuari “U” vol comprar quelcom, espera que la pàgina retorni algun 
tipus de resposta, no que es mantingui incomunicat.   
 
 Tolerància a la partició s’entén com l’habilitat del sistema per continuar operant en 
presència de particions de xarxa. Això ocorre si apareixen dues o més “illes” (nodes 
aïllats a la xarxa) que no poden connectar-se, ja sigui temporalment o 
permanentment. Si l’aplicació i les bases de dades s’executen a un sol servidor, aquest 
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dispersat les dades i la lògica a través de diferents nodes apareix el risc de particions. 
Una partició ocorre quan un cable de xarxa es talla i el node A no es pot comunicar 
amb el node B. Amb el tipus de capacitats de distribució de la xarxa, les particions 
temporals són un fenomen comú.   [21]  
Gilbert i Lynch van definir la tolerància de partició com: “No es pot permetre que cap conjunt 
menor que el total de la xarxa causi una resposta incorrecta al sistema”. [7] 
Aquest teorema obre la incògnita de quina de les dues propietats escollir per adoptar al 
sistema. A la següent Figura 3 es poden veure il·lustrades totes les combinacions possibles 
entre les propietats CAP. 
 
Figura 3.  Diagrama del teorema de CAP 
En total hi ha tres combinacións que són: 
 Opció 1. Consistent i tolerant a les particions (CP). Aquesta aproximació seria la 
porció CP on s’ajunta la consistència i la tolerància a les particions i es compromet la 
disponibilitat. Aquesta és fàcil d’aconseguir i normalment s’escullen les bases de dades 
relacionals i transaccionals tradicionals ja que en un sistema simple, només amb el fet 
d’ignorar les peticions quan s’atempti contra la consistència llavors ja s’aconsegueixen 
els dos requeriments. La disponibilitat a part, pot ser afectada per altres factors com 
podria ser retard per la xarxa, colls d’ampolla a les comunicacions, errors de hardware 
que comporta les particions, etc. [3] Un algorisme simple centralitzat també 
aconsegueix aquests requeriments. Si un sol node es designa a un valor d’un objecte.  
 
També es pot fer a partir d’un algorisme centralitzat simple com per exemple el de 
designar un únic node al valor d’un objecte. Quan un node rep una petició la reenvia al 
node designat i aquest envía una resposta. Quan el node rep la confirmació, envia una 
resposta al client. [7] 
 
Moltes bases de dades distribuïdes proveeixen aquest tipus de garantia, especialment 
algorismes basats en bloquejos distribuïts o quòrums, és a dir, si hi ha algun patró 
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d’error, llavors el servei no retornarà resposta però en cas contrari la disponibilitat 
serà garantida.   
 
 Opció 2. Consistent i disponible (CA). Aquesta opció a la Figura 3 el formaria l’espai 
que conflueix la consistència i la disponibilitat, anomenat CA. Aquest sistema té poca o 
no té tolerància a les particions, i si no hi ha particions, és fàcilment possible 
d’aconseguir consistència i disponibilitat. Amb la visió centralitzada que s’acaba 
d’exposar s’aconsegueix aquests requeriments, com seria per exemple els sistemes 
que s’executen en intranets i LAN’s. [7]  
 
 Opció 3. Disponible i tolerant a les particions (AP). Finalment la tercera opció seria la 
porció AP de disponibilitat i tolerància a les particions a la Figura 3. Si la consistència 
no és requerida, els serveis poden retornar el valor inicial en resposta a cada petició. 
Però és possible matisar aquesta consistència a favor de la disponibilitat i la tolerància 
a les particions. S’ha d’entendre que la inconsistència no sempre és falta de coherència 
a les dades, sinó que la base de dades no pot garantir que tots els nodes tinguin la 
mateixa imatge exacta de les dades en tot moment. Poden garantir que tots els nodes 
tenen el mateix marc de dades en algun moment, però no tot el temps. Això es coneix 
com a eventually consistent i com el seu nom indica, la base de dades serà consistent 
en algun moment, quan els canvis s’hagin propagat.  
BASE 
Com s’ha exposat anteriorment, el teorema de CAP consta que només es pot escollir dues de 
les opcions de consistència, disponibilitat i tolerància de particions. Per al creixent nombre 
d’aplicacions i casos d’us (incloent aplicacions web, especialment en gran i molt gran escala), la 
disponibilitat i tolerància de particions són molt més importants que tenir una consistència 
estricte. Per sobre de tot, aquestes aplicacions han de ser fiables la qual cosa implica 
disponibilitat i redundància. Com s’ha vist, aquestes propietats són complicades d’aconseguir 
aplicant les propietats ACID i per tant s’ha de buscar una alternativa. Per tant apareixen les 
propietats BASE, que segons Dan Pritchett, membre del grup d’arquitectura d’Ebay, “és 
simètricament oposada a ACID”. [24] 
L’acrònim BASE significa Bassically Available Soft-state Eventual consistency, és a dir, en una 
aplicació bàsicament s’ha poder executar tot el temps (basically available) i no cal que sigui 
sempre consistent (soft-state) però sí ho serà amb el temps en algun moment conegut 
(eventually consistent). [25] 
Todd Lipcon constata que existeixen dos tipus de consistència, l’eventually consistency i 
l’estricte, i afirma que el model de consistència determina regles per a la visibilitat i l’ordre 
aparent de les actualitzacions. [26]  
 Consistència estricte. Aquesta és la que proporciona ACID i és de caràcter conservatiu. 
Segons Lipcon totes les operacions han de retornar la informació de la última operació 
d’escriptura completada. Això implica que tant les operacions de lectura com les 
d’escriptura han de ser executades al mateix node o que la consistència estricte és 
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dos fases o Paxos). Però com hem pogut veure, segons el teorema de CAP, no es pot 
aconseguir aquesta consistència estricte si es vol també disponibilitat i tolerància de 
partició. 
 
 Eventually consistency. Aquesta consistència la proporciona BASE. Implica que hi pot 
haver intervals de temps a on hi hagi una certa inconsistència de dades de nodes que 
estiguin replicats, mentre els nodes s’estan actualitzant. És una aproximació més 
agressiva, no tan pesimista, més simple i més fàcil de realitzar canvis. 
La idea va ser presentada per Amazon Dynamo al Simposi dels Principis dels Sistemes 
Operatius al 2007 [12] i va ser adoptada per implementacions de codi lliure com 
Dynomite, Apache Cassandra, Riak i Voldemort. 
Lipcon va fer una classificació de diferents tipus de eventually consistency: [26,20] 
o Read Your Own Writes (RYOW) Consistency.  Significa que el client pot veure 
les seves pròpies actualitzacions immediatament després que s’hagi 
completat, independentment si ell ha escrit a un servidor i les lectures són a 
diferents servidors. No obstant, no podrà veure instantàniament les 
actualitzacions d’altres clients. 
 
o Session Consistency. És la consistència de RYOW però limitada a l’àmbit de 
sessió (normalment lligat a un sol servidor). Per tant, el client veu les seves 
pròpies actualitzacions només si les peticions de lectura fetes després d’una 
actualització són emeses al mateix àmbit de sessió.  
 
o Monotonic Read Consistency. Proveeix la garantia de monotonia de temps 
que el client només podrà veure la versió més actualitzada de les dades en 
futures sol·licituds.  
 
o Casual Consistency o Eventual consistency. Aquesta és la que proveeix la 
consistència més feble. Un client pot arribar a veure una vista d’un estat 
inconsistent d’una dada mentre un altre client fa una actualització d’aquesta 
dada. Aquest cobra importància quan l’accés concurrent de les mateixes dades 
és molt poc probable i el client s’ha d’esperar un temps si necessita veure la 
seva anterior actualització.  
El model de consistència escollit per a un sistema (o parts d’un sistema) implica com les 
peticions de client són enviats a les rèpliques així com les rèpliques propaguen i apliquen les 























Classificació de  NOSQL      
 
En aquest capítol es realitza una classificació de la tecnologia NOSQL per tal de poder tenir una 
visió ordenada de cadascun dels tipus existents. 
 
Existeixen diversos tipus de classificació per a la tecnologia NOSQL. D’entre elles, la que s’ha  
cregut més acertada, és la que realitza Ben Scofield segons taxonomia del model de dades,,ja 
que engloba també les de tipus graf, que no s’inclouen en moltes classificacions, i també 
perquè és la més estesa. [27] 
La classificació aportada per Scofield és la següent: 
Tipus Model de dades Bases de dades 
Clau-valor Taules hash distribuïdes Dynamo 
GT.M 
Redis 
Orientades a columna Semi estructurades Cassandra 
HBase 
BigTable 
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Graf Teoria de grafs Neo4j 
ActiveRDF 
AllegroGraph 
Taula 1. Classificació NOSQL per Ben Scofield 
A continuació es farà una explicació general de cadascun d’aquests tipus de tecnologies 
NOSQL.  
 
3.1. Tipus clau-valor (c-v) 
 
Descripció 
És l’estructura més simple de totes i consta de parells de clau-valor, és a dir, una clau i una 
dada associada a aquesta clau. Les claus solen ser úniques, es poden tractar de hashes i els 
valors poden ser de diferents tipus com Strings, enters, decimals o taules de bits. Recordem 
que aquestes bases de dades no tenen un esquema predefinit, per tant es pot inserir qualsevol 
d’aquests tipus de dades indiferentment. Aquestes entrades de dades s’anomenen blobs, que 
són objectes binaris arbitraris, que la base de dades no necessita interpretar.  
En llenguatge de programació, un parell clau/valor, també és anomenat taula associativa, taula 
de hash o mapa de hash.  
Moltes aplicacions de web 2.0 com Facebook, usen bases de dades clau/valor. Això és així 
perquè els conjunts de dades no són relacionades les unes amb les altres i la informació no 
està estructurada. Un parell clau/valor podria ser descrit a la Taula 2. 
Clau Valor 
F231b674aab317 Content-type: imatge/gif 
R0lGODlhKwIlAXcAMSH+GlNvZnR3YXJlOiBNaWZ 
AhsBgQAAAAAAAP8AAPhI+py+0Po5y0AiEM3pl1e 
Taula 2. Exemple de parell clau/valor 
Aquestes estructures són molt populars perquè proveeixen una gran eficiència, un algorisme 
d’ordre O(1) per accedir a la informació.  
A causa que les dades emmagatzemades són volàtils, si estan situades a la memòria RAM del 
servidor, les escriptures i les lectures són molt més ràpides que si ho estiguessin al disc dur. 
Però això pot comportar una sèrie de conseqüències, com per exemple si hi ha una pèrdua 
d’energia i el sistema cau, totes les dades guardades es perdrien. A més normalment els 
servidors tenen més espai de disc que memòria RAM, i es pot augmentar de manera que quasi 
no té límit i a més mentre el servidor s’està executant. [20]. 
Un altre tipus de tecnologia clau-valor que s’usa comunament és una caché. Una caché 
proveeix una “fotografia” de la memòria de la informació més utilitzada en una aplicació. El 
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estructures de tipus map rudimentàries o sistemes robustos amb una política d’expiració de 
caché. [3] 
L’emmagatzematge en caché és una estratègia popular empleada a tots els nivells d’un 
programa informàtic per a millorar el rendiment.  
Avantatges 
Les bases de dades c-v tenen un model de dades simple sense relacions o estructures. Aquest 
fet fa que la gestió sigui ràpida i eficient en sistemes distribuïts. Molt ràpid, molt escalable i 
permet distribuir-se horitzontalment 
Desavantatges 
Moltes estructures de dades i objectes no poden ser fàcilment modelat com a parells de clau-
valor a causa d’aquesta falta de relacions. 
Exemples 
Hi ha sistemes clau-valor que s’executen enterament a memòria RAM, com per exemple 
Memchached o purament a disc dur com per exemple el BigTable de Google. Aquest últim és 
un cas particular perquè s’executa en un sistema de fitxers especials anomenat Google File 
System (GFS) per a gestionar grans quantitats d’informació. BigTable emmagatzema els seus 
conjunts de dades indexats per una columna clau, una fila clau i un timestamp. Aquests són 
sistemes que tenen ambdós emmagatzematges RAM i disc dur, com per exemple Redis.  
 
3.2. Tipus document 
 
Descripció 
Una base de dades de tipus document és bàsicament una de tipus clau-valor però amb una 
gran particularitat: en comptes d’emmagatzemar blobs, s’emmagatzemen dades en un format 
que la base de dades pugui entendre. Aquest format pot ser XML, JSON, Binari JSON (BSON de 
MongoDB) o qualsevol altre que accepti la base de dades. [28] 
Aquesta funcionalitat pren gran importància perquè permet que el servidor pugui operar 
directament a les dades i no només el client. És a dir, des del servidor es pot editar i realitzar 
consultes sobre arxius de format complex. 
Es solen representar per col·leccions, que són un grup de documents a on un document 
representa una fila i una col·lecció representa a una taula en les base de dades relacional. Però 
cada gestor pot tenir una terminologia diferent, ja que per exemple una col·lecció de 
MongoDB seria equivalent a un domini del gestor SimpleDB, a una base de dades de CouchDB 
o a un recipient de Terrastore. 
Les col·leccions són d’esquema lliure el que significa que en una sola col·lecció es poden 
emmagatzemar documents de diferents tipus i estructures. Per exemple, els dos documents 





FIB Els beneficis de l'ús de tecnologies NOSQL Everis 
{“colour” : “red” } 
{“salary : 100.00} 
Imatge 1. Exemple de col•lecció d'una base de dades NOSQL 
Amb aquest exemple es pot veure com els dos documents (el que serien dos registres), tenen 
camps diferents.  
Aquesta característica de les bases de dades NOSQL dóna molta llibertat al desenvolupador 
per a realitzar les aplicacions i adaptar al màxim models de dades que són complexes. S’ha de 
tenir en compte que el plantejament per idear el model de dades és molt important perquè 
depenent de com es realitzi provoca diferents afectacions al rendiment.  
La informació es pot guardar de tres maneres diferents: 
1. Mantenint els diferents tipus de documents a la mateixa col·lecció. Això podria arribar a 
ser complicat per a un desenvolupador i administrador, ja que els desenvolupadors s’han 
d’assegurar que cada consulta només retorna documents d’un cert tipus o que l’aplicació 
pot permetre fer consultes amb diferents tipus de forma.  
 
2. La segona manera és posar llistes de col·leccions dintre d’una col·lecció.  
 
3. Finalment agrupant documents del mateix tipus a la mateixa col·lecció. Aquesta opció 
ajuda a la localització de dades.  
Un exemple de document més complex en format JSON podria ser per exemple el següent:  
 {  “nom” : “Ridley”  
    “cognom” : “Scott” 
    “rol” : “director” 
    “pel_licules” : [ 
           “Alien”, 
           “Blade Runner”, 
           “Gladiator”, 
           “Black Hawk Derribado”, 
           “Hannibal”, 
           “El reino de los cielos” 
      ] 
}  
Taula 3. Exemple de document JSON. 
Per tant, la idea bàsica de les bases de dades orientades a documents és de reemplaçar el 
concepte de fila amb un model més flexible, el document. S’aconsegueix a partir de permetre 
emmagatzemar documents embeguts i taules. L’aproximació fa possible representar relacions 
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En el cas de l’exemple de la Taula 3, el document amb clau “Ridley” conté una col·lecció 
interna en forma de taula amb totes les pel·lícules realitzades per aquest director 
cinematogràfic. 
Aquest tipus de base de dades no conté relacions, cada document és independent. Però si es 
vol es pot solucionar referint altres documents a partir de la seva clau. No obstant, s’ha de 
tenir clar que aquestes referències no es comprovaran que siguin correctes o que segueixin la 
consistència per part del gestor de les base de dades.  
Avantatges 
El major benefici de l’ús de bases de dades de tipus document és que es té tots els beneficis de 
les clau-valor però no té la limitació de realitzar les consultes només per la clau. Com que 
s’emmagatzema la informació en una forma que la base de dades la pugui entendre, es pot 
preguntar al servidor que realitzi funcions per a nosaltres. Com per exemple definir índexs, etc. 
El seu modelat de dades és més natural i d’una naturalesa més entendible per al programador. 
Això provoca que el desenvolupament sigui relativament ràpid, ja que ajuda a pensar de 
manera més orientada a objectes. [29] 
Desavantatges 
Aquest tipus de tecnologia NOSQL actuen millor quan la màquina té molta memòria RAM, ja 
que per a realitzar consultes complexes si ha d’accedir a disc penalitza molt el seu rendiment. 
Això comporta que molts gestors necessitin un sistema de replicació de dades, ja que ser que 
es perdin dades si la màquina sofreix una caiguda del seu sistema.  
 
Exemples 
Hi ha diferents gestors de codi obert però els més usats són MongoDB, CouchDB i RavenDB.  
 
3.3. Tipus Orientat a Columes 
 
Descripció 
La tecnologia NOSQL de tipus orientat a columnes emmagatzema les seves dades com a 
columna de valors per a fila amb el seu camp clau, també anomenat row ID. És a dir, 
s’emmagatzema columnes senceres en una sola fila. 
La major diferència amb el de tipus document, és que el document permet emmagatzemar 
informació complexa i més flexible, amb estructures inscrites a altres estructures, en canvi la 
tecnologia de columnes permet un format més fixe, que es basa en columnes i subcolumnes 
de diferents nivells.  
El seu precursor és el BigTable de Google i estan pensades per a escalar horitzontalment. 
Aquest escalat pot realitzar-se sobre els row ID esmentats anteriorment. Això comporta que 
han estat dissenyades per a emmagatzemar una gran quantitat de dades i és quan el seu 
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de dades que es crea per a un gestor de tipus columna no té files amb cent columnes 
cadascuna, s’està fent quelcom malament o no s’hauria d’utilitzar aquest tipus de tecnologia. 
També el servidor pot realitzar moltes operacions, ja que són capaços d’acotar les dades d’una 
fila o fins i tot ordenar les columnes automaticament. També permeten fer “mapejos” a llistes 
de dades.  
Avantatges 
El fet de tenir columnes com a files, significa que es pot minimitzar l’accés a disc quan es 
selecciona unes poques columnes d’una fila que conté moltes columnes.  
Un altre avantatge és que solen tenir una bona gestió de l’espai ocupat i una gran alta 
disponibilitat. També es pot usar l’algorisme de paral·lelisme MapReduce.  
Desavantatges 
Normalment per a poder minimitzar l’accés a disc, comporta tenir unes insercions més 
complexes a causa que inserir una nova fila pot causar moltes operacions de disc, depenent 
del nombre de columnes que es tingui.   
Exemples 






La tecnologia NOSQL de tipus graf s’originen de la teoria de grafs, a on la informació és 
emmagatzemada com a nodes (vèrtexs) i existeixen arestes entre els nodes. En les bases de 
dades els vèrtexs són entitats i les arestes són les relacions entre les entitats. Aquestes 
relacions són similars a les relacions en el model relacional.  
Per a poder entendre millor el concepte a continuació es posarà un exemple d’aplicació: 
Les entitats poden representar persones amb els seus atributs com podria ser la seva data de 
naixement, el seu telèfon, etc.. i les arestes es poden usar per a descriure les relacions entre 
les persones.  
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A la Imatge 2 es veu un exemple de relació en que hi ha un node amb camp clau “Joan” que té 
una aresta anomenada “esAmic” apuntant a un altre node amb camp clau “Marta”. És a dir: 
“Joan” – “EsAmic” – “Marta”. La relació entre els dos nodes en aquest cas s’entén que és 
recíproc, però pot haver casos a on la direcció de l’aresta és significativa.  
La majoria de les bases de dades de tipus grafs també tenen esquema lliure, és a dir no tenen 
estructura. En el cas de l’exemple, els nodes tenen diferents tipus d’atributs.  
Per emmagatzemar el context de les arestes i vèrtexs, s’utilitzen llistes d’adjacents directes. 
Amb una llista d’adjacències, el vèrtex indica a quins altres vèrtexs té arestes.  
Actualment per exemple, les bases de dades de tipus grafs poden ser usats per a serveis basats 
en la localització (LBS), per a trobar amics en comú en xarxes socials o  per establir camins més 
curts de tràfic utilitzant algoritmes de Dijkstra o en d’una manera més general, per a fer 
consultes més eficients a les dades.  
Avantatges 
En una tecnologia NOSQL de tipus grafs, hi ha relacions com als gestors relacionals, però hi ha 
diferències importants. En els SGBDR, canviar l’estructura comporta un gran esforç, en canvi 
en els NOSQL de tipus graf, la tasca es facilita significativament. Les consultes a diverses taules 
o informació enllaçada són sovint massa complexes en un model relacional, aquí amb l’ús dels 
recorreguts es poden realitzar consultes amb un temps de resposta baix i sense gaire 
complicacions.  A més que també es poden escalar horitzontalment d’una manera fàcil. Les 
bases de dades usen replicacions dels vèrtexs i de les arestes. Per a un millor rendiment, la 
teoria de grafs proveeix partició del graf. Una partició del graf consisteix en dividir “un graf a 
peces, a on les peces són de la mateixa mida i hi ha poques connexions entre les peces. [20] 
Desavantatges 
Aquest tipus de tecnologia NOSQL són molt bons per a aplicacions que intervenen moltes 
relacions entre els nodes i les consultes siguin fer recorreguts entre els nodes, però no són tan 
útils per a aplicacions amb dades més tabulars que s’hagin de realitzar consultes complexes 
amb agrupacions.  
 
Exemples 
Existeixen diferents tecnologies NOSQL de tipus graf, com per exemple: Neo4J, FlockDB, 
AllegroGraph, ActiveRDF, Sones GraphBD, Infinite Graph, HypergraphDB, InfoGrid, DEX, 
VertexDB, FlockDB, FreeBase de Google...  
 
Un cop s’han vist tots els diferents tipus de tecnologia NOSQL es pot observar, que com més 
incrementa la complexitat de la tecnologia més baixa l’eficiència de la distribució de les dades. 
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Imatge 3. Gràfica mida – complexitat 
Això no significa que el de tipus document i el de tipus graf no escalin correctament. Sobretot 
el de tipus document, manté un equilibri molt bo per a poder dotar d’una flexibilitat molt gran 
per al modelat de dades i a més ofereix un gran rendiment quan aquest escala les seves dades 
inserides. El que singnifica la comparativa, és que el de clau-valor i columnes són encara 
millors de cara a l’escalat a causa de la seva baixa complexitat interna.  
  




















Gestors  NOSQL         
 
A continuació es farà una exposició de dos gestors concrets de NOSQL que posteriorment 






MongoDB és una tecnologia NOSQL de tipus document que té un esquema lliure. Està creat en 
C++ i està desenvolupat en un projecte open-source que està dirigit per la companyia 10gen 
Inc. Aquesta companyia també ofereix serveis professionals per a donar suport de MongoDB. 
[30]  
Segons els seus desenvolupadors, l’objectiu principal de MongoDB és reduir les distàncies 
entre la rapidesa i l’alta escalabilitat de les bases de dades de tipus clau-valor i les 
funcionalitats riques dels gestors de bases de dades relacionals.  
Terminologia  
Cada tecnologia NOSQL tracta diferent les seves dades i usa diferents termes per a referir-se a 
les característiques. A continuació es donarà una correspondència entre els termes d’un 
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SGBDR MongoDB 
Taula Col·lecció 
Fila Document JSON 
Índex Índex 
Partició Shard 
Relació Incrustació/relació lògic 
Esquema Esquema implícit 
Taula 4. Correspondència de termes SGBDR – MongoDB. Extret de [31] 
 
Model de dades 
MongoDB emmagatzema documents en format d’objectes BSON [32]. BSON és una 
serialització binaria de documents semblant a JSON. Està optimitzat per a tenir un alt 
rendiment, compressió i habilitats de navegació. També conté representacions de tipus de 
dades que no són part de JSON, com per exemple el tipus BinData per a il·lustrar dates. [33]  
Cada document conté un camp ID que serà usat com a camp clau. Es poden crear índexs per a 
qualsevol tipus de camp en un document sempre que sigui consultable i també es pot indexar 
objectes i taules embegudes. [16] Per a les taules, MongoDB té una especial funcionalitat 
anomenada “multi-clau” que permet usar una array com un índex, que pot per exemple 
contenir tags per a un document. Llavors en cada índex, els documents poden ser cercats per 
als seus tags associatius.  
Les relacions a MongoDB poden ser modelats usant objectes i taules embegudes. Per això, el 
model de dades ha de ser un arbre. Si el model de dades no pot transformar-se en un arbre hi 
ha dues opcions: normalitzar la informació o fer unions al costat del client.  
Exemple de document 
Una representació d’un document podria ser aquest exemple: 
 
Figura 4. Exemple de document 
 
Arquitectura 
MongoDB està implementat en C++ i consisteix en dos tipus de serveis: el motor de la base de 
dades mongod i el servei de routing i autosharding mongos. 
{ _id : ObjectId(“4c4ab5a0874c5874e5faa51”), 
 autor : “Maria” 
date : ISODate(“2012-04-23T08:33:25.442Z”), 
text : “Tractament sobre MongoDB…”, 
tags : [“tecnologia”,”Base de dades”], 
comentaris : [{  
 autor : “Josep”, 
 data : ISODate(“2012-04-24T11:10:06.442Z”), 
text : “Funciona correctament…” 
 }], 
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Per a desplegar una aplicació en MongoDB es pot realitzar de dues maneres: 
 Únic Servidor (Single Server). Necessita un pla de reforç molt consistent ja que en cas 
que es caigui aquest servidor deixarà de funcionar tot.  
 
Imatge 4. Connexió de client sense fragmentació 
 Conjunt de rèpliques (Replica sets). Proporciona una alta disponibilitat i una 
recuperació automàtica dels errors. MongoDB permet escalar de forma horitzontal 
utilitzant el concepte de shard. El desenvolupador escull una clau shard, el qual 
determina com seran distribuïdes les dades d’una col·lecció, les dades són dividides en 
rangs basats a la clau de shard i distribuïdes a través de múltiples shards. Un shard és 
un mestre amb un o més esclaus. MongoDB té la capacitat d’executar-se en múltiples 
servidors balancejant la càrrega i/o duplicant les dades per poder mantenir el sistema 
funcionanten cas que existeixi un error de hardware 
 
Imatge 5. Connexió de client amb particionament 
Per a l’emmagatzematge MongoDB usa fitxers de mapeig a memòria, que permet al manager 
de la memòria virtual del sistema operatiu decidir quines parts de la base de dades són 
emmagatzemades en memòria i quines són només al disc. És per això que MongoDB no 
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Qualsevol camp en un document de MongoDB pot ser indexat, al igual que és possible fer 
índexs secundaris. El concepte d’índexs en MongoDB és similar al de les bases de dades 
relacionals. Els índexs estan emmagatzemat en MongoDB com a arbres B-Trees com en moltes 
altres bases de dades.  
Llenguatges de programació 
Es pot utilitzar MongoDB per a una sèrie de llenguatges de programació com pot ser C, C# 
(.Net), C++, Earlang, Haskell, Java, JavaScript, Perl, PHP, Python, Ruby and Scala. 
Sistema Operatiu 
MongoDB funciona per a Windows, Linux, Mac OS-X, Solaris però només en Intel. Joyent 
ofereix un servei cloud que funciona també per a MongoDB.  
Altres Característiques 
 El nom de MongoDB deriva de l’adjectiu humongous, que en anglès significa enorme, 
extremadament gran.   
 
 Per accedir a les dades s’utilitza una consola i a partir de línies de comanda JavaScript 
es van realitzant les consultes. No obstant, si s’executa el servidor utilitzant la opció 
rest, es pot accedir a una interfície web a on hi ha diferents funcionalitats per a poder 
visualitzar les dades. Es pot veure un exemple de la interfície a la Imatge 6 
 
Imatge 6. Exemple interfície web de MongoDB 
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Figura 5. Exemple d'identificador de MongoDB 
El nombre contingut a l’objecteID és una combinació de diferents factors. El primer és 
el timestamp, que està pintat en color blau. El seguent pintat de color vermell és 
l’identificador de la màquina. Finalment el morat es correspon amb l’identificador del 
procés i el de color ver és un comptador. 
 MongoDB suporta la cerca per camps, consultes de rangs i expressions regulars. Les 
consultes poden retornar un camp específic del document però també pot ser una 
funció JavaScript definida per l’usuari.  
 
 La funció de MapReduce pot ser utilitzada pel processament per lots de dades i 
operacions d’agregació. Aquesta funció permet que els usuaris puguin obtenir el tipus 
de resultat que s’obté quan s’utilitza la sentència SQL “group by”. 
Avantatges 
 Clarament el principal avantatge que té MongoDB com a tecnologia NOSQL és la 
capacitat d’escalar horitzontalment les dades. Està construït per a gestionar grans 
quantitats de dades i per a usar múltiples servidors. No fa falta haver d’escalar 
verticalment i disposar dels millors ordinadors per a poder fer front a l’enormitat de 
les dades. Això també beneficia el fet que es poden anar adoptant de forma 
incremental noves màquines sense haver de desaprofitar els models anteriors que van 
quedant.  
 
 Per a la part de desenvolupament, MongoDB ofereix un model de dades i una API de 
consulta que és molt àgil que s’adapten millor a les metodologies modernes que les 
bases de dades tradicionals.  
 
 Les operacions de MongoDB són relativament fàcils d’utilitzar per a un programador ja 
que s’utilitzen operadors d’expressió lingüística com podria ser $gt (greater than), $lt 
(less than) i també s’usen índexs i cursors com al model relacional.  
 
 Els documents a MongoDB tenen un esquema molt flexible i poden canviar 
dinàmicament mentre es va desenvolupant l’aplicació. No hi ha necessitat de 
desenvolupar un esquema rígid que requereixi transformacions de dades i gestió de 
migracions d’esquema a producció. Si les dades de l’aplicació canvien, els camps 
poden ser afegits sense haver de reconfigurar la base de dades.  
 
 MongoDB permet escollir el nivell de consistència per a les dades.  
Desavantatges 
 Comparat amb les bases de dades de tipus columna probablement es necessita millors 
ordinadors a causa de les consultes dinàmiques a informació sense preparar. 
ObjectID(“4bface1a2231316e04f3c434”) = 
ObjectID(“timestamp – identificador de la màquina - 
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Comparat amb les relacionals hi ha informació redundant (denormalitzacio) a favor 
d’un major rendiment. [34] 
 
 Si quelcom falla mentre s’estàn actualitzant el contingut de les “taules” es perdran 
totes les dades. La reparació pren molt de temps, però usualment acaba amb una 
pèrdua del 50-90% de pèrdua si no s’és afortunat. Per tant, només es pot estar del tot 
segur si es té dues rèpliques en diferents centres de dades. 
 
 Els índexs ocupen molt de RAM. Són indexos B-tree i si es tenen molts et pots quedar 
sense recursos del sistema realment ràpid.  
 
 La mida de les dades en MongoDB típicament és més alta ja que per exemple cada 
document, és a dir cada registre, té els noms dels camps emmagatzemats en ell.  
 
 Les consultes són més complexes ja que no existeixen unions entre taules.  
 
 No té suport per a transaccions, tot i que té algunes operacions atòmiques a nivell 
d’un document singular.  
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4.2. Neo4j 
Descripció 
Neo4J és un gestor NOSQL de tipus graf,  que emmagatzema dades estructurades seguint la 
teoria de grafs. Va ser desenvolupat per Neo Technology a l’any 2003.  
A vegades resulta que les relacions entre les dades són més importants que les pròpies dades i 
és aquí on aquest gestor es pot convertir en un gran aliat.  
Les consultes es realitzen a base de recorreguts o també anomenats “traversals”, entre els 
nodes del graf, per mitjà de les relacions. Aquestes relacions o arestes, poden ser 
bidireccionals o unidireccionals.  
Els índexs són bàsicament cerques ràpides per a nodes i relacions que en Neo4J es tradueix a 
un recorregut especial.  
Normalment les operacions que s’implementen en Neo4J van dintre de transaccions i 
d’aquesta manera aquest gestor permet mantenir les propietats ACID a les dades.  
Terminologia  
Cada tecnologia NOSQL tracta diferent les seves dades i usa diferents termes per a referir-se a 
les característiques. A continuació es donarà una correspondència entre els termes d’un 





Relació Aresta entre nodes 
Esquema Esquema implícit 
Taula 5. Correspondència de termes SGBDR – MongoDB. Extret de [31] 
 
Model de dades 
Els nodes contenen una sèrie de propietats que són considerades els atributs d’un model 
relacional.  Neo4J a més permet introduir propietats a les pròpies relacions i d’aquesta manera 
permet tenir una xarxa de dades complexes i perfectament connectats.   
 
Arquitectura 
Està implementat en Java, i els mètodes d’accés són per línia de comandes.  
Normalment s’utilitza com a base de dades embebida, és a dir, les dades es guarden al local en 
un fitxer i després són accedits directament pel programa sense haver d’activar cap servidor.  
No obstant també es pot executar en mode servidor, que és com es realitzarà les proves 
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Llenguatges de programació 
Neo4J disposa de llibreries per a: Java, Python, Ruby, Clojure, Scala i PHP.  
Sistema Operatiu 
Els sistemes operatius on es pot instal·lar Neo4J són: Windows, UNIX, LINUX i OS-X. 
 
Altres Característiques 
 Les consultes es poden fer per línies de comandes amb els llenguatges Gremlin, que és 
un llenguatge script de grafs i Cypher, un llenguatge declaraiu semblant a SQL.   
 Té llicència AGPL i l’utilitza Box.net.  
 Té un excel·lent driver que permet utilitzar Spring amb Neo4J. 




 Un dels grans avantatges que disposa aquesta tecnologia és que permet el compliment 
de les propietats ACID a les dades, ja que tot es gestiona a través de transaccions.  
 Permet realitzar recorreguts complexos a través de diferents nivells de profunditat 
dels grafs i d’aquesta manera poder extreure informació molt rellevant difícil d’obtenir 
amb qualsevol altre tipus de gestor de base de dades.  
 
Desavantatges 
 A diferència de FlockDB, no es pot realitzar particions de les dades a través de diversos 
nodes, però sí que es pot fer una replicació de tipus máster-esclau. 



















Comparativa de tecnologia NOSQL envers SGBDR  
 
En aquesta secció es realitzarà una comparativa teòrica envers la tecnologia NOSQL i la 
relacional per a veure les diferències més marcades a partir d’una sèrie de factors.  
La comparativa es basarà a partir de tres punts:  
 
 Usuari final – desenvolupadors. L’usuari final o el desenvolupador que utilitzarà la 
tecnologia NOSQL o el SGBDR pot no tenir el mateix perfil. S’ha de tenir en compte 
que SQL i el model relacional van ser creats per a que tingués interacció amb un usuari 
que li agrada tenir la major part de la feina ja realitzada. Aquest tipus d’usuari està 
interessat en fer reporting d’informació agregada més que tractar la informació de 
manera separada. D’altra banda, no s’espera que l’usuari controli explícitament la 
concurrència, la integritat, la consistència o la validesa del tipus de dades. És per 
aquest motiu que SQL i els gestors de bases de dades relacionals prenen molta atenció 
a suplir aquestes funcionalitats com per exemple garantir les transaccions o tenir 
esquemes marcats o la integritat referencial. [36] 
 
Això no passa amb el tipus d’usuari de les tecnologies NOSQL. Aquests prefereixen 
guanyar en rendiment i escalabilitat i com a conseqüència perdre prestacions dels 
gestors de bases de dades. No els importa haver de tenir el control sobre la integritat i 
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guanya en flexibilitat a la hora de modelar les dades o poden realitzar l’escalat 
horitzontal més fàcilment.  
 
Això comporta que els usuaris i desenvolupadors que usen tecnologia NOSQL han 
d’estar més capacitats pel que fa a coneixement en programació. A més, com que 
aquesta tecnologia és relativament nova, requereix que els desenvolupadors hagin 
d’estudiar el funcionament de la plataforma que vulgui utilitzar amb anterioritat.  
 
A aquest aprenentatge se li ha de sumar el temps d’assaig-error, ja que una vegada es 
prengui contacte amb la nova tecnologia el més probable és que sorgeixin dubtes 
d’utilització i per buscar la manera d’aprofitar al màxim els beneficis que pot aportar, 
es necessitarà no només conèixer les nocions bàsiques sinó aprofundir en certa 
manera el tema.  
 
 Administrador de bases de dades (DBA). El paper de l’administrador de base de dades 
també es veu afectat amb l’aparició de NOSQL. Com es veurà en el punt posterior, el 
model de dades segueix un procediment diferent per a la seva creació, i això comporta 
que el que el dissenya ha de tenir molt més coneixement tècnic dels diferents gestors 
que el que es necessita per a desenvolupar un model relacional.  
 
Per a veure més clarament les diferències entre el sistema relacional i NOSQL s’exposa 
una llista de tasques més usuals que ha d’exercir el DBA en cadascún dels dos sistemes 
a la Taula 6.  
SGBDR NOSQL 
Importar les dades Importar les dades amb eines específiques del gestor o en cas que 
no existeixi, implementar una aplicació pròpia.  
Configurar la seguretat Configurar la seguretat. Com que NOSQL careix de moltes funcions 
de seguretat, possiblement s’haurà de suplir-les per mitjà de 
codificació de l’aplicació.   
Realitzar una còpia de 
seguretat 
Fer una còpia de les dades 
Recuperar una base de 
dades 
Moure una còpia a la localització 
Crear un índex Crear un índex. Potser a partir del codi si no ho permet el propi 
gestor 
Unir taules Executar algorismes de paral·lelisme com MapReduce o altres 
algorimes de relacions lògiques.  
Programar una tasca Programar una tasca automàtica 
Executar manteniment 
de la base de dades 
Monitoritzar l’espai i els recursos utilitzats 
Taula 6. Tasques comunes per a administrar les bases de dades. Extret de [37] 
Es pot comprovar com les tasques són més o menys semblants, però per a NOSQL té 
una certa complexitat afegida a causa que hi ha gestors que careixen de moltes 
funcionalitats pròpies dels gestors relacionals. Un exemple podria ser a la hora de 
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possible que les opcions pròpies del gestor NOSQL no siguin del tot òptimes o 
desitjades i per tant s’hagi de buscar alternatives sense canviar el gestor. Això 
comporta haver de modificar per exemple la codificació de la pròpia aplicació per a 
limitar l’accés de les dades segons perfils o altre tipus de tècniques per a suplir la falta 
de seguretat de les dades. Per tant, això significa que l’encarregat de donar seguretat a 
la base de dades molt probablement sigui el mateix desenvolupador, ja que és el que 
ha generat el codi de l’aplicació i el que sap com està dissenyada l’arquitectura interna 
i el model de dades.  
 
Aquí s’entra en una discussió de si els propis desenvolupadors seran els que exerceixin 
d’administradors de bases de dades o si aquests han de tenir els coneixements tècnics 
necessaris per a poder realitzar les mateixes tasques que si es tractés d’un sistema 
gestor relacional.   
 
 Modelat de dades. Una de les diferències més significatives entre el model relacional i 
la tecnologia NOSQL és a la hora de dissenyar el model de dades de les aplicacions. 
Amb l’aparició de NOSQL s’ha de realitzar un plantejament dràsticament diferent.  
 
Al moment d’idear el model de dades al model relacional tradicional, s’ha de detectar 
quin és el resultat final desitjat. La naturalesa SQL és un llenguatge declaratiu i tendeix 
a especificar el que s’hauria d’acomplir sense preocupar-se de les tecnologies que 
s’utilitzaran mentre s’obtenen els resultats de les consultes. Amb el model relacional, 
una vegada es visualitza a on es vol arribar, s’elabora el model conceptual i es 
transforma a un model lògic. Es determinen les taules necessàries, els camps 
necessaris, les relacions entre taules, etc. Posteriorment es  normalitza en cas que sigui 
requerit, s’ajusta al SGBD que es vol utilitzar i s’apliquen els afinaments pertinents.  
 
En canvi amb NOSQL, no s’ha de pensar tant en el “què” sinó en el “com”. Aquest pas 
és pràcticament el més important, ja que gràcies a que NOSQL permet crear un model 
de dades molt flexible, es pot realitzar de moltes maneres diferents i depenent de com 
s’ideï el model de dades el sistema pot ser més eficient o no.  
Aquest fenomen és un canvi molt important. El trencament del paradigma “one-size-
fits-all” comporta que s’ha de determinar primer com és l’aplicació, com es vol 
emmagatzemar les dades i finalment es decideix quin gestor utilitzar. En certa manera 
es perd la independència de dades, i la manera com es volen emmagatzemar les dades 
les regeix la pròpia aplicació. 
 
El procediment correcte és: 
 Determinar les operacions de consulta específiques més costoses i més habituals 
que tindrà l’aplicació. 
 Determinar la tipologia de dades que es vol emmagatzemar.  
 Veure quin tipus de tecnologia NOSQL pot adequar millor el model de dades que 
s’intenta construir. S’haurà de triar entre tecnologia de tipus clau-valor, document, 
orientat a columnes o de tipus graf.  
 Intentar idear un model que pugui oferir un millor rendiment a aquestes consultes 
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Aquest últim pas és crucial per a poder construir una bona aplicació. És per aquest 
motiu que modelar les dades en una tecnologia NOSQL requereix entendre molt més 
el tipus d’estructures de dades, algorismes, patrons d’accés que existeixen al mercat 
per veure quin s’ajusta més a les necessitats de l’aplicació.  
 
Com que el model de dades té molt a veure amb els casos d’ús més freqüents, és 
important saber a priori quin tipus consultes s’haurà de fer. No obstant, hi ha moltes 
aplicacions que no es poden saber per avançat, com és el cas de business intelligence, 
magatzem de dades o la mineria de dades. En aquests casos es complicat dissenyar el 
model de dades en NOSQL i com veurem posteriorment, és dificil el manteniment si es 
realitzen en NOSQL.  
A la pròxima secció s’exposaran una sèrie de patrons de modelatge de NOSQL més estesos per 
a usar-los a les aplicacions.  
5.1. Modelat de dades en NOSQL 
Com ja s’ha exposat al llarg del document, a la majoria de tecnologies NOSQL no existeixen les 
relacions lògiques entre taules. No obstant, hi ha moltes aplicacions que necessiten poder 
representar d’alguna manera relacions entre registres. Per aquest motiu i aprofitant les 
funcionalitats que ofereix la tecnologia NOSQL s’ha de buscar alternatives que simulin 
aquestes relacions.  
En aquest apartat es parlarà de diferents models per a poder relacionar tuples lògicament, 
emulant les relacions que s’obtenen a partir de les clau forànies per part dels models de dades 
relacionals. També s’exposarà una manera de realitzar transaccions, gestió d’atributs i 
creacions d’índexs.  
5.1.1. Relacions lògiques entre registres 
 
Existeixen una sèrie de tècniques conceptuals per a modelar relacions. Les més importants són 
la desnormalització, l’agregació i les relacions lògiques des de l’aplicació.  
 La desnormalització. Pot ser definida com la tasca de copiar una mateixa informació 
en múltiples documents o taules per tal de simplificar i/o optimitzar les consultes o per 
a poder ajustar les dades en un model de dades particular. [36] També pot ser definida 
com un procés per a optimitzar la base de dades de les lectures a partir de la creació 
d’informació redundant. [38] Aquesta solució ja s’ha emprat amb èxit en camps com 
els magatzems de dades, fins i tot en implementacions relacionals d’aquests.  
 
Usant la desnormalització es pot agrupar tota la informació que es necessita per a fer 
segons quines consultes. El problema inherent d’aquesta tasca és que el volum de 
dades augmenta considerablement segons el nombre d’atributs desnormalitzats que es 
disposa. A part que s’ha de mantenir d’alguna forma aquestes duplicacions, ja sigui per 
assegurar la consistència o la integritat.   
 
Per a entendre millor la desnormalització un exemple senzill podria ser la d’una 
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que una de les consultes més freqüents és “seleccionar tots els usuaris que tinguin 
cotxe de color vermell amb data matriculació un dia o període en concret” s’hauria de 
fer les joins per a cada vegada que s’invoqués la consulta. Si es dóna una volta al 
model de dades es podria comprovar que una manera més ràpida de disposar les 
dades seria que l’usuari contingui directament aquests atributs a la seva entitat. 
Aquest fenomen es la desnormalització, com es pot veure a la Imatge 7. 
 
 
Imatge 7. Exemple de desnormalització. 
 
És un exemple senzill ja que no s’ha contemplat la opció que l’usuari tingui més d’un 
cotxe ni altres tipus de requeriments.  
 
S’ha de veure no obstant, que aquesta pràctica és útil però genera molta informació 
duplicada que s’ha de mantenir d’alguna manera. Si es modifica l’entitat Cotxe, llavors 
també s’ha de modificar els atributs corresponents a l’entitat Usuari. Aquestes 
operacions són més costoses depenent de la freqüència que s’hagin d’executar.  
 
Una manera de realitzar les actualitzacions, és la de posar una tasca de background 
cada vegada que un usuari canvia l’atribut en qüestió. Aquesta solució comporta tenir 
una eventually consistency ja que els canvis no seran visibles immediatament. No 
obstant, aquesta tasca sol ser molt ràpida i per tant és un període de temps petit i 
acceptable. [38] 
 
La desnormalització s’aplica a les tecnologies NOSQL de tipus clau-valor, document i 
orientada a columnes o BigTable.  
 
 L’agregació. Una altra forma de poder simular les relacions entre taules d’un model 
relacional és a partir de l’ús de les agregacions.  
 
La majoria de gèneres NOSQL proveeixen un tipus d’esquema molt flexible de manera 
que permeten modelar estructures molt complexes amb certa facilitat. Aquesta 










      {de: “Joan”,  
   missatge: “….”, 
 replica: [  
     { de: “Marta”, 
  missatge: “…”, 
  replica: []  
      }] 
        }, 
 {de: “Laura”, 
 missatge: “…”, 
 replica: [] 
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d’un mateix registre. Aquesta tècnica s’anomena agregació i consta d’una entitat 
embeguda dins d’una altra per permetre simular una relació entre objectes.  
 
La pràctica de l’agregació és molt utilitzada a la hora de crear el model de dades, ja 
que permet perfectament crear una relació 1:n sense haver de tenir una unió entre 
documents.  
 
Aquestes facilitats estan il·lustrades a la Imatge 8 que representa el modelatge d’una 
entitat producte per a un domini de negoci de comerç electrònic.  
 
Inicialment es pot veure que tots els productes tenen un identificador, preu i 
descripció. Però a mesura que va creixent el model de dades es pot comprovar que els 
diferents tipus de productes contenen diferents tipus d’atributs, com podria ser per 
exemple un llibre que conté l’autor que l’ha escrit o uns pantalons que té com atribut 
la llargada de la peça.  
Tot això es pot solucionar gràcies a la gran flexibilitat que aporta la majoria de 
tecnologies NOSQL, que cada registre pot tenir diferent nombre i tipus d’atributs.  
S’afegeix un camp que sigui detalls que emularia ser una entitat, i dins d’aquest 
objecte es van afegint tots els atributs corresponents amb el producte concret, com es 
pot comprovar a la Imatge 8. 
També és possible poder il·lustrar les relacions entre Cançons i Àlbum a través de la 
incrustació de diversos objectes en un sol atribut. A l’exemple, es disposa d’un atribut 
Llista_cançons, que és una espècie de llista d’entitats Canço que es corresponen a 
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         ……… 
 
Imatge 8. Exemple d'agregació NOSQL. Extret de [36] 
 
Existeix la possibilitat d’utilitzar els dos tipus de tècniques de desnormalització i 
agregació, però s’ha de tenir en compte que incrustar taules desnormalitzades pot 
impactar les actualitzacions pel que fa a rendiment i consistència. Per aquest motiu 
s’ha de tenir especial atenció a la hora d’actualitzar les dades.  
És cert que tot aquests problemes es poden solucionar en un model relacional 
normalitzat, però el model de dades resultant solen ser complicats, gens flexibles, i 
potser no molt elegants.  
Gràcies a l’agregació, també es pot construir un modelat amb una estructura en forma 
d’arbre o fins i tot grafs arbitraris (amb l’ajuda de la desnormalització) utilitzant un sol 
registre o document.  
Aquest tipus de pràctica és perfecte quan es realitzen consultes de branques de 
l’arbre. Per exemple, quan es consulta un arbre de comentaris d’un blog per tal de 
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Imatge 9. Exemple d'agregació en arbre. Inspirat en [36] 
El problema és a la hora de les actualitzacions, ja que són ineficients a la majoria 
d’implementacions NOSQL, comparat amb nodes independents. Tampoc és del tot 
eficient si s’ha de fer consultes arbitràries d’alguna porció de l’arbre.  
Un altre problema també podria ser que hi hagi recorreguts recursius sobre aquestes 
estructures de tipus arbre. Una tècnica per evitar-ho i aplicada a aquesta agregació, és 
l’anomenat camins materialitzats.  
La idea és atribuir cada node d’identificadors de tots els seus pares i fills, per tant és 
possible determinar tots els descendents i predecessors del node sense realitzar cap 
recorregut. En certa manera es podria pensar que és una mena de desnormalització, ja 
que es duplica informació. 
 
Imatge 10. Exemple camins materialitzats per a una jerarquia de categories d'una botiga electrònica 
d'instruments musicals. Inspirat en [36] 
Aquesta tècnica és especialment d’ajuda per a enginys de cerca de text complet a 
causa que permet convertir estructures jeràrquiques en documents plans. A la Imatge 
10 es pot veure com tots els productes o subcategories de la categoria instruments de 
 
Nom: Guitarres elèctriques 
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corda poden ser aconseguits usant una consulta simple que és a partir del nom de la 
categoria. 
Els camins materialitzats poden ser emmagatzemats com un conjunt de identificadors 
o un simple String d’identificadors concatenats. La última opció permet cercar nodes 
que concorden a un camí parcial concret usant expressions regulars. Aquesta opció és 
il·lustrada a la Imatge 11. 
 
Imatge 11. Exemple de consultes de camins materialitzats usant expressions regulars. Extret de [36] 
 
 Relacions lògiques des de l’aplicació. Les agregacions i la desnormalització són molt 
útils per a modelar molts sistemes però hi ha una sèrie de casos a on no són del tot 
favorables. 
 
Les agregacions són sovint inaplicables quan les entitats internes són subjectes a 
moltes modificacions freqüents. És usualment millor mantenir un registre amb totes 
les modificacions posteriors i unificar-les una vegada es vulgui fer la consulta que 
modificar el valor pròpiament dit.  
 
Per a relacions n:m les agregacions a vegades és millor realitzar les unions a nivell 
d’aplicació.  
 
Per exemple en un sistema de missatges, podria ser modelat amb entitats de tipus 
Usuari que contenen entitats Missatge incrustats. No obstant, si aquests missatges són 
sovint annexats a altres usuaris en mode de resposta o quelcom, seria millor extreure 
els missatges com a entitats independents i unir-los als Usuaris en temps de consulta. 
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Imatge 12. Exemple d'agregació a l’esquerra i d'unió en NOSQL a la dreta. Extret de [36] 
Es pot comprovar com el missatge de color diferent, està relacionat amb dos usuaris 
diferents.  
 
S’ha de tenir en compte que les unions al model relacional són tractades al moment 
d’execució de les consultes, però en NOSQL les unions són tractades al moment de 
desenvolupar l’aplicació. Aquestes unions de la imatge es realitzaran mitjançant el codi 
de l’aplicació, no la proporcionarà la tecnologia NOSQL com el cas de les relacionals.  
 
El temps de les consultes de les unions quasi sempre significa una penalització del 
rendiment, ja que s’han de realitzar dues consultes sobre les dades i posteriorment 
unificar els resultats. No obstant, hi ha casos que les dues consultes són tan ràpides 
que fins i tot fent aquest últim pas el temps és menor que si s’enfoqués en una base de 
dades relacional. Sobretot si es parla de sistemes distribuïts.  
 
5.1.2. Transaccions 
NOSQL no està pensat per a que es realitzin transaccions complexes i és per aquest motiu que 
té un suport per a les transaccions molt limitat. Tot i això, si és estrictament necessari es pot 
obtenir un comportament transaccional usant bloquejos de distribució o aplicacions 
gestionades per MVC, però és més comú modelar la informació usant tècniques d’agregació 
per a garantir algunes de les propietats ACID.  
Una de les raons pel qual la transaccionalitat és una part inevitable de les bases de dades 
relacionals és perquè la informació normalitzada sovint requereix actualitzacions a diversos 
llocs.  
Però en el cas de NOSQL es poden utilitzar agregacions que permeten emmagatzemar una sola 
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automàticament. Aquesta tècnica s’anomena agregació atòmica. A la Imatge 13 hi ha un 
exemple d’utilització.   
 
Imatge 13. Exemple d'agregació atòmica. Extreta de [36] 
L’agregació atòmica com a tècnica de modelat de dades no és una solució transaccional 
completa, però si el gestor proveeix certes garanties d’atomicitat i bloquejos és una opció 
perfectament viable. Aquest tipus de tècnica s’usen en tecnologies clau-valor, document i 
columna de NOSQL. [36] 
 
5.1.3. Claus 
Si s’utilitza una tecnologia NOSQL de tipus clau-valor, es pot treure molt rendiment d’una bona 
configuració de les claus que s’emmagatzemen. Hi ha una pràctica molt estesa de crear una 
especie de clau composta a base d’unir diferents atributs. A continuació es detallarà aquest 
patró. 
Claus compostes  
Potser el major benefici d’un model de dades de tipus clau-valor desordenat és que les 
entrades poden ser particionades a través de múltiples servidors a partir de només la clau de 
hash. L’ordenació complica més les coses, però a vegades una aplicació és capaç d’avantatjar-
se de les claus ordenades fins i tot si el gestor no té aquesta característica. [36] 
Algunes tecnologies NOSQL proveeixen comptadors atòmics que permeten generar ID’s 
seqüencials. En el cas dels usuaris i els missatges, es podria emmagatzemar missatges usant 
userID_messageID com una clau composta. Si aquest últim missatge ID és conegut, llavors és 
possible fer la traça del missatge anterior gràcies a aquesta clau composta.  
Una altra manera de fer seria agrupats els missatges en recipients (buckets) com per exemple 
recipients diaris. Això permet fer la traça d’una bústia de correu o seguir a partir d’un dia 
concret. 
Usuari { 
 Compta : { 
      … 
 }, 
 Adreça : { 
      … 
 }, 
 Perfil : { 
      … 
         } 
} 
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Una utilitat que s’esdevé de tenir claus compostes és la tècnica anomenada agregació amb 
claus compostes. La idea és utilitzar aquestes claus per a fer una especie d’agrupacions.  
Un exemple podria ser si es té una taula de molts registres de log amb informació sobre 
usuaris d’internet i les seves visites són des de diferents llocs (click stream) i l’objectiu és 
comptar el nombre d’usuaris de cadascun dels sites. Això és similar a la consulta SQL següent: 
 
Es pot modelar aquesta situació usant claus compostes amb un prefix usuariID. 
 
Imatge 14. Exemple de comptar usuaris únics usant les claus compostes. Inspirat en [36] 
La tècnica consisteix en mantenir tots els registres d’un usuari agrupats, d’aquesta manera és 
possible poder obtenir un marc o finestra de memòria i eliminar sites duplicats utilitzant la 
taula de hash o qualsevol altra cosa.  
Un mètode alternatiu és tenir una entrada per usuari i llavors annexar els sites a aquesta 
entrada com events entrants. No obstant, les modificacions d’entrades són generalment 
menys eficients que una inserció de registre a la majoria d’implementacions.  
 
 Taula d’índexs 
Una taula d’índexs és una tècnica molt simple que permet fer ús d’índexs en magatzems que 
no suporten índexs internament. La classe més important de tecnologies NOSQL que la usa és 
l’orientada a columnes.  
La idea és crear i mantenir una taula especial amb claus que segueixen aquest patró d’accés. 
Per exemple, donat un cas que hi ha una taula mestra que emmagatzema comptes d’usuaris 
que poden ser accedits a partir de l’identificador de l’usuari. Una consulta que retorna tots els 
usuaris d’una ciutat específica es pot fer a través d’una taula addicional a on la ciutat és la clau: 
 





FIB Els beneficis de l'ús de tecnologies NOSQL Everis 
 
Imatge 15. Exemple de taula d'índex. Inspirat en [36] 
  
S’ha de pensar que contindrà valors duplicats i per tant pot haver un problema de consistència. 
A més en quant a les actualitzacions, s’haurà d’actualitzar la taula mestra i la dels índexs.  
La idea que comporta aquesta pràctica és la mateixa que la que proporcionen els gestors de 
bases de dades relacionals. La diferència que els índexs en NOSQL moltes vegades són 
distribuïts. I sobretot que els índexs són generats per l’aplicació i no per el propi gestor de 
moltes tecnologies NOSQL.  
Índex de clau composta 
La clau composta és una tècnica genèrica, però és extremadament beneficial quan és té una 
base de dades amb claus ordenades.  
Les claus compostes conjuntament amb ordenació secundària permeten construir un tipus 
d’índex multidimensional.  
Per exemple, tindrem un conjunt de registres a on cada registre és un detall d’usuaris. Si es vol 
agregar aquests estadístics a partir de la regió d’on prové cada usuari, es pot utilitzar les claus 
en forma de (Ciutat:Provincia:UsuariID). És a dir, estructurem les dades d’acord amb lús que fa 
l’aplicació d’elles. D’aquesta manera, si la tecnologia NOSQL permet la selecció de rang declaus 
a través d’una concordança parcial d’una clau (com és el cas de les NOSQL orientades a 
columnes) és possible iterar els registres d’una ciutat o província particular.  
Per exemple amb aquesta tècnica es tornen molt ràpides les consultes de l’estil: 
 
SELECT Valors WHERE provincia=”Girona:*” 
SELECT Valors WHERE ciutat=”Girona:Banyoles*”    
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Escenaris favorables  i desfavorables de NOSQL  
 
En aquesta secció s’exposa una sèrie d’escenaris favorables i desfavorables per a adoptar una 
tecnologia NOSQL. Es crea una distinció depenent dels casos d’ús generals, les característiques 
de les dades, les necessitats de l’aplicació i altres factors. Posteriorment s’aporten exemples 
d’aplicacions més òptimes per a cadascun dels tipus de tecnologia NOSQL descrits a la secció 3 i 
segons metodologia que es vol utilitzar per al desenvolupament de l’aplicació.  
 
6.1. ESCENARIS FAVORABLES 
 
Per a poder escollir quin tipus de tecnologia es vol utilitzar per a desenvolupar una aplicació, 
s’ha de detectar primer les consultes més utilitzades i més costoses i posteriorment realitzar 
les següent preguntes: “Quines són les necessitats de l’aplicació?”, “Quines característiques 
tindran les dades?”. Un cop se saben les respostes, finalment la qüestió decisiva és: “Com es 
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És crucial tenir clar abans de desenvolupar una aplicació quins són els objectius que es volen 
aconseguir. L’aplicació ha de ser el més ràpida possible? O el més important és que sempre 
sigui disponible?  
A continuació es donaran una sèrie de característiques i necessitats que haurien de tenir les 
aplicacions per a que la opció de NOSQL sigui més encertada que un SGBDR.  
Primer de tot es farà la classificació segons el tipus de dades que s’hauran d’emmagatzemar. 
Segons les característiques de les dades 
 
 Model de domini complicat. Si una aplicació té un domini complicat, amb una 
estructura molt complexa amb dades que no són molt tabulars és altament probable 
que NOSQL afavoreixi la seva construcció del modelat.  
 
 Model de domini molt simple. D’altra banda, si el model de dades és extremadament 
simple i només es vol persistir les dades sense tenir les funcionalitats extres que 
aporten els SGBDR, també pot ser suficient l’ús de tecnologia NOSQL. 
 
 Dades amb molts camps buits. Si les dades inserides a la base de dades contenen 
molts atributs amb valors buits, és a dir, la base de dades és molt dispersa, la utilització 
de tecnologia NOSQL pot ser més favorable que un SGBRD. Això és a causa que aquest 
últim reserva espai per a cada atribut encara que al final no s’insereixi cap dada, 
mentre que NOSQL en tenir un esquema flexible, si un camp concret no s’utilitza i no 
conté cap informació, senzillament no existeix l’atribut en qüestió i no ocupa espai 
extra.   
 
 Canvis a l’esquema. En cas que les aplicacions sofreixin canvis freqüents a l’esquema, 
ja sigui pel tipus de dades que es disposa o per altres factors de l’empresa o 
organització que utilitza el sistema, és recomanable la utilització de NOSQL a causa de 
la flexibilitat que aporta a la hora de manipular el model de dades.  
 
 Gran volum de dades. Una de les característiques més clares a on NOSQL marca la 
diferència envers una SGBDR és per a l’enormitat del volum de dades d’una aplicació. 
Si les dades es tornen massives i difícils de gestionar, la solució més eficient és la 
d’escalar massivament i és quan NOSQL facilita molt la tasca.  
 
Tipus de relacions. Si el model de dades té moltes relacions entre taules i són molt 
complicades de representar en un model de dades relacional, és molt possible que la 
solució sigui realitzar-ho a partir de tecnologia NOSQL.  
 
D’altra banda, si les unions són molt senzilles i es poden solucionar incrustant entitats 
dintre d’entitats, la tecnologia NOSQL també ho resol més fàcilment.  
 
També és cert que hi ha aplicacions que ja realitzen les unions a nivell d’aplicació i per 
tant la feina de convertir el motor de base de dades relacional a NOSQL es podria 
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La segona classificació és extreta a partir de determinar les necessitats de l’aplicació. 
Segons les necessitats de l’aplicació 
 Alt rendiment en escriptures. En cas que les escriptures siguin la part més fonamental 
d’una aplicació i es necessiti que sigui altament rendibles, NOSQL serveix de gran 
ajuda. Un exemple seria Facebook que necessita emmagatzemar 135 bilions de 
missatges per mes. Twitter té el problema d’emmagatzemar 7TB d’informació al dia 
però com s’ha comentat abans, es pot doblar aquesta dada en dies senyalats. Aquesta 
quantitat de dades és massa gran com per a que entri tot en un sol node. A 80MB/s es 
triga un dia a emmagatzemar 7TB, és per aquest motiu que les escriptures prenen la 
necessitat de ser distribuïdes. [40] 
 
 Sistema distribuït. NOSQL pot tornar-se un gran aliat si l’aplicació ha de contenir les 
dades en sistemes distribuïts. En els SGBDR és possible distribuir les dades, però 
l’escalabilitat es torna una tasca tediosa i difícil de gestionar. NOSQL està més enfocat 
a resoldre aquests conflictes sense usar protocols de consistència estricte i això dota 
de més simplicitat a la hora de la configuració.  
 
 Alta disponibilitat. Hi ha aplicacions que no es poden permetre que hi hagi caigudes 
del sistema. NOSQL dóna la possibilitat que el sistema sigui altament disponible encara 
que sigui distribuït. No obstant, s’ha de tenir en compte que seguint el teorema de 
CAP, això comporta que la consistència ha de ser eventual. No tots els productes de 
NOSQL actuen de la mateixa manera però la majoria tenen moltes opcions de 
configuració i tenen balanceig de càrrega automàtica. El que ajuda molt a sistemes que 
estan en cloud, per exemple. [40] 
 
Finalment l’última és segons altres característiques de l’aplicació.  
Segons altres característiques 
 Plataforma. És important abans d’escollir qualsevol tipus de tecnologia per a construir 
un sistema, considerar la tecnologia que ja es disposa. Hi ha certs productes de NOSQL 
que la seva instal·lació no suporta sistemes operatius com Windows per exemple.  
 
Si l’aplicació disposa d’algunes d’aquestes característiques és altament probable que una 
tecnologia NOSQL pugui solucionar les seves necessitats.  
Un cop detectat que la tecnologia NOSQL beneficia l’aplicació s’ha de escollir quin tipus 
utilitzar. A continuació s’exposarà una sèrie d’exemples per a cada tipus de tecnologia NOSQL. 
Exemples 
 Exemple per a tecnologia tipus clau-valor. S’ha comentat abans que les aplicacions 
que tenen una estructura complexa es poden ajustar fàcilment a la tecnologia NOSQL. 
Però la tecnologia de tipus clau-valor són generalment bones solucions si es tenen 
aplicacions simples a on la majoria de consultes són realitzades a partir dels atributs 
clau. [41]  
 
Com que la tecnologia de tipus clau-valor és molt ràpida, és una bona pràctica 
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modificada amb poca freqüència. Són bàsicament utilitzades per accedir a informació 
concreta com per exemple el perfil d’usuari, informació de sessió, etc.  
 
Un bon cas d’exemple seria si es té una aplicació web que mostra la informació 
personalitzada d’un usuari quan aquest inicia sessió. Suposem que existeix una 
aplicació realitzada amb un SGBDR però aquesta té moltes consultes relacionals per a 
cercar tota la informació. A més, aquestes operacions tarden molts segons.  
 
No obstant, si es mira amb més detall el tipus de dades, es pot arribar a la conclusió 
que aquesta informació de l’usuari rarament canviarà o ja se sap a priori quan 
s’efectuaran els canvis ja que es realitza a través de la mateixa interfície. A partir 
d’aquesta premissa, es podria enfocar el disseny des d’una altra perspectiva: l’aplicació 
seria més ràpida si es tingués tota la informació necessària per a mostrar la pàgina 
dintre d’un mateix objecte, en comptes d’anar fent relacions entre taules. Gràcies a les 
modificacions poc freqüents, també es podria anar afegint versions diferents del 
mateix registre en comptes de modificar directament l’objecte.  
 
També es pot usar una tecnologia de tipus clau-valor per a fer cerques basats en 
múltiples atributs, creant índexs de claus-valor addicionals que s’han de mantenir a 
nivell d’aplicació. No obstant, arribat en aquest extrem, és probable sigui més eficient 
utilitzar una tecnologia NOSQL de tipus document. [42] 
 
 Exemple per a tecnologia tipus document. Es recomana utilitzar una tecnologia 
NOSQL de tipus document quan la informació són col·leccions de documents amb 
dades semi estructurades, que no són molt tabulars o que els camps tenen múltiples 
valors.  
 
Un bon exemple d’ús d’una tecnologia de tipus de document podria ser una aplicació 
amb diferents tipus d’objectes múltiples, com podria ser una aplicació del 
Departament de Motors i Vehicles (DMV) que conté vehicles i conductors. Aquesta 
aplicació pot requerir realitzar cerques basades en diferents tipus de camps, com el 
nom del conductor, el nombre de llicència, propietari del vehicle, data de naixement, 
etc.  
 
Un factor important a considerar és el tema de concurrència i de consistència. S’ha de 
tenir en compte que el nivell de concurrència que aporti l’aplicació garanteixi la que 
realment es necessita. Si es pot tolerar un model de consistència eventual amb una 
atomicitat i aïllament limitat, la base de dades de document poden funcionar 
perfectament.  
 
A l’exemple posat anteriorment de l’aplicació DMV, no es necessita saber si el 
conductor té una nova violació de tràfic a l’instant, ja que estranyament dues oficines 
faran una actualització del mateix conductor al mateix temps.  
 
Però en cas que sigui estrictament necessari que la informació sigui amb dades 
actualitzades i que siguin automàticament consistent, s’hauria de considerar altres 
alternatives.  
 
Un altre exemple típic podria ser la d’un sistema de blog. Cada blog es representaria 
com una col·lecció de documents de tipus Entrada de blog i els comentaris serien 
documents incrustats dintre dels documents de tipus Entrada. Es podria arribar a fer 
cerques per data o per tag, per exemple. Els blogs podrien tenir un nombre arbitrari 
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Aquests sistemes també són molt convenients per a tasques d’integració i migracions 
d’esquema, analítics en temps real, logging i com hem vist per a la capa de dades 
d’una aplicació web petita flexible. [41]  
 
 Exemple per a tecnologia tipus columna. S’hauria d’utilitzar tecnologia de tipus 
columna quan l’escalabilitat és el major problema. Especialment per escalar tan la 
mida de la càrrega, com la càrrega d’escriptura.  
 
Un exemple d’aplicació podria ser una que tingui certa semblança a Twitter, que la 
major complexitat que té és a la hora de gestionar una enorme quantitat de càrregues 
de dades, especialment per a les escriptures. Les consultes poden ser per exemple 
cercar tots els posts, és a dir missatges realitzats per un usuari, ordenats per data. O 
retornar totes les entrades de les altres persones que un usuari segueix i també 
ordenades per data.  
 
Una aproximació de l’esquema podria ser amb les següents família de columnes: 
 Usuari: informació de l’usuari, amb clau de l’usuari.  
 Nom de l’usuari 
 Amics: altres persones que segueix l’usuari 
 Seguidors: persones que segueixen aquest usuari 
 Tweet: els missatges dels posts.  
 TempsUsuari: el temps dels tweets escrits per un usuari específic 
 LiniaTemps: línia de temps dels tweets escrits per usuaris que un usuari 
específic segueix.  
Les família de columnes són similars a les taules en un gestor de base de dades 
relacional. Cada columna només pot tenir una clau, això fa que les dades siguin molt 
particionables. Com s’ha explicat anteriorment, s’ha de tenir en compte que no hi ha 
transaccions ACID i per tant el desenvolupadors han de ser responsables de la 
consistència depenent de la que es desitgi.  
Com s’ha explicat anteriorment, aquest tipus de tecnologia té un format de taules que 
és molt similar a la representació gràfica d’una base de dades relacional. La diferència 
resideix en com NOSQL gestiona els valors nuls. És per aquest motiu que aquest tipus 
de tecnologia són molt útils per a aplicacions que tenen les dades molt disperses. 
Considerant un exemple amb molts diferents tipus d’atributs, les bases de dades 
relacionals emmagatzemen un valor nul a cada columna d’una càrrega de dades que 
no tingui un valor concret. Pel contrari la tecnologia NOSQL de tipus columna, només 
emmagatzema el parell de clau valor en una sola fila si és necessari. Això és el que 
Google anomena “dispers” i fa la tecnologia NOSQL molt eficient en dominis que tenen 
una gran quantitat de dades amb diferent tipus d’atributs.  
Aquesta tecnologia també és molt útil per a gestionar versions. Les múltiples versions 
d’un valor són emmagatzemades en ordre cronològic el que comporta tenir 
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En relació amb la flexibilitat de l’esquema, algunes d’aquestes tecnologies han de 
predefinir d’alguna manera les taules i per tant no dóna tanta llibertat com una de 
tipus clau-valor o document. 
 Exemple per a tecnologia tipus graf. S’hauria d’utilitzar tecnologia NOSQL de tipus graf 
quan hi ha un domini de dades molt complex i les entitats de relació són un aspecte 
molt important del model de dades. 
 
Un exemple de sistema ideal per a usar tecnologia NOSQL de tipus graf seria una 
aplicació de xarxa social. Una aplicació que hi hagi molta interacció amb usuaris, hi 
hagi la funcionalitat de recomanació d’amistat i que es pugui veure el context social 
d’una persona. 
 
El model de dades es podria configurar de la següent manera: 
 Les persones o usuaris serien representats per nodes.  
 Les relacions entre usuaris serien les arestes que comuniquen nodes de tipus 
persona.  
 Per a poder cercar per nom, es podria tenir índexs per als nodes Persones.  
[43] 
Altres tipus d’aplicacions podrien ser serveis basats en locació geoespacial, 
representació del coneixement, problemes per a trobar camins en sistemes de 
navegació, sistemes de recomanació, indexació de dades, logística, genealogia i altres 
casos d’ús que comporti utilitzar relacions complexes.  
 
També un altre factor important per a tenir en compte és el tipus de metodologia que es vol 
utilitzar a les aplicacions per realitzar el seu desenvolupament.  
Hi ha aplicacions que són desenvolupades seguint una metodologia àgil. Aquest tipus 
d’aplicacions sofreixen canvis constants a causa que els requeriments es van modificant amb el 
pas del temps o es van afegint noves funcionalitats. En aquest cas, l’ús de tecnologies NOSQL 
els resulta molt beneficiós. A continuació es posarà un exemple: 
 Exemple d’aplicació per a metodologia àgil. Un gran exemple són les aplicacions dels 
jocs de les xarxes socials. Tenen un tipus d’usuaris exigents que tendeixen a cansar-se 
fàcilment quan el joc els resulta monòton i és per aquest motiu que els 
desenvolupadors van traient noves funcionalitats setmanalment per a mantenir 
l’interès dels jugadors. Al món dels jocs de les xarxes socials s’usa molt l’expressió 
Daily Active Users (DAU), que significa la quantitat d’usuaris que juguen a diari el joc 
en qüestió i Monthly Active Users (MAU) que seria el mateix però per a cada mes. [44]  
 
Zynga11, és una de les empreses més importants al terreny de serveis de videojocs per 
a xarxes socials amb més de 292 milions d’usuaris jugant cada mes (MAU) i 65 milions 
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jugant a diari (DAU) com a dades registrades a l’abril del 2012. Els jocs que més es 
juguen són CityVille, Zynga Poker, FarmVille, CastleVille i HiddenChronicles.  
 
A mesura que el DAU creix, s’ha de gestionar més quantitat de dades sense permetre’s 
perdre rendiment, ja que si l’aplicació es ralenteix o s’han d’esperar força per a que el 
joc es carregui, els usuaris tancaran l’aplicació i no voldran tornar a jugar més.  
 
Per això és molt important que es triï bé el gestor de base de dades que s’utilitzarà així 
com el model de dades i les seves optimitzacions.  
 
L’escalabilitat és el que més ajuda a la gran quantitat de dades i com bé s’ha explicat al 
llarg del document, és una de les principals característiques de la tecnologia NOSQL. 
No obstant, existeixen molts tipus de tecnologia NOSQL i és necessari escollir la que 
més s’adeqüi d’acord amb els requeriments de l’aplicació. Pel general, el que es sol 
utilitzar són les bases de dades de tipus clau-valor i orientada a document ja que 
balancegen correctament tres criteris crucials per als jocs de xarxes socials que 
s’explicaran a continuació: [45] 
 
1. Alt rendiment. El model de dades de tipus document i clau-valor manté 
lligada la informació en una sola localització física en memòria i al disc. Això 
permet accessos a dades consistents i de baixa latència, ja que les lectures i 
escriptures ocorren amb molt poc retard. Això comporta que l’aplicació tingui 
un flux constant i ràpid i els usuaris no veuen imatges entretallades durant 
l’aplicació.  
 
2. Elasticitat dinàmica. El proveeix NOSQL i els jocs de xarxes socials volen 
aprofitar. Ja que l’aproximació dels documents mantenen els registres en “un 
sol lloc” és molt més fàcil moure la informació d’un usuari a un altre mentre 
es manté consistència i no hi ha baixada de rendiment. I moure les dades 
entre servidors és una tasca requerida per afegir i eliminar servidors a la capa 
de dades. NOSQL permet realitzar aquesta tasca sense haver de parar el 
servei de  l’aplicació i sense haver de fer cap tipus de modificacions a la 
mateixa aplicació.  
 
3. Flexibilitat a l‘esquema. La tecnologia NOSQL de tipus clau-valor i document 
són els que l’exploten més ja que no han de modificar mai l’esquema, a 
diferència de les orientades a columna que requereixen un cert manteniment 
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6.2.  ESCENARIS DESFAVORABLES 
Hi ha una sèrie de casos d’ús que no és del tot beneficiós que s’implementin utilitzant 
tecnologia NOSQL.  
 Reporting. Un dels casos d’ús desfavorables són les aplicacions per a realitzar 
reporting. Aquest tipus d’aplicació funciona correctament amb els SGBDR ja que quan 
les dades són uniformes i estructurades, el model relacional encaixa perfectament. En 
aplicacions que les agregacions són la clau de les consultes també pot ser millor pensar 
en els SGBDR.  
 
 Transaccionalitat. Si una aplicació té com a principal característica l’ús de la 
transaccionalitat, els sistemes gestors de bases de dades relacionals simplifiquen molt 
l’accés concurrent a les dades. A més si una aplicació requereix les propietats ACID, 
una tecnologia NOSQL no els ajudarà gaire ja que el mateix desenvolupador hauria 
d’implementar tots els mecanismes per a fer les comprovacions pertinents. Els SGBDR 
estan perfectament preparats per a poder dotar les propietats ACID a les dades i és 
per aquest motiu que no s’ha de dubtar a utilitzar-les per a aquestes finalitats.  
 
 Quan escalabilitat no és necessària. Els avantatges depenen del tipus d’escalat que 
necessita l’aplicació i el que ofereix el gestor de bases de dades relacional. Pot ser que 
una aplicació necessiti escalar les dades i la forma que un SGBDR la proporciona ja és 
suficient pels requeriments i per tant no faci falta adoptar una tecnologia NOSQL.   
 
 Comptabilitat. Un anti-exemple clar de NOSQL és un sistema típic de partida doble o 
compatibilitat de doble entrada, és a dir, un sistema que realitza moviments 
comptables que afecten almenys dues comptes amb moviments deutors i creedors, ja 
sigui per a petita com a gran empresa. Aquest tipus d’aplicació té dades amb relacions 
molt marcades i s’ajusten molt bé amb els models relacionals. A això se li ha de sumar 
que sovint és necessari realitzar transaccions complexes i el volum de dades pot ser 
probablement petit. També solen requerir una gran quantitat de reporting i en això les 
SGBRD són especialistes.  
 
 Seguretat. Tampoc és aconsellable utilitzar tecnologia NOSQL en aplicacions que la 
seguretat sigui de vital importància. NOSQL està encara lluny de dotar la mateixa 
seguretat que ofereixen els SGBDR i tot i que es va millorant a mesura que passa el 
temps, encara hi ha moltes escletxes que els pirates informàtics poden aprofitar per 



























8. Cas pràctic 1 
8.1. Introducció  
8.2. Descripció i instal·lació dels entorns 



























Eines          
 
A continuació es farà una breu exposició de les diferents eines utilitzades per als casos pràctics 
que s’han dut a terme en aquest projecte. 
 
Per al desenvolupament dels casos pràctics s’ha utilitzat una sèrie d’eines, la majoria de les 
quals són les que utilitzen els desenvolupadors del projecte Canigó al departament on s’ha dut 
a terme aquest projecte.  
En total s’han utilitzat les eines citades a la Taula 7. 
Desenvolupament Documentació 
Eclipse Helios Canigó3 Microsoft Project 
Spring Framework Microsoft Visio 
Hibernate Microsoft Word 
Subversion Microsoft Powerpoint 
Toad Microsoft Excel 
Apache Tomcat 6 DBDesigner 4 
Apache Maven  
Notepad++  
Taula 7. Taula d'eines utiltizades per al projecte 
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Eclipse 
  
Imatge 17. Spring Framework [46] i Framework de Canigó 3 [47] 
L’entorn de treball base per a la programació ha estat Eclipse. La versió que s’ha utilitzat és la 
que proporciona el departament de Canigó ja que és el framework que han creat i donen 
suport als usuaris que l’utilitzen. El framework s’anomena Canigó3 i està construït a partir de la 
versió Helios de Eclipse.  
La diferència que aporta aquest framework respecte a l’Eclipse l’original és que incorpora una 
sèrie de mòduls que serveixen d’ajuda per a crear diferents projectes. El tipus de projecte que 
s’ha utilitzat en aquest PFM és un projecte web J2EE amb persistència de base de dades. 
L’aplicació està realitzada amb Spring i per a les vistes s’utilitza JSF amb Primefaces per a les 
gràfiques.  
Anteriorment ja havia treballat amb el programa Eclipse i també havia realitzat aplicacions 
web usant Spring però amb JSPs per a la capa de presentació.  
Hibernate 
 
Imatge 18.Logo de Hibernate [48] 
Per a dur a terme la persistència de les aplicacions s’ha utilitzat l’eina Hibernate. Aquesta eina 
permet realitzar enginyeria inversa a les bases de dades per a obtenir directament les taules 
mapejades i codificades per a permetre el seu ús per a la programació. D’aquesta manera no hi 
ha cap diferència entre les taules de la base de dades i de les classes associades contingudes al 
programa. És una bona manera també de preveure errors de programació.  
Aquesta eina també la havia utilitzada abans d’entrar al departament i per tant ja tenia 
algunes nocions bàsiques del seu funcionament.  
Apache Tomcat 6 
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Per a poder desplegar l’aplicació al web, s’ha utilitzat el servidor web Apache Tomcat 6. 
Personalment sempre que he hagut de desplegar aplicacions, ha sigut a través d’aquesta eina i 
com a conseqüència també coneixia el seu funcionalment integrat a l’Eclipse.  
Apache Maven 
 
Imatge 20. Apache Maven [50] 
És una eina de software que dóna suport a la construcció de projectes. Sobretot serveix per a 
facilitar la tasca de compilació i empaquetació, ja que s’encarrega de descarregar-se les 
llibreries necessàries de l’aplicació i les descarrega a la màquina local.  D’aquesta manera no fa 
falta descarregar-se manualment les llibreries dependents i es fa tot automàticament a partir 
d’una especificació d’un fitxer XML.  
Subversion 
 
Imatge 21. Subversion [51] 
Per a poder posar en comú les modificacions de les aplicacions a la resta de desenvolupadors 
del departament i per tal de mantenir el control de les versions de l’aplicació s’ha utilitzat una 
extensió de l’Eclipse de Subversion. Això ha permès emmagatzemar les aplicacions al repositori 
propi del departament. També havia utilitzat subversion com a sistema de control de versions 
d’aplicacions desenvolupades anteriorment.  
Toad 
 
Imatge 22. Toad [52] 
Per a fer modificacions a la base de dades de MySQL o per a realitzar consultes directes s’ha 
utilitzat l’aplicació Toad, ja que serveix per administrar bases de dades.  És una aplicació 
senzilla però que compleix correctament la seva funció. Mai havia utilitzat aquesta aplicació, 
però a causa de la seva senzillesa, el procés d’aprenentatge ha sigut curt.  
Notepad++ 
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L’aplicació Notepad++ és un editor de text preparat per a la facilitar la programació. És útil ja 
que porta incorporat una sèrie d’estils diferents de visualització segons el llenguatge de 
programació que s’utilitzi. El fet de tenir diferents colors segons les paraules clau de cada 
llenguatge fa que l’usuari s’adapti més a la visió i la codificació sigui més clara. S’ha usat 
bàsicament com a eina de lectura i escriptura de codi temporal. Aquesta eina és de les que 
més he utilitzat des que he començat a programar, ja que personalment la trobo molt útil per 
a fer anotacions o per visualitzar fitxers de programació.  
A continuació s’explicarà breument les eines que s’han utilitzat per a la documentació. 
Microsoft Office 
 
Imatge 24. Microsoft Office [54] 
Per a la majoria de documentació s’ha utilitzat les diferents aplicacions que venen al paquet 
Microsoft Office. Per a escriure en un document de text el conegudíssim Word; per a realitzar 
fulls de càlcul, l’Excel; per a dissenyar les arquitectures, el Visio; per a realitzar presentacions, 
el Powerpoint; i finalment per a crear la planificació del projecte, el Project.  
DB Designer 4 
 
Imatge 25. DBdesigner 4 [55] 
Finalment la última eina és el DBDesigner versió 4. Aquesta eina ha servit per a poder obtenir 
el modelat de les dades a partir de l’esquema de base de dades MySQL gràcies a que permet 
connectar-se a la base de dades i fer enginyeria inversa. La he utilitzat a causa que la base de 
dades sencera que disposa el departament té una grandària considerable i no és 
excessivament clara. Per això amb l’ajuda d’aquesta eina i la tasca de veure camp per camp el 
seu significat s’ha pogut separar la taula que es necessitava i els seus lligams corresponents de 

















Cas pràctic 1         
 
Aquesta secció presenta el primer cas pràctic realitzat al projecte.Es detallarà el model de 
dades utilitzat, es farà un anàlisi del que ha comportat l’experiment i a continuació s’exposaran 
una sèrie de conclusions que s’han extret.  
 
8.1.  Introducció 
S’ha volgut enfocar el primer cas pràctic com a presa de contacte amb la tecnologia NOSQL, ja 
que un cop vista la part teòrica és important veure el seu funcionament i la seva aplicació real.  
De totes les tecnologies NOSQL existents, s’ha volgut provar una de tipus graf i una de tipus 
document. S’ha escollit la de tipus graf a causa que és un tipus de base de dades no molt usual 
i ha semblat interessant la seva arquitectura i la naturalesa per a enllaçar la informació. D’altra 
banda, s’ha triat la de tipus de document a causa de la seva gran flexibilitat i que és de les més 
utilitzades de les tecnologies NOSQL.  
S’ha volgut crear una aplicació que encaixi perfectament amb aquestes característiques per tal 
d’aprofitar al màxim les propietats favorables que aporten aquestes tecnologies. Gràcies al que 
s’ha vist a la teoria sobre la tecnologia NOSQL de tipus graf, s’ha pogut comprovar que un 
escenari molt adient són les aplicacions que tenen la seva informació amb estructura amb 
moltes relacions com podria ser una xarxa social. És per aquest motiu que s’ha creat una 
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aplicació que està composta per molts usuaris que estan connectats entre ells per relacions, ja 
siguin d’amistat, familiar, etc i comparteixen les seves inquietuds a base d’intercanviar 
comentaris entre ells públicament.  
L’objectiu d’aquesta aplicació és veure com actuen els gestors que emmagatzemaran la 
informació i no tan la funcionalitat pròpia de l’aplicació. Per aquest motiu no es farà un detall 
exhaustiu del flux de pantalles de l’aplicació. No obstant, per a poder entendre el seu 
funcionament bàsic a continuació s’exposa el que els usuaris poden realitzar a l’aplicació: 
1. Un usuari es pot registrar a l’aplicació per a posteriorment entrar amb un perfil 
propi.  
2. Un usuari pot afegir a un altre usuari al seu grup d’amistat. 
3. Un usuari pot escriure comentaris a la seva pròpia pàgina principal o també 
anomenada mur. 
4. Els amics d’aquest usuari poden veure tots els seus comentaris i escriure’n de nous 
al seu mur. 
5. Un usuari pot marcar com a que li “agrada” qualsevol comentari que hi hagi als 
murs de les diferents persones, ja siguin escrites pel mateix usuari o no. 
6. L’usuari pot especificar quin tipus de relació té amb un amic seu, ja sigui per 
parentesc o per relació amorosa. 
7. L’usuari pot modificar les seves dades personals. 
8. Finalment l’usuari pot afegir imatges o documents a la seva pàgina principal.   
8.2. Descripció i instal·lació dels entorns 
Com bé s’ha explicat a la secció d’eines explicada anteriorment, l’entorn de treball ha sigut el 
framework que proporciona el departament de Canigó. L’aplicació és accessible via web i és 
realitzada en Java utilitzant les llibreries de Spring.  
La tecnologia que gestiona la informació emmagatzemada referent als usuaris i les seves 
relacions és el gestor NOSQL de tipus graf, Neo4J. D’altra banda, la tecnologia que gestiona la 
part de les imatges i els documents emmagatzemats, és la tecnologia NOSQL de tipus 
document, MongoDB. 
Neo4J 
Es va triar Neo4J perquè a part que era una de les proposades pel client, la Generalitat de 
Catalunya, també és un dels gestors més comercialitzats d’aquest tipus de tecnologia graf i 
permet la utilització de les llibreries Spring per a poder realitzar una aplicació web. Això 
comporta que hi ha un gran nombre de desenvolupadors que la utilitzen i per tant hi ha una 
quantitat de manuals i d’informació relativament alta al web.  
La seva instal·lació va ser molt senzilla i la configuració a l’entorn de treball per a poder 
realitzar les connexions per accedir a les dades tampoc va comportar complicacions. Es 
detallen els passos a seguir a l’annex d’instal·lació de Neo4J.  
MongoDB 
De la mateixa manera que Neo4J, MongoDB va ser proposat pel client, ja que és una de les 
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funcionalitats. També ha resultat interessant per la seva arquitectura que permet inserir arxius 
sencers a les col·leccions de dades. Per això s’ha afegit a l’aplicació del cas pràctic la 
funcionalitat que l’usuari pugui incrustar documents a la seva pàgina principal per a que els 
pugui descarregar posteriorment, per a poder veure aquesta característica directament.  
MongoDB també va ser de fàcil instal·lació com es detalla a l’annex d’instal·lació de MongoDB, 
i la seva configuració també va ser senzilla.  
 
8.3. Descripció del model de dades 
El model de dades es conforma en dos parts. La primera és la dels usuaris amb els seus 
respectius comentaris que està emmagatzemat a Neo4J. La segona és la dels arxius que 
aporten els usuaris i estan guardats a MongoDB.  A la Imatge 26 es pot veure el model de 
dades de Neo4J.  
 
Imatge 26. Model de dades de l'aplicació de la xarxa social amb tecnologia Neo4J 
Descripció del node Usuari 
Usuari 
Id Identificador de l’usuari 
Nom Nom de l’usuari 
DataNaix Data naixement de l’usuari 
Telèfon Telèfon de l’usuari 
Password Contrasenya de l’usuari 
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Email Email de l’usuari 
Taula 8. Descripció del node Usuari 
Descripció del node Comentari 
Usuari 
Id Identificador del comentari 
Descripció Cos del comentari amb el text que l’usuari ha escrit 
Data Data de creació del comentari 
RealitzatPer Usuari que ha escrit el comentari 
Taula 9. Descripció del node Comentari 
En aquest model els registres estan representats per nodes que contenen la informació 
referent als usuaris i els comentaris que fan els usuaris. Les relacions entre aquests nodes són 
arestes que defineixen les relacions d’amistat, parentesc, o relació amorosa entre usuaris.  
Per a construir el model de dades per a que els usuaris puguin escriure comentaris, s’uneix un 
node usuari “U” amb un comentari “C” amb una aresta que sigui del tipus “Escriu” pintada de 
color morat a la Imatge 26.  
Però en cas que aquest usuari “U” escrigui més comentaris, el nou comentari “C2” es crearà i 
tindrà una nova relació de “Next” que apuntarà al comentari anterior “C”. La unió que es tenia 
abans de “Escriu” de l’usuari “U” apuntant a “C” s’eliminarà i passarà a apuntar a “C2”. 
D’aquesta manera tots els comentaris estan lligats entre sí amb una unió de tipus “Next” i el 
comentari més recent serà l’únic que tindrà relació amb el node usuari que l’ha escrit.  
D’altra banda, si un usuari vol demostrar que li agrada un comentari concret, aleshores la unió 
entre un usuari i un comentari serà de tipus “Agrada”, que alhora conté un atribut referent a la 
data de creació d’aquesta unió.  
Per tal d’entendre millor totes aquestes relacions, s’ha creat un exemple d’inserció de nodes a 
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Imatge 27. Exemple de nodes de l'aplicació de la xarxa social 
Es pot veure aquí com el node usuari Josep, ha escrit un primer comentari però com que ha 
anat escrivint comentaris posteriors, aquest primer s’ha anat desplaçant al final de la xarxa i 
així, l’únic que té relació directe amb el node Josep és el comentari més nou.  
En aquest exemple es veu com el node Pere agrada el segon comentari escrit per en Josep i 
per això existeix una relació entre els dos nodes del tipus “Agrada” amb data 25/01/2012. 
L’atribut “RealitzatPer” serveix per a identificar el creador del comentari. Això s’ha realitzat 
d’aquesta manera, perquè a l’exemple, Pere pot escriure un comentari a la pàgina principal de 
Josep i aquest comentari al model de dades, quedaria enllaçat al node Josep amb la relació 
“Escriu” en comptes del node Pere que és qui l’ha escrit. D’aquesta manera, l’atribut permet 
identificar el veritable creador del comentari.  
Pot semblar una mica complicat d’entendre, però es va pensar que aquesta era la millor 
manera ja que quan l’usuari entra al seu perfil automàticament li apareixen tots els comentaris 
que té a la seva pàgina principal indiferentment de si els ha escrit ell o no. Per això només 
caldrà fer un recorregut de tots els comentaris que estan associats amb ell a partir de la relació 
“Escriu” i posteriorment els “Next” entre els comentaris i per saber si l’ha escrit ell o no ja hi ha 
l’atribut “RealitzatPer”.  
Una de les funcionalitats més interessants que tenen les xarxes socials, és que quan una 
persona té un amic i aquest a la vegada té altres amics que no estan a la llista d’amics del 
primer, molt possiblement aquests siguin amics potencials del primer però encara no els hagi 
afegit a la seva llista d’amistats. Per tant, aquest model de dades de forma de xarxa permet 
extreure informació per a suggerir amistats als usuaris basant-se en les amistats dels seus 
propis amics. En termes de Neo4J aquesta informació es pot extreure a partir del que 

















Descripció: Tercer comentari 
Data: 26/01/2012 12:00:00 
RealitzatPer: Josep 
 
Descripció: Segon comentari 
Data: 24/01/2012 17:32:00 
 
Descripció: Primer comentari 
Data: 22/02/2012 19:32:00 
RealitzatPer: Josepguardar 
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Posem un exemple: 
1. L’usuari Anna a la Imatge 27 té dos amics que són en Pere i la Laura. Aquests dos 
amics estan situats a profunditat 1 de la seva xarxa d’amistats ja que són amics 
directes.  
2. No obstant, en Pere té un amic Josep que no té Anna. En Josep indirectament 
forma part de la xarxa d’amistats de Anna, ja que aquest és amic d’un seu amic. 
Per tant, Josep formarà part dels seus amics de profunditat 2.  
3. En cas que en Josep tingués un amic Xavier que no estigués a la llista d’amistats de 
Anna ni Pere, aquest Xavier seria un amic de profunditat 3 per a Anna i profunditat 
2 per a Pere.  
A les taules Taula 10 i Taula 11 es poden veure els nivells de profunditat dels usuaris Anna i 
Pere. 
Nivell de Profunditat Usuaris Amics 
1 Pere, Laura 
2 Josep 
3 Xavier 
Taula 10. Taula de profunditats de les amistats de l’usuari Anna 
 
Nivell de Profunditat Usuaris Amics 
1 Anna, Laura, Josep 
2 Xavier 
Taula 11. Taula de profunditats de les amistats de l’usuari Pere 
Aquest és un fenomen molt interessant a la hora de fer suggeriments d’amistats. Com a 
funcionalitat de l’aplicació, quan Anna a l’exemple entri a la seva pàgina principal, l’aplicació li 
dirà que pot ser que conegui a Josep i Xavi, ja que aquests usuaris estan situats a un nivell de 
profunditat superior a 1 dintre de la seva xarxa.  
Un cop explicades les relacions pot sorgir el dubte de com es busca directament a un usuari 
concret, ja que estan repartits en una malla que sembla que sigui infinita. La solució que 
aporta Neo4J és una espècie de taula d’índexs a on estan tots els nodes indexats per l’atribut 
“Nom” i els comentaris per els seus identificadors. Tot i que s’indaga una mica a com està 
implementat, aquesta taula tampoc és estrictament una taula. De fet tornen a ser unions entre 
nodes. Existeix un node “Root” o node “Administrador”, que és un node per hi ha per defecte a 
la malla que és considerat el node 1 i del que a partir d’aquest sorgeix tota la resta de xarxa. 
Cada vegada que un node es crea, el que passa és que el node “Root” crea una relació que 
apunta al node nou i per tant li és directe la seva recuperació.  
El desenvolupador pot descriure la relació entre el node Root i els  nodes nous com millor li 
sembli. En aquest cas, s’ha creat una relació “A_Usuari” i “A_Comentari” per a les relacions. 
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Imatge 28. Model de dades amb el node "Root" 
Les relacions “A_Usuari” estan pintades de color groc i les “A_Comentari” estan de color blanc 
a la Imatge 28. 
Un cop explicat el model de dades per a Neo4J dels usuaris i comentaris, ara es passarà a 
exposar el model que s’ha utilitzat per a MongoDB.  
S’ha explicat que el gestor NOSQL de tipus document seria l’encarregat de tractar amb la 
informació de l’usuari quan desa imatges i documents. El model de dades resultant és el que 
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Imatge 29. Model de dades MongoDB 
En aquest model de dades la col·lecció, el que equivaldria a ser la taula al model relacional, 
s’anomena arxius_xarxa_social i els documents que vindrien a ser els registres en el model 
relacional per a aquest model de dades, només tenen un sol atribut que és l’usuari_imatge.  
No obstant, com es pot veure a la Imatge 29 que escenifica el model de dades, aquest atribut 
és especial. Gràcies a l’enorme flexibilitat que dota MongoDB als seus documents, es poden 
crear estructures complexes dintre un sol atribut. En aquest cas, el document usuari_imatge és 
una estructura de forma de tupla o llista d’atributs que conformen tota la informació 
necessaria referent a un usuari i tots els seus arxius que vol emmagatzemar.  
Per tal d’entendre millor s’ha creat la amb la descripció dels camps del document o registre 
usuari_imatge.  
 
Descripció del document usuari_imatge 
Usuari 
Id Identificador del document usuari_imatge 
Usuari_id Identificador de l’usuari que guardarà tots els seus arxius a la col·lecció 
Imatges Llista d’objectes complexos amb dos camps: 
Nom_Imatge Nom que tindrà la imatge guardada 
Imatge Objecte BSON amb una taula amb tots els bytes que 
forma la imatge.  
Documents Llista d’objectes complexos amb dos camps: 
Nom_document Nom que tindrà el document guardat 
Document Objecte BSON amb una taula amb tots els bytes que 
forma el document.  
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El fet de tenir tota la informació referent a un usuari de forma unificada, millora molt el fet de 
recuperar totes les imatges i documents que disposa un usuari.  
Finalment tot el model de dades de l’aplicació junta quedaría: 
 






FIB Els beneficis de l'ús de tecnologies NOSQL Everis 
L’aplicació resultant té una pàgina principal com aquesta de la Imatge 31
 
Imatge 31. Pàgina principal de l'aplicació per a un usuari Belen 
 
8.4. Conclusions 
A continuació s’exposaran una sèrie de conclusions que s’han extret al llarg de realitzar aquest 
cas pràctic.  
En un principi s’imaginava que seria més complicada la instal·lació de cadascun dels gestors. 
Però sobretot es pensava que es dedicaria molt més temps per a adaptar les connexions 
d’aquests gestors al framework de Canigó, l’entorn de treball. Ha resultat haver informació 
adequada per tal de dur a terme aquesta tasca i exemples pràctics al web.  
El problema ve donat quan s’ha hagut de crear el model de dades i realitzar sobretot les 
consultes per a Neo4J. Es creu, que la corba d’aprenentatge per a poder realitzar les 
operacions bàsiques de consulta és relativament alta.  
Es va dedicar temps per a idear el model de dades, i a mesura que s’anava realitzant la pràctica 
aquest ha anat sofrint modificacions. En un primer moment, l’atribut “RealitzatPer” no existia i 
es va intentar realitzar la funcionalitat que un usuari escrigui a una pàgina principal d’un altre 
usuari a partir de relacions. No obstant, es va veure que complicava molt la tasca de recuperar 
tots els comentaris que té un usuari i es va optar per a fer-ho de la manera que està detallada 
quan s’explica el model de dades.  
El més complicat va ser tractar amb els recorreguts per recuperar els nodes enllaçats amb un 
usuari. Per a poder fer un simple recorregut s’ha de jugar amb els anomenats “Traversals” de 
Neo4J, i per a després fer filtres d’informació encara es complica més la tasca. S’ha hagut de 
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Pel referent a MongoDB també va costar entendre el funcionament de la codificació de les 
consultes. La inserció de documents va ser relativament fàcil, ja que no s’havia de definir un 
esquema enlloc a causa que aquest queda definit segons es vagin inserint les dades. En ser una 
base de dades de reforç que serveix per emmagatzemar documents, no se li ha donat tant de 
pes al cas pràctic i a causa que tenia un paper petit en aquest model, tampoc s’ha hagut de 
destinar tant de temps com a Neo4J. 
El cas pràctic ha servit per a veure el funcionament d’un gestor que modela les dades basant-
se en la teoria de grafs i això provoca que s’ha de canviar de mentalitat i pensar més en 
relacions que quan s’implementa una aplicació amb un gestor relacional. S’ha de tenir una 
imatge mental de les dades diferent i pensar de manera que els nodes i arestes són els 
objectes que s’han de tractar i no files i columnes com s’esta acostumat a gestionar.  
També ha servit per a adonar-se que tractar amb tecnologies que aporten diferents 
llenguatges cadascun comporta una complexitat afegida, d’haver de aprendre a utilitzar-lo per 
separat a mesura que es va desenvolupant i tenir una certa agilesa per a poder implementar el 
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Introducció als casos pràctics     
 
A continuació es realitzarà una petita introducció que servirà per a contextualització dels casos 
pràctics 2 i 3 que s’han dut a terme al llarg del projecte.  
 
Contextualització 
El departament de Canigó gestiona una sèrie d’eines desenvolupades per ells mateixos que a la 
seva vegada donen suport als usuaris que la utilitzen. Per tal d’emmagatzemar tota la 
informació que genera la seva funció, utilitzen el gestor de bases de dades relacional MySQL.   
Durant la realització d’aquest projecte s’ha desenvolupat una aplicació per tal de facilitar la 
tasca de recopilació d’informació en format gràfic per a poder portar un seguiment de l’estat 
del departament.  
L’aplicació s’anomena Quadre de Comandament, i es tracta tal i com el seu nom indica d’un 
quadre de comandament que es pot accedir a través del web i consta de diverses pantalles on 
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Es pot veure a la Imatge 32 la pantalla principal de l’aplicació web del quadre de 
comandament.  
 
Imatge 32. Índex de l'aplicació del Quadre de Comandament 
I un exemple de gràfica realitzada automàticament per l’aplicació a la Imatge 33. 
 
















Cas pràctic 2         
 
En aquesta secció es presenta el cas pràctic 2 i es detalla el seu model de dades utilitzat 
juntament amb un anàlisi del conjunt de proves realitzades i seguidament les conclusions que 
s’han extret.  
Com s’ha anat dient al llarg d’aquest document, un dels objectius d’aquest projecte és veure 
empíricament com actua la tecnologia NOSQL en alguna aplicació i és per aquest motiu que 
s’ha adaptat el mateix quadre de comandament per a que funcioni utilitzant una tecnologia 
NOSQL.  
D’aquesta manera, a part de poder donar suport al departament per a realitzar les tasques de 
generació d’informes, aquesta aplicació servirà per a poder contrastar els temps d’execució 
quan s’utilitza un sistema gestor de base de dades relacional i quan s’utilitza una nova 
tecnologia NOSQL.   
 
10.1. Descripció i instal·lació dels entorns 
Per a adaptar l’aplicació a la tecnologia NOSQL s’ha hagut de triar quin tipus de sistema NOSQL 
es volia utilitzar. Durant l’estudi teòric s’ha vist molt interesant la propietat de flexibilitat a la  
hora de modelar les dades de les tecnologies NOSQL de tipus document, i és per això que s’ha 
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document, existeix un gran ventall de sistemes d’aquesta tecnologia. D’entre elles s’ha escollit 
MongoDB. No només pel tema de la flexibilitat al modelar sinó perquè sembla molt interessant 
estudiar la seva capacitat per a escalar horitzontalment.  
Pel que fa al sistema gestor de base de dades relacional, s’ha aprofitat que el departament 
utilitza MySQL per a fer la comparació.  
MySQL 
 
MySQL és un dels sistemes gestors de base de dades relacional més utilitzats per les empreses,  
sobretot com per a ús de motor d’emmagatzament per aplicacions web, ja que és una gestor 
molt ràpid per a les lectures.  




Aquesta tecnologia NOSQL de tipus document, està explicada en detall a la secció 4.1. 
 
10.2. Descripció del model de dades 
MySQL 
Per a modelar les dades de l’aplicació del Quadre de Comandament per al gestor de base de 
dades relacional MySQL, s’ha mantingut la taula que ja disposava el departament del projecte 
Canigó anomenada accessos_components. El model de dades s’exposa a la Imatge 34.  
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Descripció de la taula 
Accessos Components 
Host IP de l’usuari 
Client Client de navegador que utilitza l’usuari 
Data Data que accedeix l’usuari a la ruta 
Mes_any Mes i Any que accedeix l’usuari a la ruta 
Hora Hora que accedeix l’usuari a la ruta 
Ruta Ruta el qual l’usuari accedeix 
Seccio Secció del portal que l’usuari accedeix 
Taula 13. Descripció de la taula accessos_components 
 
MongoDB 
Per al model de dades de la tecnología NOSQL, s’han mantingut la mateixa estructura que el 
model anterior. Quant a índexs, no s’ha afegit cap altre apart dels que ja es disposa al model 
de dades anterior.  
 
Imatge 35. Model de dades de la tecnología NOSQL MongoDB 
10.3. Descripció del hardware 
Les proves s’han realitzat amb un màxim de quatre màquines. Als diagrames de les 
arquitectures dels diferents escenaris s’han il·lustrat com a MàquinaA, MàquinaB, MàquinaC i 
MàquinaD.  
A continuació s’exposaran les seves especificacions: 
Màquina A 
Processador 
Intel Core 2 Duo CPU de T6570 
Velocitat de rellotge 
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Windows 7, SO de 64 bits.  
Taula 14. Especificació màquina A 
 
Màquines B, C i D 
Processador 
Intel Core I5 CPU de 2520M 





3,90 GB  
Sistema Operatiu 
Windows 7, SO de 64 bits.  
Taula 15. Especificació màquines B, C i D 
Totes les màquines estan en una xarxa local, que és la configuració que es sol mantenir per als 
servidors. Per tant, el temps de comunicació entre les màquines és quasi despreciable.  
 
10.4. Conjunt de proves a realitzar 
Es poden classificar les proves en dos tipus: 
4. Proves de rendiment a la càrrega. 
5. Proves de rendiment a les consultes.  
Proves de rendiment de càrrega 
Les proves de rendiment de càrrega s’han dut a terme durant la inserció de dades a cadascun 
dels sistemes. S’ha analitzat: 
6. El temps de càrrega de les dades a taula. 
7. L’espai d’ocupació en disc de les dades de la taula.  
8. L’espai d’ocupació en disc dels índexs de la taula.  
Proves de rendiment a les consultes 
Al quadre de comandament existeixen moltes gràfiques que són el resultat il·lustrat de moltes 
consultes a diverses taules a la base de dades relacional. Per tal d’analitzar el rendiment de les 
consultes a cadascun dels sistemes gestors de bases de dades, s’ha calculat el seu temps 
d’execució de cinc consultes concretes. Les consultes que seran objecte d’estudi i que 
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Nombre d’accessos dels usuaris que accedeixen al portal web del departament.  
Condicions 
Seleccionar el nombre total d’usuaris (hosts) que han accedit a la secció del confluence 
agrupats per mes. 
Consulta SQL 
‘SELECT count(host) FROM accessos_components WHERE seccio = "CONFLUENCE" 
GROUP BY data’ 




Accessos Únics Portal 
Resultat de la consulta 
Nombre d’accessos dels usuaris únics que accedeixen al portal web del departament.  
Condicions 
Seleccionar el nombre total d’usuaris (hosts) que han accedit a la secció del confluence 
agrupats per mes, comptabilitzant-los una sola vegada. 
Consulta SQL 
‘SELECT COUNT(DISTINCT host) FROM accessos_components WHERE seccio = 
"CONFLUENCE" GROUP BY data’ 




Descàrregues framework Canigo3 
Resultat de la consulta 
Seleccionar el nombre total d’usuaris que descarreguen l’eina del framework de Canigó 3. 
Condicions 
Seleccionar els usuaris (hosts) que han accedit a la secció “Canigó3” del portal web agrupats 
per mes. 
Consulta SQL 
SELECT count(host) FROM accessos_components WHERE seccio = “CANIGO3" 
GROUP BY data 




Descàrregues úniques framework Canigo3 
Resultat de la consulta 
Seleccionar el nombre total d’usuaris que descarreguen l’eina del framework de Canigó 3. 
Condicions 
Seleccionar els usuaris (hosts) que han accedit a la secció “Canigó3” del portal web 
comptabilitzats una sola vegada, agrupats per mes. 
Consulta SQL 
‘SELECT COUNT(DISTINCT host) FROM accessos_components WHERE seccio = 
“CANIGO3" GROUP BY data’ 









Descàrregues entorn de treball 
Resultat de la consulta 
Seleccionar el nombre total de descàrregues de l’entorn de treball de Canigó agrupat per mes. 
Condicions 
Seleccionar el nombre total d’usuaris (hosts) que accedeixen a la secció EntornCanigo o 
EntornCanigo3 agrupats per mes.  
Consulta SQL 
‘SELECT count(host) FROM accessos_components WHERE seccio = 
“ENTORNCANIGO” OR seccio = “ENTORNCANIGO3” GROUP BY data, seccio;’ 
Taula 20. Consulta 5, descàrregues entorn de treball 
Es van escollir aquestes cinc consultes i no unes altres perquè són consultes reals que 
s’utilitzen per a generar les gràfiques, són les que més temps d’execució tenen i totes són 
referents a una mateixa taula sense realitzar relacions entre més taules.   
El factor que s’ha analitzat a les següents proves és: 
9. Temps d’execució de les consultes. 
L’objectiu és extreure un tant per cent de millora de la tecnologia NOSQL respecte al sistema 
gestor de base de dades relaticonal. Per tal d’aconseguir-lo s’ha utilitzat la següent fórmula: 
 
 
Fòrmula 1. Fòrmula per a calcular el tant per cent de millora de NOSQL envers MySQL 
Proves a realitzar 
En total es vol estudiar el temps d’execució de les consultes esmentades per a una mateixa 
càrrega de dades per ambdós gestors. Concretament d’una càrrega de 1.809.818 per a tots dos 
sistemes.   
Com que a la part teòrica s’ha vist que NOSQL millora a mesura que s’augmenta la càrrega de 
dades s’ha cregut interessant veure empíricament aquest fenomen i s’ha fet la prova de 
duplicar, triplicar i quadruplicar les dades per a veure com reaccionen ambdós sistemes.  
Prova Càrrega de dades (registres / documents) 
Prova 1 1.809.818 
Prova 2 1.809.818 3.619.639 5.429.454 7.239.272 
Taula 21. Taula de proves a realitzar 
Per a facilitar la tasca d’exposar els resultats en aquest document, per a referir-se a la càrrega 
de dades de 1.809.818 s’anomenarà “1,8M”, i per a la resta “3,6M”, “5,4M”, “7,2M” 
respectivament.  
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Escenaris 
Per al sistema gestor de base de dades relacional s’ha estudiat sempre el mateix escenari 
d’una sola màquina amb una sola base de dades amb les dades que serà l’objecte d’estudi i 
amb la càrrega de dades variable segons la prova a realitzar.  
Quant a la tecnologia NOSQL que es farà servir per a realitzar les proves, MongoDB, s’ha pogut 
comprovar a la part teòrica que existeixen diverses configuracions possibles per a 
emmagatzemar les dades. A això se li ha de sumar que una de les seves especialitats és la 
d’escalar les dades horitzontalment. És per aquest motiu que s’ha volgut veure el seu 
funcionament i quina és la seva afectació en quant a rendiment i per poder-lo dur a terme s’ha 
estudiat diferents escenaris amb diferents arquitectures per a poder trobar el context òptim 
per a l’aplicació que s’usa a l’estudi, Quadre de Comandament.   
En total són quatre escenaris per a NOSQL que s’exposen a la Taula 22. Cada escenari conté 
una arquitectura amb diferents nombre de màquines i si s’usa la funcionalitat d’escalat 
horitzontal de MongoDB anomenat també “sharding”.  
Escenari Nombre màquines Utilització de sharding? 
Escenari 1 1 NO 
Escenari 2 1 SI 
Escenari 3 3 SI 
Escenari 4 4 SI 
Taula 22. Taula d'escenaris estudiats 
A la següent taula es veurà una classificació de les diferents proves realitzades a tots els 
escenaris.  
Prova Escenari Prova 
Prova 2.1 1 1 
Prova 2.2 1 2 
Prova 2.3 2 1 
Prova 2.4 2 1 
Prova 2.5 3 1 
Prova 2.6 3 2 
Prova 2.7 4 1 
Prova 2.8 4 2 
Taula 23. Taula de proves i escenaris a realitzar 
Posteriorment s’ha realitzat contrastacions entre diferents proves: 
Contrast Prova 1 Prova 2 
Contrast 1 Prova 2.2 Prova 2.4 
Contrast 2 Prova 2.6 Prova 2.8 
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10.5. Execució de proves 
 
Cas 2.1. Escenari 1. Una sola màquina sense fer ús del sharding de MongoDB 
Descripció 
Prova realitzada en una sola màquina arrancant un servidor de MongoDB sense utilitzar la 
funcionalitat de particionament o sharding. En aquesta mateixa màquina s’executa l’aplicació.  
Arquitectura 
 
Imatge 36. Una sola màquina sense realitzar sharding 
Prova 2.1. 
Càrrega de dades 
La càrrega de dades és de 1.809.818 per ambdós sistemes. 
Gràfics comparatius de les prova 
Resultat gràfic dels temps d’execució segons la consulta realitzada per a la tecnologia NOSQL, 
MongoDB i el gestor de base de dades relacional, MySQL: 
 
Gràfica 1. Comparativa de temps entre MySQL i tecnologia NOSQL en una sola màquina sense ús de sharding. Eix 
Y: Temps d’execució en segons.  Eix x: Consultes objecte d’estudi 













Entorn de treball 
NOSQL 8,307 9,405 2,237 2,829 0,013 






























Entorn de treball 
Millora 34,61% 54,55% -10,33% 9,06% 78,47% 
Taula 25. Taula de tant per cent de millora de MongoDB respecte MySQL per a la prova 2.1 
Anàlisis de la prova 
MongoDB aconsegueix obtenir una gran millora per a la consulta 1 i 2, passant dels 12 i 20 
segons de MySQL a 8 i 9 respectivament. Això suposa una millora d’un 35% i 55%. Tenint en 
compte que aquestes dues consultes tenen un temps d’execució relativament alt, la millora 
que s’aconsegueix és considerable. No obstant per a la consulta 3, temps de consulta del qual  
a MySQL és de 2 segons, a MongoDB passa a ser de 2,2 segons incrementant així el temps 
d’execució un 10%.   
Conclusió de la prova 
Pel cas d’estudi de l’escenari 1, el sol servidor MongoDB en una sola màquina sense la 
funcionalitat de sharding aconsegueix millors resultats per a totes les consultes exceptuant la 
de descàrregues framework Canigó 3, però en aquesta consulta l’increment de temps és molt 
reduït, de 0,2 dècimes de segon. Es podria estar disposat a acceptar aquest increment ja que 
per a les consultes realment costoses s’arriba a reduir el temps d’execució fins a la meitat 
utilitzant una sola màquina.  
  
Prova 2.2. 
Càrrega de dades 
En aquesta prova la càrrega de dades es duplica, triplica i quadruplica a la realitzada a la prova 
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Gràfics comparatius de les proves 
2.2. Comparativa de temps entre MySQL i MongoDB en una sola màquina sense ús de 
sharding per a la consulta 1, Accessos portal 
 
Gràfica 2. Comparativa de temps entre MySQL i tecnologia NOSQL en una sola màquina sense ús de sharding per 
a la consulta Accessos Portal. Eix Y: Temps d’execució en segons.  Eix X: Càrrega de dades. 
Tant per cent de millora 
Volum dades (Registres) 1.809.818 3.619.636 5.429.454 7.239.272 
Millora (Tant per cent) 34,61% 36,48% 39,65% 35,76% 
Taula 26. Taula de tant per cent de millora de MongoDB respecte MySQL per a la prova 2.2 i consulta 1 
2.2. Comparativa de temps entre MySQL i MongoDB en una sola màquina sense ús de 
sharding per a la consulta 2, Accessos Únics portal 
 
Gràfica 3. Comparativa de temps entre MySQL i tecnologia NOSQL amb una sola màquina sense ús de sharding 
per a la consulta Accessos Únics Portal. Eix Y: Temps d’execució en segons.  Eix x: Càrrega de dades. 
Tant per cent de millora 
Volum dades (Registres) 1.809.818 3.619.636 5.429.454 7.239.272 
Millora (Tant per cent) 54,55% 60,40% 62,19% 64,75% 
1.809.818 3.619.636 5.429.454 7.239.272 
NOSQL 8,307 16,188 23,906 33,615 












Accessos Portal  
1.809.818 3.619.636 5.429.454 7.239.272 
NOSQL 9,405 18,118 29,566 40,541 


















FIB Els beneficis de l'ús de tecnologies NOSQL Everis 
Taula 27. Taula de tant per cent de millora de MongoDB respecte MySQL per a la prova 2.2, consulta 2 
2.2. Comparativa de temps entre MySQL i MongoDB en una sola màquina sense ús de 
sharding per a la consulta 3, Descàrregues Framework 
 
Gràfica 4.Comparativa de temps entre MySQL i tecnologia NOSQL amb una sola màquina sense ús de sharding 
per a la consulta Descàrregues framework Canigó3. Eix Y: Temps d’execució en segons. Eix x: Càrrega de dades 
Tant per cent de millora 
Volum dades (Registres) 1.809.818 3.619.636 5.429.454 7.239.272 
Millora (Tant per cent) -10% 49,03% 44,22% 48,31% 
Taula 28. Taula de tant per cent de millora de MongoDB respecte MySQL per a la prova 2.2, consulta 3 
2.2. Comparativa de temps entre MySQL i MongoDB en una sola màquina sense ús de 
sharding per a la consulta 4, Descàrregues Úniques Framework 
 
Gràfica 5. Comparativa de temps entre MySQL i tecnologia NOSQL amb una sola màquina sense ús de sharding 
per a la consulta Descàrregues úniques framework Canigó3. Eix Y: Temps d’execució en segons. Eix x: Càrrega de 
dades 
Tant per cent de millora 
Volum dades (Registres) 1.809.818 3.619.636 5.429.454 7.239.272 
Millora (Tant per cent) 9,06% 51,11% 64,15% 67,50% 
Taula 29. Taula de tant per cent de millora de MongoDB respecte MySQL per a la prova 2.2, consulta 4 
1.809.818 3.619.636 5.429.454 7.239.272 
NOSQL 2,237 4,420 7,043 9,663 

















1.809.818 3.619.636 5.429.454 7.239.272 
NOSQL 2,829 5,556 8,144 10,918 
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2.2. Comparativa de temps entre MySQL i MongoDB en una sola màquina sense ús de 
sharding per a la consulta 5, Descàrregues Entorn de treball 
 
Gràfica 6. Comparativa de temps entre MySQL i tecnologia NOSQL amb una sola màquina sense ús de sharding 
per a la consulta descàrregues entorn de treball. Eix Y: Temps d’execució en segons. Eix x: Càrrega de dades 
Tant per cent de millora 
Volum dades (Registres) 1.809.818 3.619.636 5.429.454 7.239.272 
Millora (Tant per cent) 78,47% 82,56% 75,39% 79,76% 
Taula 30. Taula de tant per cent de millora de MongoDB respecte MySQL per a la prova 2.2, consulta 5 
Anàlisis de les proves 
A mesura que s’han anat augmentant les dades la millora entre MongoDB i MySQL s’ha anat 
augmentant tal i com es deia a la part teòrica.  
 
A la Gràfica 2 es pot veure que a la consulta 1 MySQL ha anat creixent linealment el seu temps 
d’execució sempre que s’ha incrementat el volum de dades i MongoDB també però s’ha anat 
mantenint per sota del seu temps. No hi ha hagut un augment desmesurat de la millora de 
MongoDB respecte MySQL en aquesta consulta, que s’ha mantingut al voltant del 30%.   
 
La consulta 2 ha mantingut la seva millora més o menys estable sobre el 60%. És una millora 
considerable ja que es parla de reduir temps de consulta de 11 segons per a 1,8M i 74 segons 
per a 7,2M com s’especifica a la Gràfica 3. 
 
La consulta que anteriorment incrementava un 10% el seu temps amb la utilització de la 
tecnologia NOSQL, per a càrregues de dades més altes ha donat un gir i ha passat a reduir-se el 
seu el seu temps d’execució a la meitat respecte a MySQL, com es pot comprovar a la Gràfica 
4. Així doncs per a 7,2M el temps de MySQL és de 18,7 segons mentre que per a MongoDB és 
de 9,6 segons.  
 
La consulta 4 és la que ha sofert més millora del rendiment de MongoDB a mesura que s’ha 
anat augmentant les dades. A la Gràfica 5 es pot apreciar que en un principi per a 1,8M de 
dades, la millora era d’un 9,06% de tan sols 3 dècimes de segon, però per a 7,2M la millora ha 
arribat al 67,50%, essent 23 segons la diferència entre els dos gestors de base de dades.  
 
1.809.818 3.619.636 5.429.454 7.239.272 
NOSQL 0,013 0,025 0,040 0,043 
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La última consulta es podria considerar quasi instantània per a MySQL ja que el seu temps 
d’execució és de 60 centèsimes de segon. No obstant, NOSQL encara la disminueix més al 
voltant del 70% passant a només 13 centèsimes de segon.  
 
Conclusió de les proves 
Com a resultat de totes les proves es pot comprovar com MongoDB supera els temps de 
MySQL per a totes les consultes a mesura que es van augmentant les dades. Per tant, s’ha 
pogut comprovar empíricament que la tecnologia NOSQL, almenys MongoDB, millora el seu 
rendiment per a altes càrregues de dades i per tant és més eficient per a aplicacions que han 
de treballar amb grans volums de dades. Seria interessant en un futur veure el seu rendiment 
per encara més dades, però s’ha cregut que 7,2M registres/documents ja era un volum 
relativament alt.  
Per veure més gràficament aquest augment de rendibilitat de MongoDB s’ha creat la següent 
gràfica a on es veu l’evolució de la millora de MongoDB respecte MySQL a mesura que s’han 
anat augmentant les dades per a cadascuna de les consultes.  
 
2.2. Evolució dels tant per cent de millora de MongoDB en una sola màquina sense ús de 
sharding respecte MySQL.  
 
Gràfica 7. Evolució de millora de NOSQL envers MySQL per a cadascuna de les consultes. Eix Y: tants per cent, eix 
x: volum de dades. 
Aquests resultats no obstant, s’han extret sense haver explotat la funcionalitat de 
l’escalabilitat horitzontal o sharding per a MongoDB que ajuda a millorar el rendiment quan es 
tracta amb alts volums de dades.  A la pròxima prova es veurà com afecta aquesta 
funcionalitat a l’aplicació.  
1.809.818 3.619.636 5.429.454 7.239.272 
Accessos Portal 34,61% 36,48% 39,65% 35,76% 
Accessos Únics Portal 54,55% 60,40% 62,19% 64,75% 
Descàrregues Framework 
Canigo3 
-10,33% 49,03% 44,22% 48,31% 
Descàrregues Úniques 
Framework Canigo3 
9,06% 51,11% 64,15% 67,50% 
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Cas 2.2. Escenari 2. Una sola màquina utilitzant el particionament de la base de 
dades (sharding) de MongoDB.  
Descripció 
Les proves s’han tornat a realitzar en una sola màquina, però en aquest cas com s’ha 
especificat anteriorment s’utilitza la funcionalitat de particionament o sharding de MongoDB. 
Per tal de dur-ho a terme, s’executen tres servidors de MongoDB els quals tenen una partició 
de la base de dades o també anomenat shard a la màquina A, que alhora conté un router que 
fa la sincronització entre elles. A part també s’executa l’aplicació en aquesta màquina.  
Arquitectura 
 
Imatge 37. Arquitectura de l'escenari 2 
Prova 2.3 
Càrrega de dades 
La càrrega de dades és de 1.809.818 per ambdós sistemes. 
Resultat de les proves 
Resultat gràfic dels temps d’execució segons la consulta realitzada per a la tecnologia NOSQL, 
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Gràfica 8. Comparativa de temps entre MySQL i tecnologia NOSQL amb una sola màquina amb 3 shards. Eix Y: 
Temps d’execució en segons.  Eix x: Consultes objecte d’estudi 












Entorn de treball 
Millora 45,51% 63,06% -29,40% 4,74% 71,22% 
Taula 31. Taula de tant per cent de millora de MongoDB respecte MySQL per a la prova 2.3 
 
Anàlisis de la prova 
MongoDB aconsegueix encara un millor resultat de temps per a la consulta 1 i 2, passant dels 
12,7 i 20,6 segons de MySQL a 6,9 i 7,6 respectivament. Això suposa una millora d’un 46% i 
63%. No obstant per a la consulta 3, s’incrementa una altra vegada el seu temps amb la 
tecnologia NOSQL passant de 2 segons de MySQL a 2,6 segons a MongoDB. La pèrdua de 
temps de MongoDB és del 29%.   
Conclusió de la prova 
Pel cas d’estudi de l’escenari 2, els tres servidors de MongoDB en una sola màquina amb un 
shard cadascun aconsegueix millors resultats per a totes les consultes exceptuant la de 
descàrregues framework Canigó 3, però en aquesta consulta l’increment de temps és una altra 
vegada reduït, de 0,6 dècimes de segon. Es podria tornar a estar disposat a acceptar aquest 
increment ja que per a les consultes realment costoses s’arriba a reduir el temps d’execució 
fins a la més de la meitat utilitzant una sola màquina.  
Contrast 1 
Per tal de veure si la funcionalitat de sharding en una sola màquina millora els resultats 
respecte si no s’utilitza, es realitzarà un contrast dels resultats obtinguts a la prova 2.1 i 2.3 















3 Shards 1 Màquina 6,923 7,644 2,624 2,964 0,018 
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Gràfica 9. Comparativa de tants per cent de millora d’una sola màquina sense particionament envers MySQL i de 
tres shards en una màquina envers MySQL. Eix Y: Tant per cent de millora respecte MySQL.  Eix x: Consultes 
objecte d’estudi  
















Millora 10,9% 8,51% -19,07% -4,32% -7,25% 
Taula 32. Tant per cent de millora de la utilització de sharding en una màquina (3 shards) respecte a no utilitzar 
sharding en una sola màquina 
 
Anàlisis del contrast 1 
Si comparem els resultats obtinguts al cas 2.1 amb arquitectura d’una sola màquina sense 
utilitzar sharding de MongoDB i els obtinguts al cas 2.2 amb arquitectura d’una sola màquina 
amb tres servidors de MongoDB que tenen un particionament de la base de dades cadascun, 
es pot veure que al segon escenari es milloren els resultats per a la consulta 1 i 2, no obstant 
per a les altres tres consultes es perd rendiment quan s’utilitza el sharding de MongoDB.  
Conclusió del contrast 1 
Del contrast realitzat dels escenaris 1 i 2, es pot deduir que el sharding per a 1,8M de dades no 
beneficia el rendiment per a consultes de baix cost temporal. Pel contrari, a les consultes que 
tenen més temps d’execució, la utilització de particionament de la base de dades en tres 
particions situades a una mateixa màquina, millora els temps en un 10%.  
Es pot concloure per tant, que si només es té una màquina i es té una aplicació que no supera 
els 2M de dades i necessita realitzar consultes majoritàriament costoses en temps d’execució 
podria ser més útil realitzar el particionament. No obstant, si les consultes són de baix cost 















3 Shards 1 Màquina 45,51% 63,06% -29,40% 4,74% 71,22% 













Comparativa de tants per cent de millora una màquina sense shard 
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potser és millor no complicar-se i utilitzar la base de dades sense realitzar la funcionalitat de 
sharding.  
A continuació es veurà si el sharding de l’escenari 1 és més útil quan hi ha més dades com es 
predica a la teoria.  
Prova 2.4. 
Càrrega de dades 
En aquesta prova la càrrega de dades es duplica, triplica i quadruplica a la realitzada a la prova 
2.1. En total són 1.809.818, 3.619.639, 5.429.454 i 7.239.272 registres / documents 
respectivament.  
Gràfics comparatius de les proves 
 
2.4. Comparativa de temps entre MySQL i MongoDB en una sola màquina utilitzant sharding 
de tres servidors i un shard a cadascun per a la consulta 1, Accessos portal 
 
Gràfica 10. Comparativa de temps entre MySQL i tecnologia NOSQL amb una sola màquina i tres servidors de 
MongoDB amb un shard cadascun a la consulta 1. Eix Y: Temps d’execució en segons. Eix x: Càrrega de dades 
Tant per cent de millora 
Volum dades (Registres) 1.809.818 3.619.636 5.429.454 7.239.272 
Millora (Tant per cent) 45,51% 45,62% 48,48% 50,40% 
Taula 33. Taula de tant per cent de millora de MongoDB respecte MySQL per a la prova 2.4 i consulta 1 
1.809.818 3.619.636 5.429.454 7.239.272 
3 Shards 1 Màquina 6,923 13,860 20,408 25,955 
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2.4. Comparativa de temps entre MySQL i MongoDB en una sola màquina utilitzant sharding 
de tres servidors i un shard a cadascun per a la consulta 2, Accessos únics portal   
 
Gràfica 11. Comparativa de temps entre MySQL i tecnologia NOSQL amb una sola màquina i tres servidors de 
MongoDB amb un shard cadascun a la consulta 2. Eix Y: Temps d’execució en segons. Eix x: Càrrega de dades 
 Tant per cent de millora 
Volum dades (Registres) 1.809.818 3.619.636 5.429.454 7.239.272 
Millora (Tant per cent) 63,06% 69,54% 75,58% 74,94% 
Taula 34. Taula de tant per cent de millora de MongoDB respecte MySQL per a la prova 2.4 i consulta 2 
2.4. Comparativa de temps entre MySQL i MongoDB en una sola màquina utilitzant sharding 
de tres servidors i un shard a cadascun per a la consulta 3, Descàrregues framework 
 
Gràfica 12. Comparativa de temps entre MySQL i tecnologia NOSQL amb una sola màquina i tres servidors de 
MongoDB amb un shard cadascun a la consulta 3. Eix Y: Temps d’execució en segons. Eix x: Càrrega de dades 
Tant per cent de millora 
Volum dades (Registres) 1.809.818 3.619.636 5.429.454 7.239.272 
Millora (Tant per cent) -29,40% 44,06% 44,48% 46,18% 
Taula 35. Taula de tant per cent de millora de MongoDB respecte MySQL per a la prova 2.4 i consulta 3 
1.809.818 3.619.636 5.429.454 7.239.272 
3 Shards 1 Màquina 7,644 13,936 19,097 28,820 
















Accessos únics portal 
1.809.818 3.619.636 5.429.454 7.239.272 
3 Shards 1 Màquina 2,624 4,852 7,010 10,062 
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2.4. Comparativa de temps entre MySQL i MongoDB en una sola màquina utilitzant sharding 
de tres servidors i un shard a cadascun per a la consulta 4, Descàrregues úniques framework 
 
Gràfica 13. Comparativa de temps entre MySQL i tecnologia NOSQL amb una sola màquina i tres servidors de 
MongoDB amb un shard cadascun a la consulta 4. Eix Y: Temps d’execució en segons. Eix x: Càrrega de dades 
Tant per cent de millora 
Volum dades (Registres) 1.809.818 3.619.636 5.429.454 7.239.272 
Millora (Tant per cent) 4,74% 52,98% 63,76% 66,46% 
Taula 36. Taula de tant per cent de millora de MongoDB respecte MySQL per a la prova 2.4 i consulta 4 
2.4. Comparativa de temps entre MySQL i MongoDB en una sola màquina utilitzant sharding 
de tres servidors i un shard a cadascun per a la consulta 5, Descàrregues Entorn de treball 
 
Gràfica 14. Comparativa de temps entre MySQL i tecnologia NOSQL amb una sola màquina i tres servidors de 
MongoDB amb un shard cadascun a la consulta 5. Eix Y: Temps d’execució en segons. Eix x: Càrrega de dades 
Tant per cent de millora 
Volum dades (Registres) 1.809.818 3.619.636 5.429.454 7.239.272 
Millora (Tant per cent) 71,22% 85,74% 79,85% 80,38% 
Taula 37. Taula de tants per cent de millora de MongoDB respecte MySQL per a la prova 2.4 i consulta 5 
1.809.818 3.619.636 5.429.454 7.239.272 
3 Shards 1 Màquina 2,964 5,344 8,233 11,266 














Descàrregues úniques framework 
1.809.818 3.619.636 5.429.454 7.239.272 
3 Shards 1 Màquina 0,018 0,021 0,033 0,041 
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Anàlisis de les proves 
En aquest escenari també s’ha augmentat la diferència de temps entre MongoDB i MySQL a 
mesura que s’han anat incrementat les dades tal i com es deia a la part teòrica.  
 
A la Gràfica 10 es pot veure que a la consulta 1 tant MongoDB i MySQL han anat creixent 
linealment el seu temps d’execució a mesura que s’ha anat incrementant el volum de dades 
però MongoDB sempre té millors resultats. La millora de MongoDB respecte MySQL s’ha anat 
mantenint pels voltants de 50% i per tant té un temps de consulta per la meitat que MySQL.   
 
La consulta 2 ha augmentat la seva millora respecte MySQL del 63% al 75%. És una millora 
considerable ja que es parla de reduir temps de consulta de 13 segons per a 1,8M i 86 segons 
per a 7,2M si s’usa l’escenari 2 de MongoDB com s’especifica a la Gràfica 11. 
 
La consulta que anteriorment incrementava quasi un 30% el seu temps amb la utilització de 
MongoDB, per a càrregues de dades més altes ha tornat a millorar MySQL però en menys 
mesura que a l’escenari 1. La Gràfica 12 evidencia que per a 7,2M el temps de MySQL és de 
18,7 segons mentre que per a MongoDB és de 10 segons, 1 segon més que l’escenari 1.  
 
La consulta 4 és la que ha tornat a tenir un augment de millora més marcat segons va 
augmentant les dades. A la Gràfica 13 es pot apreciar que en un principi per a 1,8M de dades, 
la millora era tan sols d’un 4,74%, és a dir de tan sols 2 dècimes de segon, però per a 7,2M la 
millora ha arribat al 66,46%, essent 22 segons la diferència entre els dos gestors de base de 
dades.  
 
Com s’ha exposat anteriorment, la consulta 5 es podria considerar quasi instantània per a 
MySQL ja que el seu temps d’execució és de 60 centèsimes de segon. En aquest escenari ha 
crescut una mica el temps però es manté més baix que MySQL al voltant de 18 centèsimes de 
segon per a 1,8M.  
 
Conclusió de les proves 
Els resultats evidencien que MongoDB supera altre cop els temps de MySQL per a totes les 
consultes a mesura que es van augmentant les dades. Per tant es pot tornar a deduir que 
MongoDB millora el seu rendiment per a altes càrregues de dades tant si s’utilitza 
particionament de la base de dades com si no.  
Per veure l’augment de millora de la funcionalitat de sharding de MongoDB a mesura que 
s’augmenten les dades, s’ha creat la Gràfica 15 a on es veu la seva evolució de la millora de 
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2.4. Evolució dels tant per cent de millora de MongoDB en una sola màquina particionant la 
base de dades respecte MySQL.  
 
Gràfica 15. Evolució de tant per cent de millora de MongoDB respecte MySQL segons augmenten les dades. 
Escenari 2 
Per veure si la utilització de particionament en una màquina (escenari 2) és més rendible que 
no fer ús del particionament (escenari 1) a mesura que es van augmentant les dades com es 
podria predicar a la teoria, s’ha realitzat un contrast 2 per a comparar els seus resultats.  
1.809.818 3.619.636 5.429.454 7.239.272 
Accessos Portal 45,51% 45,62% 48,48% 50,40% 
Accessos Únics Portal 63,06% 69,54% 75,58% 74,94% 
Descàrregues Framework 
Canigo3 
-29,40% 44,06% 44,48% 46,18% 
Descàrregues Úniques 
Framework Canigo3 
4,74% 52,98% 63,76% 66,46% 











































Evolució del tant per cent de millora de MongoDB respecte MySQL 
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Contrast 2 
2.4. Comparativa de temps entre un servidor de MongoDB en una sola màquina sense utilitza 
sharding i MongoDB en una sola màquina utilitzant sharding en tres servidors i un shard a 
cadascun per a la consulta 1, Accessos portal 
 
Gràfica 16. Comparativa de temps entre escenari 1 i escenari 2 per a la consulta 1. Eix Y: Temps d’execució en 
segons. Eix x: Càrrega de dades 
Tant per cent de millora 
Volum dades (Registres) 1.809.818 3.619.636 5.429.454 7.239.272 
Millora (Tant per cent) 16,67% 14,38% 14,63% 22,79% 
Taula 38. Taula de tant per cent de millora de l’escenari 2 sobre l’escenari 1 per a la consulta 1.  
2.4. Comparativa de temps entre un servidor de MongoDB en una sola màquina sense utilitza 
sharding i MongoDB en una sola màquina utilitzant sharding en tres servidors i un shard a 
cadascun per a la consulta 2, Accessos únics portal 
 
Gràfica 17. Comparativa de temps entre escenari 1 i escenari 2 per a la consulta 2. Eix Y: Temps d’execució en 
segons. Eix x: Càrrega de dades 
1.809.818 3.619.636 5.429.454 7.239.272 
Sense Shard 8,307 16,188 23,906 33,615 















1.809.818 3.619.636 5.429.454 7.239.272 
Sense Shard 9,405 18,118 29,566 40,541 
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Tant per cent de millora 
Volum dades (Registres) 1.809.818 3.619.636 5.429.454 7.239.272 
Millora (Tant per cent) 18,72% 23,08% 35,41% 28,91% 
Taula 39. Taula de tant per cent de millora de l’escenari 2 sobre l’escenari 1 per a la consulta 2 
2.4. Comparativa de temps entre un servidor de MongoDB en una sola màquina sense utilitza 
sharding i MongoDB en una sola màquina utilitzant sharding en tres servidors i un shard a 
cadascun per a la consulta 3, Descàrregues framework 
 
Gràfica 18. Comparativa de temps entre escenari 1 i escenari 2 per a la consulta 3. Eix Y: Temps d’execució en 
segons. Eix x: Càrrega de dades 
Tant per cent de millora 
Volum dades (Registres) 1.809.818 3.619.636 5.429.454 7.239.272 
Millora (Tant per cent) -17,29% -9,76% 0,47% -4,13% 
Taula 40. Taula de tant per cent de millora de l’escenari 2 sobre l’escenari 1 per a la consulta 3 
2.4. Comparativa de temps entre un servidor de MongoDB en una sola màquina sense utilitza 
sharding i MongoDB en una sola màquina utilitzant sharding en tres servidors i un shard a 
cadascun per a la consulta 4, Descàrregues úniques framework 
 
Gràfica 19. Comparativa de temps entre escenari 1 i escenari 2 per a la consulta 4. Eix Y: Temps d’execució en 
segons. Eix x: Càrrega de dades 
1.809.818 3.619.636 5.429.454 7.239.272 
Sense Shard 2,237 4,420 7,043 9,663 













1.809.818 3.619.636 5.429.454 7.239.272 
Sense Shard 2,829 5,556 8,144 10,918 
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Tant per cent de millora 
Volum dades (Registres) 1.809.818 3.619.636 5.429.454 7.239.272 
Millora (Tant per cent) -4,75% 3,82% -1,09% -3,20% 
Taula 41. Taula de tant per cent de millora de l’escenari 2 sobre l’escenari 1 per a la consulta 4 
2.4. Comparativa de temps entre un servidor de MongoDB en una sola màquina sense utilitza 
sharding i MongoDB en una sola màquina utilitzant sharding en tres servidors i un shard a 
cadascun per a la consulta 5, Descàrregues entorn de treball 
 
Gràfica 20. Comparativa de temps entre escenari 1 i escenari 2 per a la consulta 5. Eix Y: Temps d’execució en 
segons. Eix x: Càrrega de dades 
Tant per cent de millora 
Volum dades (Registres) 1.809.818 3.619.636 5.429.454 7.239.272 
Millora (Tant per cent) -33,65% 18,25% 18,13% 3,06% 
Taula 42. Taula de tant per cent de millora de l’escenari 2 sobre l’escenari 1 per a la consulta 5 
Anàlisis del contrast 2 
Si comparem els resultats obtinguts al cas 2.1 amb arquitectura d’una sola màquina sense 
utilitzar sharding de MongoDB i els obtinguts al cas 2.2 amb arquitectura d’una sola màquina 
amb tres servidors de MongoDB que tenen un particionament de la base de dades cadascun, 
es pot veure que al segon escenari es milloren sobretot els resultats per a la consulta 1 i 2, no 
obstant per a les altres tres consultes no s’aprecia una millora clara.  
A la Gràfica 17 es pot veure que efectivament a mesura que s’augmenten les dades la millora 
del sharding respecte envers a la no utilització de la funcionalitat. Per a 1,8M la millora és d’un 
18% és a dir uns 2 segons mentre que per a 5,4M és de 35% que serien 10 segons.  
 
A la Gràfica 18 es pot veure que clarament no és millor usar sharding de MongoDB en una sola 
màquina per a la consulta 2, ja que augmenta el temps d’execució en un 10% amb respecte al 
servidor de MongoDB sense particionament.  
 
La consulta 3 tampoc evidencia una millora de l’escenari 2 amb respecte a l’escenari 1. A la 
Gràfica 18 els valors s’exposen quasi solapats i fins i tot arriba a ser més lent l’escenari 2 en un 
1.809.818 3.619.636 5.429.454 7.239.272 
Sense Shard 0,013 0,025 0,040 0,043 




















FIB Els beneficis de l'ús de tecnologies NOSQL Everis 
10%.  De la mateixa manera ocorre la consulta 4, resultats del qual s’assemblen a l’anterior i 
deixa entreveure que l’escenari 2 és un 5% més lent que l’escenari 1.  
 
Finalment la última consulta té un canvi certament brusc ja que per a 1,8M l’escenari 2 és un 
34% més lent que l’escenari 1, però a partir del 3,6M passa a ser el més ràpid pel voltant d’un 
18%. Tot i que s’ha de apuntar que es parlen de centèsimes de segon de diferència, ja que 
aquesta consulta és quasi instantània.  
 
Conclusió del contrast 2 
S’esperava que per a majors volums de dades l’augment de millora de la funcionalitat de 
sharding de MongoDB respecte a la no utilització de la mateixa sigui creixent. No obstant, s’ha 
vist que tan sols les dues primeres consultes es veu una diferenciació clara a mesura que van 
augmentant les dades, mentre que per a la resta quasi sempre es penalitza el temps generat 
pel particionalment.  
D’aquest contrast es pot deduir que per a consultes de temps relativament baix, el temps de 
comunicació entre shards o particions de MongoDB en el cas d’estar en una sola màquina 
penalitza el temps total de l’execució de la consulta. No obstant, per a consultes temporalment 
més costoses, la penalització de comunicació entre shards queda eclipsada per la millora que 
suposa el fet que es realitzin les consultes a les particions en paral·lel.  
Per tant, tal i com s’ha exposat al contrast 1, es pot deduir que per a aplicacions a on el temps 
de les consultes siguin baixes, no suposa cap benefici particionar la base de dades amb la 
tecnologia NOSQL, MongoDB, i és millor utilitzar-la com a servidor únic amb tota la base de 
dades sencera. Però si l’aplicació es basa en consultes costoses potser es podria plantejar l’ús 
del sharding per a obtenir millors temps de resposta.  
S’ha de tenir en compte que tant si s’usa sharding com si no, en aquesta aplicació amb la 
mateixa arquitectura, MongoDB ha superat el rendiment al sistema gestor de base de dades 
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Cas 2.3. Tres màquines amb un servidor de MongoDB cadascun amb un shard 
Descripció 
En aquest cas s’utilitzaran tres màquines diferents, les descrites com a Màquina A, Màquina B i 
Màquina C. Cadascun tindrà un servidor de MongoDB amb una partició de la base de dades. És 
a dir, en total hi hauran tres shards, repartits per les tres màquines. La Màquina A també 




Imatge 38. Tres màquines utilitzant la funcionalitat de sharding de MongoDB 
Prova 2.5. 
Càrrega de dades 
La càrrega de dades és de 1.809.818 per ambdós sistemes. 
Resultat de les proves 
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Gràfica 21. Comparativa de temps entre MySQL i tecnologia NOSQL amb tres màquina amb un shard cadascun. 
Eix Y: Temps d’execució en segons.  Eix x: Consultes objecte d’estudi. 

















Millora 80,02% 86,36% 34,55% 56,90% 72,83% 
Taula 43. Taula de tants per cent de millora de MongoDB respecte MySQL per a la prova 2.5 
 
Anàlisis de la prova 
Afegint nou hardware i particionant la base de dades, MongoDB aconsegueix molts millors 
resultats per a totes les consultes. Per a la primera i segona consulta es millora el temps de 
MySQL un 80% i 86% respectivament. Per a les altres consultes també s’aconsegueix millors 
temps d’execucions arribant a quasi la meitat.  
Conclusió de la prova 
Pel cas d’estudi de l’escenari 3, els tres servidors de MongoDB repartits en tres màquines 
diferents millora considerablement els altres dos escenaris estudiats. La millora és 
considerable ja que per a la consulta 2, hi ha una diferència de 18 segons entre MySQL i 
MongoDB per a 1,8M.  
Ara es passarà a veure com actua el sharding en tres màquines diferents a mesura que es van 
augmentant les dades.  
Prova 2.6. 
Càrrega de dades 
En aquesta prova la càrrega de dades es duplica, triplica i quadruplica a la realitzada a la prova 
















3 Shards 3 Màquines 2,538 2,823 1,327 1,341 0,017 











Comparativa de temps entre MongoDB en tres màquines i particionat en 
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Resultat de les proves 
2.6. Comparativa de temps entre MySQL i MongoDB en tres màquines utilitzant la 
funcionalitat de sharding amb un shard a cada màquina, per a la consulta 1, Accessos portal 
 
Gràfica 22. Comparativa de temps entre MySQL i tecnologia NOSQL amb tres màquines amb tres servidors de 
MongoDB amb un shard a cadascun, a la consulta 1. Eix Y: Temps d’execució en segons. Eix x: Càrrega de dades 
Tant per cent de millora 
Volum dades (Registres) 1.809.818 3.619.636 5.429.454 7.239.272 
Millora (Tant per cent) 80,02% 76,80% 77,75% 77,25% 
Taula 44. Taula de tant per cent de millora de MongoDB respecte MySQL per a la prova 2.6, consulta 1 
 
2.6. Comparativa de temps entre MySQL i MongoDB en tres màquines utilitzant la 
funcionalitat de sharding amb un shard a cada màquina, per a la consulta 2, Accessos únics 
portal 
 
Gràfica 23.Comparativa de temps entre MySQL i tecnologia NOSQL amb tres màquines amb tres servidors de 
MongoDB amb un shard a cadascun, a la consulta 2. Eix Y: Temps d’execució en segons. Eix x: Càrrega de dades 
Tant per cent de millora 
Volum dades (Registres) 1.809.818 3.619.636 5.429.454 7.239.272 
Millora (Tant per cent)  86,36% 85,77% 87,55% 88,71 % 
Taula 45. Taula de tant per cent de millora de MongoDB respecte MySQL per a la prova 2.6, consulta 2 
 
1.809.818 3.619.636 5.429.454 7.239.272 
NOSQL 2,538 5,913 8,812 11,903 












Accessos Portal - 3 Shards (3 màquines) 
1.809.818 3.619.636 5.429.454 7.239.272 
NOSQL 2,823 6,510 9,734 12,981 


















FIB Els beneficis de l'ús de tecnologies NOSQL Everis 
2.6. Comparativa de temps entre MySQL i MongoDB en tres màquines utilitzant la 
funcionalitat de sharding amb un shard a cada màquina, per a la consulta 3, Descàrregues 
framework 
 
Gràfica 24. Comparativa de temps entre MySQL i tecnologia NOSQL amb tres màquines amb tres servidors de 
MongoDB amb un shard a cadascun, a la consulta 3. Eix Y: Temps d’execució en segons. Eix x: Càrrega de dades 
Tant per cent de millora 
Volum dades (Registres) 1.809.818 3.619.636 5.429.454 7.239.272 
Millora (Tant per cent) 34,55% 75,69% 73,79% 77,29% 
Taula 46. Taula de tant per cent de millora de MongoDB respecte MySQL per a la prova 2.6, consulta 3 
 
2.6. Comparativa de temps entre MySQL i MongoDB en tres màquines utilitzant la 
funcionalitat de sharding amb un shard a cada màquina, per a la consulta 4, Descàrregues 
úniques framework 
 
Gràfica 25. Comparativa de temps entre MySQL i tecnologia NOSQL amb tres màquines amb tres servidors de 
MongoDB amb un shard a cadascun, a la consulta 4. Eix Y: Temps d’execució en segons. Eix x: Càrrega de dades 
Tant per cent de millora 
Volum dades (Registres) 1.809.818 3.619.636 5.429.454 7.239.272 
Millora (Tant per cent) 56,90% 79,24% 84,97% 87,01% 
Taula 47. Taula de tant per cent de millora de MongoDB respecte MySQL per a la prova 2.6, consulta 4 
 
1.809.818 3.619.636 5.429.454 7.239.272 
NOSQL 1,327 2,108 3,309 4,246 
















Descàrregues Framework - 3 Shards (3 màquines) 
1.809.818 3.619.636 5.429.454 7.239.272 
NOSQL 1,341 2,359 3,415 4,366 
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2.6. Comparativa de temps entre MySQL i MongoDB en tres màquines utilitzant la 
funcionalitat de sharding amb un shard a cada màquina, per a la consulta 5, Descàrregues 
entorn de treball 
 
Gràfica 26. Comparativa de temps entre MySQL i tecnologia NOSQL amb tres màquines amb tres servidors de 
MongoDB amb un shard a cadascun, a la consulta 5. Eix Y: Temps d’execució en segons. Eix x: Càrrega de dades 
Tant per cent de millora 
Volum dades (Registres) 1.809.818 3.619.636 5.429.454 7.239.272 
Millora (Tant per cent) 72,83% 84,56% 81,34% 81,33% 
Taula 48. Taula de tant per cent de millora de MongoDB respecte MySQL per a la prova 2.6, consulta 5 
2.6. Evolució dels tant per cent de millora de MongoDB en una sola màquina sense ús de 
sharding respecte MySQL. 
 
Gràfica 27. Evolució de millora de l’escenari 3 envers MySQL per a cadascuna de les consultes. Eix Y: tants per 
cent, eix x: volum de dades. 
1.809.818 3.619.636 5.429.454 7.239.272 
NOSQL 0,017 0,022 0,030 0,039 











Descàrregues  Entorn de treball - 3 Shards (3 màquines) 
1.809.818 3.619.636 5.429.454 7.239.272 
Accessos Portal 80,02% 76,80% 77,75% 77,25% 
Accessos Unics Portal 86,36% 85,77% 87,55% 88,71% 
Descarregues Framework 
Canigo3 
34,55% 75,69% 73,79% 77,29% 
Descarregues Úniques 
Framework Canigo3 
56,90% 79,24% 84,97% 87,01% 
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Anàlisis de les proves 
En aquest escenari 3 s’ha augmentat encara més la diferència de temps entre MongoDB i 
MySQL a mesura que s’han anat incrementat les dades tal i com s’anunciava a la part teòrica.  
 
A la Gràfica 22 es pot veure que a la consulta 1, MySQL creix de forma lineal uns 13 segons 
cada vegada que augmenta la mostra del volum de dades, mentre que MongoDB creix molt 
més lentament, uns 3 segons aproximadament. Això suposa una millora del 72% per a 1,8M i 
després a 3,6M augmenta al 84% fins que es manté finalment constant a 80%. 
 
La consulta 2 és la que té els valors més estables. Els temps d’execució de MongoDB estan 
molt per sota dels de MySQL, de l’ordre d’un 88% millor. El creixement del temps de MySQL és 
lineal amb una constant de 31 segons, mentre que MongoDB creix de manera més atenuada 
uns 3,3 segons per a cada mostra de volum de dades. Això significa que per a la consulta més 
costosa i un volum de dades de 7,2M, MySQL tarda uns 115 segons mentre que MongoDB uns 
12 segons. Estem parlant de 103 segons de diferència, una xifra més que considerable.  Tots 
aquests valors queden reflectits a la Gràfica 23.  
 
La Gràfica 24 evidencia la consulta amb més augment de rendiment de totes quan s’han 
augmentat les dades. Per a 1,8M de dades, la millora de MongoDB respecte MySQL és de 
34,55% però aquest tant per cent augmenta fins a 75,69% per a 3,6M i es manté gairebé 
constant fins a 7,2M. Això és a causa que MySQL augmenta uns 5,5 segons per a cada mostra 
de volum de dades, mentre que la constant d’augment de MongoDB no arriba a 1 segon.   
La consulta 4 no sofreix un fenomen tan marcat com la consulta anterior però també té un 
augment del rendiment considerable. Passa d’un 59,90% de millora respecte MySQL per a 
1,8M i arriba a 87,01% per a 7,2M. La constant de creixement per als temps de MySQL és de 10 
segons, mentre que els valors de MongoDB creixen a 1 segon per mostra.  
 
Finalment la millora de la última consulta varia entre 72,83% per a 1,8M i 81,33% per a 7,2M, 
que continua essent quasi instantània per ambdós casos.  
 
La última Gràfica 27 és important, ja que es pot veure que quasi totes les consultes augmenten 
el seu rendiment més dràsticament entre la primera mostra de 1,8M i 3,6M però després es 
mantenen constants o creixen més lentament fins a arribar als 7,2M. Amb aquesta informació 
és podria plantejar que potser arriba un punt que és molt més complicat millorar el temps de 
resposta, que ja és prou alt més aprop del 100% que del 50%. No obstant, si s’haguessin fet 
més proves amb mostres més altes de dades podria quedar més clara aquesta premissa.  
 
Conclusió de les proves 
De tots els escenaris vistos fins ara, el de tres màquines amb tres servidors de MongoDB a 
cadascun amb un shard per màquina, s’obtenen els millors resultats per a totes les consultes. 
Sobretot per a la mostra del volum de dades més gran, 7,2M, a on creix la diferència de temps 
entre MySQL.  
Aquí és on s’ha pogut veure el paral·lelisme real, ja que en separar els shards en tres màquines 
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Per aquest motiu dóna tan bons resultats. Cada màquina pot aprofitar la seva màxima 
potència per a realitzar les consultes paral·lelament.  
Aquesta prova és important, ja que es pot deduir que la funcionalitat de partició de la base de 
dades de MongoDB (sharding), funciona d’una manera impressionant, reduint encara més el 
temps d’execució per a cadascuna de les consultes. A tot això se li ha de sumar, que com més 
gran és el volum de dades a tractar, més augmenta la diferència de temps envers al sistema 
gestor de base de dades relacional. Aquest fenomen és a causa que la constant de creixement 
que té la tecnologia NOSQL quant augmenten les dades és molt menor que la del relacional.  
No obstant també s’ha pogut entreveure, que quan la consulta té un temps d’execució molt 
baix, de l’ordre de centèsimes de segon, com és el cas de la consulta 5, el fet d’aplicar sharding 
sobre la base de dades penalitza el temps total d’execució. Això és a causa que el temps de 
sincronització i posada en comú de les consultes de tots els shards que es duen a terme en 
paral·lel, és major que el temps de la consulta a tota la base de dades sencera. Però quan s’ha 
anat augmentant les dades, s’ha pogut veure com l’escenari 3 ha guanyat a l’escenari 1 en 
qüestió de temps. Això significa que per a grans volums de dades, el sharding beneficia el 
rendiment.  
També s’ha de ser raonable i entendre que se li està sumant hardware només a MongoDB i no 
a MySQL. Per tant, és tendenciós afirmar que MongoDB és millor que MySQL en la nostra 
aplicació, ja que no s’ha provat del tot en igualtat de condicions. No obstant, s’ha pogut veure 
com en una sola màquina, MongoDB ja guanyava en temps d’execució el sistema gestor de 
base de dades relacional.  
Tot i que s’ha provat en tres màquines, no és del tot usual tenir un servidor a la mateixa 
màquina que l’aplicació, i per aquest motiu s’ha volgut realitzar una última prova en quatre 
màquines i deixar la màquina que executa l’aplicació sense cap servidor MongoDB i només el 
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Cas 2.3. Quatre màquines i tres servidors de MongoDB amb un shard en tres d’elles 
Descripció 
En aquest cas s’utilitzaran quatre màquines diferents, les descrites com a Màquina A, Màquina 
B, Màquina C i Màquina D. L’arquitectura s’assembla a l’anterior no obstant, la Màquina A que 
abans contenia un servidor de MongoDB amb un shard, només tindrà en aquesta prova el 
router que sincronitzarà les altres tres màquines i serà l’encarregada d’executar l’aplicació.  
Arquitectura 
 
Imatge 39. Quatre màquines tres de les quals utilitzen la funcionalitat de sharding de MongoDB i l'altre els 
sincronitza amb el router i executa l'aplicació 
Prova 2.7. 
Càrrega de dades 
La càrrega de dades és de 1.809.818 per ambdós sistemes. 
Resultat de les proves 
Resultat gràfic dels temps d’execució segons la consulta realitzada per a MongoDB i MySQL a 
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Gràfica 28. Comparativa de temps entre MySQL i NOSQL amb quatre màquina tres de les quals tenen un shard 
cadascun. Eix Y: Temps d’execució en segons.  Eix x: Consultes objecte d’estudi 

















Millora 81,85% 87,34% 43,68% 61,95% 73,85% 
Taula 49. Taula de tant per cent de millora de MongoDB respecte MySQL per a la prova 2.7 
Anàlisis de la prova 
Si es separa el servidor de la màquina de l’aplicació s’obtenen els millors resultats de tots els 
escenaris i per a totes les consultes per a la mostra de 1,8M. Totes les consultes siguin costoses 
o no, tenen un tant per cent de millora considerablement alt respecte a MySQL. 
Conclusió de la prova 
Abans de realitzar la prova es podria arribar a pensar que el fet de treure el servidor de la 
màquina de l’aplicació podria comportar una petita pèrdua de temps de les consultes a causa 
que se li hauria de sumar una nova comunicació externa per a recuperar les dades de tots els 
servidors. No obstant, es pot comprovar amb aquesta prova que no penalitza en absolut i 
encara baixa més els temps d’execució. Per tant el que penalitza és tenir el servidor a la 
mateixa aplicació. També s’ha de tenir en compte que la nova màquina que s’ha afegit a les 
proves és més potent que la que té l’aplicació i que podria ser aquest el motiu dels millors 
resultats.  
De tots els escenaris, aquest últim per tant, ha generat els millors valors de tots. I es podria 
afirmar que és la millor configuració per a aquesta aplicació de tots els escenaris proposats. 















3 Shards 4 Màquines 2,306 2,619 1,142 1,184 0,016 











Comparativa de temps entre MongoDB en tres màquines i particionat en 
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Prova 2.8. 
Càrrega de dades 
En aquesta prova la càrrega de dades es duplica, triplica i quadruplica a la realitzada a la prova 
2.7. En total són 1.809.818, 3.619.639, 5.429.454 i 7.239.272 registres / documents 
respectivament.  
Resultat de les proves 
2.8. Comparativa de temps entre MySQL i MongoDB en quatre màquines utilitzant la 
funcionalitat de sharding amb un shard a tres d’elles, per a la consulta 1, Accessos portal 
 
Gràfica 29. Comparativa de temps entre MySQL i tecnologia NOSQL amb quatre màquines amb tres servidors de 
MongoDB amb un shard a tres d’elles, a la consulta 1. Eix Y: Temps d’execució en segons. Eix x: Càrrega de dades 
Tant per cent de millora 
Volum dades (Registres) 1.809.818 3.619.636 5.429.454 7.239.272 
Millora (Tant per cent) 81,85% 83,35% 83,84% 83,69% 
Taula 50. Taula de tant per cent de millora de MongoDB respecte MySQL per a la prova 2.8, consulta 1 
1.809.818 3.619.636 5.429.454 7.239.272 
NOSQL 2,306 4,243 6,403 8,532 
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2.8. Comparativa de temps entre MySQL i MongoDB en quatre màquines utilitzant la 
funcionalitat de sharding amb un shard a tres d’elles, per a la consulta 2, Accessos únics 
portal 
 
Gràfica 30. Comparativa de temps entre MySQL i tecnologia NOSQL amb quatre màquines amb tres servidors de 
MongoDB amb un shard a tres d’elles, a la consulta 2. Eix Y: Temps d’execució en segons. Eix x: Càrrega de dades 
Tant per cent de millora 
Volum dades (Registres) 1.809.818 3.619.636 5.429.454 7.239.272 
Millora (Tant per cent) 87,34% 89,22% 91,29% 91,79% 
Taula 51. Taula de tant per cent de millora de MongoDB respecte MySQL per a la prova 2.8, consulta 2 
 
2.8. Comparativa de temps entre MySQL i MongoDB en quatre màquines utilitzant la 
funcionalitat de sharding amb un shard a tres d’elles, per a la consulta 3, Descàrregues frm. 
 
Gràfica 31. Comparativa de temps entre MySQL i tecnologia NOSQL amb quatre màquines amb tres servidors de 
MongoDB amb un shard a tres d’elles, a la consulta 3. Eix Y: Temps d’execució en segons. Eix x: Càrrega de dades 
Tant per cent de millora 
Volum dades (Registres) 1.809.818 3.619.636 5.429.454 7.239.272 
Millora (Tant per cent) 43,68% 73,99% 73,28% 78,17% 
Taula 52. Taula de tant per cent de millora de MongoDB respecte MySQL per a la prova 2.8, consulta 3 
1.809.818 3.619.636 5.429.454 7.239.272 
NOSQL 2,619 4,931 6,813 9,441 













Accessos Únics Portal - 3 Shards (4 màquines) 
1.809.818 3.619.636 5.429.454 7.239.272 
NOSQL 1,142 2,256 3,373 4,081 
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2.8. Comparativa de temps entre MySQL i MongoDB en quatre màquines utilitzant la 
funcionalitat de sharding amb un shard a tres d’elles, per a la consulta 4, Descàrregues 
úniques framework 
 
Gràfica 32. Comparativa de temps entre MySQL i tecnologia NOSQL amb quatre màquines amb tres servidors de 
MongoDB amb un shard a tres d’elles, a la consulta 4. Eix Y: Temps d’execució en segons. Eix x: Càrrega de dades 
Tant per cent de millora 
Volum dades (Registres) 1.809.818 3.619.636 5.429.454 7.239.272 
Millora (Tant per cent) 61,95% 76,91% 84,90% 87,50% 
Taula 53. Taula de tant per cent de millora de MongoDB respecte MySQL per a la prova 2.8, consulta 4 
 
2.8. Comparativa de temps entre MySQL i MongoDB en quatre màquines utilitzant la 
funcionalitat de sharding amb un shard a tres d’elles, per a la consulta 5, Descàrregues 
entorn de treball 
 
Gràfica 33. Comparativa de temps entre MySQL i tecnologia NOSQL amb quatre màquines amb tres servidors de 
MongoDB amb un shard a tres d’elles, a la consulta 5. Eix Y: Temps d’execució en segons. Eix x: Càrrega de dades 
Tant per cent de millora 
Volum dades (Registres) 1.809.818 3.619.636 5.429.454 7.239.272 
Millora (Tant per cent) 73,85% 82,95% 82,10% 82,95% 
Taula 54. Taula de tant per cent de millora de MongoDB respecte MySQL per a la prova 2.8, consulta 5 
1.809.818 3.619.636 5.429.454 7.239.272 
NOSQL 1,184 2,625 3,430 4,199 














Descàrregues Úniques Framework   
3 Shards (4 màquines) 
1.809.818 3.619.636 5.429.454 7.239.272 
NOSQL 0,016 0,025 0,029 0,036 












Descàrregues  Entorn de treball 
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Gràfica 34. Evolució de millora de l’escenari 4 envers MySQL per a cadascuna de les consultes. Eix Y: tants per 
cent, eix x: volum de dades. 
Anàlisis de les proves 
Arran dels resultats obtinguts en aquesta última prova es pot comprovar que finalment 
l’escenari 4 és el que aporta millors temps d’execució de tots per a aquesta aplicació de 
Quadre Comandament.  
 
A la Gràfica 34 es pot veure com els tant per cent de millora de MongoDB respecte MySQL en 
general són molt alts de l’ordre del 80% i arriba a valors del 92% per a la segona consulta.  
 
Si es mira cada consulta separadament, la primera Gràfica 29 evidencia que els temps de 
MongoDB per aquesta consulta es mantenen molt baixos i no supera els 9 segons per a la 
última càrrega de dades de 7,3M que hi ha una diferència de temps amb MySQL de 44 segons, 
la màxima per aquesta consulta en tots els escenaris. 
 
Per a la consulta 2 els resultats encara són més impressionants. Per a la càrrega de dades de 
7,2M s’arriba a un tant per cent de millora respecte el sistema gestor de base de dades 
relacional de 91,79% que en segons significa uns 105 segons de diferència entre les dues 
tecnologies. Això comporta que MySQL creix uns 30 segons per a cada mostra de volum de 
dades mentre que MongoDB només creix uns 2 segons.  
 
La Gràfica 31 demostra que per a la consulta 3 també està molt per sota MongoDB de MySQL. 
El tant per cent de millora puja del 43% a 74% quan es passa de la mostra 1,8M a 3,6M però 
després es torna a mantenir estable fins arribar al 78%.  
1.809.818 3.619.636 5.429.454 7.239.272 
Accessos Portal 81,85% 83,35% 83,84% 83,69% 
Accessos Únics Portal 87,34% 89,22% 91,29% 91,79% 
Descarregues Framework 
Canigo3 
43,68% 73,99% 73,28% 78,17% 
Descàrregues Úniques 
Framework Canigo3 
61,95% 76,91% 84,90% 87,50% 
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En certa manera a la consulta 4 li ocorre el mateix fenomen que passa d’un tant per cent de 
millora del 62% al 76% entre les dues primeres mostres de càrrega de dades però després 
arriba al 87% per a 7,2M de dades amb un creixement més lent.  
 
Finalment la última consulta manté la seva millora a través de totes les mostres pels voltants 
del 80%.  
 
Conclusió de les proves 
Un cop concloses totes les proves ja es pot afirmar que els millors resultats per a totes les 
consultes són els generats per l’escenari 4. El fet d’afegir una nova màquina a l’arquitectura 
beneficia els temps de consulta per a cada partició de la base de dades i l’acció d’ajuntar les 
sortides de cadascuna no penalitza el temps total. A part, un cop tret el servidor de la màquina 
que conté l’aplicació provoca la comunicació que suposa el fet d’anar a buscar els resultats en 
una altra màquina són millors que el cas que ja els tingui in situ.  
Altra vegada s’ha de ser conscient que s’ha afegit hardware a l’arquitectura per a MongoDB 
mentre que per a MySQL s’ha mantingut la mateixa configuració per a totes les proves d’una 
sola màquina. No obstant, la diferència entre les dues tecnologies és molt alta.  
Per a poder enfocar més clarament les diferències entre l’escenari 4 i l’escenari 3, s’ha realitzat 
un contrast per a veure quant millor és afegir una nova màquina o si el guany que suposa no és 
del tot apreciable.  
 
Contrast 3 
En aquest contrast es comparen els resultats obtinguts de la prova 2.6 i 2.8. 
2.4. Comparativa de temps entre escenari 3 i escenari 4 per a la consulta 1, Accessos portal 
 
Gràfica 35. Comparativa de temps entre l’escenari 3 i l’escenari 4 per a la consulta 1. Eix Y: Temps d’execució en 
segons. Eix x: Càrrega de dades 
Tant per cent de millora 
Volum dades (Registres) 1.809.818 3.619.636 5.429.454 7.239.272 
Millora (Tant per cent) 10,8% 39,38% 37,62% 39,51% 
Taula 55. Taula de tant per cent de millora de 4 màquines respecte a 3 màquines per al contrast 2, consulta 1 
1.809.818 3.619.636 5.429.454 7.239.272 
3 Shards 3 Màquines 2,538 5,913 8,812 11,903 
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2.4. Comparativa de temps entre escenari 3 i 4 per a la consulta 2, Accessos únics portal 
 
Gràfica 36. Comparativa de temps entre l’escenari 3 i l’escenari 4 per a la consulta 2. Eix Y: Temps d’execució en 
segons. Eix x: Càrrega de dades 
Tant per cent de millora 
Volum dades (Registres) 1.809.818 3.619.636 5.429.454 7.239.272 
Millora (Tant per cent) 7,80% 32,01% 42,87% 37,50% 
Taula 56. Taula de tant per cent de millora de 4 màquines respecte a 3 màquines per al contrast 2, consulta 2 
2.4. Comparativa de temps entre escenari 3 i 4 per a la consulta 3, descàrregues framework 
 
Gràfica 37. Comparativa de temps entre l’escenari 3 i l’escenari 4 per a la consulta 3. Eix Y: Temps d’execució en 
segons. Eix x: Càrrega de dades 
Tant per cent de millora 
Volum dades (Registres) 1.809.818 3.619.636 5.429.454 7.239.272 
Millora (Tant per cent) 16,21% -6,56% -1,90% 4,05% 
Taula 57. Taula de tant per cent de millora de 4 màquines respecte a 3 màquines per al contrast 2, consulta 3 
1.809.818 3.619.636 5.429.454 7.239.272 
3 Shards 3 Màquines 2,823 6,510 9,734 12,981 













Accessos únics portal 
1.809.818 3.619.636 5.429.454 7.239.272 
3 Shards 3 Màquines 1,327 2,108 3,309 4,246 
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2.4. Comparativa de temps entre escenari 3 i 4 per a la consulta 4, Descàrregues úniques 
framework 
 
Gràfica 38. Comparativa de temps entre l’escenari 3 i l’escenari 4 per a la consulta 4. Eix Y: Temps d’execució en 
segons. Eix x: Càrrega de dades 
Tant per cent de millora 
Volum dades (Registres) 1.809.818 3.619.636 5.429.454 7.239.272 
Millora (Tant per cent) 13,28% -10,13% -0,45% 3,97% 
Taula 58. Taula de tant per cent de millora de 4 màquines respecte a 3 màquines per al contrast 2, consulta 4 
2.4. Comparativa de temps entre escenari 3 i 4 per a la consulta 5, descàrregues entorn de 
treball 
 
Gràfica 39. Comparativa de temps entre l’escenari 3 i l’escenari 5 per a la consulta 1. Eix Y: Temps d’execució en 
segons. Eix x: Càrrega de dades 
Tant per cent de millora 
Volum dades (Registres) 1.809.818 3.619.636 5.429.454 7.239.272 
1.809.818 3.619.636 5.429.454 7.239.272 
3 Shards 3 Màquines 1,341 2,359 3,415 4,366 
















Descàrregues úniques framework 
1.809.818 3.619.636 5.429.454 7.239.272 
3 Shards 3 Màquines 0,017 0,022 0,030 0,039 
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Millora (Tant per cent) 3,91% -9,48% 4,27% 9,50% 
Taula 59. Taula de tant per cent de millora de 4 màquines respecte a 3 màquines per al contrast 2, consulta 5 
 
Anàlisis del contrast 3 
Aquest contrast ha resultat ser interesant perquè es pot comprovar que per a les dues 
consultes primeres, la millora d’afegir una nova màquina és important però les altres no 
existeix una millora clara.  
 
A la Gràfica 35 es pot veure que aquesta diferència de temps creix a mesura que hi ha un 
augment de dades considerable. D’un 10% per a 1,8M que és una xifra molt petita de 2 
dècimes de segon, passa a ésser un 40% per a la resta de mostres. I gràcies a aquestes dades la 
consulta 1 passa a ser la més millorada per l’agregació de nou hardware a l’arquitectura.  
 
El segueix de prop la consulta 2, que per a 1,8M la millora és insignificant, d’un 7,8% però per a 
la mostra de 7,3M la diferència de temps existent és del 37%.  
 
A les altres tres consultes la millora de l’escenari 4 sobre el 3 no és significativa i fins i tot 
s’empitjora en alguns casos. Concretament per a la tercera consulta i la mostra de 3,6M el 
rendiment cau un 6,56%, tot i que el tant per cent representa tan sols una dècima de segon, ja 
que en la totalitat dels casos els temps són sempre relativament petits per ambdós escenaris. 
No obstant per a la mostra del 7,2M sempre l’escenari 4 treu millors resultats que l’escenari 3.  
 
  
Conclusió de les proves 
Gràcies a aquesta comparativa entre els dos escenaris, es pot deduir que per a consultes 
costoses i sobretot amb altes càrregues de dades, l’addició d’una quarta màquina que 
comporta la separació d’un servidor MongoDB de l’aplicació dóna millors resultats que en el 
cas de tenir tres màquines en total.  
Però si s’examinen els resultats, si el temps d’accés no és totalment crític i es pot acceptar 
tenir unes dècimes més que el que proporciona l’escenari òptim, potser es voldria estalviar 
una màquina i acceptar el poc temps de més que resulta l’escenari 3. Tot depèn de l’aplicació, 
com s’ha exposat anteriorment, sol ser estrany tenir l’aplicació a la mateixa màquina que hi ha 
el servidor.   
Per a consultes que tenen un temps baix d’execució i curiosament per a la mostra de 3,6M, 
l’escenari 4 és un 10% pitjor que l’escenari 3. No obstant, es tracta de tan poques dècimes de 
diferència que es podria entendre que els resultats de les consultes 3, 4 i 5 per ambdós 
escenaris són casi idèntics. Així doncs, es podria concloure que la millora dels temps d’execució 
de les consultes en paral·lel queda eclipsada pel temps de comunicació entre les particions. És 
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Ara ja se sap que tant l’escenari 3 com el 4 serveix per a l’aplicació del Quadre de 
Comandament i queda a decisió dels experts en decidir si es vol afegir una nova màquina o no.  
Per finalitzar els estudis de comparació, es creu interessant realitzar un últim contrast entre el 
millor dels escenaris de sharding i el que no utilitza la partició, per tenir una idea de com ajuda 
la opció d’escalat horitzontal que ofereix MongoDB, respecte en tenir la base de dades tota 
junta en una sola màquina.   
Contrast 4 
En aquest contrast es comparen els resultats obtinguts de la prova 2.2 i 2.8. 
2.4. Comparativa de temps entre escenari 1 i escenari 4 per a la consulta 1, Accessos portal 
 
Gràfica 40. Comparativa de temps entre l’escenari 1 i l’escenari 4 per a la consulta 1. Eix Y: Temps d’execució en 
segons. Eix x: Càrrega de dades 
Tant per cent de millora 
Volum dades (Registres) 1.809.818 3.619.636 5.429.454 7.239.272 
Millora (Tant per cent) 72,25% 73,79% 73,22% 74,62% 
Taula 60. Taula de tant per cent de millora de 4 màquines respecte a 1 màquina sense shard per al contrast 3, 
consulta 1 
1.809.818 3.619.636 5.429.454 7.239.272 
Sense Shard 8,307 16,188 23,906 33,615 



















FIB Els beneficis de l'ús de tecnologies NOSQL Everis 
2.4. Comparativa de temps entre escenari 1 i escenari 4 per a la consulta 2, Accessos únics 
portal 
 
Gràfica 41. Comparativa de temps entre l’escenari 1 i l’escenari 4 per a la consulta 2. Eix Y: Temps d’execució en 
segons. Eix x: Càrrega de dades 
Tant per cent de millora 
Volum dades (Registres) 1.809.818 3.619.636 5.429.454 7.239.272 
Millora (Tant per cent) 72,15% 72,78% 76,96% 76,71% 
Taula 61. Taula de tant per cent de millora de 4 màquines respecte a 1 màquina sense shard per al contrast 3, 
consulta 2 
2.4. Comparativa de temps entre escenari 1 i escenari 4 per a la consulta 3, Descàrregues 
framework 
 
Gràfica 42. Comparativa de temps entre l’escenari 1 i l’escenari 4 per a la consulta 3. Eix Y: Temps d’execució en 
segons. Eix x: Càrrega de dades 
Tant per cent de millora 
Volum dades (Registres) 1.809.818 3.619.636 5.429.454 7.239.272 
Millora (Tant per cent) 72,25% 73,79% 73,22% 74,62% 
Taula 62. Taula de tant per cent de millora de 4 màquines respecte a 1 màquina sense shard per al contrast 3, 
consulta 3 
1.809.818 3.619.636 5.429.454 7.239.272 
Sense Shard 9,405 18,118 29,566 40,541 















Accessos únics portal 
1.809.818 3.619.636 5.429.454 7.239.272 
Sense Shard 2,237 4,420 7,043 9,663 
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2.4. Comparativa de temps entre escenari 1 i escenari 4 per a la consulta 4, Descàrregues 
úniques framework 
 
Gràfica 43. Comparativa de temps entre l’escenari 1 i l’escenari 4 per a la consulta 4. Eix Y: Temps d’execució en 
segons. Eix x: Càrrega de dades 
Tant per cent de millora 
Volum dades (Registres) 1.809.818 3.619.636 5.429.454 7.239.272 
Millora (Tant per cent) 48,95% 48,96% 52,10% 57,77% 
Taula 63. Taula de tant per cent de millora de 4 màquines respecte a 1 màquina sense shard per al contrast 3, 
consulta 4 
2.4. Comparativa de temps entre escenari 1 i escenari 4 per a la consulta 5, Descàrregues 
entorn de treball 
 
Gràfica 44. Comparativa de temps entre l’escenari 1 i l’escenari 4 per a la consulta 5. Eix Y: Temps d’execució en 
segons. Eix x: Càrrega de dades 
Tant per cent de millora 
Volum dades (Registres) 1.809.818 3.619.636 5.429.454 7.239.272 
Millora (Tant per cent) -21,44% 2,24% 27,27% 15,76% 
Taula 64. Taula de tant per cent de millora de 4 màquines respecte a 1 màquina sense shard per al contrast 3, 
consulta 5 
1.809.818 3.619.636 5.429.454 7.239.272 
Sense Shard 2,829 5,556 8,144 10,918 












Descàrregues úniques framework 
1.809.818 3.619.636 5.429.454 7.239.272 
Sense Shard 0,013 0,025 0,040 0,043 
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Anàlisis del contrast 4 
Les diferències de temps entre els dos escenaris són molt alts. De l’ordre del 70% per a les tres 
primeres consultes, un 50% per a la quarta. 
A la última consulta li ocorre un fenomen diferent a la resta. Comença essent pitjor l’escenari 4 
que l’escenari 1 en un 21% de diferència de temps, però després l’escenari 4 es torna el més 
ràpid, superant l’altre escenari en un 2,24% per a la mostra 3,6M. Després aquest percentatge 
augmenta fins a un 27% i finalment es manté a 16%.  
Conclusió del contrast 4 
Aquesta és la comparativa definitiva que dóna suport a la premissa que diu que per a 
augmentar el rendiment de les consultes amb alts volums de dades, una bona praxis és la 
d’escalar les dades horitzontalment.  
A partir de totes les proves que s’han dut a terme en aquest estudi, es pot concloure que 
efectivament és cert: L’escalat horitzontal que aporta MongoDB a partir de particionar la base 
de dades en diferents shards, millora increïblement el rendiment de les consultes. És cert que 
no es pot generalitzar, però a l’aplicació Quadre de Comandament funciona perfectament i les 
gràfiques generades per aquest contrast 4 ho evidencien.  
Tot i que si es mira detenidament tots els resultats sorgits per aquest últim contrast, es pot 
veure que hi ha un cas excepcional que no segueix a la resta de resultats. Aquest cas es tracta 
de la consulta 5, que és la única que per a una sola màquina sense utilitzar particionament i 
per a la primera mostra de 1,8M, dóna un resultat temporal menor que l’escenari 4.  
És un fenomen que no és del tot estrany. Es podria entendre que la consulta té un temps 
d’execució tant petit per a la base de dades, que és molt complicat millorar encara que 
s’afegeixin més màquines i s’executin en paral·lel les consultes per a dades més petites. A més, 
a aquests temps resultants se li haurà de sumar el temps de comunicació entre les particions i 
això és el que acaba marcant la diferència de temps. Per a il·lustrar gràficament aquesta 
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Imatge 40. Exemplificació de la consulta 5 per a la mostra 1,8M de dades 
Els temps de cerca dels shards són menors que el temps total de cerca de l’escenari 1, però se 
li ha de sumar el temps de sincronització i per ajuntar els resultats i això fa que penalitzi el 
temps total de l’escenari 4.  
No obstant, a mesura que es van augmentant les dades per a l’escenari 1 augmenta la 
dificultat de cerca, ja que lògicament hi ha més dades per a filtrar, i és llavors quan el temps 
d’execució puja. En el cas de l’escenari 4, els temps de cerca dels diferents shards també 
augmenten, però en menor mesura. Posteriorment se li ha de tornar a sumar el temps per a 
sincronitzar i posar en comú els resultats, però aquesta vegada aquest temps no penalitza el 
temps total resultant ja que és inferior al de l’escenari 1. Aquest fenomen es pot veure 
exemplificat a la Imatge 41. 
 















      





Escenari 1  
Sense sharding 
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Escenari 1  
Sense sharding 
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A la teoria es veu com la funcionalitat estrella de MongoDB és la facilitat en escalar 
horitzontalment les dades i explotar el paral·lelisme. I s’ha pogut comprovar que efectivament 
millora molt el seu rendiment.  
Amb aquest últim contrast queden concloses les proves realitzades per a tots els escenaris 
proposats. A la Taula 65 i la Taula 66 hi ha tots els resultats obtinguts al llarg de les proves.  
 
10.6. Conclusions de les proves 
Les conclusions més marcades que es poden extreure de totes les proves realitzades a l’estudi 
amb els escenaris descrits anteriorment són: 
1. MongoDB és més ràpid en temps d’execució que MySQL per a totes les consultes 
en tots els escenaris descrits, tan si s’utilitza sharding a la base de dades com si no. 
 
2. La diferència de temps entre les dues tecnologies és més clara a les consultes que 
tenen temps d’execució més alt.  
 
3. Quant més gran sigui el volum de dades del sistema, més augmenta el tant per 
cent de millora de MongoDB respecte MySQL. 
 
4. La funcionalitat de partició de la base de dades de MongoDB realment millora molt 
el rendiment per a volums de dades alts i consultes costoses respecte a tenir tota 
la base de dades situada al mateix servidor de MongoDB.  
 
5. L’explotació del paral·lelisme que ofereix MongoDB a les diferents particions fa 
que augmenti de manera molt beneficiosa el rendiment total d’una consulta. Per 
això els millors resultats s’ofereixen quan les particions estan situades en 
màquines diferents ja que s’aprofiten els CPUs per separat.  
També s’ha pogut comprovar que l’escenari més òptim per a l’aplicació Quadre de 
Comandament per a la majoria de mostres de càrregues de dades, és l’escenari 4. Recordem 
que l’escenari 4 té una arquitectura de quatre màquines i tres d’elles tenen un servidor de 
MongoDB amb un shard i l’altre màquina restant té l’aplicació i el router que sincronitza els 
tres servidors.  
L’escenari 3, de tres màquines i tres particions, també dóna molts bons resultats. De fet és 
molt poca la millora i per tant queda a càrrec de l’usuari escollir entre afegir una nova màquina 
a l’arquitectura per tenir el mínim de temps d’execució possible per a les consultes o si no fa 
falta i s’accepten ja la bona rendibilitat que ofereix l’escenari 3.  
També s’ha pogut comprovar que per a càrregues més petites de dades, la utilització d’un sol 
servidor de MongoDB a una sola màquina també dóna resultats molt positius. Es podria 
plantejar doncs, no haver de complicar la base de dades amb particions i aprofitar els 
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que per a consultes de cost realment molt baixos, fins i tot dóna millors resultats aquesta 
configuració senzilla de l’escenari 1.   
Finalment gràcies a l’últim contrast 4 realitzat, es pot veure que el funcionament de sharding 
de MongoDB realment és molt potent i es guanya molt en rendibilitat per a altes càrregues de 
dades.  
A partir d’aquí es pot treure la conclusió que assenteix la teoria que la tecnologia NOSQL, 
almenys la estudiada MongoDB, permet un gran ventall de configuracions per a poder adaptar-
la millor a l’aplicació que es vulgui donar suport. Per això és important conèixer a priori com 
serà la informació que es voldrà emmagatzemar i el volum aproximat que hi haurà. S’ha pogut 
veure que per a poca informació no fa falta haver de particionar la base de dades, ja que la 
tecnologia ofereix una gran rendibilitat de temps d’execució.  
No obstant, si el temps és un factor crític i es vol que l’aplicació tingui el mínim temps possible 
per a realitzar totes les consultes més costoses, es pot optar per a realitzar particionament i 
acceptar la dificultat de mantenir els diferents servidors.  
Un altre punt que també s’ha pogut comprovar al llarg de les proves dels escenaris 3 i 4 és la 
eventually consistency que ofereix MongoDB amb les particions. Aquest fenomen s’ha pogut 
veure al moment d’inserir les dades. Hi ha hagut moments que si es realitzava la consulta per a 
veure el total de documents existent s a la base de dades particionada, el valor era molt més 
alt del que realment havia de ser. Això era així a causa del moviment de les dades entre les 
diferents particions. Quan una dada s’havia de moure d’una partició a una altra, aquesta dada 
encara es mantenia a la primera mentre es fèia una còpia a l’altra partició i per tant constava 
que hi havia dos en comptes de una. Va ser durant molt pocs segons, però s’ha pogut veure 
empíricament en part el significat d’aquesta eventually consistency.    
Per finalitzar, cal apuntar que és cert que no s’ha sigut del tot just amb el gestor de base de 
dades relacional, ja que s’ha anat millorant l’arquitectura de MongoDB però no la de MySQL.  
No obstant, s’ha volgut comprovar si amb una configuració senzilla i màquines no molt 
potents, es pot arribar a guanyar un gestor tan comercialitzat com és MySQL. I efectivament 
no només s’ha pogut comprovar que és així aprofitant tot el funcionament que proporciona 
MongoDB sinó que s’ha pogut guanyar MySQL en igualtat de condicions. En una sola màquina, 
sense utilitzar sharding, MongoDB també ha generat millors resultats.  
Per tant podem concloure que MongoDB ha superat amb èxit totes les proves que s’havien 
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 1,8M 3,6M 5,4M 7,2M 
Escenari 1: Una Màquina sense sharding MongoDB MySQL %Millora MongoDB MySQL %Millora MongoDB MySQL %Millora MongoDB MySQL %Millora 
Accessos Portal 8,307 12,704 34,61% 16,188 25,487 36,48% 23,906 39,612 39,65% 33,615 52,325 35,76% 
Accessos Unics Portal 9,405 20,693 54,55% 18,118 45,747 60,40% 29,566 78,203 62,19% 40,541 115,011 64,75% 
Descarregues Framework Canigo3 2,237 2,028 -10,33% 4,420 8,673 49,03% 7,043 12,625 44,22% 9,663 18,693 48,31% 
Descarregues Úniques Framework Canigo3 2,829 3,111 9,06% 5,556 11,364 51,11% 8,144 22,716 64,15% 10,918 33,595 67,50% 
Descarregues Entorn de treball 0,013 0,062 78,47% 0,025 0,144 82,56% 0,040 0,163 75,39% 0,043 0,210 79,76% 
 
Escenari 2: Una Màquina amb tres shards MongoDB MySQL %Millora MongoDB MySQL %Millora MongoDB MySQL %Millora MongoDB MySQL %Millora 
Accessos Portal 6,923 12,704 45,51% 13,860 25,487 45,62% 20,408 39,612 48,48% 25,955 52,325 50,40% 
Accessos Unics Portal 7,644 20,693 63,06% 13,936 45,747 69,54% 19,097 78,203 75,58% 28,820 115,011 74,94% 
Descarregues Framework Canigo3 2,624 2,028 -29,40% 4,852 8,673 44,06% 7,010 12,625 44,48% 10,062 18,693 46,18% 
Descarregues Úniques Framework Canigo3 2,964 3,111 4,74% 5,344 11,364 52,98% 8,233 22,716 63,76% 11,266 33,595 66,46% 
Descarregues Entorn de treball 0,018 0,062 71,22% 0,021 0,144 85,74% 0,033 0,163 79,85% 0,041 0,210 80,38% 
 
Escenari 3: Tres màquines tres shards MongoDB MySQL %Millora MongoDB MySQL %Millora MongoDB MySQL %Millora MongoDB MySQL %Millora 
Accessos Portal 2,538 12,704 80,02% 5,913 25,487 76,80% 8,812 39,612 77,75% 11,903 52,325 77,25% 
Accessos Unics Portal 2,823 20,693 86,36% 6,510 45,747 85,77% 9,734 78,203 87,55% 12,981 115,011 88,71% 
Descarregues Framework Canigo3 1,327 2,028 34,55% 2,108 8,673 75,69% 3,309 12,625 73,79% 4,246 18,693 77,29% 
Descarregues Úniques Framework Canigo3 1,341 3,111 56,90% 2,359 11,364 79,24% 3,415 22,716 84,97% 4,366 33,595 87,01% 
Descarregues Entorn de treball 0,017 0,062 72,83% 0,022 0,144 84,56% 0,030 0,163 81,34% 0,039 0,210 81,33% 
 
Escenari 4: Quatre màquines tres shards MongoDB MySQL %Millora MongoDB MySQL %Millora MongoDB MySQL %Millora MongoDB MySQL %Millora 
Accessos Portal 2,306 12,704 81,85% 4,243 25,487 83,35% 6,403 39,612 83,84% 8,532 52,325 83,69% 
Accessos Unics Portal 2,619 20,693 87,34% 4,931 45,747 89,22% 6,813 78,203 91,29% 9,441 115,011 91,79% 
Descarregues Framework Canigo3 1,142 2,028 43,68% 2,256 8,673 73,99% 3,373 12,625 73,28% 4,081 18,693 78,17% 
Descarregues Úniques Framework Canigo3 1,184 3,111 61,95% 2,625 11,364 76,91% 3,430 22,716 84,90% 4,199 33,595 87,50% 
Descarregues Entorn de treball 0,016 0,062 73,85% 0,025 0,144 82,95% 0,029 0,163 82,10% 0,036 0,210 82,95% 


















MongoDB MySQL %Millora MongoDB MySQL %Millora MongoDB MySQL %Millora MongoDB MySQL %Millora MongoDB MySQL %Millora 
1,8M 8,307 12,704 34,61% 9,405 20,693 54,55% 2,237 2,028 -10,33% 2,829 3,111 9,06% 0,013 0,062 78,47% 
3,6M 16,188 25,487 36,48% 18,118 45,747 60,40% 4,420 8,673 49,03% 5,556 11,364 51,11% 0,025 0,144 82,56% 
5,4M 23,906 39,612 39,65% 29,566 78,203 62,19% 7,043 12,625 44,22% 8,144 22,716 64,15% 0,040 0,163 75,39% 
7,2M 33,615 52,325 35,76% 40,541 115,011 64,75% 9,663 18,693 48,31% 10,918 33,595 67,50% 0,043 0,210 79,76% 







 MongoDB MySQL %Millora MongoDB MySQL %Millora MongoDB MySQL %Millora MongoDB MySQL %Millora MongoDB MySQL %Millora 
1,8M 6,923 12,704 45,51% 7,644 20,693 63,06% 2,624 2,028 -29,40% 2,964 3,111 4,74% 0,018 0,062 71,22% 
3,6M 13,860 25,487 45,62% 13,936 45,747 69,54% 4,852 8,673 44,06% 5,344 11,364 52,98% 0,021 0,144 85,74% 
5,4M 20,408 39,612 48,48% 19,097 78,203 75,58% 7,010 12,625 44,48% 8,233 22,716 63,76% 0,033 0,163 79,85% 
7,2M 25,955 52,325 50,40% 28,820 115,011 74,94% 10,062 18,693 46,18% 11,266 33,595 66,46% 0,041 0,210 80,38% 







 MongoDB MySQL %Millora MongoDB MySQL %Millora MongoDB MySQL %Millora MongoDB MySQL %Millora MongoDB MySQL %Millora 
1,8M 2,538 12,704 80,02% 2,823 20,693 86,36% 1,327 2,028 34,55% 1,341 3,111 56,90% 0,017 0,062 72,83% 
3,6M 5,913 25,487 76,80% 6,510 45,747 85,77% 2,108 8,673 75,69% 2,359 11,364 79,24% 0,022 0,144 84,56% 
5,4M 8,812 39,612 77,75% 9,734 78,203 87,55% 3,309 12,625 73,79% 3,415 22,716 84,97% 0,030 0,163 81,34% 
7,2M 11,903 52,325 77,25% 12,981 115,011 88,71% 4,246 18,693 77,29% 4,366 33,595 87,01% 0,039 0,210 81,33% 







 MongoDB MySQL %Millora MongoDB MySQL %Millora MongoDB MySQL %Millora MongoDB MySQL %Millora MongoDB MySQL %Millora 
1,8M 2,306 12,704 81,85% 2,619 20,693 87,34% 1,142 2,028 43,68% 1,184 3,111 61,95% 0,016 0,062 73,85% 
3,6M 4,243 25,487 83,35% 4,931 45,747 89,22% 2,256 8,673 73,99% 2,625 11,364 76,91% 0,025 0,144 82,95% 
5,4M 6,403 39,612 83,84% 6,813 78,203 91,29% 3,373 12,625 73,28% 3,430 22,716 84,90% 0,029 0,163 82,10% 
7,2M 8,532 52,325 83,69% 9,441 115,011 91,79% 4,081 18,693 78,17% 4,199 33,595 87,50% 0,036 0,210 82,95% 























Cas pràctic 3         
 
En aquesta secció es presenta el cas pràctic 3 i es detalla el seu model de dades utilitzat 
juntament amb un anàlisi del conjunt de proves realitzades i seguidament les conclusions que 
s’han extret.  
 
11.1. Introducció 
A la teoria s’ha vist que amb NOSQL sorgeix un canvi de plantejament a la hora de dissenyar les 
aplicacions. Primer s’ha de saber a priori quin tipus d’informació es vol emmagatzemar i 
posteriorment determinar quins són els casos d’ús més habituals i més costosos, és a dir, saber 
quin tipus de consultes s’hauran de realitzar amb més freqüència. Un cop s’estudien aquests 
factors es poden prendre les decisions pertinents per a realitzar el model de dades.  
És per aquest motiu que aprofitant l’aplicació del Quadre de Comandament, s’ha volgut 
realitzar un altre cas pràctic per a plantejar el problema des d’una altra perspectiva i veure 
com es podria potenciar més les funcionalitats que aporta la tecnologia NOSQL. No es poden 
provar totes les tecnologies NOSQL diferents, per això s’ha hagut d’escollir-ne un. En aquest 
cas s’ha volgut tornar a provar un NOSQL de tipus document, MongoDB, perquè s’ha cregut 
que la seva gran flexibilitat a la hora de fabricar el model de dades ajudaria a la pràctica que es 
vol dur a terme.  
Per tant, aquest cas pràctic servirà per a fer una comparativa de dos models de dades 
diferents. Un model de dades tradicional per a un gestor de base de dades relacional i un 
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11.2. Descripció i instal·lació dels entorns 
Per a aquesta prova s’ha tornat a utilitzar el gestor de base de dades relacional MySQL. Les 
causes són que ja és la que s’utilitzava al Quadre de Comandament i a part que aquest gestor 
no és tan rígid com altres com podria ser Oracle, etc. 
D’altra banda, com s’ha comentat anteriorment, la tecnologia NOSQL escollida és MongoDB a 
causa de la seva gran flexibilitat per a realitzar els esquemes de dades i també perquè 
interessava provar una tecnologia de tipus document.  
11.3. Descripció del model de dades 
MySQL 
Per a aquest cas pràctic i per a l’exemple del sistema gestor de base de dades relacional, s’ha 
mantingut el model de dades del cas pràctic 2, amb els mateixos índexs per a MySQL.  
 
Imatge 42. Model de dades del gestor de base de dades relacional MySQL 
Per a poder veure el tipus de dades que s’emmagatzemaran a aquest model de dades de 
MySQL, s’ha extret una sèrie de registres que estan reflectits a la Taula 67. 
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MongoDB 
Per a realitzar el model de dades de la tecnologia NOSQL, s’ha volgut enfocar el problema des 
d’una altra perspectiva. En comptes de realitzar operacions costoses en termes temporals com 
són les agregacions o els agrupaments com al model de dades relacional anterior, interessa 
poder obtenir la mateixa informació resultant en temps real.  
Per a poder dur a terme aquest experiment, primer s’ha estudiat quines funcionalitats 
especials aporta MongoDB per a veure quines es poden aprofitar a la ideació del model. Un 
cop determinades les diferents operacions de MongoDB, s’ha pogut comprovar dues funcions 
anomenades upsert i inc que combinades serveixen per a crear comptadors interns quan els 
valors coincideixen a la base de dades. A la hora de les insercions dels documents, aquesta 
operació pot actuar de diferents maneres: 
1. Si ja existeix un valor a la base de dades, s’incrementa un comptador intern i no 
s’insereix el valor una altra vegada duplicadament.  
2. Si no existeix el valor, s’insereix a la base de dades comunament.  
3. A la hora d’esborrar el registre, si només hi ha un que coincideixi amb el valor, 
aquest s’elimina directament, però si n’hi ha més d’un, llavors es decrementa el 
comptador associat.  
D’aquesta manera i aprofitant aquesta funcionalitat, es pot idear un model de dades que ja 
contingui internament calculats nombres totals de documents segons certes agrupacions.  
Una vegada detectats els operands que ens serviran per a la construcció del model de dades es 
torna a mirar les consultes que s’utilitzaran a l’aplicació. Aquestes consultes són les 5 mateixes 
del cas pràctic anterior. Es pot comprovar com els resultats de la majoria de les consultes són 
agrupacions per saber el nombre total d’usuaris que accedeixen a seccions concretes del portal 
web del departament del projecte de Canigó.  
Per tant, i enllaçant amb la funció del upsert i inc, es pot crear un model de dades que ja 
contingui aquesta informació de manera precalculada i d’aquesta manera només s’hagi 
d’accedir a ella de manera quasi immediata.  




Resultat de la consulta 
Nombre d’accessos dels usuaris que accedeixen al portal web del departament.  
Condicions 
Seleccionar el nombre total d’usuaris (hosts) que han accedit a la secció del confluence 
agrupats per mes. 
Consulta SQL 
‘SELECT count(host) FROM accessos_components WHERE seccio = 
"CONFLUENCE" GROUP BY data’ 
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De la consulta 1 es volen seleccionar el nombre total d’usuaris que han accedit a la secció del 
Confluence del portal web agrupats per mes. Per tant es voldria tenir pre calculada aquest 
informació en forma de comptador intern, de manera que cada registre que contingui la secció 
= “confluence” es sumi el comptador anomenat “confluence”.  
Consulta 2 
Nom 
Accessos Únics Portal 
Resultat de la consulta 
Nombre d’accessos dels usuaris únics que accedeixen al portal web del departament.  
Condicions 
Seleccionar el nombre total d’usuaris (hosts) que han accedit a la secció del confluence 
agrupats per mes, comptabilitzant-los una sola vegada. 
Consulta SQL 
‘SELECT COUNT(DISTINCT host) FROM accessos_components WHERE seccio = 
"CONFLUENCE" GROUP BY data’ 
Taula 69. Consulta 2, accessos únics portal 
D’aquesta altra consulta, es vol tenir seleccionat el nombre total d’usuaris únics de la secció 
del Confluence del portal web agrupats per mes. Aquesta informació també es pot arribar a 
obtenir directament però l’inconvenient és que s’ha de duplicar la informació. Es podria tenir 
un atribut anomenat “secció_host” de manera que cada vegada que un host concret accedeixi 
a aquesta secció, aquest atribut s’incrementi en un. Ja que el comptador que s’ha descrit a la 
consulta anterior, és la suma total indistintament del host que l’hagi accedit i en aquesta 
consulta interessa tenir-los desglossats.  
Consulta 3 
Nom 
Descàrregues framework Canigo3 
Resultat de la consulta 
Seleccionar el nombre total d’usuaris que descarreguen l’eina del framework de Canigó 3. 
Condicions 
Seleccionar els usuaris (hosts) que han accedit a la secció “Canigó3” del portal web agrupats 
per mes. 
Consulta SQL 
SELECT count(host) FROM accessos_components WHERE seccio = “CANIGO3" 
GROUP BY data 
Taula 70. Consulta 3, descàrregues framework Canigó3.  
De la tercera consulta es pot aprofitar la implementació de la consulta 1. Gràcies a que en 
agrupar-se per secció, Canigó quedarà incrementat en un cada vegada que un usuari accedeixi 
a aquesta secció.  
Consulta 4 
Nom 
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Resultat de la consulta 
Seleccionar el nombre total d’usuaris que descarreguen l’eina del framework de Canigó 3. 
Condicions 
Seleccionar els usuaris (hosts) que han accedit a la secció “Canigó3” del portal web 
comptabilitzats una sola vegada, agrupats per mes. 
Consulta SQL 
‘SELECT COUNT(DISTINCT host) FROM accessos_components WHERE seccio = 
“CANIGO3" GROUP BY data’ 
Taula 71. Consulta 4, descàrregues úniques framework Canigó3 
Per aquesta consulta 4, també es pot aprofitar la idea de la consulta 2. Aquesta informació 
quedarà reflectida de la mateixa manera pel comptador de “secció_host”.  
Consulta 5 
Nom 
Descàrregues entorn de treball 
Resultat de la consulta 
Seleccionar el nombre total de descàrregues de l’entorn de treball de Canigó agrupat per mes. 
Condicions 
Seleccionar el nombre total d’usuaris (hosts) que accedeixen a la secció EntornCanigo o 
EntornCanigo3 agrupats per mes.  
Consulta SQL 
‘SELECT count(host) FROM accessos_components WHERE seccio = 
“ENTORNCANIGO” OR seccio = “ENTORNCANIGO3” GROUP BY data, seccio;’ 
Taula 72. Consulta 5, descàrregues entorn de treball 
Finalment també es pot obtenir la informació necessària per a la última consulta a partir de la 
configuració de les consultes 1 i 3.  
Un cop determinats aquests comptadors, ja es pot construir el model de dades. El resultat final 
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Imatge 43. Model de dades MongoDB 
A la teoria s’ha exposat que a la tecnologia NOSQL de tipus document, i especialment a 
MongoDB no cal construir el model de dades ja que aquest es fabrica a mesura que es van 
inserint les dades. Això és totalment cert, ja que no s’ha hagut d’explicitar enlloc el model. 
Però és important idear-lo amb anterioritat per a poder codificar les insercions de manera que 
els documents que s’insereixin tinguin l’estructura desitjada.  
El model descrit a la Imatge 43 pot ser difícil d’entendre, ja que és un model de dades diferent 
al que normalment s’està acostumat, amb una estructura no molt definida i de caràcter 
dinàmic. Per a un millor enteniment de com funciona aquest model de dades a continuació hi 
ha un exemple de document (el que equivaldria a un registre per al gestor relacional) que és la 
Imatge 44. 
 
{ "_id" :  String,  
"client" : { [(String :  comptador), .. ] },  
"diaMesAny" : {[(String :  comptador), .. ] },  
"numTotalAccessos" : comptador,   
"host" : {[(String :  comptador), .. ] },  
"ruta" : {[(String :  comptador), .. ] },  
"seccio" : {[(String :  comptador), .. ] }   
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Imatge 44. Exemple de document de MongoDB per al model de dades del cas pràctic 
A l’exemple es pot veure com el document conté tota la informació necessària per a obtenir 
els diferents comptadors que es volen per a cadascuna de les consultes. El document es 
refereix a tota la informació emmagatzemada pel mes que forma l’indicador 2012-06 (“_id”). 
Per tant, els atributs de tot el document exemple equivaldrien a tots els registres del model 
relacional que tenen com a atribut data el mes de juny de 2012.  
Si ens fixem als diferents atributs del document es pot veure un “numTotalAccessos” que 
tindria associat un comptador amb el nombre total dels accessos de tots els usuaris a totes les 
seccions per al mes corresponent a l’identificador 2012-06, que en aquest cas són 5.  
Per a les consultes 1, 3 i 5, l’atribut més significatiu del document sens dubte és l’atribut 
secció. Si es mira amb deteniment, es pot comprovar com aquest atribut està desglossat en 
diferents comptadors amb un nom associat. Per exemple en aquest document exemple hi ha 
dos seccions diferents, “Confluence” i “Canigo” amb un comptador cadascun de 4 i 1 
respectivament. El que signifiquen aquests dos valors, és que 4 han sigut els accessos a la 
secció “Confluence” dels 5 accessos totals pel mes de juny de 2012 i que només hi ha hagut 1 
accés a la secció de Canigó.  
Per a poder obtenir la informació que resultarà de les consultes 2 i 3 s’ha pogut comprovar que 
de la manera que es tenia el model de dades no es podia aconseguir. I això és a causa que si 
 
{ "_id" : "2012-06",  
"client" : { "Mozilla/5,0" :  5 },  
"diaMesAny" : { "2012-06-01" : 5 },  
"numTotalAccessos" : 5,   
"host" : { "188,77,189,198" :  4,  "10,96,1,105" :  1 },  
"ruta" : { "/confluence/pages/viewpage,action?pageId=2135" : 1 , 
"/confluence/pages/viewpage,action?pageId=229" :  1, 
/confluence/pages/viewpage,action?pageId=2354" : 1 , 
"/confluence/pges/viewpage,action?pageId=2369"  : 1 , 
"/confluence/pages/viewpage,action?pageId=4033"  : 1  },  
"seccio" : { "CONFLUENCE"  : 4 , “CANIGO” : 1 }   
“seccioHost” : { "CONFLUENCE--188,77,189,198" : 3 , 
"CONFLUENCE--10,96,1,105" : 1, " CANIGO--188,77,189,198" : 1 ”} 
} 
Nombre total d’accessos pel mes 
“2012-06” 
Nombre total d’accessos segons 
secció de manera desglossada (4 
accessos a “Confluence” i un accés 
a “Canigó”) 
Nombre total d’accessos a 
secció, segons usuari de manera 
desglossada (3 accessos a 
“Confluence” del “hostA” i 1 
accés del “hostB”. 1 accés del 
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ens fixem a la resta d’atributs, la informació no està emmagatzemada de forma enllaçada. És 
un dels inconvenients que suposa tenir aquest model de dades com s’explicarà posteriorment.  
Amb aquesta configuració de les dades, no és possible saber a quina ruta ha accedit un host 
concret, o des de quin client. Tampoc es pot saber el nombre total d’usuaris únics que han 
accedit a una secció concreta, que és el que es vol a la consulta 2 i 3. Per això s’ha hagut 
d’idear una alternativa per a enllaçar la informació. I s’ha comprovat que només es pot 
aconseguir duplicant les dades. D’aquí sorgeix l’atribut “seccioHost”, que conté la informació 
relativa a un host concret que ha accedit a una secció concreta. D’aquesta manera, cada 
vegada que aquest host accedeixi a aquesta secció, s’anirà incrementant el seu comptador 
associat. I és aquí a on es podrà extreure la informació per a comptabilitzar el nombre 
d’usuaris únics que accedeixen a les diferents seccions.  Per a l’exemple descrit a la Imatge 44, 
es pot veure com l’usuari que té host  “188.77.189.198” ha accedit tres vegades a la secció 
“Confluence” i per tant, aquest host és un dels 4 usuaris totals que han accedit a aquesta 
secció pel mes de Juny de 2012.  
D’aquesta manera, ja es té el model de dades ideat i construït.  
11.4. Descripció del hardware 
Totes les proves d’aquest cas pràctic 3, s’han realitzat en una sola màquina. La mateixa 
MàquinaA del cas pràctic anterior. A la Taula 73 hi ha la seva especificació: 
Màquina A 
Processador 
Intel Core 2 Duo CPU de T6570 
Velocitat de rellotge 




3.48 GB  
Sistema Operatiu 
Windows 7, SO de 64 bits.  
Taula 73. Especificació màquina A 
11.5. Conjunt de proves a realitzar 
Les proves realitzades en aquest cas pràctic es poden classificar en dos tipus: 
1. Proves de rendiment a la càrrega. 
2. Proves de rendiment a les consultes.  
Proves de rendiment de càrrega 
Les proves de rendiment de càrrega s’han dut a terme durant la inserció de dades a cadascun 
dels sistemes. S’ha analitzat: 
1. El temps de càrrega de les dades a taula. 
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3. L’espai d’ocupació en disc dels índexs de la taula.  
Proves de rendiment a les consultes 
Es farà les proves de rendiment a les consultes sobre les cinc consultes descrites anteriorment. 
I el factor que s’analitzarà de la següent prova és: 
1. Temps d’execució de les consultes. 
L’objectiu és extreure un tant per cent de millora de la tecnologia NOSQL respecte al sistema 
gestor de base de dades relacional. Per tal d’aconseguir-lo s’ha utilitzat la següent fórmula 
descrita anteriorment: 
 
Fórmula 1. Fórmula per a calcular el tant per cent de millora de NOSQL respecte el gestor de base de dades 
relacional 
També es puntuarà de l’1 al 5 la dificultat per a les diferents operacions als diferents sistemes.  
Proves a realitzar 
En total es vol estudiar el temps d’execució de les consultes esmentades per a una mateixa 
càrrega de dades per ambdós gestors. Per al sistema gestor de base de dades relacional la 
càrrega seria de 1.809.818 registres i per a la tecnologia NOSQL seria 1.809.818 documents.  
Com que a la part teòrica s’ha vist que NOSQL millora a mesura que s’augmenta la càrrega de 
dades s’ha cregut interessant veure empíricament aquest fenomen i s’ha fet la prova de 
duplicar, triplicar i quadruplicar altre cop les dades per a veure com reaccionen ambdós 
sistemes.  
Prova Càrrega de dades (registres / documents) 
Prova 1 1.809.818 
Prova 2 1.809.818 3.619.639 5.429.454 7.239.272 
Taula 74. Taula de proves a realitzar 
Igualment per l’anterior cas pràctic, per a facilitar la tasca d’exposar els resultats en aquest 
document, per a referir-se a la càrrega de dades de 1.809.818 s’anomenarà “1,8M”, i per a la 
resta “3,6M”, “5,4M”, “7,2M” respectivament.  
Escenaris 
Aquest cas d’estudi es farà sempre sobre el mateix escenari, tant per al sistema gestor de base 
de dades relacional com per la tecnologia NOSQL.  
Per al sistema gestor de base de dades relacional s’ha realitzat les proves en una sola màquina 
amb una sola base de dades amb les dades que serà l’objecte d’estudi i amb la càrrega de 
dades variable segons la prova a realitzar.  
Quant a la tecnologia NOSQL que es farà servir per a realitzar les proves, MongoDB, també 
serà sobre un mateix escenari d’una sola màquina. A part, s’ha cregut que no fa falta realitzar 
sharding sobre el conjunt de les dades ja que hi haurà molt pocs registres. Per tant l’escenari 1 
no tindrà la base de dades particionada.  
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Escenari Nombre màquines Utilització de sharding? 
Escenari 1 1 NO 
Taula 75. Taula d'escenaris estudiats 
A la següent taula es veurà una classificació de les diferents proves realitzades a l’escenari 1.  
Prova Escenari Prova 
Prova 3.1 1 1 
Prova 3.2 1 2 
Taula 76. Taula de proves i escenaris a realitzar 
 
11.6. Execució de proves 
 
Cas 3.1. Escenari 1. Una sola màquina sense fer ús del sharding de MongoDB 
Descripció 
Prova realitzada en una sola màquina arrancant un servidor de MongoDB sense utilitzar la 
funcionalitat de particionament o sharding. En aquesta mateixa màquina s’executa l’aplicació.  
Arquitectura 
 
Imatge 45. Una sola màquina sense realitzar sharding 
Prova 3.1. 
Càrrega de dades 
La càrrega de dades és de 1.809.818 per ambdós sistemes. 
Gràfics comparatius de la prova 
Resultat gràfic dels temps d’execució segons la consulta realitzada per a la tecnologia NOSQL, 
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Gràfica 45. Comparativa de temps entre MySQL i MongoDB en una sola màquina sense ús de sharding. Eix Y: 
Temps d'execució en segons. Eix X: Consultes objecte d'estudi 


















Millora 86,46% 91,26% 7,12% 44,38% -96,85% 
 
Anàlisis de la prova 
Es pot comprovar que amb aquest model de dades, totes les consultes són de l’ordre de 2 
segons aproximadament per a MongoDB. Això és a causa que és el que es tarda per a buscar la 
informació i posteriorment manipular-la per a que es pugui construir les gràfiques del Quadre 
de Comandament. Per a totes les consultes és el mateix temps, ja que s’accedeixen als 
comptadors de la mateixa manera per a totes.  
Amb aquesta aproximació, MongoDB millora el temps de MySQL a totes les consultes excepte 
per a la última consulta, ja que per a MySQL aquesta consulta és quasi instantània.  
Per a  les dues primeres consultes el gestor relacional aconsegueix 12 i 20 segons mentre que 
MongoDB les resol en 2 segons cadascuna aproximadament. Això suposa un 90% de millora a 
les dues. Per a la tercera consulta, la millora es redueix al 7% ja que MySQL ja té un valor 
relativament baix, i per a la quarta el tant per cent augmenta a 44%. Finalment com s’ha 
exposat anteriorment, a la última consulta hi ha una pèrdua de rendiment del 97%, ja que per 















MongoDB 1,866 2,004 1,967 1,840 2,042 
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Conclusió de la prova 
Pel cas d’estudi de l’escenari 1, el sol servidor MongoDB en una sola màquina sense la 
funcionalitat de sharding aconsegueix millors resultats per a totes les consultes exceptuant la 
última consulta, que MongoDB triga 1,9 segons de més.  
Per tant, si aquesta última consulta no és crítica per a l’aplicació, es podria estar disposat a 
acceptar aquesta pèrdua per a obtenir una gran millora per a la resta de consultes.  
Com que MongoDB es manté lineal per a totes les consultes a 2 segons, significa que com més 
costosa sigui la consulta de MySQL més augmentarà la diferència entre els temps.  
Prova 3.2. 
Càrrega de dades 
En aquesta prova la càrrega de dades es duplica, triplica i quadruplica a la realitzada a la prova 
3.1. En total són 1.809.818, 3.619.639, 5.429.454 i 7.239.272 registres / documents 
respectivament.  
Gràfics comparatius de les proves 
3.2. Comparativa de temps entre MySQL i MongoDB en una sola màquina sense ús de 
sharding per a la consulta 1, Accessos portal 
 
Gràfica 46. Comparativa de temps entre MySQL i MongoDB en una sola màuina sense ús de sharding per a la 
consulta Acessos portal. Eix Y: Temps d'execució en segons. Eix X: Càrrega de dades 
Tant per cent de millora 
Volum dades (Registres) 1.809.818 3.619.636 5.429.454 7.239.272 
Millora (Tant per cent) 86,46% 91,73% 94,32% 95,36% 
Taula 77. Taula de tant per cent de millora de MongoDB respecte MySQL per a la prova 3.2, consulta 1 
1.809.818 3.619.636 5.429.454 7.239.272 
MongoDB 1,866 2,102 2,249 2,428 
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3.2. Comparativa de temps entre MySQL i MongoDB en una sola màquina sense ús de 
sharding per a la consulta 2, Accessos únics portal 
 
Gràfica 47. Comparativa de temps entre MySQL i MongoDB en una sola màuina sense ús de sharding per a la 
consulta Acessos Únics portal. Eix Y: Temps d'execució en segons. Eix X: Càrrega de dades 
Tant per cent de millora 
Volum dades (Registres) 1.809.818 3.619.636 5.429.454 7.239.272 
Millora (Tant per cent) 91,26% 95,13% 97,03% 98,01% 
Taula 78. Taula de tant per cent de millora de MongoDB respecte MySQL per a la prova 3.2, consulta 2 
3.2. Comparativa de temps entre MySQL i MongoDB en una sola màquina sense ús de 
sharding per a la consulta 3, Descàrregues Framework Canigó3 
 
Gràfica 48. Comparativa de temps entre MySQL i MongoDB en una sola màuina sense ús de sharding per a la 
consulta Descàrregues framework canigó3. Eix Y: Temps d'execució en segons. Eix X: Càrrega de dades 
Tant per cent de millora 
Volum dades (Registres) 1.809.818 3.619.636 5.429.454 7.239.272 
Millora (Tant per cent) 7,12% 75,78% 82,72% 88,68% 
Taula 79. Taula de tant per cent de millora de MongoDB respecte MySQL per a la prova 3.2, consulta 3 
1.809.818 3.619.636 5.429.454 7.239.272 
MongoDB 2,004 2,227 2,344 2,284 













Accessos Únics Portal 
1.809.818 3.619.636 5.429.454 7.239.272 
MongoDB 1,967 2,093 2,182 2,116 
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3.2. Comparativa de temps entre MySQL i MongoDB en una sola màquina sense ús de 
sharding per a la consulta 4, Descàrregues úniques Framework Canigó3.  
 
Gràfica 49. Comparativa de temps entre MySQL i MongoDB en una sola màuina sense ús de sharding per a la 
consulta Descàrregues úniques framework canigó3. Eix Y: Temps d'execució en segons. Eix X: Càrrega de dades 
Tant per cent de millora 
Volum dades (Registres) 1.809.818 3.619.636 5.429.454 7.239.272 
Millora (Tant per cent) 44,38% 81% 90,70% 93,77% 
Taula 80. Taula de tant per cent de millora de MongoDB respecte MySQL per a la prova 3.2, consulta 4 
3.2. Comparativa de temps entre MySQL i MongoDB en una sola màquina sense ús de 
sharding per a la consulta 5, Descàrregues entorn de treball 
 
Gràfica 50. Comparativa de temps entre MySQL i MongoDB en una sola màuina sense ús de sharding per a la 
consulta Descàrregues entorn de treball. Eix Y: Temps d'execució en segons. Eix X: Càrrega de dades 
Tant per cent de millora 
Volum dades (Registres) 1.809.818 3.619.636 5.429.454 7.239.272 
Millora (Tant per cent) -96,85% -96,85% -96,85% -89,58% 
Taula 81. Taula de tant per cent de millora de MongoDB respecte MySQL per a la prova 3.2, consulta 5 
1.809.818 3.619.636 5.429.454 7.239.272 
MongoDB 1,840 2,160 2,106 2,092 














Descàrregues Úniques Framework Canigó3 
1.809.818 3.619.636 5.429.454 7.239.272 
MongoDB 2,042 2,155 2,206 2,015 
















FIB Els beneficis de l'ús de tecnologies NOSQL Everis 
 
Temps d’inserció 
Durant el transcurs d’aquesta prova també s’han anat anotant els temps d’inserció de 
cadascun dels gestors per a cada mostra de dades. Els resultats obtinguts estan reflectits a la 
Taula 82.  
Volum dades 
 Temps total acumulat (m)  Temps total acumulat (m) 
MongoDB MySQL 
1,8M 83 13 
3,6M 113 33 
5,4M 143 53 
7,2M 173 84 
Taula 82. Taula de temps d'insercio de cadascuna de les mostres de càrregues de dades. Resultats en minuts. 
 
Espai ocupat de la prova 
Un cop inserida la màxima càrrega de dades de 7,2M s’ha calculat els espais ocupats per 
ambdós gestors, tant pels índexs com per a les dades. Els resultats estan il·lustrats a la Imatge 
46 i la Imatge 47. 
 
Imatge 46. Espai total ocupat per MySQL 
 
 
Imatge 47. Espai total ocupat per MongoDB 
 
Taula comparativa de dificultat 
A continuació es senyalarà la dificultat d’ambdós gestors a la hora de programar cada operació 
a l’aplicació Quadre de Comandament. Per tal de dur a terme aquesta comparativa es 
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Operació 
 Difuclitat de l’1 al 5 
MongoDB MySQL 
Inserció 5 1 
Consulta 4 1 
Eliminació 4 1 
Taula 83. Taula comparativa de dificultat entre els dos gestors 
 
Anàlisis de les proves 
A mesura que s’han anat augmentant les dades, la diferència de temps entre MongoDB i 
MySQL ha anat augmentant. Aquest fenomen no és estrany ja que encara que s’augmentessin 
les dades per a MongoDB el resultat de totes les consultes l’aconsegueix en 2 segons 
aproximadament, mentre que per a MySQL l’augment de les dades el suposa una gran 
penalització arribant a valors de 115 segons per a la consulta 2 per exemple.  
 
Si mirem amb deteniment cadascuna de les gràfiques comparatives, podem observar com la 
Gràfica 46 augmenta linealment el seu temps d’execució a mesura que s’ha anat incrementant 
el volum de dades. No obstant, MongoDB manté tots els seus resultats a 2 segons. Així el tant 
per cent de millora ha anat creixent a mesura que MySQL augmentava el seu propi temps, 
provocant que la millora arribi al 95% per a 7,2M.  
 
La consulta 2 és la que ha sofert la màxima millora de totes amb MongoDB respecte MySQL. 
Per a totes les consultes MongoDB ha mantingut el seu resultat a 2 segons mentre que MySQL 
ha sofert un creixement espectacular passant de 22 segons de la primera mostra de 1,8M a 
115 per a la última de 7,2M. Això comporta que el tant per cent de millora de MongoDB 
respecte a la relacional sigui de l’ordre de 90% per a totes arribant al 98% per al volum de 
dades més gran de 7,2M. Així ho evidencia la Gràfica 47. 
 
La consulta que anteriorment només millorava un 7% el temps amb respecte a MySQL, per a 
càrregues més altes de dades ha augmentat impressionantment a 76% per a 3,6M i continua 
pujant a 82% per a 5,4M i es manté al 89% per a la última mostra de 7,3M a on hi ha una 
diferència de 16,5 segons entre els dos gestors.  
 
Un fenomen semblant li ocorre a la consulta 4, que passa del 44% de millora per a 1,8M però 
arriba al 94% per a la mostra de 7,2M. La diferència en aquest cas i per aquest volum de dades 
es converteix en 29 segons.  
 
La última consulta és la més perjudicada de totes, ja que és la que en tots els casos per a tots 
els volums de dades, MongoDB és un 90% més lent que MySQL. Això és a causa que per al 
gestor relacional és quasi instantània de poques centèsimes, mentre que per a MongoDB tarda 
el mateix que a la resta de consultes. Estem parlant d’uns 2 segons de més per a cada consulta, 
però no és tan eficient com a MySQL.  
 
Pel referent al temps d’inserció, MongoDB té pitjors resultats que MySQL, ja que el primer 
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té un temps de 173 minuts en total, mentre que MySQL triga tan sols uns 13 minuts per al 
primer volum de dades i 83 minuts per a 7,2M.  
 
Quant a la dificultat per a realitzar les diferents operacions, ha resultat que MySQL és molt 
més simple per a codificar les insercions, les consultes i les eliminacions de registres, mentre 
que MongoDB comporta una dificultat més alta per a realitzar les mateixes tasques.  
 
Finalment, l’últim factor a tractar en aquesta prova és l’espai ocupat entre els dos gestors tant 
pels índexs, com per a les dades emmagatzemades. I aquí és a on hi ha la major diferència de 
tots els elements estudiats: MongoDB tan sols ocupa uns 11MB pel total del volum de dades 
de 7,2M, mentre que MySQL té 2,2GB d’ocupació total. 
 
Conclusió de les proves 
Com a conclusió de totes les proves és que gràcies a haver enfocat el problema des d’una altra 
perspectiva, s’ha pogut donar una volta al model de dades que ja es tenia per al gestor de base 
de dades relacional i així millorar el rendiment de les consultes a través de millorar el 
plantejament inicial de com s’emmagatzemaran les dades.  
I el resultat ha sigut exitós. S’ha aconseguit tenir una mitja de temps de 2 segons per a totes 
les consultes amb MongoDB, indiferentment de la quantitat de dades a tractar i a filtrar. 
MySQL no obstant, com que manté el mateix model de dades, s’ha de realitzar consultes 
costoses com són les agrupacions i per tant a mesura que augmenten les dades, augmenta 
també el temps de resposta per part del gestor.  
Per a la última consulta, el model de dades que planteja NOSQL és clarament pitjor, però es 
parla de 2 segons de diferència de temps. Aquí és quan s’ha de prendre la decisió de si s’està 
disposat a perdre aquests dos segons per aquesta consulta concreta a costa de guanyar un 
80% de temps a la resta de consultes o si aquesta consulta que empitjora el temps és massa 
crítica i la més freqüent de totes i per tant es vol mantenir els bons resultats de la relacional.  
Els temps d’inserció a la base de dades han demostrat que MongoDB triga un temps superior 
al gestor de base de dades relacional. En total hi ha una diferència de 89 minuts. Aquest 
fenomen és raonable i és el que ja es preveia a l’inici de l’estudi. Com que MongoDB té una 
operació d’inserció més especial que MySQL, aquest ha de destinar més recursos a realitzar 
més comprovacions i operacions. MongoDB de fet, el que fa és modificar els registres de 
manera que augmentin els comptadors interns si és necessari i és per això que provoca més 
retard al temps total. MySQL no obstant, només ha d’inserir les dades comunament senes 
haver de realitzar operacions addicionals i per tant és comprensible que el temps total sigui 
menor que MongoDB.  
Per tant aquest model realitzat per MongoDB, té uns millors temps de consulta que el model 
de MySQL, però s’ha de ser conscient que això comporta una penalització per a les operacions 
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El que sí és impressionant és la diferència de la ocupació d’espai de disc per ambdós models 
diferents. La base de dades de MySQL ocupa 2,22GB que són la suma dels 1,11GB de les dades 
i 1,11GB dels índexs.  
No obstant, MongoDB ocupa un espai per a les dades de tan sols 7,89MB i de 7,9KB per als 
índexs. En total només 10,75MB per a emmagatzemar la mateixa informació que els 2,22GB de 
la relacional. Això ocorre d’aquesta manera, perquè estrictament hi ha tants documents a la 
tecnologia NOSQL com agrupacions de mesos i anys hi hagi a la base de dades. Pel cas pràctic 
que s’està estudiant, són 29 els documents emmagatzemats, que corresponen al nombre de 
mesos continguts al període de 02-2010 fins al 06-2012. I aquests 29 documents contenen tota 
la informació referent als 7,2M de registres totals a la base de dades relacional.  
A part dels resultats empírics temporals, també és important tenir en compte un factor no tan 
tangible com és la dificultat per a codificar les operacions. Per a MySQL és relativament senzill 
implementar les operacions en un entorn de desenvolupament, mentre que MongoDB té una 
certa complicació més. Aquesta dificultat és causada per la novetat que suposa la tecnologia i 
que s’ha d’estudiar de zero cadascuna de les diferents operacions.  
Amb MySQL és fàcil implementar les consultes i les insercions ja que té més facilitats gràcies a 
les eines que s’utilitzen a l’eina de desenvolupament. En aquest cas, s’ha utilitzat Hibernate 
per a fer enginyeria inversa i obtenir les classes tal i com estan plasmades a la base de dades. 
No obstant, per a MongoDB s’ha hagut d’implementar tot directament sense cap ajuda, i 
tenint en compte que a més l’operació d’inserció té un caràcter especial a causa dels 
comptadors interns, s’ha hagut de buscar molta informació externa per a poder obtenir el 
resultat desitjat. MongoDB té un driver per a poder programar en Java, però s’ha hagut de 
recórrer a un altre llenguatge de programació com és Phyton, per a poder afegir funcionalitats 
a les insercions i consultes.  
El que es vol demostrar amb aquesta comparativa de dificultats, és que MongoDB dóna molts 
bons resultats per a la majoria dels factors estudiats, però si es vol adoptar aquesta tecnologia 
a un projecte real, s’ha de tenir en compte el temps d’aprenentatge de la majoria dels 
desenvolupadors que l’hagin d’utilitzar, a causa de la seva novetat i de la seva certa 
complexitat innata.  
 
11.7. Conclusions dels anàlisis 
Aquest cas pràctic ha servit per a demostrar que amb aquest tipus de tecnologia s’ha de tenir 
un plantejament inicial diferent del que els dissenyadors estan acostumats a realitzar al model 
relacional. Aquesta tecnologia permet enfocar els problemes des d’una altra perspectiva. No 
vol dir que amb els gestors relacionals no es pugui realitzar, però no sol ser el més habitual. El 
més normal és pensar els problemes dels casos d’ús de manera tabulars, amb relacions entre 
taules i tota la metodologia relacional. Amb NOSQL es pot ser més flexible i pensar més en 
termes de programació i d’eficiència de rendiment. Si sempre es faran consultes del mateix 
tipus i les més habituals són les més costoses, perquè no adaptar tot el model de dades a 
aquestes consultes? A l’exemple del cas pràctic, s’ha limitat el Quadre de Comandament a cinc 
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I això ha comportat una millora de l’ordre del 80% per a la majoria de consultes. Algunes més i 
algunes menys, però la diferència de temps entre els dos models de dades són considerables, 
ja que aquest model permet tenir una base de dades de la càrrega de dades que es vulgui, que 
els temps no quedaran penalitzats. Es tindrà tota la informació emmagatzemada internament, 
de manera que no caldrà realitzar consultes complexes.  
També s’ha de tenir en compte, que els temps de les insercions seran superiors per al model 
adoptat per a MongoDB que per al de MySQL. S’haurà de pensar si interessa tenir les consultes 
més ràpides o si pel contrari el temps de les insercions suposa un factor crític per a l’aplicació i 
per tant és preferible el model de dades de MySQL que el de MongoDB. Al cas del Quadre de 
Comandament, el temps de les insercions no suposa un problema, ja que és preferible que les 
consultes siguin el més instantànies possible a causa que serà un usuari final el que hagi 
d’estar davant de la pantalla esperant a que apareguin les gràfiques que ell desitja consultar.  
No obstant, com s’ha comentat al inici del cas pràctic aquest model de dades planteja alguns 
problemes. La informació no està enllaçada. Això significa que tret de les consultes 
d’agrupacions, no es podran realitzar consultes del tipus saber quin client utilitza un usuari 
concret que ha accedit a una secció concreta en una data concreta. La solució per a que no es 
tingui aquest problema és la de duplicar la base de dades sencera. Es pot tenir una còpia de les 
dades amb un model semblant al model relacional, a on es mantenen els lligams entre 
documents, i per a les consultes de l’aplicació atacar a la base de dades del model descrit 
anteriorment. Com que aquest model ocupa molt poc, uns pocs MB com s’ha pogut comprovar 
al cas pràctic, seria factible tenir les dues informacions. A més tractant-se d’una aplicació de 
tipus log, no solen haver modificacions als documents, ja que la operació bàsica és la inserció i 
consulta. Tampoc se solen esborrar.  
Aquesta mentalitat de tenir la base de dades duplicada pot semblar una bogeria per a molts 
dissenyadors de base de dades, ja que és una tasca relativament costosa de mantenir, i 
sobretot perillosa per a la integritat i altres propietats. Podria estar catalogada com a mala 
praxis per a qualsevol dissenyador. No obstant, per a la majoria de seguidors de NOSQL 
aquesta pràctica no és del tot negativa. Si el que es vol per sobre de tot és tenir un alt 
rendiment i el mínim temps d’execució possible per a una aplicació d’una gran càrrega de 
dades, major a la que hem fet la prova, i la solució trobada aconsegueix línia de temps que 
varia molt poc dels dos segons per a qualsevol càrrega de dada i consulta, una xifra molt per 
sota del que es tindria en un altre gestor o aproximació, clarament preferiran recórrer al 
manteniment de les dues bases de dades.  
Com es porta exposant al llarg de tot el document, la utilització de NOSQL és un gran “depèn”. 
Depèn de la funció de l’aplicació, depèn de la càrrega de dades, depèn de la càrrega d’usuaris 
que accediran a l’aplicació, depèn de l’arquitectura a on estarà situat els servidors de dades de 
l’aplicació i una gran quantitat de factors lligats a l’aplicació final.  
També és cert que és injusta aquesta comparativa entre MySQL i MongoDB, ja que comparar 
dos models de dades no és estar en igualtat de condicions, però en aquest cas pràctic el que 
s’ha volgut comprovar és si la pràctica d’enfocar el problema de diferent manera donava bon 
resultat. I s’ha vist que efectivament, es pot realitzar un modelat de dades de diferent manera 
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funcionalitats que aporta el gestors relacionals si es guanya rendiment en cas que això sigui el 
més important. En el gestor relacional també existeixen vistes, o altres aproximacions per a 
tenir d’una manera pre calculada la informació, però sempre tindrà una mida total de la base 



















MongoDB MySQL %Millora MongoDB MySQL %Millora MongoDB MySQL %Millora MongoDB MySQL %Millora MongoDB MySQL %Millora 
1,8M 1,866 12,704 86,46% 2,004 20,693 91,26% 1,967 2,028 7,12% 1,840 3,111 44,38% 2,042 0,062 -96,85% 
3,6M 2,102 25,487 91,73% 2,227 45,747 95,13% 2,093 8,673 75,78% 2,160 11,364 81,00% 2,155 0,144 -93,20% 
5,4M 2,249 39,612 94,32% 2,344 78,203 97,03% 2,182 12,625 82,72% 2,106 22,716 90,70% 2,206 0,163 -96,85% 
7,2M 2,428 52,325 95,36% 2,284 115,011 98,01% 2,116 18,693 88,68% 2,092 33,595 93,77% 2,015 0,210 -89,58% 
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Costos i planificació       
 
En aquesta secció es desglossen els costos que ha comportat la realització d’aquest projecte. I 
també la planificació que hi havia incialment i la que realment s’ha dut a terme.  
 
12.1. Costos 
Per a fer el càlcul del total del cost que ha suposar realitzar aquest projecte s’han de tenir en 
compte les despeses associades amb el software, hardware i recursos de l’empresa, com la 
llum, xarxa, etc.  
El plantejament inicial del projecte era de realitzar-lo durant 6 mesos, en un total de 960 hores 
de treball del projectista. No obstant, es va demanar una prórroga de 320 hores per a disposar 
de més temps per a realitzar les proves del cas pràctic 2.  
En total han sigut 1.280 hores les que s’han destinat al projecte, és a dir, 7 mesos i mig.   
A la següent Taula 85 es podrà veure les despeses del material del projecte: 
Concepte Cost Mensual Mesos Cost total 
Lloguer del portàtil 
Llum, Aigua, Telèfon, Xarxa... 
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Total despeses materials   750€ 
Taula 85. Total despeses del material del projecte 
Quant a llicències de software, no s’ha hagut d’abonar res, ja que totes les eines utilitzades 
eren ja d’Everis i per tant s’aprofitaven les versions que ja disposaven, o les aplicacions eren 
versions de prova o per a desenvolupadors.   
Dintre dels costos personals, s’inclouen les hores de treball pròpies del projectista i també 
d’hores rebudes de formació i suport del projecte que han suposat la intervinció d’altres 
treballadors del departament.  
A la Taula 86  s’exposen les despeses per les hores dedicades per cadascun dels treballadors: 
Concepte Cost per hores Hores Cost total 
Dedicació pròpia 7,5€ 1.280 9.600€ 
Formació i suport 45€ 50 2.250€ 
Total despeses personal   11.850€ 
Taula 86. Total despeses del personal del projecte 
Finalment si s’ajunten les despeses materials i les del personal la quantitat final és de 12.600€ 
totals.  
Concepte   Cost total 
Despeses materials   750€ 
Despeses de personal   11.850€ 
Total despeses projecte   12.600€ 
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12.2. Planificació inicial del projecte 
 
Nom de la tasca Duració Inici Fi 
Projecte Els beneficis de l'ús de tecnologies NOSQL 122 dies  01/02/12  19/07/12 
   FASE I 7 dies  01/02/12  09/02/12 
      Reunió inici del projecte 0,5 dies  01/02/12  01/02/12 
      Definir l'abast i objectius del projecte 0,5 dies  01/02/12  01/02/12 
      Creació del pla de projecte 1 dia  02/02/12  02/02/12 
      Anàlisi conceptes bàsics de NOSQL 4 dies  03/02/12  08/02/12 
      Identificar els principals gestors NOSQL 1 dia  09/02/12  09/02/12 
   FASE II 26 dies  10/02/12  16/03/12 
      Seleccionar dos gestors NOSQL 0,5 dies  10/02/12  10/02/12 
      Dissenyar model de dades de la primera aplicació 1 dia  10/02/12  13/02/12 
      Dissenyar model de dades de la segona aplicació 1 dia  13/02/12  14/02/12 
      Estudi entorn de treball framework Canigó 1 dia  14/02/12  15/02/12 
      Realització primera aplicació NOSQL 9 dies  15/02/12  28/02/12 
          Instal·lació i configuració entorn de desenvolupament: 
framework Canigó  
1 dia  15/02/12  16/02/12 
          Instal·lació primer gestor NOSQL d'estudi 1 dia  16/02/12  17/02/12 
          Desenvolupar primera aplicació de prova 7 dies  17/02/12  28/02/12 
      Realització segona aplicació NOSQL 8 dies  28/02/12  09/03/12 
          Instal·lació segon gestor NOSQL 1 dia  28/02/12  29/02/12 
          Desenvolupar segona aplicació de prova 7 dies  29/02/12  09/03/12 
      Execució de proves de comparació entre les dues aplicacions 2 dies  09/03/12  13/03/12 
      Documentar resultats I conclusions 1 dia  13/03/12  14/03/12 
      Preparació demostració dels resultats 2 dies  14/03/12  16/03/12 
      Primera demostració dels resultats obtinguts al client 0 dies  16/03/12  16/03/12 
   FASE III 39 dies  19/03/12  10/05/12 
      Investigació 39 dies  19/03/12  10/05/12 
          Anàlisi característiques NOSQL 10 dies  19/03/12  30/03/12 
          Anàlisi beneficis NOSQL 10 dies  02/04/12  17/04/12 
          Anàlisi desavantatges NOSQL 7 dies  18/04/12  26/04/12 
          Anàlisi comparatiu teòric NOSQL vs Relacional 10 dies  27/04/12  10/05/12 
   FASE IV 50 dies  11/05/12  19/07/12 
      Realització aplicació amb base de dades relacional 19 dies  11/05/12  06/06/12 
          Seleccionar gestor base de dades relacional 1 dia  11/05/12  11/05/12 
          Disseny model de dades relacional 1 dia  14/05/12  14/05/12 
          Instal·lació I configuració de l'entorn de desenvolupament 1 dia  15/05/12  15/05/12 
          Desenvolupar tercera aplicació de prova 15 dies  16/05/12  06/06/12 
      Realització aplicació amb NOSQL 20 dies  07/06/12  04/07/12 
          Seleccionar gestor de NOSQL 1 dia  07/06/12  07/06/12 
          Disseny model de dades NOSQL 1 dia  08/06/12  08/06/12 
          Instal·lació i configuració de l'entorn de desenvolupament 2 dies  11/06/12  12/06/12 
          Migració de dades de la relacional a NOSQL 1 dia  13/06/12  13/06/12 
          Desenvolupar quarta aplicació de prova 15 dies  14/06/12  04/07/12 
      Execució de proves de comparació entre les aplicacions tercera I 
quarta 
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      Estudi manteniment de les aplicacions 1 dia  12/07/12  12/07/12 
      Documentar resultats i conclusions 2 dies  13/07/12  16/07/12 
      Preparació demostració dels resultats 3 dies  17/07/12  19/07/12 
      Demostració final dels resultats i conclusions al client 0 dies  19/07/12  19/07/12 
   Documentació projecte 116 dies  03/02/12  13/07/12 
   Reunions de seguiment del projecte 0 dies  01/02/12  01/02/12 
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12.3. Planificació final un cop acabat el projecte 
Nom de la tasca Duració Inici Fi 
Projecte Els beneficis de l'ús de tecnologies NoSQL 164 dies 01/02/12 17/09/12 
   FASE I 7 dies 01/02/12 09/02/12 
      Reunió inici del projecte 0,5 dies 01/02/12 01/02/12 
      Definir l'abast i objectius del projecte 0,5 dies 01/02/12 01/02/12 
      Creació del pla de projecte 1 dia 02/02/12 02/02/12 
      Anàlisi conceptes bàsics de NoSQL 4 dies 03/02/12 08/02/12 
      Identificar els principals gestors NoSQL 1 dia 09/02/12 09/02/12 
   FASE II 26 dies 10/02/12 16/03/12 
      Seleccionar dos gestors NoSQL 0,5 dies 10/02/12 10/02/12 
      Dissenyar model de dades del primer gestor Neo4J 2 dies 10/02/12 14/02/12 
      Dissenyar model de dades del segon gestor MongoDB 1 dia 14/02/12 15/02/12 
      Estudi entorn de treball framework Canigó 2 dies 15/02/12 17/02/12 
      Realització primera part aplicació NoSQL (Neo4J) 9 dies 17/02/12 01/03/12 
         Instal·lació i configuració entorn de desenvolupament: framework 
Canigó  
1 dia 17/02/12 20/02/12 
         Instal·lació primer gestor NoSQL d'estudi 1 dia 20/02/12 21/02/12 
         Desenvolupar aplicació amb el primer gestor 7 dies 21/02/12 01/03/12 
      Realització segona part aplicació NoSQL (MongoDB) 8 dies 01/03/12 13/03/12 
         Instal·lació segon gestor NoSQL 1 dia 01/03/12 02/03/12 
         Desenvolupar aplicació amb el segon gestor  7 dies 02/03/12 13/03/12 
      Documentar resultats I conclusions 1 dia 13/03/12 14/03/12 
      Preparació demostració dels resultats 2 dies 14/03/12 16/03/12 
      Primera demostració dels resultats obtinguts al client 0 dies 16/03/12 16/03/12 
   FASE III 39 dies 19/03/12 10/05/12 
      Investigació 39 dies 19/03/12 10/05/12 
         Anàlisi característiques NoSQL 10 dies 19/03/12 30/03/12 
         Anàlisi beneficis NoSQL 10 dies 02/04/12 17/04/12 
         Anàlisi desavantatges NoSQL 7 dies 18/04/12 26/04/12 
         Anàlisi comparatiu teòric NoSQL vs Relacional 10 dies 27/04/12 10/05/12 
   FASE IV 89,5 
dies 
11/05/12 13/09/12 
      Realització aplicació amb base de dades relacional 19 dies 11/05/12 06/06/12 
         Seleccionar gestor base de dades relacional 1 dia 11/05/12 11/05/12 
         Disseny model de dades relacional 1 dia 14/05/12 14/05/12 
         Instal·lació I configuració de l'entorn de desenvolupament 1 dia 15/05/12 15/05/12 
         Desenvolupar tercera aplicació de prova 15 dies 16/05/12 06/06/12 
      Realització aplicació amb NoSQL. 20 dies 07/06/12 04/07/12 
         Seleccionar gestor de NoSQL 1 dia 07/06/12 07/06/12 
         Disseny model de dades NoSQL 1 dia 08/06/12 08/06/12 
         Instal·lació I configuració de l'entorn de desenvolupament 2 dies 11/06/12 12/06/12 
         Migració de dades de la relacional a NoSQL 1 dia 13/06/12 13/06/12 
         Desenvolupar quarta aplicació de prova 15 dies 14/06/12 04/07/12 
      Execució de proves de comparació entre les aplicacions tercera I 
quarta 
5 dies 05/07/12 11/07/12 
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      Documentar resultats I conclusions 2 dies 13/07/12 16/07/12 
      Preparació demostració dels resultats 3 dies 17/07/12 19/07/12 
      Realització aplicació amb NoSQL. 21,5 
dies 
20/07/12 20/08/12 
          Seleccionar gestor de NoSQL 0,5 dies 20/07/12 20/07/12 
          Disseny model de dades NoSQL 1 dia 20/07/12 23/07/12 
          Instal·lació I configuració de l'entorn de desenvolupament 1 dia 23/07/12 24/07/12 
          Migració de dades de la relacional a NoSQL 4 dies 24/07/12 30/07/12 
          Desenvolupar quarta aplicació de prova 15 dies 30/07/12 20/08/12 
      Execució de proves de comparació entre les aplicacions tercera I 
quarta 
11 dies 20/08/12 04/09/12 
      Estudi manteniment de les aplicacions 1 dia 04/09/12 05/09/12 
      Documentar resultats I conclusions 4 dies 05/09/12 11/09/12 
      Preparació demostració dels resultats 1 dia 11/09/12 12/09/12 
      Demostració final dels resultats I conclusions al client 1 dia 12/09/12 13/09/12 
   Documentació projecte 162 dies 03/02/12 17/09/12 
   Reunions de seguiment del projecte 0 dies 08/02/12 08/02/12 
Taula 89. Llista de tasques de la planificació final 
 
El desenvolupament de les aplicacions dels casos pràctics al final han necessitat més temps del 
previst per a dur-se a terme.  
Finalment a causa que es coneixia que a principis del mes d’agost sorgiria una nova versió del 
gestor MongoDB que optimitzava molt l’execució de les consultes, el client va demanar 
explícitament que es fes una comparativa de MySQL amb MongoDB usant la nova versió, la 
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Conclusions i treball futur      
 
En aquest capítol es passarà a explicar les conclusions que s’han pres a mesura que s’ha anat 
realitzant el projecte així com un seguit de discussions referents a la tecnologia NOSQL.  
 
13.1. Conclusions i discussions 
 
La tecnologia NOSQL és un terme que cada vegada és més estès arreu del món. Si es busca 
informació al web per a introduir-se en aquesta temàtica es pot arribar a la conclusió que és 
una de les tecnologies que actualment està de “moda”. De fet si es busca la paraula “NOSQL” 
al Google Trends [56], per a veure quanta gent el cerca al buscador de Google, es pot veure 
com hi ha hagut un creixement espectacular d’interès des del 2009 que va ser quan es va posar 
nom a aquesta tecnologia. A la Imatge 50 es pot comprovar la seva evolució. Curiosament a 
mitjans de l’any 2009 va haver un pic molt considerable de cerques que coincideix amb la data 
quan es va presentar NOSQL a la conferència de San Francisco, com s’ha exposat al capítol 1 
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Imatge 50. Tendència de cerca de la paraula "nosql". Extret de Google Trends 
I també es pot observar a les imatges Imatge 51 i Imatge 52, les regions més orientals com són 




Imatge 51. Regions i ciutats que més cerquen la paraula "nosql" segons Google Trends 
 
Imatge 52. Llenguatges de les pàgines més cercades per la paraula "nosql" segons Google Trends 
 
Si comparem les tendències de cerca dels gestors que s’han utilitzat als casos pràctics d’aquest 
projecte, podem veure a la Imatge 53 com efectivament també hi ha hagut un creixement 
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Imatge 53. Comparativa de tendències de les cerques de les paraules “nosql”, "mongodb", “neo4j” extret de 
Google Trends 
Aquest gràfic és molt significatiu, ja que es pot observar com MongoDB és el que més s’ha 
cercat de tots arribant a un volum molt alt. Per tant, es pot deduir que MongoDB efectivament 
és dels gestors de tecnologia NOSQL que més ressò ha tingut al llarg dels anys i probablement 
dels més utilitzats.  
També es pot observar que MongoDB va començar a ser buscat a partir del 2009 que va ser 
quan es va publicar la seva primera versió i que al llarg dels anys ha tingut un creixement 
considerable del seu interès per als usuaris d’Internet.  
D’altra banda Neo4J va començar a ser cercat a principis del 2010 coincidint amb la seva 
primera versió apareguda al febrer de 2010 i també ha tingut un creixement de cerques encara 
que no sigui tan considerable com MongoDB.  
Per tant es pot concloure, que NOSQL és una tecnologia que cada dia atreu a més persones ja 
sigui per saber el seu significat o per investigar si es podria incloure als seus propis negocis.  
Un cop es sap el significat de les seves sigles i s’entén les seves principals característiques, el 
principal dubte que es fa un mateix és: Quins beneficis aporta aquesta tecnologia? Tindré 
algun avantatge en adoptar-lo a les meves aplicacions? Quines són les seves finalitats per a 
que siguin tan diferent dels gestors tradicionals? 
Després dels set mesos i mig, treballant i investigant en aquest projecte s’ha pogut recopilar 
els principals beneficis i desavantatges que aporta aquesta tecnologia NOSQL. El que més ha 
sorprès durant la investigació, és la facilitat que un benefici es pot convertir en desavantatge 
depenent de la perspectiva des d’on es miri. I és potser per aquest motiu que fa que NOSQL 
sigui un objecte tan interessant d’estudi i també es coneverteixi en una arma de doble fil. 
A continuació s’exposaran els principals beneficis que aporta la tecnologia: 
1. Gestionar grans volums de dades. Com s’ha pogut veure a l’apartat d’introducció del 
NOSQL, s’ha pogut comprovar com aquest en part, va sorgir de la necessitat de 
gestionar la gran quantitat de dades que van comportar el que s’anomenen les noves 
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d’emmagatzemar quantitats exagerades de dades de tot tipus, però no només creix el 
volum de dades a tractar, sinó que també baixa considerablement el temps que 
l’usuari està disposat a esperar per a obtenir la informació a mesura que van passant 
els anys. Aquest fenomen provoca que hi hagi una contínua necessitat de millora dels 
temps de resposta de les aplicacions, i el punt de mira és el temps d’accés de les bases 
de dades, ja que sovint és a on està localitzat l’embut que fa minvar el rendiment. Per 
tant, un dels principals avantatges de NOSQL és que és creat de zero amb una 
arquitectura interna destinada a que sigui eficient per a gestionar grans quantitats de 
dades i així suplir aquesta carència dels gestors de base de dades relacionals.  
S’ha pogut demostrar empíricament aquest benefici gràcies al cas pràctic 2, que s’ha 
vist com una tecnologia NOSQL de tipus document, MongoDB, ha donat millors 
resultats per a gestionar grans volums de dades que un gestor relacional, MySQL, 
gràcies a la seva arquitectura interna. 
 
2. Alt rendiment. Aquest punt està altament lligat a l’anterior. Les tecnologies NOSQL 
tendeixen a ser molt ràpides i altament accessibles per a una càrrega de dades molt 
alta, ja que estan representades en una estructura orientada a objectes i tenen molta 
facilitat per a escalar les dades horitzontalment. El fet que no existeixin relacions entre 
les taules com en un gestor de bases de dades relacional, fa que accedir als objectes 
sigui molt més directe i no es perdi tant de temps.  
Aquest punt també s’ha pogut demostrar experimentalment, ja que gràcies a realitzar 
la comparativa de MongoDB amb MySQL al cas pràctic 2, s’ha pogut comprovar que 
MongoDB és molt més ràpid que el relacional a la hora de realitzar consultes, sobretot 
a mesura que s’ha anat augmentant la càrrega de dades. Per tant si el que es busca 
d’una aplicació és la rapidesa a la hora de cercar dades i aquesta a més en disposa de 
moltes, una adopció de NOSQL podria beneficiar el rendiment i per tant la finalitat de 
l’aplicació.  
 
3. Escalabilitat horitzontal. Aquests mesos d’investigació i experimentació, ha permès 
arribar a la conclusió, que l’escalabilitat que aporta la tecnologia NOSQL possiblement 
sigui la principal avantatja respecte els gestors de bases de dades relacionals.  És el 
motiu que més empeny a les persones a adoptar aquests gestors i fins i tot a realitzar 
el canvi d’un SGBDR. I el cas pràctic 2 ho evidencia clarament. La funcionalitat d’escalat 
horitzontal que proporciona MongoDB a partir del “sharding” ha permès reduir 
increïblement els temps de resposta de les consultes a les dades. I aquesta reducció 
augmenta de manera considerable a mesura que es va incrementant el volum de 
dades.  
Si s’analitza les possibilitats, si es té una aplicació que disposa d’una quantitat molt 
gran de dades que el sistema gestor de base de dades no dóna l’abast, es podria: 
 Augmentar el hardware i per tant pagar el preu de cada vegada millors 
màquines fins que arriba el punt que ja no existeix cap millora possible. 
 Afegir nous servidors fins que arriba el moment que el tràfic a través de la 
base de dades es torna un coll d’ampolla. 
 Escalar les dades horitzontalment en ordinadors que no requereixin gran 
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Si hi ha la possibilitat de realitzar la última opció, per què no aprofitar-ho? El cost és 
mínim i s’ha pogut comprovar pràcticament que dóna bons resultats. A més existeixen 
un tipus d’aplicacions que sofreixen un alt increment d’accessos per moments molt 
puntualitzats i per tant no es justifica tenir un hardware tan potent per a curts 
períodes de temps. Aquest podria ser un cas semblant a Twitter, que per exemple 
quan hi ha alguna notícia important al món, es converteix en tema de conversa de 
moltes i moltes persones que accedeixen a la vegada a l’aplicació i afegeix nova 
informació.  
És cert que els sistemes gestors de bases de dades com Oracle o IBM també ofereixen 
funcionalitats per a escalar les dades o repartir la informació, com és el cas del RAC 
d’Oracle o DB2 de IBM. Però aquests són costosos d’adquirir. I és per aquest motiu que 
moltes empreses davant a la necessitat de reduïr costos, decideixen adoptar 
allternatives com MongoDB que està dissenyat expressament per a realitzar l’escalat 
horitzontal i que a sobre es genera automàticament.  
Tot i que no s’ha pogut provar l’escalabilitat amb relacional, és ben conegut que 
l’aplicació estricta de les propietats ACID penalitza l’escalabilitat que, a més, és difícil 
de fer en fred. [57] 
4. Esquema flexible. Una de les principals avantatges que aporta NOSQL i s’ha pogut 
comprovar directament, és la seva gran innovació en no obligar a tenir esquema fixa a 
les seves dades. Aquesta aproximació dota a les aplicacions la capacitat de poder 
modificar el seu esquema amb relativa facilitat.  
De l’experiència personal a estàncies a empreses, he pogut comprovar com a mesura 
que els models de negoci es desenvolupen a vegades els models de dades de les 
aplicacions no es poden adaptar-se als canvis a causa dels seus esquemes fixes. He 
anat veient que sovint realitzar canvis a les bases de dades relacionals era molt costós. 
S’havia de demanar una petició de canvi a un altre departament que té la capacitat de 
fer les modificacions a les taules i aquesta contestació podia trigar dies. Quan es té una 
data d’entrega molt pròxima i no es pot tenir la possibilitat d’esperar als canvis 
demanats, el més normal era adoptar pràctiques i mètodes que provoquen la 
desvirtuació de les estructures de dades ja que es perd el significat que se li ha volgut 
donar inicialment. Per exemple, aprofitar un camp que no s’utilitza per a inserir valors 
que no tenen res a veure amb el significat propi inicial. Si això no es documenta 
convenientment, pot comportar greus problemes a la hora del tractament de les dades 
per culpa de confusions. És per aquest motiu que és molt important el fet que el 
model de dades vagi evolucionant a mesura que evoluciona els conceptes propis del 
model de negoci, i gràcies a la flexibilitat que es té amb NOSQL, pot ser més fàcil 
aquesta adopció de procediment.  
No obstant, que no sigui estrictament necessari la ideació d’un model de dades, no 
significa que no s’hagi de realitzar. Encara que les dades es puguin anar inserint com es 
vulguin, és molt important tenir una pauta i dedicar temps a pensar la millor manera 
de representar les dades. Això s’ha pogut comprovar empíricament al cas pràctic 3, 
que es va dedicar dies a idear un model de dades alternatiu per a poder obtenir millors 
rendiments a l’aplicació, després d’haver estudiat els objectius de l’aplicació, el seu 
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5. Tipus de dades. També una mica enllaçat amb l’anterior punt, certa tecnologia NOSQL 
com és el cas dels tipus document, encapsula la informació en un format especial 
BSON i JSON. Això permet emmagatzemar informació semiestructurada i es poden 
guardar fitxers binaris com Pdf, documents de Microsoft Office com Word o Excels, 
imatges etc. Al cas pràctic 1, s’ha pogut veure directament el funcionament d’aquesta 
característica que aporta MongoDB a partir de l’emmagatzemament de documents 
com per exemple imatges i pdfs. A més s’ha pogut veure com es poden inserir llistes 
d’objectes de manera directa a la col·lecció i per tant fer més ràpida la recopilació 
d’aquestes dades.  
 
6. Baixa complexitat interna. Com s’ha explicat a la part teòrica, la tecnologia NOSQL no 
proveeix les propietats ACID a les dades que hi són guardades, ja que al seu entendre, 
hi ha aplicacions que no les necessiten explícitament. El fet de no haver de mantenir 
aquestes propietats, fa que l’estructura interna sigui molt més senzilla i per aquest 
motiu la tecnologia NOSQL és molt més ràpida en accedir a les dades que les 
relacionals.  
 
7. Hardware Simple. Un altre dels majors beneficis que aporta la tecnologia NOSQL com 
s’ha dit al punt de l’escalat horitzontal, és que el hardware que requereix aquesta 
tecnologia no ha de ser del millor, pot funcionar correctament en màquines amb 
recursos limitats. I així s’ha pogut demostrar, ja que els casos pràctics s’han 
desenvolupat en una màquina que no és d’última generació i s’han obtingut resultats 
molt bons per a NOSQL.  
 
8. Gestió còmoda de la tecnologia. L’administració de la tecnologia NOSQL és 
relativament senzilla, i per tant es pot reduir la dependència d’una persona 
administradora de les bases de dades que tingui molt coneixement o que sigui molt 
experimentat. Com que els models de dades els creen els programadors a partir del 
codi, pot ser que aquests estiguin capacitats per administrar les dades. Fins i tot 
tecnologies com CouchDB té una interfície que permet gestionar les dades a partir de 
visualitzar les dades via HTTP.  
 
9. Codi lliure. La majoria de tecnologia NOSQL és de codi obert, el que comporta que es 
pot accedir al codi directament i fer les modificacions que un cregui convenient sense 
haver d’esperar a que les faci l’empresa o organització que sigui la creadora, sempre i 
quant es sotmeti sota la seva pròpia responsabilitat.  
 
10. Offline. S’ha detectat que la plataforma NOSQL CouchDB permet replicar-se en 
dispositius com per exemple telèfons Android que poden quedar-se sense connexió i 
gestionar la sincronització de dades quan els dispositiu estigui online una altra vegada. 
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Tots aquests beneficis semblen molt interessants i podrien fer decidir a adoptar NOSQL amb 
els ulls tancats. No obstant, a mesura que es detectaven els beneficis s’ha pogut comprovar 
que aquests s’obtenien a base de limitar altres funcionalitats. 
A continuació es veuran els inconvenients que s’ha anat trobant: 
1. Absència de transaccions. A la majoria de tecnologies NOSQL no hi ha transaccions, cosa 
que pot ser molt desfavorable per a aplicacions que les necesitin. No obstant, hi ha 
mecanismes per suplir aquesta carència d’altres maneres, però si és necessari un 
emmagatzematge de dades consistent per a una gran quantitat de transaccions i no 
l’objectiu principal no és tenir un alt rendiment en execució, potser és millor pensar en un 
SGBDR. 
 
2. Absència de les propietats ACID.  Un dels majors inconvenients per a moltes aplicacions és 
que la majoria de tecnologies NOSQL no suporten ACID, ja que per a molts la consistència 
estricte que proveeix els SGBDR és una de les millors funcionalitats que disposa. Això és un 
clar inconvenient, sí. Però moltes vegades s’ha d’estudiar millor l’aplicació per a adonar-se 
que potser no és necessari mantenir aquestes propietats. Per exemple, no és del tot crític 
que un usuari d’una xarxa social no vegi a l’instant la modificació de perfil realitzada per a 
una altra persona. L’usuari pot esperar uns pocs minuts per a veure les dades actualitzades 
sense que hi hagi conseqüències greus. No obstant, sí que seria molt crític que una 
persona no veiés correctament els canvis realitzats a la seva compta bancària. És per això, 
que el fet que NOSQL no adopti ACID a les aplicacions, sigui el motiu de major pes per a 
voler-la adoptar o no. Si es prefereix tenir un alt rendiment abans que mantenir ACID però 
aquest últim és necessari per a l’aplicació, s’haurà de buscar alternatives i gestionar les 
comprovacions necessàries a nivell de l’aplicació. Això comporta una certa complexitat 
afegida al codi de la programació i que el desenvolupador tingui cert coneixement ja que 
no és una tasca fàcil, però tampoc impossible.  
 
3. Pèrdua semàntica (per exemple, relacions entre taules). És clarament un dels majors 
motius pel qual l’accés de les dades a la tecnologia NOSQL és tan ràpida, però també 
suposa un inconvenient a la hora de modelar certes aplicacions. Existeixen molts 
mecanismes i procediments per a simular les relacions entre “taules”, com s’explica en 
l’apartat de Comparació a la part de teoria, però hi ha vegades que les relacions són massa 
marcades i tenen les dades molt tabulars i per tant és millor utilitzar un SGBDR.  
Als casos pràctics 2 i 3 realitzats en aquest projecte, el fet d’aqueta absència no ha suposat 
cap mena de complicació a causa que els models de dades eren senzills. Però al cas pràctic 
1, s’ha pogut comprovar que amb les unions d’un tipus de tecnologia de tipus graf, ha sigut 
molt més fàcil la realització de la xarxa que si fossin unions entre taules d’un model 
relacional.  
 
4. Falta de funcionalitats per a administrar les bases de dades. Abans s’ha comentat que era 
fàcil l’administració, però hi ha casos que és complica més la tasca. Això és a causa que 
moltes tecnologies NOSQL sacrifiquen funcionalitats que tenen per defecte molts SGBDR 
per tal d’obtenir millors rendiments i un mateix s’ha d’espavilar per extreure la informació 
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5. Cost d’aprenentatge i experiència. A causa que la tecnologia NOSQL és relativament nova, 
hi ha pocs desenvolupadors que siguin experts al tema si es mira en relació als que ho són 
en els SGBDR. Això comporta que per a realitzar aplicacions que usin NOSQL s’haurà de 
sumar un temps d’aprenentatge inicial per tal de poder començar a dissenyar i a 
desenvolupar. A més no només fa falta conèixer els seus principis bàsics sinó que per 
exemple per a fer el modelatge de dades, es necessita aprofundir el tema per veure la 
millor manera de realitzar-ho.  Això s’ha pogut comprovar de primera mà, ja que s’ha 
invertit molt temps en conèixer la tecnologia abans d’utilitzar-la perquè d’altra banda 
s’hagués emprat de manera errònia. Per tal de poder començar amb el model de dades, 
s’ha necessitat estudiar l’estructura interna de cada tecnologia NOSQL i veure de quina 
manera es pot aprofitar al màxim els avantatges que suposen. Sobretot per al cas pràctic 1 
per a ambdós tecnologies Neo4J i MongoDB i per al cas pràctic 3, aprofitant funcionalitats 
especials que aporta MongoDB.  
A partir dels casos pràctics es podria concloure, que la corba d’aprenentatge de la 
tecnologia NOSQL és relativament alta. És difícil el primer contacte amb l’entorn, i calen 
realment moltes hores per a poder utilitzar correctament les funcionalitats que aporten.  
 
6. Absència d’estandardització. Un dels grans desavantatges que s’ha trobat amb NOSQL és 
que no existeix cap estandardització. Cada plataforma utilitza el seu propi llenguatge i el 
seu propi funcionament i no existeix cap API o llenguatge de consulta universal. Això 
comporta costos realment addicionals per a fer per exemple migracions entre diferents 
gestors de NOSQL. 
A més, com que les tecnologies NOSQL són relativament noves i constantment sorgeixen 
nous companyies que aporten nous gestors, és molt probable que si es comença a 
aprendre a usar una d’aquestes tecnologies, en uns pocs anys hi hagi un altre gestor que 
sigui millor i per tant el que tan temps ha costat utilitzar-lo quedi desfasat i no s’utilitzi més 
o no tingui més suport o actualitzacions. Això significaria que el que s’ha après no tindria 
més valor i com a conseqüència, s’hagi d’aprendre tot de nou per a la plataforma nova que 
la suplanti.  
 
Passa exactament el mateix amb les versions que van sorgint d’un gestor en concret. Com 
que la tecnologia és nova i encara hi ha petits errors o falta de funcionament, es van 
treient noves versions cada pocs mesos i depenent de si hi ha molts canvis, és possible que 
s’hagi de realitzar moltes adaptacions al codi per a les noves versions o que s’hagi 
d’actualitzar-lo en la seva totalitat.  
Això s’ha pogut comprovar directament, ja que cada 4 mesos o menys, han anat sorgint 
noves versions de MongoDB i per tant s’ha anat instal·lant i provant els nous a mesura que 
anaven apareixent. Ha resultat haver molta diferència entre ells, i s’ha hagut d’adaptar 
codi per tal d’aprofitar les novetats que apareixien a les noves versions.  
 
7. Immaduresa. De mateixa manera que s’ha anat exposant als punts anteriors, la 
immaduresa juga un paper molt desfavorable. Encara hi ha moltes funcionalitats a millorar 
a la majoria de tecnologies NOSQL, sobretot en termes de seguretat. La immaduresa és un 
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a Espanya, hi ha relativament poques empreses conegudes que utilitzin NOSQL i això 
provoca certa inseguretat per part de moltes altres per a iniciar-se en aquest món.  
 
8. Facilitat d’errors en la programació. El fet que l’esquema sigui totalment lliure, fa que hi 
hagi molta llibertat per part del programador a realitzar el codi. Però també pot provocar 
que hi hagi errors a la programació. En el model relacional, els administradors de bases de 
dades i els analistes dissenyen cautelosament el model de dades de les taules i una vegada 
està resolta, el programador només ha d’afegir registres que concordin amb l’esquema 
proposat. Això fa que hi hagi moltes restriccions al programador, i per tant no poden posar 
dades que no concordin a la taula, ja sigui accidentalment o intencionadament. D’altra 
banda a NOSQL és possible que s’insereixin registres que no segueixin un esquema model, 
i per tant augmenta la possibilitat d’equivocar-se.  
Quan s’han desenvolupat els casos pràctics, es prenia especial atenció en aquest punt, ja 
que és relativament fàcil equivocar-se si no hi ha una limitació per part de la tecnologia.  
 
9. Manteniment. Lligat al punt anterior, el manteniment de les aplicacions realitzades amb 
tecnologia NOSQL requereix cert esforç a causa de la seva estructura flexible. Un altre 
inconvenient es donaria al cas que s’hereti una aplicació que utilitza NOSQL realitzada per 
una altra persona, i no existeixi documentació extensa. El desenvolupador que hagi de 
mantenir el programa tindrà greus problemes per a poder continuar amb el codi. Pot 
semblar que no és important aquest punt, però cobra de vital importància en empreses 
que tenen un nombre alt de rotacions de personal. 
 
10. Consultes. La majoria de tecnologies NOSQL estan pensades per a realitzar consultes molt 
simples. Per a poder fer operacions més complexes de l’estil de “group by, order by“ 
s’incrementa la dificultat del codi de l’aplicació. S’ha pogut comprovar directament a partir 
dels casos pràctics 2 i 3. A la hora de realitzar agrupacions al cas 3, el codi es complicava i 
es necessitava destinar més hores per a la comprensió del funcionament.  
 
11. Seguretat. NOSQL és una tecnologia que no és molt madura i això li perjudica en termes 
de seguretat. El fet que l’esquema sigui lliure, significa que en qualsevol moment es poden 
afegir nous camps al model de dades. Això és perillós i s’ha de controlar molt els nous 
atributs ja que per exemple es podrien donar privilegis equivocats. A NOSQL no hi ha gaire 
control. 
Un altre factor que juga en contra, és que a causa de la seva novetat, la majoria de 
desenvolupadors estan aprenent a utilitzar-lo, i per tant primer s’asseguren que funcioni 
correctament i posteriorment s’intenta que sigui segur. Tampoc hi ha gaire informació 
sobre el tema i el desconeixement de la tecnologia provoca errors que poden ser utilitzat 
per pirates informàtics per a infiltrar-se a les bases de dades. De fet un dels majors atacs 
possibles que poden sofrir aquest tipus de tecnologia és a partir de la injecció de dades 
usant JavaScript.  
Per tant, s’hauria de buscar alternatives per a poder assegurar la seguretat als sistemes, 






FIB Els beneficis de l'ús de tecnologies NOSQL Everis 
Paper de l’administrador de bases de dades 
Una discussió que sorgeix de l’aparició de NOSQL és referent al paper de l’administrador de 
bases de dades (DBA). Com que la majoria de gestors NOSQL tenen un esquema de dades 
flexible, això suposa que el model de dades es construeix a partir de la implementació del codi. 
Això té una gran afectació a la responsabilitat dels treballadors: el desenvolupador és qui 
realment coneix el model de dades ja que és ell qui l’ha construït i passa a ser el que té la 
capacitat d’afegir, modificar o eliminar camps dels models de dades. Significa que els 
desenvolupadors passen a tenir més responsabilitat que fins i tot els administradors de les 
bases de dades.  
També s’ha pogut comprovar al llarg del projecte amb els casos pràctics, que a la construcció 
del model de dades s’ha tingut en compte el tipus de dades de l’aplicació, les consultes més 
freqüents i costoses en termes temporals i sobretot haver estudiat en profunditat els 
avantatges que poden proporcionar la tecnologia que es vol utilitzar. Si s’examinen aquests 
passos que s’han seguit, és molt probable que un desenvolupador tingui més coneixements en 
quant a funcionalitat de l’aplicació en termes de rendibilitat, arquitectura interna i 
implementació de la tecnologia que un DBA per a poder crear el model de dades.  
I a tot això se li ha d’afegir, que si s’adopta NOSQL com a motor d’emmagatzematge, molt 
possiblement sigui a causa de la seva capacitat de distribuir les dades, realitzar replicacions i 
moltes altres opcions complexes que necessita un expert en programació més que un 
administrador de base de dades per a resoldre.  
Per tant, a partir d’aquests factors, es podria concloure que a la hora de mantenir les dades a 
les aplicacions realitzades amb tecnologia NOSQL, podria prendre dominància el 
desenvolupador envers el DBA.  
Significa això que es pot prescindir del DBA? A partir de tot el que s’ha investigat, es pot arribar 
a la conclusió que no. Si es recorda el significat de les sigles de NOSQL, significa “no només 
SQL”, és a dir que tendeix a utilitzar-se conjuntament amb altres bases de dades relacionals. És 
per aquest motiu que els SGBDR no s’extingiran i per tant sempre farà falta el paper d’un DBA.  
A més, el fet que un desenvolupador en una aplicació NOSQL prengui més importància, 
comporta que aquests han de reforçar els seus coneixements dels requeriments no funcionals 
per a poder implementar els patrons i les tecnologies correctes per assegurar que la 
informació sigui accessible, disponible, consistent, etc. També per saber realitzar 
optimitzacions a les bases de dades i altres tasques complexes que es realitzen als models de 
dades.  
Per tant, potser la millor manera i el que molt probablement passi, és que tant el DBA aprengui 
més les operacions que realitza un desenvolupador i entendre el seu punt de vista, i que el 
desenvolupador s’instrueixi del coneixement propi d’un DBA, per així poder treballar 
conjuntament aprofitant al màxim ambdós coneixements sense que hi hagi una clara separació 
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Per tant, es pot concloure també, que NOSQL provoca canvis tecnològics però també 
organitzacionals. Comporta que s’adapti el negoci d’una empresa per a poder assimilar millor 
els canvis que suposa adoptar una tecnologia d’aquestes característiques.  
Sistema poliglot 
Una de les conclusions més clares que s’ha pogut extreure al llarg de tota la realització del 
projecte és que la tecnologia NOSQL serveix d’ajuda per a les aplicacions, és a dir, és més un 
suport per a suplir les carències dels gestors de bases de dades relacionals, més que una 
suplantació d’aquests.  
A partir d’aquesta aproximació sorgeix el que s’anomena sistema poliglot. Significa que es 
tenen diversos gestors de bases de dades en un mateix sistema, és a dir, s’utilitza l’eina 
correcta per a cada part del sistema segons els diferents objectius.  
A partir del cas pràctic 1, s’ha pogut veure com la tecnologia NOSQL de tipus graf soluciona 
molt positivament la complexitat de les relacions entre molts registres, i com la de tipus 
document serveix per a guardar grans objectes de dades. Per tant, indirectament en el cas 
pràctic 1, s’ha creat un sistema poliglot, en que la de tipus graf conté el model de domini i la de 
document té la gestió dels documents.  
Un altre exemple podria derivar-se d’usar un SGBDR per a dades estructurades i a part una 
tecnologia de tipus graf de NOSQL per a fer les relacions entre aquestes entitats.  
Prediccions 
Un cop vistos tots els avantatges i inconvenients que aporta la tecnologia NOSQL i veient com 
ha anat evolucionant tot des del seu inici fins a l’actualitat, s’ha realitzat una sèrie d’humils 
prediccions: 
1. Moltes desenvolupadors veuran que no és del tot necessàri mantenir ACID i els és més 
beneficiós obtenir un millor rendiment sobretot pel que fa a les lectures i escriptures. 
Aquest enteniment serà crucial per a ser més receptius a voler adoptar NOSQL a les 
seves aplicacions.  
2. No obstant, la immaduresa jugarà un paper molt negatiu a les tecnologies NOSQL. 
Encara passarà temps a que les empreses vulguin confiar cegament en aquesta 
tecnologia tan nova, i s’esperaran a que millorin temes com la seguretat per a poder-
les utilitzar.  
3. De totes els gestors existents, hi haurà uns pocs que tindran una gran adopció per part 
d’empreses. Les que més impacte tindran, seran les de tipus document, ja que són les 
que més flexibilitat aporten a la majoria de funcionalitats. A part, ja s’ha pogut 
comprovar que MongoDB ha obtingut una gran inversió econòmica per a que es pugui 
expandir i millorar el seu producte. 
4. Les empreses que tenen els principals gestors de bases de dades relacionals, també es 
voldran afegir al mercat de NOSQL ja que no els podran fer front per a moltes 
aplicacions. Com s’ha vist amb el sistema poliglot, els SGBDR no moriran mai, però sí 
que perdran moltes aplicacions ja que segons els seus requeriments NOSQL s’adapten 
millor a les seves necessitats. Per aquest motiu, es crearan gestors de tipus NOSQL i els 
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està passant, Oracle ha creat el seu propi gestor no relacional, anomenat “Oracle 
NoSQL database”.  
5. També pot passar que molts SGBDR vulguin adoptar funcionalitats pròpies de NOSQL 
per a millorar carències que actualment s’han detectat. Tot i que no hi haurà -se un re-
disseny complet, sí que pot ser que hi hagi certes millores en molts aspectes o que 
relaxin altres operacions per a guanyar rendiment o per facilitar l’escalat.  
6. Per a finalitzar, la tecnologia NOSQL no caurà a l’oblit. S’ha obert una nova porta al 
món no relacional que no ha deixat indiferent a molta gent i cada dia té més seguidors. 
No només no desapareixerà, sinó que es continuarà millorant fins a arribar a un punt 
que serà molt normal tenir aquest tipus de tecnologia a moltes empreses.  
 
Com a conclusió final que s’ha pogut extreure al llarg de tot aquest projecte, es pot concloure 
que el sorgiment d’aquesta tecnologia, pot marcar un abans i un després. No tant pel canvi 
tecnològic sinó pel canvi de plantejament més profund que comporta. Pel fet que ajuda a 
“despertar-se” per a adonar-se que és hora de proposar-se per què desenvolupem les 
aplicacions com les portem desenvolupant fins ara. És hora de pensar si existeixen altres 
alternatives, si es podria realitzar un model de dades diferent al que s’està acostumat i es 
predica, per tal d’augmentar el rendiment o altres factors que es considerin importants per a 
una aplicació.  
Aquesta tecnologia és tan sols l’eina que permet demostrar que hi ha alternatives a les que 
tothom segueix amb els ulls tancats. El trencament del paradigma del “one size fits all” pot ser 
que sigui un reforç per a veure que no s’ha de seguir els passos que es segueixen simplement 
perquè és el que s’ha portat fent fins ara. És important pensar de manera més funcional, i 
veure quines són les opcions per a aconseguir de manera més productiva els objectius, encara 
que pel camí es perdin altres funcionalitats que no siguin del tot necessàries.  
És el que s’ha volgut demostrar amb el cas pràctic 3, i s’ha aconseguit. El sol fet de crear el 
model de dades de diferent manera, tot i tenint constància que l’anterior model ja funcionava 
perfectament, s’ha pogut comprovar que si s’estudien les funcionalitats de l’aplicació, el tipus 
de dades que s’han d’emmagatzemar i el que es vol aconseguir de l’aplicació, és possible que 
hi hagi alguna manera millor de dur a terme la tasca de la seva construcció per a assolir els 
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13.2. Objectius assolits 
Els objectius principals del projecte plantejats a l’inici, s’han assolit  
 Identificar els escenaris en els quals es poden incloure les bases de dades NOSQL i quin 
són els tipus d’aplicacions que els hi són favorables. 
S’ha realitzat una fase de documentació i s’ha trobat la informació necessària per a 
poder conèixer en detall cadascun dels diferents tipus de tecnologia NOSQL.  A partir 
d’aquesta informació, s’ha pogut identificar una classificació segons el tipus de 
tecnologia dels escenaris que són beneficioses les funcionalitats que aporta la 
tecnologia NOSQL i dels escenaris que en són desavantatjoses.  
També s’ha creat una classificació segons la metodologia que es vol adoptar per a 
crear les aplicacions, per tal de facilitar la tasca de determinar si és convenient la seva 
adopció o no.  
Per tant, es pot dir que aquest objectiu s’ha complert satisfactòriament.   
 Realitzar una comparativa empírica de les bases de dades no relacionals amb les 
relacionals. 
En total s’han realitzat dos casos pràctics que configuren comparatives empíriques 
entre la tecnologia no relacional i les bases de dades relacionals.  
Per als dos casos, per a la base de dades relacional s’ha escollit MySQL i per a la 
tecnologia NOSQL s’ha triat una de tipus document, MongoDB. 
Al llarg d’aquest projecte s’ha creat una aplicació realitzada amb el framework propi 
del departament, Canigó3, que ha servit per a fer les comparacions del cas pràctic 2 i 
del cas pràctic 3 i alhora ha servit al departament per a facilitar la seva tasca de 
generació d’informes amb dades reals per a les seves reunions de seguiment.  
El cas pràctic 2 ha servit per a fer una comparativa experimental dels dos gestors 
MySQL i MongoDB amb els models de dades iguals. Per tant s’ha pogut comparar el 
rendiment en igualtat de condicions i posteriorment aprofitant la funcionalitat 
d’escalat horitzontal que aporta el gestor MongoDB. El cas pràctic 2 ha servit per a 
corroborar la part teòrica de la tecnologia NOSQL que diu que és converteix més 
rendible a mesura que s’augmenten les dades i ha servit per a veure com l’escalat 
horitzontal és molt beneficiós per a un gran volum de dades. A més, s’ha demostrat 
que per als escenaris experimentats, MongoDB és més eficient que MySQL en termes 
d’execució temporal per a les consultes.  
D’altra banda amb el cas pràctic 3, s’ha volgut provar empíricament la flexibilitat que 
aporta la tecnologia NOSQL de tipus document a la hora de realitzar el modelat de 
dades. Però sobretot, s’ha volgut seguir explícitament el procediment que es predica a 
la tecnologia NOSQL de construcció de l’aplicació. Aquest era estudiar primer les 
funcionalitats de l’aplicació i del tipus de dades que es vol emmagatzemar, i també de 
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dades que servirà per a desenvolupar l’aplicació. I el resultat ha sigut molt satisfactori. 
El model ideat específicament per a resoldre la problemàtica que té l’aplicació i 
aconseguir així l’objectiu de rebaixar el temps que triga l’execució de les consultes, ha 
permès desenvolupar una aplicació molt més rendible, on s’obtenen millors resultats 
que el construït amb el model relacional.  
 Aquest cas pràctic 3 demostra així, que quan s’utilitza una tecnologia NOSQL es pot 
enfocar la construcció de l’aplicació des d’una altra perspectiva per així aprofitar al 
màxim els avantatges que es poden obtenir d’aquestes noves eines.  
També cal remarcar, que a causa que la construcció de les aplicacions per als diferents 
casos pràctics i la generació de les consultes en NOSQL han sigut processos força lents i 
que va sorgir una nova versió de la tecnologia de tipus document, MongoDB, que 
millorava increïblement el rendiment del cas pràctic 2 a principis d’Agost, el client va 
demanar explícitament la realització de les proves amb la nova versió i com a 
conseqüència, es va haver de retardar la finalització del projecte unes setmanes més 
per a poder dur-ho a terme.  
Encara que no s’han pogut realitzar totes les proves més exhaustives que inicialment 
es volien com a comparar empíricament la consistència entre els dos gestors, o altres 
proves d’estrès, els resultats que s’han obtingut en ambdós casos han sigut suficients 
per a poder analitzar el comportament bàsic dels sistemes escollits i validar la 
comparació teòrica realitzada a la primera part del projecte. És per aquest motiu que 
també es pot concloure que s’ha cobert el segon objectiu satisfactòriament.   
 Analitzar els beneficis de NOSQL en un entorn empresarial. Aquest projecte es porta a 
terme dintre l’empresa Everis i es vol identificar els avantatges que suposaria la 
implantació d’aquest tipus de tecnologia a les companyies. 
Primerament s’ha fet un estudi de les principals característiques i funcionalitats de les 
tecnologies NOSQL. A partir del que s’ha extret d’aquesta investigació i dels casos 
pràctics realitzats al llarg d’aquest projecte, s’ha pogut recopilar una sèrie de beneficis 
i inconvenients que suposaria a una companyia adoptar NOSQL. Aquesta llista de 
beneficis i inconvenients és relativament extensa i s’intenta abastar el màxim de punts 
que poden interesar a les companyies. Per tant, també es pot donar per cobert aquest 
tercer objectiu.  
 Desenvolupar una prova pilot amb una aplicació de demostració usant les tecnologies 
NOSQL i el framework Canigó, una eina de desenvolupament d’aplicacions web creada 
per l’empresa Everis.  
En total s’han realitzat tres proves pilots diferents, amb dos tipus de tecnologies 
NOSQL diferents, que han servit per a realitzar les comparatives empíriques i presa de 
contacte amb la nova tecnologia.  
Al primer cas pràctic, es crea un sistema poliglot utilitzant els dos gestors NOSQL, 
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demostrant doncs, que el framework de Canigó està perfectament capacitat per a 
permetre desenvolupar aplicacions amb la nova tecnologia NOSQL. 
Als dos altres casos pràctics 2 i 3, també es crea un sistema poliglot ja que s’utilitza el 
gestor MySQL relacional i MongoDB a la mateixa aplicació, amb dues connexions a les 
bases de dades diferents, per a poder realitzar la comparativa entre els dos gestors.  
Per tant, també es pot concloure que aquest quart i últim objectiu s’ha assolit 
correctament.  
 
Finalment, cal apuntar que després de proporcionar tota aquesta informació al client que ha 
proposat el projecte, el CTTI de la Generalitat de Catalunya, ha realitzat una valoració per 
veure si pot adoptar la nova tecnologia NOSQL a les seves aplicacions i ha decidit implantar la 
tecnologia de tipus document, MongoDB a un projecte real seu.  
 
13.3. Coneixements aplicats i adquirits 
Per a la realització d’aquest projecte m’ha servit de gran ajuda els coneixements adquirits al 
llarg de la meva carrera tècnica d’Enginyeria Informàtica de Gestió i del Màster de Tecnologies 
de la Informació.  
En general, totes les assignatures de la branca d’Enginyeria del Software m’han servit per a 
poder encarar més fàcilment el projecte i entendre els conceptes teòrics que he anat 
investigant. En especial, assignatures com ES, ES2 i sobretot DABD, m’han ajudat a entre millor 
detalls tècnics relacionats amb les base de dades com el modelatge de dades, el realitzament 
de consultes complexes o l’arquitectura pròpia dels gestors relacionals.  
També m’ha aportat molt l’assignatura DSBW per a aquest projecte, ja que com s’ha 
desenvolupat tres aplicacions orientades al web per a realitzar els tres casos pràctics, he pogut 
aplicar els coneixements teòrics com els patrons i disseny però sobretot els coneixements 
pràctics adquirits al laboratori de l’assignatura. 
D’altra banda PESBD, PGPSI i SIO m’han servit per a entendre millor el funcionament d’un 
projecte real com el projecte del departament de Canigó on treballava, ja que he assistit a 
moltes reunions de seguiment a on s’exposava tota mena de conceptes teòrics com són la 
detecció de riscos, les etapes del projecte, tractament amb clients, etc.  
Finalment, l’assignatura HITI també m’ha servit per a poder realitzar la investigació d’una 
millor manera, aplicant les tècniques de cerca que tan insistien que s’havia d’utilitzar.  
En la realització d’aquest projecte, he après les característiques, les funcionalitats i 
l’arquitectura de la tecnologia NOSQL. He après nous patrons de modelatge. He après com 
incrustar objectes dintre d’objectes en una base de dades document de NOSQL. Però el que 
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El que m’ha permès comprendre durant la realització d’aquest projecte, és el que comporta el 
sorgiment d’aquesta tecnologia. He comprès que la societat canvia a passos agegantats, i és 
per aquest motiu que s’ha d’anar adaptant la tecnologia al mateix ritme que canvien els valors 
de la vida quotidiana. Com que nosaltres formem part d’aquesta societat, potser no ens 
adonem que estem en constant evolució fins que no ens aturem, mirem el passat i reflexionem 
sobre els canvis tan bruscos que van apareixent al món. Amb aquest projecte he après que les 
persones no ens podem adormir i deixar que tot canviï al nostre voltant, sobretot els que ens 
dediquem a la tecnologia. S’ha d’estar obert a noves alternatives i donar oportunitats a eines 
que van sorgint i podrien semblar en un primer moment agressives o massa transgressores.  
Potser seran necessàries per tal d’adaptar les nostres necessitats a la tecnologia que ens 
envolta.  
 
13.4. Valoració personal 
La realització d’aquest projecte m’ha comportat una gran riquesa tant personal com 
professional, ja que el fet d’haver format part d’un projecte en una empresa real important 
com és Everis, m’ha fet evolucionar com a persona i m’ha fet entendre conceptes que abans 
només ho havia llegit als llibres. Ha sigut una experiència molt bona i també m’ha servit per a 
veure com es treballa en equip per a poder afrontar grans projectes.   
Durant la realització d’aquest projecte he pogut tenir contacte amb un client real, en aquest 
cas el departament tecnològic de la Generalitat de Catalunya (CTTI) i he pogut veure quines 
són les metodologies per a poder presentar els projectes. Fins i tot vaig assistir a una 
conferència de MongoDB a la ciutat de Barcelona a l’edifici Diagonal 00 de Telefònica amb el 
client, on un dels creadors de MongoDB va exposar la nova versió que en aquell moment 
sortiria al mercat a principis d’Agost i va crear tanta exptectació. Gràcies a aquesta conferència 
el client va quedar encuriosit amb les novetats que s’afegien i per això va demanar que es 
realitzessin les proves amb la nova versió, cosa que va provocar un retardament a la data final 
del projecte.  
Personalment a l’inici del projecte no tenia constància de l’existència d’aquest tipus de 
tecnologia. I el seu descobriment va provocar que inmediatament m’atragués la seva novetat. 
En veure que aquesta tecnologia era capaç de trencar les barreres que estàvem acostumats a 
seguir perquè crèiem que no hi havia alternativa, realment em fascinava. L’afany d’aprendre 
més sobre aquestes tecnologies feia que la investigació fos com part d’un joc per a entendre 
més els conceptes que tan foscos eren per mi anteriorment.  
La realizació d’aquest projecte sobretot m’ha servit per adonar-me que la teoria que s’apren, 
no s’ha d’aplicar amb els ulls tancats perquè sigui el procediment que la majoria de gent 
segueix, sinó que la teoria serveix com a complement per ajudar a trobar la millor manera per 
a realitzar la tasca que es necessiti fer. S’ha de plantejar les diferents opcions que es tenen, 
pensar si encara n’existeix alguna altra i finalment escollir d’entre elles la que es seguirà.  
En el cas concret de NOSQL, sempre ens han ensenyat que el dogma és seguir el que es predica 
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pot aconseguir l’objectiu que desitjem d’una altra manera. I tampoc s’ha de tenir por als 
canvis. Es pot pensar que si el model relacional sempre ha anat bé, per a què canviar-ho? Al 
meu entendre, s’ha d’estar disposat a provar tecnologies noves, però també sense ser tan 
radical, ja que moltes vegades aquestes sorgeixen per a ser un complement, no per a ser un 
substitut, com és el cas de NOSQL.  
Com a resum de tot el projecte es podria adaptar la dita popular “Cada ovella amb la seva 
parella” com a: “Cada aplicació amb el seu gestor de base de dades”.  
 
13.5. Treball futur 
Aquest projecte és un petit pas en l’estudi dels gestors NOSQL. Cal veure com afecten altres 
factors com la tipologia de consulta, el tipus d’esquema, la topologia de la xarxa, el nombre de 
màquines, etc. Tot això, dependrà sempre del tipus d’ús que es vulgui fer de NOSQL i que la 
comparativa aquí feta no és extrapolable a altres casos que s’haurien d’estudiar a consciència.  
Com a treball futur es podria plantejar: 
 Investigar com s’adaptaria la tecnologia NOSQL al núvol. Totes dues tecnologies són 
considerades molt noves, i seria interessant veure si es poden complementar entre sí 
per a poder aportar millores en els seus objectius respectius.  
 
 També es podria afegir nous escenaris al cas pràctic 2, sobretot amb la realització d’un 
escalat horitzontal per part d’un gestor relacional a part del fet pel gestor de NOSQL. 
Era una pràctica que es volia afegir a les proves, però no hi ha hagut prou temps per a 
dur-ho a terme. Seria interessant veure els resultats per a fer una comparativa dels dos 
tipus d’escalats.  
 
 Realitzar més proves amb diferents gestors relacionals i diferents tipus de tecnologia 
NOSQL. De moment s’ha provat una de tipus document i una de tipus graf per a 
NOSQL però existeix un gran nombre de gestors comercials interessants com 
Cassandra, Riak, CouchDB i molts més. També realitzar comparatives amb un gestor 
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Annex 1. Instal·lació de la tecnologia Neo4j 
La versió que s’ha utilitzat és la de Neo4j 1.6. 
Un cop es té a disposició l’arxiu comprimit amb tots els fitxers executables de la tecologia 
NOSQL Neo4J, es crea la carpeta c:\NEO4J-HOME\ i es descomprimeix allà tot el seu contingut.  
Per a aquesta versió la carpeta és significativa i ha de tenir el mateix nom.  
Un cop descomprimits s’executa el fitxer Neo4j.bat i un cop acabat la base de dades ja haurà 
sigut instal·lada i en estat de “Start”.  
Si surt un error de java, significa que s’ha d’ampliar la mida del heap del java. Per tal de fer això  
s’ha d’editar el fitxer situat a C:\NEO4J-HOME\conf\neo4j-wrapper.conf i augmentar el valor 
de “initmemory”: 
  
I ja es tindrà tot el servidor correctament instal·lat. Cada vegada que es vulgui tenir actiu el 
servidor, s’haurà d’executar el Neo4j.bat estarà en fase d’espera de connexions.  
Opcions de configuració 
Neo4j Servidor 
El servidor Neo4j és en definitiva una instància de motor d’emmagatzematge. Aquest motor 
pot ser personalitzat de la mateixa manera que les altres configuracions embegudes, usant el 
mateix format de fitxer. La única diferència és que el servidor ha de saber a on trobar la 
configuració.  
El fitxer de configuració és el conf/neo4j-server.properties i està situat al servidor.  En 
aquest fitxer es pot especificar un segon fitxer de configuració que conté les configuracions de 
personalització de la base de dades, que és, el fitxer neoj.properties. El que fem és 
modificar una propietat per a que apunti a un fitxer vàlid: 
 
S’ha de reiniciar el servidor un cop modificat aquesta informació. 
Org.neo4j.server.db.tuning.properties={neo4j.properties file} 
#Initial Java Heap Size (in MB) 
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Especificar paràmetres principals del servidor 
Per especificar la localització a disc de la base de dades s’ha de modificar el paràmetre: 
 
Per indicar el port del servidor HTTP, informació administrativa i accés a interfície gràfica: 
 
Especificar el patró d’accept pel webserver (per defecte és 127.0.0.1): 
 
Establir la localització del directori de base de dades round-robin que recull mètriques a la 
instància executada del servidor: 
 
Indicar el camí de la URI per a la informació de la API REST pel qual s’accedeix la base de dades. 
Hauria de ser un camí relatiu.  
 
Modificar la URI de gestió per a la administració API que usa l’eina Webadmin. També hauria 
de ser un camí relatiu: 
 
Forçar el servidor per utilitzar adreces d’internet IPv4, in conf/neo4j-wrapper.conf en la 
sessión Java additional paràmetres s’afegeix un nou paràmetre.  
 
 
Especificar propietats de JVM 
Per tal de poder perfilar el servidor independent s’ha d’editar el fitxer neo4j-wrapper.conf 
fen el directori conf de NEO4J_HOME. 
Es poden editar les següents propietats del JVM: 
Nom de la propietat Significat 
wrapper.java.initmemory Mida inicial del heap (en MB) 
wrapper.java.mazmemory Mida màxima del heap (en MB) 
wrapper.java.additional.N Paràmetre literal addicional del JVM a on N 
és un nombre per a cada uno.  
 
Wrapper.java.additional.3=-Djava.net.preferIPv4Stack=true           
Org.neo4j.server.webadmin.management.uri=/db/manage    
Org.neo4j.server.webadmin.data.uri=/db/data/     
Org.neo4j.server.webadmin.rrb.location=data/graph.db/../rrd           
#allow any client to connect 
Org.neo4j.server.webserver.address=0.0.0.0     
Org.neo4j.server.webserver.port=7474      
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Existeixen dos tipus de paràmetres principals de memòria per a JVM, un controla l’espai del 
heap i l’altre controla l’espai de l’stack. El paràmetre de l’espai del heap és el més important 
per a Neo4j, ja que això goberna quants objectes pots emmagatzemar. El paràmetre de l’espai 
de l’stack indica com de profunda pot arribar a ser la crida de l’stack que fa l’aplicació. 
Configurar la mida del heap i Garbage collection 
Quan es tracta de l’espai del heap, la regla general és: com més espai tens millor, però 
assegurat que el heap s’ajusta a la memòria RAM de l’ordinador. Si el heap pagina fora del 
disc, el rendiment es degradarà ràpidament. Però tampoc és aconsellable tenir un heap més 
gran que el que l’aplicació necessita, ja que significa que la JVM acumularà molts objectes 
morts abans que el garbage collector s’executi, això provoca grans pauses del garbage 
collector i per tant comportaments de rendiment no desitjats.  
Tenir una mida gran d’espai del heap significa que Neo4j pot gestionar transaccions llargues i 
també més transaccions concurrents. Un gran heap també farà que Neo4j sigui més ràpid ja 
que significa que Neo4j pot tenir una gran porció de graf en les seves cachés, significant que 
els nodes i les relacions a l’aplicació freqüentment utilitzades són sempre disponibles 
ràpidament. La mida per defecte del heap per a 32bit JVM és de 64MB (i 30% més gran per a 
64bit) que és molt petit per a la majoria d’aplicacions reals.  
 
 
Un heap gran per tant permet caches grans per a nodes i relacions, però pot provocar també 
problemes de latència causades pel garbage collection com s’ha explicat anteriorment. Les 
implementacions d’alt nivell de les caches diferents disponibles en Neo4j juntament amb una 
configuració JVM correcte del heap i del garbage collection (GC) hauria de permetre gestionar 
la majoria de workloads.  
Aquí hi ha una guia per les mides del heap: 
Numero de primitius Mida de RAM Configuració del 
Heap 
RAM reservada pel 
SO 
10M 2GB 512MB La resta 
100M 8GB+ 1-4GB 1-2GB 
1B+ 16GB-32GB+ 4GB+ 1-2GB 
 
Configurar la mida de l’stack 
Neo4j treballa bé amb el valor per defecte de l’espai de l’stack, però si l’aplicació implementa 
algun comportament recursiu, és aconsellable incrementar aquest espai. Cal notar que la mida 
de l’stack es compratit per tots els threads, per tant si l’aplicació executa molts threads 
concurrents llavors també és bona idea augmentar l’espai de l’stack.  
La mida del heap es modifica especificant el –Xmx???m paràmetre al punt d’accés a on ??? 
és la mida del heap en megabytes. La mida per defecte és de 64MB per a JMV de 32bits i un 






FIB Els beneficis de l'ús de tecnologies NOSQL Everis 
 
Actualment, els CPUs més moderns implementen una arquitectura d’accés de memòria no-
uniforme (NUMA) un disseny utilitzat en multiprocesssament a on l’accés de memòria depèn 
de la localització de memòria relativa a un processador. Això provoca que diferents parts de la 
memòria té diferents velocitats d’accés. Suns Hotspot JVM permet emmagatzemar objectes 
tenint en compte l’estructura de NUMA a la versió 1.6.0 actualització 18. Quan això està 
activat pot proporcionar fins a un 40% de millores al rendiment.  
Per tant, una configuració adequada de la utilització de memòria a JVM és crucial per a un 
rendiment òptim. Requeriments tals com latència, rendiment total i el hardware disponible 
han de ser considerats per a poder trobar una bona configuració. En producció, Neo4j hauria 
d’executar-se en una plataforma multi core/CPU amb el JVM en mode servidor.  
 
Neo4j Embebida 
Quan es crea una instància de Neo4j embebida, és possible passar paràmetres continguts en 
un map a on les claus i valors són strings. Existeix un mètode d’utilització per convertir un 
fitxer de propietats Java stàndard a això: 
 
Configuració eclipse 
Base de dades 
Si es vol afegir la base de dades per poder utilitzar-la en un projecte i si es disposa de Maven2, 
senzillament s’han d’afegir aquestes dependències al fitxer pom.xml i deixar que Maven les 
descarregui al repositori local.  
 
Un cop realitzat això ja es podrà utilitzar la base de dades al projecte.  
<dependencies> 
(…) 
    <dependency> 
      <groupId>org.neo4j</groupId> 
      <artifactId>neo4j</artifactId> 
      <version>1.6</version> 
    </dependency>      
(…) 
</dependencies>        
Map<String,String> configuration = 
EmbeddedGraphDatabase.loadConfigurations( "neo4j_config.props" ); 
GraphDatabaseService graphDb = new EmbeddedGraphDatabase( "my-neo4j-
db/", configuration ); 
La mida de l’stack es modifica especificant el –Xss???m paràmetre al punt d’accés a on ??? 
és la mida de l’stack en megabytes. La mida per defecte és de 512Kb per a JMV de 32bits ia 
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Spring 
Neo4j ha creat recentment unes noves llibreries per poder donar facilitat als programadors de 
Spring a programar utilitzant aquesta base de dades. S’anomena Spring Data Neo4j i conté les 
notacions típiques de Spring per ajudar a la seva programació. 
Per tal de poder-ho utilitzar, s’haurà de posar de nou al pom.xml aquestes dependències. 
 
Les dependències del hibernate, són necessàries si apareix un error d’execució sobre 
validadors web. 
Servidor Neo4j 
Actualment la base de dades de Neo4j permet utilitzar-se de manera embebida o de servidor. 
Si es vol usar-la com a servidor és necessari utilitzar una API desenvolupada per Neo4j 
anomenada REST.  





      <dependency> 
      <groupId>org.springframework.data</groupId> 
      <artifactId>spring-data-neo4j-rest</artifactId> 
        <version>2.0.0.RELEASE</version> 
      </dependency>          
(…) 
</dependencies> 




    <groupId>org.springframework.data</groupId> 
    <artifactId>spring-data-neo4j</artifactId> 
    <version>2.0.0.RELEASE</version> 
 </dependency> 
      <dependency> 
    <groupId>org.hibernate</groupId> 
    <artifactId>hibernate-validator-annotation- 
  processor</artifactId> 
    <version>4.1.0.Final</version> 
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Annex 2. Instal·lació de la tecnologia MongoDB 
Instal·lació base de dades MongoDB 
 Una vegada es tenen els binaris pre-compilats, es situen a la carpeta que es vulgui i a la 
carpeta /bin hi haurà tots els executables disponibles per a l’execució de la base de dades.  
Per tal de poder posar el servidor a fase start, s’ha d’executar /bin/mongod.exe  i si es vol 
executar el client s’ha d’executar /bin/mongo.exe 
Configuració eclipse 
Driver Java 
MongoDb disposa de un driver de Java per a poder integrar mongoDb a l’entorn de treball.   
Per tal de poder utilitzar-la en un projecte i si es disposa de Maven2, el que s’ha de fer es 
afegir la dependència corresponent al fitxer pom.xml per a que Maven ho descarregui al 
repositori local. La dependència és la següent:  
 
Un cop realitzat això ja es podrà integrar la base de dades al projecte java.  
Utilització MongoDb 
Realitzar una connexió 
Per crear una connexió a la base de dades MongoDb es necessita com a mínim, el nom de la 
base de dades el qual s’ha de connectar. No ha d’existir forçosament, en cas que no existeixi, 
MongoDB la crea automàticament.  
Addicionalment es pot especificar l’adreça del servidor i el port per a connectar. A continuació 
hi ha tres maneres diferents per a connectar a la base de dades “mydb” a la màquina localhost. 
<dependencies> 
(…) 
    <dependency> 
      <groupId>org.mongodb</groupId> 
      <artifactId>mongo-java-driver</artifactId> 
      <version>1.2.1</version> 
    </dependency>  
(…) 
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En aquest punt, l’objecte db tindrà una connexió al servidor MongoDB per la base de dades 
especificada.  
És important saber que la instància de l’objecte Mongo realment representa un pool de 
connexions a la base de dades; només es necessita un objecte de la classe Mongo fins i tot 
amb una múltiples processos.  
La classe Mongo està dissenyada per a ser un procés segur i compartit entre processos. 
Típicament només es crea una instància per a un clúster de base de dades i per a usar-la a tota 
l’aplicació. Si per alguna raó es decideix crear diverses instàncies, s’ha de tenir en compte que: 
 Tots els límits de utilització de recursos, connexions màximes, etc, s’apliquen per 
instància mongo. 
 Per disposar d’una instància, s’ha d’assegurar que e crida mongo.close() per netejar els 
recursos.  
Concurrència 
El driver de Java MongoDB és un procés segur. Si s’està utilitzant un entorn de servei web, per 
exemple, s’hauria de crear una sola instància MongoDB i llavors utilitzar-la per a cada petició. 
L’objecte Mongo manté un pool de connexions intern a la base de dades (la mida per defecte 
del pool és de 10). Per a cada petició de la base de dades, el procés java obtindrà una connexió 
del pool, executarà la operació i llavors alliberarà la connexió. Això significa que la connexió 
usada (socket) serà diferent cada vegada.  
Addicionalment en el cas d’un conjunt de rèpliques amb la opció de slaveOk, les operacions 
llegides seran distribuïdes uniformement a través de tots els esclaus. Això significa que senes 
el mateix procés, una escriptura seguida d’una lectura potser seran enviades a diferents 
servidors (màster i després esclau). Entorn a la operació de lectura potser no es veura la 
informació acabada d’escriure ja que la replicació és asíncrona. Si es vol assegurar una 
completa consistència en una “sessió” (com per exemple una petició http), es voldria que el 
driver usi el mateix socket, i això es pot aconseguir utilitzant una “petició consistent”. Cridant 




Mongo m = new Mongo(); 
// or 
Mongo m = new Mongo( "localhost" ); 
// or 
Mongo m = new Mongo( "localhost" , 27017 ); 
 
DB db = m.getDB( "mydb" ); 
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DB i DBCollection són processos completament segurs. De fet, s’emmagatzemen  caché per a 
que es pugui obtenir la mateixa instància no importi què.  
Opció WriteConcern per a escriure una sola operació 
Ja que per defecte una connexió és retornada al pool de connexions despres de cada petició, 
es podria preguntar com cridant getLastError() funcionaria després d’una escriptura. S’hauria 
d’utilitzar una conscienciació d’escriptura com per exemple WriteConcern.SAFE enlloc de 
cridat getLastError() manualment. El driver llavors cridarà automàticament getLastError() 
abans de posar la connexió al pool.  
 
Autenticació 
MongoDB es pot executar de manera segura, a on l’accés a la base de dades és controlada per 
una autenticació de nom i contrasenya.  Quan s’executa en aquest mode, qualsevol aplicació 
client s’ha de proveir d’un nom i contrasenya abans de fer qualsevol operació. En el driver de 
Java, simplement s’ha de realitzar a l’objecte mongo connectat: 
 
Si el nom i contrasenya són vàlids per a la base de dades, auth serà cert. Altrament, serà fals.  
Esborrar base de dades 




Mongo m = new Mongo(); 
m.dropDatabase("my_new_db");             
boolean auth = db.authenticate(myUserName, myPassword);             
DBCollection coll...; 
coll.insert(..., WriteConcern.SAFE); 





DBObject err = db.getLastError(); 
db.requestDone(); 




db.requestDone();             
