Abstract-This paper proposes a novel reversible data hiding scheme based on a Vector Quantization (VQ) codebook. The proposed scheme uses the principle component analysis (PCA) algorithm to sort the codebook and to find two similar codewords of an image block. According to the secret to be embedded and the difference between those two similar codewords, the original image block is transformed into a difference number table. Finally, this table is compressed by entropy coding and sent to the receiver. The experimental results demonstrate that the proposed scheme can achieve greater hiding capacity, about five bits per index, with an acceptable bit rate. At the receiver end, after the compressed code has been decoded, the image can be recovered to a VQ compressed image.
INTRODUCTION
Besides cryptography, steganography (data hiding) is an important way to transfer a large amount of secret data. In steganography, a data hiding scheme hides secret data in a digital cover medium, such as text, image, audio or video. This technique can avoid attracting the attention of attackers by using the meaningful cover medium rather than showing meaningless encrypted codes to attackers.
In recent years, many researchers have published a large variety of image data hiding techniques in the literatures. These techniques can be classified roughly into three approaches, i.e., the spatial domain, the frequency domain, and the compression domain. In the spatial domain, the cover image is altered directly and undetectably to conceal the secret message. Lee and Chen [18] proposed a steganographic algorithm applied in the spatial domain in which the least significant bit (LSB) of each pixel in the cover image was replaced by secret data. Later, Chang et al. [19] found the optimal LSB substitution for embedding secret data by using a dynamic programming strategy. By applying both run-length encoding and modular computation, Chang et al. [20] designed two efficient data hiding methods for bitmap files and grayscale files. All of the above methods are irreversible data hiding schemes in the spatial domain. The reversible data hiding scheme in this domain can be classified into three categories, i.e., 1) data hiding by difference expansion, 2) data hiding by histogram shifting, and 3) data hiding by prediction error
RELATED WORK
In this section, the principal component analysis (PCA) approach will be introduced first, followed by the entropy coding technique, which is used to produce a series of compression codes. Finally, Chang et al.'s reversible image-hiding method based on the VQ index table is discussed.
Principal Component Analysis (PCA)
The principle of VQ encoding is mapping the closest codeword in the codebook for each vector. However, a high computation load is required due to the full search of the codebook. The PCA algorithm is a variable reduction procedure. The much smaller numbers of artificial variables can be obtained from the larger data set. Hence, many schemes (Gray and Linde [21] , Chang and Chen [22] and Chang et al. [23] ) have been proposed to reduce the search time. Among these methods, Chang et al.'s PCA scheme [23] can achieve both high efficiency in encoding procedure and full-search equivalent. In 2010, Wang et al. [24] used a lossless hiding scheme to embed data into the VQ index table by the PCA algorithm.
The parameters of the PCA algorithm can be obtained from the large data set. The obtained numbers are called principal components. These principal components are used to reduce multidimensional data sets to data sets fewer dimensions. Thus, the principal components are used to simplify many analyses by decreasing number of dimensions of the original data. The first principal component represents the largest percentage of total variance in the original data sets, and the second principal component represents the second largest percentage, and so on. In our proposed scheme, the PCA algorithm is employed to sort the n-dimensional vector according to the principal components that are extracted from all codewords in a codebook C . The sorting technique is described as follows. First, all codewords are normalized according to the mean of the variances, which causes the mean of normalized variances to be equal to 0. Second, we calculate the covariance matrix F with the projected results. Assume the eigenvalues are , respectively. Among all eigenvectors, 1 V is the first principal component, which means 1 V has the largest percentage of total variance based on the ratio , respectively. Hence, 3 v is the first principal component direction, denoted as 1 V . We compute every projected value of the codeword in the codebook along with 
Entropy Coding
Entropy coding [25] is a lossless data compression technique used in JPEG compression. There are two kinds of encoding used in entropy coding, i.e., Differential Pulse Code Modulation (DPCM) and run-length encoding (RLE). To begin with, in the procedure of JPEG entropy encoding, a host image of size . In addition, assuming that Diff = -6 is from a Chrominance block, the size is three, which corresponds to the Chrominance bits that are set to there are no zero values before this value, so the format is represented as
. In addition, assume the non-zero value of the AC coefficient is 3 − ; there are three zero values before this value, so the format is represented as
. The last one is EOB, which is transmitted after the last non-zero value in 64 coefficients. For this example, EOB is put in after the
, meaning that the last non-zero value in the 64 coefficients is 3 − . In other words, all of the values after this value are equal to 0. Fig. 5(d) shows the binary bits of the runlength format of AC coefficients. Assuming that the run-length format is
, the bits of
are 01 by mapping the AC Huffman code table, as shown in Fig. 6 , and the bits of > − < 2 with one's complement are represented as 01. Assuming that the run-length format is , the bits of
are 111110111, and the bits of bits. Obviously, the AC Huffman coding reduces the storage requirement significantly. The larger the number of consecutive zero-valued AC coefficients is, the smaller the storage space requirement will be. Normally, there is a large number of the consecutive zero values in the 64 coefficients after the quantization step, so the AC Huffman coding is useful for increasing the ratio of compression.
For the decompression stage, the data stream will be decoded according to the unique codes from the Huffman table.
Chang et al.'s Data Hiding Scheme
In 2010, Chang et al. published a reversible data hiding scheme based on a VQ index table.
To improve the hiding capacity, they reorganized the index sequence of an image's corresponding codebook according to the index appearance frequency in the VQ index table. The procedure includes an embedding procedure and an extracting procedure. The embedding procedure is illustrated as follows:
Step1: Sort codebook (according to the index occurrence frequency in the VQ index table). Step2: Cluster codebook into G groups. The indices in the first group are defined as embeddable indices, while the other indices are defined as un-embeddable indices. Step3: Transform secret information into base-(G-1) equivalence. Step4: Map each index in the first group with an un-embeddable index, as shown in Fig. 7, where G = 4. Step5: Apply the following embedding rules:
a. If an index is embeddable, it is replaced with the un-embeddable index value according to the index mapping table. b. If an index is un-embeddable, replace it with an embeddable index with some indicator bits appended at the end.
Similar to the embedding procedure, the codebook is divided into G groups on the receiver end. If the index value belongs to the first group, the secret data and the original index value can be obtained by the indicator bits. If the index value belongs to the remaining groups, the original index value is restored by the corresponding pixel value in the first group, and the secret data can be extracted by using the index mapping table.
PROPOSED SCHEME
In this paper, we propose a codeword-imitated reversible data hiding scheme. Instead of utilizing the index table of an image, the proposed scheme manipulates the item of the codeword. The basic idea is to select an appropriate codeword i c for an image block B, such that the distortion between i c and B is as small as possible, and then select another codeword that is the most similar to i c . Then, based on the differences of the two selected codewords, we can embed a significant quantity of secret data. The overall flowchart of the proposed scheme is shown in Fig. 8 .
The Pre-process Phase
The details of the pre-process phase of the proposed scheme are included in the following two steps:
Step1: Codebook C is sorted by PCA and a new codebook C′ is formed. Using the PCA algorithm, we can find the projected value for each block of the host image. Assuming that the host image has and top to embed secret data. Hence, the embedding capacity is determined mainly by T. 
Data Embedding Phase
In the pre-processing procedure, base and top have been gained in C′ . To embed the secret data, the first n-2 elements of both base and top are extracted to calculate their difference. Let base and top be represented as shown below:
The difference i d can be described as follows:
Next, our scheme proposes a concept of the difference combination to embed the secret data. The combination approach can be described as:
Here Γ indicates the largest secret number that can be embedded into this block. Therefore, the bit number of the secret data Ψ for a block can be computed as follows:
Let S be the secret bitstream to be embedded in the current block. It can be represented as: [-1,-1,1,0,2,  1,0,-1,1,3,1,1,1,1] . By Eq. (9), Γ equals 12,288. By using Eq. (10), Ψ = 13, which means that the length of the secret data to be embedded in the block is 13 bits.
Next, generate a difference number table to embed the secret data. Steps (12-1) through (12-4) show the embedding procedure, where the initial value of l is 0 and 
, (12-3)
In order to recover the image, the last two elements of the block are used to embed base index, as shown in Fig. 9 . For a codebook sized m , we redefine m, as shown in Eq. (13) 
Remember that we assumed that the random secret bits ] ,..., , [ can be obtained and embedded in the difference number table in sequence, as shown in Fig. 10 . Finally, entropy coding is exploited to encode the difference number table and T.
Data Extraction and Image Restoration
When the receiver gets the data-embedded compression codes, entropy decoding is used to decode the compression code to get the difference number . Apply the same methods as shown in Eqs. (9) and (10), the length of the extracted secret data for the block can be obtained and redefined as Ψ . In addition, we can extract the secret data according to the following equation:
The Eq. (17) shows the decimal number of the extracted secret data as 1 Ε . Since the length of the extracted secret data is Ψ , 1 Ε is transformed into Ψ bits in binary format. So, the original Ψ secret bits can be extracted. For example, we can extract the extracting data ] 6 , 9 , Fig. 10 . First, we use the last two elements, 9 and 6, to compute 1 u . By Eq. (16), 1 u = 150. Also, if T=50, then 2 u is 200. Second, the same methods can be used to get Ψ = 13. Third, according to Eq. (17), 1 Ε equals 5965. Finally, the original string of secret bits
that comes from 5965 is obtained. In the recovery stage, the image is recovered as soon as the secret data are extracted. In order to recover image, the index of the closest codeword in C was embedded in the difference number table. In other words, the extracting data are composed of the secret data and the index of the closest codeword. Hence, when the secret data are extracted, the image is recovered using 1 u of each block with the codebook.
EXPERIMENTAL RESULTS
In our experiments, eight grayscale images were used as test images, as shown in Fig. 11 . The secret bit data to be embedded were randomly generated. The size of the test image was 512 512 × . The test images were divided into 16384 non-overlapping 4 4 × blocks in the codebook encoding procedure. Codebooks sized 256, 512, and 1024 were used in our experiments. To increase the data capacity of the new codebooks i C′ , where i is the codebook size, a special threshold value was established to modulate the distance of any two codewords. The Java environment was used in this experiment.
The image quality was evaluated using the peak signal-to-noise ratio (PSNR) between the recovered image and the original image. The PSNR formula is stated as follows: 
Here H and W are the height and width of the image, respectively, and ij x and ij x are the pixel values of the coordinates
of the original image and the recovered image, respectively. In the recovery stage, every recovered image for codebook 256 is shown in Fig. 12 . Tables 1-3 show the results of the embedding capacity and compression rate with different threshold T in 256 C′ , 512 C′ , and 1024
C′
, respectively. The compression rate is the ratio of the storage space of the compressed information to the original image. In the embedding stage, the number of embedded data is decided by the distance between the closest codeword with the original pixel value and the next codeword in codebook C′ , respectively. In order to increase the embedding capacity, the dis-tance between the two codewords must be larger. Hence, we set T as the distance between the indices of the two codewords. For example, assume the index of the closest codeword is 25 and T is set to 10; the secret data will be embedded in the difference between indices 25 and 35 of the codewords in the codebook. If the result, which is the index value of the closest codeword plus T is greater than the codebook size, subtract T from the index. In other words, the next codeword results from counting T indices successively either after the closest codeword or before the closest codeword. The larger T represents the greater distance between the two codewords. The reason is that the order of the sorted codewords obtained by the PCA algorithm means the variation of every codeword. On the other hand, the larger the value of T is, the greater the compression rate will be. Normally, the difference is more obvious when the distance is greater. In the entropy encoding procedure, the higher cost is associated with more obvious differences. Thus, in Tables 1-3 , , which is dissimilar to the VQ index table. Therefore, we compared the embedding capacity and PSNR for the two methods using identical compression codes, and the results are shown in Tables 4 and 5 for different codebook sizes. In the same compression codes, the embedding capacity for each host image of the proposed method is nearly 3 bpp, which is obviously more than Chang et al.'s method. In fact, the embedding capacity by replacing the value with an index from the VQ index table is restricted.
In our scheme, we use the product of the distance of the elements from the two codewords to determine the number of embedded secret data. The product is regarded as the combination of the secret bits. For example, assuming that the product equals 1024, ten secret bits can be em- bedded in the 4 4 × block. In reality, the average distance of the elements is more than 4, which means that more than two secret bits can be embedded for each pixel. The higher product values indicate greater combinations, so a significantly greater quantity of secret bits can be embedded. Table 6 compares the PSNRs of the recovered images with different codebook sizes. The larger codebook size has the better image quality. In our scheme, satisfactory levels of image quality can be maintained invariably, even though the embedding capacity is increased, a powerful benefit for a data hiding scheme. The embedding capacity can be as high as 5 bpp at the maximum value of T, while maintaining satisfactory quality.
CONCLUSIONS
This paper proposes a novel, reversible data hiding scheme for the VQ compression technique in which a series of binary secret bits are embedded into each 4 4 × block. In order to increase the embedding capacity, some new strategies were used. The first strategy was to utilize the product of the differences between two similar codewords to embed data. This strategy is more powerful than using single difference to embed data. The second strategy employs an adjustable threshold in the sorted codebook to gain more embedding capacity. By the method that the secret bits and the indices of the sorted codebook in the difference number table, satisfactory quality can be maintained even though the embedding capacity has been increased significantly. For the receiver, the storage space can be economized by the lossless compression technique. Com- 
