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Abstract: A three-component reflectance model (3C) is applied to above-water radiometric
measurements to derive remote-sensing reflectance Rr s (λ). 3C provides a spectrally resolved off-
set ∆(λ) to correct for residual sun and sky radiance (Rayleigh- and aerosol-scattered) reflections
on the water surface that were not represented by sky radiance measurements. 3C is validated
with a data set of matching above- and below-water radiometric measurements collected in the
Baltic Sea, and compared against a scalar offset correction ∆. Correction with ∆(λ) instead of ∆
consistently reduced the (mean normalized root-mean-square) deviation between Rr s (λ) and
reference reflectances to comparable levels for clear (∆: 14.3 ± 2.5 %, ∆(λ): 8.2 ± 1.7 %), partly
clouded (∆: 15.4 ± 2.1 %, ∆(λ): 6.5 ± 1.4 %), and completely overcast (∆: 10.8 ± 1.7 %, ∆(λ):
6.3 ± 1.8 %) sky conditions. The improvement was most pronounced under inhomogeneous sky
conditions when measurements of sky radiance tend to be less representative of surface-reflected
radiance. Accounting for both sun glint and sky reflections also relaxes constraints on measure-
ment geometry, which was demonstrated based on a semi-continuous daytime data set recorded
in a eutrophic freshwater lake in the Netherlands. Rr s (λ) that were derived throughout the day
varied spectrally by less than 2 % relative standard deviation. Implications on measurement
protocols are discussed. An open source software library for processing reflectance measurements
was developed and is made publicly available.
© 2017 Optical Society of America
OCIS codes: (280.0280) Remote sensing and sensors; (240.6690) Surface waves; (120.5700) Reflection; (010.7340)
Water; (010.4450) Oceanic optics; (010.1110) Aerosols; (010.1615) Clouds.
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1. Introduction
The spectral signature of a natural water body contains information about its optically active
components, such as phytoplankton and other suspended matter, and coloured dissolved organic
matter. Quantitative knowledge of these constituents and their dynamics is crucial to environmen-
tal monitoring and understanding ecosystem dynamics, and can inform how these environments
are affected by human activities and climate change. Spectral signatures can be obtained at high
accuracy from water samples in a laboratory environment, and acquired remotely from satellites,
aeroplanes, unmanned aerial vehicles, ships-of-opportunity, coastal laboratories, and hand-held
devices. Passive optical remote-sensing methods yield particularly fast and cost-effective ob-
servation coverage compared to relatively laborious water sample collection and laboratory
analysis. However, changing illumination conditions and wave patterns induce temporally and
spatially highly variable sun and sky reflections on the water surface, which pose a particular
challenge to accurate retrieval of spectral signatures of natural water bodies from remotely sensed
observations.
Remote-sensing reflectance Rr s (λ) is a widely used parameter to express the spectral re-
flectance signature of a water body and is defined as
Rr s (λ) ≡ Lw (λ)Ed (λ) , (1)
with water-leaving radiance Lw (λ), and downwelling irradiance Ed (λ) just above the water
surface. For an overview of symbols and units see Table 1. Ed (λ) may be divided into two
spectrally distinct components: solar irradiance directly transmitted through the atmosphere
from the direction of the sun, and diffuse irradiance scattered in the upper hemisphere by e.g.
air molecules, aerosols or clouds. The corresponding specular reflections on the water surface
constitute water surface-reflected radiance Lr (λ). Neither Lw (λ) nor Lr (λ) can be measured
directly from above the water surface, but their sum is recorded simultaneously as upwelling
radiance Lu (λ) [1], such that Eq. (1) becomes:
Rr s (λ) =
Lu (λ) − Lr (λ)
Ed (λ)
. (2)
A widely used approach to correct for surface reflections is to express Lr (λ) as the fraction ρs
of sky radiance Ls (λ,θ ′view , φ), measured in specular direction to Lu (λ,θview , φ). Here, θview
is the viewing zenith angle and φ indicates the azimuth angle to the sun. For this widely used
measurement protocol, Rr s (λ) is then expressed as (omitting viewing geometry for brevity):
Rr s (λ) =
Lu (λ)
Ed (λ)
− ρs · Ls (λ)Ed (λ) . (3)
For a perfectly flat water surface or a perfectly uniform sky, Ls (λ) is spectrally representative
of Lr (λ) and the air-water interface reflectance factor ρs equals the Fresnel reflectance factor
ρ f (θview ,nw ), which is a function of θview and the refractive index of water nw [1]. Neither of
these conditions is commonly encountered, and thus Lr (λ) will need to be determined by other
means in operational contexts. Moreover, Lr (λ) can be orders of magnitude higher than Lw (λ),
especially when sun glint or cloud reflections contribute. A good estimate of Lr (λ) is therefore
essential to derive Rr s (λ).
Mobley [2] reported that sun glint contributions for most wind-roughened water surfaces are
at a minimum when observing with a viewing geometry of approximately θview = 40◦ and
φ = 135◦ (Fig. 1). Sun glint contributions can be further minimized by selecting the lowest
of several consecutive measurements of Lu (λ) [e.g. 3, 4]. However, even with the most strict
filtering thresholds it is not possible to rule out contamination by sun glint because typical
integration times – from tens of milliseconds to seconds – are too long to resolve short exposure
to sun glint, e.g. glitter patterns on waves. Sun glint contributions can not be minimized if
redundant measurements are not viable or viewing geometry is fixed, e.g. for airborne and
satellite remote sensing applications, or fixed position installations.
Table 1. Free model parameters (upper section) in 3C and L10 model optimization. Param-
eters not allowed to vary in the optimization were set to their start value (indicated by *).
Parameters that were variable, but were determined outside of the optimisation, are marked
with **. Parameters that were not used in a model run are marked with -. In the following,
chlorophyll-a is abbreviated as chl, suspended particulate matter as SPM, and coloured
dissolved organic matter as CDOM. The lower section lists further relevant parameter names
and acronyms that are used in this manuscript. Units for radiances (mWm−2nm−1sr−1) and
irradiances (mWm−2nm−1) are abbreviated with 1 and 2, respectively.
Parameter Abbreviation, [unit] Start (min/max) L10 3C
Concentration of chl Cchl , [mgm−3] 5 (0.1/100)
Concentration of SPM CSPM , [gm−3] 1 (0.1/100)
CDOM Absorption (440 nm) a440 nm
CDOM
, [m−1] 0.5 (0.01/5)
CDOM absorption slope S, [nm−1] 0.019 (0.01/0.03) ** **
Air-water interface reflectance factor ρs , [−] 0.0256 (0/0.1) ** **
L10 scalar offset ∆, [sr−1] 0 (0/0.1) -
3C direct reflectance factor ρdd , [−] 0 (0/0.1) -
3C diffuse reflectance factor ρds , [−] 0.01 (0/0.1) -
Sun zenith angle θsun , [◦] 0 (0/90) - **
Viewing zenith angle θview , [◦] 40 (0/90) * *
Wind speed vwind , [m s−1] 0 (0/100) ** **
Ångström exponent α, [−] 1 (0/3) -
Turbidity coefficient β, [−] 0.05 (0/10) -
Air mass type AM, [−] 1 (1/10) - *
Relative humidity RH, [%] 60 (0/100) - *
Air Pressure p, [mbar] 1013.25 (950/1100) - *
Wavelength λ, [nm]
Downwelling sky radiance Ls (λ), [1]
Upwelling radiance Lu (λ), [1]
Water-leaving radiance Lw (λ), [1]
Water surface-reflected radiance Lr (λ), [1]
Downwelling vector irradiance Ed (λ), [2]
Upwelling vector irradiance Eu (z, λ), [2]
Direct vector irradiance Edd (z, λ), [2]
Diffuse (aerosol-scattered) Ed (λ) Edsa (z, λ), [2]
Diffuse (Rayleigh-scattered) Ed (λ) Edsr (z, λ), [2]
Remote-sensing reflectance Rr s (λ), [sr−1]
Reference Rr s (λ) R
re f
r s (λ), [sr−1]
Sub-surface irradiance reflectance R−(λ), [−]
Fresnel reflectance factor ρ f , [−]
Geometric parameter Q, [sr]
Scalar offset δ, [sr−1]
Root-mean-square error RMSE, [sr−1]
Normalized RMSE nRMSE, [%]
Residual sum-of-squares RSS, [sr−1]
air
water
Lu
Lw-
Ls
θview-
θview θview
Fig. 1. Measurement geometry for water leaving radiance Lw , upwelling radiance Lu ,
and sky radiance Ls (adapted from Simis and Olsson [10]). A minus sign (-) indicates
sub-surface. Parameter dependencies were omitted for brevity and for further information
on parameters and units, please refer to Table 1.
For surface-reflected sky radiance, several approaches exist to determine the value of ρs
in Eq. (3) for non-flat water surfaces. Water surface slope distributions [5, 6] can be used to
statistically derive ρs for various illumination conditions, wind speeds, and viewing geometries
[2, 7, 6]. Ruddick et al. [8, 9] derived from theory and observations that near-infrared (700-900
nm) reflectance measurements are primarily shaped by pure water absorption, provided the
water is sufficiently turbid to yield exploitable signal in this spectral domain. Sky radiance
reflected at the water surface also changes the reflectance signal in the near-infrared. The
reported shape of near-infrared reflectance can therefore be used to determine reflected skylight
in reflectance measurements (’similarity spectrum approach’) when assuming no other sources
of error. Simis and Olsson [10] exploited the property of water reflectance spectra to exhibit only
broad and spectrally slowly varying features, compared to more finely featured downwelling
irradiance and radiance spectra. The authors proposed an optimization scheme that determines
ρs such that atmospheric gas absorption features are minimized in the reflectance spectrum
Rr s (λ) (’fingerprint approach’). Martinez-Vicente et al. [11] applied the latter two approaches to
reflectance observations from a moving research-vessel in coastal waters of the Western Channel,
UK, and found large variations in the resulting ρs values. Both solutions assume that ρs is
spectrally constant, whereas Lee et al. [12] point out that simulated Lr (λ) can differ by a factor
8 between 400 and 800 nm from the approximated Lr (λ) = ρs · Ls (λ), and conclude that ρs
should be treated as a function with strong wavelength dependency [e.g. 12, 13, 14].
Despite the relative success of these approaches under a wide range of measurement conditions,
the product of ρs and Ls (λ) is only truly representative of Lr (λ) when sky radiance is uniformly
distributed, e.g. for fully overcast conditions [2, 15]. This is because water surfaces are practically
always wind-roughened to the extent that wave facets reflect different parts of the sky and even
the sun disc. These elements contribute to observed Lr (λ) and typically differ from Ls (λ) in
both spectral appearance and intensity [16]. Lee et al. [12] acknowledged this [12, Eq. (8)],
yet state that the spectral dependence of radiance reflected from a roughened water surface is
generally unknown. The authors then introduced a spectrally independent (scalar) correction
factor ∆ to Eq. (3) (further referred to as L10), which can be estimated through bio-optical
modelling [12] or with the similarity spectrum approach [8]:
Rr s (λ) =
Lu (λ)
Ed (λ)
− ρs · Ls (λ)Ed (λ) − ∆. (4)
It had been proposed earlier [e.g. 17] that the spectral dependence of Lr (λ) may be resolved by
accounting for spectrally distinct sun glint and surface-reflected sky irradiance. This approach
distinguishes three irradiance components: Edd (λ) for direct solar irradiance, Edsr (λ) for
diffuse molecular-scattered irradiance (Rayleigh component), and Edsa (λ) for diffuse aerosol-
scattered irradiance. These components can be calculated based on the Eqs. of Gregg and
Carder [18] (further referred to as the GC90 model) and atmospheric gas absorption spectra [19].
The GC90 model has been derived for cloudless maritime atmospheres and requires aerosol
optical properties as input. These properties can be measured (using e.g. a sun photometer),
or adopted from atmospheric correction results in case of airborne or satellite remote-sensing
observations [20]. Alternatively, aerosol properties can be derived from from Lu (λ) or from
Lu (λ)
Ed (λ)
ratios in combination with bio-optical modelling [21]. Application of this approach to
hyperspectral airborne [22] and Sentinel-2A satellite imagery [20] has been demonstrated for
cloudless atmospheres. This three-component approach is further referred to as the 3C model.
In the present study, we apply 3C to in situ remote-sensing reflectance data sets obtained under
a broad range of illumination and wave conditions. The model replaces the scalar offset ∆ in
Eq. (4) with a spectrally resolved correction factor ∆(λ). Validation of this spectral correction
scheme is approached in two steps. First, radiometric measurements of Baltic Sea waters are
processed to Rr s (λ) with scalar and spectrally resolved offset correction factors, ∆ (L10) and
∆(λ) (3C), respectively. Reference reflectances derived from sub-surface observations are used to
compare model performance under clear, partially clouded, and overcast sky conditions. Second,
3C and L10 are applied to semi-continuous daytime radiometric observations recorded by a
fixed-position hyperspectral reflectance sensor in a eutrophic lake, to assess whether a spectrally
resolved correction factor ∆(λ) relaxes measurement geometry requirements. Implications on
measurement protocols are discussed.
2. Materials and methods
2.1. In situ data
2.1.1. Study sites
In situ data were obtained prior to this study during spring and summer research cruises of RV
Aranda at 44 stations in the Baltic Sea. Their locations are shown in Fig. 2. Only stations where
above- and below-water radiometric measurements were simultaneously recorded were selected.
Several accompanying parameters, such as absorption of light by coloured dissolved organic
matter (CDOM, see section 2.1.4) and wind speed, were recorded for each station.
A separate data set was used to assess the effect of non-optimal viewing geometries on sun
glint and surface-reflected sky radiance under otherwise stable conditions. Semi-continuous
radiometric measurements for two azimuth angles were recorded during daylight hours by a fixed-
position instrument in a fresh water lake in the Netherlands. Variability in derived reflectances
and model parameters were analysed with respect to viewing geometry.
Fig. 2. Stations that were sampled in the Baltic Sea between 2010 and 2012 and for which
both above and below surface radiometric measurements were carried out. Four cases that
represent a range of sky conditions are marked with an x, and are presented in detail in Fig.
4.
2.1.2. Sub-surface reflectance
Up- and downwelling spectral irradiance Eu (z, λ) and Ed (z, λ) were recorded as a function
of depth z from 0 to 15 m with TriOS Ramses-ACC-VIS sensors (λ = 320 − 950 nm). An
additional sensor located at a high point on the ship recorded Ed (λ) to account for fluctuations
in downwelling irradiance. During acquisition, the ship was positioned such that no shadow
was cast onto the sensors. Instrument self-shading correction was applied to measurements of
Eu (λ), based on spectral absorption measurements that were simultaneously recorded by a
Wetlabs AC-S instrument. The self-shading correction factor for the wavelength range 400-700
nm averaged to 1.04 ± 0.02. Sampling depth was determined from pressure readings at sensor
level (Sea Bird Electronics SBE-50). Irradiance reflectance just below the water surface R−(λ)
was calculated by extrapolating exponential fits to depth profiles of Eu (λ) and Ed (λ) to zero
depth. The CDOM-rich water of the Baltic Sea efficiently absorbs light in the ultra-violet and
near-infrared spectral regions and reflectance is typically weak, so that measurements in these
bands suffered from a low signal to noise ratio preventing accurate fits to the data. Evaluation of
reflectance profiles was therefore restricted to 400-700 nm.
2.1.3. Above-surface reflectance
Above-surface measurements of spectral upwelling radiance Lu (λ,θview , φ), spectral down-
welling radiance in the specular direction Ls (λ,θ ′view , φ), and Ed (λ) were recorded continuously
from a prototype Rflex system. Rflex keeps viewing azimuth angles as close as possible to 135◦
and always > 90◦ with respect to the solar azimuth [10], and was installed on the bow of RV
Aranda. Observations were considered matching sub-surface reflectance measurements if they
were recorded within ± 30 minutes and 500 meters of the cast point. The system was equipped
with inter-calibrated TriOS Ramses-ACC-VIS irradiance and two ARC-VIS radiance sensors
(λ = 320− 950 nm). Viewing angles θ ′view , θview of down- and upwelling radiance sensors were
fixed to 40◦ from zenith and nadir (Fig. 1), respectively, and were not corrected for ship roll or
tilt. From this data set, observations were discarded if either of Ls (λ), Lu (λ), or Ed (λ) deviated
more than 30% from the respective station mean spectrum, indicating the measurement was
likely affected by sea spray, white caps, sensor tilt, or obstacles within the sensor field-of-view.
This quality control filter on the data is expressed as:
max
[z(~x(λ)) − z(~x(λ))] ≤0.3, (5)
with ~x(λ) indicating a series of consecutive spectra. The term z(~x(λ)) = ~x (λ)−~µ
~σ
represents a
series of z-score normalized spectra ~x(λ) with corresponding means ~µ and standard deviations ~σ.
z(~x(λ)) is the mean spectrum of such a series of z-score normalized spectra. If any of the radiance
or irradiance spectra belonging to a single observation exceeded the selection criterion, the whole
observation was omitted. In addition, observations were considered suspect (e.g. affected by
foam-caps, sea-spray, or surface scum) if the ratio Lu (λ)Ed (λ) exceeded an empirical threshold of
0.025 sr−1 at any wavelength between 800 and 950 nm. This quality control procedure generally
preserved in the order of 70 observations per station.
Semi-continuous measurements were recorded by a fixed-position Ecowatch instrument in
the eutrophic Lake Paterswoldsemeer (Paterswoldsemeer), the Netherlands (Latitude: 53.1631◦;
Longitude 6.5773◦, mean depth in summer 0.8 m). Chlorophyll-a concentrations in Paterswoldse-
meer average to 30-50 µgl−1 in summer and cyanobacterial blooms are frequently observed. The
lake bed consists of peat and mud, which frequently become re-suspended and contribute to
low average Secchi-depths of 0.5 to 0.6 m. The instrument carries two sets of inter-calibrated
Lu (λ,θview , φ), Ls (λ,θ ′view′ , φ), and Ed (λ) channels (380-950 nm, re-sampled to 1 nm step
size), which faced north-northeast (NNE) and north-northwest (NNW), respectively. Viewing
angles θ ′view , θview of down- and upwelling radiance sensors were fixed to 40
◦ from zenith and
nadir (Fig. 1), respectively. On 11 October 2015 ten measurements from each channel were
recorded every ten minutes in the period 10:30 am to 4:00 pm (local time). The resulting 680
measurements of Ls (λ), Lu (λ), and Ed (λ) (2 channels × 10 measurements per cycle × 34
cycles) was not subjected to additional quality control procedures to allow a realistic assessment
of sun glint and surface-reflected sky radiance under changing environmental conditions.
2.1.4. Accompanying measurements
For every Baltic Sea station, light absorption of coloured dissolved organic matter (CDOM)
aCDOM (λ) was determined from water samples filtered through a 0.2 µm membrane filter and
analysed with a dual beam spectroradiometer (190-800 nm) against a reference of ultrapure
water. The absorbance measurements were converted to units of absorption. Measurements from
cuvettes of different lengths (1, 4, 5, or 10 cm) were combined to optimise signal quality in
both the ultraviolet and visible to near infra-red range. The exponential model aCDOM (λ) =
a440 nm
CDOM
· exp(−S · (λ − 440 nm)) + k was optimized in a least-squares minimization for the
wavelength range 350-600 nm to derive CDOM absorption slope S and offset k [e.g. 23]. The
offset compensates for residual noise or scattering [24]. Wind speed vwind (in m s−1) was
retrieved at each Baltic Sea station from the ship weather station and averaged to 5.7 ± 2.9
m s−1 (0.4 - 12.5 m s−1). Solar azimuth θsun was calculated based on GPS location and time
using the open-source (LGPL) Python library PyEphem. For the Paterswoldsemeer data set no
accompanying measurements were taken.
2.2. Models
The 3C model corrects measurements of Lu (λ)Ed (λ) with respect to sun glint and surface-reflected
sky light, resulting in remote-sensing reflectance Rr s (λ). The following sections elaborate on
the underlying analytical model (section 2.2.1), model inversion (section 2.2.2), and model
evaluation (section 2.2.3).
2.2.1. Analytical model
The analytical model describes L
m
u (λ)
Em
d
(λ) ratios (superscript m denoting a modelled quantity) as a
function of inherent optical properties of the water column, atmospheric aerosol optical properties,
and the observed ratio Ls (λ)Ed (λ) :
Lmu (λ)
Em
d
(λ)
= Rmrs (λ) + ρ f · Ls (λ)Ed (λ) + ∆(λ), (6)
with the Fresnel reflectance factor ρ f (θview ,nw ), which is a function of viewing zenith angle
θview and refractive index of water nw [e.g. 1]. The bio-optical model by Albert and Mobley
[25] relates modelled remote-sensing reflectance Rmrs (λ,a,bb , θsun , θview ) to absorption a(λ)
and backscattering bb (λ) properties of water (w), chlorophyll-a (chl), CDOM, and suspended
particulate matter (SPM):
a(λ) = aw (λ) + Cchl · a∗chl (λ) + a440 nmCDOM · exp[−S · (λ − 440 nm)] (7)
bb (λ) = bb,w (λ) + CSPM · b∗b,SPM (λ) (8)
ωb (λ) =
bb (λ)
a(λ)+bb (λ)
(9)
R−(λ) = f (λ,ωb , θsun ) × ωb (λ) (10)
R−r s (λ) = fr s (λ,ωb , θview , θsun ) × ωb (λ) (11)
Rmrs (λ) =
ζ ·R−r s (λ)
1−γR− (λ) , (12)
with water absorption aw (λ) and backscattering bb,w (λ), chlorophyll-a concentration Cchl
and concentration-specific absorption a∗
chl
(λ), and SPM concentration CSPM and dry-weight
specific absorption b∗
b,SPM
(λ), CDOM absorption at 440 nm a440 nm
CDOM
and CDOM absorption
slope S. Proportionality factors f (λ,ωb , θsun ) and fr s (λ,ωb , θview , θsun ) were taken from Al-
bert and Mobley [25, Eqs. (8) and (9), respectively], with sun zenith angle θsun , and viewing
zenith angle θview . Water absorption was adopted from Buiteveld et al. [26] and the back-
scattering of pure water was calculated as bb,w (λ) = b1( λλ0 )
−4.32, with b1 = 0.00144m−1 for
marine water (salinity 35-38 ‰) and b1 = 0.00111m−1 for fresh water, and λ0 = 500 nm
as reference wavelength [27]. Marine water was assumed for the Baltic Sea, and fresh water
for Paterswoldsemeer. Chlorophyll-a specific absorption a∗
chl
(λ) was adopted from Gege [28]
(a∗
chl
(440 nm) = 0.0335m2 mg−1, a∗
chl
(675 nm) = 0.0211m2 mg−1, representative for Lake
Constance). SPM backscattering was assumed spectrally neutral, with a dry-weight specific
backscattering coefficient b∗
b,SPM
= 0.0086m2g−1 [29], and SPM absorption was neglected.
Sub-surface irradiance reflectance R−(λ) and remote-sensing reflectance R−r s (λ) were translated
to modelled above-surface remote-sensing reflectance Rmrs (λ) [30] for use in Eq. (6) using
water-to-air radiance-divergence factor ζ = 0.518 and water-to-air reflectance for fully diffuse
irradiance γ = 0.48 [31, 30].
The GC90 [18] parametrisation of downwelling direct and diffuse irradiance was adapted to
spectrally resolve the offset parameter ∆(λ) in Eq. (6), as follows:
∆(λ) = ρdd · Edd (λ)Ed (λ)pi + ρds ·
[
Edsr (λ)
Ed (λ)pi
+
Edsa (λ)
Ed (λ)pi
]
, (13)
with ρdd and ρds as the reflectance factors for direct and diffuse downwelling irradiance,
respectively. Based on the components of GC90, irradiance ratios were calculated according to
Gege and Groetsch [32]:
Tr (λ) = exp
[
−M ′ ·
(
115.6406λ4 − 1.335λ2
)−1]
(14)
Tas (λ) = exp [−Mωaτa (λ)] (15)
τa (λ) = β
(
λ
λa
)−α
(16)
Edd (λ)
Ed (λ)
=
Tr (λ) ·Tas (λ)
[Tr (λ) ·Tas (λ)+0.5·(1−Tr (λ)0.95)+Tr (λ)1.5 ·(1−Tas (λ)) ·Fa] (17)
Edsa (λ)
Ed (λ)
=
0.5·(1−Tr (λ)0.95)
[Tr (λ) ·Tas (λ)+0.5·(1−Tr (λ)0.95)+Tr (λ)1.5 ·(1−Tas (λ)) ·Fa] (18)
Edsr (λ)
Ed (λ)
=
Tr (λ)1.5 ·(1−Tas (λ)) ·Fa
[Tr (λ) ·Tas (λ)+0.5·(1−Tr (λ)0.95)+Tr (λ)1.5 ·(1−Tas (λ)) ·Fa] , (19)
with Rayleigh transmission coefficient Tr (λ), and aerosol transmission coefficient Tas (λ). The
wavelength dependency of τa (λ) is approximated by the Ångström law with turbidity coefficient
β at λa = 550 nm, and Ångström exponent α. Further details on the calculation of atmospheric
path length M , atmospheric path length corrected for air pressure M
′
, aerosol forward scattering
probability Fa , and aerosol single scattering albedo ωa are given in Gege [19]. The satisfactory
performance of this model was demonstrated in Gege and Groetsch [32], where it was able
to accurately reproduce several hundreds of Ed (λ)-normalized sky radiance measurements
collected under various cloudless atmospheric conditions. Influence of clouds are not covered by
∆(λ) but taken into account with sky radiance measurements in eq. (6). Examples for derived
Rayleigh and aerosol transmission coefficients, sky reflectance, and sun glint are also shown in
Gege and Groetsch [32]. All parameter abbreviations are summarized in Table 1.
2.2.2. Model inversion
Least-squares minimization using the constrained limited memory Broyden–Fletcher–Goldfarb–
Shanno algorithm (L-BFGS-B) [33] of the residual-sum-of-squares (RSS) between observed
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Fig. 3. Spectrally resolved weighting factors that were used in 3C model optimization.
Lu (λ)
Ed (λ)
and modelled L
m
u (λ)
Em
d
(λ) was carried out with the bounding parameters listed in Table 1
and weighting vector W (λ). The 675-750 nm spectral region was weighted at 10 % because
chlorophyll-a fluorescence is not accounted for in the bio-optical model. Similarly, spectral
weighting (10 %) was assigned to the range 760-775 nm to lessen the influence of the deep
oxygen A-band rotational absorption lines near 765 nm on the fit result. In contrast, the spectral
region up to 500 nm was weighted with a factor of 5 to add extra weight to accurate modelling
of Rayleigh-scattered radiance. Weights were determined by experimentation and are shown in
Fig. 3. The RSS was calculated as follows:
RSS =
i∑ ( Lu (λi )
Ed (λi )
− L
m
u (λi )
Em
d
(λi )
)2
·W (λi ). (20)
∆(λ,α, β, ρdd , ρds , θsun ) was subsequently calculated from the derived model parameters
α, β, ρdd , ρds , leading to the definition of Rr s (λ) from Eq. (4) extended with spectrally de-
pendent ∆(λ):
Rr s (λ) =
Lu (λ)
Ed (λ)
− ρ f · Ls (λ)Ed (λ) − ∆(λ,α, β, ρdd , ρds , θsun ). (21)
The same optimisation procedure was carried out using the L10 model and parameters as
indicated in Table 1 to derive the scalar offset factor ∆, which was then used instead of ∆(λ)
in Eq. (21) to calculate Rr s (λ). The minimisation procedure and its modelling components
(GC90, 3C, inversion scheme) were implemented in Python and are publicly available under
open license xyz (free for non-commercial use). The version of this package used to produce
the results of this paper is available on Zenodo (http://doi.org/10.5281/zenodo.293851). Future
versions will be available on gitlab (https://gitlab.com/pgroetsch/rrs_model_3C). GC90 and
3C are also implemented in the public domain software "Water Color Simulator" (WASI) [17]
(http://www.ioccg.org/data/software.html).
2.2.3. Model evaluation
For each Baltic Sea station individual Rr s (λ) spectra were derived with the spectral optimization
procedure of section 2.2.2 and parameters as indicated in Table 1. A pre-fit was carried out on the
mean-averaged Lu (λ)Ed (λ) spectrum of each station to determine optimal parameter starting values for
the individual fits. Subsurface reflectance R−(λ) (section 2.1.2) was translated to above-surface
reference reflectance Rre fr s (λ) using the analytical model proposed by Lee et al. [30, Eq. (24)]:
Rre fr s (λ) =
ζ · R−(λ)
Q · [1 − γR−(λ)] + δ, (22)
with water-to-air radiance-divergence factor ζ = 0.518, water-to-air reflectance for isotropic
irradiance γ = 0.48 [31], the ratio of upwelling irradiance to upwelling radiance Q, and a
scalar offset factor δ. Q equals pi for an isotropic distribution, with typical values from 4 to 5 sr
[31]. The scalar offset δ accounts for shortcomings in model inversion (e.g. due to ambiguities
between bio-optical and surface reflection model) or data acquisition (e.g due to instrument
self-shading, white caps and foam, or ship tilt and roll). Despite not being of primary interest for
the present study, these differences in scaling (Q) and offset (δ) usually need to be accounted
for to allow unbiased comparison of R−(λ) and Rr s (λ). Analytical models for the Q-factor
[e.g. 25, 14] do not account for wave-induced variability. Therefore, both factors were treated
as bounded parameters when minimizing the root-mean-square-error (RMSE) between Rr s (λ)
from above and below surface observations, with geometric parameter Q bounded between 3
and 8 sr (starting value: 5 sr) and offset δ bounded between -0.01 and 0.01 sr−1 (starting value:
0). Accounting for δ ensures that error metrics (RMSE, and normalized RMSE, nRMSE) are
indicative of residual spectral differences only, which are attributed to suboptimal correction for
sun glint and reflected sky light in Rr s (λ). nRMSE was calculated by normalizing RMSE with
the mean Rre fr s (λ) value.
Daytime measurements at Paterswoldsemeer provided two Rr s (λ) channel pairs, facing NNW
and NNE. During each observation, ten individual measurements were recorded over typically
less than 10 seconds, depending on integration time. Observations from both channels were pro-
cessed to Rr s (λ) with 3C and L10 according to the inversion method in section 2.2.2. No accom-
panying aCDOM (λ) measurements were available and thus CDOM absorption slope S was set
to a value of 0.012 nm−1 in the optimization. This value was estimated from model optimization
with S as a free parameter. Bio-optical parameter starting values were adjusted to levels typical
for relatively turbid, eutrophic lakes: Cchl = 30mgm−3,CSPM = 5 gm−3,a440 nmCDOM = 5m
−1 [e.g
34].
3. Results
Quality control of above-surface Baltic Sea observations (section 2.1.3) removed 383 out of 3149
observations and 1 out of 45 stations. For each of the remaining stations Rr s (λ) spectra were
derived with 3C and L10 (section 2.2.2) and matched to corresponding sub-surface reflectances
(section 2.2.3). If reflectances at a station could not be matched within physically reasonable
boundaries for the Q-factor (3-8 sr), or spectral optimization failed (RSS > 1e − 4 sr−1), the
station was discarded (3C: 5 stations, L10: 8 stations).
Four stations are presented in detail in Figs. 4 (measurements) and 5 (modelled results). These
stations were manually selected to illustrate results for a range of typical cloud cover conditions
indicated by Ls (λ)Ed (λ) -ratios of varying shape, intensity, and variability.
1. Clear sky. This case is characterized by low variability in Ed (λ) and Ls (λ), and a
Ls (λ)
Ed (λ)
-
ratio dominated by blue sky light at relatively low intensity ( LsEd (750 nm)  0.1sr−1),
indicating few or no clouds. Low wind speed (5.4 m s−1) and low variability in Lu (λ) and
Lu (λ)
Ed (λ)
suggest a calm water surface. Visual comparison of Lu (λ)Ed (λ) to R
re f
r s (λ) shows that
surface-reflected radiance predominantly affected the blue part of the spectrum. Normalized
root-mean-square-errors (nRMSE) of 4.67 ± 1.08 % and 16.32 ± 3.56 % between Rr s (λ)
and Rre fr s (λ) were obtained using 3C and L10, respectively.
2. Haze. This station is characteristic of hazy skies and rough water surfaces due to higher
wind speed (9.5 m s−1). Compared to the clear sky case, Ed (λ), Ls (λ), and Ls (λ)Ed (λ) -ratios
were more variable, indicating an inhomogeneous sky radiance distribution. This, and the
presence of longer wave periods could have caused considerable variability in Lu (λ)Ed (λ) -
ratios. Ls (λ)Ed (λ) was clearly dominated by blue light, yet at higher absolute intensities
( LsEd (750 nm)  0.1sr−1) compared to the clear sky case. This suggests considerable
aerosol-scattered light contribution. nRMSEs of 7.97 ± 1.10 % and 16.72 ± 2.38 % for 3C
and L10, respectively, are higher than for the clear sky case.
3. Scattered clouds. Inhomogeneous cloud cover conditions are indicated by spectrally neutral
Ls (λ)
Ed (λ)
-ratios close to pi−1 at concurrent high variability in all three channels. The ratio
Lu (λ)
Ed (λ)
was elevated towards the blue compared to Rre fr s (λ). This suggests that Rayleigh-
scattered light that originated from outside the projected area of Ls (λ) was reflected into
Lu (λ) observations, which is less likely to be corrected for with a spectrally flat offset ∆
in L10 (nRMSE 14.09 ± 1.02 %). Modelled diffuse radiance allowed 3C to compensate
for this suboptimal measurement condition, which resulted in a residual error comparable
to the clear sky case (nRMSE 4.96 ± 0.91 %).
4. Fully overcast. This case is representative of fully and homogeneously overcast conditions.
Analogous to the scattered cloud case, Ls (λ)Ed (λ) is spectrally neutral and close to pi
−1, but
showing negligible temporal variability. Similarly, Lu (λ)Ed (λ) -ratios exhibit little variability
and spectrally resemble Rre fr s (λ). This case is adequately handled by both 3C (nRMSE
4.66 ± 1.30 %) and L10 (nRMSE 5.91 ± 1.18 %).
Averaged model parameter and residual statistics for all stations are summarized in ta-
bles 2 (3C) and 3 (L10). Results were aggregated according to sky conditions: clear skies
( LsEd (750 nm) < 0.1), broken cloud conditions (0.1 >=
Ls
Ed
(750 nm) < 0.3), and overcast skies
( LsEd (750 nm) >= 0.3). The direct reflectance factor ρdd was highest for clear skies and varied
considerably. For mixed and overcast conditions, sun glint contributions were negligible. In the
following, error margins indicate mean standard deviation. The average diffuse radiance correc-
tion factor calculated to ρds = (9.45 ± 2.35) · 10−3. The spectrally neutral scalar offset factor in
L10 averaged to ∆ = (8.64 ± 4.83) · 10−4sr−1. The average optimization residual RSS for L10
(1.74 · 10−5 sr−1) was approximately double the RSS for 3C (9.73 · 10−6 sr−1). Remote-sensing
reflectance spectra deviated on average 7.15 ± 1.63 % (3C) and 13.30 ± 2.11 % (L10) from refer-
ence reflectances (mean nRMSE). A constant CDOM absorption slope (S = 0.018 nm−1, average
value of Baltic Sea observations) improved average nRMSE for 3C slightly (7.11 ± 1.49,%).
Clear-sky measurements were also processed without making use of sky radiance measurements.
This was achieved by setting ρ f = 0 in Eq. (6) and improved the mean nRMSE for the clear-sky
subset slightly (8.06 ± 1.24 %). For overcast sky conditions the average Q-factor resulted in
lower values than for clear sky conditions (both models), as expected from theory.
Figure 6 summarizes the 3C processing results for a daytime radiometric measurement cycle in
two fixed directions, NNE (CH 1) and NNW (CH 2). The main source of variability in modelled
Rr s (λ) was due to variable scaling: spectrally averaged remote-sensing reflectances Rr s (λ)
varied slightly throughout the measurement period (Fig. 6, panel B), with relative standard
deviations (RSD) of 6.6 % (CH 1) and 5.3 % (CH 2). The constant offset between channels might
have been caused by residual dirt layers on cosine correctors, calibration errors, or adjacency
effects. To compare the spectral shape of Rr s (λ) over the course of the measurement period,
individual remote-sensing reflectances from CH 1 and CH 2 were equalized to a common mean
µ
[
Rr s (λ)
]
= 0.001616 sr−1. This value was calculated as the mean Rr s (λ) over both channels
and the complete measurement cycle. Equalized Rr s (λ) spectra differed on average (RSD) by 1.9
0
200
400
600
800
1000
1200
[m
W
m
−2
n
m
−1
] Ed(λ) (mean)
0
10
20
30
40
50
60
[m
W
m
−2
n
m
−1
sr
−1
]
Ls(λ) (mean)
0
1
2
3
4
5
[m
W
m
−2
n
m
−1
sr
−1
]
Lu(λ) (mean)
0.00
0.05
0.10
0.15
0.20
0.25
0.30
0.35
0.40
[s
r
−1
]
(Ls/Ed)(λ) (mean)
400 500 600 700 800 900
Wavelength, [nm]
0.000
0.002
0.004
0.006
0.008
0.010
0.012
0.014
0.016
[s
r
−1
]
R refrs (λ)
(Lu/Ed)(λ) (mean)
Clear sky case (#118)
2012-07-17 09:20:00
θsun : 40
◦, vwind : 5. 40ms−1
0
100
200
300
400
500
600
700
800
[m
W
m
−2
n
m
−1
]
0
20
40
60
80
100
120
140
[m
W
m
−2
n
m
−1
sr
−1
]
0
1
2
3
4
5
6
[m
W
m
−2
n
m
−1
sr
−1
]
0.00
0.05
0.10
0.15
0.20
0.25
0.30
0.35
0.40
[s
r
−1
]
400 500 600 700 800 900
Wavelength, [nm]
0.000
0.002
0.004
0.006
0.008
0.010
0.012
0.014
0.016
[s
r
−1
]
Haze case (#117)
2012-04-11 08:57:00
θsun : 53
◦, vwind : 9. 50ms−1
0
50
100
150
200
250
300
[m
W
m
−2
n
m
−1
]
0
20
40
60
80
100
[m
W
m
−2
n
m
−1
sr
−1
]
0.0
0.5
1.0
1.5
2.0
2.5
3.0
3.5
[m
W
m
−2
n
m
−1
sr
−1
]
0.00
0.05
0.10
0.15
0.20
0.25
0.30
0.35
0.40
[s
r
−1
]
400 500 600 700 800 900
Wavelength, [nm]
0.000
0.002
0.004
0.006
0.008
0.010
0.012
0.014
0.016
[s
r
−1
]
Scattered clouds case (#118)
2012-04-13 08:50:00
θsun : 53
◦, vwind : 4. 45ms−1
0
50
100
150
200
[m
W
m
−2
n
m
−1
]
0
10
20
30
40
50
60
70
80
[m
W
m
−2
n
m
−1
sr
−1
]
0.0
0.5
1.0
1.5
2.0
2.5
3.0
[m
W
m
−2
n
m
−1
sr
−1
]
0.00
0.05
0.10
0.15
0.20
0.25
0.30
0.35
0.40
[s
r
−1
]
400 500 600 700 800 900
Wavelength, [nm]
0.000
0.002
0.004
0.006
0.008
0.010
0.012
0.014
0.016
[s
r
−1
]
Fully overcast case (#62)
2010-07-23 14:30:00
θsun : 55
◦, vwind : 6. 55ms−1
Fig. 4. Each column depicts observations that belong to one of four cases representing clear,
hazy, scattered cloud, and fully overcast sky conditions. Corresponding station locations
are indicated in Fig. 2. In the first row, individual downwelling irradiance Ed (λ) spectra
are plotted together with their mean spectrum. In the same fashion, the following rows
depict downwelling radiance Ls (λ), upwelling radiance Lu (λ), the ratio
Ls (λ)
Ed (λ)
, and the
ratio Lu (λ)Ed (λ) . Remote-sensing reflectance R
re f
r s (λ) was derived from sub-surface reflectance
(assuming a Q-factor of 5), which contains no surface reflections, and plotted in the last
row for visual comparison with Lu (λ)Ed (λ) , which contains surface reflections. For further
information on parameters and units, please refer to Table 1.
% (L10: 25.3 %) for CH 1 and 1.6 % (L10: 14.5 %) for CH 2. This difference was predominantly
caused by higher variability in the near infra-red spectral region above 700 nm with RSD 8.4 %
(CH 1) and 4.5 % (CH 2). The difference (RMSE) between equalized Rr s (λ) from CH 1 and CH
2 was 2.77 · 10−5 sr−1 (L10: 5.77 · 10−4 sr−1). If normalized with µ
[
Rr s (λ)
]
, this corresponds
to a nRMSE of 1.7 % (L10: 51.5 %).
Variability of ρds within measurement cycles of typically less than 10 seconds was accounted
for in the bio-optical model inversion (8.53 % and 9.84 % mean RSD for CH 1 and CH 2,
respectively), and could not have been achieved by a Lr (λ) correction that is based only on
wind speed that is considered constant throughout a measurement cycle. Throughout the day,
ρds varied by RSD 29.4 % (CH 1) and 36.5 % (CH 2), with clear maxima for when the sun was
located directly behind (180◦ relative azimuth) the respective radiance sensor pair. This can be
observed for both channels and is likely due to Rayleigh scattering being highest in the direction
opposite the sun. ρdd resulted in very small absolute values (mean 1.62e − 12 for CH 1 and
4.50e − 12 for CH 2) that were highest for the smallest relative azimuth angles to the sun and
corresponding low sun elevation. Extremely hight variability in ρdd (164 % and 145 % mean
RSD for CH 1 and CH 2, respectively) underlines the importance of correcting for sun glint even
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Fig. 5. Processing results for the four cases depicted in Fig. 4, processed with 3C (left panels)
and L10 (right panels). Modelled Lu (λ)Ed (λ) -ratios are depicted in red. Modelled
Lr (λ)
Ed (λ)
(green)
was subtracted from observations of Lu (λ)Ed (λ) (blue) to derive remote-sensing reflectances
Rr s (λ) (thick grey lines, error bars indicate standard deviations). Reference remote-sensing
reflectances Rre fr s (λ) were derived from sub-surface reflectances R−(λ) and are depicted as
black lines (error bars indicate standard deviations). For further information on parameters
and units, please refer to Table 1.
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Fig. 6. A daytime measurement cycle of radiometric observations that was recorded 11
October 2015 from 10:30 to 16:00 (local time, sun zenith angle lower than 70◦) in Pater-
swoldsemeer (The Netherlands) by an Ecowatch instrument that features two remote-sensing
reflectance Rr s (λ) channels, facing NNE (CH 1) and NNW (CH 2). Panel A depicts equal-
ized Rr s (λ) that were derived with 3C for each channel over the course of the day, with
standard deviations plotted as error bars. Panel B shows spectrally averaged Lu (λ)Ed (λ) -ratios
(upper curves) and spectrally averaged Rr s (λ) (lower curves) as a function of azimuth
angle difference between sun and sensor. Panels C to F depict 3C model parameters as a
function of azimuth angle difference: diffuse and direct reflectance coefficients ρds and
ρdd , respectively, Ångström exponent α, and turbidity coefficient β. Error bars in panel
B to F indicate standard deviations over ten measurements that were recorded per cycle.
The dashed blue vertical line indicates ±135◦ from the sun in the azimuthal plane, which
is considered optimal for remote-sensing reflectance observations from above water. For
further information on parameters and units, please refer to Table 1.
Table 2. Average distribution statistics (mean and standard deviation (std)) of 3C model
optimization results (upper section), and regression statistics between derived and reference
remote-sensing reflectances (lower section), for Baltic Sea stations recorded under the
following sky conditions: clear skies ( LsEd (750 nm) < 0.1, 17 stations), mixed sky conditions
(0.1 >= LsEd (750 nm) < 0.3, 11 stations), and overcast skies (
Ls
Ed
(750 nm) >= 0.3, 9
stations). For further information on parameters and units, please refer to Table 1.
Metric mean std
Param./Sky Cond. clear mixed overcast clear mixed overcast
ρdd 1.18E-6 5.08E-8 2.64E-9 8.12E-6 3.45E-7 9.05E-9
ρds 0.0102 0.00915 0.00864 0.00284 0.00171 0.00217
α 1.49 1.28 1.53 0.375 0.349 0.515
β 0.302 0.617 0.841 0.255 0.22 0.534
RSS 1.18E-5 3.35E-6 1.15E-5 5.03E-6 1.57E-6 1.18E-5
Q 5.05 4.88 4.14 0.298 0.255 0.173
δ -1.69E-4 -2.02E-4 -3.14E-4 9.63E-5 4.75E-5 1.02E-4
RMSE 1.65E-4 8.30E-5 1.03E-4 3.11E-5 1.88E-5 2.82E-5
nRMSE 8.18 6.5 6.25 1.66 1.38 1.76
Table 3. Average distribution statistics (mean and standard deviation (std)) of L10 model
optimization results (upper section), and regression statistics between derived and reference
remote-sensing reflectances (lower section), for Baltic Sea stations recorded under the
following sky conditions: clear skies ( LsEd (750 nm) < 0.1, 15 stations), mixed sky conditions
(0.1 >= LsEd (750 nm) < 0.3, 9 stations), and overcast skies (
Ls
Ed
(750 nm) >= 0.3, 9
stations). For further information on parameters and units, please refer to Table 1.
Metric median std
Param./Sky Cond. clear mixed overcast clear mixed overcast
∆ 5.58E-4 1.06E-3 1.09E-3 3.21E-4 4.53E-4 6.89E-4
RSS 2.08E-5 1.05E-5 1.77E-5 8.29E-6 3.11E-6 1.10E-5
Q 5.3 5.71 4.69 0.386 0.366 0.219
∆ 4.58E-4 5.05E-4 4.64E-4 1.34E-4 8.68E-5 1.32E-4
RMSE 3.54E-4 2.77E-4 2.32E-4 6.53E-5 4.73E-5 4.12E-5
nRMSE 14.3 15.4 10.8 2.47 2.09 1.69
if the average contribution is small. Ångström exponent α from both channels resulted in similar
values between approximately 12:00 and 14:30 hours (local time). High variability towards the
afternoon in CH 2 indicates developing cloud formations or haze in that direction of the sky. This
is supported by an increase in estimated turbidity coefficient towards the afternoon as observed
by CH 2, but not by CH 1.
4. Discussion
A spectrally resolved correction factor ∆(λ) aids the processing of in situ hyperspectral ra-
diometry to accurate Rr s (λ). The 3C model can account for conditions where sky radiance
measurements in the specular direction to the sea-viewing sensor do not exist, or are not represen-
tative of water surface-reflected radiance. Average sun glint contributions were generally small,
which was at least in case of the Baltic Sea observations likely due to the sun glint-minimizing
viewing geometry maintained by the Rflex system. However, sun glint contributions were highly
variable, which highlights the importance of this correction component. The correction for
diffuse sky radiance ρds was also typically small compared to the surface reflectance factor ρs ,
indicating a small correction to the well-established methodology behind Eq. (3). Nevertheless,
spectrally resolving this correction term with 3C consistently improved bio-optical model fits
and Rr s (λ) retrievals, regardless of sky condition, and as the authors of the L10 model suggested
it should. A reliable correction for surface reflections could not be achieved with L10 under
variably clouded sky conditions. Such conditions are rather common, which certainly contributes
to typically high quality control rejection rates for automated shipborne Rr s (λ) observations
[e.g. 10, 11]. Remote-sensing reflectances were derived with 3C at comparable spectral accuracy
for clear, mixed, and overcast sky conditions, which is concluded to be a major improvement
over a scalar offset correction.
Remote-sensing reflectance is an apparent optical property – changes in light field distribution
have an impact on observed Rr s (λ). The most obvious dependence is on θsun (see e.g. Eq.
(11)), which is why normalized radiances and reflectances ρw (λ,θsun = 0, θview = 0) are often
favoured in satellite remote sensing applications [e.g 1]. For in situ observations, wave-induced
and thus potentially short-lived changes in the Q-factor may have a scaling effect on Rr s (λ). To
focus on spectral differences rather than changes in scaling over the course of a day, derived
remote-sensing reflectances were equalized to a common mean intensity in the presented daytime
measurement cycle. Equalized remote-sensing reflectances from both channels in the fixed-angle
measurements at Paterswoldsemeer matched closely and showed nearly no temporal variability,
which could not be achieved with a scalar offset correction. These are strong indications that
3C accounted reliably for variable water surface reflections. Correction for diffuse sky light
was highest for observations that were recorded with the sun exactly behind the respective
radiance sensors, which is where Rayleigh scattering is most efficient. From this we conclude
that a spectrally resolved offset correction for diffuse sky light, such as validated in this study,
is crucial to account for the strong directional dependency of Rayleigh-scattered radiance. Sun
glint contributions were also small but highly variable in this time series. Elevated values of
ρdd were observed in both channels when relative azimuth angles to the sun and sun elevation
were lowest. Based on ray-tracing simulations, a relative viewing azimuth angle to the sun
of approximately ∆θ = 135◦ was recommended by Mobley [2, 6] to minimize the chance of
sun glint contamination. The present results empirically support that ∆θ = 135◦ offers a good
compromise between low intensity of Rayleigh-scattered diffuse sky light and a small chance of
sun glint contamination. However, if this viewing geometry is not realisable, e.g. in airborne or
satellite remote sensing, due to self-shading, or for fixed position instruments, 3C can compensate
for sun glint and increased Rayleigh-scattered sky light reflections.
Reflectance derived from depth-profiles was used as a reference. Intense fluctuations of
downwelling irradiance in water are induced by wave focusing effects [35, 36, 37] and low
data quality of upwelling irradiance can be caused by instrument noise due to low light levels
at depth. In order to account for these effects, multiple casts were averaged, relatively more
measurements were taken near the surface, and depth ranges were manually adjusted. Both
effects can nevertheless not be ruled out to have caused weak spectral distortion. Casts were
recorded several meters away from the ship, on the sun-exposed side to avoid shading. Such
close proximity to the ship can introduce adjacency effects, which would explain variable offsets
but also affect the best fit of the Q-factor. Free-falling profilers that can operate at a greater
distance to the ship avoid such contamination, but these are not particularly suitable for the highly
absorbing waters of the Baltic Sea where the time taken by the profiler to collect a hyperspectral
measurement would equate to a depth similar to the euphotic zone itself. Residual influence of
foam and white-caps may be present in above-surface observations even after quality control,
and is not accounted for in 3C. Variable ship pitch and roll can also alter the viewing geometry
such that sky radiance is geometrically not representative of surface-reflected radiance. It is
likely that these fundamentally different sampling methodologies have an impact on offsets δ
between reflectances sampled above and below surface, such that they had to be accounted for in
our statistical analysis, but bear no further interpretation.
The GC90 atmospheric model inherent to 3C is defined for cloudless maritime atmospheres.
Despite the limitation of GC90 to clear sky conditions, 3C can to an extent also correct observa-
tions recorded under partially or fully overcast skies. This apparent contradiction can be resolved
based on the Baltic Sea case 3: sky radiance was not spectrally representative of water surface-
reflected light, probably because cloud occupied the complete sky radiance sensor field-of-view
in an otherwise dominantly blue sky. Wind speeds close to 5 ms−1 roughened the water surface
such that light from a large fraction of the sky (including blue parts) was reflected into the Lu (λ)
sensor field-of-view [see e.g. 2, Fig. 2]. Since clouds appear spectrally neutral (white), at least in
the visible spectral domain, the measurement of Ls (λ)Ed (λ) contained no spectral information that
could be used to correct for Rayleigh- or aerosol-scattered radiance. The spectrally resolved
offset parameter ∆(λ) in 3C can compensate for such observational shortcomings in sky radiance
measurements with modelled radiances as observable under cloudless maritime atmospheres.
However, compositions of aerosols may exist that cannot be parametrised accurately with the
Ångström approximation of scattering in GC90, e.g. due to urban or industrial air pollutants, bush
and forest fires, and sand storms. Under such conditions air mass type might require adjustment
and 3C model optimization is more likely to produce a poor fit, which could not be verified with
the data set analysed here. Average photon path lengths in the atmosphere can differ significantly
for Lr (λ) and Ed (λ), especially when clouds are present. This effect introduces atmospheric
absorption features to Lu (λ)Ed (λ) -ratios, which cannot be corrected for with 3C. However, such
absorption features surface also in Ls (λ)Ed (λ) -ratios (e.g. Fig. 4, case 3 and 4) and can be used to
correct for the effect in Rr s (λ) [10] if Ls (λ) happens to be representative of Lr (λ), e.g. for a flat
or very calm water surface. Variable atmospheric path length, cloud transmission, and a wider
range of aerosol optical properties may be added to 3C to account for these effects, and further
research in this direction is recommended.
Model optimization should not be expected to result in modelled Lu (λ)Ed (λ) -ratios that perfectly
match observations, because this would require a finely tuned bio-optical and aerosol model
and perfect instrument calibration. The aim is to realistically separate water leaving signal from
residual signal that is attributed to Lr (λ) [12]. This separation is dependent on a suitable model
parametrisation, e.g. realistic choice of specific inherent optical properties (sIOPs) and parameter
ranges. Absorption by CDOM was recorded in the Baltic Sea data set and used to derive CDOM
slope S, which is required in the bio-optical model inversion. When such measurements are
lacking, S can be added to the inversion as a free fit parameter, on the condition that reasonable
starting values and fit ranges can be provided, or be set to a realistic average value. The latter
option even slightly improved the average nRMSE for Baltic Sea observations, and was chosen
for processing the daytime measurement sequence. The bio-optical model by Albert and Mobley
[25] is specified to simulate reflectances for a wide range of water types, and performed equally
well for dark Baltic Sea waters and turbid inland lake reflectance in this study. In case of oceanic
observations, a much simpler model could be applied to limit the number of fit parameters,
and thus potential ambiguities in fit results. The choice of a suitable bio-optical model and its
parametrisation for the water body in question remains with the user, as does the interpretation
of fit residuals. Nevertheless, there is ample opportunity to determine the optical water type
and associated starting values for the bio-optical model from the radiometric signals without
first modelling Rr s (λ) to perfection. Further validation studies should be carried out to define
suitable protocols for a wider range of water types and sky conditions.
5. Conclusions
The 3C model was used to parametrise a spectrally resolved offset ∆(λ) to improve the retrieval
of Rr s (λ) from above-water radiometric observations. 3C treats sun glint separately from diffuse
Rayleigh- and aerosol-scattered radiance. The spectrally resolved offset correction improved
retrieval of Rr s (λ) compared to a scalar offset correction. The proposed implementation of 3C
relaxes constraints on measurement geometries, which will help to utilize observations from
fixed-position or ship-borne instruments that previously had to be discarded. An implementation
of the processing scheme is made publicly available.
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