Abstract. Fix a field k of characteristic zero. If a 1 , . . . , a n (n ≥ 3) are positive integers, the integral domain B a1,..
Introduction
If B is a commutative ring of characteristic zero, a derivation D : B → B is locally nilpotent if for each x ∈ B there exists n > 0 such that D Fix a field k of characteristic zero. If a 1 , . . . , a n (n ≥ 3) are positive integers, the integral domain B a 1 ,...,an = k[X 1 , . . . , X n ]/ X a 1 1 + · · · + X an n is called a Pham-Brieskorn ring. These rings and the corresponding varieties have been studied extensively and from several angles; paper [10] refers to [13] for a survey. It is interesting to ask which Pham-Brieskorn rings are rigid or stably rigid. Consider the set T n = (a 1 , . . . , a n ) ∈ Z n | a i ≥ 2 for all i and a i = 2 for at most one i .
It is known (and easy to see) that if B a 1 ,...,an is rigid then (a 1 , . . . , a n ) ∈ T n ; so one wants to know if the converse is true. The case n = 3 is settled by:
1.1. Theorem. Let a, b, c be positive integers. This article settles many cases not covered by Theorems 1.1-1.3. In order to avoid giving too many definitions in the Introduction, we only present a subset of our results as Theorem 1.4. Other significant results appear in Section 4. The Pham-Brieskorn rings B a 1 ,...,an that appear in Theorem 1.4 are defined over an arbitrary field k of characteristic zero, and we always assume that n ≥ 3.
Theorem.
(a) If a ≥ n ≥ 4 then B a, . . . , a n is rigid.
then B a 1 ,...,an is stably rigid. (e) If (a 1 , . . . , a n ) ∈ T n and cotype(a 1 , . . . , a n ) ≥ n − 2, then B a 1 ,...,an is rigid.
(f) If k 1 , k 2 , k 3 , k 4 ≥ 1 are pairwise relatively prime and a ≥ 3 then B ak 1 ,ak 2 ,ak 3 ,ak 4 is rigid.
(g) If k 1 , . . . , k n ≥ 1 are pairwise relatively prime and a ≥ n ≥ 4 then B ak 1 ,...,akn is rigid.
(h) If a 1 , . . . , a m ≥ 1 (m ≥ 1) satisfy a i ∤ lcm(3, a 1 , . . . a i . . . , a m ) for all i ∈ {1, . . . , m}, then B a 1 ,...,am,3,3,3 is rigid.
Part (a) (of Theorem 1.4) is Corollary 4.6; the fact that B a,...,a is rigid when n ≤ a < n(n − 2) appears to be a new result (if a ≥ n(n − 2) then B a,...,a is rigid by Theorem 1.2). Parts (b) and (c) are Corollary 6.8 and Proposition 4.12, respectively; these two results strengthen Theorem 1.2. Part (d) is the case "n = 4" of part (c). Part (e) is Corollary 4.16; it generalizes Theorem 1.3(e). Parts (f) and (g) are Corollary 4.10, and (h) is Example 4.17; parts (f-h) are illustrations of stronger results that cannot be stated in the Introduction.
Let us say a few words about Section 3. It is known that if a k-domain B is not rigid then its field of fractions Frac(B) is ruled over k, i.e., there exists a field K such that k ⊆ K ⊂ Frac(B) and Frac(B) = K(t) where t is transcendental over K. So, one technique for showing that B is rigid is to show that Frac(B) is not ruled over k. However, that technique is useless when B admits a nontrivial Z-grading, because then Frac(B) is always ruled over k: we have Frac(B) = K(t) where K = HFrac(B) is the "homogeneous field of fractions" of B. Section 3 shows that if B is a graded k-domain which is not rigid then, under certain additional hypotheses, HFrac(B) itself is ruled over k. So, to prove that a graded domain B satisfying certain assumptions is rigid, it suffices to show that HFrac(B) is not ruled. It is this technique that allows us to prove part (a) of Theorem 1.4.
Preliminaries
Throughout this work, all rings are commutative and have a multiplicative identity 1. All ring homomorphisms map 1 to 1. If B is a ring then B * denotes its group of units. If b ∈ B then b is the ideal of B generated by b, and we use the notation B b = S −1 B where S = {1, b, b 2 , . . . }. By a domain, we mean an integral domain. If B is a domain, its fraction field is denoted Frac(B). If A ⊆ B are domains then trdeg A (B) denotes the transcendence degree of Frac(B) over Frac(A). A subring A of a domain B is factorially closed in B if for all x, y ∈ B \ {0} we have the implication xy ∈ A ⇒ x, y ∈ A. If k is a field, then a k-domain is a domain that is also a k-algebra. An affine k-domain is a k-domain that is finitely generated as a k-algebra.
If A is a subring of a ring B, we write B = A [n] to indicate that B is isomorphic to the polynomial algebra in n variables over A. If K/k is a field extension, K = k (n) means that K is purely transcendental over k, of transcendence degree n.
We write " ⊆ " for inclusion and " ⊂ " for proper inclusion. Let B be a ring and D : B → B a derivation. We say that D is irreducible if the only principal ideal of B containing D(B) is B itself. We say that D is locally nilpotent if for each b ∈ B there exists an n ∈ N such that D n (b) = 0. A slice of D is an element t ∈ B such that D(t) = 1. A preslice of D is an element t ∈ B such that D(t) = 0 and D 2 (t) = 0.
2.1. Definition. If B is a ring, the set of locally nilpotent derivations D : B → B is denoted LND(B). If LND(B) = {0}, we say that B is rigid.
Let
B be an integral domain of characteristic zero, let D : B → B be a derivation, and let A = ker D. The following facts are well known (refer to [8] , [11] or [3] ). [1] . Consequently, trdeg A (B) = 1 and Frac(B) = (Frac(A)) (1) . (c) If D = 0 is locally nilpotent and B satisfies the ascending chain condition for principal ideals, then there exists an irreducible locally nilpotent derivation δ :
is a derivation and the following hold:
locally nilpotent if and only if D is locally nilpotent and S ⊆
where we adopt the convention that min ∅ = ∞, so |x| B = ∞ when B is rigid.
3. Derivations of G-graded rings 3.1. Definition. Let (G, +) be an abelian group. A G-grading of a ring B is a family {B g } g∈G of subgroups of (B, +) such that B = g∈G B g and B g B h ⊆ B g+h for all g, h ∈ G. A G-graded ring is a ring B together with a G-grading (of B). In the special case where G = Z and B i = 0 for all i < 0, we say that B is N-graded and write B = i∈N B i .
3.2.
Definitions. Suppose that G is an abelian group and that B = i∈G B i is a G-graded ring.
•
If D is homogeneous and D = 0 then h is unique and we say that D is homogeneous of degree h. The zero derivation is homogeneous of degree −∞. The set of homogeneous locally nilpotent derivations of B is denoted HLND(B).
• A graded subring of B is a subring A of B satisfying A = g∈G (A ∩ B g ). If A is a graded subring of B then A is a G-graded ring (A = g∈G A g is a G-grading of A, where we define A g = A ∩ B g for each g ∈ G). Note that if D ∈ HLND(B) then ker D is a graded subring of B.
• If A is a graded subring of B, define G(A) to be the subgroup of G generated by the set g ∈ G | A g = 0 .
3.3. Definition. Suppose that G is an abelian group and that B = i∈G B i is a G-graded integral domain. If S is a multiplicatively closed subset of i∈G (B i \{0}) such that 1 ∈ S then the localized ring S −1 B is a G-graded ring in a natural way, and if we write S −1 B = R = i∈G R i then the subring R 0 of S −1 B called the homogeneous localization of B at S. Explicitly,
We define HFrac(B) to be the homogeneous localization of B at S = i∈G (B i \ {0}). It is clear that HFrac(B) is a subfield of Frac(B); we call HFrac(B) the homogeneous field of fractions of B. 
We show that D (S) is nonzero. It is straightforward to verify that D has a homogeneous preslice [1] . Using G(A) = G(B) once again, we see that HFrac(B) is the field of fractions of B (S) ; so HFrac(B) = (HFrac(A)) (1) . This proves (a). (b) If k is a field included in B then it is clear that k ∩ B 0 is a field and 2.2(a) implies that
(c) It is well known that if G is a torsion-free abelian group and B is a G-graded domain then any field included in B is in fact included in B 0 (see [2, Lemma 2.4.7] , for instance). So in the present situation we have k ⊆ B 0 ; then (b) implies that k ⊆ HFrac(A) and (a) implies that HFrac(B) is ruled over k.
3.7.
Remark. In the special case where the grading is an N-grading and is nontrivial (B = B 0 ), Theorem 3.6(c) asserts that the function field of Proj B is ruled over k. (See Example 3.4.) The same remark applies to Proposition 3.10, below. Let k be a field of characteristic zero and B a Z-graded affine k-domain. If B is not rigid then HLND(B) = {0}. Refer to [4] for proofs of the claims made in 3.8, and for an in-depth treatment of this topic.
(Homogenization). Let k be a field of characteristic zero and B
3.9. Definitions. Let n ≥ 2 and S = (a 1 , a 2 , . . . , a n ) ∈ Z n .
• Define 1 gcd(S) = gcd(a 1 , . . . , a n ) and lcm(S) = lcm(a 1 , . . . , a n ).
• If gcd(S) = 1, we say that S is normal. If S = (0, . . . , 0) then the tuple S ′ = (
) (where d = gcd(S)) is normal, and is called the normalization of S.
• For each j ∈ {1, . . . , n}, define S j = (a 1 , . . . a j . . . , a n ) (j-th component omitted). More generally, given a proper subset J of {1, . . . , n} we define S J = (a i 1 , . . . , a is ), where i 1 < · · · < i s are the elements of {1, . . . , n} \ J.
• We define the sets
Then we define the type and the cotype of S by:
type(S) = |J * (S)| and cotype(S) = |J(S)|.
Note that type(S), cotype(S) ∈ {0, 1, . . . , n} and that, if S ′ is the normalization of S, then type(S) = type(S ′ ) and cotype(S) = cotype(S ′ ).
3.10. Proposition. Let k be a field of characteristic zero and B a Z-graded k-domain. Suppose that there exist homogeneous prime elements x 1 , . . . , x n (n ≥ 2) of B satisfying the following conditions, where
• for any choice of distinct i, j, the elements x i , x j are not associates in B. Then the following hold. 
Rigidity of Pham-Brieskorn Rings
Let k be a field of characteristic zero.
4.1. Definition. Given n ≥ 3 and S = (a 1 , . . . , a n ) ∈ (N \ {0}) n , we use the notation
..,an is called a Pham-Brieskorn ring. We use the capital letters X i to represent the variables in the polynomial ring, and define
, where L = lcm(S); then there is a unique N-grading of B S with the property that x i is homogeneous of degree d i for all i = 1, . . . , n. We call it the standard N-grading of B S .
4.2.
Lemma. Given n ≥ 2 and S = (a 1 , . . . , a n ) The proof of Lemma 4.2 is left to the reader. We deduce the following useful triviality: 2 We mean that B is finitely generated as a k-algebra.
4.3.
Lemma. Let n ≥ 4 and S = (a 1 , . . . , a n ) ∈ (N \ {0}) n , and consider B S , x 1 , . . . , x n and
. . , a n ) (b) For each i ∈ {1, . . . , n}, we have lcm(a 1 , . . . a i . . . , a n ) = lcm(S) ⇐⇒ i ∈ J(S).
(c) x 1 , . . . , x n are homogeneous prime elements of B S and are pairwise non-associates.
Proof. Since (d 1 , . . . , d n ) =S, assertions (a) and (b) follow from Lemma 4.2. For each i, define S i as in Definition 3.9; then B S / x i ∼ = B S i , which is a domain because n ≥ 4. So x 1 , . . . , x n are homogeneous prime elements of B S , and it is clear that they are pairwise non-associates.
Recall that a k-variety X is said to be ruled if the function field of X is ruled over k, in the sense of Definition 3.5. Proof. Note that cotype(S) = 0. If B S is not rigid then (by Theorem 4.4) Proj B S = F a,n is ruled, which is not the case by Remark 4.5.
We shall now develop a different approach for proving that B S is rigid in certain cases. We need the following result, which is part (b) of Corollary 3.3 of [10] . See 2.3 for the definition of |u| A .
4.7.
Corollary. Suppose R is a Z-graded affine k-domain, f ∈ R is homogeneous, and n ≥ 2 is an integer not dividing deg f . Set g = gcd(n, deg f ), define the rings (a) Given S = (a 1 , . . . , a n ) ∈ (N \ {0}) n and i ∈ {1, . . . , n}, define g i (S) = gcd(a i , lcm(S i )) (recalling the definition of S i from Definition 3.9).
(b) Let S = (a 1 , . . . , a n ) and S ′ = (a ′ 1 , . . . , a ′ n ) be elements of (N \ {0}) n and let i ∈ {1, . . . , n}. We write S ≤ i S ′ if and only if
i is a partial order on (N \ {0}) n (transitivity follows from the fact that if
n , and suppose that there exist i ∈ {1, . . . , n} and S * ∈ (N \ {0}) n such that S * < i S and S * < i S ′ . Then B S is rigid if and only if B S ′ is rigid.
Proof. (b) We may assume that i = n. Consider S = (a 1 , . . . , a n ), S ′ = (a ′ 1 , . . . , a ′ n ) and S * = (a * 1 , . . . , a * n ) satisfying S * < n S and S * < n S ′ . The hypothesis implies that
. . , a n−1 ) and define an N-grading on R = k[X 1 , . . . , X n−1 ] by declaring that (for each i = 1, . . . , n − 1) X i is homogeneous of degree
. Consider the rings
Observe that A ∼ = B S * , B ∼ = B S and B ′ ∼ = B S ′ . The reader may verify that a n ∤ deg f , a ′ n ∤ deg f and gcd(a n , deg f ) = a * n = gcd(a 
Since B S 0 is rigid, so is B S n by Proposition 4.9.
4.11. Lemma. Given n ≥ 3 and S = (a 1 , . . . , a n ) ∈ (N \ {0}) n , J(S) = j | S is not minimal with respect to < j .
Proof. If j ∈ J(S) then a j ∤ lcm(S j ), so g j (S) = a j and hence (a 1 , . . . , a j−1 , g j (S), a j+1 , . . . , a n ) < j S.
4.12.
Proposition. Let n ≥ 3, S = (a 1 , . . . , a n ) ∈ (N \ {0}) n and
Proof. Let us write I = I(S) and J = J(S).
so we are done by Theorem 1.2. Assume that J = ∅ and let j 1 < · · · < j k be the elements of J. Choose distinct primes p j 1 , . . . , p j k such that gcd( j∈J p j , n i=1 a i ) = 1. Choose positive integers e j 1 , . . . , e j k such that
. We inductively define a sequence S 0 , S 1 , . . . , S k of elements of (N \ {0}) n by setting S 0 = S and, for each ν = 1, . . . , k,
where the p e jν jν is in the j ν -th position. The reader can check that J(S ν ) = J(S) = J for all ν and that
. . , k}; since j ν ∈ J = J(S ν−1 ), Lemma 4.11 implies that S ν−1 is not minimal with respect to ≤ jν , i.e., there exists S 
. So B S is rigid. HLND(B a 1 ,. ..,a i ) \ {0} satisfying D i (x j ) = 0 for all j ∈ {1, . . . , i} ∩ J where x j denotes the image of X j in B a 1 ,...,a i . Then P (n) is true, with D n = D. Assume that i is such that m < i ≤ n and such that P (i) is true. Note that i ∈ J, so D i (x i ) = 0, so D i induces a homogeneous locally nilpotent derivationD i of the ring B a 1 ,...,a i / x i ∼ = B a 1 ,...,a i−1 , andD HLND(B a 1 ,...,a i−1 ) \ {0} such that ker D i−1 = kerD i , so P (i − 1) is true. By descending induction, P (n), P (n − 1), . . . , P (m) are all true. Since P (m) is true and S J = (a 1 , . . . , a m ) , we have D m ∈ HLND(B S J ) \ {0}, so B S J is not rigid, contradicting ( * ).
We generalize Theorem 1.3(e):
4.16. Corollary. Let n ≥ 4 and S ∈ T n . If cotype(S) ≥ n − 2, then B S is rigid.
Proof. We have |J(S)| = cotype(S) ≥ n − 2, so min(|J(S)| − 1, n − 3) = n − 3. Let J be any subset of J(S) satisfying |J| = min(|J(S)| − 1, n − 3) = n − 3; since S ∈ T n , we have S J ∈ T 3 , so B S J is rigid by Theorem 1.1. Then Proposition 4.15 implies that B S is rigid. If m}, then B a 1 ,...,am,3,3,3 is rigid. Indeed, let S = (a 1 , . . . , a m , 3, 3, 3) , then J(S) = {1, . . . , m} and (by Theorem 1.3(c) ) B a i ,3,3,3 is rigid for each i ∈ J(S), so B S is rigid by Proposition 4.15. For instance, B 2,5,7,3,3,3 is rigid.
4.18. Notation. Given S = (a 1 , . . . , a n ) ∈ (N \ {0}) n (n ≥ 2) and a subset M of {1, . . . , n}, define a positive integer ∆ M (S) by ∆ ∅ (S) = 1 and
Observe that ∆ M (S) = ∆ J(S)∩M (S) and ∆ M (S) = 1 ⇔ M ∩ J(S) = ∅, because lcm(S j ) = lcm(S) for each j ∈ {1, . . . , n} \ J(S), and lcm(S j ) is a proper divisor of lcm(S) for each j ∈ J(S).
Proof. We use the following notation: S = (a 1 , . . . , a n ), S = (d 1 , . . . d n ), x 1 , . . . , x n as in Definition 4.1, L = lcm(S) and, for each i ∈ {1, . . . , n}, L i = lcm(S i ) and
= ∆ M (S) and consequently j∈M δ j Z = ∆ M (S) · Z. So, to prove (a), it suffices to show that (1) for each D ∈ HLND(B S ) \ {0} and each j ∈ M, Z(ker D) ⊆ δ j Z.
We prove this by contradiction: suppose that D ∈ HLND(B S ) \ {0} and j ∈ M satisfy Z(ker D) δ j Z. 
for each (i 1 , . . . , i n ) ∈ E we have λ i 1 ,...,in ∈ k * and deg(x Proof. We have J(S) = ∅ because cotype(S) > 0. If j ∈ J(S) then S j ∈ T 3 , so B S j is rigid by Theorem 1.1. So the set M = j ∈ J(S) | B S j is rigid of Proposition 4.19 is equal to J(S) (which is not empty). The desired conclusion follows from Proposition 4.19.
A remark about Proj(B S )
As in the preceding section, we assume that k is a field of characteristic zero.
5.1. Proposition (Exercise 9.5 in [7] ). Let R = R 0 ⊕ R 1 ⊕ R 2 ⊕ . . . be an N-graded Noetherian ring, let d > 0 and let
Proof. We may assume that i = 1.
= kd j ; this proves the first part of (2).
S ′ as graded rings. Then Proj B S ∼ = Proj B S ′ follows from Proposition 5.1. 5.3. Remark. It is interesting to observe that the geometry of Proj B S is in general not sufficient to determine whether or not B S is rigid (whereas the geometry of Spec B S is of course sufficient). For example, let S = (2, 3, 3, 2 
[m] and a 1 , . . . , a n ∈ N \ {0} be such that:
• g
where d is the dimension of the C-vector space spanned by g
. . , g n are pairwise relatively prime. Then g 1 , . . . , g n ∈ K. (g 1 , . . . , g n ∈ K) immediately follows from (iii), so we may assume that 1 < d < n. Then
is defined and
and Theorem 6.2 implies that g 1 , . . . , g n ∈ K. So the case K = C of Corollary 6.3 is true. Now let K be arbitrary. Let K 0 ⊆ K be the extension of Q generated by the coefficients of g 1 , . . . , g n . Then K 0 can be embedded in C; more precisely, if we choose a sufficiently large overfield L of K then we may find a copy of C in L forming a diagram of fields as in the left part of: L K▲ ▲ ▲ ▲ ▲ ▲ C ▲ ▲ ▲ ▲ ▲ ▲ ▲ s s s s s s . . , g n ∈ C, so g 1 , . . . , g n ∈ K.
We need the notion of relatively prime elements of an arbitrary domain.
6.4. Definition. Let x, y ∈ B where B is a domain. One says that x, y are relatively prime in B if the following hold: (i) xB ∩ yB = xyB (ii) if 0 ∈ {x, y} then {x, y} ∩ B * = ∅. Note that this agrees with the usual notion when B is a UFD. 6.5. Remark. Let x, y be relatively prime elements of a domain B.
(a) If S is a multiplicative set of B such that 0 / ∈ S, then x, y are relatively prime in S 6.7. Theorem. Let B be a domain of characteristic zero, n ≥ 3, x 1 , . . . , x n ∈ B and a 1 , . . . , a n ∈ N \ {0}. Assume that (i) x (iii) x 1 , . . . , x n are pairwise relatively prime in B. Then x 1 , . . . , x n ∈ ML(R) in each of the following cases:
(a) R is a factorially closed subring of B satisfying x 1 , . . . , x n ∈ R; (b) R = B [N ] for some N.
Moreover, x 1 , . . . , x n belong to the rigid core of B.
Proof. (a) Let R be a factorially closed subring of B satisfying x 1 , . . . , x n ∈ R. Let D ∈ LND(R) and let A = ker(D); we claim that x 1 , . . . , x n ∈ A. To show this, we may assume that D = 0. Let S = A \ {0}, then S −1 R = K [1] where we set K = Frac(A). Note that x 1 , . . . , x n are pairwise relatively prime in R by Remark 6.5(b), so they are pairwise relatively prime in S −1 R = K [1] by Remark 6.5(a). Then x 1 , . . . , x n ∈ K by Corollary 6.3. As A is factorially closed in R, we have R ∩ K = A and hence x 1 , . . . , x n ∈ A. This argument shows that x 1 , . . . , x n ∈ ML(R), so case (a) is proved.
(b) Assume that R = B [N ] for some N. Then x 1 , . . . , x n are pairwise relatively prime in R by Remark 6.5(c). Applying part (a) to x 1 , . . . , x n ∈ R shows that x 1 , . . . , x n ∈ ML(R ′ ) for any factorially closed subring R ′ of R containing x 1 , . . . , x n ; in particular, x 1 , . . . , x n ∈ ML(R). So we are done in case (b).
Observe that x 1 , . . . , x n ∈ ML 0 (B) and that if i is such that x 1 , . . . , x n ∈ ML i (B) then x 1 , . . . , x n ∈ ML i+1 (B) (R = ML i (B) is a factorially closed subring of B, so case (a) gives x 1 , . . . , x n ∈ ML(R)). So x 1 , . . . , x n belong to the rigid core of B.
One says that a ring B of characteristic zero is stably rigid if B ⊆ ML(R) for every overring R of B such that R = B [N ] for some N. In the following statement, we set B a 1 ,...,an = k[X 1 , . . . , X n ]/ X a 1 1 + · · · + X an n where k is a field of characteristic zero. 6.8. Corollary. Let n ≥ 3 and (a 1 , . . . , a n ) ∈ (N\{0}) n be such that n i=1
. Then B a 1 ,...,an is stably rigid.
Proof. The case n = 3 is known (Theorem 7.1(b) of [10] ), so we may assume that n ≥ 4. Write  B = B a 1 ,. ..,an = k[x 1 , . . . , x n ] where x i is the canonical image of X i in B. By Lemma 4.3, x 1 , . . . , x n are prime elements of B and are pairwise relatively prime in B. Consider an overring R = B [N ] of B for some N. Then x 1 , . . . , x n ∈ ML(R) by case (b) of Theorem 6.7, so B is stably rigid.
