Abstract
Introduction
Camera calibration is a preliminary step toward 3D-computer vision. The classical methods use a structure known object (called calibration reference) to determine the camera intrinsic parameters by matching the image features to those on the calibration reference [1] [2] [3] . In addition to the involved complicated computational aspects, the main drawback of the classical methods is their requirement of a calibration reference which is not always available in practice. The drawback can be overcome by self-calibration technique, which directly uses the image of the environment instead of the calibration reference.
Since the pioneering work by Maybank and Faugeras [4] , a quite number of self-calibrations techniques have been proposed [4] [5] [6] [7] [8] . In [5] , Ma proposed a technique which allows linear computation of camera's intrinsic parameters by controlling the camera to perform some specially designed motions. Camera self-calibration based on known camera motions is also investigated in [6, 7] .
The method proposed here is a major improvement to Ma's method in [5] . Ma's method requires the camera to translate in arbitrary directions in 3D space that an ordinary pan-tilt-translation camera platform cannot perform. Our method requires only the camera being able to pan, tilt, and translate in a horizontal plane, which can be carried out by an ordinary pan-tilt-translation camera platform. In addition, a preliminary assessment on the robustness aspects with respect to the different motion configurations is also presented in our work. Compared to the classical methods in the literature, our method is a linear one, and the uniqueness of solution can be guaranteed. Besides, although our method requires the camera to do some specially designed motions, we do not need to know the parameters of these motions, which is different from those in [6, 7] .
Camera intrinsic parameters from 4 sets of orthogonal translations
In a head-eye active vision system, the camera is rigidly mounted on a pan-tilt-translation platform. The platform can be controlled to pan (rotation about a vertical axis), tilt (rotation about a horizontal axis), or translate in a horizontal plane, and the motion parameters can be read out from the controller.
By controlling the platform to translate twice along 2 orthogonal directions, the 2 corresponding FOE (focus of expansion) can be detected from the images [5] . Repeat this procedure four times while regulating the camera's orientation by pan or tilt, we can get 4 sets of FOE, F i1 , F i2 (i=1~4), correspondingly 4 sets of the vectors OF i1 , OF i2 (i=1~4). Using the technique in [5] , we can obtain following linear equations: 
is the principal point of the camera. We call u 0 , v 0 , f x , f y the camera intrinsic parameters.
The coefficient matrix of Eqs. (1) is (   42  41  32  31  42  41  32  31  42  41  32  31   32  31  22  21  32  31  22  21  32  31  22  21   22  21  12  11  22  21  12  11  22  21  12 Proposition1: A Euclidean transformation in the image plane preserves the orthogonality of the camera's two translation vectors as well as the invertibility of the matrix A.
A proof is given in [10] . The proposition 1 implies that the orthogonality of the two translation vectors is independent of any specific camera coordinates system.
According to proposition 1, by a Euclidean transformation to the image coordinate system, we can transform the origin of the image system into the principal point and make u axis parallel to the camera's translation plane while preserving the invertibility of matrix A. In the new image coordinate system, v i1 =v i2 (i=1~4). For convenience seek, we adopt normalized coordinate system of camera [8] in which f=1.
So the 4 sets of camera translations can be described by the relationship between the optical axis OC and the camera's translation plane OF 1 F 2 as shown in Fig.1 , where
are the camera's tilt and pan angles respectively. The camera's orientation at each set of camera translations can be regulated by changing the tilt or/and pan angles of the camera. There exist 4 possible ways to regulate the camera's orientations for the 4 sets of camera translations, which can be listed respectively as follows: 
Numerical analysis of stability
In the preceding section, it is theoretically proved that the camera intrinsic parameters can be uniquely determined under the Configuration 3 or 4. However, theoretical correctness does not mean numerical robustness. In [9] , it is illustrated that even a small perturbation of the input data will cause a significant error of the solution if the equations are ill-posed. Since the image noise is inevitable in practice, it is indispensable that the solution of Eqs. (1) to be numerically stable.
To measure the stability of a solution, the condition number of matrix is introduced here. For equations Ax=b, suppose that ⋅ is a given matrix norm, 
Experimental results
We have verified our method under Configuration 3 by experiments with real image data. In our experiments, a CCD camera (resolution 512 × 512) is mounted on a pantilt-translation platform. The origin is set to x=0, y=0, and ) arctan( Table. 1. The camera intrinsic parameters obtained by our method are listed in Table. 2. Using the method in [5] , we calibrated the extrinsic parameters of the camera which are also listed in Table. 2.
In order to evaluate the validation of our method, we first compared Tsai's method in [11] with ours, the results are listed in Table. 2. Furthermore, we verified the camera parameters calibrated from our method by a stereo vision experiment. Using the camera parameters from our method, we reconstruct a calibration reference which is placed in front of the camera at a distance of about 2.3m. The actual and reconstructed lengths of the 4 edges of the calibration reference are shown together in Table. 3. The average error is less than 5mm.
Conclusions
A novel camera intrinsic parameters self-calibration technique was proposed. We investigated possible motion configurations, and showed that the configuration 3 (1 pan + 2 tilts) is a robust one. Compared with other selfcalibrations techniques, The main characteristics of our method are: Firstly, all the computations involved are linear. Secondly, it can be easily realized by a pan-tilttranslation camera platform. Finally, theoretical analysis and experiments with real images showed that our method is robust. A stereo vision experiment also showed that the results obtained by our method are rather faithful and stable. 
