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1. Let 
(I) n= I,2, ... 
where u,., v,. are positive integers satisfying the equation 
(2) 
and 
(3) 
satisfying the equation 
(4) 
v!-5u! = ( -I)"-14, 
n= I,2, ... 
be two sets of quadratic forms with discriminant d. 
We have 
(5) d = 9u! + ( -I)n-1 4, 
as it can be seen easily by taking in consideration equation (2) for the 
forms (I) and equation (4) for the forms (3). 
The forms (I) as well as (3) are, for even n, Markoff forms 1) while 
for odd n we have what we call antisymmetric Markoff forms; this 
nomenclature is suggested from the fact that these forms, for odd values 
of n, are almost similar to Markoff forms with the exception that their 
homogeneous minima are bounded above by Vd/3 while the Markoff's 
are bounded below by the same quantity. 
In fact, as the least value of the minima u,. of the antisymmetric 
forms f,.(x, y) and g,.(x, y), n odd, is equal to 2, as it will be seen later, 
we have that 
1/ u! 1/d 1/d 
u,. = v 9u! + ( -1)" 14 Vd;;;;,: 2 y 40 = y 10' 
and this shows that the lower bound of these new forms is VdfiO. 
Further the forms (I) and (3) are, for all n, subsets of the set: . 
(6) F(x,y) = Qx2+(2P-3Q)xy+(R-3P)y2, 
where 
(7) R = J>ll+(-1)n-1 Q 
1 ) See L. E. DIOKSON, "Studies in the theory of numbers" pp. 79-107. 
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is an integer, and with Q, the minimum of the forms (6), are associated 
positive integers U, V, which constitute a solution of the equation 
(8) x2 + y2 + ( - 1 )n z2 = 3xyz. 
2. We start by stating our theorems: 
Theorem l. Let the set of integers 
(9) 
where ln represents a succession of n terms each l, represent the period of 
partial quotients of the continued fraction for 6; then x- 6y is a factor of 
the form fn(x, y). 
Further, um the coefficient of x2, represents the homogeneous minimum of 
fn(x, y), with . 
(10) ( -l)n ( Un- ~d) > 0, 
where d is given as in (5). 
Theorem 2. Let the set of integers 
(11) [2n, 1, 1]. 
where 2n represents a succession of n terms each 2, represent the period of 
partial quotients of the continued fraction for 6 ; then x- 6y is a factor of 
the form gn(x, y). 
Further, un, the coefficient of x 2, represents the homogeneous minimum 
of gn(x, y) and satisfies (10). 
Theorem 3. Both sets of forms (1) and (3) are subsets of (6) and with 
the minimum Q of these forms are associated positive integers U, V which 
satisfy (8). 
Theorem 4. Any integral solution (x, y, z) of (8), with x, y, z satis-
fying (28), generates two new solutions: 
(t, x, z), t = 3xz-y; (y, t, z), t = 3yz-x. 
Furthermore we obtain all solutions belonging to the set (28) by operating 
on the four fundamental solutions : 
(1, 1, 1); (1, 1, 2) 
when n is even, and 
(1, 0, 1); (2, 0, 2) 
when n is odd. 
In proving these four theorems we shall make use of the following 
lemmas: 
Lemma 1. Let, 6> 1, 0< -6' < 1, 
1 l 
6 = ao + -+ -+ ... , a1 a2 
61 l l 
- =----... , 
a-1 + a-2+ 
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where all the a's are positive integers. For any integral i let 
1 l 
Fi = ai+-+ -+ ... , 
ai+l ai+2 
Then one value of cpi of cp(x, y)=(x-fJy)(x-{}'y) corresponding to integral 
values of x and y, not both zero, is given numerically by 
Vd 
I<Pil = Fi -Si, 
where d represents the discriminant of cp(x, y). 
This is a classical result in Gauss's theory of the reduction of indefinite 
binary quadratic forms. For a proof see loc. cit. pp. 80. 
Lemma 2. Let the forms cpi(x, y)=(Ai, Bi, Oi) constitute a chain of 
reduced indefinite quadratic forms; then the lower bound of the absolute 
values of the numbers represented by ¢> for integers x and y, not both zero, 
is the lower bound of the jAil of the chain of reduced forms equivalent to cp. 
This is Lagrange's theorem; for a proof see Dickson's Introduction to 
the Theory of Numbers pp. Ill. 
In proving these theorems we shall a void detail discussion and refer 
the reader, when necessary, to Dickson's Studies in the Theory of Numbers 
pp. 79-107. 
3. Proof of theorem l. Let PjQ and P' jQ' denote the ultimate and 
penultimate convergents of the periodic set (9); then 
f)= PO+P' or QfJ2-(P-Q')fJ-P' = 0 QO +Q' 
and x- fJy is a factor of the form 
(12) 
By applying to (12) the transformation 
(13) { x = x' -2y' y = -y' 
and retaining the same variables x and y after the transformation we 
obtain the equivalent forms: 
(14} @(x,y;n) = Qx2- (4Q+Q' -P)xy- [P' +2(P-Q')-4Q]y2. 
These forms (14) are identical to the forms (1), i.e. 
(15) 
and 
(16} 
Q = P' +2(P-Q')-4Q = u,, 
4Q+Q' -P = v,. 
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Indeed from the definition of PJQ, P'JQ' and the elementary theory of 
continued fractions 1) we can deduce easily that 
(17) 
(18) 
(19) 
P'+Q = 4Q', 
P+Q' = 3Q, 
PQ' -QP' = ( -1}", 
when by (17) and (18) equation (15) follows straight forward. Moreover 
the numbers u,., v,. defined in (15) and (16) satisfy equation (2}, since 
v,. = 4Q+Q' -P = 7Q-2P 
by (18}, and 
by (19). 
It remains now to prove the last clause in o~ theorem, namely that 
u,. represents the homogeneous minimum of the form f,.(x, y) and that 
it satisfies (10). 
Using the notations of lemma 1 let 
l l 
Ft=2+2+l+···· 
l l 
-81 = l+ 1+···· 
Then we can show, proceeding as in DICKSON pp. 95-96 that 
(20) 
and 
(21) 
( -1)" (Fi-Si-3) < 0, 
By (21), and the fact that the transformation (13) leaves the coefficient 
of x2 in cJ>(x, y; n) and cp(x, y; n) unaltered, we can deduce easily using 
lemmas 1 and 2 that Q=u .. represents the minimum of f,.(x, y). 
Finally we prove (10) by using (20) and lemma l. 
Proof of theorem 2. Let again PJQ and P'JQ' denote the ultimate 
and penultimate convergents of the periodic set ( 11) and proceed as in 
theorem 1 to obtain (12). The last two convergents PJQ and P'JQ', and 
only these, satisfy for each n the following equations: 
(22) 
(23) 
(24) 
Let be 
(25) 
1) Loc. cit. pp. 97-98. 
P'+Q = P, 
P+Q' = 3Q, 
PQ' -QP' = ( -1)". 
Q = u .. and P' = v ... 
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Then the forms (12) are identical to the forms (3) and their coefficients 
satisfy (4), since by (23) 
P-Q' = 2P'-Q = 2v,.-u.u 
and 
by (24), (23) and (22). 
To prove that u, represents the homogeneous minimum of g,.(x, y) we 
write as before 
1 
Fl = 2+ a+···• 
l 1 
-Sl= I+ I+ ... , 
where a= 2 if n > 1 and a= 1 if n= 1. Again these quantities F 1, 81 satisfy 
the conditions (20) and (21) with the exception in (21) that 
F 1 -S1 = F, -S,. > F,-Si, i =I= 1, i =1= n. 
These conditions and the above two lemmas prove what it was asserted. 
Proof of theorem 3. By eliminating Q' between the equations (18) 
and (19) or (23) and (24) we obtain 
(26) P' = 3P-R 
where R is an integer satisfying (7). Also 
(27) P-Q' = P-(3Q-P) = 2P-3Q 
by (18) or (23). Substituting into (13) the values of P' and P-Q' from 
(26) and (27) we obtain (6). 
We prove our last clause in the theorem by proving that the equation 
(8) has solutions (x, y, z) with 
(28) x = u.., y = u,._2, z = u, 
where u=1 for the forms (1) and u=2 for the forms (3). 
It is easy to show that 
(29) {. ~~) u,. = u,_1 +u,._2 1) (n) v, = u,+l + u,._1 
when u,., v,. are coefficients of the forms f,.(x, y), and 
{ (.i.) u,.. = 2u,.._l +u,._2 (30) (n) v, = Un + Un-1 
when U71 , V71 are coefficients of g71(X, y). 
Indeed if Pn+I, Pn, Pn:-1 denote the last convergent for each of the 
qn+l q., qn-1 
continued fractions 
[2, 2, 1,.], [2, 2, 1,_1], [2, 2, 1,._2], 
1 ) For the values of u0, u_ 1 see at the end of the proof of theorem 4. 
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then 
qn+l = a,.+l q .. + qn-1 = q .. + qn-1> 
and this proves (i) since q.,+1 =Q=u.,. 
Also by (16) and (18), and (i) in (29) we have 
vn = 4Q+Q'-P = Q+2Q' = un+2u,._1 = Un-rl+un-1• 
To prove (30) write 
[2,., 1, 1] = [2,., 2] 
when equation (i) in (30) follows at once. Also by (25), (22) and (23) 
v., = P' = 2Q-Q' = Q+(Q-Q') = u,.+u,._v 
which proves (ii) in (30). 
By (29) we have v,=3u.,- 2u.,_2 and substituting in (2) we get· 
(31) 
Also by (30) we have v,.= 3un-;Un-z and substituting this in (4) we get 
(32) 
Now equations (31) and (32) prove that the equation (8) is satisfied 
for values of x, y, z, given by (28) and this proves the theorem. 
Proof of theorem 4. Let (x, y, z) be any solution of (8) satisfying (28); 
we then have x>y;>z, except for the solution (5, 1, 2) for which the 
argument below is also valid. Then (y, t, z), where t=3yz-x, is also a 
solution, whence t> 0. Now x and t are roots of the quadratic 
f(w) == w2-3yzw+y2 +( -I)"z2. 
Since 
f(y) = y 2(2- 3z) + ( -1)"z2 < 0 
it follows that y lies between the roots x and t of f(w), i.e. x>y>t. Hence 
(x, y, z) yields a soiution (y, t, z) in smaller positive integers. But (y, t, z) 
generates (3yz-t=x, y, z) and this proves the main clause of our theorem. 
Now starting with the four fundamental solutions of (8) we can obtain 
by the above method all solutions of (8) satisfying (28) 
{1, 1, I); ( 2, 1, 1); ( 5, 2, 1); ( 13, 5, 1); { 34, 13, 1); 
(1, I, 2); ( 5, 1, 2); (29, 5, 2); (169, 29, 2); ( 985, I69, 2); 
(1,0,I); ( 3, 1, 1); ( 8, 3, 1); ( 21, 8, 1); ( 55, 21, 1); 
(2, 0, 2); (12, 2, 2); (70, 12, 2); ( 408, 70, 2); (2378, 408, 2); 
Note that the firs~ terms in each of the solutions (I, 1, I), (1, 0, 1) and 
(2, I, 1), give the minima of the forms 
f0(x,y) = x2 -xy-y2; f_1(x,y) = x2_,.3xy-y2; f_2(x,y) = 2(x2-2xy-y2) 
respectively. 
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These are similar to the forms ( 1), and their coefficients satisfy ( 2) ; 
their only difference is in the partial quotients of the continued fraction 
for (). 
Similarly the first term of the solution (1, 1, 2) gives the homogeneous 
minimum of g0(x, y)=l1(x, y)=x2 -xy-y2 which is similar to the forms 
gn(x, y). 
For the sake of completeness we give here a table of the values un, vn 
of the forms ln(x, y) and gn(x, y). 
Coefficients of forms 10, 1-v 1-2 and ln(x, y): 
1 1 2 3 5 8 13 21 34 55 89 
1 3 4 7 11 18 29 47 76 123 199 
Coefficients of forms g0 and gn(x, y): 
1 2 5 12 29 70 169 408 985 2378 
1 3 7 17 41 99 239 577 1393 3363 
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