Abstract. Electron beam dose calculations are often based on pencil beam formulas such as the Fermi-Eyges formula. The Fermi-Eyges formula gives an exact solution of the Fermi equation. The Fermi equation can be derived from a more fundamental mathematical model, the linear Boltzmann equation, in two steps. First, the linear Boltzmann equation is approximated by the Fokker-Planck equation. Second, the Fokker-Planck equation is approximated by the Fermi equation.
1. Introduction. The main computational algorithms currently in clinical use for electron dose calculations are the pencil beam algorithms 1−9 . These algorithms are based on approximate closed-form descriptions of steady pencil beams. A pencil beam is a particle beam that enters an object through a single point on the boundary, with all particles moving in a single direction, as illustrated in Fig. 1 . Approximate closed-form descriptions of pencil beams can be obtained by fitting computational or laboratory data, or they can be derived mathematically. 10−14 Combinations of these approaches are also possible. For example, approximate pencil beam formulas derived mathematically may suggest efficient ways of accurately fitting experimental data. The earliest pencil beam formula was proposed by Fermi. 10 Starting from a microscopic model of monoenergetic particle transport, he derived, in a non-rigorous way, a partial differential equation resembling the Fokker-Planck equation. For the Fermi equation, the boundary value problem describing a pencil beam normally incident on a homogeneous, scattering, non-absorbing object filling a half-space can be solved in closed form. This is described in Ref. 11 , with possible energy loss modeled in the form of a depth dependent scattering power. (No such closed-form solution is known for the Fokker-Planck equation itself.) Various modifications of the resulting formula have been proposed. Often they involve parameters that are used to improve agreement with laboratory data. An example is Ref. 12 , where it is proposed to describe electron beams by a sum of three different expressions that have the same form as the Fermi-Eyges formula, but contain weights and other free parameters to be determined experimentally. The Fermi equation can be viewed as the leading term in a certain asymptotic expansion of the Fokker-Planck equation. 13, 14 The Fokker-Planck equation in turn can be viewed as the leading term in an asymptotic expansion of the linear Boltzmann equation. 15, 16 In the present paper, we study these two approximations. We use a simplified model problem, monoenergetic linear particle transport through a homogeneous, anisotropically scattering, non-absorbing medium occupying a half-space. In our numerical experiments, we use the screened Rutherford differential scattering cross section, with parameter values reminiscent of the transport of electrons at about 10 MeV through about a centimeter of water. 10 MeV is a typical energy level in electron beam cancer therapy, and electron transport through soft human tissue resembles electron transport through water. Screened Rutherford scattering is the simplest realistic model of the scattering of electrons by nuclei surrounded ("screened") by electron clouds. It is derived without taking relativistic effects into account, and is therefore not a realistic model of the transport of electrons at about 10 MeV. At such energies, the screened Mott cross section would be more appropriate. However, the Mott and Rutherford cross sections differ only by a positive factor that depends continuously on the angle of deflection, and equals 1 at zero deflection; see Ref. 17 , p. 211. We will show that such a factor is not important in the context of this paper; see Lemmas 1 and 7 of the Appendix. This is why we have chosen to use the simpler Rutherford cross section for our numerical experiments.
The problems that arise in radiotherapy planning are significantly more complicated than our model problem in several other ways as well. In particular, real electron transport is not monoenergetic, and of course a patient's body is not a homogeneous half-space. Nevertheless we hope that the understanding gained by studying this simple model problem may contribute to a better understanding of realistic problems.
Our main conclusions, supported by both analysis and computational evidence, are as follows.
1. The inaccuracy of the Fokker-Planck approximation is primarily due to neglect of large-angle scattering.
2. When computing an approximate solution to the Fokker-Planck equation by Monte Carlo simulation of a transport process, one should let the polar scattering angle be deterministic.
3. At shallow depths, the discrepancy between the linear Boltzmann and FokkerPlanck equations is far more important (on the order of 20% in our computational experiments) than that between the Fokker-Planck and Fermi equations (on the order of 1%).
The first of these conclusions is not new; see for instance Refs. 18 and 19. However, we state it in a way that is more mathematically precise than previous formulations.
Main results. The monoenergetic, time independent linear Boltzmann equation is
The independent variables are the particle position x and the particle direction ω ∈ S 2 ; here S 2 denotes the set of unit vectors in three-dimensional space. The dependent variable is the phase space number density f . The constant λ is the mean free path. The function p is the probability density function of the cosine µ 0 of the polar deflection angle ϑ 0 in a single collision; see Fig. 2 . In electron transport, the scattering is typically strongly forward-peaked, i.e. p(µ) is peaked near µ = 1. We focus on screened Rutherford scattering, i.e.
where η > 0 is a typically small constant called the screening parameter. 20 
Screened
Rutherford scattering is one of the simplest models of elastic scattering of electrons from nuclei taking into account the screening of the nuclei by atomic electrons. It is obtained from the Schrödinger equation in the first Born approximation, using an exponential factor in the potential to model the screening effect; see e. g. Ref.
21, Section 3.1.5. An approximate formula for the screening parameter can be found in the same reference:
where Z denotes the atomic number of the nucleus, mv is the (relativistic) momentum of the electron that is being scattered, and C is a constant. In terms of the Planck constanth and the Bohr radius a H , C =h 2 /4a 2 H . As mentioned in the introduction, the screened Rutherford cross section is derived without taking into account relativistic effects, which are important at the energies used in electron beam therapy. For the screened Mott cross section, which does take into account relativistic effects,
where R is a continuous, positive, bounded function of µ with R(1) = 1, and C(η) > 0 is determined by the condition Forward-peakedness of the scattering means µ 0 ≈ 1. For screened Rutherford scattering, a straightforward calculation shows
Eq. (2) implies that η tends to zero as the energy tends to infinity, so the scattering is highly forward-peaked for large energies. It is not hard to show that the factor R(µ) in Eq. (3) does not essentially alter Eq. (4), and in particular 1 − µ 0 will still be O(η ln(1/η)); see Lemma 1 of the Appendix. The limit λ → 0, µ 0 → 1 ,
fixed, is called the Fokker-Planck limit. 15 The constant λ tr is called the "transport mean free path". It equals 2/T , where T is the "linear scattering power". 22 In the Fokker-Planck limit, collisions become infinitely frequent (λ → 0), while the expected effect of a single collision becomes infinitesimal (µ 0 → 1). Often, but not always,
in this limit. Here ∆ ω denotes the Laplace operator on the unit sphere. Using the
The equation
is called the Fokker-Planck equation.
To understand the Fokker-Planck limit, we take the following point of view. Let g = g(ω) be a function defined on the unit sphere, and ask whether Qg converges to ∆ ω g/(2λ tr ). For a rigorous statement and proof of the answer, see the Appendix. We state it in a non-rigorous, intuitive form here:
and to leading order, the discrepancy between Qg and 1/(2λ tr ) ∆ ω g is proportional to var(µ 0 )/(1 − µ 0 ).
Here var(µ 0 ) denotes the variance of µ 0 . Notice that var(µ 0 ) is a measure of the frequency of large-angle scattering, or more precisely, of exceptional (large-and smallangle) scattering. We conclude that exceptional scattering is the main cause of the discrepancy between the linear Boltzmann and Fokker-Planck equations. We now consider specific examples of families of probability densities p. In all of these examples, we consider the limit λ → 0, µ 0 → 1, with λ/(1 − µ 0 ) fixed. The question whether or not the Fokker-Planck equation is obtained in the limit is then decided by the behavior of var(µ 0 )/(1 − µ 0 ).
Example 1: Henyey-Greenstein scattering: 
A straightforward computation shows
Therefore, var(µ 0 )/(1 − µ 0 ) tends to zero, but quite slowly. As will be seen later from our computational results, in the problems of interest in radiation oncology, λ is not small enough and µ 0 not close enough to 1 for the Fokker-Planck approximation to be accurate. Screened Rutherford scattering lies on the border of the domain of validity of the Fokker-Planck approximation in the following sense. For α > 0, define
Example 3: Screened Mott scattering:
where R(µ) > 0, and C(η) is chosen such that
as η → 0; see Lemma 7 of the Appendix.
Example 4: Scattering with a deterministic scattering cosine:
where δ denotes the Dirac δ-function. This means µ 0 = µ 0 with probability 1. (Notice that the scattering is still random, since the azimuthal scattering angle ϕ 0 is random.) We have var
One way of computing approximate solutions of the Fokker-Planck equation is to compute, by direct Monte Carlo simulation, solutions to a linear Boltzmann equation with λ small, µ 0 close to 1, and λ/(1 − µ 0 ) equal to the desired value of λ tr > 0. There are two approximation errors in such a procedure. The first is a "truncation error", due to the fact that what is being simulated is not the limit as λ → 0 and µ 0 → 1 with λ/(1 − µ 0 ) = λ tr , but rather one particular transport problem with a value of λ close to 0 but not equal to 0, a value of µ 0 close to 1 but not equal to 1, and λ/(1 − µ 0 ) = λ tr . The second is a statistical error, due to the fact that the number of simulated particle trajectories is finite. The value of µ 0 does not of course determine p, and the freedom in the choice of p can be used to minimize the first of the two errors. Our discussion, and in particular Example 4, suggests: When computing an approximate solution to the Fokker-Planck equation by Monte Carlo simulation of a transport process, we should use p(µ) = δ(µ − µ 0 ).
The corresponding transport process seems artificial, but the convergence, as µ 0 → 0, to the Fokker-Planck process is faster for this family of probability densities than for any other family.
For illustration, Table I shows the value of var(µ 0 )/(1 − µ 0 ) for various values of 1 − µ 0 , and for the choices of p of Examples 1, 2 and 4.
We next briefly review the Fermi-Eyges formula; see Refs. 13 and 14 for a much more detailed discussion. Consider a pencil beam entering the half space x 1 > 0 through the point x = (0, 0, 0) with all particles moving in the direction of the positive x 1 -axis. The following boundary value problem for the time independent FokkerPlanck equation describes such a beam:
, and
for −∞ < x 2 , x 3 < ∞, ω ∈ S 2 with ω 1 > 0. In Eq. (6), q denotes the number of particles entering the half-space in unit time. Fermi's approximate solution to this problem is
if ω 1 > 0, and f F (x, ω) = 0 if ω 1 ≤ 0. We note that for fixed x 1 , ω 2 , and ω 3 , f F is a
Gaussian in x 2 and x 3 , and for fixed x 1 , x 2 , and x 3 , it is a Gaussian in ω 2 and ω 3 . If we allow ω 2 and ω 3 to range from −∞ to ∞ and integrate in Eq. (7), we obtain Fermi's approximate formula for the scalar density:
For fixed x 1 , this is a Gaussian in x 2 and x 3 . We will now report on computational comparisons between the linear Boltzmann equation with screened Rutherford scattering, and the Fokker-Planck and Fermi equations. For brevity, we write "Boltzmann equation" instead of "linear Boltzmann equation with screened Rutherford scattering" from now on. In our figures, we always use the following symbols to denote approximate solutions of the Fermi, Fokker-Planck, and Boltzmann equations:
Our test problem is a pencil beam incident on a homogeneous slab 0 < x 1 < L. The particles enter the slab at x = (0, 0, 0) in the direction ω = (1, 0, 0). We consider the non-dimensionalized scalar density,
Monte Carlo simulations do not directly yield point values of φ, but can be used to approximate local averages of the form
All of our plots show such averages, taken over the cells of a uniform grid along the r-axis. We denote the cell centers by
(These will only be used for graphically displaying the results of our computations.) The scalar flux φ obtained from the Boltzmann equation depends on the dimensionless parameters λ/L and λ tr /L. The approximations φ Table I . Mean free paths of electrons passing through water can be computed from Ref. 24 . The elastic collision cross section for electron-hydrogen interactions is approximately 13, 000 barns, and that for electron-oxygen interactions is approximately 210, 000 barns; see Ref. 24 , pp. 3 and 32. Therefore the total cross section for elastic collisions of electrons in water is approximately 2 × 13, 000 + 210, 000 barns = 236, 000 barns. Denoting Avogadro's number by N A , the number of elastic collisions per centimeter is approximately
The numbers that we have just cited motivate our choice of parameters:
corresponding to a depth on the order of a centimeter.
To
The computing resources at our disposal are insufficient for accurate direct Monte Carlo simulations with λ/L = 1/11, 000. To compute approximate solutions to the Boltzmann equation, we therefore use a relatively small number of particle trajectories only. The results contain a substantial level of statistical noise. However, the discrepancy between the Fokker-Planck and Boltzmann solutions is significantly above the noise level. The plots in the left column show local averages of φ F P and φ F as a function of the distance r from the central axis of the beam. For precise specification of the quantities plotted, see formulas (10) and (11) . Notice that there are no visible differences between the three plots in the left column of Fig. 3 . We are therefore confident that the profiles labeled with the symbol "+" in these plots very closely approximate the Table II displays the numbers used to generate the left and middle plots of the last row of Fig. 3 . The first column of the table gives the cell centers r j , i.e. the r-coordinates of the points displayed in Fig. 3 . The second column gives the Fermi results. It is not obtained by pointwise evaluation of formula (7), but by computing local averages of the form (10) of formula (7) It may come as a surprise that the Boltzmann profiles are narrower than the Fokker-Planck profiles as a result of a relatively large amount of large-angle scattering. However, for a fixed value of µ 0 , the larger the number of exceptional deflections with relatively large values of 1 − µ 0 , the smaller must be the average value of 1 − µ 0 in the other, non-exceptional collisions. That is, for a given value of µ 0 , if largeangle scattering is frequent, so is small-angle scattering. A scattering law with a large amount of large-angle scattering typically leads to beams with a narrow core, surrounded by a smaller number of erratic particles with flight trajectories at large angles with the central axis of the beam. This is illustrated by Figs. 1, 5 , and 6. Each of the three plots in these figures shows 200 simulated particle trajectories, with λ/L = 1/100, λ tr /L = 50. The plot in Fig. 1 was obtained using p(µ) = δ(µ − µ 0 ) , the one in Fig. 5 using screened Rutherford scattering, and the one in Fig. 6 using Henyey-Greenstein scattering. Table III displays the numbers used to generate the left and middle plots of the first row of Fig. 4 . The first column of the table gives the cell centers r j . The second column gives the Fokker-Planck results, the third the Boltzmann results, the fourth the percentage discrepancies between the Fokker-Planck and Boltzmann results. The entries in the first three columns of the table have been rounded to three significant digits. The percentage discrepancies have been rounded to two significant digits. The percentage discrepancy is negative when the Fokker-Planck result is smaller than the Boltzmann result.
In spite of the statistical noise in our Monte Carlo results, we can say with confidence that in the beam center, the discrepancy between the linear Boltzmann and Fokker-Planck pencil beam profiles is on the order of 20% to 30%, while that between the Fokker-Planck and Fermi profiles is only on the order of 1%. Near the edge of the beam, both discrepancies are substantial in a relative sense, but small in an absolute sense. In summary, we arrive at our third main conclusion: At shallow depths, the discrepancy between the linear Boltzmann and Fokker-Planck equations is far more significant than that between the Fokker-Planck and Fermi equations. The observation that var(µ 0 )/(1 − µ 0 ) measures closeness to the Fokker-Planck limit may also be useful in the construction of Boltzmann-Fokker-Planck splitting methods. 18, 19 Such methods are based on writing the Boltzmann collision operator as a sum of two collision operators. The first can accurately be approximated by the Fokker-Planck operator. The second is less singular than the original collision operator, in the sense that the scattering is less forward peaked, and the mean free path is larger. Our conclusion that screened Rutherford scattering lies on the border of the range of validity of the Fokker-Planck approximation is similar to the result of Ref. 26 . The latter result applies to a different and more difficult problem than ours, since it concerns a nonlinear Boltzmann transport equation.
Our numerical results demonstrate that at shallow depths, the Fokker-Planck and Fermi solutions agree reasonably well for monoenergetic pencil beam problems, but they do not quantitatively agree with the Boltzmann solution for screened Rutherford scattering. This casts doubt on the accuracy of the Fokker-Planck and Fermi approximations for pencil beam problems with realistic scattering kernels. We have noted that such doubts, and possible remedies, have been discussed previously in the literature. 12, 18, 19 The theorem of the Appendix, together with the results in Table I, give a precise mathematical reason for these concerns. They demonstrate that the neglect of large-angle scattering leads to significant quantitative errors. We note that the discrepancy between the Fokker-Planck and Fermi approximations becomes much more significant at greater depths; compare Figs. 8-10 of Ref. 27 . The reason is that the assumption of approximate monodirectionality underlying the Fermi approximation becomes increasingly inaccurate with increasing depth.
The results in this paper apply only to monoenergetic pencil beams. Broad, energy-dependent beams are used in radiation therapy. It is likely that the extra physical aspects of such problems will influence the accuracy of the corresponding approximations (the Fokker-Planck equation with continuous slowing-down, or the Fermi equation with depth dependent scattering power) in ways that are not discussed in this paper. We plan to investigate these questions in future work.
Appendix: Mathematical analysis of the Fokker-Planck limit.
We begin by listing some standard mathematical notation and definitions used later in this Appendix.
This is also called strong convergence. The sequence is said to converge weakly in
for all g ∈ L 2 . Strong convergence implies weak convergence, but the converse is not true. Since convergence of a series means convergence of the partial sums, this also defines strong and weak convergence of series in L 2 .
We next present a derivation of the Fokker-Planck equation from the linear Boltz-
, and analyze whether
in the Fokker-Planck limit. We use spherical harmonics expansions of Qg and ∆ ω g. This is an idea that we learned from Ref. 15 . Our analysis is less general than that in Ref. 15 , since we assume the problem to be monoenergetic, but more complete. In particular, we prove a simple necessary and sufficient condition for (12) . We begin with a lemma that says that in a certain sense, the screened Rutherford and Mott cross sections behave similarly; compare the lemma with Eq. (4).
Proof: Let A be a constant with
the assertion follows.
Next we review some facts about Legendre polynomials and spherical harmonics; see Ref. 25 , Chapter 12. The Legendre polynomials
with
and the series converges in L 2 (−1, 1). For all k,
Using the recursion relation
and max
The spherical harmonics 
The addition theorem for spherical harmonics states that
Since we want to expand Qg into a spherical harmonics series, we first prove that Qg ∈ L 2 (S 2 ).
we only have to prove that the function h defined by
, since by the Cauchy-Schwarz inequality,
Next we expand Qg(ω) into a spherical harmonics series.
where the c n are the Legendre coefficients of p. The series converges in L 2 (S 2 ).
It suffices to show that
Using the definition of Q,
Inserting Eq. (13) into Eq. (20), we find
Using the addition theorem for spherical harmonics,
The assertion now follows immediately from the orthonormality of the spherical harmonics.
We also expand ∆ ω g(ω) into a spherical harmonics series.
The series converges in L 2 (S 2 ).
Integration by parts gives
Using Eq. (18), the assertion follows.
We now consider the Fokker-Planck limit, i.e. the limit of infinitely freqent collisions (λ → 0) of infinitesimal strength (µ 0 → 1). Since convergence of the spherical harmonics coefficients is equivalent to weak convergence in L 2 (S 2 ), we conclude from Lemmas 3 and 4:
Lemma 5: In the limit λ → 0 and µ 0 → 1 with λ tr = λ/(1 − µ 0 ) > 0 fixed, we have
We rewrite this condition in simpler form:
where (1 − µ 0 ) 2 denotes the expected value of (1 − µ 0 ) 2 .
Proof: We must show that conditions (21) and (22) are equivalent. We begin with the identity
With the change of variable ν = (1 − µ)/(1 − µ 0 ),
We use Taylor's theorem with remainder to expand P n (1 − ν(1 − µ 0 )):
where θ ∈ (0, 1) depends on ν(1 − µ 0 ). Inserting this into Eq. (23), using
then reversing the change of variable, we obtain:
Because of Eq. (17), we conclude
Therefore (22) implies (21) .
To show that conversely, (21) implies (22), we show that the condition in (21) for n = 2 is already equivalent to (22) :
Rewriting the condition in yet another slightly different, clarifying form, we obtain:
, and let λ → 0 and µ 0 → 1 with
if and only if
Proof: Condition (24) is equivalent to (22) because
This theorem gives a necessary and sufficient condition for weak convergence of Qg to 1/(2λ tr )∆ ω g. However, if stronger smoothness assumptions are imposed on g, it is not hard to prove that the condition in fact implies strong convergence in L 2 (S 2 ).
Finally we state and prove a lemma that implies that the difference between the Rutherford and Mott cross sections is not of large importance with regard to the question of validity of the Fokker-Planck approximation.
Lemma 7:
Under the assumptions of Lemma 1,
Since C(η) = O(η) (see the proof of Lemma 1), and using Eq. (25), we conclude
Combining this with Lemma 1,
.
and therefore Lemma 7 is proved. 
