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METHODOLOGY
The first part of our research focused on the usage of Language 
Modeling for Candidate Document Selection.  Our experiments 
were conducted using the TREC 2005 and TREC 2006 QA Track 
questions.  Our question set was processed against the AQUAINT 
corpus, which was used in QA tracks of both TREC 2005 and 
TREC 2006.  The AQUAINT documents were pre-processed using 
stop-word removal, stemming, and indexing.  We considered 
candidate document sets ranging in size from 1, 5, 10, 25, 50 and 
100 documents, and our experiments compared the results of 
three well-known IR approaches: (1) LM, (2) Okapi BM25 and (3) 
Tf-Idf.  Our experimentation methodology is shown below.
RESULTS
We utilized the metrics of coverage and redundancy to evaluate 
the performance of each IR strategy within a QA framework.  
Coverage quantifies the number of questions for which the correct 
answer exists in the top-ranked documents.  Redundancy 
quantifies how often (on average) the correct answer appears in 
the top-ranked documents.  Our results show that LM outperforms 
both Okapi and Tf-Idf in terms of both coverage and redundancy.
ABSTRACT
To make effective use of the massive amounts of 
readily available data, humans need efficient tools 
that will bypass irrelevant information to find the 
precise “nuggets” of data that answer their specific 
questions. A two-stage strategy is typically adopted 
when designing a Question Answering (QA) system; 
the first stage is an Information Retrieval (IR) process 
which returns a set of candidate documents and/or 
passages relevant to the question and the second 
stage narrows the information contained in those 
passages down to a single response.  This research 
proposes the incorporation of Language Modeling 
(LM) techniques into both stages of  QA. 
APPROACH
We propose the application of LM techniques to the 
following areas of the QA Architecture:  Question 
Analysis, Candidate Document Selection, Answer 
Selection, and Response Generation. Specifically, we 
propose the usage of LM to incorporate information 
about the QA context into the query for the purposes 
of enhancing the system’s model of the user’s 
information need.  In our model, the QA context is 
considered a document, and as such, can be thought 
of as having an underlying document language model 
that can be incrementally updated as a QA dialogue 
progresses.
FUTURE WORK
Our current and future work is focused on the 
development of an LM-based QA Context which will 
be incorporated into the Question Analysis, Answer 
Selection and Response Generation components of 
the QA Architecture.  We propose that the QA 
Context is updated as each successive query in a 
dialogue is submitted by the user; in the simplest 
case, the query terms might be simply appended to 
the QA Context “document.” Our approach proposes 
an addendum to the Query Likelihood Language 
Model which considers the similarity of a document 
language model with the QA Context language 
model. 
Conceptually, documents which contain the query 
terms and are similar to the context should have a 
higher likelihood of containing an answer-bearing 
passage. We will evaluate our methodology using 
questions, document collections and judgments from 
the Question Answering Tracks of TREC 2005, 
TREC 2006 and TREC 2007.  Our goal will be to 
show that a query enhanced by the incorporation of 
the QA Context ranks produces a higher number of 
correct answers than otherwise.
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