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ABSTRACT
Rapid online adaptation to changing tasks is an important problem
in machine learning and, recently, a focus of meta-reinforcement
learning. However, reinforcement learning (RL) algorithms struggle
in POMDP environments because the state of the system, essen-
tial in a RL framework, is not always visible. Additionally, hand-
designed meta-RL architectures may not include suitable compu-
tational structures for specific learning problems. The evolution
of online learning mechanisms, on the contrary, has the ability to
incorporate learning strategies into an agent that can (i) evolve
memory when required and (ii) optimize adaptation speed to spe-
cific online learning problems. In this paper, we exploit the highly
adaptive nature of neuromodulated neural networks to evolve a
controller that uses the latent space of an autoencoder in a POMDP.
The analysis of the evolved networks reveals the ability of the
proposed algorithm to acquire inborn knowledge in a variety of
aspects such as the detection of cues that reveal implicit rewards,
and the ability to evolve location neurons that help with navigation.
The integration of inborn knowledge and online plasticity enabled
fast adaptation and better performance in comparison to some
non-evolutionary meta-reinforcement learning algorithms. The al-
gorithm proved also to succeed in the 3D gaming environment
Malmo Minecraft.
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1 INTRODUCTION
The field of deep reinforcement learning (RL) has showcased amaz-
ing results in recent time, solving tasks in robotic control [4, 12],
games [15] and other complex environments. Despite such suc-
cesses, deep RL algorithms are sample inefficient and sometimes
unstable. Furthermore, they usually perform sub-optimally when
dealing with sparse reward and partially observable environments.
One further limitation of deep RL is when rapid adaptation to chang-
ing tasks (dynamic goals) is required. Established methods only
work well in fixed task environments. In an attempt to solve this
problem, deep meta-reinforcement learning (meta-RL) methods
[5, 6, 20, 31, 34] were specifically devised. However, these methods
are largely evaluated on dense reward, fully observable MDP envi-
ronments, and perform sub-optimally in sparse reward, partially
observable environments.
One key aspect in achieving fast adaptation in dynamic partially
observable environments is the presence of appropriate learning
structures and memory units that fits the specific class of learning
problems. Therefore, standard model-free RL algorithms do not
performwell in dynamic environments because they are tabula-rasa
systems. They hold no knowledge in their architectures to allow
a fast and targeted learning when a change in the environment
occurs. Upon a task change, these algorithms will try to randomly
explore the action space to relearn from scratch a different, new
policy. On the other hand, model-based RL, holds knowledge of
the structure of the environment, which in turn allows for rapid
adaptation to changes in the environment, but such a knowledge
needs to be built manually into the system.
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In this paper, we investigate the use of neuroevolution to au-
tonomously evolve inborn knowledge [26] in the form of neural
structures and plasticity rules with a specific focus on dynamic
POMDPs that have posed challenges to current RL approaches.
The neuroevolutionary approach that we propose is designed to
solve rapid adaptation to changing tasks [26] in complex high di-
mensional partially observable environments. The idea is to test
the ability of evolution to build an unconstrained neuromodulated
network architecture with problem-specific learning skills that can
exploit the latent space provided by an autoencoder. Thus, in the
proposed system, an autoencoder serves as a feature extractor that
produces low dimensional latent features from high dimensional en-
vironment observations. A neuromodulated network [25] receives
the low dimensional latent features as input and produces the out-
put of the system, effectively acting as high level controller. Evolved
neuromodulated networks have shown computational advantages
in various dynamic task scenarios [25, 26].
The proposed approach is similar to that proposed in [1]. One
key novelty is that our approach seeks to evolve selective plastic-
ity with the use of modulatory neurons, and therefore, to evolve
problem-specific neuromodulated adaptive systems. The relation-
ships among image-pixel inputs and control actions in POMDPs is
highly nonlinear and history dependent, therefore, an open ques-
tion is whether neuroevolution can exploit latent features to evolve
learning systems with inborn knowledge. Thus, we test the hypoth-
esis that a neuromodulated evolved network can discover neural
structures and their related plasticity rules to encode required mem-
ory and fast adaptation mechanisms to compete with current deep
meta-RL approaches.
We call the proposed system a Plastic Evolved Neuromodulated
Network with Autoencoder (PENN-A), denoting the combination
of the two neural components. We evaluate our proposed method
in a POMDP environment where we show better performance in
comparison to some non-evolutionary deep meta-reinforcement
learning methods. Also, we evaluated the proposed method in the
Malmo Minecraft environment to test its general applicability.
Two interesting findings from our experiments are that (i) the
networks acquire through evolution the ability to recognise reward
cues (i.e. environment cues that are associated with survival even
when reward signals are not given) and (ii) the networks can evolve
location neurons that help solving the problem by detecting, and
becoming active at, specific location of the partially observable
MDP. The evolved network topology allows for richer dynamics
in comparison to fixed architectures such as hand-designed feed-
forward or recurrent networks.
The next section reviews the related work. Following that, a
formal task definition is presented. Next is the description of the
proposedmethod employed in this work, followed by the evaluation
of results. The PENN-A source code is made available at: https:
//github.com/dlpbc/penn-a.
2 RELATEDWORK
In reinforcement learning (RL) literature, meta-RL methods seek
to develop agents that adapt to changing tasks in an environment
or a set of related environments. Meta-RL [23, 24] is based on the
general idea of meta-learning [2, 10, 30] applied to the RL domain.
Recently, deep meta-RL has been used to tackle the problem
of rapid adaptation in dynamic environments. Methods such as
[5, 6, 14, 17, 20, 31, 34] use deep RL methods to train a meta-learner
agent that adapts to changing tasks. These methods are mostly
evaluated in dense reward, fully observable MDP environments.
Furthermore, most methods are either memory based [5, 14, 31]
or optimization based [6, 34]. Optimization based methods seek to
find an optimal initial set of parameters (e.g. for an agent network)
across tasks, which can be fine-tuned with a few gradient steps
for each specific task presented to it. Therefore, a small amount of
re-training is required to enable adaptation to every change in task.
Memory based methods (implemented using a recurrent network or
temporal convolution attention network) do not necessarily require
fine tuning after initial training to enable adaptation. This is because
memory-based agents learn to build a memory of past sequence
of tasks and interactions, thus enabling them to identify change in
task and adapt accordingly.
In the past, neuroevolution methods have been employed to
solve RL tasks [13, 28], including adapting to changing tasks [3, 25]
in partially observable environments. These methods were evalu-
ated in environments with high level feature observations. Recently,
several approaches have been introduced that combine deep neu-
ral networks and neuroevolution to tackle high dimensional deep
RL tasks [1, 9, 16, 22, 29]. These approaches can be divided into
two major categories. The first category uses neuroevolution to
optimize the entire deep network end to end [18, 19, 22, 29]. The
second category splits the network into parts (for example, a body
and controller) where some part(s) (e.g. body) are optimized us-
ing gradient based methods and other part(s) (e.g. controller) are
evolved using neuroevolution methods [1, 9, 16]. Current deep
neuroevolution methods are usually evaluated in fully observable
MDP environments, where the task is fixed. Furthermore, after the
training phase is completed, the weights of a trained network are
fixed (the same is true for standard deep RL). The recent attention
to neuroevolution for deep RL aims to present such approaches
as a competitive alternative to standard gradient based deep RL
methods for fixed task problems.
In the past, neural network based agents employing Hebbian-
based local synaptic plasticity have been used to achieve behavioural
adaptation with changing tasks [3, 8, 25]. Such methods use a neu-
roevolution algorithm to optimize the parameters of the network
when producing a new generation of agents. As an agent interacts
with an environment during its lifetime in training or testing, the
weights are adjusted in an online fashion (via a local plasticity rule),
enabling adaptation to changing tasks. In [3, 8] this technique was
employed, and further extended to include a mechanism of gating
plasticity via neuromodulation in [25]. These methods were evalu-
ated in environments with low dimensional observations (with high
level features) and not compared with deep (meta-)RL algorithms.
3 TASK DEFINITION
A POMDP environment E, defined by a sextuple (S,A, P, R, O, Ω)
is employed in this work. S defines the state set, A the action set,
P : S×A×S → [0, 1] the environment dynamics, R : S×A → R
the reward function, O the observation set, and Ω the function that
maps observations to states.
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Figure 1: Illustration of a dynamic environment and re-
quired behavior of a learning agent. An agent is required
to learn to perform optimally and then exploit the learned
policy until a change in the environment occurs, at which
point the agent needs to learn again before exploiting.
The environment E contains a number of related tasks. A task Ti
is sampled from a distribution of tasks T . The task distribution T
can either be discrete or continuous. A sampled task is an instance
of the partially observable environment E. The configuration of
the environment (for example, the goal or reward function) varies
across each task instance. An optimal agent is required to adapt its
behaviour to task changes in the environment (and maximize accu-
mulated reward), only from few interactions in the environment.
When presented with a task Ti , an optimal agent should initially
explore, and subsequently exploit when the task is understood.
When the task is changed (a new task Tj sampled from T ), the
agent needs to re-explore the environment in few-shots, and then
to start exploiting again when the new task has been understood.
In each task, an episode is defined as the trajectory τ of an agent
interactions in the environment, terminating at a terminal state.
A trial consist of two or more tasks sampled from T . The total
number of episodes in a trial is kept fixed. A trial starts with an
initial task Ti that runs for a number of episodes, and then the task
is changed to other tasks (one after another) at different points
within the trial (see Figure 1). The points at which a task change
occurs are stochastically generated, and the task is changed before
the start of the next episode. For example, when the number of
tasks is set as 2 (i.e. Ti and Tj ), the trial starts with task Ti which
runs for a number of episodes, and it is replaced by task Tj for the
remaining episodes in the trial. An agent is iteratively trained, with
each iteration consisting of a fixed number of trials. The subsections
below describes two environments where the proposed system is
evaluated.
3.1 The Configurable Tree Graph Environment
The configurable tree graph (CT-graph) environment is a graph
abstraction of a decision making process. The complexity of the
environment is specified via configuration parameters; branching
factor b and depth d , controlling the width and height of the graph.
Additionally, it can be configured to be fully or partially observable.
It contains the following types of state; start, wait, decision, end (leaf
node of graph) and crash. Each observation o ∈ O is a 12x12 grey-
scale image. The total number of end states grows exponentially as
the depth d of the graph increases (see Figure 2A and B).
In the experiments in this study, partial observability is config-
ured by mapping all wait states to the same observation, and all
decision states to the same observation. Also, b is set to 2. Therefore,
each decision state has two choices, splitting into two sub-graphs.
The discrete action space is defined as; choice 1, choice 2, wait action,
thus discrete. The wait action is the correct action in a wait state.
In a decision state, choice 1 or choice 2 is the correct subset from
which to select. All incorrect actions lead to the crash state and
episode termination.
An agent starts an episode in the start state, and the episode is
completed when the agent traverses the graph to an end state or
takes a wrong action in a state. Once an agent transitions from one
state to the next, it cannot go back. In a task instance, one of the
end states is set as the goal location. An agent receives a positive
reward when it traverses to the goal location, and reward of 0 at
other non-goal states. The agent may receive a negative reward in
a crash state.
3.2 Malmo Minecraft Environment
Malmo [11] is an AI research platform built on top of Minecraft
video game. The platform is configurable, and it enables the con-
struction of various worlds in which AI agents can be evaluated. In
this work, a double T-maze was constructed, with discrete action
space left turn, right turn and forward action. A task is defined based
on the maze ends, requiring the agent to navigate to a specific maze
end (goal location). The maze end that is set as the goal location
varies across tasks. The agent only receives a positive reward when
they navigate to the maze end that is the goal location. It receives
reward of 0 in every other time step. If the agent runs into a wall,
the episode is terminated and it receives a negative reward. The
agent receives a visual observation of its current view at each time
step (hence it does not fully observe the entire environment). Each
observation is a 32x32 RGB image based on a first-person view of
the agent at each time step.
4 METHODS
We seek to develop an agent that is capable of continual adapta-
tion through its life time (across episodes) - exploring, exploiting,
re-exploring when the task changes and exploiting again. The sys-
tem (specifically the controller or decision maker) is evolved to
acquire knowledge about both the invariant and variant aspects of
an environment (e.g. changing tasks).
The agent is modelled using two neural components with sep-
arate parameters and objectives; a deep network Fθ (used as a
feature extractor and parameterized by θ ) and a neuromodulated
network Gϕ (serving as a controller and parameterized by ϕ). Both
components make up the overall system modelMθ,ϕ . See Figure 3
for a general system overview. The presented architectural style
is similar to a standard deep RL setup. However, it differs on two
fronts; (i) the controller is a neuromodulated network (described in
Section 4.2) rather than a standard neural network, (ii) the train-
ing setup combines gradient based optimization method [21, 32]),
gradient free optimization method (neuroevolution [27, 33]), and
Hebbian-based synaptic plasticity to train the system. Using this
setup, each neural component therefore contains its own objective
function. An autoencoder network was employed as the feature
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Figure 2: Environments (note, during execution, goal location is dynamic across episodes). (A) CT-graph instance, b = 2 and
d = 2. (B) CT-graph instance, b = 2 and d = 3. (C) Malmo Minecraft instance (a double T-Maze), bird’s eye view on top, with
some sample observations at the bottom. The maze-end with the teal colour is the goal location.
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Figure 3: System overview, showcasing the feature extractor
and controller components. In the controller, white and blue
nodes are standard and modulatory neurons respectively.
Modulatory connections facilitates selective plasticity in the
network.
extractor, thus enabling the use of Mean Squared Error (MSE) or
Binary Cross Entropy (BCE) objective function:
argmin
θ
1
n
n∑
i=1
(Fθ (oi ) − oi )2
argmin
θ
− 1
n
n∑
i=1
oi · log(Fθ (oi )) + (1 − oi ) · log (1 − Fθ (oi ))
where n is the number of training observations and Fθ (oi ) is the
output of the autoencoder for observation i (reconstructed observa-
tion). Each agent in the population uses the same feature extractor.
The fitness function of the evolutionary algorithm is given by:
argmax
ϕ
∑
Ti∼T
z∑
ep=1
R(τep )
Ti represents a task sampled from the task distribution T , and a
single trial consist of two tasks as defined in Section 3. Also, z is
the number of episodes in which a task is kept fixed within a trial.
It is stochastically generated and may differ between tasks in a trial
within an interval. R(τep ) is the accumulated reward of a trajectory
of an episode ep, defined as:
R(τep ) =
k∑
t=0
R(st ,Gϕ (F encθ (ot ))) (1)
where R(s,a) is the reward function that takes state and action as
arguments and produces a scalar reward value. F encθ is the same
autoencoder feature extractor network earlier described, but de-
noting that we only want the output from the encoder (the latent
features). Also, t represents discrete time steps and k is the length
of the trajectory of an episode.
4.1 Feature Extractor
This neural component of the system is tasked with learning a good
latent representation of the observations from the environment,
which can be fed to the controller as input. In the CT-graph experi-
ments, a fully connected autoencoder was employed (two layers
encoder and decoder respectively). In the Malmo Minecraft exper-
iments, a convolutional autoencoder was employed (four layers
encoder and decoder respectively).
4.2 Control Network (Decision Maker)
This neural component takes the latent features of the feature
extractor as its input, and produces an output which serves as the
final output of the system (the action or behaviour of the system).
It is a neuromodulated network (see Section 4.2.1), that reproduces
the model introduced in [25]. The network can evolve two neuron
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types - a standard and a modulatory neuron. The output neuron(s)
always belong to the standard neuron type.
The control network is parameterized by ϕ. Unlike θ (which rep-
resents only the weights of the feature extractor network), ϕ con-
sists of the weights, architecture and the co-efficients of Hebbian-
based plasticity rule (described in 4.2.2) of the network, and it is
evolved. Therefore, evolution is tasked with finding the architecture
and plasticity rules, including selective plasticity enabled by mod-
ulatory neurons to target neurons. The large search space that is
granted to evolution allows for rich dynamics that include memory
in the form of both recurrent connections and temporary values of
rapidly changing modulated weights.
The agent is never fed the reward signal explicitly. The reward
signal is only used by the evolutionary process for the fitness eval-
uation, which in turn drives the selection process. Therefore, the
network is tasked to learn the discovery of reward cues implicitly
from the visual observations in the environment.
4.2.1 Neuromodulated Network Dynamics. Though processing
is distributed across neurons, a standard neural network usually
contains one type of neuron - where the dynamics of each neuron
is homogeneous across the network. In a neuromodulated network,
there can be two types of neurons, each type having different dy-
namics - thus heterogeneous. The two types of neurons are standard
neurons and modulatory neurons [25]. The standard neurons have
the same dynamics as the ones in standard neural network. The
modulatory neurons are used to dynamically regulate plasticity in
the network.
Each neuron i has one standard and one modulatory activation
value that represent the weighted amount of standard and modula-
tory activity they receive from other neurons (see Equations 2 and
3). astd,i is the output signal of neuron i that is propagated to other
neurons in its outgoing connections (this is true for both standard
and modulatory neurons). amod,i is used internally by the neuron
itself to regulate the Hebbian-based plasticity of the incoming con-
nections from other standard neurons, as described in Section 4.2.2.
The framework allows for selective plasticity in the network, as
parts of the network may become plastic or not plastic depending
on the change of the modulatory activation signals over time. In
turn, the final action of the network is affected in the current and
future time steps - thus enabling adaptation.
astd,i = tanh
∑
j ∈stdw jiastd, j
2 (2)
amod,i = tanh
∑
j ∈modw jiastd, j
2 (3)
4.2.2 Neuromodulated Hebbian Plasticity. The Hebbian synap-
tic plasticity of the control network is governed by the Equations 4,
5 and 6. A,B,C,D,α are the coefficients of the plasticity rule. The
update of aweight is dependent pre-synaptic and post-synaptic stan-
dard activations, the plasticity co-efficients, and the post-synaptic
modulatory activation. This is true for all weights in the neuromod-
ulated network.
wi j = wi j + ∆wi j (4)
∆wi j = amod, j · δwi j (5)
δwi j = α · (A · astd,i · astd, j + B · astd,i +C · astd, j + D) (6)
5 RESULTS AND ANALYSIS
Figures 4 and 6 show the results of the experiments in the CT-
graph environment. Figure 7 shows the results of the experiment in
the Malmo Minecraft environment. In addition, we present results
obtained in theMalmoMinecraft environment (Figure 7), evaluating
the general applicability of PENN-A.
5.1 Performance in CT-graph Environments
The proposed method (PENN-A) was evaluated on depth 2 and 3
CT-graph environments, with branching factor of 2. The controller
was evolved for 200 generations, with population of 600 and 800 for
depth 2 and 3 experiments respectively. Tournament selection with
segment size of 5 was employed. Each controller was evaluated for
4 trials, with 100 episodes and 2 tasks per trial. The initial task is
changed between episodes 35 and 65, determined stochastically for
each trial. The depth 2 CT-graph experiment was employed as a
baseline, and we compared PENN-A against some recent deep meta-
RL methods (each with its own experimental setup). The depth 3
CT-graph experiment was employed to evaluate the PENN-A in a
more complex configuration of the environment.
In order to ensure compatibility in the result presented across all
methods, the number of evaluations (horizontal axis) were scaled
to the approximate number of episodes equivalent. Additionally,
the vertical axis is the average accumulated reward across all trials
and episodes. In the depth 2 CT-graph result (Figure 4), we see
that PENN-A performs optimally when compared to deep meta-
RL methods; optimization-based (MAML [6] and CAVIA [34]) and
memory-based (RL2 [5] without extra input). Only the observations
were fed as input to the neural network for all methods including
PENN-A. We hypothesize the deep meta-RL methods perform sub-
optimally due to the partial observability of the environment. When
extra input (the reward, previous time step action and done state)
are concatenated to the observation and fed to the RL2 method
(which is vanilla setup), then it is able to perform optimally (see
Figure 5). We hypothesize that RL2 exploits the actions fed as in-
put to the network, ignoring the observations and other parts of
the input. This reduces the problem complexity in comparison to
conditions where only the observations are fed as input.
Figure 6 presents result for a depth 3 CT-graph. We present
result for only PENN-A in depth 3 CT-graph (a more difficult prob-
lem than depth 2 CT-graph) since the other methods performed
sub-optimally in depth 2 CT-graph. We again observe PENN-A
performing optimally in the more difficult CT-graph setting.
5.1.1 Network Analysis. To better understand the evolved solu-
tion and how the network implements policies, we analyzed the
best performing networks after evolution in a depth 2 CT-graph
environment. While different evolutionary runs produced highly
different networks, we observed interesting patterns in the neural
activations. For one network of 11 neurons (including the output
neuron), the absolute activation value distribution (across trials
and episodes per time step) is plotted for each neuron in Figure 8.
We see that the absolute activation distribution of some neurons
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Figure 4: Results for a CT-graph with depth 2. PENN-A is
compared against non-evolutionary meta-RL methods.
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Figure 5: RL2 in the CT-graph with depth 2. The method is
run with extra input to the network (reward, done state, and
previous time step action concatenated with current obser-
vation to form input).
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Figure 6: PENN-A performance in a CT-graph with depth 3.
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Figure 7: Malmo Minecraft result.
Figure 8: Absolute activation values distribution (across tri-
als and episodes) per time step of a sample evolved con-
troller. (A) This neuron is active specifically at decision
states (steps 3 and 5), while it remains low at wait states. (B)
This neuron clearly identifies wait states (steps 2, 4 and 6)
and remains inactive otherwise.
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Figure 9: Distributions of the activation values for each neuron in a sample network when the goal location (reward) is found
and vice versa. The neurons highlighted in green bounding box react differently to the presence or absence of reward cues from
observation. (A) heat maps of grey-scale CT-graph observations. The top image is the observation presented when the goal
location is found, with a bright square reward cue. The bottom image is the observation when the goal location is not found,
with the reward cue absent. (B) Neurons 11 and 13 show complementary firing patterns based on reward cues. (C) Neurons 1,
2, 5 and 6 are active when a reward cue is observed, and have little or no activity when the reward cue is not observed.
are high at specific time steps, i.e., at specific points within the
graph environment (see Figure 8A and B) - and therefore function
as location neurons. Such kind of location neurons had been previ-
ously discovered in an evolutionary setting in [7]. In the current
experiments, it is worth noting that location neurons are designed
by evolution to exploit latent features and possibly help action-
selection in a high-dimensional dynamic POMDP. In particular, the
neuron in Figure 8A is active at decision states, while the neuron
in Figure 8B is active at wait states.
One aspect of our experimental setting is that the reward signal
is not fed to the network, but the environment provides reward cues
embedded in the observations as it is shown in Figure 9A where a
bright square represents a reward. The actual reward value is only
accumulated in the fitness function, and is therefore not explicitly
visible to the network. The surprising results that networks evolved
to explore the environment and find the reward even if no reward
signal was given suggests that the reward cue was recognised. In
fact, in the example shown in Figure 9B, some neurons fire positively
when a reward cue is observed and negatively when not observed
or vice versa. Other neurons fire when a reward cue is observed and
have little or no firing when not observed (see Figure 9C). Not all
evolved networks appeared to have reward neurons. Nevertheless,
the examples that evolved such reward cues detectors demonstrate
that evolution is able to incorporate invariant knowledge of the
environment to optimize the policy, in this case, reward seeking
behaviour and fast adaptation speed to changing task.
5.2 Performance in Malmo Minecraft
To further assess the validity of our method, it is important to use
a different benchmark environment with a larger input and RGB
observations that offered a different feature space, hence the Malmo
Minecraft environment. The controller was evolvedwith population
size of 800, in 400 generations. The same selection strategy as used
in the CT-graph was employed. Each controller was evaluated for
8 trials, with 50 episodes and 3 tasks per trial. The task is changed
at two stochastically generated points within the trial. The result
is presented in Figure 7, keeping the same axes format as with
the results presented for the CT-graph environment. Again, the
proposedmethodwas able to perform optimally with a high average
reward score, demonstrating its capability to scale to other high
dimensional, less abstract environments.
6 CONCLUSION
This paper introduced an evolutionary design method for fast adap-
tation in POMDP environments. The system combines a feature ex-
tractor network and an evolved neuromodulated network with the
aim of acquiring specific inborn knowledge and structure via evo-
lution. While the suitability of evolved neuromodulated networks
to solve environments with changing task was known [25, 26], we
demonstrated that such advantages are scalable to high dimensional
input spaces, and can be used in combination with an autoenconder.
The results showed performance that compare or surpass some
deep meta-RL algorithms. Interestingly, the evolved networks were
capable of learning to recognise implicit reward cues, and therefore
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Table 1: Network architecture for CT-graph experiments
Layer Activation Units
Input N/A 144
FC ReLU 64
FC ReLU 16
FC ReLU 64
FC ReLU 144
Table 2: Network architecture for Malmo Minecraft experi-
ments
Layer Activation Kernel Stride Channels
Input N/A N/A N/A N/A
Conv2D ReLU 3x3 2 16
Conv2D ReLU 3x3 2 32
Conv2D ReLU 3x3 2 32
Conv2D ReLU 3x3 2 8
ConvTranspose2D ReLU 3x3 2 32
ConvTranspose2D ReLU 3x3 2 32
ConvTranspose2D ReLU 3x3 2 16
ConvTranspose2D Sigmoid 4x4 2 3
could explore the environment in search for the goal location with-
out an explicit reward signal. This ability that was acquired by the
networks through evolution is an example of inborn knowledge
that allow networks to be born with the knowledge of what are re-
ward cues. Subsequently, this information can be used to direct fast
adaptation when the optimal policy changes (e.g. the task change).
The networks also evolved location neurons to help the deploy-
ment of a policy by distinguishing different states in the underlying
MDP. We speculate that this approach might be promising when a
combination of inborn knowledge and online learning are required
to perform optimally in rapidly changing environments.
A EXPERIMENTAL SETTINGS
The PENN-A source code containing the experimental setup is
made available at: https://github.com/dlpbc/penn-a.
A.1 Feature Extractor
Mean Squared Error (MSE) was employed as the loss function across
all CT-graph experiments, with a vanilla SGD (learning rate of 0.001)
optimizer. Likewise, Binary Cross Entropy (BCE) was employed as
the loss function in the Malmo Minecraft experiments, using RM-
Sprop (learning rate of 0.0005) optimizer. The network architectures
for the CT-graph and Malmo Minecraft experiments are presented
in Table 1 and 2. The double horizontal line in both tables highlight
the split between the encoder and decoder (i.e. specifications on
top of the double line are for the encoder and likewise bottom for
the decoder) of each autoencoder. In the CT-graph experiments
where a Fully Connected (FC) autoencoder was employed, each
input observation is flattened into a vector before feeding it to the
network.
A.2 Control Network
Excluding population size and number of generations, the evolu-
tionary parameters from [25] were followed.
The latent features from the feature extractor network were
scaled between 0 and 1. To further restrict the latent features, a
transformation operation was applied to the scaled latent features
v before it was fed to the control network as shown below.
w =

1 i f σ ′(v) > 1
0 i f σ ′(v) < 0
σ ′(v) otherwise
σ ′(v) = log v1 −v
where σ ′(v) is an inverse sigmoid operation onv , andw is the trans-
formed feature space. The scaling and transformation operations
were performed independently of the feature extractor optimization
(i.e. the operations were applied on copies of the latent features),
and were applied across all experiments.
In this work, both evaluation environments were designed to
work with discrete action space (3 actions each). Therefore, a single
output neuron was employed across all experiments. The tanh
activation value of the neuronwas discretized to produce the actions
of an agent. An activation value within the interval [-1.0, -0.33)
mapped to one action, the interval [-0.33, +0.33] mapped to another
action, and the interval (+0.33, 1.0] mapped to the last action.
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