Abstract. It is well known that cells exhibit a variety of morphologically distinct responses to their environments that manifest in their cell shape. Some protrude uniformly to increase substrate contacts, others are broadly contractile, some polarize to facilitate migration, and yet others exhibit mixtures of these responses. Prior imaging studies have identified a discrete collection of shapes that the majority of cells display and have demonstrated links between those shapes and activity levels of the cytoskeletal regulators Rho GTPases. Here we use a novel computational modeling approach to demonstrate that well known Rho GTPase signaling dynamics naturally give rise to this diverse but discrete (rather than continuum) set of morphologies. Specifically, the combination of auto-activation and mutuallyantagonistic crosstalk between GTPases along with the conservative membrane (un)binding dynamics readily explain at least 6 of the 7 commonly observed morphologies. We further use this methodology to map the entire parameter space of this model and show that in appropriate regimes, individual parameter sets give rise to a variety of different morphologies. This provides an explanation for how seemingly similar cells of the same fate derived from the same population can exhibit a diverse array of cell shapes in imaging studies. These results thus demonstrate that Rho GTPases form the core of a cytoskeletal regulatory system governing cell shape, further supporting the picture that they act as a central signaling hub determining how cells respond to their environmental context.
Introduction
It is well documented that similar cells from a single population can exhibit different morphologies (shape in particular [1, 2] ) and behaviors (amoeboid versus mesenchymal migration [3] ). Where does this diversity come from? One possibility is that the cells are functionally different, possibly differing in their expression of proteins or cytoskeletal factors that determine the cells' structure. Another is that the cells really are similar but that we are observing their exploration of a complex morphological state space. In this article we utilize a new computational modeling approach to assess whether and to what extent the dynamics of a crucial class of cytoskeletal regulators, the Rho GTPases, may explain this diversity.
Despite using the same (or similar) molecular machinery to regulate and remodel the cytoskeleton, cells exhibit a variety of different morphologies. For example, cultured Drosophila haemocytes can be classified as a heterogeneous mixture of five discrete shapes (normal, elongated, large-ruffled, teardrop, large-smooth) [4] . Drosophila BG-2 cells were shown to exhibit seven "shapes" varying in size and type of polarization [2] . Melanoma cells in 3D matrices can exhibit either mesenchymal or amoeboid modes of migration and also give demonstrate a mixture of six different shapes (star, spindle, teardrop, ellipse, small round, large round) [5] . Given the recurrence of a relatively restricted set of morphologies across cell types, it has been proposed [6] that there may be a common mechanism underpinning cell shape determination that gives rise to a relatively simple morphological landscape and that genetic and environmental forces tune this landscape. Here we demonstrate that Rho GTPase dynamics alone [2] . Generally Rac dominated cells tend to be protrusive and spread out while Rho dominated cells tend to be contractile and smaller. (b) Schematic of mutual-antagonism, auto-activation, and conservation model investigated here. Active (respectively inactive) proteins are assumed to be bound (resp. unbound) from the cell membrane and thus slow (resp. fast) diffusing. (c) Overview of computational approach to assess this models dynamics and parameter space structure. (i) Latin Hypercube Sampling is used to obtain a computationally efficient sample of a five-dimensional (5D) parameter space.
(ii) The Local Perturbation Analysis (LPA) is used to approximate the partial differential equation (PDE) system by a system of ordinary differential equations (ODEs) that describe the evolution of a local perturbation u against background slowly diffusing u g and quickly diffusing v g variables.
(iii) Well-mixed analysis and LPA are used to characterize the properties of each parameter set (capacity for multistability and polarization) and PDE simulations are used for confirmation and further analysis.
has the potential to generate an expansive set of shape dynamics and that these proteins' dynamics may form the foundation of such a common mechanism.
Numerous cell characteristics such as shape, protrusiveness, polarization [2] , and mode of migration [3, 7] have been causally linked to Rac1 and RhoA GTPase activity levels (henceforth Rac and Rho). These proteins are known to be central regulators of cytoskeletal remodeling processes that determine cells' morphologies. Broadly, Rac activity is associated with actin polymerization and cellular protrusion while Rho activity is associated with actomyosin contraction [8, 9] . For this reason, GTPase activity levels have been linked to cell shape (Figure 1(a) ). Cells that have high levels of Rac and little Rho are spread out and flat while those that have low levels of Rac and high Rho are contracted [2] . Cell polarity and migration is, in many cases, characterized by spatially distinct zones of cell behavior and GTPase signaling: a Rac-dominated protrusive front and Rho-dominated contractile rear [10, 11, 12, 13] (reviewed in [14] ).
Due to their central role in regulating the cytoskeleton, these proteins have been the source of intense investigation since their discovery. This has led to a picture where Rho GTPases sit at the center of larger signaling network involving interactions with ligand gradients [9] , the extracellular matrix [15] , and even mechanical forces [16] and membrane tension [17] . In addition to interacting with these external signaling systems, Rho GTPases have been demonstrated to mutually antagonize each other [18, 19] as well as auto-activate themselves [20] . Here we use mathematical modeling to explore the consequences of these Rho GTPase feedbacks (independent of the larger signaling web) on the types of spatial distributions of protein activation that form the foundation of cell shape determination.
Mathematical and computational modeling have long been used to investigate the role of GTPases on cell dynamics (see for example [21, 22, 23, 24, 25, 26, 27, 28] along with [29, 30, 31, 32] for reviews). Recent efforts over the last decade have led to the hypothesis that two critical aspects of GTPase dynamics are responsible for their ability to generate the kinds of spatial patterns of activation that are a prerequisite for polarity. The "wave pinning" model [33, 34, 35] of GTPase dynamics demonstrated that the combination of nonlinear feedback (such as auto-activation or mutual-antagonism) along with mass conservation yields stable, polarized spatial distributions of protein activation. A recent extension [36] has shown that the combination of non-linearity and mass conservation can also produce protein distributions indicative of different morphologies. This work however considered a somewhat restricted model of GTPase dynamics and only explained a subset of observed morphologies. Here we extend this work and use computational modeling to demonstrate that known GTPase dynamics explain a wider diversity of cell shapes than previously shown.
In this article, we study a spatial model of Rho GTPase dynamics encoding the auto-activation, mutualantagonism, and mass conservation dynamics that have been observed in numerous prior experimental studies. A central challenge in studying the spatial dynamics of complex, nonlinear models such as this is the difficulty in systematically studying the partial differential equations (PDEs) that mathematically describe those dynamics. We thus develop and validate a new computational approach based on the Local Perturbation Analysis (LPA) [37, 38, 39 ] to efficiently and systematically study the dynamics of this model in the whole parameter space. Using this approach, we find that the combination of mutual-antagonism, auto-activation, and conservation leads to a variety of spatial GTPase activity profiles that give rise to at least six distinct previously observed cell morphologies (illustrated in Figure 1(a) ). Furthermore, we show that this system can generate a wide variety of spatial protein activation profiles (linked to different morphologies) from a single state (e.g. parameter set). Thus much of the variance in cell shape within a population of cells could be a result of those cells exploring the morphological landscape, rather than being a reflection of intrinsic differences between the cells (e.g. gene expressions). In conclusion, this work demonstrates that Rho GTPase dynamics may form the foundation of the mechanism responsible for cell shape determination in a wide variety of cells.
Results
Our goal here is to study the link between Rho GTPase (Rac and Rho specifically) dynamics and the diverse cell shapes observed in cellular populations (illustrated in Figure 1(a) ). Towards this end, we study a spatiotemporal model of GTPase dynamics that incorporates the primary known characteristics of Rac and Rho dynamics: autoactivation, mutual-antagonism, and conservation ( Figure 1(b) ). Numerous past investigations have studied the temporal dynamics of this canonical mutual-antagonism and auto-activation system [40, 41, 42] . This study differs from such prior studies of this motif in two ways. First, it focuses on spatial dynamics in the context of cell polarity. Second, we incorporate biochemical conservation, which is known to be a vital aspect of Rho GTPase dynamics that leads to the formation of new spatiotemporal behaviors [33, 34, 35, 43] . In order to characterize the spatiotemporal behaviors of this mutual-antagonism, auto-activation, and conservation system in a systematic fashion, we use a multi-faceted approach combining well-mixed analysis, Local Perturbation Analysis (LPA) [31, 37, 38, 39, 44] , and PDE simulation with unsupervised parameter space screening (Figure 1(c) ).
2.1. Model background and description. This study is inspired by, and bridges, two primary bodies of literature regarding cell polarity regulation and multistability in gene regulation. Studies of cell polarity [33, 34, 35, 36] have revealed that the combination GTPase conservation and either mutual-antagonism or auto-activation leads to a novel type of dynamic referred to as "wave pinning." Figure 2 the LPA, which is described further in the §4) that the combination of mutual-antagonism and GTPase conservation can lead to a diverse array of spatial Rho GTPase activation profiles including uniformly Rac activated, uniformly Rho activated, or polarized states. This literature has however not considered the consequences of both auto-activation and mutual-antagonism jointly acting. On the other hand, the simple tristable circuit comprised of mutual-antagonism and auto-activation has been extensively studied in gene expression literature [40, 41, 42] . Figure 2 (b) illustrates a typical well-mixed bifurcation diagram showing the well known tristability this system gives rise to. Much of this literature has however focused on temporal aspects of this system and, since much of this work is related to gene regulation, does not consider the consequences of biochemical conservation.
We study the spatiotemporal consequences of all three of these elements (mutual-antagonism, auto-activation, and biochemical conservation) regulating cell dynamics, all of which are pertinent to GTPase dynamics. Toward this end, we thus consider a PDE model of this system utilizing standard Hill function representations of feedbacks:
Here, we model the GTPase activity in a one dimensional domain with no-flux boundary conditions, representing an averaged cross section of a cell. R(x, t) and ρ(x, t) are the slowly diffusing (D) membrane-bound active forms of Rac and Rho GTPase, while R i (x, t) and ρ i (x, t) are the freely diffusing (D i ) cytosolic inactive forms. Since the GTPases simply switch between active and inactive forms with no production or degradation on the time scales of interest, the total amount of each GTPase is conserved:
The activation rates (terms in parenthesis) capture the feedbacks between GTPases: a is the strength of the auto-activation, b is the strength of the mutual-antagonism switch, and c is the baseline activation rate of GTPase. For simplicity, the parameters a, b, c, and s are assumed to be the same for Rac and Rho and the system has been non-dimensionalized so that the half maximum of the auto-activation Hill function is 1 and the deactivation rates are 1. See §4 for full model details.
2.2.
Computational approach. The goal of this study is to broadly characterize the different steady-state spatial distributions of activated GTPase concentrations arising from this model. Rather than simply choose a representative parameter set to study, we have developed an efficient approach to map spatiotemporal regimes of behavior of this system in parameter space. This is a multi-faceted approach that combines the use of well-mixed analysis, a relatively new non-linear perturbation analysis method (the Local Perturbation Analysis or LPA), and PDE simulation to perform an unsupervised screen of parameter space.
To characterize the model behavior, we use the Latin Hypercube sampling method to generate a computationally efficient sample of high-dimensional parameter space (Figure 1(c)(i) ). For each given parameter set of this model that is considered, we utilize three methods of analysis that provide increasingly more refined information about the model's dynamics. (1) Well-mixed analysis is used to determine what kinds of spatially homogeneous states are present. For example, a uniformly Rac (or Rho) dominated state would be associated with a spread (or contracted) morphology. (2) The Local Perturbation Analysis is used to rapidly assess whether non-uniform steady-states (e.g. polarization) are expected. This is a highly efficient approximate non-linear perturbation analysis that predicts whether the model will respond to a sufficiently large perturbation (Figure 1(c)(ii)) and give rise to a spatial pattern. (3) Finally, PDE simulation will be used to check for and determine the nature of pattern formation. This multi-faceted approach will combine all three methods into a coherent computational framework. For a detailed description of each of these methods, see §4.
2.3.
The combination of mutual-antagonism, auto-activation, and biochemical conservation leads to a wide array of spatial GTPase activation profiles that match known cell morphologies. Before broadly characterizing the parameter space dynamics of this model, we first illustrate the types of states this system elicits and discuss how those map onto previously observed cell morphologies. It is well known that, for a single model parameter set, a system comprised of mutual-antagonism and auto-activation can elicit three or even four distinct, stable well-mixed states. Alternatively, either of these feedbacks in conjunction with conservation is known yield coexistence of uniform and polarized steady-states [36] . We thus hypothesize that the combination of all three may yield a variety of diverse stable spatial protein distributions, each of which correspond to a distinct cell morphology.
PDE simulation results for select parameter sets show that this is indeed the case ( Figure 3 ). Panels (a)-(d) demonstrate that for a single parameter set, three possible well mixed states along with a polarized state are possible, all of which are stable. Each of these steady-states would be linked to a different morphology (e.g. morphologies cell populations from [1, 2, 5] ), indicated by the inset cartoons. Given the propensity for Rac to generate protrusion and Rho contraction, Rac and Rho dominated states respectively would be associated with large, spread cells and small, contracted cells. Alternatively, the state where both are at moderate levels would be associated with a kind of balanced rest state that is neither overly protrusive or contractile. Finally, the heterogeneous state (c) would be associated with a polarized cell that protrudes on one side and contracts on the other. Importantly, this simple system can give rise to each of these protein distributions for a single parameter set. Additional PDE simulations at a different parameter set show that not only can a single parameter set give rise to different states, but that different polarized states are actually possible. Figure 3 (f)-(h) illustrates that for a single parameter set, different initial conditions for the levels of active proteins (depicted by (e)) can give rise to different polarities. For example, if the system begins in a uniformly high Rac, low Rho state, it will evolve to a polarized state characterized by uniformly high but polarized Rac activity along with polarized Rho activity (e.g. panel (f)). Alternatively, if it begins in a balanced state where Rac and Rho are at similar activity levels, it will evolve to a more balanced polarity state (e.g. panel (g)). Each of these polarized states would also be linked to a different cell morphology. In the case of (f), a uniformly high Rac, but still polarized state would be associated with a large, polarized morphology. The uniformly low Rac, polarized state in (h) would be associated with a smaller, more contracted polarity state. Finally, the more balanced polarity state in (g) would correspond to an intermediate polarized state. Importantly, each of these polarity states stems from a single parameter set. Table 1 . Well-mixed, LPA, and PDE Parameter screen results. From an initial 10 6 parameter sets, the number of mono-, bi-, and tri-stable was determined (285 parameter sets were omitted due to numerical errors). "Polarizable (stimulus required)" refers to parameter sets that require a sufficiently large perturbation from a homogeneous steady state to polarize. "Polarizable (linearly unstable)" refers to those parameter sets which are LPA Unstable (LPA Screen) or those parameter sets which are unstable with respect to noise around one or more HSS in the PDE Screen. "Not Polarizable" refers to parameter sets which did not polarize using our numerical parameters and initial conditions. Furthermore, each of the states depicted in Figure 3 maps directly onto cell morphologies that have been observed in cell populations [1, 2, 5] .
In conclusion, this simple model combining known aspects of GTPase regulation gives rise to a variety of possible steady-state protein distributions, both homogeneous and heterogeneous. Furthermore, a single parameter set can give rise to a variety of possible steady-states. Thus it is possible that the wide diversity of morphologies of cells drawn from a single source may arise not from diversity of the underlying cells, but rather result from a population of similar cells exploring a rich morphological state space. That is, two cells may look different not because they have different underlying "parameters", but because they simply ended up in different parts of the underlying state space generated by a single (or similar) set of parameters.
Parameter space characterization.
Here we analyze the full structure of the parameter space for this GTPase regulatory system (Figure 4 ). We generated a sample of 10 6 parameter sets through Latin Hypercube sampling. Well-mixed analysis is used to classify each parameter set based on the number of linearly stable homogeneous steady-states (HSSs) present as monostable, bistable, or tristable. As expected, we find that each of these three regimes are present: approximately 89% of the parameter sets are monostable, 9% bistable, and 2% tristable (Table 1 ). In the bistable case, the two HSSs are respectively either Rac or Rho dominated (e.g. Figures 3 (a,d) ). In the tristable case, both these are present along with a balanced state, namely, the coexistence HSS, where Rac and Rho are at uniform and comparable levels (Figure 3(b) ). We note that the relative sparsity of multi-stable parameter sets largely results from multi-stability being restricted to lower values of the basal activation rate (c, see Figure 4 (a)) and that a lower ceiling on that parameter could significantly effect these fractions. None the less, mono-stability is most prevalent as expected.
We next assessed the capacity for polarization in these mono-, bi-, and tri-stable parameter regimes. Specifically, we simulated the evolution of a spatially localized pulse-like perturbation using the LPA system of ODEs and assessed whether it was possible for that perturbation to achieve a stable "local" state (see §4 for further detail). This approach essentially allows us to easily (but approximately) ask, will the parameter set under consideration respond to a spatial stimulus, and if so, does that response require a sufficiently large stimulus or result from linear instability. This analysis indicates a large proportion of parameter sets may have the potential to elicit additional polarization states; 76.7% of monostable, 100% of bistable, and 100% of tristable parameter sets are flagged as polarizable (Table 1) . Strikingly, this approach suggests that all multi-stable parameter sets may have the capacity for polarity. We say may since the results of the LPA are only approximate and require numerical PDE simulations for verification (see subsequent results). Nonetheless, these results suggest that the polarization is common in the sampled parameter ranges and actually more prevalent among multi-stable parameter sets than mono-stable parameter sets. Visualization of the parameter space structure (using the LPA simulation screen results, (Figure 4(a)-(c) ) reveals why the multi-stable parameter sets are all predicted to be polarizable. The parameter space of this model has a clear nested structure. The nucleus of this parameter space (red points indicate tristability with polarization) is a regime where a fixed parameter set can give rise to a diverse array of spatial morphologies. This is nested in a parameter regime where heterogeneity is more restricted (yellow points indicate bistability with polarization). This is in turn nested within a much more wide spread and ubiquitous parameter regime where polarity is possible but where each parameter set emits only a single HSS along with polarity (grey points indicate monostability with polarization). Thus, consistent with the quantification results in Table 1 and prior analysis [36] , the multi-stable parameter regimes appear to lie within a broader polarizable regime.
To verify the predictions of the LPA, we repeated the parameter screen with full PDE numerics. Previous studies have suggested that the LPA predicts that parameter regimes are larger than they are in the actual PDEs [38] . In other words, the LPA conservatively predicts parameter regimes to be larger than they actually are. It would thus be most efficient to use the LPA to pare down the number of parameter sets for which PDE simulations are performed. However this approach has not been fully validated and thus we simulate the PDEs for all parameter sets. For each parameter set, we assessed whether or not each HSS is stable with respect to noise and whether a polarized pattern can be found. Specifically, to assess whether each HSS is stable or unstable we added noise to each HSS as an initial condition and observed the response. To determine if a particular parameter set will polarize in response to a sufficiently strong perturbation, we used a polarized pattern as an initial condition and assessed whether the system evolved to a polarized or homogeneous state. While there are differences between the PDE and LPA results, the qualitative conclusions are consistent (Figure 4(d)-(f) ). First, an array of individual parameter sets can still give rise to diverse steady state spatial distributions of protein activation. Second, the nested parameter space structure is still observed. Third, polarization appears to be more common in multistable regimes than monostable regimes.
The main discrepancy between the PDE and LPA results is that there are many parameter sets where the LPA predicts polarization is possible but where PDE simulations do not achieve polarity. This is not surprising since prior studies using the LPA have generally found that while the LPA preserves the general underlying parameter space structure of a model, it generally predicts that parameter regimes are larger than they are for the PDEs. This discrepancy appears to be most prominent in the tristable and polarizable case where the PDE analysis suggests that large proportion, 65.9%, of tristable parameter sets do not give polarized patterns while the LPA Screen suggests that nearly all, 98.9%, of parameter sets are polarizable. Inspection of Figure 4 (b) and (e) suggests that there is a particular region of the tristable parameter space that the LPA appears to falsely predict is polarizable. More generally, further mining of the LPA and PDE screen results shows that approximately 48% of parameter sets predicted to polarize by the PDE fail to do so when simulating the PDEs. However, effectively all parameter sets that polarize in PDE simulations are predicted to do so by the LPA; the LPA failed to predict polarization of only 0.04% of parameter sets that actually polarize in PDE simulations. Combined, these results demonstrate that the LPA is conservative in its prediction of interesting dynamics in the sense that it detects essentially all dynamically interesting parameter sets, but generally predicts regimes of behavior to be larger than they are for the PDEs.
Based on the discrepancy between the LPA and PDE results and the general interest in this parameter regime that generates a rich state space, we next focused on the regime predicted to be tristable and polarizable by the LPA. Specifically, we assessed (Figure 4(g)-(i) ) whether the coexistence HSS of tristable parameter set was linearly unstable (red points) and thus would polarize in response to any stimulus, stable but easy to polarize with a relatively small stimulus (yellow points), or strongly stable requiring a large stimulus for polarization (black points). The LPA unstable points form a "shell" around the LPA stable points, suggesting that it is more difficult for the system to polarize if its parameters are further into the tristable regime. Interestingly, comparison of Figure 4(b) , (e), and (h) shows that the "hard to polarize" tristable sets match up with those that were falsely predicted to polarize by the LPA. This suggests that parameter sets that reside deeper in the tristable regime are more stable against spatial perturbations, and that this point is the source of the discrepancy between the PDE and LPA results.
In conclusion, these results reveal that polarization is fairly ubiquitous throughout parameter space. The parameter space has a well defined nested structure where some regions yield more diversity of states (e.g. the number of possible steady-states for a given parameter set) than others. These results also demonstrate that the diversity of potential morphological states shown in Figure 3 is not an artifact of a single parameter set but is rather indicative of an entire regime of behavior that lies at the very core of this parameter space. Finally, these results also demonstrate the power of this approach to mapping the structure of the parameter space of this model. While there are discrepancies between the LPA (which is much more computationally efficient) and PDE (which is more accurate) approaches, the qualitative conclusions are generally consistent.
Numerical bifurcation analysis.
To supplement our computational approach, we used numerical bifurcation analysis to study the bifurcation structure of this model. This alternative approach (1) provides another method to study parameter space structure and (2) provides a direct comparison to bifurcation analysis in previous work [36] .
To perform this analysis, we first convert the GTPase model to a system of LPA ODEs. The numerical continuation package MatCont [45] is then used to perform a bifurcation analysis of that reduced system. This allows us to directly compare the dynamics of this system to that of the simpler systems consisting of only mutualantagonism or auto-activation in [36] . Results show that the structure of the bifurcation diagram ( Figure 5(a) ) is qualitatively similar to that of the mutual-antagonism model (Figure 2(a) ) in the sense that regimes of coexisting multi-stability and polarization are present. However, the inclusion of auto-activation can result in tristability and the formation of the coexistence HSS as in Figure 5 (a). Depending on model parameters, this bifurcation diagram can take on different forms with, for example the coexistence HSS being stable or unstable (compare Figure 5 (a) and 5(b)). Detailed bifurcation analysis of this system is beyond the scope of this article. This does however provide an alternative approach to demonstrate the presence of rich regimes of behavior with diverse, coexisting GTPase activation states that map onto different cell morphologies.
Motivated by the previously observed nested parameter space structure and by the previous bifurcation analysis in [36] , we next examined the bifurcation structure in the (R T , ρ T )-plane ( Figure 5(c) ). We again found the nested parameter space structure with the region of polarizability encompassing both the bistable and tristable regimes. Figure 5(c) shows the results of a two-parameter continuation of the bifurcation points that delineate the transition between different regimes (i.e. two-parameter continuations of fold and branch point bifurcations, see §4 for more detail). Results once again show the tristable regime is nested within a bistable regime, which is itself nested in a broader polarizable region, confirming prior results.
Lastly, as additional verification of the parameter space structure, we projected a slice of the data from the PDE parameter screen (Figure 3(d)-(f) ) onto the two-parameter bifurcation diagram ( Figure 5(d) ). The red points indicate tristable and polarizable parameter sets; yellow points are those parameter sets that are bistable and polarizable; and the grey points are those parameter sets that are monostable and polarizable. We find agreement between the two-parameter bifurcation diagram and the PDE parameter screen lending further credibility to our computational approach. We do note once again that while the agreement is not perfect, the regimes of behavior predicted to yield interesting dynamics by the LPA are generally larger than actual regimes found through bruteforce PDE simulation. Thus, the LPA appears to capture all interesting regimes of behavior, though it does over-predict the size of those regimes. (Figure 4(d)-(f) ) is plotted in (R T , ρ T )-plane. To match the parameters used to produce the bifurcation diagram in (a) and (c), only polarizable parameter sets with 1.3 < a < 2.3, 3.5 < b < 4.5 and 0 < c < 0.025 from the PDE screen are plotted. Red points: tristable and polarizable parameter sets. Yellow points: bistable and polarizable. Grey points: monostable and polarizable.
In conclusion, numerical bifurcation results confirm the nested parameter space structure and coexistence of polarization in the monostable, bistable and tristable regimes that was found using the LPA and PDE parameter screens. Moreover, the LPA bifurcation structure in Figure 5 (a) has similar qualities to that in Figure 1(a) , suggesting that the addition of auto-activation to the previously studied mutual-antagonism and conservation system (as in [36] ) adds to the structure of the parameter space rather than fundamentally altering it. More specifically, the addition of auto-activation leads to the genesis of a tristable and polarizable parameter regime nested within the bistable and polarizable regime that forms the nucleus of the parameter space.
Discussion
Past quantification of cell shape diversity among various types of cells have revealed three essential observations. First, cells obtain a relatively restricted and discrete set of morphologies. Second, cells of different types exhibit a similar and relatively restricted set of morphologies. Third, cells of the same type can exhibit diverse cell shapes despite being derived from the same lineage. Our work here provides a hypothesis for how this landscape of discrete cell morphologies may arise and how seemingly similar cells can exhibit the full spectrum of that diversity.
In this study, we used computational modeling and analysis to demonstrate that the simple and known dynamics of Rho GTPase signaling can explain a significant amount of cell shape diversity found in cellular populations. The simple reaction-diffusion model including auto-activation, mutual-antagonism, and biochemical conservation recovers at least 6 morphologies observed in recent studies (from [2] for example). Interestingly, it is not simply the case that different regions of parameter space yield different morphologies. Rather, individual states of the model (i.e., parameter sets) can yield a variety of different shapes.
These results suggest that (1) Rho GTPase dynamics alone can explain much of the diversity of cell shapes observed experimentally and that (2) diverse morphologies may arise even in the absence of any intrinsic differences between cells. The dynamics of Rho GTPase regulation can thus explain both the presence of the discrete morphological landscape observed in a variety of cell populations as well as how populations of seemingly similar cells from the same source can explore that full landscape.
To facilitate exploration of the dynamics of this spatial model of GTPase dynamics, we further developed a new approach to efficiently and broadly explore the parameter space of this model to determine where different types of morphologies would be expected to appear. Thus, rather than pick a "representative" parameter set, we explored the entirety of the parameter space to determine the full scope of dynamics possible. Results reveal a highly structured parameter space where different parameter regimes exhibit varying levels of diversity of cell morphology. In particular, the model's parameter space has a nested structure where the nucleus is comprised of parameter sets that can individually give rise to multiple spatial protein activation states that correspond to a variety of different shapes. Lower diversity of states is found further from the nucleus of this nested parameter space.
These results confirm conclusions of large-scale statistical analyses of cell-shape data sets that have shown the presence of cell shape "attractors" [2] and hypothesized that transitions between these attractors are may be driven by environmental perturbations that affect GTPase signaling [4] . These results however extend those prior studies. While prior studies (e.g. [2] ) showed (through RNA interference [46] or chemical inhibitors [3] ) that cells' morphologies are determined by the balance between Rac and Rho in different cellular compartments, our results demonstrate for the first time that well-established cross-talk interactions between Rac and Rho can generate the full spectrum of spatial profiles necessary to generate the array of shapes found in imaging data.
The structured parameter space we observe also has similar properties to the structure found in prior mathematical analyses of spatiotemporal GTPase dynamics. In [36] and [47] , bifurcation analyses illustrated a similar nested structure to parameter space. Results here however differ from those of prior studies in two important ways. First, we explore a more complete model of Rho GTPase crosstalk here that accounts for both auto-activation and mutual-antagonism rather than only mutual-antagonism. This yields a more complex and structured parameter space. Second, we have utilized unsupervised parameter space screening (similar to that found in [48, 49, 50, 51] ) method based on Local Perturbation Analysis [38, 39] to generate a more comprehensive understanding of the model's dynamics and structure.
Further work is needed to understand the link between cell signaling and cell morphology. In this study, we have focused only on the core signaling dynamics of Rho GTPases to assess the types of spatial protein distributions that those dynamics generate. Simulations of spatial cell morphologies based on these distributions in 2D [52, 53, 54] or 3D [55] are needed to determine at a more detailed level how signaling characteristics are linked to morphology. Alternatively, extensions to account for the broader signaling network (e.g., [56] ) regulating cytoskeletal remodeling will be required to understand how the regulation of other molecular regulators (GEFs and GAPs for example) augment cells preference for different states.
Despite these limitations, this study demonstrates that the known regulatory interactions between these proteins can (at a qualitative level) generate the full landscape of observed morphologies found in imaging studies. Furthermore detailed analysis of the model's parameter space structure shows that these morphologies co-exist in parameter space, explaining how similar cells of the same fate drawn from a single population can exhibit a wide variety of differing morphologies. This study also validates a new highly-efficient approach for analyzing the spatial dynamics of this type of protein signaling system, that will pave the way for studying more biologically detailed models of this type in the future. These results demonstrate that Rho GTPases form the core of a cytoskeletal regulatory system governing cell shape, further supporting the picture that they act as a central signaling hub that determines how cells respond to their environmental context.
Models and methods
Here we describe the spatial mutual-antagonism and auto-activation model of GTPase dynamics and provide more detail about our computational approach. 4.1. PDE model. A system of reaction-diffusion partial differential equations (PDEs) are used to model Rac and Rho GTPase activity in the cell. We track the activity of active Rac (R(z, τ )) and Rho (ρ(z, τ )), and inactive Rac (R i (z, τ )) and Rho (ρ i (z, τ )). Active forms are bound to and diffuse in the cell membrane while inactive forms are free to diffuse in the cytosol. We consider the spatial domain to be a 1D slice along the cell's diameter and assume no-flux boundary conditions. The PDEs governing the GTPase dynamics on z ∈ [0, L] and for time τ ∈ [0, ∞) are
with no-flux boundary conditions
Here, D R and D ρ are the diffusion coefficients for active Rac and Rho, and D R i and D ρ i are the diffusion coefficients of the inactive forms, respectively. Since the active forms are membrane bound, the corresponding diffusion coefficients are much smaller than the inactive forms' diffusion coefficients. We assume that the inactivation rates, k R and k ρ , do not depend on Rac and Rho activity. Instead, we assume that mutual-antagonism and auto-activation occur through the activation rates,Ã R (R,ρ) and A ρ (R,ρ):
Here, the activation rates are comprised of increasing or decreasing Hill functions with exponent n. The parameters a R,ρ andb R,ρ prescribe the strength of the auto-activation and mutual-antagonism, respectively, andc R,ρ is the basal rate of activation in the absence of feedback. The parameters r R,ρ ands R,ρ describe the amount of GTPase needed to reach the half-maximal auto-activation and antagonistic effect on the other GTPase, respectively.
Since the GTPases simply switch between active and inactive forms yet are not created nor destroyed, the activity levels of Rac and Rho must satisfy conservation statements. Indeed, adding and integrating over the domain equations (4.1a) and (4.1b), and (4.1c) and (4.1d) gives
Here,R T andρ T are the total Rac and Rho activity levels.
To reduce the number of parameters in the model, we scale the GTPase amounts by the corresponding halfmaximal auto-activation parameter, time by the de-activation rate of Rac, and space by the cell-length:
Under this scaling, the equations become
with x ∈ [0, 1] and t ∈ [0, ∞). The scaled activation rates are
s n ρ + R n + c ρ , and the activity levels satisfy the conservation statements
The scaled parameters are (4.3g)
Finally, to reduce the complexity of the model, we restrict our attention to the case a R = a ρ = a, b R = b ρ = b, s R = s ρ = s, c R = c ρ = c and set k = 1 throughout. We also assume that the diffusion coefficients in the active state and in the inactive state are similar between Rac and Rho GTPases, so that D R = D ρ = D and that
4.2.
Well-mixed model. In the well-mixed model, we ignore space and consider GTPase activity to be homogenous within the cell. This reduces the equations to a system of 4 ODEs, describing the temporal dynamics of GTPase activity.
Note that this system can be reduced to a system of two ODEs which is more readily studied (for example, in the phase-plane), using the fact that the total amount of each GTPase is assumed to be constant. This means that the amount of inactive GTPase, R i and ρ i , can be calculated as R i = R T − R and ρ i = ρ T − ρ. The reduced well-mixed model is therefore:
The steady-states of the well-mixed model correspond to homogeneous steady-states (HSS) of the PDE model.
4.3.
Local Perturbation Analysis. The Local Perturbation Analysis (LPA), discussed in further detail in [37, 31, 38, 39, 44] is an approximation method that facilitates the prediction about how a spatial reaction-diffusion model will respond to spatially heterogeneous perturbations. Specifically, this method is used to assess how a homogeneous steady-state (HSS) of a PDE system comprised of fast and slow diffusing variables will respond to a spatially localized pulse-like perturbation. The fast/slow diffusion discrepancy is then exploited to describe the evolution of that pulse-like perturbation by a collection of ODEs that describe the evolution of concentrations near to (local variables) and away from (global variables) the perturbation.
Applying this reduction method and using conservation to further simplify the system yields the following equations describing the evolution of the global (R, ρ) and local variables (R , ρ ):
Here, the functions A R and A ρ capture the mutual-antagonism and auto-activation as before.
This LPA-ODE system is used in two ways. First, it is simulated to determine whether a sufficiently large perturbation will yield a response. To do this, we set the initial conditions of the global variables R, ρ to their HSS values (determined by simulating the well-mixed system) and then apply different initial conditions to the local variables R , ρ . If the values of R , ρ diverge to a new value different from the HSS, this indicates a response has occurred. Otherwise, if the values of R , ρ converge back to the HSS, the system is stable with respect to that perturbation. We thus systematically apply an array of perturbations to determine if the system will respond to any of them.
In addition to simulating the LPA-ODEs directly, we also apply bifurcation analysis to them in order to assess parameter space structure with respect to one or two of the parameters (Figure 2(a) and Figure 5 ). See subsequent sections for further detail on this approach.
4.4.
Computational approach details. We want to understand how GTPase dynamics and cell shape depend on the parameters in the mutual-antagonism and auto-activation model. To efficiently produce a near-random sample of the 5D parameter space of interest, (a, b, c, R T , ρ T ), we used MATLAB's Latin Hypercube Sampling command with N = 10 6 sample points and the default settings. The parameter ranges chosen are 0 ≤ a, b, R T , ρ T ≤ 5 and 0 ≤ c ≤ 0.25. For each parameter set, we then successively used well-mixed analysis, LPA, and PDE numerics to understand the spatial GTPase dynamics.
First, we used the well-mixed model to find the HSS of the PDE system. To determine the steady-states of the well-mixed model, we used a Latin Hypercube Sampling method to generate 50 initial conditions (R 0 , ρ 0 ) in the range 0 ≤ R 0 ≤ R T and 0 ≤ ρ 0 ≤ ρ T . Using these initial conditions, we then numerically solved the well-mixed model forward in time to t = 100 for each IC. Using the value at t = 100 as a new initial condition, we repeated this integration 3 times in an effort to improve the accuracy of the steady-state. Next, we classified each parameter set as monostable, bistable, or tristable based the number of unique (within some tolerance) steady-states found for each parameter set. It is possible that there are more than 3 steady-states; however, such parameter sets are rare and not considered in this study.
Second, we used LPA to determine if the parameter set could polarize. For each parameter set, we use the LPA ODEs to characterize the LPA stability of each of the HSS. If all eigenvalues of the Jacobian matrix of the LPA ODE system evaluated at a HSS all have negative real part, the HSS is called LPA Stable. If at least one of eigenvalues has positive real part, the HSS is called LPA Unstable. For those HSS which are LPA Stable, we simulated a spatially localized pulse by perturbing the initial conditions of the local variables in the LPA ODE system. That is, we chose initial conditions for the LPA ODE system (R 0 , ρ 0 , R 0 , ρ 0 ) to be perturbations from the HSS. We considered large perturbations (up to 10 times the HSS amount and down to 1/10 times the HSS amount) and small perturbations (up to 2 times the HSS amount and down to 1/2 times the HSS amount) as initial conditions, and recorded if the LPA ODE system returned to the HSS or was attracted to a different steady-state. If the LPA ODE system is attracted to a different steady-state that is not another one of the other HSSs found by well-mixed analysis, for any of the HSS found for a given parameter set, we call that parameter set "polarizable (stimulus required)" (as in Figure 4 (a)-(c) and Table 1 ). Moreover, we distinguish between those parameter sets which are polarizable with stimuli of different sizes as in Figure 4 (g)-(i). Those parameter sets that are polarizable with a small stimulus, i.e., up to 2 times the HSS amount and down to 1/2 times the HSS amount, are shown as yellow points in Figure 4 (g)-(i); while those parameter sets that are polarizable with a large stimulus, i.e., up to 10 times the HSS amount and down to 1/2 times the HSS amount, are shown as black points in Figure 4(g)-(i) . Those parameter sets which have at least one HSS that is LPA Unstable are considered "polarizable (linearly unstable)" (Table 1 ) and are shown as red points in Figure 4(g)-(i) .
Third, we repeated the parameter screen with PDE numerics. With PDE numerics we sought to determine: (1) whether or not a given HSS is observable (stable with respect to noise) and (2) whether a polarized pattern is a steady-state of the PDE system. To assess (1), we used each HSS as an initial condition but added noise to the active GTPase forms R and ρ (we ensured mass conservation by removing or adding the appropriate amount to the inactive forms), and checked for a polarized pattern. If one or more HSS was unstable with respect to noise, we called this parameter set "polarizable (linearly unstable)" (as in Table 1 ). To assess (2), we generated a polarized initial condition with R = R T and ρ = 0 for 0 ≤ x ≤ 0.5, R = 0 and ρ = ρ T for 0.5 < x ≤ 1, R i = R T /2, and ρ i = ρ T /2. If a polarized pattern results we say this parameter set is "polarizable (stimulus required)" (as in Table 1 ); otherwise, we say this parameter set is not polarizable. For all PDE numerics, we used MATLAB's pdepe function with default parameters, ∆x = 1/200, ∆t = 1/400, and integrated until time t = 400.
To check if a polarized pattern results, we computed the absolute difference between maximum and minimum for both GTPases. If this absolute difference is sufficiently large (tolerance = 0.01), we consider the pattern to be polarized.
4.5.
Numerical bifurcation analysis. Here we describe the methods used to produce Figures 2 and 5. All numerical continuation was performed using MatCont [45] for MATLAB.
We applied standard numerical bifurcation analysis to the LPA ODEs (4.5) with a = 0 to produce Figure 2(a) . Bifurcation analysis of the well-mixed model (4.4) was applied with a > 0 to produce Figure 2(b) . We produced Figure 5 (a) and (b) using the LPA ODEs (4.5) with parameters as in Figure 2 (b) for (a) and as in Figure 3 To gain more insight into the structure of the broader parameter space, we performed a two-parameter bifurcation analysis to track the critical bifurcations found in Figures 5(a) and (b) . Specifically, we numerically continued (in the (R T , ρ T )-plane) the fold bifurcations in the local branches marking the edge of the polarizable regime, the fold bifurcations from the global branches marking the edges of the bistable and tristable regimes, as well as the Turing bifurcations marking the change in stability of the well mixed HSS in Figures 5(b) . Results are shown in Figure 5 (c) and copied over to Figure 5 
