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In his paper Bertsekas [l] considers a procedure by means of which a 
finite dimensional optimization problem with nonconvex cost function and 
convex constraints is convexified and transformed into one which can be 
solved with the aid of primal-dual methods. Gfrerer [2] applies this 
method to the investigation of a nonlinear optimization problem of a 
separable form with nonconvex objective and convex constraints and prove 
a globally convergent algorithm for the solution of this problem. 
In this paper we consider an infinite dimensional optimization problem 
with nonconvex, nonsmooth objective, and convex constraints and employ 
a generalized convexification procedure, opposite Bertsekas [ 11. By this 
means the nonconvex problem transformed into a convex parametrical 
minimization problem and an additional minimization of an everywhere 
Frtchet differentiable nonconvex function. We prove a relationship with 
the duality theory of Toland, see [4]. 
In the following, the Banach space B with the norm 11 .jl will be assumed 
to be reflexive and B* with the norm 11. I)* will denote the dual space. As 
usual ( ., .) will denote the canonical pairing between B and B*. Let M c B 
be a nonempty convex and closed set. Let g: B + R be a closed and 
strongly convex function with the constant K > 0, i.e., 
g(rx,+(1-~)x,)~~g(x,)+(1-~)g(x,)-K/2f(1-r)llx,-xzll2 (1) 
isvalidforallx,,x,EBand l~[O,l]. 
Let f: M c B -+ R be a function, so that the function h: M c B -t R 
defined by h(x)= f(x) + g(x) is strongly convex with the constant k >O, 
i.e., 
h(tx,+(1-~)x2)~rh(x,)+(1-r)h(x2)-k/2~(1-t)~~x,-x2(~2 
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is valid for all X, , .x2 E M and 1 E [0, 11. We consider the following problem 
I = yifL, f(-u ), (3) 
and assume moreover I> --CIC. The above assumptions are valid in the 
following, unless otherwise indicated. 
The coordinate problem to (3) which we obtain through convexification 
with the strongly convex function g is of the form 
J= I.C j$-, w [f(-v, + Rb) + g*(.Y* 1 - (.r*9 .u)l, (4) 
where g * is the conjugate convex function to g. 
Bertsekas and Gfrerer use quadratic functions and forms for g. For 
quadratic functions g the problem (4) is connected with the proximal point 
algorithm, which has been generalized by Spingarn [3] for certain non- 
convex functions, the lower-C* functions. 
THEOREM I. AIwuys is 
I= J. (5) 
If x0 E A4 is u solution of the problem (3) and xz E 6g(x,,) is calid, then 
(x$, x0) is (I solution of problem (4). If converse!y (xz, xc,) ,lith x0 E A4 is u 
solution of (4), then x0 is a solution of (3). 
Proof. ( 1) Because of g = g** we obtain 
J= inf inf [f(x) + g(x)+ g*(.r*) - (x*, -\-)I 
\EM r*EH* 
= inf [f(x) + g(x) - g**(x)] = I. 
Y E M 
(2) If xg E M is a solution of (3), then 
f(x0) S.f(x) + g(x) + g*(x*) - (x*, x) 
holds for all XE M and .r* E B* because of (5). Since x$ E Zg(xO) implies 
g(.u,) + g*(x,*) = (x:, x,), (xg*. x0) E B* x B is a solution of (4). 
(3) If (.u,*, .Y”) with x0 E A4 is a solution of (4) then because of (5) 
~=f(x,)+g(x”)+g*(xo*)-(xc:*xo)2f(xo) 
hold. Therefore, .x0 is a solution of (3). 1 
In connection with problem (4) we define the function F: B* -+ R 
F(x*) = ri;f, [f(x) + g(x) + g*(x*) -- (x*. x)]. (6) 
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If we only assume that the function h = f + g is convex on M and for every 
x* E B* the inlimum in (6) is attained, then the operator T: B* + 28 of 
solution for (6) is in general setvalued. 
LEMMA 2. If the infimum in (6) for every x* E B* is attained, then the 
operator T: B* + 2’ of solutions for (6) is monotone, i.e., for all x1 E TX: 
and x2 E TX: 
(XT -x:9 x,-x2)20 (7) 
for all x:, XT E B* holds. 
Proof: Consider the inequalities 
f(x) + g(x) + g*(x:) - (x:9 x)zf(x,)+g(xl)+g*(x:)-(x:,x,) 
f(x) + g(x) + g*(x:) - (x?, x) Zf(xz) + g(xJ + g’(xZ) - (x:, x*) 
with x, E TX: and x2 E TX: for x=x2 and x=x1, respectively. Through 
addition of the inequalities we immediately obtain (7). 1 
LEMMA 3. If the function h satisfies condition (2), then the infimum in 
(6) is uniquely attained for every x* E B*. 
Proof The condition (2) for h implies the strong convexity on M of the 
function x H f(x) + g(x) + g*(x*) - (x*, x) for every x* E B*. Because of 
the theorem of Weierstrass, the infimum in (6) is attained for every non- 
empty convex and closed set A4 of the reflexive Banach space B. The 
uniqueness follows from the strict convexity. 1 
In the case of Lemma 3, the operator T: B* -P Mc B of solutions for (6) 
is unique, and because of Lemma 2 it is monotone. If condition (2) is 
satisfied then we can prove an additional property. 
THEOREM 4. If the function h satisfies assumption (2), then the following 
condition of monotonicity is fulfilledfor the operator T of the solution of (6) 
(TX:-Tx:,x:- x:)Lk/2IITx:- Tx:ll* (8) 
for all x:, XT E B* and T is moreover Lipschitz continuous, i.e., for all 
x:, x: E B* holds 
IITx:-Tx:Il~2/kIlx:-x:Ilt. (9) 
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Proof: For all x,, x2 E B, I E [0, 1 ] and x* E B* assumption (2) implies 
f(rx, + (1 - I) x2) + g(fx, + (1 - 1) x*) + g*(x*) - (x*, lx, + (1 - I) x2) 
5 aft-x, I+ g(x,) + g*(x*) - tx*, x, )I 
+ (1 - 1)[f(xJ + g(xz) + g*(x*) - (x*, x,)] 
-k/21( 1 - 1) Ilx, - x,l12 
and furthermore, 
F(x*)~f[f(x,)+ g(x,)+ g*(x*)- (x*, x,)] -k/21(1 -I)ll?r, -xzllZ 
+ (1 - OCf(xz)+ g(xz)+ &7*(x*)- (.x*7 .v,,l. 
Put in I* =xF and x* =xT, respectively, furthermore x, = TX: and 
x2 = Txf, then we obtain inequalities 
.f(Tx:)+ g(Tx:)+ g*(x:)-(x:, Tx:, 
I.f(T.u:)+g(T.r,*)+g*(x:)-k/2rIIT.K:-T.u:;l’ 
.f(Tx:) + g( TX-:) + g*(x:) - (x:, T-v;) 
~1‘(T.r:)+g*(Tx:)+g*(x:)-(x:, Tx:)-k/2(1 -r)llT.lr:-Tx;Il’. 
Addition of the two inequalities leads to 
(Tx: - TX?, x: - x;)>k/2IITx:- T.r;l(’ 
for all x:. x: E B*. From (8) we get (9) by application of the Schwarz 
inequality. 1 
It is remarkable that the conditions of monotonicity (8) and the 
Lipschitz continuity (9) of the operator T are independent of the property 
of smoothness for the functions f over M and g over B. 
Since for the function g (1) is fulfilled we consequently obtain for all 
X,I’EB 
K(V) 2 d-r) + tx* , y - x) + K/2 I( 1’ - xl!’ (10) 
with x* E Zg(x), assuming the subdifferentiability of g on B. Furthermore, 
we obtain [S, Theorem 2.23 that for the conjugate function from (10) it 
follows that 
g*(y*)s g*(x*)+ (g*‘(x*), J-*-x*)+ lj2KIIJ,* -.YIi; (11) 
for all .x*, y* E B* and the function g* is Frechet differentiable for every 
element of B. 
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THEOREM 5. If the function g is subdtffeerentiable on B, then the function 
F is Frechet differentiable for all x* E B*, and for the Frechet derivative it 
follows that 
F’(x*) = g*‘(x*) - TX*. (12) 
Proof Using (6) we can estimate 
F(x*+h*)-F(x*)sg*(x*+h*)-g*(x*)-(Tx*,h*) 
and because of (11) 
F(x* + h*) - F(x*) 5 (g*‘(x*) - TX*, h*) + 1/2KIlh*Il: (13) 
for all x*, h* E B*. 
On the other hand we have 
F(x*) 5 F(x* + h*) + (T(x* + h*), h*) + g*(x*) - g*(x* + h*) 
and because of the convexity of g* 
(g*‘(x*) - TX*, h*) 5 F(x* + h*) - F(x*) + (T(x* + h*) - TX*, h*). 
Using the Schwarz inequality and (9) we obtain 
(g*‘(x*)-Tx*,h*)-2/kIlh*Il:SF(x*+h*)-F(x*), (14) 
for all x*, h* E B*. Equations (13) and (14) imply the assertion of the 
above theorem, in particular Eq. (12). 1 
COROLLARY 6. For the FrPchet derivative of the function F which is in 
general nonconvex, we have the following condition of generalized 
monotonicity. For all XT, x: E B* 
(F’(x:)-F’(x:),x:-x:)~(l/K-2/k)Ilx:-x:Il:, (15) 
holds, where 1 /K - 2/k c 0. 
Proof Using (12) we obtain 
(F’(x:) - F’(x:), x: -x:)=(g*‘(x:)-g*‘(x:),x:-XT) 
-(TX:-Tx:,x:-x:). 
Because of Ref. [S, Theorem 2.23 the inequality (11) implies for all 
x*, y* E B* that 
(g*‘(y*)-g*‘(x*), y*-x*)2 l/K//y*-x*11:. 
The application of (9) and (16) leads to (15). [ 
(16) 
ol'i THE CONVEXIFICATION PROCEDURE 33 
Remurk 7. Because of Theorem 5 the optimization problem (3) with 
nonconvex objective and convex constraints can be transformed into a 
parametrical convex optimization problem which is uniquely solvable for 
every parameter with subsequent minimization of an everywhere Frechet 
differentiable function. This assertion is independent of the properties of 
differentiability for the function J 
If we additionally assume that the function g is Frechet differentiable on 
B. then we can define a sequence (x,,) c M through 
.\‘,I + I = T(.!T’(.~,,)). x0 E B arbitrary, (17) 
n = 0, I, 2. . . . . 
THEOREM 8. Jf g on B is FrPchet differentiable, then the sequence 
{ f(x,,) 1 with (x n) by (17) is decreasing. For every n = 1, 2, . . . . 
.f(.rn+ ,)5.f@,,, ,)+g(*~,,, ,)+g*(g’(.r,,))-(g’(.r,,).,~,,+,)~.f(x,,) (18) 
ho1d.y. 
Proof: With xX = g’(x,,) we obtain 
F(x,f) =f( Tx,*) + g( T-v;) + g*(x;) - (x,f, Tx:) 
Sf(Txf- 1) + g(Tx,* ,) + g*(.C) - (xf, 7--C , 1. 
Because of x,, = T( g’(x, ,)) = T(x,*- , ) and xx = g’(x,). g( Tx,* , ) + 
g*(xX) = (xx. TxX- , ) and for that reason ( 18) holds. 1 
Theorem 8 provides a descent method for minimizing the function F. see 
[II> 21. 
Remark 9. If we consider the problem (3) under the following condi- 
tions M = B and f = h - g with the proper convex and closed functions g 
and h, then we obtain the dual problem for (3) of Toland, see [4], for the 
problem (4) and (5) is the involution of Toland 
I= ,,$n& Ch(.r) - cd-~)1 
= reJtnfhe [g*(.r*)-h*(x*)l =J. I (19) 
Finally we consider a simple example which demonstrated that the 
described convexification procedure is applicable to optimiation problems 
with nonconvex and nonsmooth functions J: We could also consider the 
one dimensional optimization problem 
min S(x) =.f‘(O) = --I, (20) 
IrI 5 1 
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where 
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f(x) = for 
O~x~l 
for -ljx,<O. 
f is not differentiable in the minimum point x = 0. We choose g(x) = 2x2, 
obtain g*(y) = l/8y2 and 
I 
1/8y2- y+2 for 5sy-C $00 
1/4y - 918 for lSyS5 
F(y)= 1/8y*- 1 for -2iySl (21) 
-1/8y*-y-2 for -4s ys -2 
l/8y2+ y+2 for - al<ys -4. 
The nonconvex function F is differentiable for all y E R and 
mGi; F(y) = F(0) = - 1 
is valid. For the operator T we obtain the representation 
i 
1 for 5sy-C +x3 
1/4y - 1 for llyS5 
Ty= 0 for -2ZySl (22) 
1/2y + 1 for -4s ys -2 
-1 for -co< yi -4. 
The fixed point iteration (17) possesses the following form x, + , = T(4x,) 
with T by (22). For x,, = 2 we obtain x, = 1, x2 = a, xj = i, xq = a, xS = 0, 
the minimum point x0 = 0 of (20) will be attained after a finite number of 
steps. For x0 = -2 we obtain x, = - 1, x2 = - 1, . . . . the minimum point of 
(20) will not be attained because of the saddle point of F at y = -4. 
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