Abstract. We give a necessary complex geometric condition for a bounded smooth convex domain in C n , endowed with the Kobayashi distance, to be Gromov hyperbolic. More precisely, we prove that if a C ∞ smooth bounded convex domain in C n contains an analytic disk in its boundary, then the domain is not Gromov hyperbolic for the Kobayashi distance.
Introduction and Main Result
The notion of Gromov hyperbolicity (or " δ-hyperbolicty") of a metric space, introduced by M.Gromov in [16] , can be loosely described as "negative curvature at large scales". The prototype of a Gromov hyperbolic space is a simply connected complete Riemannian manifold with sectional curvature bounded above by a negative constant. One of the reasons for studying Gromov hyperbolic spaces is that such a space inherits many of the features of the prototype, even though the underlying space may not be a smooth manifold and the distance function may not arise from a Riemannian metric.
There are extensive studies of interesting classes of Gromov hyperbolic spaces in the literature, the class of word-hyperbolic discrete groups perhaps being the most studied. In a different direction, domains in Euclidean spaces endowed with certain natural Finsler metrics have also been analyzed from this point of view. For instance, M.Bonk, J.Heinonen and P.Koskela [10] studied the Gromov hyperbolicity of planar domains endowed with the quasihyperbolic metric and P.Hästö, H.Lindén, A.Portilla, J.M.Rodriguez and E.Touris [17] obtained the Gromov hyperbolicity of infinitely connected Denjoy domains, equipped either with the hyperbolic metric or with the quasihyperbolic metric, from conditions on the Euclidean size of the complement of the domain. In higher dimensions Z.Balogh and S.Buckley [4] give conditions equivalent to the Gromov hyperbolicity for domains contained in R n and endowed with the inner spherical metric (or with the inner Euclidean metric if the domain is bounded). Y.Benoist [6, 7] gave among other results a necessary and sufficient condition, called quasisymmetric convexity, for a bounded convex domain of R n endowed with its Hilbert metric to be Gromov hyperbolic.
In this paper we study domains in C n endowed with the Kobayashi metric. The Kobayashi pseudodistance was introduced by S.Kobayashi as a tool to study geometric and dynamical properties of complex manifolds. A systematic study of its main properties and applications can be found in [18, 19, 20] . This pseudodistance describes in a very precise way whether a complex manifold contains arbitrary large complex discs. The Kobayashi metric on domains in complex manifolds has proved to be a powerful tool in different problems such as the biholomorphic equivalence problem, or extension phenomena for proper holomorphic maps.
The class of strongly convex domains admits a particularly rich theory, by the work of L.Lempert [21, 22, 23] . L.Lempert proved that such a marked domain (D, p) admits a singular foliation by complex geodesics discs, that these complex geodesics are the only complex one-dimensional holomorphic retracts and that the associated Riemann map is solution of a homogeneous complex Monge-Ampère equation. As an application he exhibited a complete set of invariants for such marked strongly convex domains. See [9] for related results.
The behaviour of real geodesics in a strongly convex domain endowed with the Kobayashi distance is well understood since one can prove that every such real geodesic is contained in a complex geodesic. The behaviour of real geodesics on a more general bounded domain endowed with the Kobayashi distance is related to the Gromov hyperbocility of the given domain. The first and essentially the only result in that field is due to Z.Balogh and M.Bonk who proved in [3] that every strongly pseudoconvex bounded domain in C n endowed with the Kobayashi distance is Gromov hyperbolic. They also proved that the polydisc, which is complete Kobayashi hyperbolic, is not Gromov hyperbolic.
The Balogh-Bonk result naturally raises the question of Gromov hyperbolicity of weakly pseudoconvex domains in C n . As mentioned above (see also the remarks following Theorem 1.1) it is easy to prove that the polydisc is not Gromov hyperbolic. However its boundary is not smooth. While it appears reasonable to expect that the same conclusion should hold for smooth weakly pseudoconvex bounded domains, such a result was not known, to the best of our knowledge. In this paper we prove that certain smooth bounded weakly pseudoconvex (but not strongly pseudoconvex) domains are not Gromov hyperbolic and, perhaps more surprisingly, some are.
More precisely, we investigate the Gromov hyperbolicity of smooth bounded convex domains endowed with the Kobayashi metric. We prove that the existence of a non constant analytic disc in the boundary of the domain is an obstruction to the Gromov hyperbolicity, giving a general answer to a question raised by S.Buckley. We also provide examples of Gromov hyperbolic convex domains of finite type, in the sense of D'Angelo, that are not strongly pseudoconvex.
The precise statements of our results are as follows. Let The second result is an observation that certain weakly convex domains are Gromov hyperbolic:
is Gromov hyperbolic for the Kobayashi distance.
In light of these results, an interesting problem consists in giving a precise complex geometric characterization of bounded smooth convex domains that are Gromov hyperbolic. In particular, we have the following question:
Is the Gromov hyperbolicity of a C ∞ smooth bounded convex domain D in C n equivalent to the condition that D is of finite type in the sense of D'Angelo?
We make a few remarks about the proofs of these results briefly, beginning with Theorem 1.1. It is an easy observation that the product of two complete noncompact geodesic metric spaces endowed with the maximum metric is not Gromov hyperbolic. We can see this for the Kobayashi Of course, the main difficulty in dealing with a domain D which is not a product is describing the geodesics (or quasi-geodesics). On the one hand, it is reasonable to expect that the metric behaves (in terms of geodesics) like a product near the holomorphic disc H ⊂ ∂D. On the other, the smoothness of ∂D forces strict convexity, at some points close to ∂H, of ∂D. One of the main technical points of this work is that the metric does behave like a product and the the aspect mentioned in the second point above does not dominate.
For our second result, we use results of K. Azukawa -M. Suzuki and J. Bland stating that the sectional curvatures of the Bergman and Kähler-Einstein metrics on complex ellipsoids are bounded above by negative constants. In particular, these metrics are Gromov hyperbolic. One can then use the Schwarz lemma in various forms to compare these metrics with the Kobayashi metric and conclude that it is Gromov hyperbolic as well.
Notations and Definitions
• For 1 ≤ i ≤ n, π i : C n → C will denote the i-th projection.
•
n . We will refer to these as the z i axis, etc.
• If z and z are two points in C k we will denote by dist eucl (z, z ) the Euclidean distance between z and z .
Let E be a smooth bounded convex domain in C k and z ∈ E.
• δ E (z) will denote the Euclidean distance from z to the boundary ∂E of E.
• For v ∈ C k \{0} we denote by δ E (z, v) the Euclidean distance from z to the boundary ∂E of E along the complex line L(z, v) := {z + λv, λ ∈ C}.
• If l ⊂ C n is a real line, δ E (z, l) will denote the Euclidean distance from z to ∂E along z + l.
• For q ∈ ∂E let r q be the largest real number r such that there is a ball B of radius r contained in E with ∂B tangent to ∂E at q.
We consider the complex Euclidean space C n with coordinates (z 1 , . . . , z n ). For a positive real number r we denote by ∆ r the disk ∆ r := {ζ ∈ C : |ζ| < r}.
where the infimum is taken over all
] → E be a path joining two points p and q in E.
(i) If γ is piecewise smooth, the length of γ is the quantity
(ii) The distance between p and q is given by
where the infimum is taken over all piecewise smooth curves between p and q.
(ii) Let A ≥ 1 and B > 0. We say that γ is a (A, B) quasi-geodesic if for every
(iii) A geodesic triangle in D is a union of images of three geodesics (1) 0 ∈ ∂D, the tangent space to D at 0 is given by T 0 (D) = {z ∈ C n : Re(z n ) = 0} and
(2) Let K ± r be the real line segments joining q r to A and p r to −A respectively. If 0 < r < √ r 0 we have
There exists α > 0 with the following property: Let E r be the two-dimensional convex set E r = (Z 1 + (0, ..., 0, r)) ∩ D and L r the real line segment joining p r to q r . Then
for all z ∈ L r and 0 < r < √ r 0 .
(5) Assume 0 < r < √ r 0 . There exist β > 0 and smooth functions f, h :
The functions h and f satisfy the following Condition, called Condition(**):
Proof of Proposition 3.1: Suppose that p ∈ ∂D lies in the analytic disc S in the hypothesis of Theorem 1.1.
Choose a complex affine linear map T : C n → C n such that T (p) = (0, ..., 0, 1) and
This proves the claim.
We now invoke the easy fact that given a convex subset C of Euclidean space containing the origin there is a linear subspace V containing C as an open (in V ) subset. Take any point 0 in S 1 , where S 1 is the holomorphic disc in D 1 corresponding to S in D. By the above fact, if L is the tangent space to S 1 at 0, then E = L ∩ C is open in L and convex. Since L is a complex line we can find a complex rotation R : C n → C n with R(L) = Z 1 and R(e 2n−1 ) = e 2n−1 . We still have 0
We relabel R(D 1 ) as D. We will need the following simple lemma, the proof of which we will skip, for the other conditions: Lemma 3.2. Let E be a bounded convex domain with C 2 boundary in C and L an affine real line in C.
If p ∈ ∂E ∩ L and this intersection is transversal at p, then there is a neighbourhood U of
for all z ∈ L ∩ U , where θ is the angle between L and the inward normal to ∂D at p. If L is perpendicular to ∂E at p, we can assume that
We can take U = B(p, ) ∩ E where depends only on r p and θ.
We come to Condition (2): Let S be the two-dimensional convex set S = D ∩ (Z n + A). By the convexity of S and the fact that the tangent space to ∂S at (a, 0, ..., 0) is the axis Im(z n ), Lemma 3.2 gives a neighbourhood U of (a, 0, ..., 0) in S on which
A similar statement is true for p r . Hence there exists r 1 > 0 such that Condition (2) is satisfied for r < r 1 .
To see the validity of Condition (3), the last part of Lemma 3.2 implies that there exists 0 < r 2 < r 1 , α > 0 and γ > 0 such that is continuous, where z(s, r) = (s, 0, ..., 0, r). Hence its infimum is attained and, in particular, positive.
Condition (4) easily follows from the compactness of E.
For 0 < r < r 2 let f (r) = δ Er (q r , L r ) and h(r) = δ Er (p r , L r ). Condition (v a ) now follows from Condition (3). Note that there exists 0 < r 3 < r 2 such that the plane curve ∂D ∩ {z ∈ C n | z = (s, 0, ..., 0, r), a ≤ s, 0 ≤ r ≤ r 3 } (resp. ∂D ∩ {z ∈ C n | z = (s, 0, ..., 0, r), s ≤ −a, 0 ≤ r ≤ r 3 }) is a graph of a strictly increasing (resp. strictly decreasing)convex C ∞ function. These functions are precisely x → g(x − a) and k(−x − a).
Finally we take r 0 = r 3 .
. We can now prove Theorem 1.1. Assume by contradiction that D is δ-hyperbolic for some δ > 0. First we note that (D, d D K ) is a geodesic metric space, i.e. any two points in D are connected by a geodesic. For a strongly convex domain this follows from a basic result of L. Lempert [21] which asserts that, in fact, there is a complex geodesic containing any two given points. A complex geodesic in D is an isometric map of (∆, d Let A and B be two positive constants. It follows from [14] that there exists a constant M > 0, depending only on the δ and on the constants A, B, such that the Hausdorff distance between any (A, B) quasi-geodesic in D and any geodesic between the endpoints of the quasi-geodesic is less than M . Hence in order to contradict our hypothesis of δ-hyperbolicity it is sufficient to find two positive constants A and B and a family of (A, B) quasi-triangles, namely unions of (A, B) quasi-geodesics joining three points, which violate the δ-hyperbolicity condition for any δ. More precisely we prove in
That condition violates the δ-hyperbolicity condition as claimed.
The Kobayashi metric on convex domains
4.1. Estimates for the Kobayashi metric. We start with some general facts concerning convex domains in C n . The following estimate of the Kobayashi infinitesimal pseudometric, obtained by I.Graham [15] and S.Frankel [13] will be an essential tool in the paper. See [5] for an elementary proof.
Here L(a, v) denotes the complex line passing through a in the direction v.
We will also use the following Boxing Lemma: d
Proof of Lemma 4.1. Denote by π n the holomorphic projection from D R,α,β to R α,β . Let γ = (γ 1 , . . . , γ n ) : [t 0 , t 1 ] → D R,α,β be a curve with γ(t 0 ) = z r and γ(t 1 ) = z r . Since γ n = π n (γ) we have from the Schwarz Lemma and from Proposition A:
Re(γ n (t)) |Re(γ n (t))| dt since for every t ∈ [t 0 , t 1 ] we have δ R α,β (γ n (t)) ≤ |Re(γ n (t))| and |γ n (t)| ≥ Re(γ n (t)) > 0. Finally:
Re(γ n (t)) Re(γ n (t)) dt = log r r .
Quasi-geodesics in convex domains.
The following proposition provides very simple examples of quasi-geodesics, for the Kobayashi metric, in any bounded convex domain of class
Proposition 4.2. Let D be a bounded convex domain in C n of class C 1 and let x ∈ D. Then every real segment l, parametrized with respect to Kobayashi arc-length, joining x to q ∈ ∂D is a (A, B) quasi-geodesic where A, B depend only on x, the angle between l and the inward normal to D at q and D.
Proof of Proposition 4.2. For q ∈ ∂D let r q be as in Section 2. By the continuity of the map q → r q and the compactness of ∂D, if α = inf q∈∂D r q then α > 0. Let
Note that B 1 is bounded above by a constant depending only on x and D. It is enough to prove that l| [t 0 ,∞) is a quasi-geodesic as in Proposition 4.2 with constants (A, B 2 ). To see this let 0 < t 1 < t 0 < t 2 . Then
The other cases (t 1 < t 2 < t 0 and t 0 < t 1 < t 2 ) can be seen similarly. The rest of the proof is devoted to showing that l| [t 0 ,∞) is a quasi-geodesic. By modifying D by a complex affine linear map if necessary, we may assume that q = 0 and that the tangent space T q (∂D) is given by T q (∂D) = {(z , z n ) ∈ C n−1 × C : Re(z n ) = 0}. Denote the inward pointing normal vector to ∂D at q by ν and let l ν = R + ν. Note that ν = e 2n−1 . Let p = (p , p n ) ∈ l ∩ U . There exists p ν ∈ l ν with Re((p ν ) n ) = Re(p n ). Let γ : [0, 1] → U ⊂ C n be the straight line joining p to p ν . We note the following elementary fact, the proof of which we skip: There exists C > 0 depending only on α and θ such that
. Hence we have
Now, since l makes an angle θ with ν we have |p − p ν | = tan(θ)δ D (p ν ) Finally:
In light of Equation (4.1) it is sufficient to prove the following lemma to complete the proof of Proposition 4.2. Proof of Lemma 4.3. We continue with our assumption that q = 0. There exists R > 0 such that D ⊂ P = ∆ n−1 R × H where H := {ζ ∈ C : Re(ζ) > 0}. Let p 1 , p 2 be two points in l ν ∩ U . As before, write (z , z n ) ∈ C n−1 × C the coordinates corresponding to the decomposition of the product P , and denote
The first inequality comes from the decreasing property of the Kobayashi distance and the second inequality comes from the fact that the Kobayashi distance on a product domain is the maximum of the Kobayashi distances on each factor. On the other hand
However since
If γ : [0, 1] → H is the straight line segment joining p 1 and p 2 , then
this proves Lemma 4.3 and Proposition 4.2.
Quasi-geodesics in "flat" convex domains
In this section we focus on some special convex domains in C n for which we construct specific quasi-geodesics for the Kobayashi metric. We assume that there exists 0 < r 0 < 1 such that the domain D satisfies the following five conditions:
(1) 0 ∈ ∂D, the tangent space to D at 0 is given by T 0 (D) = {z ∈ C n : Re(z n ) = 0} and
Assume that C ∩ X 1 = {te 1 | − a < t < a} for some a > 0. Let ±A = (±a, 0, ..., 0), p r = (−a, 0, ..., 0, r), q r = (a, 0, ..., 0, r).
(2) Let K ± r be the real line segments joining q r to A and p r to −A respectively. If 0 < r < √ r 0 we have δ D∩(±A+Zn) (z) = Re(z n ) for any z ∈ K ± r . (3) There exists α > 0 with the following property: Let E r be the two-dimensional convex set E r = (Z 1 + (0, ..., 0, r)) ∩ D and L r the real line segment joining p r to q r . Then
(4) If 0 < r 1 < r 2 < √ r 0 and (z , r 1 ) ∈ D for some z ∈ C n−1 then (z , r 2 ) ∈ D.
(5) Assume 0 < r < √ r 0 . There exist β > 0 and smooth functions f, h : [0,
where g (resp. k) is a strictly increasing (resp. decreasing) convex function of class C ∞ defined on [0, ε] (resp. [− , 0]) for some ε > 0 and such that g (l) (0) = 0 (resp. k (l) (0) = 0) for every nonnegative integer l".
We have:
Lemma 5.1. For every 0 < r < r 0 , for every p ∈ D r and for every v ∈ C n we have
Proof of Lemma 5.
Since Re(p n ) < r then Re(λv n ) > r and so
In particular there is 0 < |λ | < |λ| such that Re(p n + λ v n ) = 0, meaning that the point
It follows now from Proposition A that
For 0 < r < r 0 we denote by:
. . , 0, 2r )} denote the holomorphic projection onto the first factor, • l 1 p r (resp. l 1 q r ) the real line joining p r (resp. q r ) to p 2r = π 2r 1 (p r ) (resp. q 2r = π 2r 1 (q r )), contained in the real 2-plane span R (e 1 , e n ), Before proving Proposition 5.2 we need to check that π 2r 1 (D∩{z ∈ C n : Re(z n ) ≤ r }) ⊂ D for 0 < r < r 0 . By Condition (4) this will be true if 2r < √ r 0 . This is a consequence of the following lemma:
such that for every 0 < r < r 0 and for every t ∈ [t 0 , t 1 ] we have:
Hence we have: r < √ r < √ r 0 .
Proof of Lemma 5.3. Assume to get a contradiction that there exists a sequence of points t ν ∈ [t 0 , t 1 ] and a sequence of numbers d ν satisfying lim ν→∞ d ν = and Re(γ r n (t ν )) ≥ r dν . Then according to the Boxing Lemma (Lemma 4.1) we have :
Consider now the real line
The Kobayashi length of L r can be estimated by :
where the second inequality is just Condition (3). The first integral above is:
The second integral involving h can be calculated in the same manner. Since f and h are increasing, we get l
where C and B do not depend on r.
Moreover we have:
Lemma 5.4. Let f and h satisfy Condition (**). Then we have:
log h(r) log r 0.
Proof of Lemma 5.4. We prove this for f . Let a(r) = r l . Then a (l) (0) > 1 and so there exists 0 < ε l < ε such that g (l) (r) < a (l) (r) for every 0 < r < ε l . By integrating l-times that inequality we obtain: ∀0 < r < ε l , g(r) < r l and so ∀0 < r < ε l , 1 > f (r) > r 1/l .
Hence for every positive integer l, | log(f (r))| < 
Proof of Proposition 5.2. To get the result we need to compare the Kobayashi lengths of the geodesic γ r joining p r to q r and of σ r,r . We first observe that according to Lemma 5.1 we have:
Hence, since π 2r 1 (D 2r ) ⊂ E 2r by Condition 4 on D and since σ 2r is a geodesic for (E 2r , d
) it follows from the Schwarz Lemma (Decreasing property of the Kobayashi metric) that
Moreover since by definition the curve l for every z ∈ l p r then
In a similar way we have:
Finally it follows from Condition 1 on D that there exist α, β, R > 0 such that D ⊂ D R,α,β = ∆ n−1 R × R α,β where R α,β := {ζ ∈ C : 0 < Re(ζ) < α, −β < Im(ζ) < β}. Then according to the Boxing Lemma (Lemma 4.1) we have:
where C and D are two positive constants independent of r and r . Hence we proved that there is a positive constant C such that l
. This gives the desired statement.
Estimates on quasi-triangles
The aim of this section is to prove the following: 
the last inequality coming from the Schwarz Lemma. For convenience we set s := 2(2r ) 1/4 and we assume thatγ r,r : [0, 1] → D. Finally we set
This gives: lim
This proves Condition (6.2). In a similar way we obtain:
This gives the desired result.
Gromov-hyperbolicity of complex ellipsoids
Consider the following complex ellipsoid in C n :
where p ≥ 1. The proof of Theorem 7.1 will be a consequence of the following facts. 
for all p ∈ D, v ∈ C n . (2) Let g be a complete Kähler metric on D whose Ricci curvature is uniformly bounded from below. Then there exists C 2 > 0 such that
for all p ∈ D, v ∈ C n .
Proof: These are immediate consequences of the Yau-Schwarz Lemma [25] : Let (M, g) and (N, h) be Kähler manifolds. Assume that (M, g) is complete and that there exists positive constants A, B such that Ric g ≥ −A and H h ≤ −B, where Ric g and H h denote the Ricci curvature and holomorphic sectional curvatures of g and h respectively. If f : M → N is any holomorphic map then
To see (1) let p ∈ D, v ∈ C n , w ∈ C and f : ∆ → D with f (0) = p and df 0 (w) = v. By the Yau-Schwarz Lemma (here we consider ∆ endowed with the Poincare metric and note that the Poincaré metric on ∆ coincides with the Euclidean metric at the origin), we have g(df 0 (w), df 0 (w)) ≤ C 1 |w| where −C 1 < 0 is a lower bound on the holomorphic sectional curvatures of (M, g). Since this inequality holds for all w satisfying df 0 (w) = v we get (1).
For (2) , consider a holomorphic map f : D → ∆ with f (p) = 0 and let df p (v) = w where v ∈ C n . Again, endowing ∆ with the Poincare metric and applying the Yau-Schwarz Lemma we get |df p (v)| ≤ A g(v, v) where A is a lower bound for the Ricci curvature of (D, g). As earlier this gives (2) with C 2 = A −1 .
Remark: It follows from the work of K. Azukawa and M. Suzuki [2] that the holomorphic sectional curvatures of the Bergman metric on D are bounded between two negative constants. Hence, by Lemma 7.2, it follows that the Bergman metric is bi-Lipschitz to the Kobayashi metric as well.
Recall that two Finsler metrics Proof: Since D is convex, it follows by the work of L. Lempert [21] that C D = K D . The result of Bland that the sectional curvatures of the Kähler-Einstein metric are bounded between two negative constants and Lemma 7.2 then complete the proof.
Proof of Theorem 7.1. One knows, by the Toponogov Comparison Theorem in Riemannian geometry [12] , that a simply-connected complete Riemannian manifold with sectional curvature bounded from above by a negative constant is Gromov-hyperbolic. Also, by computations due to J. Bland [8] , the Kähler-Einstein metric on D has sectional curvatures bounded between two negative constants. Since D is simply-connected then D is Gromovhyperbolic for the distance function arising from the Kähler-Einstein metric. By Lemma 7.3 this distance is bi-Lipschitz to the Kobayashi distance. Since Gromov-hyperbolicity is preserved by the notion of bi-Lipschitz equivalence (in fact, it is preserved under the weaker condition of quasi-isometric equivalence) the theorem follows.
