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Abstract
The purpose of this paper is to study the existence of solutions with saddle point character for
non-autonomous second order systems{
u¨(t) = ∇F(t, u(t)), a.e. t ∈ [0, T ],
u(0) − u(T ) = u˙(0) − u˙(T ) = 0.
Some new solvability conditions are obtained.
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1. Introduction and main results
Consider the non-autonomous second order systems{
u¨(t) = ∇F(t, u(t)), a.e. t ∈ [0, T ],
u(0) − u(T ) = u˙(0) − u˙(T ) = 0, (1.1)
where T > 0, F : [0, T ] × RN → R satisfies the following assumption:
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a.e. t ∈ [0, T ], and there exist a ∈ C(R+,R+), b ∈ L1(0, T ;R+), such that∣∣F(t, x)∣∣ a(|x|)b(t), ∣∣∇F(t, x)∣∣ a(|x|)b(t)
for all x ∈ RN and a.e. t ∈ [0, T ].
The corresponding functional ϕ on H 1T given by
ϕ(u) = 1
2
T∫
0
∣∣u˙(t)∣∣2 dt +
T∫
0
F
(
t, u(t)
)
dt
is continuously differentiable and weakly lower semicontinuous on H 1T (see [4]), where
H 1T =
{
u : [0, T ] → RN | u is absolute continuous, u(0) = u(T ) and u˙ ∈ L2(0, T )}
is a Hilbert space with the inner product defined by
((u, v)) =
T∫
0
(
u(t), v(t)
)
dt +
T∫
0
(
u˙(t), v˙(t)
)
dt
for all u,v ∈ H 1T . The norm on H 1T introduced by inner product is
‖u‖ =
[ T∫
0
∣∣u(t)∣∣2 dt +
T∫
0
∣∣u˙(t)∣∣2 dt
]1/2
for each u ∈ H 1T . Moreover
〈
ϕ′(u), v
〉 =
T∫
0
(
u˙(t), v˙(t)
)
dt +
T∫
0
(∇F (t, u(t)), v(t)) dt
for all u,v ∈ H 1T . It is well known that the solutions of the problem (1.1) correspond to the
critical points of ϕ (see [4]).
If H 1T = X ⊕ Y , let, for each x ∈ X and each y ∈ Y , ψ(x, y) = ϕ(x + y). The solution
of problem (1.1) is said to possess saddle point character, if a solution of problem (1.1),
which is a saddle point of ψ .
A function F(t, x) : [0, T ]×RN → R is to be µ(t)-convex, if there is µ ∈ L1(0, T ;R+),
such that for a.e. t ∈ [0, T ], the function x → F(t, x) − µ(t)2 |x|2 is convex.
When F(t, ·) is convex for a.e. t ∈ [0, T ], Mawhin and Willem [4] have proved the
existence of solutions for problem (1.1) which minimizes ϕ on H 1T . For non-convex poten-
tial cases, using the least action principle and minimax method, the existence of solutions
which minimizes ϕ on H 1T has been also researched by many people, for example, see [2,
4–6,8] and references therein. In non-compact cases, recently, Ekeland and Ghoussoub [3]
deal with second order systems with a super quadratic potential, the action function satis-
fies the Palais–Smale condition, so that one can appeal to the mountain pass lemma (see
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kind consists of extreme value points and another kind of saddle points. The existence of
solutions with saddle point character for problem (1.1) is a natural and interesting problem.
The main technique in the others is the least action principle. In this paper, we con-
sider problem (1.1) with non-convex and non-compact potential, and some new solvability
conditions are obtained by using saddle point reduction method. Saddle point reduction
method is a powerful technique in critical point theory, in 1979, Amann use this approach
to study the existence and multiplicity of solutions for differential equations (see [1]);
Thews [7] apply this technique to study some non-linear Dirichlet problems. Use this sad-
dle point reduction method to study non-autonomous second order systems turns out to
be rather powerful. All the results in this paper are new, compare to the results of Eke-
land and Ghoussoub [3] and the other references, the solutions in this paper have distinct
property—saddle point character, and our method is different from the methods in the oth-
ers. The main results are the following theorems.
Theorem 1. Suppose F satisfies assumption (A) and the following conditions:
(i) there exists k ∈ L1(0, T ;R+) with ∫ T0 k(t) dt < 12/T such that∣∣∇F(t, x1) − ∇F(t, x2)∣∣ k(t)|x1 − x2|
for all x1, x2 ∈ RN and a.e. t ∈ [0, T ];
(ii)
T∫
0
F(t, x) dt → −∞ as |x| → ∞.
Then problem (1.1) has at least a solution with saddle point character in H 1T .
Theorem 2. Suppose F satisfies assumption (A) and the following conditions:
(i) there exists µ ∈ L1(0, T ;R+) with ∫ T0 µ(t) dt > 0 such that −F(t, ·) is µ(t)-convexfor a.e. t ∈ [0, T ];
(ii) there exist p ∈ L1(0, T ;RN) and q ∈ L1(0, T ;R) such that
F(t, x)
(
p(t), x
)+ q(t)
for all x ∈ RN and a.e. t ∈ [0, T ].
Then problem (1.1) has at least a solution with saddle point character in H 1T .
Theorem 3. Suppose F = F1 + F2, F1 and F2 satisfies assumption (A) and the following
conditions:
(i) there exists µ ∈ L1(0, T ;R+) with 0 < ∫ T0 µ(t)  (12/T ) dt such that −F1(t, ·) is
µ(t)-convex for a.e. t ∈ [0, T ];
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F1(t, x)
(
p(t), x
)+ q(t)
for all x ∈ RN and a.e. t ∈ [0, T ];
(iii) there is ν ∈ L1(0, T ;R+) with ∫ T0 ν(t) dt < ∫ T0 µ(t) dt such that∣∣∇F2(t, x) − ∇F2(t, y)∣∣ ν(t)|x − y|
for all x, y ∈ RN and for a.e. t ∈ [0, T ].
Then problem (1.1) has at least a solution with saddle point character in H 1T .
2. Proofs of theorems
Proof of Theorem 1. Since H 1T = H˜ 1T ⊕ RN , where
H˜ 1T =
{
u ∈ H 1T
∣∣∣
T∫
0
u(t) dt = 0
}
,
for each v ∈ RN , define the functional Jv(·) : H˜ 1T → R as follows:
Jv(w) = ϕ(v + w) = 12‖w˙‖
2
2 +
T∫
0
F
(
t, v + w(t)) dt.
Since ϕ ∈ C1(H 1T ,R), then Jv(·) ∈ C1(H˜ 1T ,R). We first show that Jv(·) is coercive on H˜ 1T .
In fact, by assumption (A) and condition (i) one has∣∣∇F(t, x)∣∣ ∣∣∇F(t, x)− ∇F(t,0)∣∣+ ∣∣∇F(t,0)∣∣ k(t)|x| + ∣∣∇F(t,0)∣∣
 k(t)|x| + a(0)b(t)
for all x ∈ RN and a.e. t ∈ [0, T ]. By Sobolev’s inequality we have
Jv(w) = 12‖w˙‖
2
2 +
T∫
0
F
(
t, v + w(t)) dt
= 1
2
‖w˙‖22 +
T∫
0
[
F
(
t, v +w(t))− F(t, v)]dt +
T∫
0
F(t, v) dt
= 1
2
‖w˙‖22 +
T∫
0
1∫
0
(∇F (t, v + sw(t)),w(t)) ds dt +
T∫
0
F(t, v) dt
 1
2
‖w˙‖22 −
T∫ 1∫ [
k(t)
∣∣v + sw(t)∣∣+ a(0)b(t)] · ∣∣w(t)∣∣ds dt +
T∫
F(t, v) dt0 0 0
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2
‖w˙‖22 −
(
|v| + 1
2
‖w‖∞
)
‖w‖∞
T∫
0
k(t) dt − ‖w‖∞a(0)
T∫
0
b(t) dt
+
T∫
0
F(t, v) dt

(
1
2
− T
24
T∫
0
k(t) dt
)
‖w˙‖22 − C1‖w˙‖2 − C2. (2.1)
Since
∫ T
0 k(t) dt < 12/T and ‖u‖ → ∞ ⇔ ‖u˙‖2 → ∞ on H˜ 1T , then (2.1) implies that
Jv(w) → +∞ as ‖w‖ → ∞.
Moreover, it follows from ϕ(·) is weakly lower semicontinuous that Jv(·) is weakly
lower semicontinuous on H˜ 1T . By Theorem 1.1 in [4] we know that there exist R > 0 and
w0 ∈ BR ∩ H˜ 1T , such that
Jv(w0) = min
w∈BR∩H˜ 1T
Jv(w) = min
H˜ 1T
Jv(w). (2.2)
Hence w0 is a critical point of Jv(·) and for each w ∈ H˜ 1T one has(
J ′v(w0),w
)= (ϕ′(v + w0),w)
=
T∫
0
(w˙0, w˙) dt +
T∫
0
(∇F(t, v + w0),w)dt = 0. (2.3)
We shall show that Jv(·) has only one critical point. Suppose by contradiction that Jv(·)
has two distinct critical points w1,w2 ∈ H˜ 1T , since
0 = (J ′v(w1) − J ′v(w2),w1 −w2)
= (ϕ′(v + w1) − ϕ′(v + w2),w1 − w2)
=
T∫
0
(w˙1 − w˙2, w˙1 − w˙2) dt +
T∫
0
(∇F(t, v + w1) − ∇F(t, v + w2),w1 − w2)dt
 ‖w˙1 − w˙2‖22 −
T∫
0
∣∣∇F(t, v + w1) − ∇F(t, v + w2)∣∣ · |w1 − w2|dt
 ‖w˙1 − w˙2‖22 −
T∫
0
k(t)|w1 − w2|2 dt
 ‖w˙1 − w˙2‖22 − ‖w1 − w2‖2∞
T∫
k(t) dt0
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T
12
‖w˙1 − w˙2‖22
T∫
0
k(t) dt
=
(
1 − T
12
T∫
0
k(t) dt
)
‖w˙1 − w˙2‖22
which implies that ‖w˙1 − w˙2‖22 = 0 from
∫ T
0 k(t) dt < 12/T . By Wirtinger’s inequality we
have
‖w1 − w2‖22 
T 2
4π2
‖w˙1 − w˙2‖22 = 0;
then ‖w1 − w2‖ = 0. Consequently, w1 = w2. We can define a mapping θ :RN → H˜ 1T as
θ :v → w0 by (2.3).
Next we establish that θ :RN → H˜ 1T is continuous. First we prove that θ(·) is a bounded
mapping. Suppose that {vn} is bounded sequence in RN , by the compactness of {vn} and
ϕ ∈ C1(H 1T ,R), we know that ϕ({vn}) is compact, which implies that ϕ({vn}) is bounded;
then there exists some C1 > 0, such that
ϕ(vn) C1, n = 1,2, . . . . (2.4)
If {θ(vn)} is unbounded, in a similar way to the proof of (2.1) one has
ϕ
(
vn + θ(vn)
)→ +∞ (n → ∞)
which implies that
ϕ(vn) ϕ
(
vn + θ(vn)
)→ +∞;
this is a contradiction with (2.4).
Next we prove that θ(·) is continuous. Suppose that vn → v0; then {vn} is bounded
in RN . By the finite dimension of RN , we have
‖vn − v0‖∞ → 0 (n → ∞).
Since θ :RN → H˜ 1T is a bounded mapping, then there exists subsequence of {vn}, denoted
still by {vn}, such that
θ(vn) ⇀ w0 in H˜ 1T . (2.5)
By Proposition 1.2 in [4], we know that θ(vn) converge uniformly to w0 on [0, T ], i.e.,∥∥θ(vn) − w0∥∥∞ → 0 (n → ∞)
which implies that
T∫
0
∣∣θ(vn)(t) − w0(t)∣∣2 dt  T · ∥∥θ(vn) − w0∥∥2∞ → 0 (n → ∞)
which implies that∥∥θ(vn) − w0∥∥ → 0 (n → ∞). (2.6)2
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θ(vn),w
))→ ((w0,w)) (n → ∞)
for each w ∈ H˜ 1T , where ((· , ·)) is inner product on H 1T , which implies that
T∫
0
[(
θ˙ (vn), w˙
)+ (θ(vn),w)]dt →
T∫
0
[
(w˙0, w˙) + (w0,w)
]
dt (n → ∞),
i.e.,
T∫
0
(
θ˙ (vn) − w˙0, w˙
)
dt +
T∫
0
(
θ(vn) − w0,w
)
dt → 0 (n → ∞). (2.7)
Thus it follows from (2.6) that∣∣∣∣∣
T∫
0
(
θ(vn) − w0,w
)
dt
∣∣∣∣∣
∥∥θ(vn) − w0∥∥2 · ‖w‖2 → 0 (n → ∞);
from (2.7), we have
T∫
0
(
θ˙ (vn) − w˙0, w˙
)
dt → 0 (n → ∞).
Hence
lim
n→∞
T∫
0
(
θ˙ (vn), w˙
)
dt =
T∫
0
(w˙0, w˙) dt, ∀w ∈ H˜ 1T . (2.8)
Moreover, for each w ∈ H˜ 1T , one has∣∣∣∣∣
T∫
0
(∇F (t, vn + θ(vn)),w)dt −
T∫
0
(∇F(t, v0 + w0),w)dt
∣∣∣∣∣
=
∣∣∣∣∣
T∫
0
(∇F (t, vn + θ(vn))− ∇F(t, v0 + w0),w)dt
∣∣∣∣∣

T∫
0
∣∣∇F (t, vn + θ(vn))− ∇F(t, v0 +w0)∣∣ · |w|dt

T∫
k(t)
∣∣vn + θ(vn) − (v0 + w0)∣∣ · |w|dt
0
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T∫
0
k(t)
∣∣vn(t) − v0(t)∣∣dt + ‖w‖∞
T∫
0
k(t)
∣∣θ(vn) − w0(t)∣∣dt
 ‖w‖∞ · 12
T
· ‖vn − v0‖∞ + ‖w‖∞ · 12
T
· ∥∥θ(vn) −w0∥∥∞ → 0 (n → ∞).
Hence
lim
n→∞
T∫
0
(∇F (t, vn + θ(vn)),w)dt =
T∫
0
(∇F(t, v0 + w0),w)dt, ∀w ∈ H˜ 1T . (2.9)
Thus it follows from (2.3), (2.8) and (2.9) that
0 = lim
n→∞
{ T∫
0
(
θ˙ (vn), w˙
)
dt +
T∫
0
(∇F (t, vn + θ(vn)),w) dt
}
=
T∫
0
(w˙0, w˙) dt +
T∫
0
(∇F(t, v0 + w0),w)dt.
We obtain that w0 is critical point of Jv0(·), and θ(v0) = w0 from that Jv0(·) has only
unique critical point θ(v0). Then for each w ∈ H˜ 1T , one has
T∫
0
(
θ˙ (vn), w˙
)
dt +
T∫
0
(∇F (t, vn + θ(vn)),w)dt
−
T∫
0
(
θ˙ (v0), w˙
)
dt −
T∫
0
(∇F (t, v0 + θ(v0)),w) dt = 0.
Let w = θ(vn) − θ(v0); we have
T∫
0
(
θ˙ (vn) − θ˙ (v0), θ˙ (vn) − θ˙ (v0)
)
dt
+
T∫
0
(∇F (t, vn + θ(vn))− ∇F (t, v0 + θ(v0)), θ(vn) − θ(v0))dt = 0.
In a similar way to the proof of (2.9) one can prove that
lim
n→∞
T∫
0
(∇F (t, vn + θ(vn))− ∇F (t, v0 + θ(v0)), θ(vn) − θ(v0))dt = 0
which implies∥∥θ˙ (vn) − θ˙ (v0)∥∥2 → 0 (n → ∞).2
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
(
1 + T
2
4π2
)∥∥θ˙ (vn) − θ˙ (v0)∥∥22 → 0 (n → ∞).
Hence we have θ(vn) → θ(v0), consequently, θ :RN → H˜ 1T is continuous.
For each v ∈ RN , define functional I (·) as follows:
I (v) = ϕ(v + θ(v))= min
w∈H˜ 1T
ϕ(v + w). (2.10)
Using the continuity of θ(·) it can then be shown as in [7] that I (v) ∈ C1(RN ,R) and(
I ′(v), z
)= (ϕ′(v + θ(v)), z), ∀v, z ∈ RN. (2.11)
For the sake of completeness we reproduce that rather short proof here. Fix v ∈ RN ; for
t > 0 and z ∈ RN , we have
I (v + tz) − I (v)
t
= ϕ(v + tz + θ(v + tz)) − ϕ(v + θ(v))
t
 ϕ(v + tz + θ(v)) − ϕ(v + θ(v))
t
=
1∫
0
(
ϕ′
(
v + θ(v) + stz), z)ds.
In a similar way, we have
I (v + tz) − I (v)
t

1∫
0
(
ϕ′
(
v + θ(v) + stz), z)ds.
Since ϕ′(·) and θ(·) are both continuous, then
lim
t→0
I (v + tz) − I (v)
t
= (ϕ′(v + θ(v)), v)
which implies that I (·) has continuous Gateaux differential. Hence I (·) is Frechet differ-
ential and its derivative is given by the following:(
I ′(v), z
)= (ϕ′(v + θ(v)), z), ∀v, z ∈ RN.
It follows from (2.3) and (2.11) that u ∈ H 1T is a critical point of ϕ(·) if and only if u =
v + θ(v) and v is a critical point of I (·) in RN . Condition (ii) implies that
ϕ(u) → −∞ (‖u‖ → ∞) on RN.
By I (v) = minw∈H˜ 1T ϕ(v + w) ϕ(v), one has
I (v) → −∞ as ‖v‖ → ∞.
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sup
‖v‖M
I (v) = sup
v∈RN
I (v).
Since I ∈ C1(RN,R) and BM = {v ∈ RN | ‖v‖ M} is compact, then there exists some
v0 ∈ BM such that
I (v0) = sup
v∈RN
I (v)
which implies that v0 is a critical of I (·); hence v0 + θ(v0) is a critical point of ϕ(·).
Consequently, problem (1.1) has at least a solution with saddle point character in H 1T . This
completes the proof of Theorem 1. 
Proof of Theorem 2. Let X = {0}, Y = RN , Z = H˜ 1T , where H˜ 1T as in the proof of Theo-
rem 1. Then H 1T = Y ⊕ Z, obviously. Define the functional ψ as follows:
ψ(u) = sup
v∈Y
ϕ(u + v), ∀u ∈ Z.
For each fixed u ∈ Z and any v1, v2 ∈ Y , by (i) and Lemma 2.1 in [1] one has
T∫
0
(−∇F (t, u(t) + v1)+ ∇F (t, u(t) + v2), v1 − v2)dt  |v1 − v2|2
T∫
0
µ(t) dt.
Consequently,
〈−ϕ′(u(t) + v1)+ ϕ′(u(t) + v2), v1 − v2〉 |v1 − v2|2
T∫
0
µ(t) dt.
By virtue of Theorem 2.3 in [1], there exists a continuous mapping θ :Z → Y such that
ϕ(u + θ(v)) = ψ(u) for all u ∈ Z, ψ :Z → R is continuously differentiable, and ψ ′(u) =
ϕ′(u + θ(u))|Z for all u ∈ Z. Hence, u ∈ Z is a critical point of ψ implies that u + θ(u) is
a critical point of ϕ.
Moreover, by (ii) and Sobolev’s inequality one has
ψ(u) ϕ(u) 1
2
‖u˙‖22 +
T∫
0
[(
p(t), u(t)
)+ q(t)]dt
 1
2
‖u˙‖22 − ‖u‖∞
T∫
0
∣∣p(t)∣∣ dt +
T∫
0
q(t) dt
 1
2
‖u˙‖22 − C1‖u˙‖2 − C2. (2.12)
Since ‖u‖ → ∞ ⇔ ‖u˙‖2 → ∞ on H˜ 1T , then (2.12) implies that ψ(u) → +∞ as‖u‖ → ∞. Consequently, there exists a point u0 ∈ Z such that ψ(u0) = minu∈Z ϕ(u), and
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completes proof. 
Proof of Theorem 3. Let X = {0}, Y = RN , Z = H˜ 1T . Then H 1T = Y ⊕ Z, obviously.
Define the functional ψ as follows:
ψ(u) = sup
v∈Y
ϕ(u + v), ∀u ∈ Z.
For each fixed u ∈ Z and any v1, v2 ∈ Y , by (i) and Lemma 2.1 in [1] one has
T∫
0
(−∇F1(t, u(t) + v1)+ ∇F1(t, u(t) + v2), v1 − v2)dt  |v1 − v2|2
T∫
0
µ(t) dt
and ∣∣∣∣∣
T∫
0
(−∇F2(t, u(t) + v1)+ ∇F2(t, u(t) + v2), v1 − v2)dt
∣∣∣∣∣ |v1 − v2|2
T∫
0
ν(t) dt.
Consequently,
〈−ϕ′(u(t) + v1)+ ϕ′(u(t) + v2), v1 − v2〉 |v1 − v2|2
T∫
0
[
µ(t) − ν(t)]dt.
By virtue of Theorem 2.3 in [1], there exists a continuous mapping θ :Z → Y such that
ϕ(u + θ(v)) = ψ(u) for all u ∈ Z, ψ :Z → R is continuously differentiable, and ψ ′(u) =
ϕ′(u + θ(u))|Z for all u ∈ Z. Hence, u ∈ Z is a critical point of ψ implies that u + θ(u) is
a critical point of ϕ.
Moreover, for each u ∈ Z, by assumption (A), conditions (ii), (iii) and Sobolev’s in-
equality one has
T∫
0
F1
(
t, u(t)
)
dt 
T∫
0
[(
p(t), u(t)
)+ q(t)]dt
−‖u‖∞
T∫
0
∣∣p(t)∣∣ dt +
T∫
0
q(t) dt −C1‖u˙‖2 − C2
and ∣∣∣∣∣
T∫
0
[
F2
(
t, u(t)
)− F2(t,0)]dt
∣∣∣∣∣
=
∣∣∣∣∣
T∫ [ 1∫ (∇F2(t, su(t)), u(t))ds
]
dt
∣∣∣∣∣
0 0
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T∫
0
[ 1∫
0
∣∣∇F2(t, su(t))− ∇F2(t,0)∣∣ · ∣∣u(t)∣∣ds
]
dt +
T∫
0
∣∣∇F2(t,0)∣∣ · ∣∣u(t)∣∣dt
 1
2
T∫
0
ν(t)
∣∣u(t)∣∣2 dt + a(0)
T∫
0
b(t)
∣∣u(t)∣∣dt
 1
2
‖u‖2∞
T∫
0
ν(t) dt + ‖u‖∞
T∫
0
b(t) dt
 T
24
‖u˙‖22
T∫
0
ν(t)dt + C3‖u˙‖.
Hence
ψ(u) ϕ(u) = 1
2
‖u˙‖22 +
T∫
0
F1
(
t, u(t)
)
dt +
T∫
0
[
F2
(
t, u(t)
)− F2(t,0)]dt
+
T∫
0
F2(t,0) dt
 1
2
‖u˙‖22 − C1‖u˙‖2 − C2 −
[
T
24
‖u˙‖22
T∫
0
ν(t) dt +C3‖u˙‖
]
− a(0)
T∫
0
b(t) dt

(
1
2
− T
24
T∫
0
ν(t) dt
)
‖u˙‖22 − (C1 + C3)‖u˙‖2 − C2 − a(0)
T∫
0
b(t) dt. (2.13)
Since ‖u‖ → ∞ ⇔ ‖u˙‖2 → ∞ on H˜ 1T , then (2.13) implies that ψ(u) → +∞ as‖u‖ → ∞. Consequently, there exists a point u0 ∈ Z such that ψ(u0) = minu∈Z ϕ(u), and
hence u0 + θ(u0) is a solution with saddle point character of problem (1.1) in H 1T . This
completes proof. 
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