Abstract. L. Diening [5] obtained the following dual property of the maximal
Introduction
Given a measurable function p : R n → [1, ∞) , denote by L p(·) the space of functions f such that for some λ > 0, p(x)−1 . Despite its apparent simplicity, the proof in [5] is rather long and involved.
In this paper we extend Diening's theorem to weighted variable Lebesgue spaces L
We assume that a weight w here is a non-negative function such that w(·) p(·) and have been studied in numerous works; we refer to the monographs [3, 6] for a detailed bibliography.
w(·)
Recall that a non-negative locally integrable function v satisfies the Muckenhoupt A r , 1 < r < ∞, condition if
Our main result is the following. 
w −1 (see Sections 2.1 and 2.2). Hence, it is desirable to characterize Banach function spaces X with the property that the boundedness of M on X implies the boundedness of M on X . In Section 3, we obtain such a characterization in terms of an A ∞ -type property of X. However, a verification of this property in the case of X = L p(·) w is not as simple. In doing so, we use some ingredients developed by L. Diening in [5] (Lemmas 5.1 and 5.2). We slightly simplified their proofs and we give them here in order to keep the paper essentially self-contained.
Preliminaries

Banach function spaces. Denote by M
+ the set of Lebesgue measurable non-negative functions on R n .
Definition 2.1. By a Banach function space (BFS) X over R n equipped with Lebesque measure we mean a collection of functions f such that
Note that it is more common to require that E is a set of finite measure in (iv) and (v) (see, e.g., [1] ). However, our choice of axioms allows us to include weighted variable Lebesque spaces L p(·) w (with the assumption that w(·)
loc ) in a general framework of Banach function spaces. Moreover, it is well known that all main elements of a general theory work with (iv) and (v) stated for bounded sets (see, e.g., [13] ). We mention only the next two key properties that are of interest for us. The first property says that if X is a BFS, then the associate space X consisting of f such that
is also a BFS. The second property is the Lorentz-Luxemburg theorem saying that X = X and f X = f X . The definition of f X implies that (2.1)
and the fact that
It is well known (see [3] or [6] ) that if p :
(see [6, p. 78] 
It is easy to see that L p(·) w is a BFS. Indeed, axioms (i)-(iii) of Definition 2.1 follow immediately from the fact that the unweighted
and this proves (v) with
, we obtain from (2.3) that if p − > 1 and
We will frequently use the following lemma (see [3, p. 25] ).
Dyadic grids and sparse families.
The standard dyadic grid in R n consists of the cubes
Following its basic properties, we say that a family of cubes D is a general dyadic grid if (i) for any Q ∈ D its sidelength Q is of the form 2 
We obtain from this lemma that for all x ∈ R n ,
Given a cube Q 0 , denote by D(Q 0 ) the set of all dyadic cubes with respect to Q 0 , that is, the cubes from D(Q 0 ) are formed by repeated subdivision of Q 0 and each of its descendants into 2 n congruent subcubes. Consider the local dyadic
The following lemma is a standard variation of the Calderón-Zygmund decomposition (see, e.g., [8, Theorem 4.3.1] ). We include its proof for the reader convenience.
Then Ω k can be written as a union of pairwise disjoint cubes
The same property holds in the local case for the sets
Proof. Consider the case of R n , the same proof works in the local case. Let Q k j be the maximal cubes such that |f | Q k j > γ k . Then, by maximality, they are
Definition 2.5. Let D be a dyadic grid, and let 0 < η < 1. We say that a family of cubes S ⊂ D is η-sparse if for every cube Q ∈ S, there is a measurable subset E(Q) ⊂ Q such that η|Q| ≤ |E(Q)| and the sets {E(Q)} Q∈S are pairwise disjoint.
Lemma 2.6. Let D be a dyadic grid, and let 0 < η < 1.
which completes the proof with S = {Q k j }.
A p weights. Given a weight w and a measurable set
Every A p weight satisfies the reverse Hölder inequality (see, e.g., [9, Theorem 9.2.2]), namely, there exist c > 0 and r > 1 such that for any cube Q,
It follows from this and from Hölder's inequality that for every Q and any measurable subset E ⊂ Q,
Notice also that the following converse estimate
holds for all p > 1. Indeed, by Hölder's inequality,
which along with the definition of [w] A p implies (2.8).
Maximal operator on associate spaces
Since L
w −1 , the statement of Theorem 1.1 leads naturally to a question about conditions on a BFS X such that M :
The result below provides a criterion in terms of sparse families and an A ∞ -type condition. Its proof is based essentially on the theory of A p weights. 
where {α Q } Q∈S is an arbitrary sequence of non-negative numbers, and
Proof. Let us first prove (i) ⇒ (ii). Let g ≥ 0 and g X = 1. We use the standard Rubio de Francia algorithm [14] , namely, set
Using the properties of Rg along with (2.7) and Hölders inequality (2.1), we obtain that there exist c, δ > 0 such that
It remains to take here the supremum over all g ≥ 0 with g X = 1 and to use (2.2). Turn to the proof of (ii) ⇒ (i). By (2.4), it suffices to prove that the dyadic maximal operator M D is bounded on X . Let us show that there is c > 0 such that for every f ∈ L 1 ∩ X ,
Notice that (3.1) implies the boundedness of M D on X . Indeed, having (3.1) established, for an arbitrary f ∈ X we apply (3.
Letting then N → ∞ and using the Fatou property ((iii) of Definition 2.1), we obtain that (3.1) holds for any f ∈ X .
In order to prove (3.1), by Lemma 2.6, it suffices to show that the operator 
By duality, it is enough to obtain the uniform boundedness of the adjoint operator
Using the Fatou property again, one can assume that S is finite. Take ν ∈ N such that
where c and δ are the constants from condition (ii). Denote
Therefore, applying (2.5) along with condition (ii), we obtain
Since S is finite, by (iv) of Definition 2.1 we obtain that M S f X < ∞. Hence,
and this completes the proof of (ii) ⇒ (i).
Proof of Theorem 1.1
Take X = L p(·) w in Theorem 3.1. All we have to do is to check condition (ii) in this theorem. In order to do that, we need a kind of the reverse Hölder property for the weights (tw(x)) p(x) . The following key lemma provides a replacement of such a property which is enough for our purposes. 
and for every finite family of pairwise disjoint cubes π, Q∈π b(Q) ≤ c.
The proof of this lemma is rather technical, and we postpone it until the next Section. Let us see now how the proof of Theorem 1.1 follows.
Proof of Theorem 1.1. Let D be a dyadic grid, and let S ⊂ D be a finite 1 2 -sparse family. Let {G Q } Q∈S be a family of pairwise disjoint sets such that G Q ⊂ Q. Take any sequence of non-negative numbers {α Q } Q∈S such that
By Lemma 2.2 and Theorem 3.1, it suffices to show that there exist absolute constants c, δ > 0 such that
It follows from (4.2) that α Q χ Q L p(·) w
≤ 1 for every Q ∈ S. Therefore, if α Q ≥ 1, by Lemma 4.1 and Hölder's inequality along with (4.2) we obtain
The case when α Q < 1 is more complicated because of the additional term on the right-hand side of (4.1). We proceed as follows. Denote
Let Q k i be the maximal cubes from S k such that every other cube Q ∈ S k is contained in one of them. Then the cubes Q k i are pairwise disjoint (for k fixed).
By Hölder's inequality,
Combining this with the two previous estimates yields
By Lemma 4.1 along with (4.2), and Lemma 2.2,
Since for every fixed k, the cubes {Q
This, combined with the two previous estimates implies
, which along with (4.4) proves (4.3).
Proof of Lemma 4.1
We split the proof of Lemma 4.1 into several pieces. Lemmas 5.1 and 5.2 below are due to L. Diening [5] . We give slightly shortened versions of their proofs for the sake of completeness. Notice that these lemmas hold for arbitrary weights w such that w(·) p(·) is locally integrable. Lemma 5.3 is new. The assumption that w(·) p(·) ∈ A ∞ is essential there. Throughout this section, we assume that p − > 1 and p + < ∞.
w . Then there exist r, c > 1 such that for every family of pairwise disjoint cubes π and for every sequence of non-negative numbers {t Q } Q∈π ,
Proof. Given a family π and a sequence {t
as a union of pairwise disjoint cubes P
and hence,
Lemma 2.2 along with the previous estimate implies,
which in turn implies (again, by Lemma 2.2)
where
and thus,
.
Take ε > 0 such that
Then, combining the previous estimate with (5.1) and Hölder's inequality, we obtain
≤ c, and therefore, the proof is complete.
w . Then there exist r, k > 1, and a measure b on R n such that the following properties hold:
and for every finite family of pairwise disjoint cubes π,
Proof. Let r and c be the constants from Lemma 5.1. Set k = 2
Given a cube Q, denote by A(Q) the set of t > 0 such that
and this would contradict Lemma 5.1. Further, we have
since otherwise (5.3) holds with t = t Q , and by continuity, using also (5.4), we would obtain that t Q + ε ∈ A(Q) for some ε > 0, which contradicts the definition of t Q . Set now
Then (5.2) holds trivially.
Let π be any finite family of pairwise disjoint cubes. Let π ⊆ π be a maximal subset such that Q∈π Q (t Q w(x)) p(x) dx ≤ 2 (maximal in the sense of the number of elements; this set is not necessarily unique, in general). We claim that π = π. Indeed, assume that π = π. Then we have Q∈π Q (t Q w(x)/2 1/p − ) p(x) dx ≤ 1, and by Lemma 5.1,
From this and from (5.5),
which contradicts the maximality of π . This proves that π = π. Hence,
which completes the proof.
w . There exist γ, c > 1 and ε > 0 such that if
Proof. By the definition of A ∞ , there is an s > 1 such that w(·) p(·) ∈ A s . By (2.6), w(·) p(·) satisfies the reverse Hölder inequality with an exponent ν > 1. Let r > 1 be the exponent from Lemma 5.1. Take any γ satisfying 1 < γ < min(ν, r).
Next, by (5.6), for all x ∈ Q,
dx.
Combining this with the previous estimates yields
Let α = m p (Q) be a median value of p over Q, that is, a number satisfying .
Let q = 
