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Uvod
Vremenski niz je skup opazˇanja xt prikupljenih do nekog trenutka t. O njemu mozˇemo
razmisˇljati i kao modelu, tj. slucˇajnom procesu indeksiranom u nekom vremenu. Prili-
kom analize vremenskih nizova javlja se pojam stacionarnog procesa i upravo c´e on imati
krucijalnu ulogu u toj analizi. Teorija stacionarnih procesa koristi se za analizu, fitanje i
predikciju nizova. U prvom dijelu rada dajemo upravo tu teorijsku podlogu.
U prvom poglavlju dajemo gornju definiciju vremenskog niza i upoznajemo se sa poj-
movima njegove stacionarnosti te stohasticˇkog procesa. Vidjet c´emo dekompoziciju vre-
menskog niza na komponentu trenda i senzonalnosti te ostatka koji c´e biti stacionaran
vremenski niz. Upoznat c´emo se s autokovarijacijskom funkcijom stacionarnog procesa
i njezinim svojstvima. U drugom poglavlju osvrnut c´emo se na unitarne prostore i nji-
hova svojstva, Hilbertove prostore kao poseban slucˇaj unitarnih prostora te iskazati teorem
o projekciji. Trec´e poglavlje definira nam ARMA proces i njegova svojstva, autokorela-
cijsku funkciju i parcijalnu autokovarijacijsku funkciju, i uvodimo pojmove kauzalnosti i
invertibilnosti procesa. Cˇetvrto poglavlje sadrzˇi prediktorske jednadzˇbe, kauzalne inverti-
bilne ARMA(p, q) procese i njihovu predikciju.
U drugom dijelu rada radimo analizu podataka dobivenih iz tajnih izvora jedne norvesˇke
bolnice. Radi se o vremenskom niz razlicˇitih vrsta pregleda u vremenskom intervalu od
cˇetrdeset dana. Iako uzorak nije ni priblizˇno dovoljan za analizu, nastojat c´emo primjeniti
teoriju izlozˇenu prije toga. Na temelju dobivenog uzorka, iako je njegova velcˇina malena,
zˇelimo pokazati da ARMA proces dobar model za predikciju buduc´ih frekvencija pregleda





Pretpostavimo da je n-dimenzionalni vektor stupac X = (X1, ..., Xn), vektor slucˇajnih vari-
jabli ako drugacˇije ne specificiramo. Nadalje, pretpostavimo li da je S proizvoljan skup,
koristimo izraz S n sˇto govori da se radi o skupu n-dimenzionalnih vektora stupaca sa vri-
jednostima u S i skupu od n-dimimenzionalnih vektora redaka s vrijednostima u S .
Definicija 1.1.1. Vremenski niz je skup opazˇanja xt prikupljenih u odredenom vremenskom
trenutku t.
Govorimo o diskretnom vremenskom nizu kada su opazˇanja prikupljena u diskretnim
vremenskim trenucima, te neprekidnom vremenskom nizu kada su opazˇanja prikupljena u
nekom neprekidnom vremenskom intervalu, npr. u [0, 1]. U slucˇaju neprekidnih opazˇanja
koristit c´emo oznaku x(t) umjesto xt. Nadalje, ovdje se c´emo se primarno baviti diskretnim
vremenskim nizovima.
1.2 Stohasticˇki procesi
Prvi korak u analizi vremenskog niza je odabir odgovarajuc´eg matematicˇkog modela (ili
klase modela) za podatke. Da bi dopustili moguc´nost nepredvidljive prirode buduc´ih
opazˇanja, prirodno je pretpostaviti da je svako opazˇanje xt ostvarena vrijednost odredene
slucˇajne varijable Xt. Tada je vremenski niz {xt, t ∈ T0} realizacija familije slucˇajnih va-
rijabli {Xt, t ∈ T0}. Ovakvo razmatranje sugerira modeliranje podataka kao realiziaciju
stohasticˇkog procesa {Xt, t ∈ T0} gdje je T nadskup skupa T0.
Definicija 1.2.1. Stohasticˇki proces je familija slucˇajnih varijabli {Xt, t ∈ T0} definiranih
na istom vjerojatnosnom prostoru (Ω,F ,P).
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U analizi vremenskih nizova, indeksirani skup T je skup vremenskih trenutaka poput
Z = {0,±1,±2, . . . }, N = {1, 2, 3, . . . }, [0,+∞〉, 〈−∞,+∞〉 i sl. Stohasticˇki procesi u kojima
T nije podskup skupa realnih brojeva R su takoder vazˇni (primjer je geofizicˇki stohasticˇki
proces gdje je T povrsˇina sfere i predstavlja varijable indeksirane sa njihovom lokacijom
na zemljinoj povrsˇini), ali ovdje c´e nam T uvijek biti podskup realnih brojeva R.
Uzimajuc´i u obzir definiciju slucˇajne varijable mozˇemo primjetiti da je za svaki fiksan
t ∈ T , Xt zapravo funkcija Xt(·) na skupu Ω. Suprotno, za svaki fiksan ω iz Ω, Xt(ω) je
funkcija na T .
Definicija 1.2.2. Funkcije {Xt(ω), ω ∈ Ω} na T su realizacije stohasticˇkog procesa, tj.
uzorak procesa {Xt, t ∈ T }.
Najcˇesˇc´e smo u moguc´nosti definirati Xt(ω) eksplicitno za svaki t i ω. Medutim, vrlo
cˇesto zˇelimo ili smo prisiljeni odrediti zbir svih zajednicˇkih distribucija svih konacˇno di-
menzionalnih vektora (Xt1 , . . . , Xtn), t = (t1, ..., tn) ∈ T n, n ∈ {1, 2, . . . }. U takvom slucˇaju
moramo biti sigurni da stohasticˇki proces s odabranom distiribucijom zbilja postoji. Kol-
mogorovljev teorem, kojeg c´emo u nastavku iskazati, garantira da stohasticˇki proces pos-
toji pod minimalnim uvjetima na odabranu funkciju distribucije. Kolmogorovljev teorem
malo pojednostavljujemo s pretpostavkom da je T podskup skupa realnih brojeva R, stoga
i linearno ureden skup. Kada T ne bi bio linearno ureden, potrebna je dodatna permutacija
da bi dobili linearnu uredenost.
Definicija 1.2.3. Neka je T skup svih vektora {t = (t1, . . . , tn)′ ∈ T n : t1 < · · · <
tn, n = 1, 2, . . . }. Tada su konacˇno dimenzionalne funkcije distribucije od Xt, t ∈ T funk-
cije {Ft(·), t ∈ T } definirane za t = (t1, ..., tn)′ s
Ft(x) = P(Xt1 6 · · · 6 Xtn), x = (x1, ..., xn)′ ∈ Rn (1.1)
Teorem 1.2.4. (Kolmogorovljev teorem) Vjerojatnosne funkcije distirbucije {Ft(·), t ∈ T }
su funkcije distribucije stohasticˇkih procesa ako i samo ako za bilo koji n ∈ {1, 2, . . . }, t =
(t1, ..., tn)′ ∈ T i 1 6 i 6 n vrijedi
lim
xi→∞
Ft(x) = Fti(x(i)) (1.2)
gdje su t(i) i x(i) (n − 1)-dimenzionalni vektori dobiveni brisanjem i-te komponente od t i
x, respektivno.





′xFt(dx1, . . . , dxn), u = (u1, . . . , un)′ ∈ Rn,
tada gornji limes mozˇemo zapisati u ekvivalentnom obliku
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lim
ui→∞
φt(u) = φti(u(i)), (1.3)
gdje je u(i) (n − 1)-dimenzionalni vektor dobiven brisanjem i-te komponente od u.
1.3 Stacionarnost i striktna stacionarnost
Kada imamo konacˇan broj slucˇajnih varijabli, korisno je izracˇunati kovarijacije, kako bi do-
bili uvid u zavisnost izmedu slucˇajnih varijabli. Za vremenske nizove {Xt, t ∈ T }, prosˇirit
c´emo koncept kovarijacijske matrice kako bi mogli raditi sa beskonacˇnim kolekcijama
slucˇajnih varijabli. Autokovarijacijska funkcija daje nam potrebno prosˇirenje.
Definicija 1.3.1. Ako je {Xt, t ∈ T } proces takav da je Var(Xt) < ∞ za svaki t ∈ T, tada je
autokovarijacijska funkcija γX(·, ·)od{Xt} definirana s
γX(r, s) = Cov(Xr, Xs) = E[(Xr − EXr)(Xs − EXs)], r, s ∈ T. (1.4)
Definicija 1.3.2. Za vremenski niz {Xt, t ∈ Z}, sa skupom indeksa Z = {0,±1,±2, . . . },
kazˇemo da je stacionaran ako vrijedi:
(i) E|Xt|2 < ∞ za svaki t ∈ Z
(ii) EXt = m za svaki t ∈ Z
(iii) γX(r, s) = γX(r + t, s + t) za svaki r, s, t ∈ Z
Ovako definirana stacionarnost u literaturi se cˇesto zove i slaba stacionarnost, staci-
onarnost u sˇirokom smislu ili stacionarnost drugog reda.
Ako je {Xt, t ∈ Z} stacionaran, tada je γX(r, s) = γX(r − s, 0) za svaki r, s ∈ Z, pa c´emo
redefinirati autokovarijacijsku funkciju stacionarnog procesa kao funkciju jedne varijable
γX(h) ≡ γX(h, 0) = Cov(Xt+h, Xt) za svaki t, h ∈ Z.
Funkcija γX(·) je autokovarijacijska funkcija od {Xt} i γX(h) je njena vrijednost u po-
maku h. Autokorelacijska funkcija (afc) od {Xt} je definirana kao funkcija cˇija je vrijednost
u pomaku h dana s
ρX(h) ≡ γX(h)
γX(0)
= Corr(Xt+h, Xt) za svaki t, h ∈ Z.
Primjetimo da smo stacionarnost definirali samo u slucˇaju kada je T = Z. Nije tesˇko
definirati stacionarnost koristec´i generalizirani skup indeksa, ali u nasˇe svrhe to nec´e biti
potrebno. Zˇelimo li modelirati skup podataka {xt, t ∈ T ⊆ Z} kao realizaciju stacionarnog
procesa, uvijek ga mozˇemo smatrati dijelom realizacije stacionarnog procesa {Xt, t ∈ Z}.
Dajemo definiciju josˇ jedne vazˇne i cˇesto korisˇtene stacionarnosti:
POGLAVLJE 1. STACIONARNI VREMENSKI NIZOVI 5
Definicija 1.3.3. Za vremenski niz {Xt, t ∈ Z} kazˇemo da je striktno ili jako stacionaran
ako je zajednicˇka distribucija od (Xt1 , . . . , Xtk)
′ i (Xt1+h, . . . , Xtk+h)
′ jednaka za sve pozitivne
cijele brojeve k i za sve t1, . . . , tk, h ∈ Z.
Striktna stacionarnost intuitivno znacˇi da c´e grafovi realizacije vremenskog niza za dva
jednako duga vremenska intervala imati slicˇne statisticˇke karakteristike. Na primjer, udio
koordinata koje ne prelaze neku razinu x bi trebao biti isti za oba intervala.
Definicija 1.3.3. ekvivalentna je tvrdnji da (X1, . . . , Xk)′ i (X1+h, . . . , Xk+h)′ imaju jed-
naku zajednicˇku distribuciju za sve pozitivne cijele brojeve k i sve cijele brojeve h.
Veza izmedu stacionarnosti i striktne stacionarnosti
Ako je {Xt} striktno stacionaran, to odmah povlacˇi da, ako uzmemo k = 1 u Definiciji 1.3.3.,
Xt ima istu distribuciju za svaki t ∈ Z. Kada je E|Xt|2 konacˇno, to implicira da su i EXt i
Var(Xt) obje konstante. Nadalje, ako uzmemo k = 2 u Definiciji 1.3.3., vidimo da Xt+h i
Xt imaju istu zajednicˇku distribuciju stoga i istu kovarijaciju za sve h ∈ Z. Tada je striktno
stacionaran proces sa konacˇnim drugim momentom stacionaran. No, obrat zadnje tvrdnje
ne vrijedi. Na primjer, ako je {Xt} niz nezavisnih slucˇajnih varijabli koje su eksponencijalno
distribuirane s ocˇekivanjem 1 kada je t neparan i normalno distribuirane s ocˇekivanjem i
varijancom 1 kada je t paran, tada je {Xt} stacionaran s γX(0) = 1 i γX(0) = 0 za h , 0.
Medutim, kako X1 i X2 imaju razlicˇite distirbucije, {Xt} ne mozˇe biti striktno stacionaran.
Ipak, postoji slucˇaj kada stacionarnost implicira striktnu stacionarnost.
Definicija 1.3.4. Proces {Xt} je Gaussovski vremenski niz ako i samo ako su mu sve konacˇno
dimenzionalne razdiobe visˇedimenzionalne normalne.
Ako je {Xt, t ∈ Z} stacionaran Gaussovski proces, tada je {Xt} striktno stacionaran,
buduc´i da za sve n ∈ {1, 2, . . . } i za sve h, t1, t2, · · · ∈ Z, slucˇajni vektori (Xt1 , . . . , Xtn)′ i
(Xt1+h, . . . , Xtn+h)
′ imaju isto ocˇekivanje i kovarijacijsku matricu, stoga imaju i istu distribu-
ciju.
Stacionarni procesi imaju krucijalnu ulogu u analizi vremenskih nizova. Naravno da
mnogi promatrani vremenski nizovi izgledom nisu stacionarni. Cˇesto se takvi podaci tran-
sformiraju razlicˇitim tehnikama, koje c´emo u nastavku spomenuti, u nizove koje mozˇemo
modelirati kao realizacije nekih stacionarnih procesa. Teorija stacionarnih procesa se ko-
risti za analizu, fitanje i predikciju dobivenih nizova. Od svih tehnika, autokovarijacijska
funkcija je primarno sredstvo.
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1.4 Procjena i eliminacija trenda i senzonalnosti
Prvi korak u analizi bilo kojeg vremenskog niza je graficˇki prikazati podatke. Ako pos-
toje ocˇite nepovezanosti u nizovima, poput nagle promjene razine, preporucˇa se analizirati
niz na nacˇin da se podijeli u homogene dijelove. Ako postoje udaljena opazˇanja, ona bi
se trebala pazˇljivo proucˇiti i provjeriti da li postoji razlog za njihovo odbacivanje (na pri-
mjer ako je opazˇanje zabiljezˇeno gresˇkom od nekog dugog procesa). Graficˇki test takoder
mozˇe sugerirati moguc´nost prezentiranja podataka kao realizacije procesa (model klasicˇne
dekompozicije)
Xt = mt + st + Yt (1.5)
gdje je mt funkcija koja se sporo mijenja poznata kao komponenta trenda, st funkcija s
poznatim periodom t znana kao komponenta senzonalnosti, i Yt je slucˇajni sˇum koji je
stacionaran proces. Ako se senzonalne fluktuacije i fluktuacije sˇuma povec´avaju sa razinom
procesa, tada se cˇesto koristi preliminarna transformacija podataka kako bi transformirani
podaci bili kompatibilni sa modelom.
Nasˇ cilj je procijeniti i odrediti deterministicˇke komponente mt i st u nadi da rezidual
ili komponenta sˇuma Yt bude stacionaran slucˇajan proces. Tada mozˇemo koristiti teoriju
takvih procesa kako bi pronasˇli zadovoljavajuc´i vjerojatnosni model za takav proces {Yt},
analizirati njegova svojstva te ga koristiti u kombinaciji s mt i st, i to u svrhu predikcije i
kontrole {Xt}.
Alternativni pristup, intenzivno razvijen od strane Boxa i Jenkinsa (1970), je visˇestruka
primjena diferencijskih operatora na podacima {xt} sve dok diferencirana opazˇanja ne nali-
kuju realizaciji nekog stohasticˇkog procesa {Wt}. Tada mozˇemo koristiti teoriju stacionar-
nih procesa za modeliranje, analizu i predikciju {Wt}, stoga i originalnog procesa.
Dva pristupa uklanjanja trenda i senzonalnosti: (a) procjena mt i st iz dekompozicije
1.5, i (b) diferenciranje podataka {xt}, ukratko c´emo iznijeti u nastavku.
Uklanjanje trenda uz odsutnost senzonalnosti
Uz odsutnost komponente senzonalnosti model 1.5 postaje
Xt = mt + Yt, t = 1, . . . , n (1.6)
gdje bez smanjenja opc´enitosti mozˇemo pretpostaviti da je EYt = 0.
Metoda 1: (procjena metodom najmanjih kvadrata za mt) U ovom postupku zˇelimo
prilagoditi parametarsku familiju funkcija, na primjer
mt = a0 + a1t + a2t2 (1.7)
podacima na nacˇin da odaberemo parametre, u ovoj ilustraciji a0,a1 i a2, da bi minimizirali∑
t(xt − mt)2.
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Metoda 2: (zagladivanje metodom linearnog filtera) Neka je q nenegativan cijeli broj i
uzmimo u obzir dvostranost procesa promjenjivog prosjeka,




procesa {Xt} definiranog sa 1.6. Tada je za q + 1 6 t 6 n − q
Wt = (2q + 1)−1
q∑
j=−q
mt+ j + (2q + 1)−1
q∑
j=−q
Yt+ j ' mt (1.9)
pretpostavljajuc´i da je mt priblizˇno linearan na intervalu [t−q, t + q] i da je prosjek gresˇaka
na tom intevralu blizu nula.
MA nam daje procjene
mˆt = (2q + 1)−1
q∑
j=−q
Xt+ j, q + 1 6 t 6 n − q (1.10)
Kako Xt nema opazˇanje za t 6 0 i t > n, ne mozˇemo koristiti 1.10 za t 6 q ili t > n − q.
Program smooth (zagladivanja) rjesˇava taj problem na nacˇin da definira Xt = X1 za t < 1 i
Xt = Xn za t > n. Za bilo koji fiksni a ∈ [0, 1], jednostrani proces promjenjivog prosjeka
mˆt, t = 1, . . . , n, definiran rekurzijom
mˆt = aXt + (1 − a)mˆt−1, t = 2, . . . , n, (1.11)
i
mˆ1 = X1, (1.12)
mozˇe biti izracˇunat koristec´i program smooth (tj. zagladivanja). Primjenu 1.11 i 1.12 cˇesto
nazivamo eksponencijalno zagladivanje.
Korisno je razmisˇljati o {mˆt} u 1.10 kao procesu proizasˇlom iz {Xt} primjenom linearnog
operatora ili linearnog filtera mˆt =
∑∞
j=−∞ a jXt+ j sa ponderima a j = (2q + 1)
−1,−q 6 j 6
q, a j = 0 za sve | j| > q. Ovaj filter je ”low-pass” filter buduc´i da uzima podatke {xt} i
uklanja jako fluktuirajuc´u (visoko frekventnu) komponentu {Yˆt}, i ostavlja sporo varirajuc´u
procjenu trenda {mt}.
Specificˇan filter (1.10) je jedan od mnogih koji se mogu koristiti za zagladivanje. Za
velike q, ako pretpostavmo (2q + 1)−1
∑q
i=−q Yt+1 ' 0, nec´e samo umanjiti sˇum vec´ c´e u isto
vrijeme dopustiti funkciji linearnog trenda mt = at +b da prode bez deformacija. Medutim,
moramo biti svjesni da biranjem prevelikog q, ako mt nije linearan, filtrirani proces, iako
zagladen, nec´e biti dobar za procjenu mt. Pametnim izborom koeficijenata {a j} mougc´e
je kreirati filter koji ne samo da c´e biti efikasan u uklanjanju sˇuma iz podataka, vec´ c´e
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dopusˇtati vec´u klasu funkcija trenda (na primjer svi poliomi stupnja manjeg ili jednakog
tri) da produ neiskrivljene kroz filter.
Metoda 3: (diferenciranjem do generaliziranih stacionarnih podataka) Umjesto na-
mjere da uklonimo trend zagladivanjem kao u prethodnoj metodi, zˇelimo diferenciranjem
ukloniti trend. Definiramo prvi operator diferenciranja ∇ s
∇Xt = Xt − Xt−1 = (1 − B)Xt (1.13)
gdje je B operator pomaka unatrag
BXt = Xt−1 (1.14)
Snaga operatora B i∇ je ocˇita: B j(Xt) = Xt− j i∇ j(Xt) = ∇(∇ j−1(Xt)), j > 1 i∇0(Xt) = Xt.
Potencije u B i ∇ ponasˇaju se na isti nacˇin kao i potencije u polinomijalnim funkcijama
realne varijable:
∇2Xt = ∇(∇Xt) = (1 − B)(1 − B)Xt = (1 − 2B + B2)Xt = Xt − 2Xt−1 + Xt−2
Ako operator ∇ primjenimo na linearnu funkciju trenda mt = at + b, tada dobivamo
konstantnu funkciju ∇mt = a. Na isti nacˇin bilo koji polinomijalni trend stupnja k mozˇe
biti reduciran na konstantu primjenom operatora ∇k.
Krenemo li od modela Xt = mt+Yt gdje je mt =
∑k
j=0 a jt
j i Yt stacionaran sa ocˇekivanjem
nula, dobivamo
∇kXt = k!ak + ∇kYt,
stacionaran proces s ocˇekivanjem k!ak. Ovo razmatranje sugerira moguc´nost, s obzirom na
bilo koji niz podataka {xt}, primjene operatora ∇ dok ne dobijemo niz {∇kxt} kojeg uvjer-
ljivo mozˇemo modelirati kao realizaciju stacionarnog procesa. Cˇesto u praksi nailazimo da
je stupanj diferenciranja k dosta mali, najcˇesˇc´e jedan ili dva, sˇto naravno ovisi o cˇinjenici
da mnoge funkcije mozˇemo dobro aproksimirati na konacˇnom intervalu.
Eliminacija trenda i senzonalnosti
Prethodno opisane metode za uklanjanje trenda prirodno se mogu prosˇiriti na eliminaciju
trenda i senzonalnosti u generaliziranom modelu
Xt = mt + st + Yt (1.15)
gdje je EYt = 0, st+d = st i
∑d
j=1 s j = 0.
Metode c´emo objasniti kroz primjer u kojem je period komponente senzonalnosti d =
12. Podatke indeksiramo godisˇnje i mjesecˇno: x j,k gdje je j = 1, . . . , 6, k = 1, . . . , 12,
odnosno, definiramo
x j,k = xk+12( j−1), j = 1, . . . , 6, k = 1, . . . , 12.
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Metoda 1: (metoda malog trenda) Ako je trend malen, nije nerazumljivo pretpostaviti
da je trend konstantan, na primjer m j za j-tu godinu. Buduc´i da je
∑12
k=1 sk = 0, to nas













(x j,k − mˆ j) (1.17)
sˇto automatski zadovoljava zahtjev da
∑12
k=1 sˆk = 0. Procijenjena gresˇka za mjesec k j-te
godine je
Yˆ j,k = x j,k − mˆ j − sˆk, j = 1, . . . , 6, k = 1, . . . , 12 (1.18)
Generalizacija 1.16 - 1.18 za podatke sa periodom senzonalnosti vec´im od 12 je ocˇita.
Metoda 2: (metoda pomicˇnih zareza) Ova metoda je visˇe preferirana u odnosu na
Metodu 1 buduc´i da se ne oslanja na pretpostavku da je mt gotovo konstantan tokom svakog
ciklusa.
Pretpostavimo da imamo opazˇanja {x1, ..., xn}. Procijenimo trend primjenom MA filtera
posebno odabranog za uklanjanje senzonalne komponente i sˇuma. Ako je period d paran,
npr. d = 2q, tada koristimo
mˆt =
0.5xt−q + xt−q+1 + · · · + xt+q−1 + 0.5xt+q
d
, q < t 6 n − q. (1.19)
Inacˇe ako je period prost, npr. d = 2q + 1, tada koristimo jednostavan MA 1.10.
Iduc´i korak je procjena senzonalne komponente. Za svaki k = 1, . . . , d, racˇunamo
prosjecˇan wk devijacija {(xk+ jd − mˆk+ jd) : q < k + jd 6 n− q}. Buduc´i da prosjeci devijacija
u sumi nisu nuzˇno nula, procjenjujemo senzonalnu komponentu sk sa
sˆk = wk − d−1
d∑
i=1
wi, k = 1, . . . , d, (1.20)
i sˆk = sˆk−d, k > d.
Podatke s uklonjenom senzonalnosˇc´u redefiniramo kao originalan niz koji nema sen-
zonalnu komponentu:
dt = xt − sˆt, t = 1, . . . , n. (1.21)
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Naposljeku, ponovo procjenjujemo trend od {dt} bilo primjenom MA filtera opisanog
ranije na podatke bez senzonalnosti ili prilagodbom/fitanjem polinoma za niz {dt}. Procjena
sˇuma sada je:
Yˆt = xt − mˆt − sˆt, t = 1, . . . , n.
Metoda 3: (diferenciranje u pomaku d) Tehnika diferenciranja koju smo ranije pri-
mijenili na podatke bez senzonalnosti, mozˇe biti prosˇirena tako da je mozˇemo koristiti za
podatke sa senzonalnom komponentom i periodom d primjenjujuc´i operator diferenciranja
∇d koji je definiran sa
∇dXt = Xt − Xt−d = (1 − Bd)Xt. (1.22)
Upravo definirani operator ne smijemo mijesˇati sa operatorom diferenciranja ∇d = (1−
B)d koji smo definirali ranije. Primjenom operatora ∇d na model
Xt = mt + st + Yt
gdje {st} ima period d, dobivamo
∇dXt = mt − mt−d + Yt − Yt−d
sˇto nam daje dekompoziciju diferencije ∇dXt na komponentu trenda mt−mt−d i komponentu
sˇuma Yt − Yt−d. Komponentu trenda mozˇemo ukloniti sa ranije opisanim metodama.
1.5 Autokovarijacijska funkcija stacionarnog procesa
Dat c´emo svojstva autokovarijacijske funkcije koju smo definirali ranije.
Propozicija 1.5.1. Ako je γ(·) autokovarijacijska funkcija stacionarnog procesa {Xt, t ∈ Z},
tada vrijedi
γ(0) > 0, (1.23)
|γ(h)| 6 γ(0) za svaki h ∈ Z, (1.24)
i ako je γ(·) parna tada
γ(h) = γ(−h) za svaki h ∈ Z. (1.25)
Dokaz. Prvo svojstvo proizlazi iz definicije i vrijedi zbog Var(Xt) > 0, drugo je direktna
posljedica Cauchy-Schwarzove nejednakosti:
|Cov(Xt+h, Xt)| 6 (Var(Xt+h))1/2(Var(Xt))1/2
dok trec´a vrijedi zbog
γ(−h) = Cov(Xt−h, Xt) = Cov(Xt, Xt+h) = γ(h).

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Definicija 1.5.2. Za realnu funkciju na skupu cijelih brojeva κ : Z → R, kazˇemo da je
pozitivno semidefinitna ako i samo ako vrijedi
n∑
i, j=1
aiκ(ti − t j)a j > 0 (1.26)
za sve pozitivne cijele brojeve n i za svaki vektor a = (a1, . . . , an)′ ∈ Rn i t = (t1, ..., tn)′ ∈
Zniliakoisamoako
∑n
i, j=1 aiκ(i − j)a j > 0 za svaki n i a.
Teorem 1.5.3. (Karakterizacija autokovarijacijske funkcije) Realna funkcija definirana na
cijelim brojevima je autokovarijacijska funkcija stacionarnog procesa ako i samo ako je
parna i pozitivno semidefinitna.
Za svaku autokovarijacijsku funkciju γ(·) postoji stacionaran Gussovski vremenski niz
sa γ(·) kao kovarijacijskom funkcijom. Da bi dokazali da je dana funkcija pozitivno semi-
definitna, ponekad je laksˇe odrediti stacionarni proces za danu autokovarijacijsku funkciju
nego zadovoljiti definiciju pozitivne semidefinitnosti.
Autokorelacijska funkcija ρ(·) ima sva svojstva kao i autokovarijacijska funkcija i za-
dovoljava dodatan uvjet ρ(0) = 1.
Uzoracˇka autokovarijacijska funkcija opazˇenog niza podataka
Iz opazˇanja {x1, ..., xn} stacionarnog vremenskog niza {Xt}, cˇesto zˇelimo procijeniti autoko-
varijacijsku funkciju γ(·) procesa {Xt} u svrhu dobivanja informacija o njegovoj strukturi.
To je vazˇan korak u konstruiranju prikladnog matematicˇkog modela za podatke. Procjena
γ(·) koju bi trebali koristiti je uzoracˇka autokovarijacijska funkcija.




(x j+h − x¯)(x j − x¯), 0 6 h < n, (1.27)
i γˆ(h) = γˆ(−h),−n < h 6 0, gdje je x¯ aritmeticˇka sredina x¯ = n−1 ∑nj=1 x j.
U nazivniku radije koristimo n u odnosu na n−h buduc´i da nam to osigurava da matrica
Γˆn = [γˆ(i − j)]ni, j=1 bude pozitivno semidefinitna.





, |h| < n,
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a odgovarajuc´a matrica Rˆn = [ρˆ(i − j)]ni, j=1 je takoder pozitivno semidefinitna. Uzoracˇka
autokovarijacijska i autokorelacijska funkcija mogu biti odredene za bilo koji set podataka
{x1, . . . , xn} i nisu ogranicˇene na realizacije stacionarnog procesa. Za podatke koji imaju
trend, |ρˆ(h)| c´e pokazivati spor pad kako se h povec´ava, i za podatke koji imaju pediodicˇnu
komponentu, ρ(h) c´e se slicˇno ponasˇati s istim periodom. Prema tome, ρ(·) mozˇe biti
koristan indikator (ne)stacionarnosti.
1.6 Visˇedimenzionalna normalna distribucija
n-dimenzionalan slucˇajan vektor je vektor stupac, X = (X1, . . . , Xn)′, cˇija je svaka kompo-
nenta slucˇajna varijabla. Ako je E|Xi| < ∞ za svaki i, tada definiramo ocˇekivanu vrijednost
od X kao vektor stupac
µX = EX = (EX1, . . . , EXn)′. (1.28)
Na isti nacˇin definiramo ocˇekivanu vrijednost bilo kojeg niza cˇiji su elementi slucˇajne
varijable (npr. matrica slucˇajnih varijabli) i to je isti niz gdje je svaka slucˇajna varijabla
zamijenjena svojom ocˇekivanom vrijednosti (pod pretpostavkom da one postoje). Ako su
X = (X1, . . . , Xn)′ i Y = (Y1, . . . ,Ym)′ slucˇajni vektori takvi da E|Xi|2 < ∞, i = 1, . . . , n i
E|Yi|2 < ∞, i = 1, . . . ,m, mozˇemo definirati kovarijacijsku matricu od X i Y kao matricu
ΣXY = Cov(X,Y) = E[(X − EX)(Y − EY)′] = E(XY′) − (EX)(EY)′ (1.29)
(i, j)-ti element matrice ΣXY je kovarijanca, Cov(Xi,Y j) = E(XiY j) − E(Xi)E(Y j). U
posebnom slucˇaju kada je Y = X,Cov(X,Y) se reducira na kovarijacijsku matricu od X.
Poglavlje 2
Hilbertovi prostori
Iako je moguc´e proucˇavati i analizirati vremenske nizove bez eksplicitnog korisˇtenja ter-
minologije i tehnika Hilbertovih prostora, postoje mnoge prednosti koje mozˇemo dobiti iz
njihove formulacije. Oni su uvelike izvedeni iz nasˇe poznate dvodimenzionalne i trodi-
menzionalne Euklidske geometrije, a posebno s konceptima ortogonalnosti i ortogonalnih
projekcija u tim prostorima. Ove koncepti, primjereno prosˇireni na beskonacˇno dimen-
zionalne Hilbertove prostore, imaju sredisˇnju ulogu u proucˇavanju slucˇajnih varijabli s
konacˇnim drugim momentom, osobito u teoriji predikcije stacionarnih procesa. Intuicija
dobivena iz Euklidske geometrije koristi se kako bi ucˇinila naizgled komplicirane algebar-
ske rezultate u analizi vremenskih nizova geometrijski ocˇitima. Takoder se cˇesto koristi
kao vrijedan vodicˇ u razvoju i izgradnji algoritama. Stoga c´emo u ovom poglavlju dati
mali uvod u teoriju Hilbertovih prostora kroz nekoliko definicija, teorema i propozicija bez
dokaza, koji su potrebni za geometrijsko razumijevanje kasnijih poglavlja.
2.1 Unitarni prostor i njegova svojstva
Definicija 2.1.1. Za kompleksni vektorski prostor H kazˇemo da je unitaran prostor ako
za svaki par elemenata x i y ∈ H postoji kompleksni broj 〈x, y〉, kojeg nazivamo skalarni
produkt od x i y, za koji vrijedi:
(a) 〈x, y〉 = 〈x, y〉
(b) 〈x + y, z〉 = 〈x, z〉 + 〈y, z〉 za svaki x, y, z ∈ H
(c) 〈αx, y〉 = α〈x, y〉 za svaki x, y ∈ H i α ∈ C
(d) 〈x, x〉 > 0 za svaki x ∈ H
(e) 〈x, y〉 = 0 ako i samo ako je x = 0
13
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Realni vektorski prostorH je unitaran prostor ako za svaki x, y ∈ H postoji realan broj
〈x, y〉 koji zadovoljava gornje uvjete iz definicije, pri cˇemu se uvjet (a) reducira na slucˇaj
〈x, y〉 = 〈y, x〉.
Unitarni prostor je prirodna generalizacija skalarnog produkta dva vektora u n-dimenzi-
onalnom Euklidskom prostoru. Buduc´i da se mnoga svojstva Euklidskog prostora prenose
na unitaran prostor, korisno je imati na umu Euklidski prostor.









Cauchy-Schwarzova nejednakost: Ako jeH unitaran prostor, tada vrijedi
|〈x, y〉| 6 ‖x‖ ‖y‖ za svaki x, y ∈ H (2.2)
i
|〈x, y〉| = ‖x‖ ‖y‖ ako i samo ako je x = y〈x, y〉/〈y, y〉 (2.3)
Nejednakost torkuta: Ako jeH unitaran prostor, tada vrijedi
‖x + y‖ 6 ‖x‖ + ‖y‖ za svaki x, y ∈ H (2.4)
Propozicija 2.1.3. (Svojstva norme) Ako jeH kompleksan (realan) unitaran prostor i ‖x‖
je definirana kao u 2.1, tada vrijede sljedec´a svojstva:
(a) ‖x + y‖ 6 ‖x‖ + ‖y‖ za svaki x, y ∈ H
(b) ‖αx‖ = |α| ‖x‖ za svaki x ∈ H i za sve α ∈ C (α ∈ R)
(c) ‖x‖ > 0 za svaki x ∈ H
(d) ‖x‖ = 0 ako i samo ako x = 0
Pravilo paralelograma: Ako jeH unitaran prostor, tada vrijedi
‖x + y‖2 + ‖x − y‖2 = 2‖x‖2 + 2‖y‖2 za svaki x, y ∈ H
Definicija 2.1.4. Niz {xn, n = 1, 2, . . . } elemenata unitarnog prostora H konvergira po
normi prema x ∈ H ako ‖xn − x‖ → ∞ kada n→ ∞.
Propozicija 2.1.5. (Neprekidnost skalarnog produkta) Ako su {xn} i {yn} nizovi cˇiji elementi
su iz unitarnog prostora H takvi da ξn − x‖ → 0 i ‖yn − y‖ → 0 gdje su x, y ∈ H , tada
vrijedi
(a) ‖xn‖ → ‖x‖,
(b) 〈xn, yn〉 → 〈x, y〉.
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2.2 Hilbertovi prostori
Unitaran prostor s dodatnim svojstvom potpunosti zovemo Hilbertovim prostorom. Da bi
definirali potpunost prostora, najprije moramo definirati koncept Cauchyjevog niza.
Definicija 2.2.1. Niz {xn, n = 1, 2, . . . } elemenata unitarnog prostora je Cauchyjev niz ako
vrijedi
‖xn − xm‖ → 0 kada m, n→ ∞
odnosno ako za svaki  > 0 postoji pozitivan cijeli broj N() takav da vrijedi
‖xn − xm‖ <  za svaki m, n > N()
Definicija 2.2.2. Hilbertov prostorH je unitaran potpuni prostor, odnosno unitaran pros-
tor u kojem svaki Cauchyjev niz {xn} konvergira po normi u neki element x ∈ H .
Primjeri Hilbertovih prostora su Euklidski prostori, Rk,Ck, prostor slucˇajnih varijabli
koje imaju konacˇan drugi moment L2(Ω,F ,P), kompleksni L2(Ω,F , µ) prostori kod kojih
je skalarni produkt definiran kao ocˇekivanje umnosˇka dviju kompleksnih slucˇajnih vari-
jabli 〈X,Y〉 = E(XY), a µ konacˇna ne-nul mjera na izmjerivom prostoru (Ω,F ). Izraze
L2(Ω,F ,P) i L2(Ω,F , µ) c´emo rezervirati za realne Hilbertove postore ukoliko drugacˇije
ne napomenemo.
Propozicija 2.2.3. (konvergencija po normi i Cauchyjev kriterij) Ako je {xn} niz elemenata
iz Hilbertovog prostora H , tada {xn} konvergira po normi ako i samo ako ‖xn − xm‖ → 0
kada m, n→ ∞.
2.3 Teorem o projekciji
Prije nego iskazˇemo teorem o projekciji za generalizirani Hilbertov prostor, potrebno je
uvesti novu terminologiju.
Definicija 2.3.1. Linearni potprostorMHilbertovog prostoraH je zatvoren potprostor od
H akoM sadrzˇi sve svoje rubne tocˇke, odnosno ako je xn ∈ M i ‖xn− x‖ → 0, to implicira
da je x ∈ M.
Definicija 2.3.2. Ortogonalni komplement podskupa M od H definiran je kao skup M⊥
svih elemenata odH koji su ortogonalni na svaki element izM. Prema tome,
x ∈ M⊥ ako i samo ako je 〈x, y〉 = 0 (x ⊥ y) za svaki y ∈ M (2.5)
Propozicija 2.3.3. Ako jeM bilo koji podskup Hilbertovog prostoraH tada jeM⊥ zatvo-
reni podskup odH .
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Teorem 2.3.4. (Teorem o projekciji) Ako jeM zatvoreni podskup Hilbertovog prostoraH
i x ∈ H , tada
(i) postoji jedinstveni element xˆ ∈ M takav da vrijedi
‖x − xˆ‖ = inf
y∈M
‖x − y‖ (2.6)
(ii) x ∈ M i ‖x − xˆ‖ = infy∈M ‖x − y‖ ako i samo ako je xˆ ∈ M i (x − mˆ) ∈ M⊥
Element mˆ zovemo ortogonalna projekcija od x naM.
Korolar 2.3.5. (Preslikavanje projekcije odH naM) Ako jeM zatvoreni podskup Hilber-
tovog prostora H i I je jedinicˇno preslikavanje na H , tada postoji jedinstveno preslika-
vanje PM od H naM takvo da I − PM preslikava H naM⊥. PM zovemo preslikavanje
projekcije odH naM.
Propozicija 2.3.6. (Svojstva preslikavanja projekcije) Neka jeH Hilbertov prostor i neka
je PM preslikavanje projekcije na zatvoreni podskupM. Tada vrijedi
(i) PM(αx + βy) = αPMx + βPMy, x, y ∈ H , α, β ∈ C,
(ii) ‖x‖2 = ‖PMx‖2 + ‖(I − PM)x‖2
(iii) svaki x ∈ H ima jedinstveni rastav na elemente izM i elemente izM⊥, tj.
x = PMx + (I − PM)x, (2.7)
(iv) PMxn → PMx ako ‖xn − x‖ → 0
(v) x ∈ M ako i samo ako PMx = x
(vi) x ∈ M⊥ ako i samo ako PMx = 0
(vii) M1 ⊆ M2 ako i samo ako PM1 PM2 x = PM1 za svaki x ∈ H
Jednadzˇbe predikcije: za dani Hilbertov prostor H , zatvoreni podskup M i bilo koji
element x ∈ H , teorem o projekciji pokazuje da element iz M najblizˇi x je jedinstveni
element xˆ ∈ M takav da vrijedi
〈x − xˆ, y〉 = 0 za sve y ∈ M. (2.8)
Zadnji izraz c´emo cˇesto koristiti, interpretirajuc´i pri tome xˆ = PMx kao najbolji prediktor
od x u potprostoruM.
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2.4 Ortonormalni skupovi
Definicija 2.4.1. Zatvorena linearna ljuska sp{xt, t ∈ T } bilo kojeg podskupa od {xt, t ∈ T }
Hilbertovog prostoraH je definiran kao najmanji zatvoren podskup odH koji sadrzˇi svaki
element xt, t ∈ T.
Zatvorena linearna ljuska konacˇnog skupa {x1, . . . , xn} je skup svih linearnih kombina-
cija y = α1x1+· · ·+αnxn, α1, . . . , αn ∈ C (ili R ako jeH realan). Ako jeM = sp{x1, . . . , xn},
tada za bilo koji dani x ∈ H , PMx je jedinstveni element oblika
PMx = α1x1 + · · · + αnxn
takav da
〈x − PMx, y〉 = 0, y ∈ M
ili ekvivalentno takav da
〈PMx, x j〉 = 〈x, x j〉, j = 1, . . . , n. (2.9)
Gornja jednadzˇba mozˇe biti zapisana kao skup linearnih jednadzˇbi za α1, . . . , αn, tj.
n∑
i=1
αi〈xi, x j〉 = 〈x, x j〉, j = j, . . . , n. (2.10)
Prema teoremu o projekciji gornji sustav ima barem jedno rjesˇenje za α1, . . . , αn. Je-
dinstvenost PMx implicira da sva rjesˇenja gornjeg sustava moraju dati isti element α1x1 +
· · · + αnxn.
Definicija 2.4.2. Za skup {et, t ∈ T } elemenata unitarnog prostora kazˇemo da je ortonor-
malan ako za svaki s, t ∈ T vrijedi
〈es, et〉 =
1, ako je s = t,0, ako je s , t, (2.11)
Teorem 2.4.3. Ako je {e1, . . . , ek} ortonormalan podskup Hilbertovog prostora H i M =








|〈x, ei〉|2 za sve x ∈ H (2.13)








∥∥∥∥∥∥ za sve x ∈ H (2.14)
i za sve c1, . . . , ck ∈ C (ili R ako jeH realan). Jednakost vrijedi u 2.14 ako i samo ako
je ci = 〈x, ei〉, i = 1, . . . , k.
Korolar 2.4.4. (Besselova nejednakost) Ako je x bilo koji element Hilbertovog prostoraH
i {e1, . . . , ek} je ortonormalan podskup odH , tada vrijedi
k∑
i=1
|〈x, ei〉|2 6 ‖x‖2. (2.15)
Definicija 2.4.5. Ako je {et, t ∈ T } ortonormalni podskup Hilbertovog prostora H iM =
sp{et, t ∈ T }, tada kazˇemo da je {et, t ∈ T } potpuni ortonormalni skup ili ortonormalna baza
zaH .
Definicija 2.4.6. Hilbertov prostor je separabilan ako je H = sp{et, t ∈ T } sa {et, t ∈ T }
konacˇan ili prebrojivo beskonacˇan ortonormalan skup.
Teorem 2.4.7. Ako je H separabilan Hilbertov prostor H = sp{e1, e2, . . . } gdje je {ei, i =
1, 2, . . . } ortonormalan skup, tada je
(i) skup svih konacˇnih linearnih kombinacija od {e1, e2, . . . } gust uH , odnosno za svaki
x ∈ H i  > 0, postoji pozitivan cijeli broj k i konstante c1, . . . , ck takve da∥∥∥∥∥∥x − k∑
i=1
ciei
∥∥∥∥∥∥ < , (2.16)
(ii) x =
∑∞
i=1〈x, ei〉ei za svaki x ∈ H , tj. ‖x −
∑n
i=1〈x, ei〉ei‖ → 0 kada n→ ∞,
(iii) ‖x‖2 = ∑∞i=1 |〈x, ei〉|2 za svaki x ∈ H ,
(iv) 〈x, y〉 = ∑∞i=1〈x, ei〉〈ei, y〉 za svaki x, y ∈ H , i
(v) x = 0 ako i samo ako 〈x, ei〉 = 0 za svaki i = 1, 2, . . . .
Tocˇka (iv) poznata je josˇ kao Parsevalova jednakost.
Separabilne Hilbertove prostore cˇesto susrec´emo kao zatvorene linearne ljuske prebro-
jivih podskupova od moguc´ih neseparabilnih Hilbertovih prostora.
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2.5 Projekcija u Rn
















Svaki zatvoreni podprostor H Hilbertovog prostora Rn mozˇe se izraziti preko Gram-
Schmidtove ortogonalizacije kao M = sp{e1, . . . , em} gdje je {e1, . . . , em} ortonormalan
podskup od M i m(6 n) zovemo dimenzijom od M. Ako je m < n tada postoji orto-
normalan podskup {em+1, . . . , en} odM⊥ = sp{e1, . . . , em}. Iz propozicije 2.3.6. (iii) svaki
x ∈ Rn mozˇe biti jedinstveno prikazan kao suma dva elementa odM iM⊥ respektivno:
x = PMx + (I − PM)x, (2.20)










Sljedec´i teorem omoguc´uje nam racˇunanje PM x direktno iz bilo kojeg skupa vektora
{x1, . . . , xm} koji razapinjeM.
Teorem 2.5.1. Ako je xi ∈ Rn, i = 1, . . . ,m, iM = sp{x1, . . . , xm}, tada je
PMx = Xβ, (2.23)
gdje je X n × m matrica cˇiji j-ti stupac je x j i
X′Xβ = X′x. (2.24)
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Zadnja jednakost ima barem jedno rjesˇenje za β, ali Xβ je isto za sva rjesˇenja. Postoji
tocˇno jedno rjesˇenje u jednakosti 2.24 ako i samo ako je X′X regularna matrica i u tom
slucˇaju vrijedi
PMx = X(X′X)−1X′x. (2.25)
Ako je {x1, . . . , xm} ortonormalan skup, tada je X′X jedinicˇna matrica, pa vidimo da je




u skladu s 2.21.
Ako je {x1, . . . , xm} linearno nezavisan skup tada mora postojati jedinstveni vektor β
takav da vrijedi PMx = Xβ. To znacˇi da 2.24 mora imati jedinstveno rjesˇenje, sˇto u obratu
implicira da je X′X regularna i
PMx = X(X′X)−1X′x za sve x ∈ Rn.
Matrica X(X′X)−1X′ mora biti jednaka za sve linearno nezavisne skupove {x1, . . . , xm}
koji razapinjuM buduc´i da je PM jedinstveno definirano preslikavanje na Rn.
2.6 Konvergencija i najbolji linearni prediktor u
L2(Ω,F ,P)
Svi rezultati u ovom poglavlju vrijedit c´e za realne Hilbertove prostore L2 = L2(Ω,F ,P)
sa skalarnim produktom 〈X,Y〉 = E(XY). Josˇ c´emo napomenuti da je drugi naziv za ko-
nvergenciju u srednjem upravo konvergencija po normi u L2, npr. ako je Xn, X ∈ L2, tada
je
Xn
L2−→ X ako i samo ako ‖Xn − X‖2 = E|Xn − X|2 → 0 kada n→ ∞ (2.27)
Jednostavnim prepravljanjem vec´ uspostavljenih svojstava konvergencije po normi, do-
bivamo sljedec´u propoziciju.
Propozicija 2.6.1. (Svojstva konvergencije u srednjem)
(a) Xn konvergira u srednjem ako i samo ako E|Xm − Xn|2 → 0 kada m, n→ ∞
(b) Ako Xn
L2−→ X i Yn L
2
−→ Y kada n→ ∞,
(i) EXn = 〈Xn, 1〉 → 〈X, 1〉 = EX,
(ii) E|Xn|2 = 〈Xn, Xn〉 → 〈X, X〉 = E|X|2
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(iii) E(XnYn) = 〈Xn,Yn〉 → 〈X,Y〉 = E(XY).
Definicija 2.6.2. Ako je M zatvoreni podprostor L2 i Y ∈ L2, tada je najbolji srednje
kvadratni prediktor od Y uM element Yˆ ∈ M takav da vrijedi
‖Y − Yˆ‖2 = inf
Z∈M
‖Y − Z‖2 = inf
Z∈M
E|Y − Z|2. (2.28)
Teorem o projekciji odmah prepoznaje jedinstveni najbolji prediktor od Y u M kao
PMY . Postavljanjem malo jacˇe strukture na zatvoreni potprostor M, od definicije 2.27
dolazimo do pojmova uvjetnog ocˇekivanja i najboljeg linearnog prediktora.
Definicija 2.6.3. Ako je M zatvoreni potprostor od L2 koji sadrzˇi konstantne funkcije, i
ako je X ∈ L2, tada definiramo uvjetno ocˇekivanje od X uz danoM da bude projekcija
EMX = PMX. (2.29)
Koristec´i definiciju skalarnog produkta u L2 i jednadzˇbu predikcije 2.8, ekvivalentno
mozˇemo rec´i da je EMX jedinstveni element odM za koji vrijedi
E(WEMX) = E(WX) za sve W ∈ M. (2.30)
Ocˇito operator EM na L2 ima sva svojstva kao i operator projekcije, posebno
EM(aX + bY) = aEMX + bEMY, a, b ∈ R, (2.31)
EMXn




EM1(EM2 X) = EM1 X ako jeM1 ⊆ M2 (2.33)
Primjetimo josˇ da je
EM1 = 1 (2.34)
i ako jeM0 zatvoreni podprostor od L2 koji sadrzˇi sve konstantne funkcije, tada primjena
jednadzˇbe predikcije 2.8 daje
EM0 X = EX. (2.35)
Definicija 2.6.4. Ako je Z slucˇajni vektor na (Ω,F ,P) i X ∈ L2(Ω,F ,P), tada je uvjetno
ocˇekivanje od X uz dano Z definirano kao
E(X|Z) = EM(Z)X, (2.36)
gdje je M(Z) zatvoreni podprostor od L2 koji sadrzˇi sve slucˇajne varijable u L2 koje se
mogu zapisati u obliku φ(Z) za neke Borelove funkcije φ : R→ R.
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Operator EM(Z) zadovoljava sva svojstva 2.31 - 2.34, i uz dodatak
EM(Z)X > 0 ako je X > 0. (2.37)
Definiciju uvjetnog ocˇekivanja 2.6.4. mozˇemo prosˇiriti nasljedec´i nacˇin: ako su Z1, . . . ,
Zn slucˇajne varijable na (Ω,F ,P) i X ∈ L2, tada mozˇemo definirati
E(X|Z1, . . . ,Zn) = EM(Z1,...,Zn)(X), (2.38)
gdje je M(Z1, . . . ,Zn) zatvoreni potprostor od L2 koji sadrzˇi sve slucˇajne varijable iz
L2 u formi φ(Z1, . . . ,Zn) za neke Borelove funkcije φ : Rn → R. Sva svojstva od EM(Z)
popisana gore, prenose se na EM(Z1, . . . ,Zn) .
Uvjetno ocˇekivanje i najbolji linearni prediktor
Prema teoremu o projekciji, uvjetno ocˇekivanje EM(Z1,...,Zn)(X) je najbolji srednje kvadratni
prediktor od X uM(Z1, . . . ,Zn), tj. ono je najbolja funkcija od Z1, . . . ,Zn za predikciju X.
Medutim, odredivanje projekcije na M(Z1, . . . ,Zn) je cˇesto je vrlo tesˇko zbog komplek-
sne prirode jednaddzˇbi 2.30. S druge strane, ako je Z1, . . . ,Zn ∈ L2, relativno je lagano





αiZi, Z0 = 1, (2.39)








αiE(ZiZ j) = E(XZ j), j = 0, 1, . . . , n. (2.41)
Teorem o projekciji garantira da rjesˇenje (α0, . . . , αn) postoji. Bilo koje rjesˇenje sups-
tituirano u 2.39, daje potrebnu projekciju, poznatu kao najbolji linearni prediktor od X u
terminima 1,Z1, . . . ,Zn. Kao projekcija od X na podprostor od M(Z1, . . . ,Zn), ono nikad
nec´e imati manju srednje kvadratnu gresˇku od EM(Z1,...,Zn)X. Ipak, to je od velike vazˇnosti
iz sljedec´ih razloga:
(a) jednostavnije ga je izracˇunati od EM(Z1, . . . ,Zn)(X),
(b) Ovisi samo o prvim i drugim momentima, EX, EZi, E(ZiZ j) i E(XZ j) iz zajednicˇke
distribucije od (X,Z1, . . . ,Zn),
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(c) Ako (X,Z1, . . . ,Zn)′ ima visˇedimenzionalnu normalnu distribuciju, tada je
Psp{1,Z1,...,Zn}(X) = EM(Z1,...,Zn)(X).
Opc´enitija definicija najboljeg linearnog prediktora glasi:
Definicija 2.6.5. Ako je X ∈ L2 i ZλL2 za svaki λ ∈ Λ, tada najbolji linearni prediktor od X
u terminima od {Zλ, λ ∈ Λ} definiramo kao element iz sp{Zλ, λ ∈ Λ} s najmanjom srednje
kvadratnom udaljenosti od X. Prema teoremu o projekciji to je samo Psp{Zλ,λ∈Λ}X.
Operatori uvjetnog ocˇekivanja EM(Z) i EM(Z1,...,Zn) najcˇesˇc´e su definirani na prostorima
slucˇajnih varijabli X za koje vrijedi E|X| < ∞, L1(Ω,F ,P). Restrikcije tih operatora na
L2(Ω,F ,P) podudaraju se sa EM(Z) i EM(Z1,...,Zn) kao sˇto smo ih definirali.
Poglavlje 3
Stacionarni ARMA procesi
U ovom poglavlju predstavit c´emo jednu od najvazˇnijih klasa vremenskih nizova {Xt, t =
0,±1,±2, . . . } definiranih u terminima linearnih diferencijalnih jednadzˇbi s konstatntnim
koeficijentima. Odredivanje ove dodatne strukture definira parametarsku familiju staci-
onarnih procesa, autoregresivni procesi pomicˇnih prosjeka ili ARMA procesi. Za bilo koju
autokovarijacijsku funkciju γ(·) takvu da je limh→∞ γ(h) = 0, i za bilo koji cijeli broj k > 0,
moguc´e je pronac´i ARMA proces s autokovarijacijskom funkcijom γX(·) tako da vrijedi
γX(h) = γ(h), h = 0, 1, . . . , k. Zbog toga familija ARMA procesa igra kljucˇnu ulogu u mo-
deliranju vremenskih nizova. Linearna struktura ARMA procesa vodi jednostavnijoj teoriji
linearnih prediktora.
3.1 Kauzalni i invertibilni ARMA procesi
U mnogim aspektima najjednostavniji oblik vremenskog niza {Xt} je onaj u kojem su
slucˇajne varijable Xt, t = 0,±1,±2, . . . nezavisne i jednako distribuirane s ocˇekivanjem
nula i varijancom σ2. S druge tocˇke gledisˇta, ignoriramo li sva svojstva zajednicˇke dis-
tribucije od {Xt} osim onih koja mozˇemo zakljucˇiti iz momenata E(Xt) i E(XsXt), takve
procese identificiramo sa klasom svih stacionarnih procesa koji imaju ocˇekivanje nula i
autokovarijacijsku funkciju
γ(h) =
σ2, ako je h = 0,0, ako je h , 0, (3.1)
Definicija 3.1.1. Za proces {Zt} kazˇemo da je bijeli sˇum s ocˇekivanjem 0 i varijancom σ2,
u zapisu
{Zt} ∼WN(0, σ2)
ako i samo ako {Zt} ima ocˇekivanje nula i kovarijacijsku funkciju 3.1
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Ako su slucˇajne varijable Zt nezavisne i jednako distribuirane s ocˇekivanjem nula i
varijancom σ2, tada c´emo pisati
{Zt} ∼ IID(0, σ2) (3.2)
Vrlo sˇiroka klasa stacionarnih procesa mozˇe biti generirana koristec´i bijeli sˇum kao po-
gon u skupu linearnih diferencijalnih jednadzˇbi. Ovo vodi pojmu autoregresivnog procesa
pomicˇnih prosjeka (ARMA).
Definicija 3.1.2. Za proces {Xt, t = 0,±1,±2, . . . } kazˇemo da je ARMA(p, q) proces ako
je {Xt} stacionaran i ako za svaki t,
Xt − φ1Xt−1 − · · · − φpXt−p = Zt + θ1Zt−1 + · · · + θqZt−q (3.3)
gdje je {Zt} ∼ WN(0, σ2). Kazˇemo da je {Xt} ARMA(p, q) proces s ocˇekivanjem µ ako je
{Xt − µ} ARMA(p, q) proces.
Jednadzˇba 3.3 mozˇe biti zapisana simbolicˇki u mnogo kompaktnijem obliku
φ(B)Xt = θ(B)Zt, t = 0,±1,±2, . . . , (3.4)
gdje su φ i θ polinomi p-tog i q-tog stupnja
φ(z) = 1 − φ1z − · · · − φpzp (3.5)
i
θ(z) = 1 − θ1z − · · · − θqzq (3.6)
i B je opetator pomaka unatrag definiran sa
B jXt = Xt− j, j = 0,±1,±2, . . . . (3.7)
Polinomi φ i θ se odnose na autoregresivne polinome i polinome pomicˇnih prosjeka
respektivno na diferencijalne jednadzˇbe 3.4
Proces pomicˇnih posjeka reda q (MA(q))
Ako je φ(z) ≡ 1, tada za
Xt = θ(B)Zt (3.8)
kazˇemo da je proces pomicˇni prosjeka reda q, tj. MA(q). Poprilicˇno je jasno da u tom
slucˇaju diferencijabilna jednadzˇba ima jedinstveno rjesˇenje 3.8. Sˇtovisˇe rjesˇenje {Xt} je




θ jEZt− j = 0





j=0 θ jθ j+|h|, ako je |h| 6 q,
0, ako je |h| > q,
Autoregresivni proces reda p (AR(p))
Ako je θ(z) ≡ 1, tada za
φ(B)Xt = Zt (3.9)
kazˇemo da je autoregresivni proces reda p, tj. AR(p). U tom slucˇaju egzistencija i jedins-
tvenost stacionarnog rjesˇenja od 3.9 zahtjeva dodatno ispitivanje. Ilustrirajmo to na slucˇaju
φ(z) = 1 − φ1, odnosno
Xt = Zt + φ1Xt−1 (3.10)
Iteracijom zadnjeg izraza dobivamo
Xt = Zt + φ1Zt−1 + φ21Xt−2 = · · · = Zt + φ1Zt−1 + · · · + φk1Zt−k + φk+11 Xt−k−1.


















Jednadzˇba 3.11 vrijedi ne samo u smislu konvergencije u srednjem, vec´ i (prema pro-




φ1Zt− j(ω) za svaki ω < E,
gdje je E podskup temeljnog vjerojatnosnog prostora s ocˇekivanjem nula. Svi konvergentni
nizovi slucˇajnih varijabli iz ovog poglavlja bit c´e konvergentni u srednjem (tj. u L2) i







1EZt− j = 0
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2φ|h|1 /(1 − φ21).
Sˇtovisˇe, {Xt} definiran sa 3.11 zadovoljava diferencijalnu jednadzˇbu 3.10 stoga je i je-
dinstveno stacionarno rjesˇenje.
U slucˇaju kada je |φ1| > 1 nizovi 3.11 ne konvergiraju u L2. Medutim 3.10 mozˇemo
zapisati u drugacˇijem obliku
Xt = −φ−11 Zt+1 + φ−11 Xt+1 (3.12)
Iteriranje 3.12 daje
Xt = −φ−11 Zt+1 − φ−21 Zt+2 + φ−21 Xt+2
= · · ·
= −φ−11 Zt+1 − · · · − φ−k−11 Zt+k+1 + φ−k−11 Xt+k+1






1 Zt+ j (3.13)
jedinstveno stacionarno rjesˇenje od 3.10. Ovo rjesˇenje ne smijemo zamijeniti s nesta-
cionarnim rjesˇenjem {Xt, t = 0,±1,±2, . . . } od 3.10 dobiveno kada je X0 bilo koja slucˇajna
varijabla koja nije korelirana s {Zt}.
Stacionarno rjesˇenje 3.13 se cˇesto smatra neprirodnim buduc´i da je Xt definiran sa 3.13
koreliran sa {Zs, s > t}, svojstvo koje ne zadovoljava rjesˇenje 3.11 kada je |φ1| < 1. Stoga
je uobicˇajeno prilikom modeliranja stacionarnih vremenskih nizova napraviti restrikciju
na AR(1) proces s |φ1| < 1 za koji Xt ima reprezentaciju 3.11 u terminima {Zs, s 6 t}.
Takve procese zovemo kauzalnima ili vremenski neovisni autoregresivni procesi. Treba
napomenuti da svaki AR(1) proces s |φ1| > 1 mozˇe biti izrazˇen kao AR(1) proces s |φ1| < 1
i novim bijelim sˇumom. Iz drugog kuta gledanja, nisˇta nije izgubljeno eliminacijom AR(1)
procesa sa |φ1| > 1 iz razmatranja.
Ako je |φ1| = 1, tada ne postoji stacionarno rjesˇenje od 3.10. Posljedicˇno, ne postoji
AR(1) proces s |φ1| = 1 prema nasˇoj definiciji 3.1.2.
Kauzalnost i invertibilnost
Koncept kauzalnosti sada definiramo za generalizirane ARMA(p, q) procese.
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Definicija 3.1.3. Za ARMA(p, q) proces definiran jednadzˇbom φ(B)Xt = θ(B)Zt kazˇemo
da je kauzalan (ili josˇ tocˇnije da je kauzalna funkcija od {Zt}) ako postoji konstantan niz




ψ jZt− j, t = 0,±1, . . . . (3.14)
Napomenuti c´emo da je kauzalnost svojstvo ne samo procesa {Xt} vec´ i veze izmedu
dva procesa {Xt} i {Zt} koji se pojavljuju u definiranju ARMA jednadzˇbe. Rec´i c´emo da je
{Xt} kauzalan ako je dobiven iz {Zt} primjenom kauzalnog linearnog filtera.
Sljedec´i teorem daje nam nuzˇne i dovoljne uvjete da ARMA proces bude kauzalan.
Takoder daje eksplicitnu reprezentaciju od Xt u terminima {Zs, s 6 t}.
Teorem 3.1.4. Neka je {Xt} ARMA(p, q) proces za koji polinomi φ(·) i θ(·) nemaju za-
jednicˇke nultocˇke. Tada je {Xt} kauzalan ako i samo ako φ(z) , 0 za sve z ∈ C takva da je




φ jz j = θ(z)/φ(z), |z| 6 1 (3.15)
Ako je {Xt} ARMA(p, q) proces za koji polinomi φ(·) i θ(·) imaju zajednicˇke nultocˇke,
tada imamo dvije moguc´nosti:
(a) ni jedna od zajednicˇkih nultocˇaka ne lezˇi na jedinicˇnoj kruzˇnici, u tom slucˇaju je {Xt}
jedinstveno stacionarno rjesˇenje ARMA jednadzˇbi koje nemaju zajednicˇkih nultocˇaka,
dobivenh uklanjanjem zajednicˇkih faktora od φ(·) i θ(·).
(b) barem jedna od zajednicˇkih nultocˇaka lezˇi na jedinicˇnoj kruzˇnici, u tom slucˇaju
ARMA jednadzˇbe imaju visˇe od jednog stacionarnog rjesˇenja.
Posljedicˇno se ARMA procesi za koje φ(·) i θ(·) imaju zajednicˇke nultocˇke rijetko uzi-
maju u obzir.
Prvi dio teorema 3.1.6. pokazuje da ako je {Xt} stacionarno rjesˇenje ARMA jednadzˇbi s
φ(z) , 0 za |z| 6 1, tada imamo Xt = ∑∞j=0 ψ jZt− j gdje je {ψ j} definiran s 3.15. Obratno, ako
je Xt =
∑∞
j=0 ψ jZt− j, tada je φ(B)Xt = φ(B)ψ(B)Zt = θ(B)Zt. Prema tome, proces {ψ(B)Zt}
je jedinstveno stacionarno rjesˇenje ARMA jednadzˇbi ako je φ(z) , 0 za |z| 6 1.
Ako φ(·) i θ(·) nemaju zajednicˇkih nultocˇaka i ako φ(z) = 0 za neke z ∈ C s |z| = 1, tada
ne postoji stacionarno rjesˇenje od φ(B)Xt = θ(B)Zt.
Sada c´emo predstaviti drugi koncept koji je usko povezan s kauzalnosˇc´u.
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Definicija 3.1.5. Za ARMA(p, q) proces definiran jednadzˇbom φ(B)Xt = θ(B)Zt kazˇemo




pi jXt− j, t = 0,±1, . . . . (3.16)
Poput kauzalnosti, svojstvo invertibilnosti nije svojstvo samo procesa {Xt}, vec´ veze
izmedu procesa {Xt} i {Zt} koji se pojavljuju u definiciji ARMA jedandzˇbi. Sljedec´i teorem
daje dovoljne i nuzˇne uvjete za invertibilnost procesa i definira koeficijente pi j iz zapisa
3.16.
Teorem 3.1.6. Neka je {Xt} ARMA(p, q) proces za koji polinomi φ(·) i θ(·) nemaju za-
jednicˇke nultocˇke. Tada je {Xt} invertibilan ako i samo ako pi(z) , 0 za sve z ∈ C takva da




pi jz j = φ(z)/θ(z), |z| 6 1 (3.17)
Ako je {Xt} stacionarno rjesˇenje jednadzˇbi
φ(B)Xt = θ(B)Zt, {Zt} ∼WN(0, σ2), (3.18)













j = θ(z)/φ(z) i
∑∞
j=0 pi jz
j = φ(z)/θ(z), |z| 6 1.
Ako je {Xt} bilo koji ARMA proces, φ(B)Xt = θ(B)Zt, s φ(z) ne-nul polinomom za svaki
z takav da je |z| = 1, tada je moguc´e pronac´i polinome φ˜(·), θ˜(·) i bijeli sˇum {Z∗t } takav da je
φ˜(B)Xt = θ˜(B)Z∗t i {Xt} kauzalna funkcija od {Z∗t }. Uz uvjet da je θ(z) ne-nul polinom kada
je |z| = 1, θ˜(·) mozˇemo izabrati na nacˇin da je {Xt} takoder invertibilna funkcija od {Z∗t }, tj.
na nacˇin da je θ˜(z) ne-nul polinom za |z| 6 1. Ako je {Zt} ∼ IID(0, σ2), generalno {Z∗t } ne
mora biti nezavisan, no ako je {Zt} Gaussovski, tada jest nezavisan.
U nastavku c´emo se fokusirati na kauzalne invertibilne ARMA procese osim ako druga-
cˇije ne napomenemo.
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3.2 Racˇunanje autokovarijacijske funkcije ARMA(p, q)
procesa
U ovom c´emo dijelu dati tri metode racˇunanja autokovarijacijske funkcije ARMA procesa.
U praksi je trec´a metoda najpogodnija za dobivanje brojcˇanih vrijednosti, dok je druga
najpogodnija za dobivanje rjesˇenja u zatvorenom obliku.










ψ jz j = θ(z)/φ(z), za |z| 6 1, (3.20)
θ(z) = 1 + θ1z + · · · + θqzq i φ(z) = 1 − φ1z − · · · − φpzp. Kako bi odredili koeficijente ψ j
mozˇemo ponovo zapisati 3.20 u obliku ψ(z)φ(z) = θ(z) i izjednacˇiti koeficijente uz z j da











φkψ j−k = θ j, j > max
p,q+1
. (3.22)
Ove jednadzˇbe lako se mogu rijesˇiti za ψ0, ψ1, ψ2, . . . . Stoga
ψ0 = θ0 = 1,
ψ1 = θ1 + ψ0φ1 = θ1 + φ1,











αi jn jξ−ni , n > max(p, q + 1) − p, (3.24)
gdje su ξi, i = 1, . . . , k razlicˇite nultocˇke od φ(z) i ri je kratnost od ξi (stoga moramo
imati
∑k
i=1 = p). p konstanta αi j i koeficijenti ψ j, 0 6 j < max(p, q + 1) − p, su tada
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jedinstveno odredene s granicˇnim uvjetima iz 3.21. Time su definirani niz {ψ j} i autokova-
rijacijska funkcija γ.
Metoda 2: Alternativna metoda za racˇunanje autokovarijacijske funkcije γ(·) kauzal-
nog ARMA(p, q) procesa
φ(B)Xt = θ(B)Zt, (3.25)
bazirana je na diferencijskim jednadzˇbama za γ(k), k = 0, 1, 2, . . . , dobivenih mnozˇenjem
obje strane jednakonsti 3.25 s Xt−k i uzimanjem ocˇekivanja, naime
γ(k) − φ1γ(k − 1) − · · · − φpγ(k − p) = σ2
∑
k6 j6q
θ jψ j−k, 0 6 k < max(p, q + 1), (3.26)
i
γ(k) − φ1γ(k − 1) − · · · − φpγ(k − p) = 0, k > max(p, q + 1). (3.27)
U evaluaciji desne strane jednakosti jednadzˇbi koristili smo reprezentaciju Xt =
∑∞
j=0 ψ jZt− j.






βi jh jξ−hi , h > max(p, q + 1) − p, (3.28)
gdje su p konstanti βi j i kovarijance γ( j), 0 6 j < max(p, q+1)−p jedinstveno odredene
iz granicˇnih uvjeta 3.26 nakon sˇto smo izracˇunali ψ0, ψ1, . . . , ψq iz 3.23.
Metoda3: Numericˇko odredivanje autokovarijacijske funkcije γ(·) iz jednadzˇbi 3.26
i 3.27 mozˇe se odmah izvesti tako da prvo pronademo γ(0), . . . , γ(p) iz jednadzˇbi s k =
0, 1, . . . , p, i tada rekurzivno da bi odredili γ(p + 1), γ(p + 2), . . . .
3.3 Parcijalna autokorelacijska funkcija
Parcijalna autokorelacijska funkcija, poput autokorelacijske funkcije, daje vitalne infor-
macije koje se odnose na zavisnost stacionarnog procesa. Poput autokorelacijske funkcije
takoder ovisi samo o drugom redu svojstava procesa. Parcijalna autokorelacijska funkcija
α(k) u pomaku k mozˇe se smatrati korelacijom izmedu X1, . . . , Xk.
Definicija 3.3.1. Parcijalnu autokorelacijsku funkciju (pacf) α(·) stacionarnog vremenskog
niza definiramo sa
α(1) = Corr(X2, X1) = ρ(1),
i
α(k) = Corr(Xk+1 − Psp{1,X2,...,Xk}Xk+1, X1 − Psp{1,X2,...,Xk}X1), k > 2,
gdje su Psp{1,X2,...,Xk}Xk+1 i Psp{1,X2,...,Xk}X1 projekcije. Vrijednost α(k) poznata je kao parci-
jalna autokorelacija u pomaku k.
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Parcijalna autokorelacija α(k), k > 2, je dakle korelacija dva reziduala dobivena nakon
regresije Xk+1 i X1 na sredini opazˇanja X2, . . . , Xk. Prisjetimo se da ako stacionaran proces
ima ocˇekivanje 0, tada Psp{1,X2,...,Xk}(·) = Psp{X2,...,Xk}(·).
Ekvivalentna definicija parcijalne autokorelacijske funkcije
Neka je {Xt} stacionaran proces s ocˇekivanjem 0 i autokovarijacijskom funkcijom γ(·) tak-







〈Xk+1 − Psp{X2,...,Xk}Xk+1, X j〉 = 0, j = 1, . . . , k,
Dobivamo

ρ(0) ρ(1) ρ(2) . . . ρ(k − 1)



















 , za k > 1. (3.29)
Definicija 3.3.2. Parcijalna autokorelacijska funkcija α(k) od {Xt} u pomaku k je
α(k) = φkk, k > 1,
gdje je φkk jedinstveno odreden sa 3.29.
Definicija 3.3.3. Uzoracˇka parcijalna autokorelacijska funkcija αˆ(k) u pomaku k od {x1, . . . ,
xn} definirana je, uz uvjet da je xi , x j za neke i i j, sa
αˆ(k) = φˆkk, 1 6 k < n,
gdje je φˆkk jedinstveno odreden sa 3.29 gdje je svaki ρ( j) zamjenjen sa odgovarajuc´om
uzoracˇkom autokorelacijom ρˆ( j).
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3.4 Autokovarijacijska funkcija izvodnica
Ako je {Xt} stacionaran proces s autokovarijacijskom funkcijom γ(·), tada generirajuc´a





uz uvjet da red konvergira za svaki z iz za koji vrijedi r−1 < |z| < r uz r > 1. Cˇesto
je generirajuc´u funkciju lako izracˇunati, u kojem slucˇaju se autokovarijacija u pomaku k
mozˇe odrediti utvrdivanjem koeficijenata bilo zk ili z−k. Ocˇito je da je {Xt} bijeli sˇum ako i




ψ jZt− j, {Zt} ∼WN(0, σ2) (3.31)
i postoji r > 1 takav da
∞∑
j=−∞
|ψ j|z j < ∞, r−1 < |z| < r, (3.32)
funkcija izvodnica G(·) ima vrlo jednostavan oblik. Lako se mozˇe vidjeti da



































ψ jz j, r−1 < |z| < r,
rezultat mozˇemo ljepsˇe zapisati u obliku
G(z) = σ2ψ(z)ψ(z−1), r−1 < |z| < r. (3.33)
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Propozicija 3.4.1. Neka je {Xt} ARMA(p, q) proces koji zadovoljava jednadzˇbe
φ(B)Xt = θ(B)Zt, {Zt} ∼WN(0, σ2),
gdje je φ(z) , 0 i θ(z) , 0 za svaki z ∈ C takav da je |z| = 1. Tada postoje ne-nul polinomi,
φ˜(z) i θ˜(z), za |z| 6 1, stupnja p i q respektivno, i bijeli sˇum {Z∗t } takav da {Xt} zadovoljava
kauzalne inverbitilne jednadzˇbe
φ˜(B)Xt = θ˜(B)Z∗t .
Poglavlje 4
Predikcija stacionarnih procesa
Ovdje c´emo proucˇiti problem predikcije vrijednosti {Xt, t > n + 1} stacionarnog procesa u
terminima od {X1, . . . , Xn}. Ideja je iskoristiti opazˇanja uzeta u trenutku ili prije trenutka
n da bi predvidjeli daljnje ponasˇanje od {Xt}. Za bilo koji dani zatvoreni podprostor M
od L2(Ω,F ,P), najbolji prediktor u M od Xn+h je definiran kao element od M s mini-
malnom kvadratnom udaljensˇc´u od Xn+h. Naravno to nije jedina moguc´a definicija ’naj-
boljeg’, ali za procese sa konacˇnim drugim momentom vodi teoriji predikcije koja je jed-
nostavna, elegantna i korisna u praksi. Ranije smo pokazali da projekcije PM{X1,...,Xn} Xn+h
i Psp{1,X1,...,Xn}Xn+h su respektivno najbolje funkcije od X1, . . . , Xn i najbolja linearna kom-
binacija od 1, X1, . . . , Xn za predikciju Xn+h. Zbog toga c´emo se koncentrirati na potonje
prediktore (najbolje linearne prediktore) umjesto rada sa uvjetnim ocˇekivanjem.
4.1 Jednadzˇbe prediktora u vremenskoj domeni
Neka je {Xt} stacionaran proces s ocˇekivanjem µ i autokovarijacijskom funkcijom γ(·).
Tada je proces {Yt} = {Xt − µ} stacionaran proces s ocˇekivanjem 0 i autokovarijacijskom
funkcijom γ(·) i vrijedi
Psp{1,X1,...,Xn}Xn+h = µ + Psp{Y1, . . . ,Yn})Yn+h. (4.1)
Bez smanjena opc´enitosti, kroz poglavlje c´emo pretpostaviti da je µ = 0. Pod tom
pretpostavkom jasno je da je 4.1
Psp{1,X1,...,Xn}Xn+h = Psp{X1,...,Xn}Xn+h. (4.2)
Jednadzˇbe za one-step prediktore
NekaHn predstavlja zatvoreni linearni potprostor sp{X1, . . . , Xn}, n > 1, i neka Xˆn+1, n > 0,
predstavlja one-step prediktor, definiran sa
35
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Xˆn+1 =
0, ako je n = 0,PHn Xn+1, ako je n > 1, (4.3)
Buduc´i da je Xˆn+1 ∈ Hn, n > 1, mozˇemo pisati
Xˆn+1 = φn1Xn + · · · + φnnX1, n > 1. (4.4)




= 〈Xn+1, Xn+1− j〉, j = 1, . . . , n,




φniγ(i − j) = γ( j), j = 1, . . . , n,
ili ekvivalentno
Γnφn = γn, (4.5)
gdje je Γn = [γ(i − j)]i, j=1,...,n, γn = (γ(1), . . . , γ(n))′ i φn = (φn1, . . . , φnn)′. Teorem o
projekciji 2.3.4. garantira da jednadzˇba 4.5 ima barem jedno rjesˇenje buduc´i da se Xˆn+1
mora moc´i izraziti u obliku 4.4 za neke φn ∈ Rn. Jednadzˇbe 4.4 i 4.5 su poznate kao
one-step prediktorske jednadzˇbe. Iako mozˇe postojati visˇe rjesˇenja od 4.5, svaki od njih,
kada se supstituira u 4.4, mora dati jednaki prediktor Xˆn+1 buduc´i da znamo da je Xˆn+1
jedinstveno definiran. Postoji tocˇno jedno rjesˇenje od 4.5 ako i samo ako je Γn regularna, i




Uvjeti iz sljedec´e propozicije dovoljni su da bi osigurali regularnost od Γn za svaki n.
Propozicija 4.1.1. Ako je γ(0) > 0 i γ(h)→ 0 kada h→ ∞, tada je kovarijacijska matrica
Γn = [γ(i − j)]i, j=1,...,n od (X1, . . . , Xn)′ regularna za svaki n.
Korolar 4.1.2. Uz uvjete iz prethodne propozicije, najbolji linearni prediktor Xˆn+1 od Xn+1




φniXn+1−i, n = 1, 2, . . . ,
gdje je φn := (φn1, . . . , φnn)′ = Γ−1n γn, γn = (γ(1), . . . , γ(n))
′ i Γn = [γ(i − j)]i, j=1,...,n. Srednje
kvadratna gresˇka je vn = γ(0) − γ′nΓ−1n γn.
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Jednadzˇbe za h-step prediktore, h > 1
Najbolji linearni prediktor od Xn+h u terminima od X1, . . . , Xn za bilo koji h > 1 mozˇemo
pronacˇi na isti nacˇin kao i Xˆn+1. Dakle,
PHn Xn+h = φ
(h)
n1 Xn + · · · + φ(h)nn X1, n, h > 1, (4.7)
gdje je φ(h)n = (φ
(h)










gdje je γ(h)n = (γh, γh+1, . . . , γn+h−1)
′
.
4.2 Rekurzivna metoda za racˇunanje najboljih linearnih
prediktora
U ovom dijelu c´emo dati dva rekurzivna algoritma za odredivanje one-step prediktora
Xˆn+1, n > 1, definiranog sa 4.3 i pokazati c´emo kako ih iskoristiti za racˇunanje h-step
prediktora PHn Xn+h, h > 1. Rekurzivna predikcija je od velike vazˇnosti u praksi buduc´i
da direktno racˇunanje PHn Xn+h iz 4.7 i 4.8 za velike n zahtjeva rjesˇenje velikog sustava
linearnih jednadzˇbi. Sˇtovisˇe, svaki put kada se broj opazˇanja povec´a, cijeli proces se mora
ponoviti. Algoritmi koje c´emo opisati u ovom dijelu dozvoljavaju nam racˇunanje najboljeg
linearnog prediktora bez ikakvih racˇunanja inveznih matrica. Nadalje, oni koriste predik-
tore temeljene na n opazˇanja da bi izracˇunali one temeljene na n+1 opazˇanja, n = 1, 2, . . . .
Rekurzivna predikcija korisˇtenjem Dubin - Levinsonovog algoritma
Buduc´i da je Xˆn+1 = PHn Xn+1, n > 1, mozˇemo Xˆn+1 izraziti u obliku
Xˆn+1 = φn1Xn + · · · + φnnX1, n > 1. (4.9)
Srednje kvadratnu gresˇku prediktora oznacˇavati c´emo sa vn. Dakle,
vn = E(Xn+1 − Xˆn+1)2, n > 1, (4.10)
i ocˇito je v0 = γ(0).
Algoritam odreden u iduc´oj propoziciji, poznat kao Dubin - Levinsonov algoritam, je
rekurzivna shema za racˇunanje φn := (φn1, . . . , φnn)
′
i vn za n = 1, 2, . . . .
Propozicija 4.2.1. (Dubin - Levinsonov algoritam) Ako je {Xt} stacionarni proces s ocˇekiv-
anjem 0 i autokovavrijacijskom funkcijom γ(·) takvom da je γ(0) > 0 i γ(h)→ 0 kada h→
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∞, tada koeficijenti φni i srednje kvadratne gresˇke vn definirani sa 4.9 i 4.10 zadovoljavaju

























vn = vn−1[1 − φ2nn]. (4.13)
U poglavlju 3.4 dali smo dvije definicije parcijalne autokorelacijske funkcije od {Xt} u
pomaku h, tj.
α(n) = Corr(Xn+1 − Psp{X2,...,Xn}Xn+1, X1 − Psp{X2,...,Xn}X1)
i
α(n) = φnn.
U iduc´em korolaru dati c´emo ekvivalenciju ove dvije definicije uz uvjete iz propozicije
4.2.1.
Korolar 4.2.2. (Parcijalna autokorelacijska funkcija) Uz pretpostavke iz propozicije 4.2.1.
vrijedi
φnn = Corr(Xn+1 − Psp{X2,...,Xn}Xn+1, X1 − Psp{X2,...,Xn}X1).
Rekurzivna predikcija korisˇtenjem inovacijskog algoritma
Druga rekurzija, dana u donjoj propoziciji 4.2.3., ovisi o dekompoziciji od Hn na n orto-
gonalnih potprostora pomoc´u Gram-Schmidtovog postupka ortogonalizacije. Propozicija
4.2.3. je generalno visˇe primjenjiva od propozicije 4.2.1. buduc´i da dopusˇtamo moguc´nost
da {Xt} bude nestacionaran proces s ocˇekivanjem 0 i autokovarijacijskom funkcijom,
κ(i, j) = 〈Xi, X j〉 = E(XiX j).
Kao i prije, definiramoHn = sp{X1, . . . , Xn}, Xˆn+1 kao u 4.3 i vn = ‖Xn+1 − Xˆn+1‖2. Ocˇito je
(definirajuc´i Xˆ1 := 0),
Hn = sp{X1 − Xˆ1, X2 − Xˆ2, . . . , Xn − Xˆn}, n > 1,





θn j(Xn+1− j − Xˆn+1− j).
Sad c´emo dati rekurzivnu shemu za racˇunanje {θn j, j = 1, . . . , n; vn}, n = 1, 2, . . . .
Propozicija 4.2.3. (inovacijski algoritam) Ako {Xt} ima ocˇekivanje 0 i E(XiX j) = κ(i, j),
gdje je matrica [κ(i, j)]ni, j=1 regularna za svaki n = 1, 2, . . . , tada one-step prediktori
Xˆn+1, n > 0, i njihove srednje kvadratne gresˇke vn, n > 1, su dane sa
Xˆn+1 =
0, ako je n = 0,∑n
j=1 θn j(Xn+1− j − Xˆn+1− j), ako je n > 1,
(4.14)
i 
v0 = κ(1, 1)
θn,n−k = v−1k
(
κ(n + 1, k + 1) −∑k−1j=0 θk,k− jθn,n− jv j), k = 0, 1, . . . , n − 1
vn = κ(n + 1, n + 1) −∑n−1j=0 θ2n,n− jv j. (4.15)
Dok Durbin - Levinson algoritam daje koeficijente od X1, . . . , Xn u reprezentaciji Xˆn+1 =∑n
j=1 φn jXn+1− j, inovacijski algoritam daje koeficijente ”inovacije“, (X j − Xˆ j), j = 1, . . . , n,
u ortogonalnom prosˇirenju Xˆn+1 =
∑n
j=1 θn j(Xn+1− j − Xˆn+1− j). Potonje prosˇirenje je izu-
zetno jednostavno za uporabu i, u slucˇaju ARMA(p, q) procesa, mozˇe biti josˇ visˇe pojed-
nostavljeno. Propozicija 4.2.3. takoder daje inovacijsku reprezentaciju od Xn+1. Dakle,




θn j(Xn+1− j − Xˆn+1− j), n = 0, 1, 2, . . . .
Rekurzivni izracˇun h-step prediktora, h > 1
Uvest c´emo oznaku Pn za operator projekcije PHn . Tada h-step prediktor Pn Xn+h lako
mozˇemo pronac´i uz pomoc´ Propozicije 4.2.3. Uz Propoziciju 2.3.6. za h > 1, vrijedi
PnXn+h = PnPn+h−1Xn+h = PnXˆn+h = Pn
n+h−1∑
j=1
θn+h−1, j(Xn+h− j − Xˆn+h− j).




θn+h−1, j(Xn+h− j − Xˆn+h− j) (4.16)
POGLAVLJE 4. PREDIKCIJA STACIONARNIH PROCESA 40
gdje su koeficijenti θn j odredeni kao ranije s 4.15. Sˇtovisˇe, srednje kvadratnu gresˇku
mozˇemo izraziti kao
E(Xn+h − PnXn+h)2 = ‖Xn+h‖2 − ‖PnXn+h‖2
= κ(n + h, n + h) −∑n+h−1j=h θ2n+h−1, jvn+h− j− j. (4.17)
4.3 Rekurzivni prediktor ARMA(p, q) procesa
Propoziciju 4.2.3. mozˇemo direktno primjeniti na prediktora kauzalnog ARMA procesa
φ(B)Xt = θ(B)Zt, {Zt} ∼WN(0,Σ2) (4.18)
gdje je kao i obicˇno, φ(B) = 1 − φ1B − · · · − φpBp i θ(B) = 1 + θ1B + · · · + θqBq.
Medutim, vidjet c´emo da drasticˇno pojednostavljenje u kalkulaciji mozˇe biti napravljeno
ako, umjesto primjene Propozicije 4.2.3. diretno na {Xt}, primjenimo je na transformirani
proces llWt = σ−1Xt, t = 1, . . . ,m,Wt = σ−1φ(B)Xt, t > m (4.19)
gdje je
m = max(p, q) (4.20)
Zbog jednostavnosti definirat c´emo θ0 = 1 i pretpostaviti da je p > 1 i q > 1. Ne dolazi
do smanjenja opc´enitosti s ovim pretpostavkama buduc´i da u ovoj analizi dopusˇtamo da
bilo koji od koeficijenata φi i θi bude jednak 0.
S potprostoromHn definiranim u dijelu 5.1, mozˇemo pisati
Hn = sp{X1, . . . , Xn} = sp{W1, . . . ,Wn}, n > 1. (4.21)
Za n > 1, Xˆn+1 i Wˆn+1 c´e oznacˇavati projekcije na Hn od Xn+1 i Wn+1 respektivno.
Kao u 4.3 mozˇemo definirati Xˆ1 = Wˆ1 = 0. Autokovarijacijsku funkciju γX(·) od {Xt}
mozˇemo lako izracˇunati koristec´i bilo koju od metoda opisanih u 3.3. Autokovarijacije
κ(i, j) = E(WiW j) se mogu nac´i iz
κ(i, j) =

σ−2γX(i − j), 1 6 i, j 6 m,
σ−2
[
γX(i − j) −∑pr=1 φrγX(r − |i − j|)], min(i, j) 6 m < max(i, j) 6 2m,∑q
r=1 θrθr+|i− j|, min(i, j) > m,
0, inacˇe,
(4.22)
gdje prihvac´amo konvenciju θ j = 0 za j > q.
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Primjenom Propozicije 4.2.3. na proces {Wt} dobivamoWˆn+1 =
∑n
j=1 θn j(Wn+1− j − Wˆn+1− j), 1 6 n < m,
Wˆn+1 =
∑q
j=1 θn j(Wn+1− j − Wˆn+1− j), n > m,
(4.23)
gdje su koeficijenti θn j i srednje kvadratne gresˇke rn = E(Wn+1−Wˆn+1)2 dobivene rekuzijom
iz 4.15 s κ definiranim kao u 4.22. Bitna znacˇajka prediktora 4.23 je isˇcˇezavanje θn j kada
su n > m i j > q.
Da bi pronasˇli Xˆn od Wˆn promatramo, projicirajuc´i svaku stranu od 4.19 naHt−1, tadaWˆt = σ−1Xˆt, t = 1, . . . ,m,Wˆt = σ−1[Xˆt − φ1Xt−1 − · · · − φpXt−p], t > m, (4.24)
sˇto zajedno sa 4.19 pokazuje da je
Xt − Xˆt = σ[Wt − Wˆt], za svaki t > 1. (4.25)
Zamjenom (W j − Wˆ j) sa σ−1(X j − Xˆ j) u 4.23 i supstitucijom u 4.24, konacˇno dobivamoXˆn+1 =
∑n
j=1 θn j(Xn+1− j − Xˆn+1− j), 1 6 n < m,
Xˆn+1 = φ1Xn + · · · + φpXn+1−p + ∑qj=1 θn j(Xn+1− j − Xˆn+1− j), n > m, (4.26)
i
E(Xn+1 − Xˆn+1)2 = σ2E(Wn+1 − Wˆn+1)2 = σ2rn (4.27)
gdje su θn j i rn dobiveni iz 4.29 s κ definiranim kao u 4.22. Jednadzˇbe 4.26 odreduju
one-step prediktore Xˆ2, Xˆ3, . . . , respektivno.
Kovarijance κ(i, j) transformiranog procesa {Wt} ovise samo o φ1, . . . , φp, θ1, . . . , θq i ne
ovise o σ2. Isto vrijedi i za θn j i rn.
Reprezentacija 4.26 za Xˆn+1 je osobito pogodna s prakticˇne tocˇke gledisˇta, ne samo
zbog jedinstvenosti rekurzije za koeficijente, vec´ i zato sˇto za n > m zahtjeva najvisˇe p
zadnjih opazˇanja Xn, . . . , Xn−1−p i najvisˇe q zadnjih inovacija (Xn−1− j− Xˆn−1− j), j = 1, . . . , q,
da bi predvidjeli Xn+1. S druge strane, direktna primjena Propozicije 4.2.3. na {Xt} vodi
reprezentaciji od Xˆn+1 u terminima svih n prethodnih inovacija (X j − Xˆ j), j = 1, . . . , n.
Mozˇe se pokazati da ako je {Xt} invertibilan da tada kad n → ∞, tada rn → 1 i θn j →
θ j, j = 1, . . . , q.
h-step prediktori ARMA(p, q) procesa, h > 1
Kao u 5.2, koristit c´emo oznaku Pn za projekciju PHn . Tada iz 4.16 imamo
PnWn+h =
∑n+h−1
j=h θn+h−1, j(Wn+h− j − Wˆn+h− j)
= σ−1
∑n+h−1
j=h θn+h−1, j(Xn+h− j − Xˆn+h− j).
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Koristec´i taj rezultat i primjenjujuc´i operator Pn na obje strane jednadzˇbe 4.19, za-




j=h θn+h−1, j(Xn+h− j − Xˆn+h− j), 1 6 m − n,∑p
i=1 φiPnXn+h−i +
∑
h6 j6q θn+h−1, j(Xn+h− j − Xˆn+h− j), h > m − n,
(4.28)
Jednom kad prediktore Xˆ1, . . . , Xˆn izracˇunamo iz 4.26, uz fiksni n, jednostavno je re-
kurzivno odrediti prediktore PnXn+1, PnXn+2, PnXn+3, . . . iz 4.28.
Pod pretpostavkom da je n > m, sˇto je uvijek slucˇaj s problemima predikcije u praksi,







θn+h−1, j(Xn+h− j − Xˆn+h− j), (4.29)








θn+h−1, j(Xn+h− j − Xˆn+h− j), (4.30)
gdje je θn0 := 1 za svaki n. Oduzimanjem 4.29 od 4.30 dobivamo
Xn+h − PnXn+h −
p∑
i=1
φi(Xn+h−i − PnXn+h−i) =
h−1∑
j=0













gdje su Φ i Θ donje trokutaste matrice,
Φ = −[φi− j]hi, j=1 (φ0 := −1, φ j := 0 ako je j > p ili j < 0),
i
Θ = −[θn+i−1,i− j]hi, j=1 (θn0 := 1, θn j := 0 ako je j > q ili j < 0).
Iz 4.32 odmah mozˇemo vidjeti da kovarijacijska matrica vektora prediktora (Xn+1−PnXn+1,
. . . , Xn+h − PnXn+h)′ je
C = Φ−1ΘVΘ′Φ′−1, (4.33)
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gdje je V = diag(vn, vn+1, . . . , vn+h−1). Lako se pokazˇe da je Φ−1 donjetrokutasta matrica
Φ−1 = [χi− j]ni, j=1 (χ0 := 1, χ j := 0 ako je j < 0) (4.34)




φkχ j−k, j = 1, 2, . . . . (4.35)
Srednje kvadratna gresˇka h-step prediktora PnXn+h je dobivena iz 4.33








Pretpostavljajuc´i invertibilnost ARMA procesa, mozˇemo pustiti n → ∞ u 4.29 i 4.36































, |z| 6 1.
4.4 Predikcija stacionarnih Gaussovskih procesa;
predikcijske granice
Neka je {Xt} stacionaran Gaussovski proces s ocˇekivanjem nula i kovarijacijskom funkci-
jom γ(·) takvom da je γ(0) > 0 i γ(h) → 0 kada h → ∞. Prema jednadzˇbi 4.7 najbolji
linearni prediktor od Xn+h u terminima Xn = (X1, . . . , Xn)′ je
PnXn+h = [γn + h − 1, γn + h − 2, . . . , γ(h)]Γ−1n Xn, h > 1 (4.39)
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Kalkulacija za PnXn+h jednostavno je izvedena rekurzivno uz pomoc´ 4.16, ili u slucˇaju
ARMA(p, q) procesa, korisˇtenjem 4.28. Buduc´i da (X1, . . . , Xn+h)′ ima visˇedimenzionalnu
normalnu distribuciju, slijedi da
PnXn+h = EM{X1,...,Xn}Xn+h = E(Xn+h|X1, . . . , Xn).
Za stacionaran Gaussovski proces jasno je da je predikcijska gresˇka ∆n(h) := Xn+h −
PnXn+h normalno distribuirana s ocˇekivanjem nula i varijancom
σ2(h) = E∆n(h)2,
koja mozˇe biti izracˇunata bilo iz 4.17 u generalnom slucˇaju, ili iz 4.36 ako je {Xt}ARMA(p,
q) proces.
Oznacˇimo li sa Φ1−α/2 (1 − α/2)-kvantil standardne normalne distribucije, mozˇemo
iz razmatranja u prethodnom odlomku zakljucˇiti da Xn+h lezˇi izmedu granica PnXn+h ±
Φ1−α/2σn(h) s vjerojatnosˇc´u (1− α). Ove granice nazivamo (1− α)-predikcijske granice za
Xn+h.
4.5 Predikcija kauzalnog invertibilnog ARMA(p, q)
procesa u terminima od X j,−∞ < j < n
Ponekad je korisno, primarno u procjeni PnXn+h za velike n, odrediti projekciju od Xn+h na
Mn = sp{X j,−∞ < j 6 n}. Ovdje c´emo razmotriti problem u slucˇaju kada je {Xt} kauzalan
invertibilan ARMA(p, q) proces,
φ(B)Xt = θ(B)Zt, {Zt} ∼WN(0, σ2) (4.40)
Kako bi pojednostavili zapis, pretpostavljamo da je n fiksan pozitivan cijeli broj i defi-
niramo
X˜t := PMn Xt (= Xt za t 6 n). (4.41)
Tada mozˇemo odrediti X˜n+h i E(Xn+h − X˜n+h)2 iz sljedec´eg teorema. E(Xn+h − X˜n+h)2 je
korisno za velike n kao aproksimacija za E(Xn+h − PnXn+h)2.





pi jX˜n+h− j (4.42)
i








j = φ(z)/θ(z) i
∑∞
j=0 ψ jz
j = θ(z)/φ(z), |z| 6 1. Sˇtovisˇe,




Dokaz. Iz teorema 3.1.6. i 3.1.8. znamo da je
Zn+h = Xn+h +
∞∑
j=1





ψ jZn+h− j. (4.46)
Primjenom operatora PMn na obje strane jednadzˇbe i korisˇtenjem cˇinjenice da je Zn+h
ortogonalan na Mn za svaki k > 1, dobivamo jednadzˇbu 4.42 i 4.43. Tada oduzimanjem
4.43 od 4.46 dobivamo
Xn+h − X˜n+h =
h−1∑
j=0
ψ jZn+h− j, (4.47)
iz cˇega direktno slijedi 4.44. 
Jednadzˇba 4.42 je najprikladnije za racˇunanje X˜n+h. Mozˇe se rijesˇiti rekurzivno za










Za velike n, krnje rjesˇenje X˜Tn , dobiveno iz
∑∞





pi jX˜Tn+h− j uz X˜t = Xt, t = 1, . . . , n,
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Srednje kvadratna gresˇka od X˜n+h definirana u 4.44 takoder se ponekad koristi u aprok-
simaciji za E(Xn −PnXn+h)2. Aproksimacija 4.44 je zapravo velika uzoracˇka aproksimacija
4.38 za srednje kvadratnu gresˇku 4.36 od PnXn+h.
Za AR(p) proces, jednadzˇba 4.42 dovodi do ocˇekivanog rezultata
X˜n+1 = φ1Xn + · · · + φpXn++1−p,
uz srednje kvadratnu gresˇku
E(Xn+1 − X˜n+1)2 = σ2.





uz srednje kvadratnu gresˇku
E(Xn+1 − X˜n+1)2 = σ2.





sˇto mozˇe bili losˇa aproksimacija ako je |θ1| blizu 1.
Za fiksni n, predikcijske gresˇke Xn+h− X˜n+h, h = 1, 2, . . . , nisu nekorelirane. Jasno je da
je iz 4.47 kovarijanca h-step i k-step prediktorskih gresˇaka
E[(Xn+h − X˜n+h)(Xn+h − X˜n+h)] = σ2
h−1∑
j=0
ψ jψ j+k−h za k > h. (4.48)
Odgovarajuc´a kovarijanca od (Xn+h − PnXn+h) i (Xn+h − PnXn+h) kompliciranija, ali je
mozˇemo izvesti iz 4.33.
Poglavlje 5
Primjena ARMA modela u medicini
U ovom poglavlju se bavimo analizom podataka jedne bolnice, a ta je analiza napravljena
u statisticˇkom programu R. Kod u R-u nije optimiziran buduc´i da je napravljen u svrhu
prikaza rezultata potrebnih za ovaj diplomski rad.
5.1 Opisna statistika
Najprije c´emo se upoznati sa podacima: njihovim izgledom, strukturom i znacˇenjem.
Sljedec´a tablica daje nam primjer podataka koje koristimo za analizu.
Tablica 5.1: Primjer tablice s podacima
Pregled Spol Dob Datum pregleda
UZV F 35 01.01.2014.
MR M 56 02.01.2014.
RG M 23 01.01.2014.
CT F 15 01.02.2014.





Pregledi koje bolnica radi su: CT (racˇunalna tomografija), MR (magnetna rezonanca),
RG (rendgen), UZV (ultrazvuk) i Other (ostalo). Spol pacijenata oznacˇen je sa F (zˇensko)
i M (musˇko). Dob pacijenata je u skupu {1, . . . , 103}, a datumi koje imamo krec´u se u
rasponu od 01. sijecˇnja 2014. do 09. veljacˇe 2014. (40 dana). Tablica s podacima ukupno
sadrzˇi 35 500 redaka, odnosno 35 500 obavljenih pretraga nad pacijentima.
Kroz iduc´ih nekoliko dijagrama mozˇemo bolje vidjeti s kakvim podacima radimo.
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Slika 5.1: Frekvencije spolova pacijenata
Slika 5.2: Frekvencije pregleda
Na slici 5.1 mozˇemo vidjeti da je udio pacijentica vec´i u odnosu na pacijente, dok iz
slike 5.2 vidimo frekvencije pregleda, pri cˇemu je u bolnici u 40 dana najvisˇe napravljeno
rendgena, a najmanje ultrazvuka od cˇetiri vrste istaknutih pretraga.
Na slikama 5.3 - 5.6 vidimo frekvencije pregleda; slika 5.3 sadrzˇi frekvencije svih pre-
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gleda u vremenskom periodu od 40 dana, a ostale slike frekvencije po pojedinim vrstama
pregleda. Na dijagramima mozˇemo uocˇiti periodicˇnost, tj. tjedne i vikende, pa je zanim-
ljivo kako se neki pregledi obavljaju vikendima (CT slika 5.4 lijevo, RG slika 5.5 i UZV
slika 5.6 lijevo), dok druge ne (MR slika 5.4 desno i ostali slika 5.6 desno). Kako je 1.
sijecˇanj 2014. srijeda (u tjednu), vidimo da su se pregledi obavljali po uzoru na vikende
sˇto je sasvim u redu buduc´i da se radi o neradnom danu.
Slika 5.3: Frekvencije svih pregleda kroz promatrani vremenski period
Dijagram 5.7 daje frekvencije pregleda po dobi pacijenata: mlade generacije obav-
ljaju manje pregleda u odnosu na starije generacije. U promatranom vremenskom periodu
najvisˇe pregleda obavili su pacijenti u dobi od 67 godina, a zanimljiv je dupli broj pregle-
danih jednogodisˇnjaka u usporedbi s djecom do dobi od 10 godina.
Na slikama 5.8 i 5.9 mozˇemo vidjeti frekvencije kao vremenski niz, tj. rec´i c´emo da
promatramo kretanje broja pregleda kroz vrijeme na 5.8 i kretanje broja prosjecˇne dobi
i spola na 5.9. Na slici 5.8 kretanje vidimo za sve preglede skupa i pojedinacˇno. Kao
i na dijagramima, lako mozˇemo identificirati tjedne i vikende sˇto bi znacˇilo da postoji
senzonalnost s periodom d = 7.
Slicˇna situacija je i na slici 5.9 kada promatramo kretanje musˇkih i zˇenskih pacijenata
(u sumi) koji su obavljali preglede u vremenskom intervalu od 40 dana (zadnja dva prikaza:
Female i Male). Iz prva dva prikaza na istoj slici gdje vidimo kretanje prosjecˇne dobi po
spolu senzonalnot nije ocˇita.
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Slika 5.4: Frekvencije CT-a i MR-a kroz promatrani vremenski period
Slika 5.5: Frekvencije RG-a kroz promatrani vremenski period
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Slika 5.6: Frekvencije UZV-a i ostalih pregleda kroz promatrani vremenski period
Slika 5.7: Frekvencije svih pregleda po dobi pacijenata
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Slika 5.8: Kretanje broja pregleda kroz vrijeme (svi zajedno, CT, MR, RG, CT, Ostali)
Slika 5.9: Kretanje prosjecˇne dobi i spola pacijenata kroz vrijeme
5.2 Obrada podataka
Detaljnije c´emo analizirati samo kretanje broja svih pregleda i rendgena.
Slika 5.10 predstavlja (klasicˇnu) dekompoziciju 1.5 vremenskog niza pregleda na: kom-
ponentu senzonalnosti, komponentu trenda i reziduale (zadnja tri reda slike). Iz te dekom-
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Slika 5.10: Dekompozicija vremenskog niza svih pregleda
pozicije vidimo da senzonalnost svakako postoji (sˇto smo i vidjeli na ranijim dijagramima)
s periodom d = 7. Takoder, mozˇemo zakljucˇiti da se trend ne mijenja, odnosno da je
konstantan. Dekompoziciju u R-u daje nam funkcija
stl(ts,"periodic").
Kako senzonalnost postoji, iskoristit c´emo jednu od metoda uklanjanja trenda opisanih
u prvom dijelu rada - diferenciranje. U R-u postoji naredba koja nam upravo to radi:
diff(ts, n)
gdje su ulazni podaci funkcije vremenski niz ts i broj diferenciranja n. Ovdje c´emo di-
ferencirati jednom, odnosno za n = 1. Dobiveni niz je stacionaran sˇto nam sugeriraju tri
korisˇtena testa za provjeru stacionarnosti:
adf.test(ts, alternative = "stationary")
kpss.test(ts)
Box.test(ts,type = "Ljung-Box")
Ponovo radimo dekompoziciju, ali ovaj put diferenciranog vremenskog niza, sˇto mozˇemo
vidjeti na slici 5.11. Mozˇemo uocˇiti da senzonalnost josˇ uvijek postoji, ali danjim transfor-
macijama ne postizˇemo potpuno uklanjanje senzonalnosti, a zbog male kolicˇine podataka
ostajemo na ovome (svakim diferenciranjem vremenski period se smanjuje, pa tako visˇe
nemamo vremenski niz od 40 dana vec´ 39 dana).
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Slika 5.11: Dekompozicija diferenciranog vremenskog niza svih pregleda
Slika 5.12: ACF i PACF diferenciranog vremenskog niza svih pregleda
Iz parcijalne autokorelacijske funkcije (Partial ACF, slika 5.12 desno) mozˇemo vidjeti
koje su korelacije znacˇajne za autoregresivni dio ARMA procesa, odnosno koliko varijabli
je proizasˇlo iz prosˇlosti. Vidimo zancˇajnost korelacija u pomaku (lagu) 2, 5, 6 i one su
negativne (-0.324, -0.333, 0.640), dok su u pomaku 7 pozitivne (0.528).
Iz autokorelacijske funkcije (ACF, slika 5.12 lijevo) znacˇajne korelacije za MA dio su
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u pomaku 2 i 5 gdje su negativne (-0.324, -0.333), i u pomaku 7 gdje su pozitivne (0.640).
Dobivamo da je p ∈ {2, 5, 6, 7} i q ∈ {2, 5, 7}.
Nakon odabira modela (tj. p = 5 i q = 2), radimo predikciju uz pomoc´ narebe
predict(ts,n.ahead)
gdje uzimamo n.ahead = 4. Graficˇki prikaz toga mozˇemo vidjeti na slici 5.13 gdje imamo
prikaz pocˇetnog diferenciranog niza u vremenskim trenucima od 1 do 35 (ARMA(5,2)
model primjenili smo na pocˇetnih 35 vremenskih tocˇaka) i zajedno sa ostatkom diferenci-
ranog niza (plavo) i predikcijom (ruzˇicˇasto). Mozˇemo vidjeti da odabrani ARMA proces
radi poprilicˇno dobru predikciju.
Potpuno iste korake analize radimo za kretanje rendgena i dolazimo do slicˇnih rezultata,
a predikcija zajedno sa ostatkom je vidljiva na slici 5.17
Slika 5.13: Diferencirani vremenski niz i predikcija
Iako podataka ima poprilicˇno malo, na temelju njih mozˇemo zakljucˇiti da ARMA pro-
ces daje poprilicˇno dobre rezultate predikcije.
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Slika 5.14: Dekompozicija vremenskog niza RG-a
Slika 5.15: Dekompozicija vremenskog niza RG-a
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Slika 5.16: ACF i PACF diferenciranog vremenskog niza RG-a
Slika 5.17: Diferencirani vremenski niz i predikcija
Dodatak A
Kodovi u R-u
Ovdje dajemo kod napravljen u statisticˇkom programu R. Ponovo napominjemo da kod
nije optimiziran s obzirom da je napravljen u svrhu analize i dobivanja rezultata potrebnih
samo za ovaj diplomski rad.
library(forecast), library(tseries)
#ucˇitavanje podataka
data = read.table("podaci.txt", header = TRUE)
spol = data[ ,1]
dob = data[ ,2]
pregled = data[ ,3]
data[ ,4] = as.Date(data[ ,4], format("%d-%m-%Y"))
datumi = data[ ,4]
dani = data[ ,5]
n = length(data[ ,1])
spolovi = numeric(n)
for(i in 1:n){
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for (i in 1:40) {
k = 0
for(j in 1:length(dani))
if(i == dani[j]) k = k + 1
frekvencije[i] = k
}
frekvencije CT = numeric(40)




if(pregled[j] == "CT") k = k + 1
frekvencije CT[i] = k
}
frekvencije MR = numeric(40)




if(pregled[j] == "MR") k = k + 1
frekvencije MR[i] = k
}
frekvencije RG = numeric(40)




if(pregled[j] == "RG") k = k + 1
frekvencije RG[i] = k
}
frekvencije UZV = numeric(40)
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if(pregled[j] == "UL") k = k + 1
frekvencije UZV[i] = k
}
frekvencije Other = numeric(40)




if(pregled[j] == "Other") k = k + 1
frekvencije Other[i] = k
}
frekvencije Male = numeric(40)




if(spol[j] == "M") k = k + 1
frekvencije Male[i] = k
}
frekvencije Female = numeric(40)




if(spol[j] == "F") k = k + 1
frekvencije Female[i] = k
}
frekvencije prosjekDob = numeric(40)
for (i in 1:40) {
k = 0
for(j in 1:length(dani))
if(i == dani[j]) k = k + dob[j]
frekvencije prosjekDob[i] = k/frekvencije[i]
}
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frekvencije prosjekDobM = numeric(40)




if(spol[j] == "M") k = k + dob[j]
frekvencije prosjekDobM[i] = k/frekvencije Male[i]
}
frekvencije prosjekDobF = numeric(40)




if(spol[j] == "F") k = k + dob[j]
frekvencije prosjekDobF[i] = k/frekvencije Female[i]
}
frekvencije prosjekDob = numeric(40)
for (i in 1:40) {
k = 0
for(j in 1:length(dani))
if(i == dani[j]) k = k + dob[j]
frekvencije prosjekDob[i] = k/frekvencije[i]
}
fr spol = numeric(2)
fr spol[1] = sum(frekvencije Female)
fr spol[2] = sum(frekvencije Male)
fr dob = numeric(max(dob))
for (i in 1:max(dob)) {
k = 0
for(j in 1:n)
if(i == dob[j]) k = k + 1
fr dob[i] = k
}
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fr pregledi = numeric(5)
fr pregledi[1] = sum(frekvencije CT)
fr pregledi[2] = sum(frekvencije MR)
fr pregledi[3] = sum(frekvencije RG)
fr pregledi[4] = sum(frekvencije UZV)
fr pregledi[5] = sum(frekvencije Other)
#graficˇki prikaz frekvencija
pie(fr spol,labels = c("Female", "Male"), col = c("indianred1",
"indianred4"))
pie(fr pregledi, labels = c("CT", "MR", "RG", "UZV", "Other"))
barplot(fr pregledi, names.arg = c("CT", "MR", "RG", "UZV",
Other"), xlab = c("Examinations"), ylab = c("Frequency"), col
= c("indianred", "indianred1", "indianred2", "indianred3",
"indianred4"))
barplot(frekvencije, names.arg = 1:40, axisnames = TRUE, xlab
= c("Time"), ylab = c("Frequency"), col = "indianred")
par(mfrow = c(1,2))
barplot(frekvencije CT, names.arg = 1:40, axisnames = TRUE,
xlab = c("CT examination trough time"), ylab = c("Frequency"),
col = "indianred")
barplot(frekvencije MR, names.arg = 1:40, axisnames = TRUE,
xlab = c("MR examination trough time"), ylab = c("Frequency"),
col = "indianred")
par(mfrow = c(1,1))
barplot(frekvencije RG, names.arg = 1:40, axisnames = TRUE,
xlab = c("RG examination trough time"), ylab = c("Frequency"),
col = "indianred")
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par(mfrow = c(1,2))
barplot(frekvencije UZV, names.arg = 1:40, axisnames = TRUE,
xlab = c("UZV examination trough time"), ylab = c("Frequency"),
col = "indianred")
barplot(frekvencije Other, names.arg = 1:40, axisnames = TRUE,
xlab = c("Other examinations trough time"), ylab = c("Frequency
"), col = "indianred")
par(mfrow = c(1,1))
barplot(fr dob, names.arg = 1:103, axisnames = TRUE, xlab =
c("Age"), ylab = c("Frequency"), col = "indianred")
#kreiranje matrica svih frekvencija
Matrica1 = matrix(numeric(240),40,6)
Matrica1[ ,1] = frekvencije
Matrica1[ ,2] = frekvencije CT
Matrica1[ ,3] = frekvencije MR
Matrica1[ ,4] = frekvencije RG
Matrica1[ ,5] = frekvencije UZV
Matrica1[ ,6] = frekvencije Other
Matrica2 = matrix(numeric(160),40,4)
Matrica2[ ,1] = frekvencije prosjekDobF
Matrica2[ ,2] = frekvencije prosjekDobM
Matrica2[ ,3] = frekvencije Female
Matrica2[ ,4] = frekvencije Male
#definiranje vremenskih nizova
TS matrica = ts(Matrica1, start = 1, frequency = 7, names =
c("All", "CT", "MR", "RG", "UL", "Oth"))
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plot.ts(TS matrica, main = c(" "), col = "indianred4")
TS matrica2 = ts(Matrica2, start = 1, frequency = 7, names =
c("Avg Age Female", "Avg Age Male", "Female", "Male"))
plot.ts(TS matrica2, main = c(" "), col = "indianred4")
#donji dio ponavljamo dva puta za sljedec´e dvije definicije varijabli
pregledi = TS matrica[ ,1]
pregledi = TS matrica[ ,4]
#dekompozicija vremenskog niza
x = stl(pregledi,"periodic")
plot(x, col = "indianred4")
#direrenciranje vremenskog niza
pregledi = diff(pregledi,1)
#testiranje stacionarnosti diferenciranog vremenskog niza
adf.test(pregledi, alternative = "stationary")
kpss.test(pregledi)
Box.test(pregledi, type = "Ljung-Box", lag = 7)
#dekompozicija diferenciranog vremenskog niza
x = stl(pregledi, "periodic")
plot(x, col = "indianred4")
dekomp = x$time.series
senzonalnost = dekomp[ ,1]
trend = dekomp[ ,2]
ostatak = dekomp[ ,3]
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#odabir modela





#ispis znacˇajnih vrijednosti potrebnih za odabir redova ARMA modela (p,q)
acf(pregledi, lag.max = 20, plot = FALSE)
pacf(pregledi, lag.max = 20, plot = FALSE)
p = 5; q = 2





predict(ARMA, n.ahead = 4)
confint(ARMA)
predikcija = predict(ARMA, n.ahead = 4)
predikcija$pred
#graficˇki prikaz dobivenih rezultata
sve = numeric(39)
sve = ts(pregledi, frequency = 1)
plot.ts(sve, ylab = c("Diff. time series"))
points(36:39, pregledi[36:39], col = "blue", type = "l")
points(36:39, predikcija$pred, col = "indianred4", type = "l")
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Sazˇetak
U ovom radu objasnili smo pojam vremenskog niza i dali teorijsku podlogu i alate za nje-
govu analizu i obradu. Obradili smo pojmove stacionarnog procesa i ARMA(p, q) procesa,
te pojmove autokovarijacijske funkcije, autokorelacijske funkcije (acf) i particalne autoko-
relacijske funkcije (pacf) koje imaju krucijalnu ulogu i moc´an su alat u njihovim obradama.
Razradenu teoriju primjenili smo na konkretne i stvarne podatke dobivene iz tajnih iz-
vora jedne norvesˇke bolnice koristec´i gotove funkcije statisticˇkog programa R. Cilj analize
bio je modelirati podatke ARMA procesom i napraviti predikcije na temelju istih.
Na pocˇetne podatke primjenili smo metodu diferenciranja kako bi uklonili senzonal-
nost. Autokorelacijska i parcijalna autokorelacijska funkcija dale su nam naslutiti red
ARMA(p, q) procesa. Odabirom modela i njegovom primjenom na jedan dio diferenci-
ranih podataka (uzeli smo broj pregleda u prvih 35 vremenskih tocˇaka), napravili smo
predikciju nad modeliranim podacima za sljedec´ih 4 dana. Graficˇki smo prikazali cijeli
diferencirani niz te na njega dodali predikciju iz cˇega se mozˇe vidjeti da na ovim podacima
ARMA proces daje poprilicˇno dobre rezultate predikcije. Opc´enito, rezltate predikcija ne
mozˇemo uzeti s velikom sigurnosˇc´u, gotovo uvijek c´e to biti priblizˇne vrijednosti.
Summary
In this thesis we described what a time series is, we gave theoretical background and esta-
blished the tools and basis for its analysis. Also, we gave concept of the stationary process,
ARMA(p, q) process, autorcovariance function, autocorelation function (acf) and partial
autocorelation function (pacf) which have a crucial role and are a mighty tool in their
analysis.
We used elaborated theory on concrete and real data provided from anonymous source
from Norwegian hospital using static program functions in R. The goal of the analisys was
to model data using the ARMA process and to establish predictions acording to it.
We used differencing method on the starting data to remove its seasonality. Autoco-
relation and partial autocorelation functions provided us with order of the ARMA(p, q)
process. Choosing model and using it on one part of the differenced data (we took the
number of examinations in the first 35 time points), we made predictions on the modeled
data for the next 4 days. We made a graphic preview of the differenced series and added the
prediction on top of it. We can deduct that the ARMA process outputs relatively accurate
prediction results. The predicted results will always provide only an approximation of the
values, so they should not be taken as precise values.
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