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En este trabajo se realiza un estudio de la composición de bandas sonoras para cine utilizando
inteligencia artifcial, lo que signifca que se investiga la posibilidad de crear música totalmente nueva
y melódica utilizando redes neuronales.
El primer objetivo de este trabajo es conseguir generar melodías con sentido que puedan servir
como ayuda en la composición de bandas sonoras. El segundo objetivo, que está estrechamente re-
lacionado con el primero, es investigar sobre la posibilidad de clasifcar las bandas sonoras según el
género cinematográfco de las películas a las que pertenecen. Por último, el objetivo fnal, consiste en
combinar los dos anteriores, es decir, intentar generar melodías de bandas sonoras, seleccionando el
género cinematográfco al que se quiere que pertenezcan.
Para conseguir estos objetivos, el desarrollo de esta investigación ha constado principalmente de
tres pasos. Primero se ha realizado la extracción de datos, donde se han llevado a cabo 3 estudios
distintos, y para lo cual se ha hecho uso principalmente de la técnica del Web Scraping. Posteriormen-
te, se ha efectuado la generación de las bandas sonoras, lo cual ha sido realizado a partir de redes
neuronales recurrentes, más concretamente, de redes Long-Short Term Memory, ya que estas poseen
una especie de memoria y dan lugar a poder conservar una línea melódica en toda la composición. Por
último, se ha llevado a cabo la parte de clasifcación de bandas sonoras por el género cinematográ-
fco de las películas donde aparecen, en la cual se utilizan redes neuronales convolucionales, lo que
signifca que la música es convertida a imágenes antes de ser tratada por ellas.
A partir de los archivos conseguidos en la extracción de datos (alrededor de 60.000 MP3 y 565 MI-
DIs), se han podido generar melodías monofónicas de 12 géneros cinematográfcos distintos utilizando
redes neuronales recurrentes. Además, con los archivos MP3, se ha podido llevar a cabo la investiga-
ción sobre la clasifcación de bandas sonoras por su género utilizando redes neuronales convolucio-
nales. Por último, se ha hecho un estudio con personas que justifca que hay una cierta confusión a
la hora de elegir el género cinematográfco simplemente escuchando las bandas sonoras. También,
en este estudio, se ha determinado que las personas no son capaces de distinguir claramente entre
las composiciones artifciales generadas en este trabajo y melodías de bandas sonoras reales, lo cual
quiere decir que la música generada podría pasar por una pieza compuesta por un humano.
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This paper describes a study about the composition of movie soundtracks using artifcial intelligence,
thus it explores the possibility of creating new and melodic music using neural networks.
The frst goal of this project is to generate meaningful melodies which can be used as help in
soundtrack composition. The second target, which is strongly related to the frst one, is to investigate
about the possibility of classifying soundtracks by their movie genres. Lastly, the fnal goal consists of
combining the two above, which means to try to generate soundtrack melodies selecting the desired
movie genre.
To achieve these goals, the development of this research has been composed of 3 steps. Firstly,
data has been extracted and this has been performed in three different studies. These studies have
been carried out with web scraping. Afterwards, the generation of soundtracks has been executed
using recurrent neural networks, more specifcally Long-Short Term Memory, which have memory and
can preserve a melodic line in the composition. Finally, convolutional neural networks have been used
to try to classify soundtracks by movie genre. To do this, music has been converted to pictures.
From obtained fles in data extraction (around 60,000 MP3 and 565 MIDIs), monophonic melodies
of 12 different movies genres could be generated using recurrent neural networks. Besides, the inves-
tigation about classifying soundtracks by movie genre could be carried out with those MP3 fles. Lastly,
a study with people has been performed. This study justifes that people have problems to choose the
movie genre of a soundtrack. Also, this survey shows that people are not able to distinguish artifcial
compositions and melodies extracted from real soundtracks, which means that the new music could
come across as a musical piece composed by a person.
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En el ámbito de la investigación, la combinación de lo innovador con lo cotidiano es capaz de
hacer un escenario realmente atractivo de estudiar. Precisamente, de esta unión nace la motivación
de este trabajo. La Inteligencia Artifcial (IA) , la parte innovadora, se defne como una simulación
de la inteligencia humana por parte de las máquinas. Mientras la música, la parte cotidiana, es algo
tan común hoy en día que está presente en cualquier momento de la vida. La música nace de la
composición musical, la cual se defne como la práctica de combinar elementos musicales y sus partes
para llegar a producir una pieza musical.
Hasta hace poco, era impensable que una máquina como un ordenador fuese capaz de producir
música con sentido. Es lógico pensar que cualquier pieza musical está compuesta por un compositor
de carne y hueso, el cual ha tenido que utilizar su propia inspiración para componerla. En este trabajo,
se ha investigado la posibilidad de que un "programa" sea capaz de crear música nueva y con senti-
do. Estas composiciones se podrían destinar directamente al público o podrían servir de inspiración a
compositores en el proceso de creación de una obra. Además, esta herramienta podría ayudar a pro-
ducir una mayor variedad de canciones originales sin copyright, para que estas se pudiesen distribuir
libremente y ser usadas donde se quisiese.
Uno de los campos donde esta herramienta podría ser muy útil es en el cine, uno de los grandes en-
tretenimientos desde su invención, el cual está repleto de piezas musicales llamadas Bandas Sonoras
(BSO) . Estas expresan escenas determinadas o representan una película musicalmente. Sabiendo
esto y que la música se puede clasifcar según los diferentes géneros musicales tales como pop, rock,
jazz, clásica, blues, soul... ¿sería posible clasifcar las BSO en función del género cinematográfco de
la película en la que aparecen?
En este trabajo, se intenta mostrar cómo la inteligencia artifcial puede llegar incluso a crear arte,





El objetivo principal de este trabajo es el de estudiar y explorar la viabilidad de componer BSO a
partir de IA . Para ello, se generarán distintas melodías monofónicas de forma artifcial y se compararán
con otras melodías monofónicas extraídas de películas. Sin embargo, antes de generar y analizar estas
composiciones, es necesario entender cómo la IA , a partir de redes neuronales recurrentes, es capaz
de entrenar un modelo para que este sea capaz de producir estas melodías monofónicas y, además,
tengan sentido. Para conseguir este objetivo, hay que realizar un estudio sobre las distintas tecnologías
disponibles y elegir la que más se adecue a nuestras pretensiones.
El segundo objetivo de este trabajo es determinar hasta qué punto es viable diferenciar las bandas
sonoras en cuanto al género cinematográfco de las películas en las que aparecen. Esto se intentará
probar tanto utilizando modelos de IA como contando con la participación de personas.
Por último, el objetivo fnal del presente Trabajo de Fin de Grado (TFG) es mezclar las anteriores
premisas. Esto supone que se van a intentar generar melodías monofónicas de BSO de forma artifcial,
de modo que antes de crear una, se pueda decidir de qué género cinematográfco se quiere que sea
la composición.
1.3. Organización de la memoria
La memoria se ha organizado de la siguiente forma:
1. Introducción: Se describe la motivación que ha dado lugar a este TFG , los objetivos que
se quieren conseguir y cómo se va a estructurar esta memoria.
2. Estado del arte: Se describe todo el entorno científco necesario para entender cómo es
posible llegar a los resultados presentados. Además, se estudian varias investigaciones
similares a este trabajo y se comparan los temas que se abordaron en estos respecto a los
que se tratan en el presente documento.
3. Desarrollo: Se describen las iteraciones que se han llevado a cabo en el proyecto de ma-
nera detallada, explicando cómo se realizó cada paso de la investigación y detallando las
tecnologías utilizadas.
4. Experimentos y resultados: Se explican las pruebas llevadas a cabo tanto de manera
artifcial como contando con la participación de personas. Los resultados de estas pruebas
son mostrados analíticamente y visualmente en forma de gráfcos.
5. Conclusiones y trabajo futuro: Se extraen las conclusiones basadas en los resultados
obtenidos, así como el posible trabajo futuro relacionado con este trabajo.
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En esta sección se describen los principales campos que se van a abordar en esta investigación:
La IA , la música y el Web Scraping (WS) . Además, al fnal se realiza una investigación sobre estudios
similares a los llevados a cabo en este documento y se comparan los temas abordados en cada uno.
2.1. Inteligencia Artifcial
El concepto de IA fue creado tiempo atrás por el sumo interés del ser humano en dotar de inteli-
gencia a los instrumentos creados por él mismo. Al principio sólo se trataba de mitos y leyendas, como
Frankestein, obra escrita en el siglo XIX. Incluso antes de esto, en el siglo XVII, René Descartes ya se
preguntaba si las máquinas podrían llegar a pensar en un futuro. [1]
Para explicar qué es la IA se va a utilizar la defnición proporcionada por Lasse Rouhiainen, un
experto en el tema: [2] Es la habilidad de los ordenadores para hacer actividades que normalmente
requieren inteligencia humana. Pero, para brindar una defnición más detallada, podríamos decir que la
IA es la capacidad de las máquinas para usar algoritmos, aprender de los datos y utilizar lo aprendido
en la toma de decisiones tal y como lo haría un ser humano.
2.1.1. Aprendizaje Automático
El Aprendizaje Automático o también conocido como Machine Learning (ML) es un campo de la IA
que consiste en hacer posible que una máquina aprenda por sí sola a partir del análisis e interpretación
de patrones y datos.
Esta tecnología necesita de un gran volumen de datos para conseguir una mayor inteligencia en
la máquina. Esto se debe a que los algoritmos que llevan a cabo el Aprendizaje Automático necesitan
encontrar patrones en esos datos para proporcionarla capacidad de decidir por sí misma.
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En la fgura 2.1 se puede observar un proceso de ML en el que, introduciendo unos datos de entrada
a la máquina (Ejemplo), se ejecuta el algoritmo elegido para que un modelo sea capaz de clasifcar
u optimizar basándose en distintos patrones de los datos de entrada. Por tanto, cuando llega un caso
nuevo a la máquina, esta es capaz de clasifcar u optimizar ese caso devolviéndolo como respuesta.
Figura 2.1: Esquema del proceso de Aprendizaje Automático [3]
2.1.2. Tipos de Aprendizaje Automático
El ML puede ser supervisado, no supervisado o por refuerzo como se indica en la fgura 2.2, en la
cual se muestran algunos ejemplos de uso para cada uno de los tipos:
1. Aprendizaje supervisado: Sus algoritmos se basan en la relación entre las entradas y
las salidas. Por tanto, requiere de un proceso de clasifcación previa muy posiblemente
supervisado por un humano. Su objetivo fnal es el de obtener una salida para cada nueva
entrada basándose en las relaciones obtenidas del conjunto de datos inicial.
2. Aprendizaje no supervisado: Se basa en algoritmos que aprenden de datos no etiqueta-
dos, es decir, solo existen entradas en los datos introducidos. Su objetivo es buscar patro-
nes entre esos datos para agruparlos o asociarlos entre sí de alguna forma.
3. Aprendizaje por refuerzo: También llamado Reinforcement Learning (RL) , no pertenece
a ninguno de los dos tipos anteriores ya que se diferencia del aprendizaje supervisado
en que no están etiquetadas los datos y del no supervisado en que no intenta separar
estos datos en grupos atendiendo a patrones. Se basa en un esquema en el que una
máquina tiene que tomar decisiones o realizar acciones, las cuales se premian cuando
acierta, mientras se penalizan los fallos que pueda cometer. [5]
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Figura 2.2: Tipos de Aprendizaje Automático [4]
2.1.3. Aprendizaje Profundo
El Aprendizaje Profundo, más conocido como Deep Learning (DL) , es una rama del ML que pre-
tende imitar cómo funciona el cerebro humano, refejando la conexión que hay entre las neuronas para
así poder replicar cómo las personas perciben y procesan la información. [6]
El DL es una forma de nombrar al aprendizaje llevado a cabo por redes neuronales profundas, las
cuales son redes neuronales artifciales con varias capas ocultas entre las capas de entrada y salida.
En el siguiente apartado se va a explicar qué son estas capas y cómo funcionan las redes neuronales.
2.1.4. Redes Neuronales
Las redes neuronales o Neural Networks (NN) son programas que se encargan de combinar unos
parámetros dados para conseguir un cierto resultado. La complicación de esto está en cómo combinar
esos parámetros. Cuando se entrena una red neuronal, realmente se está buscando la mejor combi-
nación que se ajuste a los datos introducidos. Cuando ya está entrenada, esta es capaz de predecir
o clasifcar una nueva situación, en donde realmente está aplicando la mejor combinación conseguida
en el entrenamiento previo.
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Antes de entender el funcionamiento de una neurona artifcial, se va a explicar a continuación cómo
funciona una biológica. Su función principal es recibir, procesar y transmitir la información utilizando
impulsos eléctricos. Se comunican entre ellas a través de la sinapsis. En este proceso, una neurona
emisora genera neurotransmisores a partir de una descarga química que alcanzan a una neurona
receptora, la cual se excitará o inhibirá dependiendo de la situación. En la fgura 2.3, se representa una
red neuronal biológica especifcando las partes de las neuronas.
Figura 2.3: Partes de neurona biológica [7]
Las neuronas artifciales, las cuales intentan imitar el comportamiento de las neuronas biológicas,
forman las NN artifciales [8]. Como se puede observar en la fgura 2.4, estas neuronas están formadas
por:
1. Ramifcaciones de entrada: Son las entradas al nodo de la neurona y es por donde llega
la información que procede de otras neuronas.
2. Nodo: Es la parte de la neurona donde la información es procesada.
3. Ramifcaciones de salida: Es el lugar por el que se envía a otras neuronas la información
procesada por el nodo.
Figura 2.4: Partes de neurona artifcial [8]
Inteligencia artifcial en bandas sonoras6
2.1. Inteligencia Artificial 
El primer modelo matemático de una neurona artifcial como la que se acaba de explicar fue diseña-
do por Warren McCulloch y Walter Pitts en 1943. Este modelo, mostrado en la fgura 2.6, se compone
de:
1. X o vector de entrada (inputs): Contiene un valor para cada ramifcación de entrada: xj ∈ 
X.
2. W o vector de pesos (weights): Da un peso a cada ramifcación de entrada, el cual deter-
mina la importancia de la entrada a la que está asociado: wj ∈ W .
3. b o sesgo (bias): Parámetro que da preferencia a la activación de algunas neuronas frente
a otras.P 
4. o sumatorio (sum): Es una de las funciones llevada a cabo por el nodo de la neurona yP nconsiste en aplicar una regla de propagación. La más común es la siguiente: j=1 xj ·wj +b 
5. Función de activación (activation function): Es la otra función llevada a cabo por el nodo
de la neurona. Se encarga de activar o desactivar la salida de la neurona. Hay distintos tipos
de función de activación como los que se muestran en la fgura 2.5.
Figura 2.5: Tipos de funciones de activación [9]
Figura 2.6: Parte matemática de una neurona artifcial [10]
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Por tanto, una red neuronal está formada por neuronas como la descrita anteriormente, sin embargo
no todas tienen ramifcaciones de entrada y ramifcaciones de salida como se puede observar en la
fgura 2.7. Las neuronas que forman la capa de entrada o input layer (las rojas en la fgura) no tienen
ramifcaciones de entrada ya que la información que reciben estas proviene directamente desde el
exterior. En cambio, las neuronas que forman la capa de salida o output layer (las azules en la fgura) no
tienen ramifcaciones de salida ya que contienen la información fnal. Por último, las neuronas amarillas,
que son las que forman las capas ocultas o hidden layers, tienen ambas ramifcaciones.
Entrenar una red neuronal consiste en ajustar cada uno de los pesos en cada entrada de las
neuronas para que la salida se ajuste lo máximo posible a los datos que conocemos. Una NN puede
ser simple o profunda dependiendo del número de las mencionadas capas ocultas, como también se
puede observar en la fgura 2.7.
Figura 2.7: Redes neuronales [8]
2.1.5. Tipos de Redes Neuronales
En esta sección se van a detallar los tipos de redes neuronales más conocidos.
Red neuronal Monocapa o Perceptrón simple
Esta NN solo tiene una capa de neuronas de entrada y otra de neuronas de salida, por tanto, no
existen las hidden layers en este modelo. Se puede ver un ejemplo de ello en la fgura 2.8.
Figura 2.8: Perceptrón simple [11]
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Red neuronal Multicapa o Perceptrón multicapa
El Perceptrón multicapa se diferencia del monocapa en que tiene capas intermedias o hidden layers.
Teniendo en cuenta el número de conexiones, esta red puede estar totalmente conectada, es decir, que
todas las neuronas de una capa estén conectadas a las de la siguiente capa y así sucesivamente, o
puede estar parcialmente conectada si la anterior condición no se da. En la fgura 2.9 se muestra un
ejemplo de red neuronal multicapa totalmente conectada.
Figura 2.9: Perceptrón multicapa [12]
Red neuronal Convolucional
Esta red, también llamada Convolutional Neural Network (CNN) , es una variación del perceptrón
multicapa ya que está estructurada de la misma manera pero utiliza matrices bidimensionales, las
cuales son muy útiles para tareas de visión artifcial, como la clasifcación de imágenes.
Para poder entender cómo funciona esta NN , primero hay que entender que una imagen sin color
es una matriz de píxeles y que el valor de estos está entre 0 y 255, en cambio una imagen a color está
formada por 3 matrices de píxeles, una de cada color Red, Green and Blue (RGB) como se aprecia en
la fgura 2.10. Esta matriz o matrices serían la entrada de la CNN , pero existe un pre-procesamiento
en el que los píxeles son normalizados para que sean valores entre 0 y 1, por tanto se dividen entre
255.
Figura 2.10: Matrices de píxeles en imagen con color [13]
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Después de conseguir la entrada normalizada, vienen las convoluciones, las cuales consisten en
agrupar píxeles cercanos de la entrada y hacer el producto escalar de ellos contra una pequeña matriz
llamada Kernel o fltro, lo cual reducirá notablemente las dimensiones. En caso de ser a color, habría
un kernel para cada capa RGB , pero después se sumarían los resultados de las 3 capas resultantes y
quedaría como si fuese 1 sola. Hay varios kernels o fltros, y estos se va desplazando por la matriz de
entrada de tantas en tantas posiciones como indique el stride. Un ejemplo gráfco de cómo funcionan
estas convoluciones es mostrado en la fgura 2.11.
Figura 2.11: Cómo funcionan las convoluciones [14]
La siguiente fase es el muestreo, el cual consiste en reducir el tamaño de las capas de neuronas
preservando las características más importantes. Sin este paso, la capacidad computacional podría ser
demasiado grande. Hay diversas formas de realizar el muestreo, sin embargo, la más importante y más
usada con diferencia es el Max-pooling. Consiste en seleccionar el píxel más alto de una dimensión
escogida, un ejemplo es mostrado en la fgura 2.12.
Figura 2.12: Ejemplo de Max-Pooling [15]
Hasta aquí la CNN solo sería capaz de reconocer características primitivas como líneas o curvas,
sin embargo, cuantas más repeticiones de estas fases, sería capaz de reconocer más patrones en una
imagen. En la fgura 2.13 se representa un ejemplo con las fases de convoluciones que puede haber.
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Figura 2.13: Ejemplo de convoluciones [13]
Después de todas estas fases, se ponen los fltros que hayan salido en una sola dimensión para que
se forme una sola capa de neuronas tradicionales, que es llamada fully connected. A esta capa se la
aplica una función llamada softmax que se encarga de conectarla con la capa de salida, la cual tendrá
la misma cantidad de neuronas que las clases en las que se esté clasifcando. Esta capa de salida
tiene el formato one-hot-encoding, lo que signifca que para cada clase la salida será 0 (si predice que
la entrada no corresponde con esa clase) o 1 (si predice que la entrada corresponde con esa clase).
Además, la función de softmax también indica la probabilidad de que sea una clase u otra. Un buen
ejemplo de la arquitectura de las CNN es mostrado en la fgura 2.14.
Figura 2.14: Arquitectura de una CNN [13]
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Red neuronal recurrente
La red neuronal recurrente o Recurrent Neural Network (RNN) no tiene una estructura de capas
como las otras redes neuronales, sino que existen conexiones arbitrarias permitiendo crear ciclos e
incluso dotar a la red de memoria. Esto las hace especialmente atractivas para el procesamiento de
secuencias, tales como el análisis de textos, sonido o vídeo.
La memoria que se ha mencionado que tiene una RNN consiste en que después de producir una
salida, esta se tiene en cuenta a la hora de tomar una decisión para la siguiente salida. Para explicar
esto más visualmente, en la fgura 2.15 se muestra un modelo en el cual, al principio, la entrada es
Xt−1. Esto genera una salida (ht−1) que, a su vez, será la entrada junto a Xt del siguiente paso, y así
sucesivamente [16]. En esta fgura se puede observar un ejemplo muy simple en el cual se observa
que la RNN está formada por varios módulos de redes neuronales y que cada módulo tiene una única
capa oculta con la función de activación tangente hiperbólica (vista anteriormente).
Figura 2.15: Funcionamiento de una RNN [17]
Estas redes se pueden implementar de varias formas, pero la versión más conocida y usada es
el modelo Long Short Term Memory (LSTM) . Este tipo de RNN hace que la memoria recuerde más
fácilmente los datos por un largo período de tiempo. Para explicar el funcionamiento de LSTM se va
a mostrar en la fgura 2.16 cómo está formado cada módulo. Se diferencia en el ejemplo sencillo de
una RNN de la fgura 2.15 en que existen 4 capas y no 1, las cuales además actúan de una manera
especial.
Figura 2.16: Esquema LSTM [17]
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Para empezar a describir este modelo, primero hay que fjarse en la parte clave que es la cell
state (mostrada en la fgura 2.17a), la cual es una especie de cinta transportadora de información
que permite el fujo de datos pero con cambios mínimos. Se puede añadir o eliminar esta información
con el equivalente a las puertas lógicas (fgura 2.17b), las cuales están formadas por una función de
activación y la operación de multiplicación. La función de activación es la sigmoidea que tiene como
salida un intervalo de 0 a 1, donde 0 no deja pasar información y 1 deja pasar toda la información. [18]
(a) Cell state (b) Puerta lógica
Figura 2.17: LSTM-Cell state [17]
El primer paso que se lleva a cabo en la LSTM consiste en decidir qué información se desecha de
la cell state. Esto es llevado a cabo en la primera capa donde las entradas son Xt y h(t − 1), a las
cuales se las multiplica por el peso Wf correspondiente, teniendo en cuenta el bias (bf ) que se suma y
a todo esto se le aplica la función de activación sigmoidea. Se observa esto que se acaba de explicar
en la fgura 2.18.
Figura 2.18: LSTM - Paso 1 [17]
El segundo paso es decidir qué información se almacena en la cell state. Para ello, lo primero es
decidir qué valores se van a actualizar (it), lo cual es llevado a cabo por una función como la del paso
anterior, pero con sus pesos y bias correspondientes. Deespués, se crea un vector con los nuevos
candidatos (Ce t), utilizando otra función de activación, en este caso, la tangente hiperbólica. Este paso
es refejado en la fgura 2.19.
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Figura 2.19: LSTM - Paso 2 [17]
El tercer paso es aplicar las decisiones y valores conseguidos en los 2 anteriores pasos, actuali-
zando así la cell state pasando de ser Ct−1 a Ct. Para ello, se multiplica el antiguo estado Ct−1 por ft,
olvidándose la información que se ha decidido en el primer paso. A ello se suman los nuevos valores
candidatos (Ce t) multiplicados por la decisión de cuál de estos valores realmente se van a actualizar
(it). Esta operación se aprecia más visualmente en la fgura 2.20.
Figura 2.20: LSTM - Paso 3 [17]
Por último, se necesita decidir qué es lo que va realmente a la salida. Para ello primero se ejecuta
una capa con una función de activación sigmoide (ot) que decidirá qué información se quiere conservar.
Los datos conseguidos en la cell state del paso anterior (Ct) se multiplican por esto y así se consigue
fltrar lo relevante hacia la salida como se puede observar en la fgura 2.21.
Figura 2.21: LSTM - Paso 4 [17]
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2.1.6. Usos de Redes Neuronales en el ámbito de la música
En cuanto a la clasifcación de cualquier tipo de sonido, las NN más adecuadas serían las CNN.
Esto se debe a que el sonido se puede visualizar de varias formas, las cuales se pueden convertir
en imágenes para ser tratadas por las CNN. La forma más tipica es la representación de la onda de
sonido mostrada en la 2.22, donde se representa el tiempo en el eje x y la amplitud en el eje y.
Figura 2.22: Ondas del sonido [19]
Otra de las formas de representar el sonido y con la cual, según algunos estudios como [20], las
CNN funcionan mejor ya que además de representar tiempo y amplitud, se representa la frecuencia,
son los espectrogramas (2.23). En ellos se representa la frecuencia (eje y) frente al tiempo (eje x) y los
colores indican la amplitud.
Figura 2.23: Espectrograma [19]
Por tanto, si se tuviese que elegir una red neuronal para clasifcar música, como es el caso, lo más
adecuado sería utilizar una CNN con espectrogramas convertidos a imágenes como datos de entrada.
Sin embargo, no es lo mismo predecir música que generarla. Para esta segunda tarea, las NN
más utilizadas son las RNN ya que tienen en cuenta las entradas anteriores. Es decir, para generar
una nueva nota musical, tienen en cuenta las anteriores. Esto es necesario, ya que en una misma
pieza musical hay que mantener una determinada melodía, con una determinada armonía y con un
determinado ritmo (conceptos explicados en la siguiente sección), cosa que solo se puede conseguir
teniendo presente la parte anterior de la composición.
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2.2. Música
Para la automatización de la generación de la música hay que tener claros algunos conceptos
musicales que se describen en esta sección. La defnición de música que mejor se conecta a la temá-
tica de esta investigación es: Arte que consiste en organizar sensible y lógicamente una combinación
coherente de sonidos y silencios utilizando los principios fundamentales de la melodía, la armonía y el
ritmo. [21]
2.2.1. Elementos de la música
Los elementos de la música son la melodía, la armonía y el ritmo [22]:
1. Melodía: Es el conjunto de sonidos y silencios que suenan consecutivamente y poseen un
signifcado propio.
2. Armonía: Es el resultado de combinar dos o más notas musicales, lo cual puede ser más
o menos agradable (armónico) para el oído. Un conjunto de sonidos concordantes repro-
ducidos al mismo tiempo se llama acorde.
3. Ritmo: Es la unión entre la música y el tiempo. Además, se considera el elemento organi-
zativo de la música.
2.2.2. Características de la música
La música es transmitida a partir de sonidos, es decir, se propaga por el aire hasta llegar al oído.
Estos sonidos tienen 4 parámetros principales:
Altura
Es la cualidad sonora que permite distinguir sonidos agudos y graves. Esto está relacionado con la
frecuencia de la onda de los sonidos.
Es importante conocer cómo esos sonidos graves o agudos son refejados en el lenguaje musical.
Las notas musicales son la equivalencia a las diferentes frecuencias de los sonidos. Un ejemplo de
estas equivalencias se puede observar en la fgura 2.24.
Otro concepto relacionado con la altura es la tonalidad que se defne como el tono predominante a
partir del cual una obra musical se estructura. Las tonalidades se diferencian entre sí porque cada una
genera una sensación distinta. Además, cada tonalidad presenta unas alteraciones propias, indicadas
al comienzo del pentagrama en un lugar llamado armadura.
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Figura 2.24: Relaciones entre frecuencias y notas musicales [23]
Duración
Característica estrechamente relacionada con el ritmo. Es el tiempo que permanece un sonido
siendo emitido.
Dentro del lenguaje musical, los elementos que denotan la duración de las notas musicales son
las fguras musicales. En la fgura 2.25 se muestran estas fguras musicales y el valor de duración que
tiene cada una.
Figura 2.25: Figuras musicales [23]
Intensidad
Esta cualidad permite diferenciar los sonidos fuertes de los débiles, los cuales están relacionados
directamente con la amplitud de las ondas producidas por los sonidos.
Los elementos que refejan la intensidad en el lenguaje musical se llaman matices. En la fgura 2.26
se muestran algunos de ellos.
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Figura 2.26: Matices musicales [24]
Timbre
Se centra en la forma de las ondas de los sonidos y es la cualidad que permite diferenciar unos
instrumentos de otros.
2.2.3. MIDI
Musical Instrument Digital Interface (MIDI) es un protocolo que permite a instrumentos musicales
electrónicos y dispositivos comunicarse entre sí para intercambiar información de piezas musicales.
La música, como cualquier tipo de audio almacenado en un ordenador o móvil, se suele guardar en
formato MP3 o similares, sin embargo, es posible almacenar la información de una pieza musical, es
decir, almacenar una especie de partitura. Esta información se almacena en un archivo de extensión
.mid, el cual es interpretado por el dispositivo y puede ser reproducido. Explicándolo de otra forma, es
como si fuese una partitura musical que puede ser interpretada por un dispositivo o un instrumento
musical electrónico.
En el ámbito de la generación de música artifcial, este formato puede llegar a resultar clave, ya
que a la hora de introducir canciones a una RNN, esta red debe poder identifcar cada nota musical y
algunos de los parámetros que solo constan en estas partituras digitales. Los parámetros que son más
relevantes a la hora de introducir un MIDI a una RNN son la altura y la duración. Esto se debe a que,
actualmente, las RNN que componen las herramientas más avanzadas en la generación de música,
son capaces de ir generando notas musicales (altura) con una duración determinada para que tenga
sentido. Sin embargo, esa pieza generada es con un solo instrumento (no hay timbre) y esas notas
suenan todas con la misma intensidad, aparte, ese único instrumento (Acoustic Gran Piano) solo es
capaz de generar melodías monofónicas.
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2.3. Web Scraping
El WS consiste en la recolección de datos y contenido de un sitio web. Esta técnica se suele utilizar
en el contexto de la IA para entrenar y validar los modelos con los datos recogidos. Como se puede
observar en la fgura 2.27 consta de 3 pasos:
1. Se estudia el código HTML de la página web objetivo.
2. De ese código HTML se extraen los datos que sean de interés.
3. Esos datos extraídos se pueden almacenar estructuradamente en bases de datos.
Figura 2.27: Web scraping [25]
2.4. Estudios similares
En esta sección se compara el presente TFG con investigaciones similares llevadas a cabo por
otras personas. En la tabla 2.1 se muestra un resumen de esta comparación indicando los temas que
aborda y las tecnologías utilizadas cada una de ellas.
Para empezar, los temas principales de este trabajo son la composición de BSO utilizando RNN ,
pudiendo elegir el género cinematográfco del que se desea obtener la pieza musical, y la investigación
sobre la posibilidad de clasifcar las BSO en estos géneros de películas (tanto con CNN como con la
participación de personas). Sobre la investigación de asociar géneros cinematográfcos a música, no
se ha encontrado mucho y las investigaciones comparadas son las que más se pueden asimilar. Por
tanto, las comparaciones son con proyectos que utilizan las mismas tecnologías y que abordan temas
similares pero no iguales.
La Investigación 1 (I1) [18] cuenta con mucho detalle las tecnologías que ha utilizado, en este caso,
una herramienta que utiliza RNN , específcamente LSTM . El objetivo principal de este estudio es in-
vestigar sobre la creación de música utilizando muchas canciones de un artista como entrenamiento y,
posteriormente, con la participación de personas, valorar si las composiciones llegan a ser tan buenas
como para pensar que pueden ser de ese artista. Hace 3 experimentos con 3 artistas distintos.
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La Investigación 2 (I2) [20] investiga sobre la posibilidad de que una CNN sea capaz de distinguir
el género musical de una canción utilizando espectrogramas.
La Investigación 3 (I3) [26] estudia la clasifcación de las películas según su género cinematográfco
utilizando CNN tanto para el audio como el vídeo. Utiliza como entrenamiento trailers en vez de las
películas enteras para que no requiera un poder computacional desorbitado.
Temas abordados o tecnologías utilizadas Este TFG I1 [18] I2 [20] I3 [26]
Parte cinematográfca Sí No No Sí
Parte musical Sí Sí Sí No
Tratamiento de sonido Sí Sí Sí Sí
Tratamiento de vídeo No No No Sí
Utilización de CNN Sí No Sí Sí
Utilización de RNN y LSTM Sí Sí No No
Utilización de espectrogramas Sí No Sí No
Tabla 2.1: Tabla resumen de la comparación de temas abordados y tecnologías utilizadas en inves-
tigaciones similares.
Este trabajo va a operar con canciones para diferentes géneros cinematográfcos en lugar de con
canciones de diferentes estilos (rock, clásica...) como I2 , y tampoco con canciones de artistas con-
cretos como I1 . Aunque I3 trabaja con géneros cinematográfcos, no trata la música, sino que trata el
audio (voz, ruidos de fondo, música...) y el vídeo por lo que tampoco es idéntica a la presente investi-
gación. En cuanto a la IA utilizada hay más similitud, este trabajo utiliza CNN , que también son usadas
en la I2 y en la I3 . Además, las RNN , y más en concreto las LSTM , también son utilizadas para la
generación de música en este TFG , las cuales son utilizadas de forma similar en I1 .
Inteligencia artifcial en bandas sonoras20
3
Desarrollo 
En este capítulo se explican los pasos llevados a cabo en esta investigación con todo tipo de detalle,
describiendo las herramientas y cualquier elemento que se haya utilizado para llegar a los resultados
obtenidos. Antes de explicar cómo se llevó a cabo, hay que comentar que todo el código de este TFG
está escrito en Python, el cual es un lenguaje de programación de código abierto ampliamente usado
para tareas de Machine Learning. Todo este código está en el GitHub [27]: https://github.com/ 
albertonavas99/TFG-Inteligencia-artificial-en-bandas-sonoras/.
3.1. Extracción de datos
El primer paso realizado en esta investigación fue estudiar los diferentes datos que se podían
obtener para los objetivos propuestos.
En Internet, existen infnidad de datos que se pueden recopilar con diversas técnicas. Entre ellas,
destaca el WS que se ha explicado anteriormente en el capítulo 2. Sin embargo, existe otra técnica,
la cual solo ofrecen algunos sitios web y es el uso de una Application Programming Interfaces (API)
pública. Una API pública explica detalladamente cómo hacer una petición a un sitio web con unos
determinados parámetros para que te devuelva los resultados deseados.
Para la realización de este trabajo se han llevado a cabo varios estudios de los datos que se pueden
obtener a través de Internet, de los cuales se ha obtenido una base de datos fnal que cuenta con 565
MIDIs y apróximadamente 60.000 MP3.
3.1.1. Primer estudio de datos
Realizando esta investigación, en un primer estudio se encontró la web de themoviedb [28], donde
cada película contaba con campos muy útiles para este estudio (nombre de película y géneros cine-
matográfcos) y, además, contaba con una API pública con la cual se podrían obtener estos datos de
una forma sencilla. Por tanto, se decidió investigar más a fondo estos datos ofrecidos, entre los que
se encontró un enlace al tráiler de cada película. A primera impresión, muchos de esos trailers tenían
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una canción de fondo, la cual se podía intentar estudiar para diferenciar el género cinematográfco.
Por lo cual, se llevó a cabo la extracción de los datos de cada película y la descarga de los audios
de los trailers. Sin embargo, tras muchas pruebas de clasifcación por género y un exhaustivo estu-
dio del audio de los trailers, incluso separando la parte musical de la voz, se llegó a la conclusión de
que la base de datos obtenida no era coherente y no daría lugar a una conclusión acertada. Esto se
debía a que muchos de los trailers descargados no tenían mucha música, e incluso algunos eran de
personas manteniendo una conversación sobre la película sin ninguna música de fondo. Al ser tantos
datos (alrededor de 8500), hubiese sido un trabajo demasiado laborioso para una persona eliminar
todas las muestras que pudiesen corromper la investigación, por lo cual se decidió cambiar de estra-
tegia. El código de este primer estudio se encuentra en el archivo extraccion_datos_estudio1.py del
GitHub [27].
3.1.2. Segundo estudio de datos
En un segundo estudio de cómo obtener los datos requeridos para el trabajo, se buscaron datos
que fuesen solo BSO sin efectos de sonido ni voces, pero además, se tuvo en cuenta que hubiese una
versión MIDI de esas pistas para que valiesen también para la parte de generación de melodías y no
solo para la parte de clasifcación. En el primer intento (comentado en la subsección 3.1.1), se estudió
la viabilidad de conseguir transformar los audios de los trailers de .mp3 a .midi, y, aunque se puede
hacer esta conversión con diversas herramientas, el resultado no es para nada satisfactorio.
En este segundo estudio, se encontró una base de datos de MIDIs [29], la cual además de tener
una sección de bandas sonoras, las pistas están en formato .mp3 y .midi. Sin embargo, esta página
web no tiene una API pública por lo que se tuvo que realizar la técnica del WS .
Para llevar a cabo el WS se ha utilizado la librería requests [30], la cual permite realizar peticiones
y obtener el HTML de la respuesta en texto plano. Además, se ha utilizado también la librería Beau-
tifulsoup [31], la cual hace más fácil acceder a los elementos deseados de esta respuesta en código
HTML .
En este caso, lo primero que se quería conseguir era un listado con todas las pistas de BSO de
películas de la web y las URLs de descarga, tanto del MIDI como del MP3. Para ello, se recorrieron
todas las páginas de la web en las que había BSO , o como lo llama la página movie themes. En la
fgura 3.1, se pueden observar las distintas páginas a las que se puede acceder por letra y los títulos
de las películas de los que se puede descargar su BSO cuando se hace click en ellos. Además, si uno
se fja en la URL de la fgura, para conseguir acceder a cada letra, simplemente hay que variar el fnal
de esta, poniendo la letra deseada, en este caso, se muestran todas las películas que comienzan por
la a.
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Figura 3.1: Página web freemidi.org [29]
Una vez recogido un diccionario con los títulos de las películas como clave y las URLs de descarga
como valor, se necesitaban conseguir los géneros de esas películas, ya que esta página no los va a
proporcionar. Para ello, se hizo uso de otra página web que cuenta con una base de datos de películas
y sus géneros [32].
Para poder acceder a la página de una película específca donde conseguir sus géneros cinemato-
gráfcos, primero hay que encontrar esa página. Esto se puede conseguir realizando una petición a la
URL de búsqueda de películas de esta web, la cual se forma con el título de la película correspondien-
te separada por símbolos de +. La primera entrada de la búsqueda contiene un link a la página de la
película, el cual se almacena. Esto se puede observar en la fgura 3.2.
Figura 3.2: Página de búsqueda de películas imdb.com [32]
Ya con el link de una página de una película específca, se puede realizar una petición y, con la
respuesta HTML , se extraen con WS los géneros cinematográfcos a los que pertenece esta.
El siguiente paso fue descargar los .midi y .mp3 de los cuales se tenía ya la URL almacenada. Para
esto, las peticiones a esas URLs hubo que hacerlas con unas cabeceras específcas para que el ser-
vidor pudiese detectar una sesión en la cual poder almacenar cookies. Una vez obtenida la respuesta,
hubo que almacenarla escribiendo un fchero en binario y dándolo la extensión que correspondiese
(.mid o .mp3).
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Por lo tanto, se consiguió obtener una base de datos de 565 archivos MIDI y 565 archivos MP3,
etiquetados cada uno con sus géneros cinematográfcos correspondientes. Se detalla, en la fgura
A.1 del Apéndice A, un fujograma de este segundo estudio. El código de este segundo estudio se
encuentra en el archivo extraccion_datos_estudio2.py del GitHub [27].
3.1.3. Tercer estudio de datos
Se siguió investigando en un tercer estudio los datos que hay accesibles en Internet y se llegó a la
conclusión de que los MIDIs eran archivos muy difíciles de encontrar y difícilmente se podría aumentar
esa base de datos. Sin embargo, los archivos de audio normal (MP3) para la parte de clasifcación son
mucho más fáciles de encontrar, así que se decidió aumentar la base de datos de este tipo de archivos.
Para ello, se encontró una página llamada soundtrackcollector [33], donde de forma similar al se-
gundo estudio, se tuvo que sacar un listado con todos los títulos de películas que tienen BSO , reco-
rriendo las diferentes páginas de la web. También, al igual que en el segundo estudio, se buscarán los
géneros en IMDB [32]. Sin embargo, lo que ocurre en esta ocasión, es que la página de soundtrackco-
llector [33] no proporciona ningún enlace de descarga ni nada parecido. Por tanto, se almacenaron, de
cada película con banda sonora, su título y el compositor de la misma. Esto se debe a que se realizó
un tercer cruzado de datos, es decir, se utilizó una API de youtube music [34] para buscar las obras
musicales a partir del título de la película y el compositor de la banda sonora. Una vez conseguido el
link a la canción de youtube, ya se pudo descargar con youtube-dl [35] (librería que permite descargar
audio y vídeo de youtube) la pieza musical en formato MP3.
Tras fnalizar esta extracción de datos, se consiguieron alrededor de 60.000 bandas sonoras en
formato MP3. El código de este estudio se encuentra en el archivo extraccion_datos_estudio3.py
del GitHub [27].
3.1.4. Etiquetado fnal de los datos
Una vez conseguida la base de datos fnal que cuenta con 565 MIDIs y apróximadamente 60.000
MP3 de BSO , además de estar cada archivo relacionado con los géneros cinematográfcos correspon-
dientes, se puede decir que están todos los datos etiquetados. Sin embargo, hay multitud de géneros
cinematográfcos que se parecen entre sí y algunos que se pueden quitar, esto es para que al rea-
lizarse los experimentos en las NN , haya menos carga computacional y pueda dar lugar a menos
confusiones.
Para ello, se van a dejar únicamente las películas con los siguientes géneros cinematográfcos:
Comedia, Drama, Deporte, Música, Romance, Misterio, Ciencia Ficción, Suspense, Fantasía, Oeste,
Acción y Terror. Este proceso está implementado en el archivo reduccion_generos.py del GitHub
[27].
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3.2. Generación de composiciones
Una vez clasifcadas las BSO por sus géneros cinematográfcos, en esta sección se intenta llevar
a cabo la generación de nuevas composiciones para películas, basándose en el género de estas. En
esta sección solo se utilizarán los MIDIs y no los MP3 que se utilizarán en la parte de clasifcación 3.3.
3.2.1. Herramientas utilizadas
Para llevar esto a cabo, el primer paso es elegir la red neuronal que se va a utilizar. Como se
indicó en 2.1.6, para la generación de música, hay que tener en cuenta las anteriores notas a la que
se va a generar. Por esta razón, se va a utilizar un proyecto llamado Magenta [36] que hace uso de las
RNN, más concretamente de las LST. Este proyecto, lanzado por Google, es de código abierto y está
realizado con la librería de TensorFlow. Magenta se centra en el desarrollo de nuevos algoritmos de
Deep Learning, los cuales son utilizados para la música y el dibujo. También resultan muy interesantes
diferentes modelos pre-entrenados que proporciona este proyecto. El código de este proyecto está en
un repositorio de GitHub [37].
Entre los modelos que proporciona Magenta, el que mejores resultados da, como se indica en el
estudio [18], es el Melody RNN Attention y, por tanto, es el utilizado en este trabajo. Este modelo es
especialmente atractivo porque es capaz de recordar notas más alejadas en el tiempo, y por tanto, da
lugar a un contornos melódicos más largos. Con esta memoria, este modelo tiene en cuenta la altura
y duración de las notas anteriores, para que la nota generada sea melódica con las notas anteriores.
3.2.2. Entrenamiento del modelo Melody RNN Attention
Para llegar a conseguir el objetivo de generar una melodía monofónica de un género cinematográ-
fco concreto, primero hay que separar cada MIDI en la carpeta de su género correspondiente. Esto
es sencillo, ya que después del etiquetado explicado en la sección anterior 3.1, simplemente hay que
hacer un script (el cual está en separacion_generos.py del GitHub de este trabajo [27]) que mueva
cada archivo a su carpeta correspondiente.
Una vez organizados todos los MIDIs, se descargó el modelo pre-entrenado Melody RNN Attention,
del cual se hicieron 12 copias, una por género, para que cada modelo sea entrenado con los MIDIs de
un solo género.
El siguiente paso fue convertir los MIDIs en Note Sequences, que son unos mecanismos que
serializan o deserializan las estructuras de datos de los objetos para reducir el tamaño de los MIDIs
y que se puedan almacenar o ser enviados, además de aumentar el rendimiento a la hora de trabajar
con ellos. Esto se hace con el comando convert_dir_to_note_sequences, el cual ejecuta código del
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proyecto Magenta y por tanto solo funcionará cuando se haya importado este repositorio de manera
local. Este comando se ejecuta con los siguientes argumentos:
–input_dir: Después del cual se establece el directorio donde se encuentran todos los MIDIs
que se quieren convertir en Note Sequences.
–output_fle: Después del cual se establece la ruta y el nombre del archivo con extensión
.tfrecord que se va a generar.
–recursive: Establece que se haga la conversión de todos los archivos que estén en el direc-
torio indicado en –input_dir.
Un ejemplo del funcionamiento de este comando es el mostrado en la fgura 3.3, donde se muestra
la salida de la conversión de 6 MIDIs en un archivo llamado notesequences.tfrecord.
Figura 3.3: Conversión de 6 MIDIs en Note Sequences
Una vez creado el archivo .tfrecord que contiene la información de los MIDIs en formato Note
Sequences, el siguiente paso fue dividirlo en Sequence Examples, los cuales son dos conjuntos de
Note Sequences, uno de entrenamiento y otro de validación. Estos forman el conjunto de entradas
a las LSTM y representan las melodías de los MIDIs. Para este proceso se utiliza el comando me-
lody_rnn_create_dataset con los siguientes argumentos:
–confg: Después del cual se establece el modelo que se va a utilizar como punto inicial, en
este caso es el de attention_rnn.
–input: Después del cual se establece la ruta y el nombre del archivo con extensión .tfrecord
que se ha generado con el comando convert_dir_to_note_sequences.
–output_dir: Después del cual se establece la ruta donde se quiere que se generen los Se-
quence Examples explicados anteriormente, que serán 2 archivos llamados eval_melodies.tfrecord
y training_melodies.tfrecord.
–eval_ratio: Después del cual se establece el ratio de melodías de entrada que se quieren
destinar a la validación. En este caso se estableció un 0.15, lo que quiere decir que el
15 % de las BSO de cada género fueron destinadas a validación y el restante 85 % fueron
dedicadas para el entrenamiento.
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Siguiendo con el ejemplo anterior, en la fgura 3.4 se muestra la división del archivo notesequen-
ces.tfrecord en los 2 conjuntos de Sequence Examples. Como se puede observar, de los 6 MIDIs de
entrada, 1 es destinado a validación y 5 a entrenamiento, de estos 6 MIDIs se generan realmente 15
entradas en total para las LSTM .
Figura 3.4: División de Note Sequences a Sequence Examples
Posteriormente, una vez obtenidas las entradas de la RNN , o más en concreto, de la LSTM , lo
que quedaba era entrenar la red neuronal. Esto fue llevado a cabo con el comando melody_rnn_train
con los siguientes parámetros:
–confg: Después del cual se establece el modelo que se va a utilizar como punto inicial del
entrenamiento, en este caso es el de attention_rnn.
–run_dir: Después del cual se establece la ruta donde se van a ir guardando los checkpoints
o puntos de guardado, que almacenan el estado de la LSTM cada x tiempo.
–sequence_example_fle: Después del cual se establece la ruta de los Sequence Examples
que van a realizar el entrenamiento obtenidos en el paso anterior.
–hparams: Después del cual se establecen todos los hiperparámetros que se quiere que
tenga la RNN . En este caso se confguró una LSTM de dos capas de 64 nodos cada una
con una el tamaño del batch o lote de 64. Esta es la confguración recomendada por la web
de Magenta [36].
–num_training_steps: Después del cual se establece el número de pasos en los que se
va a llevar a cabo el entrenamiento. Para saber cuántos pasos elegir, se leyeron diferentes
investigaciones como [18], de las que se concluyó que un buen número de pasos es 20.000.
Esto hizo que los entrenamientos de cada género (son 12) durasen entre 48 y 72 horas,
teniendo en cuenta que las NN de los géneros que tenían más número de MIDIs tardaban
más. Además, este tiempo depende en gran medida del poder computacional de la máquina
donde se esté llevando a cabo el entrenamiento.
En la fgura 3.5 se muestra el principio del entrenamiento de los ejemplos anteriores, donde se
ve el momento en el que se realizan los checkpoints y los diferentes datos del entrenamiento en ese
momento como la pérdida, el porcentaje de precisión y la perplejidad (indica el error de forma diferente
a la pérdida). En los diferentes géneros se consiguieron los mejores porcentajes de precisión entre los
12000 y 17000 pasos (más o menos a las 36 horas de entrenamiento).
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Figura 3.5: Entrenamiento de la red neuronal LSTM
3.2.3. Generación de composiciones
El último paso fue, una vez entrenados los modelos de cada género, empezar a generar las melo-
días monofónicas para cada género. Para ello, se utilizó el comando melody_rnn_generate, el cual se
ejecuta con los siguientes argumentos:
–confg: Después del cual se establece el modelo que se ha entrenado, en este caso es el
de attention_rnn.
–run_dir: Después del cual se establece la ruta donde se han guardado los checkpoints.
–output_dir: Después del cual se establece la ruta donde se quiere que se generen los MIDIs
resultantes.
–num_outputs: Después del cual se establecen el número de MIDIs que se quieren generar.
–num_steps: Después del cual se establece la duración de la melodía generada. Como re-
ferencia, 128 pasos son 8 compases. En este caso, se utilizaron diferentes pasos, entre 64
y 128, ya que menos resultaba muy corta y más empezaba a repetirse mucho la melodía.
–hparams: Después del cual se establecen los mismos hiperparámetros que se confguraron
en el entrenamiento.
–primer_melody: Después del cual se puede introducir la primera o primeras notas de la
melodía que se va a generar. En este caso, se utilizó en todas las composiciones la nota
inicial Do, que se corresponde con el número 60.
–primer_midi: Después del cual se puede introducir la ruta de un MIDI que contenga las
notas iniciales de las composición. En este caso, este argumento no se usó ya que se
estableció como nota inicial el Do en el argumento –primer_melody.
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–qpm: Después del cual se establece el número de pulsos por minuto que se van a interpretar
los MIDIs resultantes. Por defecto está a 120 y en este caso se dejó este valor.
–temperature: Después del cual se establece la aletoriedad con que se generarán los MIDIs.
Por defecto está en 1, y cuanto mayor sea este número, más aleatorio será y viceversa. Se
realizaron varias pruebas y al fnal el valor por defecto es el que arrojaba mejores resulta-
dos, por tanto se utilizó este valor.
En la fgura 3.6, se puede observar cómo se generan 5 MIDIs cogiendo el último checkpoint del
entrenamiento, siendo cada uno creado con una log-likelihood o función de verosimilitud, la cual indica
cómo de bien la melodía generada encaja con el entrenamiento llevado a cabo, por tanto es mejor
cuando el valor es mayor.
Figura 3.6: Generación de nuevas composiciones musicales en formato MIDI
3.2.4. Comprobación de los resultados obtenidos
Una vez generados unos 40 MIDIs para cada género, se eligieron los mejores de cada uno, teniendo
en cuenta si el sonido era melódico. Para verifcar que esos MIDIs elegidos fuesen lo sufcientemente
buenos como para pensar que un humano lo hubiese podido componer, se llevó a cabo el Test de
Turing (TT) .
Este método fue propuesto por Alan Turing y consiste en una prueba realizada a personas para ver
si son capaces de distinguir si algo está hecho por una máquina o por un humano.
En este trabajo se ha utilizado el TT para comprobar si un grupo de personas es capaz de distinguir
si una composición musical está hecha por una persona o por la RNN explicada en esta sección. En la
sección 4.3 se detallará este experimento.
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3.3. Clasifcación de bandas sonoras
Esta sección realmente se trata de cómo se llevó a cabo la investigación sobre si realmente las
BSO se pueden clasifcar en los diferentes géneros cinematográfcos al igual que las películas en las
que aparecen o, por el contrario, la música de una película no depende en absoluto de su género.
3.3.1. Herramientas utilizadas
Para llevar a cabo esta investigación se ha buscado sobre la mejor forma de clasifcar música, y
tal y como se detalló en 2.1.6, esta es con CNN . Sin embargo, las CNN procesan imágenes y no
sonido, pero como también se detalló en esa subsección 2.1.6, el sonido se puede convertir a imagen,
y en este caso, se convierte en los llamados espectrogramas. Esta conversión es llevada a cabo con
las librerías de librosa [38] y matplotlib [39] (está en conversion_MP3_PNG.py del GitHub de este
TFG [27]). Un ejemplo de un archivo MP3 convertido en espectrograma utilizado en este estudio se
muestra en la fgura 3.7.
Figura 3.7: Ejemplo de espectrograma utilizado
Para el código de las CNN , se utilizaron las librerías de Tensorfow [40], Keras (librería que perte-
nece a Tensorfow) y Scikit-learn [41]. Estas librerías son muy utilizadas en el ámbito del ML .
Aparte de investigar esto con CNN , también se estudió si los humanos son capaces de diferenciar
a qué género cinematográfco corresponden las BSO , con un formulario de Google que se explicará
en detalle en el capítulo 4.
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3.3.2. Desarrollo de las CNN
Para todas las CNN desarrolladas en los experimentos (secciones 4.1 y 4.2), el primer paso fue
construir un Dataframe con Pandas [42]. Un Dataframe consiste en una estructura de datos en dos
dimensiones, en este caso, estaba compuesto por los nombres de las imágenes de los espectrogramas
relacionados con los géneros cinematográfcos de las películas a las que pertenecen estas imágenes.
Una vez creado el Dataframe, se dividió en 2 partes: entrenamiento y test. Esta división es hecha
de manera aleatoria con la semilla que se quiera.
El siguiente paso fue generar más imágenes de entrenamiento a partir de las originales, es decir,
generar imágenes, las cuales siguen relacionadas a los mismos géneros cinematográfcos que las ori-
ginales, aplicándolas distintos zooms y volteándolas horizontalmente. Además, todas estas imágenes,
tanto las nuevas como las originales y tanto las de entrenamiento como las de test, fueron normaliza-
das para aumentar la precisión en las CNN posteriores.
Los últimos pasos antes de establecer las capas de la CNN son extraer el contenido de las imáge-
nes para meterlo en la red, ya que antes solo se tenía su nombre pero no su contenido, establecer el
tamaño que tienen estas imágenes y elegir cómo van a ser las salidas estas CNN .
Respecto a las capas establecidas en los diferentes experimentos, se van a aplicar principalmente
las capas de convolución y MaxPooling explicadas en 2.1.5.
En la compilación, se ha utilizado el optimizador Adam (que adapta un ratio de aprendizaje en
función de cómo estén distribuidos los parámetros de la red), la función de pérdida binary corssentropy
y la métrica accuracy. Lo siguiente a la compilación, es el entrenamiento llevado a cabo con diferentes
épocas en los distintos experimentos.
Finalmente, se creó un gráfco por cada entrenamiento llevado a cabo, donde se puede apreciar la
accuracy o precisión de cada época tanto en el entrenamiento como en la validación.
Alberto Sánchez Abad 31

4
Experimentos y resultados 
En este capítulo se van a explicar los diferentes experimentos llevados a cabo tanto para saber
si realmente es viable clasifcar las BSO en géneros cinematográfcos como para ver si las melodías
generadas en este trabajo son capaces de pasar por composiciones realizadas por humanos.
4.1. Experimento 1: CNN para todos los géneros
El primer experimento llevado a cabo fue confgurar una CNN para ver si esta era capaz de clasifcar
el género de las BSO . Esta fue alimentada por los datos extraídos en el segundo estudio de la sección
3.1 (565 MP3) y confgurada como se indica en la sección 3.3 y a continuación. El código de este
experimento está en el archivo experimento1.py del GitHub de este trabajo [27].
En principio, parecían pocos archivos, pero teniendo en cuenta que se generaban más imágenes
para el entrenamiento con diferentes zooms y volteos horizontales, se decidió probar.
En este caso se consideraron BSO de todos los géneros seleccionados (12), lo que signifca que
una pieza musical podía pertenecer a uno o más géneros cinematográfcos. Por ello, se tuvo que hacer
One-Hot Encoding, que consiste en convertir el Dataframe inicial en otro que es una especie de tabla,
la cual se basa en poner un 0 si no pertenece al género correspondiente o un 1 si sí pertenece. El
resultado de esta conversión está mostrado en la fgura B.1.
Una vez hecho el One-Hot Encoding y siguiendo los pasos descritos en 3.3, se dividieron los datos
de entrada en entrenamiento y en test, con un porcentaje de 75 %-25 % respectivamente. La elección
de cómo tenían que ser las salidas, siendo coherente con que cada banda sonora puede pertenecer a
uno o más géneros, fue de tipo raw, ya que al introducir una nueva pieza musical en la red, da como
salida porcentajes de parecido a cada género existente, cogiendo como géneros predichos los que
sean mayores o iguales al 50 %.
En cuanto a la composición de este experimento, se probaron muchas combinaciones. Sin embar-
go, ningún resultado fue especialmente bueno, de hecho todo lo contrario. La composición que dio
mejor resultado fue utilizar 3 capas de convoluciones, todas ellas con un kernel de 3x3, con la función
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de activación ReLU y con 32, 64 y 128 fltros respectivamente. Estás capas de convoluciones están
separadas por 3 capas iguales de Max Pooling, con un tamaño de pool de 2x2. Después de estas
capas, se ponen todos los fltros en una sola dimensión y se forma una capa fully connected, de 256
neuronas y con una función de activación ReLU, que a su vez está conectada a otra capa tradicional
de 512 neuronas y con la misma función de activación. A esto se añade una capa de Dropout, que se
encarga de normalizar las salidas. Por último, se añade una capa con la función de activación sigmoide
que cuenta con 12 neuronas, una por cada género cinematográfco.
En la fgura 4.1, se muestran la precisión y la pérdida tras un entrenamiento de 150 épocas, indi-
cando tanto lo obtenido en el entrenamiento como en la validación. Se puede observar que la máxima
Training accuracy llega más o menos hasta un 0,55, una cifra baja. Además, se ve que en la validación
el máximo es de un 0,45, el cual solo ocurre al principio cuando esto es casi aleatorio, de hecho tiende
a estabilizarse en 0,25, una cifra muy baja con la que se puede concluir que no ha conseguido apren-
der a diferenciar géneros esta CNN . En el principio se visualiza un proceso conocido como overftting
o sobreajuste, en el cual el entrenamiento aprende a reconocer patrones muy determinados que nada
tienen que ver con el género cinematográfco, pero que se cumplen en algunos datos del conjunto de
entrenamiento, por eso es capaz de subir hasta un 0,55 y, sin embargo, en la validación ocurre el pro-
ceso contrario, ya que está identifcando patrones incorrectos. Esto se ha intentado paliar de diferentes
formas, como añadiendo capas de Dropout o haciendo más sencilla la red, sin embargo, se remarca
que los mejores resultados conseguidos son con esta composición.
(a) Training and validation accuracy (b) Training and validation loss
Figura 4.1: Resultados del primer experimento
Para poder determinar qué es lo que estaba fallando se creó una matriz de confusión (mostrada
en el apéndice C), la cual es una matriz que compara el género cinematográfco al que realmente
pertenece una banda sonora con el predicho por la CNN. En ella se puede observar cómo predice algo
mejor los géneros que tienen muchas más BSO. Esto también se puede observar en la siguiente fgura
4.2, que muestra, para cada género, el porcentaje de aciertos, el número de BSO utilizadas para la
validación y el número total de estas.
Inteligencia artifcial en bandas sonoras34
4.2. Experimento 2: CNN para cada género 
Figura 4.2: Tabla resumen del primer experimento
Como conclusión de este experimento se determinó que las posibles razones del mal funciona-
miento de esta CNN pueden ser el número de muestras usadas (565), que los géneros no tengan
similar número de BSO o que esta red es demasiado compleja, ya que además de tener que decidir
entre 12 géneros, tiene que predecir si una banda sonora pertenece a uno o varios de esos géneros.
De estas conclusiones surge el segundo experimento.
4.2. Experimento 2: CNN para cada género
Este segundo experimento fue pensado para intentar mejorar la precisión en la clasifcación y resol-
ver los problemas surgidos en el entrenamiento del experimento anterior. El código de este experimento
está en el archivo experimento2.py del GitHub de este trabajo [27].
Para este segundo experimento, se utilizaron los datos extraídos del tercer estudio de la sección
3.3 (alrededor de 60000 MP3) y la CNN utilizada está compuesta de forma similar a la del primer
experimento pero con algunos cambios detallados a continuación.
La diferencia más importante es que no consiste en una única CNN , sino que para que este
experimento prediga el o los géneros cinematográfcos de una banda sonora, tiene que pasar por 12
CNN , una por cada género. Esto signifca que la salida de cada CNN consiste en decir si pertenece
o no al género que es capaz de predecir esa red neuronal. La explicación se centra en la CNN de
comedia, que intentará predecir si una banda sonora pertenece al género de comedia o no, para todas
las demás redes de cada género el procedimiento es el mismo.
Otra diferencia en la implementación es que se van a coger el mismo número de muestras que
pertenezcan al género cinematográfco que las muestras que no pertenezcan a ese género. Esto se
hace para que, como pudo haber ocurrido en el experimento anterior, no prediga sin indicios que
pertenece al género que posee un mayor número de muestras, ya que entonces los resultados no
serían completamente fables.
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Por tanto, para esta implementación, se hace un recuento y se cogen las piezas musicales que
pertenecen a Comedia y también se cogen ese mismo número de BSO pero que no pertenecen a
Comedia de forma aleatoria.
En este caso, no hubo que hacer One-Hot Encoding ya que solo pueden clasifcarse en Comedy o
non-Comedy (el Dataframe está representado en la fgura B.2), refriéndose a si pertenece al género
de la CNN o no. Por ello, la elección de cómo tenían que ser la salidas fue de tipo binary.
En cuanto a la composición de las CNN , se han probado diversas combinaciones de capas y
parámetros en un estudio llevado a cabo durante un tiempo signifcativo debido a que cada prueba
de 100 épocas tarda alrededor de 48 horas por sus amplias muestras. Las CNN están compuestas
por una sola capa de convolución de 128 fltros, con función de activación ReLU y un kernel de 3x3,
solo hay una debido a que una complejidad mayor en una red neuronal da lugar a un incremento del
overftting. Esta capa va unida a su correspondiente capa de Max Pooling, la cual tiene un tamaño de
pool de 2x2. Posteriormente, se ha añadido una capa de Dropout para normalizar y también intentar
paliar el Overftting. Después, con el Flatten se aplanan todos los fltros y se conecta a la capa fully
connected de 256 neuronas y con una función de activación ReLU. Además de solo haber una y no dos
como en el experimento anterior, se añade otra capa de Dropout para seguir reduciendo el Overftting.
Por último, se conecta a una capa con la función de activación sigmoide de una neurona, la cual decide
si es o no es de ese género cinematográfco.
Como se puede observar en la fgura 4.3, tras un entrenamiento de 200 épocas, la training accuracy
no se estabiliza y podría seguir aumentando con más épocas, sin embargo, lo realmente importante
que es que la red neuronal aprenda para los datos nuevos, es decir, que la validation accuracy au-
mente, esto no ocurre ya que se queda estancada en un 0,55 desde el principio. Esto signifca que
sigue habiendo Overftting a pesar de todas las medidas llevadas a cabo para evitarlo como las capas
puestas de Dropout y como hacerla lo más simple posible. Se han hecho pruebas aumentando estas
capas de normalización, sin embargo, añadir más signifcaba que ni el entrenamiento era capaz de
aprender, aparte no se podía simplifcar más la arquitectura de esta red.
Dado que la clasifcación por géneros con redes neuronales no da los resultados deseados debido
al Overftting, se plantea un tercer experimento para que sean las propias personas las que clasifquen
las melodías en estos géneros.
4.3. Experimento 3: Cuestionario
Este experimento tiene 2 objetivos: Determinar si las personas son capaces de diferenciar el género
cinematográfco escuchando melodías de BSO y determinar si las composiciones generadas en la
sección 3.2 son capaces de pasar el Test de Turing.
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(a) Training and validation accuracy (b) Training and validation loss
Figura 4.3: Resultados del segundo experimento
Para ello, se han seleccionado 5 melodías monofónicas de 5 géneros cinematográfcos distintos
(Comedia, Drama, Ciencia Ficción, Fantasía y Acción) generadas en la sección 3.2. Además, se han
seleccionado otras 5 melodías monofónicas de bandas sonoras reales (poco conocidas), siendo cada
una de uno de los 5 géneros escogidos. Estas melodías son expuestas en el Apéndice D.
Con estas piezas musicales, se ha elaborado un cuestionario en Google Forms, al que se puede
acceder a través del siguiente enlace: https://forms.gle/17ETjLyUowe1J9cB7. En este for-
mulario se pregunta el nivel musical y cinematográfco por si se pudiesen sacar conclusiones en base
a los conocimientos previos. Este consta de 5 apartados, en cada uno de los cuales se encuentra un
enlace a YouTube de un vídeo en el que se reproducen y se muestran dos piezas musicales (una real y
otra artifcial). Después de cada uno de esos vídeos, se pregunta al encuestado que intente reconocer
cuál de las 2 composiciones ha sido compuesta por una máquina. Acto seguido se pregunta por el
género cinematográfco al que creen que pertenece cada una de las 2 piezas musicales pero dando
solo 3 opciones.
Se han obtenido 201 respuestas hasta la realización de esta memoria, las cuales se detallan en
profundidad en el Apéndice D. En la fgura 4.4, se indican los porcentajes de aciertos y de fallos que
se han dado en la parte de elegir la composición artifcial, siendo fltrados para cada nivel musical
(siendo 0 el menor y 5 el mayor) y mostrándose la media total de todos los niveles. Como se puede
observar, hay una clara confusión sobre cuáles son las composiciones artifciales y las reales. Otro
dato interesante, es que las personas con mayor nivel musical (este cuestionario ha sido distribuido en
10 conservatorios), son las que más se han confundido, signifcando esto que ven a las composiciones
artifciales una pieza con mucho sentido musical.
Por otra parte, en las fguras 4.5, se indican los porcentajes de acierto que han tenido las personas a
la hora de clasifcar las composiciones, tanto artifciales como reales, según el género cinematográfco.
Como se puede observar en la 4.5(a), el porcentaje medio de acierto está en torno al 44 % mientras que
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Figura 4.4: Resultados de distinción de BSO reales y artifciales
en la fgura 4.5(b), este porcentaje es de un 56 %. Al haber 3 opciones, la predicción aleatoria tendría,
idóneamente, un porcentaje de acierto de un 33 %. Todo esto concluye que clasifcar el género parece
una difícil tarea, a pesar de haber elegido las melodías más acordes a estos géneros seleccionados.
Respecto al nivel cinematográfco, no hay mucho que decir, ya que parece que importa poco, de hecho,
las personas menos cinéflas (0), son las que más aciertan, lo cual hace ver que el conocimiento de
películas poco tiene que ver a la hora de clasifcar una banda sonora por su género cinematográfco.
(a) En composiciones artifciales (b) En composiciones reales
Figura 4.5: Resultados de distinción de géneros
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5.1. Conclusiones
Con la tecnología actual, hoy en día, es posible la creación de música de manera artifcial, pudiendo
establecer de qué tipo, género o incluso artista se quiere componer, siempre y cuando se tengan
composiciones previas con las que estas máquinas puedan aprender. Sin embargo, de momento, esto
tiene sus limitaciones.
En este trabajo se ha expuesto la creación de melodías monofónicas para películas, a partir del
género cinematográfco. Estas composiciones son capaces de pasar el Test de Turing, es decir, muchas
personas no pueden distinguir si están compuestas por una máquina o por otro ser humano, pero
esto solo ocurre si todas las melodías con las que se comparan tienen las mismas características
musicales. Este buen resultado se debe principalmente a que estas composiciones artifciales están
formadas por notas musicales melódicas que poseen una duración coherente, lo cual genera una
melodía con sentido. El problema de las composiciones generadas en este trabajo son la duración, es
decir, no pueden ser más largas de 30 segundos ya que empiezan a ser demasiado repetitivas; solo
están interpretadas por un instrumento, el cual es un Gran Piano Acústico; son monofónicas; y no se
genera ningún matiz musical, es decir, todas las partes de la melodía suenan con la misma intensidad.
Seguramente estas piezas musicales artifciales no encajarían tal cual son en escenas de películas, sin
embargo, estas podrían servir como referencia de melodías principales o secundarias en una banda
sonora, las cuales además se podrían embellecer con la inclusión de más instrumentos.
Respecto a la gran pregunta formulada en este trabajo de ¿sería posible clasifcar las bandas
sonoras en función del género cinematográfco de la película en la que aparecen? En la investigación
llevada a cabo, se puede concluir en que no es posible diferenciarlas, al menos de una forma tajante,
ni por personas ni por máquinas.
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Es cierto que hay algunas melodías que hacen sentir terror, tristeza y otras muchas emociones. De
hecho, una película está repleta de bandas sonoras que refejan estas emociones, que además son
interpretadas visualmente en cada una de las escenas, pero esas emociones pueden variar en una
misma película, por tanto clasifcar según el género cinematográfco es algo demasiado general, que a
veces, no se corresponde directamente con la realidad. Por ejemplo, en una película de Acción puede
haber escenas tristes, las cuales son refejadas en la música de fondo, sin embargo, esa película no
es clasifcada como Drama sino como Acción.
Una vez presentada esta conclusión, puede parecer extraño el hecho de que las bandas sonoras
generadas en este trabajo se crean en base a un género cinematográfco. Sin embargo, lo que se
quiere refejar realmente, es que las máquinas son capaces de crear cualquier tipo de música siempre
y cuando tengan muestras de las que aprender, independientemente del uso fnal que se vaya a dar.
5.2. Trabajo futuro
A partir de este trabajo surgen nuevas líneas de investigación:
1. Mejorar la generación de bandas sonoras: Como ya se ha visto, se han podido generar
bandas sonoras pero con algunas limitaciones. Por ello, se propone investigar sobre la
generación de melodías armónicas (más de una línea melódica), interpretadas por varios
instrumentos y de la duración que se quiera.
2. Investigar la clasifcación de bandas sonoras según los sentimientos producidos: En
este trabajo, se ha investigado la posibilidad de clasifcar las bandas sonoras según el géne-
ro cinematográfco de las películas en las que aparecen, sin embargo, la conclusión es que
no se puede. Por tanto, el objetivo sería investigar si estas bandas sonoras, normalmente
asociadas a escenas de las películas, se pudiesen clasifcar según los sentimientos que
producen estas. Para ello, se podrían utilizar las CNN desarrolladas en este TFG o unas
similares. Sin embargo, esto requeriría un etiquetado difícil de encontrar o, si es hecho a
mano, sería un trabajo muy laborioso. De cualquier forma sería muy interesante e incluso
se podría a llegar a combinar con el anterior trabajo futuro propuesto, con la fnalidad de
generar bandas sonoras basadas en el sentimiento que producen.
3. Generar melodías basadas en vídeos: Por último, se propone una variante en la gene-
ración de música, crear composiciones musicales para cualquier tipo de vídeo, ya sea un
vídeo de Youtube, un anuncio, una escena de una película... Esto podría tener un amplio
uso, sobre todo en el tema de evitar denuncias por usar música de otras personas (Copy-
right), ya que se estarían utilizando melodías generadas por uno mismo, introduciendo el
vídeo deseado en la tecnología desarrollada.
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Definiciones 
alteración En la música, una alteración aplicada a una nota musical consiste en modifcar su
altura. Las alteraciones que existen son el bemol, el sostenido y el becuadro.
clase En el contexto de la clasifcación por Inteligencia Artifcial, hace referencia a las pre-
dicciones hechas por la máquina; por ejemplo, si se está utilizando aprendizaje automático
para predecir si una imagen es un perro o un gato, las dos clases que existen son perro y
gato.
cookie Es información creada por las páginas web con diferentes fnes que se almacena en
el cliente, es decir, en el navegador web de quien está accediendo a esa página web.
HTML Es el lenguaje que se utiliza para la elaboración de páginas web. HTML son las siglas
de HyperText Markup Language.
monofónica Es la melodía más sencilla que se puede dar en la música, consiste en una única
línea melódica sin acompañamiento ninguno.
partitura Es la representación escrita de una obra musical.
URL Sus siglas signifcan Uniform Resource Locator y es una dirección que apunta a un




API Application Programming Interfaces.
BSO Bandas Sonoras.






LSTM Long Short Term Memory.
MIDI Musical Instrument Digital Interface.
ML Machine Learning.
NN Neural Networks.
RGB Red, Green and Blue.
RL Reinforcement Learning.
RNN Recurrent Neural Network.
TFG Trabajo de Fin de Grado.







Flujograma de la segunda 
extraccion´ de datos 
En esta apéndice se muestra la secuencia de pasos realizados en la extracción de datos del se-
gundo estudio en forma de fujograma.




Dataframes introducidos en las 
CNN
En este apéndice se muestran los Dataframes que se introducen en las CNN de los experimentos
1 y 2.
B.1. Experimento 1
Figura B.1: Dataframe del experimento 1
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Dataframes introducidos en las CNN
B.2. Experimento 2
Figura B.2: Dataframe del experimento 2
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C
Matriz de confusion´ del primer 
experimento 
En este apéndice se muestra la matriz de confusión resultante del experimento 1:





En este apéndice se detallan, por cada apartado del cuestionario, las composiciones sobre las
que se han realizado las preguntas y los resultados que se han obtenido en cada una de ellas. El
enlace a este cuestionario es el siguiente: https://forms.gle/17ETjLyUowe1J9cB7. Cada
apartado contiene dos composiciones monofónicas, una artifcial y otra extraída de una banda sonora
real. Como apunte, en las preguntas de elegir el género de cada composición, hay respuestas con más
de 3 géneros ya que en una primera versión (para 3 personas) se dieron 5 opciones, pero como se vio
que el porcentaje de aciertos era muy bajo, se acotaron a 3 opciones.
D.1. Nivel musical y cinematográfco
Figura D.1: Nivel musical
55
Cuestionario 
Figura D.2: Nivel cinematográfco
D.2. Apartado 1
En el siguiente enlace se reproducen las dos primeras composiciones: https://youtu.be/ 
xTK0EDJXzMo.
La composición artifcial está mostrada en la fgura D.3 y pertenece a Ciencia Ficción.
Figura D.3: Primera composición artifcial
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D.2. Apartado 1
La composición extraída de la banda sonora de Sleepwalkers está mostrada en la fgura D.4 y
pertenece a Fantasía.
Figura D.4: Composición extraída de Sleepwalkers
Los resultados obtenidos en este apartado sobre diferenciar la composición artifcial de la real están
en la fgura D.5, mientras que los resultados de clasifcar cada composición por género cinematográfco
están en la fgura D.6 y D.7.
Figura D.5: Resultados 1: Elección de composición artifcial
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Figura D.6: Resultados 1: Elección género en artifcial
Figura D.7: Resultados 1: Elección género en real
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D.3. Apartado 2
D.3. Apartado 2
En el siguiente enlace se reproducen las dos composiciones de este apartado: https://youtu. 
be/ZF71E1eQ-rA.
La composición extraída de la banda sonora de Cousins está mostrada en la fgura D.8 y pertenece
a Drama.
Figura D.8: Composición extraída de Cousins
La composición artifcial está mostrada en la fgura D.9 y pertenece a Acción.
Figura D.9: Segunda composición artifcial
Los resultados obtenidos en este apartado sobre diferenciar la composición artifcial de la real están
en la fgura D.10, mientras que los resultados de clasifcar cada composición por género cinematográ-
fco están en la fgura D.11 y D.12.
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Figura D.10: Resultados 2: Elección de composición artifcial
Figura D.11: Resultados 2: Elección género en real
Figura D.12: Resultados 2: Elección género en artifcial
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D.4. Apartado 3
D.4. Apartado 3
En el siguiente enlace se reproducen las dos composiciones de este apartado: https://youtu. 
be/CXv71oMiWfI.
La composición extraída de la banda sonora de Spiderman está mostrada en la fgura D.13 y per-
tenece a Ciencia Ficción.
Figura D.13: Composición extraída de Spiderman
La composición artifcial está mostrada en la fgura D.14 y pertenece a Fantasía.
Figura D.14: Tercera composición artifcial
Los resultados obtenidos en este apartado sobre diferenciar la composición artifcial de la real están
en la fgura D.15, mientras que los resultados de clasifcar cada composición por género cinematográ-
fco están en la fgura D.16 y D.17.
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Figura D.15: Resultados 3: Elección de composición artifcial
Figura D.16: Resultados 3: Elección género en real
Figura D.17: Resultados 3: Elección género en artifcial
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D.5. Apartado 4
D.5. Apartado 4
En el siguiente enlace se reproducen las composiciones de este apartado: https://youtu.be/ 
M7G4OUkm7Fg.
La composición artifcial está mostrada en la fgura D.18 y pertenece a Drama.
Figura D.18: Cuarta composición artifcial
La composición extraída de la banda sonora de Animal House - Louie, Louie está mostrada en la
fgura D.19 y pertenece a Comedia.
Figura D.19: Composición extraída de Animal House - Louie, Louie
Los resultados obtenidos en este apartado sobre diferenciar la composición artifcial de la real están
en la fgura D.20, mientras que los resultados de clasifcar cada composición por género cinematográ-
fco están en la fgura D.21 y D.22.
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Figura D.20: Resultados 4: Elección de composición artifcial
Figura D.21: Resultados 4: Elección género en artifcial
Figura D.22: Resultados 4: Elección género en real
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D.6. Apartado 5
D.6. Apartado 5
En el siguiente enlace se reproducen las composiciones de este último apartado: https:// 
youtu.be/i-xFJDweRdk.
La composición artifcial está mostrada en la fgura D.23 y pertenece a Comedia.
Figura D.23: Quinta composición artifcial
La composición extraída de la banda sonora de Die Hard With A Vengence está mostrada en la
fgura D.24 y pertenece a Acción.
Figura D.24: Composición extraída de Die Hard With A Vengence
Los resultados obtenidos en este apartado sobre diferenciar la composición artifcial de la real están
en la fgura D.25, mientras que los resultados de clasifcar cada composición por género cinematográ-
fco están en la fgura D.26 y D.27.
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Figura D.25: Resultados 5: Elección de composición artifcial
Figura D.26: Resultados 5: Elección género en artifcial
Figura D.27: Resultados 5: Elección género en real
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