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ABSTRACT
A method for estimation of direct-to-reverberant ratio (DRR) using
a microphone array is proposed. The proposed method estimates
the power spectral density (PSD) of the direct sound and the rever-
beration using the algorithm PSD estimation in beamspace with a
microphone array and calculates the DRR of the observed signal.
The speech corpus of the ACE (Acoustic Characterisation of Envi-
ronments) Challenge was utilised for evaluating the practical fea-
sibility of the proposed method. The experimental results revealed
that the proposed method was able to effectively estimate the DRR
from a recording of a reverberant speech signal which included var-
ious environmental noise.
Index Terms— direct-to-reverberant ratio, microphone array,
speech, power spectral density, beamspace, ACE Challenge
1. INTRODUCTION
Estimation of direct-to-reverberant ratio (DRR) has been attracting
interests of researchers in audio and acoustic signal processing since
the DRR is one of the important parameters in room acoustics which
specifies the acoustic characteristics of a reverberant enclosure [1].
The estimated DRR can also be utilised in various audio signal pro-
cessing applications such as dereverberation [2], source distance
estimation [3, 4, 5, 6], emphasising speech located at a particular
distance [7], and spatial audio coding [8].
The room impulse response (RIR) used to be measured to cal-
culate the DRR of a reverberant enclosure. However the measure-
ment of the RIR was actually a hinderance for application users
since special equipment and software are needed, which motivated
researchers to estimate the DRR in blind manner, i.e. without
RIR measurement. Since the propagation properties of the direct
sound and the reverberation are quite different, several recent stud-
ies utilised more than one microphones (i.e. a microphone array)
for the blind DRR estimation problem [9]. Some recent studies
achieved blind DRR estimation by introducing a model for the co-
herence of direct sound and reverberation between two microphones
[4, 5, 10, 11] since the magnitude-squared coherence (MSC) is a
quantity related to the DRR [4, 5]. The authors also proposed a
method based on a similar strategy but using more than two micro-
phones [6]. The method introduced a model for the spatial corre-
lation matrix of a microphone array signal recorded in a reverber-
ant environment which contains the coherence information between
each pair of microphones. The method estimated the power spectral
density (PSD) [12] of the direct sound and the reverberation simul-
taneously using the introduced model.
Besides the introduction of the model another novel aspect in
this method was in the calculation of the DRR from the estimated
PSD of the direct sound and the reverberation. The authors later
proposed another DRR estimation method which estimates the PSD
using two different beamformers whose beampatterns have an iden-
tical shape [13]. It should be noted that these previous methods are
semi-blind methods because they assume the direction of the sound
source is known a priori. Another similar approach proposed by
Thiergart et al. also estimates the PSD for deriving the DRR [14],
which uses multiple directional microphones rather than a micro-
phone array.
In this study another PSD based blind DRR estimation method
is proposed. The proposed method utilises an algorithm: PSD es-
timation in beamspace [15, 16], which was originally invented for
sound source separation problems by the authors, to estimate the
PSD of the direct sound and the reverberation. The method was
evaluated on the speech corpus of the ACE (Acoustic Character-
isation of Environments) Challenge [17] and its performance was
compared to that of the authors’ previous studies [6, 13]. Since the
problem specified by the ACE Challenge was a fully blind problem
(i.e. no prior information about the source direction is provided),
the methods were tested after being combined with conventional
direction-of-arrival (DOA) estimation and voice activity detection
(VAD) methods. Presenting the performance of the authors’ meth-
ods under a fully blind problem is another contribution of this paper.
2. PROBLEM SETUP
2.1. Sound propagation in reverberant environment
An impulse response from a sound source to a microphone (i.e. the
sound propagation path) in a reverberant environment is generally
described by a model which consists of the direct sound, early re-
flections, and late reverberation [1]. However as shown in Fig. 1
in this study the impulse response is simply modelled by the two
components, the direct sound and the reverberation, where the latter
includes both the early reflections and the late reverberation. Given
the impulse response in the frequency domain (i.e. the transfer func-
tion) is denoted by H(ω) where ω is the frequency, the model is
represented by
H(ω) = HD(ω) +HR(ω), (1)
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Figure 1: Decomposition of impulse response between sound
source and microphone.
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Figure 2: Propagation path from sound source to microphone array
in reverberant room: (a) direct sound, (b) reverberation.
where HD(ω) and HR(ω) are the transfer functions of the direct
sound and the reverberation, respectively. The sound propagation
paths of these two components are quite different. In general the
direct sound is assumed to be spatially coherent, whereas the rever-
beration is assumed to be diffuse [1]. In other words, as described
in Fig. 2, the direct sound arrives into a microphone directly only
from the source direction (directional). In contrast, the reverbera-
tion arrives from every direction with uniform energy distribution
(isotropic). The proposed method focuses on the difference in these
spatial properties of the sound propagation paths and segregate the
direct sound and the reverberation using a microphone array. The
rest of this section discusses the signal modelling for the micro-
phone array observation and the output of the beamforming [18],
which is used to estimate the PSD of the direct sound and the rever-
beration for calculating the DRR.
In the following discussion a few assumptions are made: the
source direction from the microphone array is known a priori using
any conventional direction of arrival (DOA) estimation techniques
[19]; the direct sound and the reverberation are mutually uncorre-
lated; and both direct sound and the reverberation are modelled by
plane waves [18].
2.2. Microphone array observation
LetX(m)(ω, t) be the observed signal of them-th microphone of an
M -sensors microphone array in the time-frequency domain where
t is a frame index. Using the transfer function of the sound propa-
gation path introduced in (1), X(m)(ω, t) can be modelled by
X(m)(ω, t) :=
(
H
(m)
D (ω) +H
(m)
R (ω)
)
S(ω, t), (2)
where S(ω, t) is the spectrum of a sound source.
The transfer functions in (2) are further decomposed into two
components: the transfer function from the sound source to a ref-
erence point located close to the microphone array (e.g. the cen-
tre of the microphone array), and that from the reference point to
each microphone. Since the signals are assumed to be plane waves,
the latter transfer function can be approximated by the phase shift
caused by the propagation delay. Namely H(m)D (ω) and H
(m)
R (ω)
are expressed by
H
(m)
D (ω) = HDref(ω)e
−jωτ(m)ΩD , (3)
H
(m)
R (ω) =
∫
Ω
HRref,Ω(ω)e
−jωτ(m)Ω dΩ, (4)
where HDref(ω) and HRref,Ω(ω) are the transfer functions from
the sound source to the reference point with regard to the direct
sound and the reverberation, respectively. τ (m)Ω is the propagation
delay from the reference point to the microphonemwhen the sound
wave is arriving from a solid angle Ω = {θ, φ}, where θ and φ
are the azimuth and the zenith angles, respectively (θ ∈ [0, 2pi),
φ ∈ [0, pi]). Note that φ = pi
2
is equal to the planer in parallel to the
plane of the microphone array, and ΩD denotes the source direction.
The observation vector of the microphone array is defined by
x(ω, t) = [X(1)(ω, t), · · · , X(M)(ω, t)]T
= aΩD(ω)SD(ω, t) +
∫
Ω
aΩ(ω)SR,Ω(ω, t)dΩ, (5)
where aΩ(ω) = [e−jωτ
(1)
Ω , · · · , e−jωτ(M)Ω ]T is the steering vector
[18] for the angle Ω, and
SD(ω, t) = HDref(ω)S(ω, t), (6)
SR,Ω(ω, t) = HRref,Ω(ω)S(ω, t), (7)
are the direct sound and the reverberation arriving from the angle Ω
observed at the reference point, respectively. T denotes the trans-
pose of a vector or a matrix.
2.3. Beamforming output
Assume more than one arbitrary but different beamformers are ap-
plied to the microphone array observation x(ω, t), then the output
signal of the beamformer l is represented by
YBF,l(ω) = w
H
l (ω)x(ω, t) (8)
= wHl (ω)aΩDSD(ω, t)
+wHl (ω)
∫
Ω
aΩSR,Ω(ω, t)dΩ, (9)
where wl(ω) is the weight vector of the beamformer l defined by
wl(ω) = [W
(1)
l (ω), · · · ,W (M)l (ω)]T . (10)
The PSD of the beamformer’s output is then described by the
summation of the PSD of the direct sound and the reverberation
multiplied by the gain of the beamformer:
PBF,l(ω) = E[|YBF,l(ω)|2]t (11)
≈ wHl (ω)aΩD(ω)E[|SD(ω, t)|2]taHΩD(ω)wl(ω)
+wHl (ω)
{∫
Ω
aΩ(ω)E[|SR,Ω(ω, t)|2]t
· aHΩ (ω)dΩ
}
wl(ω) (12)
= Gl,ΩD(ω)PD(ω) +
∫
Ω
Gl,Ω(ω)PR,Ω(ω)dΩ, (13)
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where PD(ω) and PR,Ω(ω) are the PSD of the direct sound and the
reverberation observed at the reference point, respectively:
PD(ω) = E[|SD(ω, t)|2]t, (14)
PR,Ω(ω) = E[|SR,Ω(ω, t)|2]t. (15)
E[·]t is the expectation over frames that can be approximated by
the average of several frames, and Gl,Ω(ω) is the gain of the beam-
former for angle Ω defined by
Gl,Ω(ω) = |wHl (ω)aΩ(ω)|2. (16)
In the derivation of (13), the uncorrelatedness assumption for
the relation between the direct sound and the reverberation, i.e.
E[S∗D(ω, t)SR,Ω(ω, t)]t = 0, is utilised.
Since the isotropic propagation has been assumed for the rever-
beration, the PSD of the reverberation can be replaced by a constant
value that holds for all Ω, i.e.
PR,Ω(ω) = PR(ω) = const. ∀Ω. (17)
Thus, the PSD of the beamformer output in (13) becomes
PBF,l(ω) = Gl,ΩD(ω)PD(ω) + PR(ω)
∫
Ω
Gl,Ω(ω)dΩ. (18)
2.4. Calculating DRR from estimated PSD
The DRR is commonly defined by the energy ratio of the impulse
response for the direct sound to that for the reverberation [9]. Ac-
cording to Parseval’s theorem and with some approximations, the
DRR can also be calculated from the PSD of the direct sound and
the reverberation observed at the reference point of the microphone
array
Γ[dB] := 10 log10
( ∑
ω |HD(ω)|2∑
ω |HR,Ω(ω)|2
)
(19)
≈ 10 log10
( ∑
ω PD(ω)∑
ω
∫
Ω
PR,Ω(ω)dΩ
)
(20)
= 10 log10
( ∑
ω PD(ω)
4pi
∑
ω PR(ω)
)
. (21)
In the following section an algorithm to estimate the PSD, i.e.
PD(ω) and PR(ω), is introduced.
3. PSD ESTIMATION IN BEAMSPACE
Assume two beamformers which have different directivity patterns
are applied to the microphone array observation as shown in Fig. 3.
According to (18) the output PSD of the two beamformers can be
formulated in a matrix form given by (22).[
PBF,1(ω)
PBF,2(ω)
]
︸ ︷︷ ︸
PBF(ω)
=
[
G1,ΩD(ω)
∫
Ω
G1,Ω(ω)dΩ
G2,ΩD(ω)
∫
Ω
G2,Ω(ω)dΩ
]
︸ ︷︷ ︸
G(ω)
[
PD(ω)
PR(ω)
]
︸ ︷︷ ︸
Pcmp(ω)
(22)
Because the elements inPBF(ω) andG(ω) are known a priori, the
PSD of the direct sound and the reverberation can be estimated by
solving the simultaneous equation
Pˆcmp(ω) = G
−1(ω)PBF(ω), (23)
Sound
Source
Beamformers
Reverberation
Direct Sound
Figure 3: PSD estimation in beamspace for estimating DRR. Two
different beamformers are applied to the microphone array observa-
tion to create the beamspace for estimating the DRR.
where ·ˆ denotes an estimated value. The DRR of each sound source
is estimated by substituting PD(ω) and P R(ω) in (21) by the esti-
mated values found in Pˆcmp(ω).
The previous method invented by the authors [13] also uses two
beamformers however their beampatterns have to be identical while
their mainlobes are pointing in different directions. It is obvious
that the previous method is solving (22) given∫
Ω
G1,Ω(ω)dΩ =
∫
Ω
G2,Ω(ω)dΩ :=
∫
Ω
GΩ(ω)dΩ (24)
G1,ΩD(ω) 6= G2,ΩD(ω), (25)
which is a specific case of PSD estimation in beamspace.
Then the PSD of the direct sound is estimated from the differ-
ence of the output PSD of these beamformers
PˆD(ω) =
P1(ω)− P2(ω)
G1,ΩD(ω)−G2,ΩD(ω)
, (26)
whereas the PSD of the reverberation is calculated by the following
subtraction of the estimatedPD(ω) from the PSD of the microphone
observation:
PˆR(ω) = P
(m)
X (ω)− PˆD(ω), (27)
where P (m)X (ω) is derived by
P
(m)
X (ω) = E[|X(m)(ω, t)|2]t. (28)
4. PERFORMANCE EVALUATION
The performance of the proposed method was evaluated along with
that of the authors’ previous methods [6, 13] using the ACE Chal-
lenge corpus [17]. Among various microphone array configurations
provided in the corpus, the 3-channel mobile microphone array
(right-angled triangular configuration) was selected for the evalu-
ation. The DOA of the direct sound ΩD = {θD, φD} was estimated
by the steered beamformer based method [19] with a delay-and-sum
beamforming [18] used for the beamformer. Since speech signals
are generally nonstationary, a voice activity detection (VAD) was
applied for extracting frames which include reasonable amount of
speech components, then only the extracted frames were used for
calculating the expectation in the PSD estimation. The VAD was
realised by simply selecting the frames of the short time Fourier
transform of a microphone observation where the power of the sig-
nal in the frames exceeded a certain threshold, which was deter-
mined based on the level of stationary noise estimated by [20].
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Two delay-and-sum beamformers whose mainlobes being
pointed in Ω1 = {θD, φD} and Ω2 = {θD + pi3 , φD}, respectively,
were used for PSD estimation in beamspace. The signals (sampled
at 16 kHz [17]) were analysed by the short-time Fourier transform
whose frame size was 512 samples. The frame was shifted by half
the frame size (i.e. 256 samples). The spatial resolution for the
DOA estimation was pi
72
rad for the azimuth and pi
60
rad for the
zenith angles. Since, in the ACE Challenge, an opportunity was
given to calibrate a method using a small dataset (i.e. Dev dataset
[17]), a calibration was introduced to the proposed method in order
to compensate biases seen in the estimation. The biases would have
been caused by the difference of the definitions of DRR between the
ACE Challenge corpus and the proposed method. From the model
introduced in Fig. 1, all the early reflections were incorporated into
the reverberation in the proposed method whereas some very early
reflections were accounted to be the direct sound in the corpus [17].
The calibration simply biased all raw estimated DRR by a constant
value, which was calculated by taking the average of the estimation
errors given in the test with the Dev dataset.
Fig. 4 shows the comparison of the error distribution of the
estimated DRR for different types and levels of noise in the tested
acoustical environment provided in the full corpus set (i.e. Eval
dataset [17]). By looking at the extent of the distribution of the
estimation errors (height of the box plots), the proposed method is
more accurate compared to the previous methods. It is revealed that
the method with coherence based PSD estimation [6] suffers from
very large variance of the estimation error compared to the methods
based on PSD estimation in beamspace. Presumably the error in
[6] would be mainly caused by the fact that the method could not
distinguish the reverberation arriving from the same direction as that
of the direct sound [13]. The results also show the bias calibration
contributed to improve the estimation accuracy.
In order for further investigating the performance of the pro-
posed method in different acoustical environment, a distribution of
the estimation error in each acoustical environment included in the
Eval dataset (2 different distances in 5 different rooms: Office 2,
Meeting Rooms 1&2, Lecture rooms 1&2 [17]) is shown in Fig. 5.
From the result it is clearly seen that both the proposed and previ-
ous methods have been affected by the change of the acoustical en-
vironment. One of possible causes of this adverse effect would be
the poor accuracy of the pre-estimated DOA since both the proposed
and previous methods strongly rely on the DOA of the speaker. This
fact should be a good guidance for future study to develop a more
practically sound DRR estimation method which should be less de-
pendent on the DOA information.
5. CONCLUSION
A method for estimating DRR from speech signals has been pro-
posed. The method estimates the PSD of the direct sound and re-
verberation using the output signal of two beamformers applied to
a microphone array observation. The estimated PSD’s are used for
calculating the DRR. The proposed method was evaluated by exper-
iments using the speech corpus of the ACE Challenge. Neverthe-
less the proposed method suffered from its estimates being biased,
which may be compensated by some preliminary calibration, it was
revealed that the proposed method provides more accurate estimates
of the DRR compared to the authors’ previous methods. Further
improvement should be sought to make the proposed method more
robust to the variation of the acoustical environment and less depen-
dent on the estimated DOA of the speech signal.
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Figure 4: Comparison of estimation error for different types of noise
provided in the ACE speech corpus.
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