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Abstract
The principal aim of this paper is to state and prove some Lyapunov inequalities for linear
Hamiltonian system on an arbitrary time scale T, so that the well-known case of differential lin-
ear Hamiltonian systems (T = R) and the recently developed case of discrete Hamiltonian systems
(T = Z) are unified. Applying these inequalities, a disconjugacy criterion for Hamiltonian systems
on time scales is obtained.
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1. Introduction
The theory of time scales, which has recently received a lot of attention, was introduced
by Stefan Hilger in his Ph.D. thesis in 1988 in order to unified continuous and discrete
analysis (see [9]). A time scale is a closed subset of the real numbers. We denote a time
scale by the symbol T. For a function y defined on T, we introduce a so-called delta
derivative y∆. This delta derivative is equal to y′ (the usual derivative) if T = R is the set
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set of all integers. In recent years there has been much research activity concerning some
different equations on time scales. We refer the reader to the few papers [3,8,11,13].
In this paper we would like to consider the Hamiltonian system (see [1,5,6]) which
contain two scalar linear dynamic equations
x∆(t) = a(t)x(σ(t))+ b(t)u(t), u∆(t) = −c(t)x(σ(t))− a(t)u(t) (1.1)
on an arbitrary time scale T, where a, b and c are real-valued rd-continuous functions on
T with the coefficient a(t) satisfying the condition
1 − µ(t)a(t) = 0, t ∈ T. (1.2)
Notice that the second order linear dynamic equation[
p(t)x∆(t)
]∆ + q(t)x(σ(t))= 0, t ∈ T, (1.3)
in which p(t), q(t) are real-valued rd-continuous function and p(t) = 0 for all t ∈ T, can
be written as an equivalent Hamiltonian system of type (1.1). Indeed, let x(t) be a solution
of (1.3) and set p(t)x∆(t) = u(t). Then we have
x∆(t) = 1
p(t)
u(t), u∆(t) = −q(t)x(σ(t)).
So, (1.3) is equivalent to (1.1) with
a(t) ≡ 0, b(t) = 1
p(t)
, c(t) = q(t).
We remark that system (1.1) cover the continuous Hamiltonian system (when T = R,
see [7,12])
x′(t) = a(t)x(t) + b(t)u(t), u′(t) = −c(t)x(t) − a(t)u(t), t ∈R,
and the discrete Hamiltonian system (when T = Z, see [4,7])
x∆(t) = a(t)x(t + 1) + b(t)u(t), u∆(t) = −c(t)x(t + 1) − a(t)u(t), t ∈ Z.
Furthermore, system (1.1) extends these classical cases to many cases in between as well,
such as the so-called q-difference equations, where
T= qZ := {qk | k ∈ Z} ∪ {0} for some q > 1
and difference equations with constant step size, where
T= hZ := {hk | k ∈ Z} for some h > 0.
Particularly useful for the discretization aspect are time scales of the form
T= {tk | k ∈ Z}, where tk ∈ R, tk < tk+1 for all k ∈ Z.
Lyapunov inequalities have proved to be very useful in oscillation theory, disconjugacy,
eigenvalue problems, and numerous other applications in the theory of differential and
difference equation. An introduction to Lyapunov inequalities for continuous and discrete
linear Hamiltonian system can be found in the paper [7] by Guseinov. The main purpose
of this paper is to obtain Lyapunov inequalities for Hamiltonian system on time scales.
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b(t) 0, t ∈ T. (1.4)
For each t ∈ T, let us set
c+(t) = max
{
c(t),0
}
. (1.5)
Instead of the usual zero, the concept of generalized zero on time scales is given as
follows.
Definition 1.1. Let t ∈ T. A vector solution (x,u) of the system (1.1) has a generalized
zero at σ(t) if one of the following two conditions is satisfied:
(i) t is dense and x(t) = 0;
(ii) t is right-scattered, and x(t)x(σ (t)) < 0 or x(σ (t)) = 0.
Note that under the condition (1.4) above, the definition of generalized zero, a special
case of that given in [6], is consistent with what is used for the generalized zero in the
discrete case [4,7]
The main results of this paper are the following theorems. The continuous and/or dis-
crete versions of these results may be found in [7], but the following theorems have covered
all of such results.
Theorem 1.1. Let α,β ∈ Tκ with σ(α) < β . Assume that (1.1) has a real solution (x,u)
such that x(σ (α)) = x(σ (β)) = 0 and x is not identically zero on [σ(α),β]. Then the
inequality
β∫
σ(α)
∣∣a(t)∣∣∆t +
{ σ(β)∫
σ(α)
b(t)∆t ·
β∫
σ(α)
c+(t)∆t
}1/2
 2 (1.6)
holds.
Theorem 1.2. Suppose
1 − µ(t)a(t) > 0, b(t) > 0 for all t ∈ T (1.7)
and let α,β ∈ Tκ with σ(α) < β . Assume that (1.1) has a real solution (x,u) such that
x(σ (α)) = 0, x(β)x(σ (β)) < 0. Then the inequality
β∫
σ(α)
∣∣a(t)∣∣∆t +
{ β∫
σ(α)
b(t)∆t ·
β∫
σ(α)
c+(t)∆t
}1/2
> 1 (1.8)holds.
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real solution (x,u) such that x(α)x(σ (α)) < 0, x(σ (β)) = 0. Then the inequality
β∫
σ(α)
∣∣a(t)∣∣∆t +
{ σ(β)∫
σ(α)
b(t)∆t ·
β∫
α
c+(t)∆t
}1/2
> 1 (1.9)
holds.
Theorem 1.4. Suppose
1 − µ(t)a(t) > 0, b(t) > 0, c(t) > 0 for all t ∈ T, (1.10)
and let α,β ∈ Tκ with α < β . Assume that (1.1) has a real solution (x,u) such that
x(α)x(σ (α)) < 0, x(β)x(σ (β)) < 0. Then the inequality
β∫
α
∣∣a(t)∣∣∆t +
{ σ(β)∫
α
b(t)∆t ·
β∫
α
c(t)∆t
}1/2
> 1 (1.11)
holds.
Combining Theorems 1.1–1.4, the following corollary is yielded.
Corollary 1.5. Suppose
1 − µ(t)a(t) > 0, b(t) > 0, c(t) > 0 for all t ∈ T,
and let α,β ∈ Tκ with σ(α) < β . Assume that (1.1) has a real solution (x,u) with general-
ized zeros in σ(α) and σ(β) and x is not identically zero on [σ(α),β]. Then the inequality
σ(β)∫
α
∣∣a(t)∣∣∆t +
{ σ(β)∫
α
b(t)∆t ·
σ(β)∫
α
c(t)∆t
}1/2
> 1
holds.
This paper is organized as follows. In the next section, we give some basic information
on the time scales calculus and also recall Cauchy–Schwarz inequality (see [2,5]) which
is required later. In Sections 3–6, proofs of Theorems 1.1–1.4 are given successively. As
applications of Lyapunov inequalities, we establish a disconjugacy criterion in Section 7.
2. Preliminaries about time scales
We state by introducing the following concepts related to the notion of time scales,
which can be found in [1,5,6,9,10]. A time scale T is defined as a nonempty closed subset
of the real numbers. The two most popular example are T = R and T = Z. Define the
forward jump operator σ(t) :T→ T for t ∈ T byσ(t) := inf{τ > t | τ ∈ T},
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ρ(t) := sup{τ < t | τ ∈ T}
(supplemented by infφ = supT and supφ = infT). A point t ∈ T is called right-scattered,
right-dense, left-scattered, left-dense, if σ(t) > t , σ(t) = t , ρ(t) < t , ρ(t) = t holds, re-
spectively. We define Tκ = T if T does not have a left-scattered maximum tmax; otherwise
T
κ = T \ {tmax}. The graininess function µ :T→ [0,+∞) is defined by
µ(t) := σ(t) − t.
Hence the graininess function is constant 0 if T = R while it is constant 1 for T = Z.
However, a time scale T could have nonconstant graininess.
Let X be a real Banach space. The function f :T → X is called (delta) differentiable at
t ∈ Tκ with (delta) derivative f ∆(t) ∈ X, if for any ε > 0 there is a neighborhood U of t
(i.e., U = (t − δ, t + δ) ∩T for some δ > 0) such that∣∣[f (σ(t))− f (s)]− f ∆(t)[σ(t) − s]∣∣ ∣∣σ(t) − s∣∣ for all s ∈ U.
The function f is differentiable on Tκ provided f ∆(t) exists for all t ∈ Tκ . The following
lemma shows some important properties of f ∆.
Lemma 2.1 [5,9]. Let f,g: T →X be two functions, and let t ∈ Tκ . Then we have
(i) If f ∆(t) and g∆(t) exist, then Af + Bg is differentiable at t with (Af + Bg)∆(t) =
Af ∆(t) + Bg∆(t) for any constants A,B .
(ii) If f ∆(t) exists, then f is continuous at t .
(iii) If t is right-scattered and f is continuous at t , then f ∆(t) exists and
f ∆(t) = f (σ (t)) − f (t)
µ(t)
.
(iv) If f ∆(t) exists, then f (σ (t)) = f (t) + µ(t)f ∆(t).
(v) If f ∆(t) and g∆(t) exist, then fg is differentiable at t with
(fg)∆(t) = f (σ(t))g∆(t) + f ∆(t)g(t) = f (t)g∆(t) + f ∆(t)g(σ(t)).
(vi) Let f,g :T → R be such that g(t)g(σ (t)) = 0 and f ∆(t), g∆(t) exist. Then f/g is
differentiable at t with(
f
g
)∆
(t) = f
∆(t)g(t) − f (t)g∆(t)
g(t)g(σ (t))
.
A function f :T → X is called rd-continuous provided it is continuous at each right-
dense point and has a left-sided limit at each point, which is at the same time right-scattered
and left-dense. One can show, see [5,9], that if f :T→ X is a rd-continuous function, then
there exists an unique function (antiderivative) F :T → X with the properties F∆(t) =
f (t) for all t ∈ Tκ and F(τ) = η, where τ ∈ T and η ∈ X. Then we define the Cauchy
integral of f by
∫ b
a
f (t)∆t = F(b) − F(a), where a, b ∈ T. In the following lemma we
present some properties of the integral that will be needed later.
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(i) ∫ b
a
[Af (t)+Bg(t)]∆t = A ∫ b
a
f (t)∆t +B ∫ b
a
g(t)∆t , where A,B are any constants.
(ii) ∫ σ(t)
t
f (s)∆s = µ(t)f (t) for t ∈ Tκ .
(iii) ∫ b
a
f (t)∆t = ∫ c
a
f (t)∆t + ∫ b
c
f (t)∆t.
(iv) ∫ b
a
f (t)g∆(t)∆t = [f (t)g(t)]ba −
∫ b
a
f ∆(t)g(σ (t))∆t (integration by parts).
(v) If |f (t)| g(t) on [a, b), then∣∣∣∣∣
b∫
a
f (t)∆t
∣∣∣∣∣
b∫
a
g(t)∆t.
The notation [a, b], [a, b), [a,+∞), and so on, will denote time scales intervals, i.e.,
for example, [a, b) = {t ∈ T | a  t < b}, where a, b ∈ T. To prove our results, we will
need the following auxiliary statement.
Lemma 2.3 (Cauchy–Schwarz inequality [2,5]). Let a, b ∈ T. For rd-continuous f,g :
[a, b] → R we have
b∫
a
∣∣f (t)g(t)∣∣∆t 
{ b∫
a
f 2(t)∆t ·
b∫
a
g2(t)∆t
}1/2
.
3. Proof of Theorem 1.1
Multiplying the first equation of (1.1) by u(t) and the second one by x(σ (t)), and then
adding the results, we obtain
(xu)∆(t) = b(t)u2(t) − c(t)x2(σ(t)). (3.1)
Integrating the last equation from σ(α) to σ(β) and noticing that x(σ (α)) = x(σ (β)) = 0,
we have
0 =
σ(β)∫
σ(α)
b(t)u2(t)∆t −
σ(β)∫
σ(α)
c(t)x2
(
σ(t)
)
∆t.
Since x(σ (β)) = 0, by Lemma 2.2(ii), (iii) we have
σ(β)∫
σ(α)
b(t)u2(t)∆t =
β∫
σ(α)
c(t)x2
(
σ(t)
)
∆t +
σ(β)∫
β
c(t)x2
(
σ(t)
)
∆t
=
β∫
c(t)x2
(
σ(t)
)
∆t + µ(β)c(β)x2(σ(β))σ(α)
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β∫
σ(α)
c(t)x2
(
σ(t)
)
∆t. (3.2)
Choose τ ∈ (σ (α), σ (β)) such that∣∣x(τ)∣∣= max
σ(α)tσ(β)
{∣∣x(t)∣∣}.
Since x is not identically zero on [σ(α),β], we have |x(τ)| > 0. Integrating the first
equation of (1.1) initially from σ(α) to τ and then from τ to σ(β) and observing that
x(σ (α)) = x(σ (β)) = 0, we get
x(τ) =
τ∫
σ(α)
a(t)x
(
σ(t)
)
∆t +
τ∫
σ(α)
b(t)u(t)∆t,
−x(τ) =
σ(β)∫
τ
a(t)x
(
σ(t)
)
∆t +
σ(β)∫
τ
b(t)u(t)∆t
=
β∫
τ
a(t)x
(
σ(t)
)
∆t +
σ(β)∫
τ
b(t)u(t)∆t,
respectively, where for the second equal sign of the latter equation we have used Lem-
ma 2.2(ii) and (iii). Hence, employing the triangle inequality and Lemma 2.2(v) gives
∣∣x(τ)∣∣
τ∫
σ(α)
∣∣a(t)∣∣∣∣x(σ(t))∣∣∆t +
τ∫
σ(α)
b(t)
∣∣u(t)∣∣∆t,
∣∣x(τ)∣∣
β∫
τ
∣∣a(t)∣∣∣∣x(σ(t))∣∣∆t +
σ(β)∫
τ
b(t)
∣∣u(t)∣∣∆t.
Adding these last two inequalities gives rise to
2
∣∣x(τ)∣∣
β∫
σ(α)
∣∣a(t)∣∣∣∣x(σ(t))∣∣∆t +
σ(β)∫
σ(α)
b(t)
∣∣u(t)∣∣∆t. (3.3)
Applying Cauchy–Schwarz inequality (Lemma 2.3) and (3.2), we have
σ(β)∫
σ(α)
b(t)
∣∣u(t)∣∣∆t 
{ σ(β)∫
σ(α)
b(t)∆t
}1/2
·
{ σ(β)∫
σ(α)
b(t)u2(t)∆t
}1/2
=
{ σ(β)∫
b(t)∆t
}1/2
·
{ β∫
c(t)x2
(
σ(t)
)
∆t
}1/2
σ(α) σ (α)
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{ σ(β)∫
σ(α)
b(t)∆t
}1/2
·
{ β∫
σ(α)
c+(t)x2
(
σ(t)
)
∆t
}1/2
.
Therefore, we get from (3.3)
2
∣∣x(τ)∣∣
β∫
σ(α)
∣∣a(t)∣∣∣∣x(σ(t))∣∣∆t +
{ σ(β)∫
σ(α)
b(t)∆t
}1/2
·
{ β∫
σ(α)
c+(t)x2
(
σ(t)
)
∆t
}1/2

∣∣x(τ)∣∣ ·
[ β∫
σ(α)
∣∣a(t)∣∣∆t +
{ σ(β)∫
σ(α)
b(t)∆t ·
β∫
σ(α)
c+(t)∆t
}1/2 ]
.
Dividing the latter estimate by |x(τ)|, we get the desired inequality (1.6). 
4. Proof of Theorem 1.2
Integrating (3.1) from σ(α) to β and observing that x(σ (α)) = 0 we obtain
u(β)x(β) =
β∫
σ(α)
b(t)u2(t)∆t −
β∫
σ(α)
c(t)x2
(
σ(t)
)
∆t. (4.1)
Further, by using Lemma 2.1(iv), we rewrite the first equation of (1.1) and get[
1 − µ(t)a(t)]x(σ(t))= x(t) + µ(t)b(t)u(t). (4.2)
Let t = β , we have[
1 − µ(β)a(β)]x(σ(β))= x(β) + µ(β)b(β)u(β).
Multiplying this by x(β) yields[
1 − µ(β)a(β)]x(β)x(σ(β))= x2(β) + µ(β)b(β)x(β)u(β).
Since x(β)x(σ (β)) < 0, it is easy to see that µ(t) > 0. In view of (1.7), the above latter
equality gives rise to u(β)x(β) < 0. Therefore, from (4.1) the inequality
β∫
σ(α)
b(t)u2(t)∆t <
β∫
σ(α)
c(t)x2
(
σ(t)
)
∆t 
β∫
σ(α)
c+(t)x2
(
σ(t)
)
∆t (4.3)
follows. Choose τ ∈ [σ(α),β] such that∣∣x(τ)∣∣= max
σ(α)tβ
{∣∣x(t)∣∣}.
Then |x(τ)| > 0. Integrating the first equation of (1.1) from σ(α) to τ and noticing that
x(σ (α)) = 0, we obtain
x(τ) =
τ∫
a(t)x
(
σ(t)
)
∆t +
τ∫
b(t)u(t)∆t.σ(α) σ (α)
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∣∣x(τ)∣∣
τ∫
σ(α)
∣∣a(t)∣∣∣∣x(σ(t))∣∣∆t +
τ∫
σ(α)
b(t)
∣∣u(t)∣∣∆t

β∫
σ(α)
∣∣a(t)∣∣∣∣x(σ(t))∣∣∆t +
β∫
σ(α)
b(t)
∣∣u(t)∣∣∆t

β∫
σ(α)
∣∣a(t)∣∣∣∣x(σ(t))∣∣∆t +
{ β∫
σ(α)
b(t)∆t
}1/2
·
{ β∫
σ(α)
b(t)u2(t)∆t
}1/2

β∫
σ(α)
∣∣a(t)∣∣∣∣x(σ(t))∣∣∆t +
{ β∫
σ(α)
b(t)∆t
}1/2
·
{ β∫
σ(α)
c+(t)x2
(
σ(t)
)
∆t
}1/2

∣∣x(τ)∣∣ ·
[ β∫
σ(α)
∣∣a(t)∣∣∆t +
{ β∫
σ(α)
b(t)∆t ·
β∫
σ(α)
c+(t)∆t
}1/2 ]
.
Therefore, dividing the latest estimate by |x(τ)| we obtain inequality (1.8). 
5. Proof of Theorem 1.3
Choose τ ∈ [σ(α), σ (β)] such that∣∣x(τ)∣∣= max
σ(α)tσ(β)
{∣∣x(t)∣∣}.
Then |x(τ)| > 0. Integrating the first equation of (1.1) from τ to σ(β) and taking into
account x(σ (β)) = 0, we get
x(τ) = −
σ(β)∫
τ
a(t)x
(
σ(t)
)
∆t −
σ(β)∫
τ
b(t)
∣∣u(t)∣∣∆t
= −
β∫
τ
a(t)x
(
σ(t)
)
∆t −
σ(β)∫
β
a(t)x
(
σ(t)
)
∆t −
σ(β)∫
τ
b(t)
∣∣u(t)∣∣∆t
= −
β∫
τ
a(t)x
(
σ(t)
)
∆t − µ(β)a(β)x(σ(β))−
σ(β)∫
τ
b(t)
∣∣u(t)∣∣∆t
= −
β∫
a(t)x
(
σ(t)
)
∆t −
σ(β)∫
b(t)
∣∣u(t)∣∣∆t.
τ τ
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∣∣x(τ)∣∣
β∫
τ
∣∣a(t)∣∣∣∣x(σ(t))∣∣∆t +
σ(β)∫
τ
b(t)
∣∣u(t)∣∣∆t

β∫
σ(α)
∣∣a(t)∣∣∣∣x(σ(t))∣∣∆t +
σ(β)∫
σ(α)
b(t)
∣∣u(t)∣∣∆t

β∫
σ(α)
∣∣a(t)∣∣∣∣x(σ(t))∣∣∆t
+
{ σ(β)∫
σ(α)
b(t)∆t
}1/2
·
{ σ(β)∫
σ(α)
b(t)u2(t)∆t
}1/2
. (5.1)
Now integrating Eq. (3.1) from α to σ(β) and taking into account that x(σ (β)) = 0, we
get
−x(α)u(α) =
σ(β)∫
α
b(t)u2(t)∆t −
σ(β)∫
α
c(t)x2
(
σ(t)
)
∆t
=
σ(β)∫
α
b(t)u2(t)∆t −
β∫
α
c(t)x2
(
σ(t)
)
∆t −
σ(β)∫
β
c(t)x2
(
σ(t)
)
∆t
=
σ(β)∫
α
b(t)u2(t)∆t −
β∫
α
c(t)x2
(
σ(t)
)
∆t.
Applying Lemma 2.2(iii), we rewrite the above last equality as follows:
−x(α)u(α) −
σ(α)∫
α
b(t)u2(t)∆t =
σ(β)∫
σ(α)
b(t)u2(t)∆t −
β∫
α
c(t)x2
(
σ(t)
)
∆t.
By Lemma 2.2(ii), it follows that
−u(α)[x(α) + µ(α)b(α)u(α)]=
σ(β)∫
σ(α)
b(t)u2(t)∆t −
β∫
α
c(t)x2
(
σ(t)
)
∆t. (5.2)
Further, from (4.2), we have, for t = α,[
1 − µ(α)a(α)]x(σ(α))= x(α) + µ(α)b(α)u(α). (5.3)
Multiplying this by x(α) gives that[ ] ( )
1 − µ(α)a(α) x(α)x σ(α) = x2(α) + µ(α)b(α)x(α)u(α).
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equality, we have
x(α)u(α) < 0. (5.4)
Now, we claim that
u(α)
[
x(α) + µ(α)b(α)u(α)]> 0 (5.5)
holds. Indeed, multiplying (5.3) by u(α) gives[
1 − µ(α)a(α)]x(σ(α))u(α) = u(α)[x(α) + µ(α)b(α)u(α)]. (5.6)
On the other hand, it follows from x(α)x(σ (α)) < 0 and (5.4) that x(σ (α))u(α) > 0.
Therefore the left-hand side of (5.6) is positive, and hence, (5.5) is true.
By virtue of (5.5), the string of inequalities
σ(β)∫
σ(α)
b(t)u2(t)∆t <
β∫
α
c(t)x2
(
σ(t)
)
∆t 
β∫
α
c+(t)x2
(
σ(t)
)
∆t
follows from (5.2). As a result of these last relations, from (5.1), we obtain
∣∣x(τ)∣∣<
β∫
σ(α)
∣∣a(t)∣∣∣∣x(σ(t))∣∣∆t
+
{ σ(β)∫
σ(α)
b(t)∆t
}1/2
·
{ β∫
α
c+(t)x2
(
σ(t)
)
∆t
}1/2

∣∣x(τ)∣∣ ·
[ β∫
σ(α)
∣∣a(t)∣∣∆t +
{ σ(β)∫
σ(α)
b(t)∆t ·
β∫
α
c+(t)∆t
}1/2 ]
.
Hence, dividing the last estimate by |x(τ)|, we get inequality (1.9). 
6. Proof of Theorem 1.4
(I) First, we assume that x(t) = 0 for all t ∈ [α,β]. Denote by β0 the smallest number
in (α,β] such that
x(β0)x
(
σ(β0)
)
< 0. (6.1)
Then x does not have any generalized zero in [σ(α),β0]. And without loss of generality
we may assume that
x(t) > 0 for all t ∈ [σ(α),β0]. (6.2)
Then we will have ( )x(α) < 0, x σ (β0) < 0. (6.3)
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to β0, we get
u(s) − u(α) = −
s∫
α
c(t)x
(
σ(t)
)
∆t −
s∫
α
a(t)u(t)∆t, (6.4)
u(β0) − u(s) = −
β0∫
s
c(t)x
(
σ(t)
)
∆t −
β0∫
s
a(t)u(t)∆t, (6.5)
respectively. Noticing that for s = α we write solely (6.5), and for s = β0 only (6.4) is
written.
Now, we aim to show that
u(α) > 0, u(β0) < 0. (6.6)
Indeed, multiplying (4.2) by x(t) gives[
1 − µ(t)a(t)]x(t)x(σ(t))= x2(t) + µ(t)b(t)x(t)u(t),
where setting t = α and t = β , yields[
1 − µ(α)a(α)]x(α)x(σ(α))= x2(α) + µ(α)b(α)x(α)u(α),[
1 − µ(β0)a(β0)
]
x(β0)x
(
σ(β0)
)= x2(β0) + µ(β0)b(β0)x(β0)u(β0),
respectively. Using the inequalities x(α)x(σ (α)) < 0 and x(β0)x(σ (β0)) < 0, µ(α) > 0
and µ(β0) > 0 can be obtained easily. Combining (1.10) with the above equalities, we get
the estimates
x(α)u(α) < 0, x(β0)u(β0) < 0. (6.7)
Observing that x(α) < 0 and x(β0) > 0, we obtain (6.6).
Employing (6.4) if u(s) < 0 and using (6.5) whenever u(s) > 0, and also taking into
account (6.6), we get
∣∣u(s)∣∣
β0∫
α
c(t)
∣∣x(σ(t))∣∣∆t +
β0∫
α
∣∣a(t)∣∣∣∣u(t)∣∣∆t

{ β0∫
α
c(t)∆t
}1/2
·
{ β0∫
α
c(t)x2
(
σ(t)
)
∆t
}1/2
+
β0∫
α
∣∣a(t)∣∣∣∣u(t)∣∣∆t. (6.8)
Next, integrating Eq. (3.1) from α to σ(β0) gives
x
(
σ(β0)
)
u
(
σ(β0)
)− x(α)u(α) =
σ(β0)∫
α
b(t)u2(t)∆t −
σ(β0)∫
α
c(t)x2
(
σ(t)
)
∆t.It follows from Lemma 2.2(iii) that
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(
σ(β0)
)
u
(
σ(β0)
)+
σ(β0)∫
β0
c(t)x2
(
σ(t)
)
∆t − x(α)u(α)
=
σ(β0)∫
α
b(t)u2(t)∆t −
β0∫
α
c(t)x2
(
σ(t)
)
∆t.
Using Lemma 2.2(ii), we have
x
(
σ(β0)
)[
u
(
σ(β0)
)+ µ(β0)c(β0)x(σ(β0))]− x(α)u(α)
=
σ(β0)∫
α
b(t)u2(t)∆t −
β0∫
α
c(t)x2
(
σ(t)
)
∆t. (6.9)
We claim
x
(
σ(β0)
)[
µ
(
σ(β0)
)+ µ(β0)c(β0)x(σ(β0))]> 0 (6.10)
holds. Indeed, from the second equation of (1.1), we have, for t = β0,[
1 − µ(β0)a(β0)
]
u(β0) = u
(
σ(β0)
)+ µ(β0)c(β0)x(σ(β0)).
Multiplying the above equality by x(σ (β0)) yields[
1 − µ(β0)a(β0)
]
u(β0)x
(
σ(β0)
)
= x(σ(β0))[u(σ(β0))+ µ(β0)c(β0)x(σ(β0))]. (6.11)
On the other hand, from (6.3) and (6.6), it follows that u(β0)x(σ (β0)) > 0. Therefore from
1 − µ(β0)a(β0) > 0 and (6.11), (6.10) follows.
In view of (6.7) and (6.10), the inequality, from (6.9),
β0∫
α
c(t)x2
(
σ(t)
)
∆t <
σ(β0)∫
α
b(t)u2(t)∆t
follows. By virtue of (6.8), the above estimate yields
∣∣u(s)∣∣<
{ β0∫
α
c(t)∆t
}1/2
·
{ σ(β0)∫
α
b(t)u2(t)∆t
}1/2
+
β0∫
α
∣∣a(t)∣∣∣∣u(t)∣∣∆t (6.12)
for all s ∈ [α,σ (β0)]. Choose τ ∈ [α,σ (β0)] such that∣∣u(τ)∣∣= max
αsσ(β0)
{∣∣u(s)∣∣}.
Clearly, |u(τ)| > 0. Then from (6.12), we have
∣∣u(τ)∣∣< ∣∣u(τ)∣∣ ·
[ β0∫ ∣∣a(t)∣∣∆t +
{ σ(β0)∫
b(t)∆t ·
β0∫
c(t)∆t
}1/2 ]
.α α α
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β0∫
α
∣∣a(t)∣∣∆t +
{ σ(β0)∫
α
b(t)∆t ·
β0∫
α
c(t)∆t
}1/2
> 1.
Since β0  β , (1.11) follows.
(II) Second, we consider the case when x(t0) = 0 for some t0 ∈ (σ (α),β). In this case,
applying Theorem 1.2 to the points t0 and β , we get the inequality
β∫
t0
∣∣a(t)∣∣∆t +
{ β∫
t0
b(t)∆t ·
β∫
t0
c(t)∆t
}1/2
> 1.
Therefore, inequality (1.11) holds in this case as well. 
7. A disconjugacy criterion
Let α,β ∈ Tκ with σ(α) < β . Consider the linear Hamiltonian dynamic system
x∆(t) = a(t)x(σ(t))+ b(t)u(t),
u∆(t) = −c(t)x(σ(t))− a(t)u(t), t ∈ [α,β]κ , (7.1)
where the coefficients a(t), b(t) and c(t) are real rd-continuous functions defined on [α,β]
satisfying
1 − µ(t)a(t) > 0, b(t) > 0, c(t) > 0 for all t ∈ [α,β]. (7.2)
Note that each solution (x,u) of system (7.1) will be a vector-valued function defined on
[α,σ (β)].
Now we give the concept of a relatively generalized zero for the component x of a
real solution (x,u) of system (7.1) and also the concept of disconjugacy of this system
on [α,σ (β)]. The definition is relative to the interval [α,σ (β)] and the left end-point α is
treated separately.
Definition 7.1. The component x of a solution (x,u) of (7.1) has a relatively generalized
zero at α if and only if x(α) = 0, while x has a relatively generalized zero at σ(t0) > α
provided (x,u) has a generalized zero at σ(t0). System (7.1) is called disconjugacy on
[α,σ (β)] if there is no real solution (x,u) of this system with x nontrivial and having two
(or more) relatively generalized zeros in [α,σ (β)]
Noting that when T = Z, the definitions of relatively generalized zero and that of dis-
conjugacy are equivalent to those given in [4,7].
Theorem 7.1. Assume (7.2) holds. If
σ(β)∫ ∣∣a(t)∣∣∆t +
{ σ(β)∫
b(t)∆t ·
σ(β)∫
c(t)∆t
}1/2
 1. (7.3)α α α
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Proof. Suppose, on the contrary, that system (7.1) is not disconjugate on [α,σ (β)]. By
Definition 7.1, there exists a real solution (x,u) of (7.1) with x nontrivial and such that x
has at least two relatively generalized zeros in [α,σ (β)]. Now, we have the following two
cases to consider.
(I) One of the two relatively generalized zeros is at the end-point α, i.e., x(α) = 0, the
other is at σ(β0) ∈ (α,σ (β)]. Therefore, applying Theorem 1.1 or Theorem 1.2, we get
σ(β0)∫
α
∣∣a(t)∣∣∆t +
{ σ(β0)∫
α
b(t)∆t ·
σ(β0)∫
α
c(t)∆t
}1/2
> 1.
This contradicts with condition (7.3) of the theorem.
(II) None of the two relatively generalized zeros is at α, that is, x have two generalized
zeros σ(α0), σ (β0) ∈ (α,σ (β)] (σ(α0) < σ(β0)). Therefore, applying Corollary 1.5, we
have
σ(β0)∫
α0
∣∣a(t)∣∣∆t +
{ σ(β0)∫
α0
b(t)∆t ·
σ(β0)∫
α0
c(t)∆t
}1/2
> 1,
which is contrary to condition (7.3) of the theorem.
The proof of Theorem 7.1 is now completed by combining cases (I) and (II). 
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