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Abstract
We consider a random map T = T(Γ,ω), where Γ = (τ1, τ2, . . . , τK) is a collection of maps of an in-
terval and ω = (p1,p2, . . . , pK) is a collection of the corresponding position dependent probabilities, that
is, pk(x) 0 for k = 1,2, . . . ,K and
∑K
k=1 pk(x) = 1. At each step, the random map T moves the point
x to τk(x) with probability pk(x). For a fixed collection of maps Γ , T can have many different invari-
ant probability density functions, depending on the choice of the (weighting) probabilities ω. Most of the
results in this paper concern random maps where Γ is a family of piecewise linear semi-Markov maps.
We investigate properties of the set of invariant probability density functions of T that are attainable by
allowing the probabilities in ω to vary in a certain class of functions. We prove that the set of all attainable
densities can be determined algorithmically. We also study the duality between random maps generated by
transformations and random maps constructed from a collection of their inverse branches. Such representa-
tion may be of greater interest in view of new methods of computing entropy [W. Słomczyn´ski, J. Kwapien´,
K. ˙Zyczkowski, Entropy computing via integration over fractal measures, Chaos 10 (2000) 180–188].
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The ergodic theory of dynamical systems is concerned with the qualitative analysis of iter-
ations of a single transformation. Ulam and von Neumann [18] suggested the study of more
general systems where, at each iteration, a transformation is selected randomly from a collec-
tion of transformations. Such dynamical systems have recently found application in the study of
fractals [2], in modeling interference effects in quantum mechanics [3], and in computing metric
entropy [17]. In [3], the basic model for motion of a quantum particle is governed by a point
transformation that captures the particle’s motion as it bounces off reflectors on a lattice space
structure. The interference effects are modeled by using a random map of two maps. It is very
important to be able to decide algorithmically whether a given density is attainable by such a
system for a choice of weighting probabilities.
Indeed, there is a rich literature on position independent random maps which are often treated
as random perturbations of transformations (see [5,7,9,13]) and on position dependent random
contracting maps in the context of Iterated Function Systems and learning models (see [2,6]),
where the basic maps are monotonic. In papers [1,16] random Markov maps are studied on
the space of continuous functions C(X). Under very strict conditions, it is shown that special
weighted combinations of Markov operators on C(X) are strongly ergodic.
In this paper we consider maps which are piecewise monotonic, piecewise C2 and expanding
with special emphasis on piecewise linear semi-Markov maps (see Section 4 for definition). We
first define a random map for weighting probabilities that are constant. Let Γ = (τ1, τ2, . . . , τK)
be a collection of point transformations from [0,1] into [0,1] and define the random map T by
choosing τkwith probability pk , pk > 0,
∑K
k=1 pk = 1, where pk’s are constants. A measure µ
on [0,1] is called invariant under T if
µ(A) =
K∑
k=1
pkµ
(
τ−1k A
)
for each measurable set A. In [15] the following sufficient condition is used to ensure the exis-
tence of absolutely continuous invariant measures for these random maps, namely:
K∑
k=1
pk
|τ ′k|
 γ < 1
for some constant γ . In [14] a spectral decomposition theorem is proved.
In this paper the weighting probabilities are functions of x. The basic properties of such
position dependent random maps were investigated in [12] and are reviewed in Section 2. For a
given collection Γ = {τ1, . . . , τK} of maps we define the set of attainable densities
AΓ =
{
f : there exist probabilities ω = (p1(x),p2(x), . . . , pK(x))
such that f is an invariant density of T(Γ,ω)
}
. (1)
It has been proved in [12] thatAΓ is convex and contains all τk invariant densities. For piecewise
linear semi-Markov Γ and piecewise constant weighting probabilities ω, we identify the extremal
points of ApcΓ (defined in analogous way) in Section 4. This result allows to algorithmically
decide whether a given density is attainable by some choice of weighting probabilities. We give
the appropriate algorithm. In Section 5, we develop a method for approximating the attainable
densities for general random maps. In Section 6 we study the duality between the random map
generated by a collection of piecewise monotonic maps and a random map generated by the
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for the resulting IFS is the same as for the original random map. Furthermore, we explicitly
determine the weights of the IFS from the weights of the random map. Such a representation
may be of interest in view of new methods of computing entropy [17].
2. Random map with position dependent weighting probabilities
Let (X,B, ν) be a probability space where ν is a underlying measure. Let Γ = (τk: k =
1, . . . ,K) be a collection of piecewise one-to-one, nonsingular transformations of X into it-
self defined on a partition Pk of X: Pk = {I (k)1 , . . . , I (k)qk }. Let τki = τk|I (k)i , i = 1, . . . , qk ,
k = 1, . . . ,K . Let φki = τ−1ki .
We define the random map T = T(Γ,ω), as a Markov process with transition function
P(x,A) =
K∑
k=1
pk(x)χA
(
τk(x)
)
,
where A is any measurable set and ω = (p1,p2, . . . , pK) is a collection of the corresponding
position dependent B-measurable weighting probabilities; that is, pk(x) 0 for k = 1,2, . . . ,K
and
∑K
k=1 pk(x) = 1, and χA denotes the characteristic function of the set A. The transition
function P induces an operator P∗ on measures on (X,B) defined by
P∗µ(A) =
∫
X
P(x,A)dµ(x) =
K∑
k=1
∫
X
pk(x)χA
(
τk(x)
)
dµ(x)
=
K∑
k=1
qk∑
i=1
∫
τ−1ki (A)
pk(x) dµ(x).
If µ has a density f with respect to ν, then P∗µ has also a density which we denote by PT f . It
was proved in [12] that
PT f (x) =
K∑
k=1
Pτk (pkf )(x),
where Pτk is the Frobenius–Perron operator corresponding to the transformation τk (see [4] for
more details). We call PT the Frobenius–Perron operator corresponding to the random map T . It
is easy to see that an absolutely continuous measure µ is invariant under the operator P∗ or, as we
will say, under the random map T if and only if its density f is invariant under the operator PT .
Thus, the equation for a density invariant under a random map is
f =
K∑
k=1
Pτk (pkf ). (2)
The main result of [12] is the following:
Theorem A (Existence of absolutely continuous invariant measures). Let the random map T
satisfy the following assumptions: there exist partitions Pk = {I (k)1 , . . . , I (k)qk }, k = 1,2, . . . ,K ,
such that each τki = τk| (k) , i = 1, . . . , qk , k = 1,2, . . . ,K , is monotonic, C2 and |τ ′k | α > 1,Ii i
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wise C1 functions. Let δ = min{λ(I (k)i ): i = 1, . . . , qk, k = 1,2, . . . ,K} and βk = supx∈I pk(x),
k = 1,2, . . . ,K . Then, for any f ∈ BV (I),
VI (PT f )AVIf + B
∫
I
|f |dλ,
where
A = 2(β1 + β2 + · · · + βK)
α
, B = 2(β1 + β2 + . . . + βK)
αδ
+ max
k=1,2,...,K
sup
I
∣∣∣∣
(
pk
τ ′k
)′∣∣∣∣.
If A < 1, then the random map T has an absolutely continuous invariant measure µ. Moreover,
the operator PT is quasicompact.
It is also proved there that, under the assumptions of Theorem A, the invariant density of
a random map changes continuously with respect to the weighting probabilities.
3. Attainable invariant densities
Let the collection of maps Γ = (τ1, τ2, . . . , τK) be fixed. It was proved in [12] that the set
of attainable densities AΓ , defined in (1), is convex and contains all τk-invariant densities,
k = 1, . . . ,K . More precisely: if f (1) is invariant under T = T(Γ,ω1), ω1 = (p(1)1 , . . . , p(1)K ) and
f (2) is invariant under T = T(Γ,ω2), ω2 = (p(2)1 , . . . , p(2)K ), then there exists a set of weighting
probabilities ω = (p1, . . . , pK) such that the density f = αf (1) + βf (2), α,β  0, α + β = 1, is
invariant under the random map T(Γ,ω). These weighting probabilities are defined by
pk = p(1)k
αf (1)
αf (1) + βf (2) + p
(2)
k
βf (2)
αf (1) + βf (2) , k = 1,2, . . . ,K, (3)
where we assume 0/0 = 0.
It is worth noting that if we use only constant weighting probabilities, then the corresponding
set of invariant densities is not convex [12, Example 2].
4. Attainable set for piecewise linear semi-Markov random map
In this section we assume that maps {τ1, . . . , τK } are piecewise linear semi-Markov on a
common partition P = {I1, I2, . . . , Iq}. For simplicity, we will assume that P is the partition
consisting of equal subintervals. For nonequal subintervals the proof would be based on the
Perron–Frobenius theory of positive matrices rather than on the properties of stochastic matrices.
A map τ is piecewise linear semi-Markov on a partition P = {I1, I2, . . . , Iq} if any interval
Ii is further partitioned into subintervals {J (i)1 , . . . , J (i)ri } such that τ |J (i)r is linear and its image
is a union of some intervals of {I1, I2, . . . , Iq}. The invariant density of a piecewise linear semi-
Markov map is piecewise constant on the partition P [10]. For the piecewise linear semi-Markov
map τ the Perron–Frobenius operator corresponds to a matrix: M= (mi,j )1i,jq , with
mi,j = 1/
∣∣τ ′|
J
(i)
r
∣∣ · δ(i, r, j),
where δ(i, r, j) = 1 if τ(J (i)r ) ⊃ Ij and 0 otherwise. The invariant density of a piecewise
linear semi-Markov map is represented as a vector f = [f1, f2, . . . , fq ], fi = f |Ii , and is
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∑q
i=1 fi = q . Similarly, each position dependent weighting
probability is assumed to be constant on elements of the partition P and is represented as
p = [p(1),p(2), . . . , p(q)], p(i) = p|Ii , 0 p(i) 1.
In this notation, Eq. (2) for a T -invariant density becomes
f =
K∑
k=1
M
t
k diag(pk)f, (4)
where “t” denotes the transpose of the matrix and diag(pk) is the diagonal matrix with elements
pk(1),pk(2), . . . , pk(q) on the diagonal.
We fix a collection of piecewise linear semi-Markov maps Γ = (τ1, . . . , τK) and consider the
set of attainable densities ApcΓ , defined as in (1) but allowing only piecewise constant weight-
ing probabilities ω = (p1,p2, . . . , pK). Using formulas (3) it is easy to prove that ApcΓ is
convex. We will prove that the extremal points of ApcΓ correspond to weighting probabilities
pk = [pk(1), . . . , pk(q)] with values 0 or 1 only, i.e., to “nonrandom” random maps. This result
allows us to obtain ApcΓ in a finite number of calculations.
Theorem 1. Let Γ = (τ1, . . . , τK) be a fixed collection of piecewise linear semi-Markov maps
on a common partition P . Let ApcΓ be the set of attainable densities when considering weighting
probabilities that are constant on elements of P . If f is an extremal point of ApcΓ , then f corre-
sponds to weighting probabilities pk = [pk(1), . . . , pk(q)], k = 1, . . . ,K , where the components
of each pk are 0 or 1.
Before we prove Theorem 1, let us introduce some notation. Let p denote the point
p = [p1(1), . . . , p1(q),p2(1), . . . , p2(q), . . . , pK(1), . . . , pK(q)],
in the q(K − 1)-dimensional convex hyperset P determined by inequalities
0 pk(i), k = 1, . . . ,K, i = 1, . . . , q,
and equalities
K∑
k=1
pk(i) = 1, i = 1, . . . , q.
We will often write p = [p1,p2, . . . , pK ], with pi = [pi(1), . . . , pi(q)]. Let Pextr ⊂ P con-
sist of points p with coordinates 0 or 1 only. Pextr is exactly the set of extremal points
of P. Similarly, we will denote by P1:s the subset of P consisting of points of the form
p = [p1,p2, . . . , ps,0, . . . ,0]. More generally
Ps1:s2 = [0, . . . ,0,ps1,ps1+1, . . . , ps2,0, . . . ,0] ⊂ P.
Finally, P1:sextr = Pextr ∩ P1:s and Ps1:s2extr = Pextr ∩ Ps1:s2.
We now recall some facts about finding invariant (left invariant) vectors for stochastic matri-
ces. Let G be a q × q stochastic matrix. An invariant vector of G is f such that
fG = f. (5)
It is known that f with nonnegative entries always exists. We can rewrite (5) in the form
f (G − Id) = 0,
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last column is redundant and can be used to normalize the solution. To this end we replace the
elements of the last column by 1’s and the last element of the 0 vector on the right-hand side by q
(we want f1 + f2 + · · · + fq = q). Now the equation has the form
[f1, f2, . . . , fq ]


g1,1 − 1 g1,2 . . . g1,q−1 1
g2,1 g2,2 − 1 . . . g2,q−1 1
...
...
. . .
...
...
gq−1,1 gq−1,2 . . . gq−1,q−1 − 1 1
gq,1 gq,2 . . . gq,q−1 1

=


0
0
...
0
q

 . (6)
If (6) has a unique solution it can be expressed, for example, through Cramer’s formulas, as
a quotient of appropriate subdeterminants of the extended matrix of (6). If the solution is not
unique, then the system of equations (5) separates into two or more independent subsystems
with unique solutions. To each of them we can apply the above procedure. Every solution of (5)
is a convex combination of solutions to subsystems and again can be represented as convex
combinations of quotients of appropriate subdeterminants of the extended matrix of (6).
We start the proof of Theorem 1 with a lemma.
Lemma 2. Let G1 and G2 be two stochastic q×q matrices. Let us define p = [p1,p2,0, . . . ,0] ∈
P1:2. If f (p) is a solution of the equation
f (p) = Gt1 diag(p1)f (p) + Gt2 diag(p2)f (p), (7)
then {f (p): p ∈ P1:2} = Co({f (p): p ∈ P1:2extr}).
Proof. Since p1(i)+p2(i) = 1, i = 1, . . . , q , we can replace p2(i) by 1−p1(i) in (7) and obtain
the equivalent equation
f (p) − Gt2f (p) =
(
Gt1 − Gt2
)
diag
(
p1(1),p1(2), . . . , p1(q)
)
f (p), (8)
where p = [p1(1),p1(2), . . . , p1(q)] varies in the q-dimensional cube P . Let Pextr denote the
extremal points of P . We want to prove {f (p): p ∈ P } = Co({f (p): p ∈ Pextr}). If the map
p → f (p) was linear this would obviously hold. We will show that this map has enough “linear-
ity” in it for our claim to be true.
In the matrix (Gt1 − Gt2)diag(p1(1),p1(2), . . . , p1(q)) the parameter p1(1) occurs only in
the first column, p1(2) only in the second, and in general p1(i) occurs only in the ith column,
always in a linear way. Thus, the solution f (p) is of the form
f (p) =
[
A1(p)
B(p)
,
A2(p)
B(p)
, . . . ,
Aq(p)
B(p)
]
,
where each Ai(p), i = 1, . . . , q and B(p) are affine functions of each separate parameter p1(i).
We note that B(p) is the same in all coordinates of f (p). If there is more than one solution
f (p), then each of them is of this form. Let us recall that f (p) is normalized by the condition
f (p)1 + · · · + f (p)q = q , so B(p) = (1/q)(A1(p) + · · · + Aq(p)).
Now, we will prove that for any p ∈ P , f (p) ∈ Co(f (Pextr)) the convex hull of {f (p): p ∈
Pextr}. Let 1  i  q be fixed. Let p1,p2 ∈ Pextr have all coordinates equal except the ith:
p1(i) = 0, p2(i) = 1. The segment S = {p1 + (p2 − p1)t : 0  t  1} is the one-dimensional
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ing. Thus, the image {[A1(p),A2(p), . . . ,Aq(p)]: p ∈ S} is again a line segment with end-
points [A1(p1),A2(p1), . . . ,Aq(p1)] and [A1(p2),A2(p2), . . . ,Aq(p2)]. Dividing all coordi-
nates of [A1(p),A2(p), . . . ,Aq(p)] by B(p) corresponds to the projection onto the hyperplane
x1 + · · ·+ xq = q along the rays concentrating at the origin. Thus, the image f (S) is again a line
segment with the endpoints f (p1) and f (p2).
We have proved that f (p), for any p belonging to one-dimensional edges of P , belongs to
Co(f (Pextr)). We will continue by induction on the dimension of faces of P . Let us assume that,
for any r-dimensional face F of P , 1 r  q − 1, if p ∈ F , then f (p) ∈ Co(f (Pextr)). Let p¯ be
a point in an (r +1)-dimensional face of P . Let 0 < p¯(i0) < 1. Consider points p1 and p2 which
have all the same coordinates as p¯ except for i0: p1(i0) = 0 and p2(i0) = 1. Both p1 and p2
belong to an r-dimensional face of P . So, f (p1), f (p2) ∈ Co(f (Pextr)). As above, we consider
a segment S = {p1 + (p2 − p1)t : 0 t  1}. Obviously, p¯ ∈ S. As above, we prove that f (S)
is a line segment with endpoints f (p1) and f (p2). Thus, f (p¯) ∈ Co(f (Pextr)).
By induction, this proves that f (P ) ⊂ Co(f (Pextr)). Since f (P ) is convex, we have f (P ) =
Co(f (Pextr)). 
Proof of Theorem 1. We will use induction on the number 1 r K of maps used to construct
the random map T . For r = 2, Theorem 1 is equivalent to Lemma 2. Let us assume that the claim
of the theorem holds for some 1 r K − 1.
Let us fix p = [p1,p2, . . . , pr+1,0, . . . ,0] ∈ P1:(r+1). For r + 1 maps, Eq. (4) becomes
f (p) =
r+1∑
k=1
M
t
k diag(pk)f (p), (9)
or
f (p) =Mt1 diag(p1)f (p) +
(
r+1∑
k=2
M
t
k diag
(
pk∑r+1
k=2 pk
))
diag
(
r+1∑
k=2
pk
)
f (p), (10)
where we assume 0/0 = 0,
r+1∑
k=2
pk =
[
r+1∑
k=2
pk(1), . . . ,
r+1∑
k=2
pk(q)
]
,
and
pk∑r+1
k=2 pk
=
[
pk(1)∑r+1
k=2 pk(1)
, . . . ,
pk(q)∑r+1
k=2 pk(q)
]
.
By Lemma 2, if f (p) is a solution of (10), then it is a convex combination of solutions f (p¯)
with p¯ ∈ P1:(r+1) such that p¯1 and∑r+1k=2 p¯k have coordinates 0 or 1 only. Let us fix a p¯ as above,
and let f (p¯) be the corresponding solution.
Let us consider a matrix
M=Mt1 diag(p¯1) +Mt2 diag(1 − p¯1).
Since p¯1 has coordinates 0 or 1 only, M is a transposed stochastic matrix. Let p′2 = p¯1 + p¯2 =[p¯1(1) + p¯2(1), . . . , p¯1(q) + p¯2(q)]. The matrix
Mdiag
(
p′2
)+ r+1∑Mtk diag(p¯k)k=3
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r+1∑
k=1
M
t
k diag(p¯k).
Thus, f (p¯) satisfies
f (p¯) =Mdiag(p′2)+
r+1∑
k=3
M
t
k diag(p¯k)f (p¯).
By the inductive assumption, each such f (p¯) is a convex combination of f (p′), p′ ∈ P2:(r+1)extr .
This means that our original f (p) is a convex combination of f (p′′) with p′′ ∈ P1:(r+1)extr . 
Example 3. In this example we consider three piecewise linear semi-Markov maps τ1, τ2, τ3
defined on [0,1] with partition P = {[0,1/3], [1/3,2/3], [2/3,1]}, where the corresponding
Perron–Frobenius matrices are
M1 =


1
3
2
3 0
1
3
1
3
1
3
1
4
3
4 0

 , M2 =


1
3
1
3
1
3
0 12
1
2
1
3
1
3
1
3

 , M3 =


0 12
1
2
1
2
1
2 0
1
3
1
3
1
3

 .
For weighting probabilities
p1 =
(
p1(1),p1(2),p1(3)
)= (s, t, u),
p2 =
(
p2(1),p2(2),p2(3)
)= (x, y, z),
p3 =
(
1 − p1(1) − p2(1),1 − p1(2) − p2(2),1 − p1(3) − p2(3)
)
,
we obtain the invariant density f = (f1, f2,3 − f1 − f2) normalized by the condition f1 +
f2 + f3 = 3:
f1 = −9(−8 + 4y − 4u + 5yu + 2ut)−6xt + 6y + 18t − 15yu + 78 − 6yx + 6ys − 18x − 22s + 39u − 9xu − 6ut − 2st − 11su ;
f2 = −3(4s + 12x − 27u + 9xu + 11su − 36)−6xt + 6y + 18t − 15yu + 78 − 6yx + 6ys − 18x − 22s + 39u − 9xu − 6ut − 2st − 11su ;
f3 = 3 − f1 − f2.
We note that the denominators are the same and that every single variable occurs in the nu-
merators and denominators in a linear way. Actually, even the pairs {s, x}, {t, y} and {u, z} occur
in a linear way. Figure 1 shows:
• the set of all attainable densities f —the largest polygon,
• the set of densities attainable for the random map generated by τ1 and τ2—dash line polygon,
• the set of densities attainable for the random map generated by τ1 and τ3—dot line polygon,
• the set of densities attainable for the random map generated by τ2 and τ3—dot–dash line
polygon,
• the densities attainable when all three maps are actually used—the smaller solid line poly-
gon.
The three small circles show densities invariant for τ1, τ2 and τ3.
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Algorithm to decide whether a given density is attainable. Given a set of points E = {g1, g2,
. . . , gn} and a point f in RN one can algorithmically decide whether f ∈ Co(E). The standard
algorithm [8] is to reduce the question to the following linear programming problem:
L∗ = Maximize ztf − z0
subject to ztgi − z0  0, i = 1,2, . . . , n,
ztf − z0  1,
z ∈RN , z0 ∈R. The point f ∈ Co(E) if and only if L∗ 0.
This shows that Theorem 1 allows us to decide algorithmically whether a given density is
attainable for a given piecewise linear semi-Markov random map.
Example 4. In this example we illustrate a phenomenon that is impossible for random maps with
constant weighting probabilities. We consider two piecewise linear semi-Markov maps τ1, τ2
preserving Lebesgue measure and such that the position dependent random map constructed
using them has more than one invariant density. Let τ1, τ2 be defined on [0,1] with partition
P = {[0,1/2], [1/2,1]}, and the corresponding Perron–Frobenius matrices:
M1 =
( 1
2
1
2
1
2
1
2
)
, M2 =
( 1
3
2
3
2
3
1
3
)
.
For weighting probabilities p1 = (p1(1),p1(2)) = (s, t), p2 = (1 −p1(1),1 −p1(2)), we obtain
the invariant density f = (f1,2 − f1) normalized by the condition f1 + f2 = 2:
f1 = 8 − 2t8 − t − s , f2 = 2 − f1.
It is not difficult to show that f1 can assume any value in the interval [6/7,8/7], 6/7 = f1((1,0))
and 8/7 = f1((0,1)).
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probabilities constructed from a tent map and its second iterate has an infinite number of attain-
able densities. Let τ1 be the tent map τ(x) = 1 − 2|x − 1/2| and let τ2 = τ ◦ τ be its second
iterate. We consider them on the partition P = {[0,1/4], [1/4,1/2], [1/2,3/4], [3/4,1]}. The
corresponding Perron–Frobenius matrices are:
M1 =


1
2
1
2 0 0
0 0 12
1
2
0 0 12
1
2
1
2
1
2 0 0

 , M2 =


1
4
1
4
1
4
1
4
1
4
1
4
1
4
1
4
1
4
1
4
1
4
1
4
1
4
1
4
1
4
1
4

 .
For weighting probabilities p1 = (p1(1),p1(2),p1(3),p1(4)) = (s, t, u, v), p2 = (1 − s,1 − t,
1 − u,1 − v), we obtain the invariant density f = (f1, f2, f3, f4) normalized by the condition
f1 + f2 + f3 + f4 = 4:
f1 = f2 = 4 − 2u + 2v4 − s + t − u + v , f3 = f4 =
4 − 2s + 2t
4 − s + t − u + v .
It is not difficult to show that f1 can assume any value in the interval [1/2,3/2], 1/2 =
f1((0,1,1,0)) and 3/2 = f1((1,0,0,1)). Obviously f3 = 2 − f1.
Example 6. We continue Example 5. For the same maps τ and τ 2 we will give an example of
a density which is not attainable, even for the general, i.e., just measurable, weighting proba-
bilities p1(x) and p2(x). It is easy to see that the Perron–Frobenius operators of τ and τ 2 are
respectively:
Pτ g(x) =
(
1
2
)(
g
(
x
2
)
+ g
(
1 − x
2
))
;
Pτ 2g(x) =
(
1
4
)(
g
(
x
4
)
+ g
(
1
2
− x
4
)
+ g
(
1
2
+ x
4
)
+ g
(
1 − x
4
))
.
Thus, the equation for the density f invariant under the random map generated by τ and τ 2 is
f (x) = 1
2
(
p1
(
x
2
)
f
(
x
2
)
+ p1
(
1 − x
2
)
f
(
1 − x
2
))
+ 1
4
[
p2
(
x
4
)
f
(
x
4
)
+ p2
(
1
2
− x
4
)
f
(
1
2
− x
4
)
+ p2
(
1
2
+ x
4
)
f
(
1
2
+ x
4
)
+ p2
(
1 − x
4
)
f
(
1 − x
4
)]
. (11)
First, let us consider the density function
f (x) =
{
4 for 0 x  1/4;
0 for 1/4 < x  1.
For any 0 < x < 1/4, Eq. (11) becomes
4 = 1p1
(
x
)
4 + 1p2
(
x
)
4,
2 2 4 4
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enough to f will lead to a similar contradiction. For example, the density
fε(x) =
{
4 − 3ε for 0 x  1/4;
ε for 1/4 < x  1,
is not attainable for ε small enough.
5. Approximation of attainable densities for general random maps
In this section we briefly recall the method of approximating the fixed point of the opera-
tor PT by the fixed points of matrix operators. The idea of such approximations goes back to
S. Ulam [19]. We adapt it to our situation.
Let T = T(Γ,ω), Γ = (τ1, . . . , τK), ω = (p1, . . . , pK), be a random map with position depen-
dent weighting probabilities, satisfying the assumptions of Theorem A. Let P(n) = {J1, . . . , Jn}
be a partition of the interval [a, b] into n equal subintervals. (In general it is enough to assume
that maxJi∈P(n) λ(Ji) goes to 0 as n → +∞.) Let M(n)k be the matrix of transition probabilities
between the elements of P(n) for the map τk , k = 1, . . . ,K , where
M
(n)
k =
(
λ(τ−1k (Jj ) ∩ Ji)
λ(Ji)
)
1i,jn
.
Let L(n) ⊂ L1([a, b], λ) be a subspace of L1 consisting of functions which are constant on
elements of the partition P(n). We will represent functions in L(n) as vectors: vector f =
[f1, f2, . . . , fn] corresponds to the function f = ∑ni=1 fiχJi . Let Q(n) be the isometric pro-
jection of L1 onto L(n) defined by
Q(n)(f ) =
n∑
i=1
1
λ(Ji)
∫
Ji
f dλχJi =
[
1
λ(J1)
∫
J1
f dλ, . . . ,
1
λ(Jn)
∫
Jn
f dλ
]
.
Let p(n)k = Q(n)pk = [p(n)k (1),p(n)k (2), . . . , p(n)k (n)]. For any 1 i  n, we have
K∑
k=1
p
(n)
k (i) =
K∑
k=1
1
λ(Ji)
∫
Ji
pk(x) dλ(x) = 1
λ(Ji)
∫
Ji
K∑
k=1
pk(x) dλ(x) = 1.
Let f = [f1, . . . , fn] ∈ L(n). We define the operator P(n)T :L(n) → L(n) by
P(n)T f =
K∑
k=1
P(n)Tk f =
K∑
k=1
(
M
(n)
k
)t[(
p
(n)
k
)t
f
]= K∑
k=1
(
M
(n)
k
)t [
p
(n)
k (1)f1, . . . , p
(n)
k (n)fn
]
,
which is a finite dimensional approximation to the operator PT . For each matrix M(n)k , k =
1, . . . ,K , n = 1,2, . . ., it is easy to construct a piecewise linear semi-Markov map τ (n)k such that
P
τ
(n)
k
corresponds to M(n)k . Let Γ (n) = (τ (n)1 , . . . , τ (n)K ), n = 1,2, . . . . Let ω(n) = (p(n)1 , . . . , p(n)K ),
n = 1,2, . . . . Let T (n) = T(Γ (n),ω(n)), n = 1,2, . . . . Invariant densities of T (n) are the fixed points
of P(n).T
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of P(n)T , n = 1,2, . . . , then the sequence {f ∗n }∞n=1 is precompact in L1. Any limit point f ∗ of this
sequence is a fixed point of PT . The convergence f ∗nm → f ∗ is in BV [a, b].
Using Theorem B we can give an approximate description of the set of attainable densities for
a general random map generated by piecewise expanding maps. Let us consider a random map
T = T(Γ,ω), where Γ is a collection of piecewise expanding maps of [a, b]. Let the sequence
T (n) = T(Γ (n),ω(n)) be as described above and let A(n) =ApcΓ (n) be the set of attainable densities
for the random map T (n). Theorem 1 gives a finite description of the sets A(n). It is worth noting
that A(n) ⊂A(m) if n|m.
Theorem 7. Let T = T(Γ,ω), Γ = (τ1, . . . , τK), ω = (p1, . . . , pK), be a random map with po-
sition dependent weighting probabilities, satisfying the assumptions of Theorem B. Let A(n),
n = 1,2 . . . , be the sets defined above. Then,
(i) any T -attainable density f is a BV limit of {f (n)}, where the f (n)’s are convex combinations
of extremal points of A(n);
(ii) the set of T -attainable densities is the closure of the union ⋃n1A(n).
Proof. The theorem is a direct consequence of Theorem B. 
6. Piecewise monotonic map as a random map
The notion of a position dependent random map allows us to represent a piecewise monotonic
map τ with an invariant density as a position dependent random map T generated by inverse
branches of τ and preserving the same density. For a random map with fixed weighting proba-
bilities this is possible only under very restrictive conditions [11]. Such representation may be of
greater interest in view of new methods of computing entropy [17].
Theorem 8. Let τ : [0,1] → [0,1] be a piecewise monotonic map preserving the density func-
tion f . Let P = {Ii}qi=1 be the defining partition and let τi = τ |Ii , i = 1, . . . , q . Let
qi(x) = f (τ
−1
i (x))
f (x)|τ ′i (τ−1i (x))|
χτi(Ii )(x). (12)
Then, the random map T = T
((τ−11 ,τ
−1
2 ,...,τ
−1
q ),(q1,q2,...,qq ))
preserves the same density f .
Figure 2 shows an example of the map τ and a random map generated by its inverse branches.
Proof. A τ -invariant density satisfies the equality
f (x) =
q∑
i=1
f (τ−1i (x))
|τ ′i (τ−1i (x))|
χτi(Ii )(x). (13)
This shows that the weighting probabilities qi defined in (12) sum up to 1. Now we have to show
that PT f = f for T defined in the statement of the theorem. Let x ∈ Ii0 . We have
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PT f (x) =
q∑
i=1
P
τ−1i
(qif )(x) =
q∑
i=1
P
τ−1i
(
f (τ−1i )
|τ ′i (τ−1i )|
χτi(Ii )
)
(x)
= f (x)|τ ′i0(x)|
∣∣τ ′i0(x)∣∣= f (x),
since, for any i = 1, . . . , q and x ∈ Ii ,
P
τ−1i
g(x) = g(τi(x))|(τ−1i )′(τi(x))|
= g(τi(x))∣∣τ ′i (x)∣∣.
Thus, the density f is T -invariant. 
Below, we generalize Theorem 8 to the case of a random map.
Theorem 9. Let τk : [0,1] → [0,1], k = 1, . . . ,K be piecewise monotonic maps defined on a
common partition P = {Ii}qi=1. Let τk,i = τk|Ii , k = 1, . . . ,K , i = 1, . . . , q . Assume that the
random map T = T((τ1,τ2,...,τK),(p1,p2,...,pK)) preserves a density function f . Let
qk,i(x) =
pk(τ
−1
k,i (x))f (τ
−1
k,i (x))
f (x)|τ ′k,i (τ−1k,i (x))|
χτk,i (Ii )(x). (14)
Then, the random map Tib generated by the inverse branches {τ−1k,i }, with corresponding weight-
ing probabilities {qk,i(x)}, k = 1, . . . ,K , i = 1, . . . , q , preserves the same density function f .
Proof. The proof is very similar to that of Theorem 8. First, the density function f satisfies
f (x) =
K∑
k=1
Pτk (pkf )(x) =
K∑
k=1
q∑
i=1
pk(τ
−1
k,i (x))f (τ
−1
k,i (x))
|τ ′k,i(τ−1k,i (x))|
χτk,i (Ii )(x), (15)
which shows that the weighting probabilities qk,i(x) sum up to 1. Now, we will show that
PTibf = f . Let x ∈ Ii0 . We have
PTibf (x) =
K∑
k=1
q∑
i=1
P
τ−1k,i
(qk,if )(x)
=
K∑ q∑
P
τ−1k,i
(
pk(τ
−1
k,i )f (τ
−1
k,i )
|τ ′ (τ−1(x))| χτk,i (Ii )
)
(x)k=1 i=1 k,i k,i
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K∑
k=1
pk(x)f (x)
|τ ′k,i0(x)|
∣∣τ ′k,i0(x)∣∣= f (x),
since, for any k = 1, . . . ,K , i = 1, . . . , q and x ∈ Ii :
P
τ−1k,i
g(x) = g(τk,i(x))|(τ−1k,i )′(τk,i(x))|
= g(τk,i(x))∣∣τ ′k,i(x)∣∣.
Thus, the density function f is Tib-invariant. 
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