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ABSTRAK 
 
Pengembangan metode komputasi untuk meningkatkan kecepatan pemrosesan citra satelit selalu merupakan 
tantangan. Dalam penelitian ini telah dibuat 2 (dua) metode pembagian komputasi dalam pembuatan perangkat lunak 
berbasis pemrograman paralel. Tujuan dari penelitian ini adalah untuk menguji 2 buah metode komputasi 
pemrograman paralel untuk meningkatkan kecepatan pengolahan citra satelit Landsat-7 level L1T. Metode pertama 
adalah pembagian komputasi berdasarkan citra secara paralel sedangkan metode kedua adalah pembagian 
komputasi berdasarkan kanal citra secara paralel. Pada tahap pertama dibuat perangkat lunak yang bekerja secara 
sequensial untuk memperhitungkan peningkatan kecepatan yang dapat dicapai. Selanjutnya dibuat perangkat lunak 
berbasis paralel dengan memanfaatkan library Message Parsing Interface (MPI). Setelah diujikan pada PC cluster 
dengan 136 inti prosesor dengan 12 citra data Landsat, didapatkan hasil bahwa metode pembagian komputasi 
berdasarkan citra memberikan peningkatan performa yang lebih tinggi.  
 
Kata Kunci: Pemrograman Paralel, MPI, Komputasi Berdasarkan Citra, PC Cluster, Landsat-7 Level L1T. 
 
ABSTRACT 
 
Developing computation method to speed up a processing performance on satellite image processing is 
challenging. In this research,2 computation methods have been developed in order to create image processing 
software based on parallel programming. The purpose of this research is to compare the 2 computational method of 
parallel programming to speed up the processing of Landsat-7  level L1T satellite imageries. The first method was to 
divide the computation process based on image in a parallel way, and the second method was by dividing the 
computation process based on image's band in parallel way. At the beginning of this research, those methods were 
applied on 2 softwares which work sequentially to calculate the value of maximum increasing performance that can be 
achieved. After that, a software based on parallel programming based was developed by using Message Parsing 
Interface (MPI) library. After running a test on a cluster PC which consisted of 136 cores on 12 data Landsat L1T, the 
result showed that the method which divided the computation process based on image on parallel data processing 
yielded higher speed increase.  
 
Keywords:  Parallel Programming, MPI, Image Based Computation, PC Cluster, Landsat-7 L1T Level. 
 
PENDAHULUAN 
 
Latar Belakang 
 
Proses pengolahan data satelit dapat berupa 
konversi data ke level selanjutnya maupun koreksi 
pada digital number dari data tersebut. Semakin 
banyak informasi yang terdapat pada suatu data, maka 
akan mempengaruhi ukuran (volume) dari data satelit 
tersebut. Saat ini proses pengolahan data tersebut 
umumnya diolah dengan menggunakan komputer, baik 
komputer desktop maupun komputer server yang 
memiliki kemampuan mengolah data yang lebih baik. 
Namun, baik komputer desktop maupun server 
sekalipun masih memiliki keterbatasan (limitasi) 
kemampuan dalam proses perhitungan dalam 
pengolahan data (Gill, 1958). Untuk menanggulangi 
limitasi yang ada, para ilmuwan telah menciptakan 
suatu metode yang disebut teknologi parallel 
computing.    
Parallel computing adalah suatu bentuk komputasi 
dengan membagi proses kalkulasi dan dilakukan 
secara simultan menggunakan beberapa komputer 
secara parallel (Asanovic, et al, 2006).Metode ini 
biasanya digunakan pada proses perhitungan yang 
melibatkan data yang sangat banyak dan atau 
berukuran sangat besar. Agar komputer dapat bekerja 
secara simultan, komputer-komputer yang menyusun 
suatu sistem parallel computing harus terhubung 
dalam suatu jaringan agar komputer-komputer tersebut 
dapat saling berkomunikasi untuk menyelesaikan 
suatu tugas komputasi (Bader,et.al., 1996). Komputer-
komputer dalam jaringan yang menyusun parallel 
computing tersebut disebut cluster. Proses 
perhitungan yang dilakukan disebut cluster computing.  
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Kemudian dibutuhkan perangkat lunaksebagai 
middleware untuk mengatur distribusi tugas di antara 
komputer-komputer dalam suatu cluster agar dapat 
berfungsi dengan baik (Hadim dan Mohamed, 
2006).Tetapi perlu dicatat bahwa menulis perangkat 
lunak parallel jauh lebih kompleks dibandingkan 
menulis program biasa (Hennessy, 1999), karena 
perangkat lunak paralel akan jauh lebih rawan akan 
adanya bug atau error, dan kemungkinan terjadi race 
condition. Distribusi pekerjaan dan komunikasi di 
antara perangkat keras pada komputer yang berbeda 
adalah tantangan yang harus diatasi dalam penulisan 
perangkat lunak berbasis pemrograman paralel. 
 
Tujuan Penelitian 
 
Tujuan dari penelitian ini adalah untuk menguji 2 
metode komputasi pada pemrograman paralel untuk 
meningkatkan kecepatan pengolahan citra satelit 
Landsat-7 level L1T yang kemudian akan diaplikasikan 
pada PC cluster untuk mencari metode mana yang 
memberikan peningkatan kecepatan yang lebih baik. 
 
METODE  
 
Pengolahan Citra Landsat  
 
Metode pengolahan citra Landsat yang akan 
diaplikasikan dalam perangkat lunak paralel adalah 
metode koreksi geometri, koreksi radiometri dan cloud 
masking (Dimyati dan Dewanti, 2010). Koreksi 
geometri terdiri atas 2 (dua) langkah, yaitu melakukan 
resampling dari citra satelit Landsat-7 yang semula 
memiliki resolusi 30 meter menjadi citra dengan 
resolusi 25 meter kemudian melakukan reprojection 
citra satelit ke proyeksi UTM yang berbeda. Teknik 
transformasi yang digunakan adalah Linier dan 
Polynomial orde 2 sedangkan teknik resampling yang 
digunakan adalah bilinear dan nearest 
neighbour(Ramsey, 2011).Koreksi radiometri 
menggunakan metode koreksi Top of Atmoster (TOA) 
(Ramsey,2011) dengan formula pada Persamaan 1. 
Sedangkan nilai radian dari band citra Landsat (ri) 
ditentukan berdasarkan Persamaan 2. 
 
dnhi= (pi x d2sx ri )/ (e x cos θi) x s1i + s2i...........(1) 
 
dimana:   
dnhi =digital number hasil koreksi radiometri  
ri     = nilai radian dari band citra Landsat ke -i 
ds    =jarak citra ke matahari 
θi    = sudut zenit dari tiap pixel 
e     =  nilai exo-atmospheric irradiance 
s1i , s2i=  Faktor skala untuk mengkonversi hasil 
koreksi menjadi citra 8-bit dari band ke-i 
 
ri= dni x gi + oi ......................................................(2) 
 
dimana:  
dni  =  nilaidigital number dari citra landsat band ke-i 
gi  =  nilai gain dari citra landsat band ke-i 
oi  = nilai offset dari citra landsat ke-i 
 
Metode cloud masking yang digunakan adalah 
dengan parameter berupa data input citra Landsat 
yang sudah melaui koreksi sun-corrected atau terrain-
corrected. Sedangkan metode deteksi awan yang 
digunakan adalah  dengan deteksi awan yang tebal 
dengan nilai albedo (nilai kira-kira reflektan yang 
didapat dari band 1,2 dan 3 dari citra landsat) dan juga 
mendeteksi suhu awan menggunakan kanal thermal 
dari citra Landsat, deteksi bayangan awan dengan nilai 
reflektan dari band 4 dan 5 citra Landsat, relasi spatial 
antara awan dan bayangan awan, dan parameter-
parameter lain seperti  water indeks, bare land 
index,dan parameter lain untuk memperhalus hasil 
cloud masking.( Sulyantara, 2011). 
Pada penelitian ini, 4 buah software sekuensial 
dibuat ulang dengan metode komputasi paralel, yaitu 
LPN_30to25_mpi.exe untuk melakukan resampling 
resolusi citra dari 30 meter menjadi citra dengan 
rsolusi 25 meter (koreksi geometri),  
LPN_SunKor_mpi.exe untuk melakukan koreksi 
radiometri citra, LPN_CS_mpi.exe untuk melakukan 
klasifikasi awan dan bayangan awan, dan 
LPN_Reproject_UTM2UTM.exe untuk melakukan 
reprojection citra ke proyeksi UTM yang berbeda. 
 
Metode Parallel Processing 
 
Teknik pembagian pekerjaan pada parallel 
processing dapat dikategorikan sebagai distribusi  data 
secara paralel, yaitu sebuah blok data dibagi menjadi 
beberapa blok data yang didistribusikan pada tiap-tiap 
komputer yang menjadi anggota dari sebuah cluster. 
Dan distribusi pekerjaan secara paralel, yaitu 
pekerjaan yang dapat diselesaikan secara simultan 
didistribusikan kepada tiap anggota cluster dan akan 
diproses hasil akhirnya di satu komputer yang ditunjuk 
sebagai pengatur pekerjaan di cluster 
tersebut(Ramsey, 2011). 
Perangkat lunak yang didesain adalah untuk 
melakukan proses secara paralel terhadap beberapa 
citra Landsat. Langkah pertama dari proses koreksi 
citra Landsat adalah dengan membaca data input, 
kemudian melakukan proses koreksi citra dan terakhir 
menulis file output.Langkah - langkah tersebut adalah 
langkah serial yang harus dilakukan sekuensial karena 
inputnya menunggu output dari proses sebelumnya.  
Koreksi citra dimulai setelah proses pembacaan 
data selesai dan penulisan file output akan dimulai 
setelah proses koreksi selesai. Karena itu metode 
pemrograman paralel yang memungkinkan pada 
penelitian ini adalah untuk membagi data, bukan 
pekerjaannya. Untuk membagi data tersebut ada 2  
(dua) kemungkinan algoritma yang diterapkan, 
pertama untuk membagi citra untuk diproses tiap kanal 
citra atau tiap satu citra sekaligus.  
Diagram alir metode pemrograman paralel dari 
kedua algoritma tersebut adalah seperti tampak pada 
Gambar  1dan Gambar 2. 
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Gambar 1. Metode Pemrograman ParalelBerdasarkan 
Citra. 
 
 
Gambar 2. Metode Pemrograman Paralel 
Berdasarkan Kanal Citra. 
HASIL DAN PEMBAHASAN 
 
Pemilihan Desain  
 
Untuk menentukan desain yang akan dipilih, dibuat 
simulasi perangkat lunak dengan eksekusi data secara 
serial sebelum diaplikasikan pada PCcluster dengan 
data yang lebih banyak sehingga workload yang 
diperlukan akan lebih besar dan lebih banyak waktu 
baca tulis data yang diperlukan. 
Kemudian dibuat simulasi dari kedua desain 
parallel processing diatas dengan mengaplikasikannya 
pada 6 buah data Landsat 7 level L1T, hasilnya 
tampak pada Tabel 1.Berdasarkan Tabel 1 didapat 
hasil bahwa peningkatan kecepatan pada desain-1 
(berdasarkan citra) adalah 5,94 kali lebih cepat jika 
menggunakan 6 prosesor, karena pada simulasi ini 
perangkat lunak dijalankan pada 1 prosesor saja. 
Sedangkan pada desain-2, yaitu pemrosesan 
berdasarkan kanal nilai peningkatan kecepatan adalah 
2,86, yang berarti kecepatan pemrosesan hanya akan 
meningkat 2,86 kali jika menggunakan 6 prosesor. 
Selanjutnya untuk perangkat lunak koreksi citra, akan 
diimplementasikan metode pemrograman parallel 
dengan desain-1 
Input file dari perangkat lunak tersebut adalah file 
teks yang berisi daftar citra yang akan diproses. Tiap 
citra akan diproses oleh perintah SUBRUTIN_X() 
seperti tampak pada source code. Tiap proses atau 
pada source code disebut dengan rank akan 
melakukan proses koreksi sebuah citra. Artinya makin 
banyak nilai rank yang digunakan akan makin banyak 
citra yang diproses secara bersamaan sehingga waktu 
proses akan semakin pendek. Waktu pemrosesan 
perangkat lunak yang dibuat tampak pada Tabel 2. 
Dari Tabel 2, tampak bahwa  perangkat lunak 
LPN_SunKor_mpi.exe dan 
LPN_Reproject_UTM2UTM.exe  mempunyai beban 
lebih banyak pada proses baca dan tulis 
fileinput/output (I/O) yaitu > 70%, sedangkan 
perangkat lunak LPN_CS_mpi.exe mempunyai beban 
I/O paling rendah dan beban proses paling tinggi (78.9 
%).  Karena perangkat lunak LPN_CS_mpi.exe 
mempunyai beban proses paling tinggi. Jika kecepatan 
I/O dari sistem yang digunakan terbatas, maka 
perangkat lunak paralel yang paling baik adalah untuk 
perangkat lunak LPN_CS_mpi.exe. Berdasarkan 
perhitungan waktu proses 1 (satu) data citra pada 
Tabel 3, selanjutnya dilakukan perhitungan lama waktu 
proses pengolahan pada tiap perangkat lunak dengan 
variasi penggunaan prosesor, dan hasilnya dapat 
dilihat pada Tabel 3. 
Jumlah waktu penyelesaian optimal dengan 
penggunaan prosesor = 1, secara teori, adalah 12/1 
kali waktu proses 1 citra, waktu penyelesaian optimal 
yang digunakan untuk penggunaan 2 prosesor adalah  
12/2 kali waktu proses 1 citra. Waktu penyelesaian 
optimal yang digunakan untuk penggunaan prosesor = 
n adalah 12/n kali waktu proses 1 citra, dimana n 
adalah bilangan yang habis membagi 12. 
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Tabel 1. Hasil simulasi waktu proses pembagian data per citradanpembagian data per kanal citra. 
Pembagian data per citra(desain-1) Pembagian data per kanal citra (desain-2) 
Waktu proses pembacaan data(detik) Waktu proses pembacaan data (detik) 
S-1 S-2 S-3 S-4 S-5 S-6 Total Waktu Max B-1 B-2 B-3 B-4 B-5 B-6 Total Waktu Max 
9,3 9,2 9,1 9,0 9,2 9,3 55,1 9,3  4,7 4,6 4,5  4,7 4,6 4,7 27,8 4,7 
Waktu koreksi citra (detik) Waktu koreksi citra (detik) 
S-1 S-2 S-3 S-4 S-5 S-6 Total Waktu Max B-1 B-2 B-3 B-4 B-5 B-6 Total Waktu Max 
18,7 18,5  18,4  18,7 18,6  18,6 111,5  18,7  6,6 6,5 6,6 6,5 6,6 6,6 39,4 6,6 
Waktu tulis citra hasil (detik) Waktu tulis citra hasil (detik) 
S-1 S-2 S-3 S-4 S-5 S-6 Total Waktu Max  B-1 B-2 B-3 B-4 B-5 B-6 Total Waktu Max 
18,8  18,7  18,5 18,7  18,8  18,1  111,6  18,8  18,8 18,8 18,8 
Waktu total pengolahan 1 citra: 86,0 30,0 
Waktu total pengolahan 6 citra : 278,2  46,8  Waktu total pengolahan 6 citra : 516,0 180,0 
Speed-Up = 278,2/46,8 = 5,94 kali Speed-Up = 516,0/180,0 = 2,86 kali 
 
Tabel 2. Perbandingan beban I/O dan proses pada pengolahan 1 (satu) citra. 
Perangkat lunak 
Waktu (detik) Total waktu 
(menit) 
Waktu (%) 
IO Proses Total IO Proses 
LPN_30to25_mpi.exe 19 8 27 0.45 71 29 
LPN_SunKor_ mpi.exe 22 29 51 0.84 43 57 
LPN_Reproject_UTM2UTM.exe 17 6 23 0.38 74 26 
LPN_CS_mpi.exe 10 38 48 0.81 21 79 
 
Tabel 3. Waktu optimal pengolahan 12 citradengan variasi penggunaan prosesor. 
Prosesor Waktu proses (menit) LPN_30to25_mpi.exe LPN_SunKor_ mpi.exe LPN_Reproject_UTM2UTM.exe LPN_CS_mpi.exe 
1 0.45*12=5.46  0.84*12=10.06  0.38*12=4.54  0.81*12=9.67  
2 0.45*6=2.73  0.84*6=5.03  0.38*6=2.27  0.81*6=4.83  
3 0.45*4=1.82  0.84*4=3.35  0.38*4=1.51  0.81*4=3.22  
4 0.45*3=1.36  0.84*3=2.51  0.38*3=1.13  0.81*3=2.42  
6 0.45*2=0.91  0.84*2=1.68  0.38*2=0.76  0.81*2=1.61  
12 0.45*1=0.45  0.84*1=0.84  0.38*1=0.38  0.81*1=0.81  
     
Ujicoba Perangkat Lunak Paralel 
 
Proses selanjutnya adalah uji coba perangkat lunak 
paralel LPN_CS_mpi.exe dan LPN_SunKor_mpi.exe. 
Alasan pemilihan kedua perangkat lunak tersebut 
adalah karena, perangkat lunak LPN_CS_mpi.exe ini 
memiliki waktu proses perhitungan yang lebih banyak 
dibandingkan proses I/O. Sedangkan 
LPN_SunKor_mpi.exe adalah perangkat lunak yang 
digunakan sebagai uji coba kedua metode 
pemrograman paralel. Tabe yang terdapat pada Tabel 
4. 
Pada Tabel 4 tampak waktu pengolahan 12 citra 
dengan variasi penggunaan prosesor dengan 
perangkat lunak paralel LPN_CS_mpi.exe  untuk 
beberapa pengunaan prosesor cukup mendekati waktu 
simulasi. Walaupun ada kecenderungan semakin 
banyak prosesor yang digunakan semakin besar pula 
selisih waktu simulasi dan hasil test. 
Sedangkan untuk perangkat lunak 
LPN_SunKor_mpi.exe pada Tabel 5 tampak adanya 
kecenderungan yang sama, yaitu semakin banyak 
prosesor yang digunakan semakin besar pula selisih 
waktu simulasi dan hasil test. Hal ini disebabkan 
adanya bottleneck pada proses pembacaan dan 
penulisan file ke hard disk. Perlu diingat bahwa proses 
baca tulis citra ini menyangkut besar jalur I/O dan tidak 
bisa diparalelkan sehingga sekalipun proses 
pengolahan nilai digital dari citra digital tersebut telah 
dibagi di antara prosesor, tetapi proses penulisan 
filehasil memerlukan hak akses secara bergantian oleh 
beberapa prosesor tersebut. Pada penggunaan 1 buah 
prosesor saja, waktu penulisan file hasil tidak perlu 
menunggu proses penulisan hard disk oleh prosesor 
yang lain, sedangkan semakin banyak prosesoryang 
digunakan maka waktu total akan semakin jauh dari 
waktu simulasi tergantung berapa banyak total waktu 
pengaksesan I/O (baca tulis hard disk).  
 
Tabel4. Waktu pengolahan LPN_CS_mpi.exe. 
Prosesor Hasil Test (menit) 
Simulasi 
(menit) Penyimpangan(%) 
1 9.8 9.67 2 
2 5.25 4.83 8 
3 4.00 3.22 20 
4 3.04 2.42 21 
6 2.25 1.61 29 
12 1.40 0.81 42 
 
Tabel 5.Waktu pengolahan LPN_SunKor_mpi.exe. 
Prosesor Hasil Test (menit) 
Simulasi 
(menit) Penyimpangan(%) 
1 10.28 10.06 2 
2 6.44 5.03 12 
3 4.50 3.35 16 
4 3.79 2.51 24 
6 3.00 1.68 44 
12 1.80 0.84 54 
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Mengacu pada Tabel 3, dimana LPN_CS_mpi.exe 
adalah perangkat lunak yang paling baik karena 
memiliki beban waktu proses yang lebih besar 
dibanding waktu proses I/O nya. Terbukti dari Tabel 4 
dan Tabel 5, tampak nilai presentase penyimpangan 
LPN_CS_mpi.exe lebih kecil dibanding nilai 
presentase penyimpangan LPN_SunKor_mpi.exe, hal 
ini disebabkan proses I/O dari LPN_SunKor_mpi.exe 
lebih besar sehingga menyita waktu proses secara 
total. 
 
KESIMPULAN 
 
Pilihan algoritma dalam pemrosesan citra secara 
parallel ada 2 (dua), yaitu pembagian data per citra 
dan pembagian data per kanal citra. Dari hasil simulasi 
didapat hasil bahwa algoritma pembagian data per 
citralebih efektif dari waktu pemrosesan citra dengan 
pembagian data per kanal citra. Dibuktikan dari hasil 
simulasi, nilai peningkatan kecepatan dari pengolahan 
per citra adalah 5,94 kali, sedangkan peningkatan 
kecepatan dari pengolahan per kanal citra hanya 2,86 
kali. 
Penelitian ini hanya menggunakan 12 citra data 
Landsat, karena hanya ditujukan untuk mencari 
pembuktian metode yang lebih optimal. Untuk 
penelitian selanjutnya diharapkan dapat digunakan 
data yang lebih bervariasi dan dapat diteliti lebih lanjut 
penggunaan metode pembagian kerja maupun data 
dan dengan alat yang lebih baik dalam paralel.  
Saat ini PC cluster hanya menggunakan 
komunikasi dengan lebar pita jaringan sebesar 1 Gbps 
dan menggunakan hard disk dengan kecepatan 
standar (7200 rpm). Disamping itu, sudah tersedia pula 
jalur komunikasi antar komputer dengan lebar pita 
jaringan yang lebih lebar seperti infini band dan hard 
disk dengan kecepatan yang lebih tinggi untuk 
mengatasi masalah bottleneck pada proses I/O. 
Kesimpulan selanjutnya adalah bahwa semakin 
sederhana obyek yang dibagi pengerjaannya belum 
tentu meningkatkan performa dalam pembuatan 
metode pemrograman paralel secara signifikan, 
karena waktu pengolahan secara total adalah proses 
perhitungan dan proses I/O yang tidak dapat 
diparalelkan. 
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