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Abstract
In this paper we study first nonexistence of radial entire solutions of elliptic systems of the mean cur-
vature type with a singular or degenerate diffusion depending on the solution u. In particular we extend a
previous result given in [R. Filippucci, Nonexistence of radial entire solutions of elliptic systems, J. Dif-
ferential Equations 188 (2003) 353–389]. Moreover, in the scalar case we obtain nonexistence of all entire
solutions, radial or not, of differential inequalities involving again operators of the mean curvature type and
a diffusion term. We prove that in the scalar case, nonexistence of entire solutions is due to the explosion of
the derivative of every nonglobal radial solution in the right extremum of the maximal interval of existence,
while in that point the solution is bounded. This behavior is qualitatively different with respect to what
happens for the m-Laplacian operator, studied in [R. Filippucci, Nonexistence of radial entire solutions
of elliptic systems, J. Differential Equations 188 (2003) 353–389], where nonexistence of entire solutions
is due, even in the vectorial case, to the explosion in norm of the solution at a finite point. Our nonexis-
tence theorems for inequalities extend previous results given by Naito and Usami in [Y. Naito, H. Usami,
Entire solutions of the inequality div(A(|Du|)Du)  f (u), Math. Z. 225 (1997) 167–175] and Ghergu
and Radulescu in [M. Ghergu, V. Radulescu, Existence and nonexistence of entire solutions to the logistic
differential equation, Abstr. Appl. Anal. 17 (2003) 995–1003].
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1. Introduction
The problem of existence and nonexistence of nonnegative nontrivial entire solutions of the
inequality u  f (u), f ∈ C(R+0 ;R+0 ), has its roots in two papers written independently in
1957 by Keller [8] and Osserman [13]. Next, their results were extended by Naito and Usami in
[11] to the quasilinear case
div
(
A
(|Du|)Du) f (u) in Rn,
where A ∈ C(R+), sA(s) ∈ C(R+0 )∩C1(R+), A(s) > 0 and [sA(s)]′ > 0 for s > 0 (see also the
introduction of [4] and [5]).
Later, Ghergu and Radulescu [6] gave a further extension to the case
div
(
A
(|Du|)Du) q(|x|)f (u) in Rn,
when q ∈ C(R+0 ;R+) and the function r1−n
∫ r
0 s
n−1q(s) ds, r = |x|, either is coercive at infinity
or has derivative bounded from below by a positive constant.
Recently, we extended some of the results (see [4] for the nonexistence and [5] for the ex-
istence) quoted above in two directions: in the vectorial case and when a diffusion term g(u),
depending on the solution u, is included in the divergence term. Because of the fact that no max-
imum principle is available in the vectorial case, we restrict our attention to radial solutions. In
particular in this paper we are interested in studying nonexistence of radial entire solutions of
singular or degenerate elliptic systems of the form{
div
(
g(u)A
(|Du|)Du)− ∇ug(u)A(|Du|)= f (|x|, u), x ∈Rn,
u :Rn →RN \ {0}, (1.1)
where Du denotes the Jacobian matrix of u, A(s) = ∫ s0 σA(σ)dσ , s > 0, is an operator of
the mean curvature type, namely such that A(|v|)|v| is bounded in RN , while f and g will be
specified later. Furthermore, in the scalar case, we will investigate nonexistence of positive entire
solutions, radial or not, of the elliptic inequality
div
(
g(u)A
(|Du|)Du)− g′(u)A(|Du|) f (|x|, u), x ∈Rn. (1.2)
For possible geometrical and physical models related to (1.2) we refer to [1–3].
In the standard case in which g(u) ≡ 1, widely studied in literature, see for instance [6,12,21],
the second term in the left-hand side of (1.1) is clearly zero, otherwise it comes essential for
guaranteeing the variational structure of the system (1.1). That is, the partial differential system
(1.1) is the Euler–Lagrange equation of the functional
J (u) =
∫
n
{
g(u)A(|Du|)+ F (|x|, u)}dx,R
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(of course in the scalar case any continuous function f is of gradient type thus the assumption
is automatic). A variational approach seems far from trivial because of the fact that g could be
either singular or degenerate at u = 0. For the importance of variational systems with diffusion
terms in the divergence, that is the vectorial case N > 1 of (1.1), we recall the pioneering work of
Struwe [20] relative to canonical second order elliptic systems, with bounded coefficient matrix
possibly depending on u.
Indeed the prototype for (1.1) we have in mind is
div
(
|u|γ Du√
1 + |Du|2
)
− γ |u|γ−2u(
√
1 + |Du|2 − 1)= f (|x|, u), γ ∈R, (1.3)
thus the problem could be either degenerate or singular according to the sign of γ , while A is the
mean curvature operator, that is
A(s) =
√
1 + s2 − 1, s  0. (1.4)
As observed in [4], we put in evidence that in the vectorial case there is no obvious change of
variable which eliminate the term g(u) from the divergence part even when g is a pure power as
above.
Other main prototypes forA, widely studied in literature, are essentially given, as in [11,12,21]
and [6], by the m-Laplacian and the mean generalized curvature operator, namely respectively
A(s) = (1 + s2)m/2 − 1, s  0, 1 < m 2, (1.5)
A(s) = s
m
m
, s > 0, m > 1. (1.6)
The nonexistence of radial entire solutions of (1.1), (1.5) and of (1.1), (1.6) has been treated in [4]
by using a technique developed by Levine and Serrin in [10] and concerning abstract evolution
equations.
The main difference between (1.4) and (1.5) or (1.6) is due to the growth at infinity, indeed
for (1.4) the growth is exactly 1 while for (1.5) and (1.6) it is strictly greater than 1.
It is for this reason that we cannot apply the technique used in [4] but we need to adapt it.
In particular a first step in this direction has been done in Corollary 3 of [4] in which we prove
nonexistence of radial entire solutions of (1.1), (1.4) but only when g ≡ 1 and f (|x|, u) = f (u) =
|u|p−2u.
Here we extend Corollary 3 of [4] to the general case (1.1). A consequence of the main
theorem is given by the following
Corollary 1. Let
p > 1, −1 < γ < p − 1. (1.7)
Then the system (1.3) with f (|x|, u) = f (u) = |u|p−2u does not admit nontrivial entire radial
solutions u :Rn →RN \ {0}, namely the ordinary differential system⎧⎪⎨
⎪⎩
(
|u|γ u
′√
1 + |u′|2
)′
+ n − 1
r
|u|γ u
′√
1 + |u′|2 − γ |u|
γ−2u
(√
1 + |u′|2 − 1)= |u|p−2u,
u(0) = u0, u′(0) = 0, r > 0, (1.8)
does not admit nontrivial global solutions.
R. Filippucci / J. Math. Anal. Appl. 334 (2007) 604–620 607Next, we investigate why solutions stop to exist at a finite value R ∈ R+. We recall that in
Corollary 4 of [4] we proved that problem (1.1), (1.6), with f (|x|, u) = |u|p−2u, g(u) = |u|γ ,
1 < m < p and −m − p(m − 1) < γ < p − m, admits a one parameter family of solutions
u :B(0,R) → RN such that lim|x|→R |u(|x|)| = ∞. Namely the nonexistence of radial entire
solutions for the m-Laplacian case is due to the explosion of the norm of the solution at a finite
point.
For the mean curvature operator the situation is quite different, at least in the scalar case.
Indeed, when N = 1, the following example, essentially given in [15] in the case in which the
nonlinearity f has opposite sign, shows what happens. Precisely, the problem⎧⎪⎨
⎪⎩
(
u′√
1 + |u′|2
)′
+ 1
r
u′√
1 + |u′|2 = 2, r > 0,
u(0) = u0 > 0, u′(0) = 0,
which is the special case of (1.8) when γ = 0, n = 2, N = 1 but p = 1, has the positive solution
u(r) = u0 + 1 −
√
1 − r2, r ∈ [0,1),
which clearly cannot be continued beyond r = 1 but it is bounded in r = 1 with derivative un-
bounded at the same point. In Theorem 4 of Section 4 we prove the same phenomenon happens
to every nonglobal solution u of (1.8) when p > 1, namely the failure of radial entire solutions
in the mean curvature case is due to the blow up of the derivative at a finite point. More precisely
we deduce the following
Corollary 2. Assume that (1.7) holds. If q ∈ C(R+0 ) ∩ C1(R+) is a nonnegative, nontrivial and
nondecreasing function, then the problem
div
(
uγ
Du√
1 + |Du|2
)
− γ uγ−1(
√
1 + |Du|2 − 1)= q(|x|)up−1, u > 0, x ∈Rn, (1.9)
with u(0) = u0 > 0, admits a one parameter family of radial solutions u = u(r), r = |x|, defined
in their maximal interval of existence [0,R), R > 0, such that u′ > 0 in (0,R),
lim
r→R−
u(r) = sup
[0,R)
u(r) =  ∈ (u0,∞) and lim
r→R−
u′(r) = ∞.
The proof of this result strictly relies on the monotonicity of the solution and so it cannot be
applied to systems. Hence for the vectorial case the question is still open.
Moreover in the scalar case, by using a weak comparison principle due to Pucci and Serrin in
[17] together with a technique of Naito and Usami [11] and Ghergu and Radulescu [6], we are
able to obtain both nonexistence of solutions, radial or not, and to improve the lower bound for
γ given in (1.7). In particular Theorems 3 and 8 in Section 4 extend both Corollary 1 in [11] and
Proposition 3.2 in [6]. Finally, a consequence of our main results is the following
Corollary 3. Let q ∈ C(R+0 ;R+0 ), q 
≡ 0, and consider the elliptic inequality in Rn
div
(
uγ
Du√
1 + |Du|2
)
− γ uγ−1(
√
1 + |Du|2 − 1) q(|x|)up−1, u > 0, (1.10)
with p > 1 and γ ∈R. If either
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r→∞ r
1−n
r∫
0
sn−1q(s) ds = ∞, when γ  0,
or
(ii) q ∈ C1(R+), q > 0 in R+, q ′  0, when 0 < γ < p − 1,
then (1.10) does not admit any positive entire solution.
Of course from Corollary 3 it follows that in the case (i) the inequality
div
(
uγ
Du√
1 + |Du|2
)
 q
(|x|)up−1, u > 0, γ  0,
does not admit entire positive solutions for every p > 1.
The paper is organized as follows: Section 2 contains some preliminaries including the state-
ment of a crucial proposition proved in [4]; Section 3 is devoted to the vectorial case and contains
the proof of the main nonexistence result of radial entire solutions of the system (1.1) obtained by
using a modification of a technique developed by Levine and Serrin in [10] for abstract evolution
equations. In Section 4 we establish the main nonexistence result of all entire solutions, radial or
not, of the differential inequality (1.2). Here we use both a comparison result which is essentially
given by Pucci and Serrin and another one due to Gilbarg and Trudinger and finally results of
Naito and Usami in [11] and Ghergu and Radulescu in [6].
2. Preliminary
We shall be concerned with radial entire solutions of elliptic systems of the form
div
(
g(u)A
(|Du|)Du)− ∇ug(u)A(|Du|)= f (|x|, u), x ∈Rn, (2.1)
where Du denotes the Jacobian matrix,
A(s) =
s∫
0
σA(σ)dσ, s > 0,
and on the functions A, f and g we consider the following assumptions:
(A1) A :R+ →R+ is continuous, s → sA(s) is strictly increasing in R+ and
lim
s→0+
sA(s) = 0;
(A2) g : P →R+0 is of class C1, where P ⊂RN is an open set;
(A3) there exists a nonnegative function F ∈ C1(R+0 ×RN ;R), with F(r,0) = 0 for all r  0,
such that
∇uF (r,u) = f (r,u) and Fr(r, u) 0
for all (r, u) ∈R+ ×RN .0
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in mind is g(u) = |u|γ , γ ∈R, then P =RN if γ  0 while P =RN \ {0} if γ < 0.
Since we are interested in radial solutions, we consider the radial version of (2.1), namely
[
g(u)A
(|u′|)u′]′ + n − 1
r
g(u)A
(|u′|)u′ − ∇ug(u)A(|u′|)= f (r,u), r > 0,
u(0) = u0 
= 0, u′(0) = 0, (2.2)
where u′ = du/dr and r = |x|.
We say that u = (u1, . . . , uN) is a local solution of (2.2) if u is a vector function u : I →
P ⊂RN of class C1(I ) in some interval I = [0,R), R > 0, such that
A
(∣∣u′(r)∣∣)u′(r) ∈ C1((0,R);RN ) (2.3)
and u satisfies the system (2.2) in (0,R).
Furthermore a local solution u of (2.2) is called global solution if R = ∞. In this case u is an
entire radial solution of (1.1).
Local existence of solutions of (2.2) has been proved in [4] by using previous results of Pucci
and Serrin [16] and Leoni [9].
From now on, for simplicity, the common notation where u = u(r) and u′ = u′(r) denote the
solution and its derivative.
We consider the Legendre transform of A, namely the function defined in RN by
H(ξ) = A(|ξ |)|ξ |2 −A(|ξ |), ξ ∈RN. (2.4)
Clearly, as already noted in [16] for more general cases, by (A1),
H(0) = 0 and H(ξ) > 0 for all ξ ∈RN \ {0}. (2.5)
As proved in [16] and [14], even in a more general settings, in spite of the fact that neither
u′ nor H need be separately differentiable, the composite function H(u′(r)) is differentiable on
(0,R), provided that u never vanishes on (0,R), and the following identity holds on (0,R)
{
g
(
u(r)
)
H
(
u′(r)
)}′ = −n − 1
r
g(u)A
(|u′|)|u′|2 + 〈f (r,u),u′〉. (2.6)
Consequently if we introduce the total energy of the vector field u, defined along the solution by
E(r) := g(u)H(u′) − F(r,u), (2.7)
by (2.6) we get
E′(r) = −n − 1
r
g(u)A
(|u′|)|u′|2 − Fr(r, u) (2.8)
for any r ∈ (0,R), provided that u 
= 0 for all r ∈ (0,R).
Now, by (A1)–(A3), (2.5) and (2.7) and the initial conditions on u, we immediately note that
E′(r) 0 and E(0) = −F(0, u0). (2.9)
Thus, for simplicity, in what follows we consider the function
E(r) = −E(r) = −g(u)H(u′) + F(r,u), E ′(r) 0, E(0) = F(0, u0). (2.10)
Furthermore, we remind that, as a consequence of Theorem 1 of [4], the initial value problem
(2.2) admits a local solution u defined on [0,R), 0 < R  1, such that |u(r)| > 0 for all r ∈
(0,R).
Finally we state the following crucial result, proved in [4].
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(A1)–(A3) hold and in addition:
(A4) there exist two functions F˜ ∈ C(RN ;R+0 ) and φ ∈ L1(R+;R+0 ) such that
F˜ (0) = 0, F˜ (u) > 0 if u 
= 0
and
0 Fr(r, u) φ(r)F˜ (u) for all (r, u) ∈R+ ×RN.
If F(0, u0) > 0, then there exists a positive constant U0 which depends only on F(0, u0) such
that ∣∣u(r)∣∣U0 for all r ∈ [0,R). (2.11)
Remark. Note that F(0, u0) > 0 implies that a solution u of (2.2) has negative initial energy E,
indeed by (2.9) we have E(0) = −F(0, u0) < 0.
3. Nonexistence of radial entire solutions: The vectorial case
Theorem 1. Let p > 1 and γ ∈ R. Assume that (A1)–(A4) hold and that for every U > 0 there
exist constants c1, c2 > 0 such that〈
u,f (r, u)
〉− F(r,u) c1|u|p, (r, u) ∈R+ ×RN, |u|U, r  r0, (3.1)
where r0 > 0 is sufficiently large; and for all u ∈RN with |u|U〈∇ug(u),u〉+ g(u) 0 (3.2)
and
g(u) c2|u|γ . (3.3)
Suppose that there exists a constant c3 > 0 such that
sA(s) c3, s ∈R+. (3.4)
If F(0, u0) > 0 and
−1 < γ < p − 1, (3.5)
then system (1.1) does not admit radial entire solutions.
Remark. Assumptions (A4) and F(0, u0) > 0 are necessary to prove Theorem 1 above in the
vectorial case. Indeed to have that every solution of (1.1) is in norm far from zero we use Propo-
sition 1. In the scalar case it is possible to replace these assumptions with those that guarantee
the monotonicity of the solution (see Lemmas 1 and 2 below).
Proof of Theorem 1. The idea of proof technique is based on a method developed by Levine
and Serrin in [10] relative to abstract evolution equations.
Assume for contradiction that there is an entire radial solution of (1.1), namely a global solu-
tion of (2.2). Consider the auxiliary function Z defined by
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where 0 < α < (p − γ − 1)/p. As noted in [10], Z is absolutely continuous in R+ and a.e. it
results
Z ′(r) = (1 − α)E−αE ′ + 〈u, [g(u)A(|u′|)u′]′〉+ g(u)A(|u′|)|u′|2
−n − 1
r
g(u)A
(|u′|)〈u,u′〉 + 〈∇ug(u),u〉A(|u′|)+ g(u)A(|u′|)|u′|2
+ 〈u,f (t, u)〉− F(r,u) + E(r) + g(u)H (∣∣u′(r)∣∣), (3.7)
where we have used (2.10) and (2.2)1. Now, by using Cauchy–Schwartz’ inequality, Proposi-
tion 1, (3.3) and (3.5) we obtain∣∣∣∣n − 1r g(u)A
(|u′|)〈u,u′〉
∣∣∣∣ (n − 1)c2c3r U
γ+1−p
0 |u|p (3.8)
for all r ∈R+ and |u|U0. Furthermore, from (2.4), it follows that〈∇ug(u),u〉A(|u′|)+ g(u)A(|u′|)|u′|2 + g(u)H (∣∣u′(r)∣∣)
= {〈∇ug(u),u〉− g(u)}A(|u′|)+ 2g(u)A(|u′|)|u′|2

{〈∇ug(u),u〉+ g(u)}A(|u′|), (3.9)
where, in the last inequality, we have used the fact that s2A(s)A(s) by (2.5)2. Consequently,
thanks to (3.8), (3.9) and (3.1) with U = U0, inequality (3.7) becomes
Z ′(r)
[
c1 − (n − 1)c2c3U
γ+1−p
0
r
]
|u|p + E(r) + {〈∇ug(u),u〉+ g(u)}A(|u′|).
Finally, by (3.2), we get
Z ′(r) C|u|p + E(r), C > 0, (3.10)
for r sufficiently large.
On the other hand, let μ > 1, by (3.6), (3.3), (3.4) and the Cauchy–Schwartz inequality, it
follows
Zμ  2μ−1[Eμ(1−α) + cμ2 cμ3 |u|μ(γ+1)].
Now, if we choose μ = 1/(1 − α), we have
Zμ C1
[E + |u|(γ+1)/(1−α)] C1[E + U(γ+1)/(1−α)−p0 |u|p] C2[E + |u|p], C2 > 0,
where we have used (3.5) and that α < (p−γ −1)/p. Hence, for r sufficiently large, say r  r0,
Z ′ C3Zμ, C3 > 0.
Now, integrating from r0 to r we obtain
[Z(t0)]−μ+1
μ − 1 
[Z(t)]−μ+1
1 −μ −
[Z(t0)]−μ+1
1 −μ  C3
r∫
r0
ds.
Consequently, the nonintegrability of the right-hand side forces that Z cannot be defined for r
large, namely Z cannot be global. This completes the proof of the theorem. 
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g(u) = |u|γ , A(s) = 1√
1 + s2 , f
(|x|, u)= f (u) = |u|p−2u.
Consequently (3.1), (3.3) and (3.4) hold with c1 = 1 − 1/p, c2 = c3 = 1, while (3.2) is automat-
ically satisfied by virtue of (3.5)1. 
4. Nonexistence of entire solutions: The scalar case
In this section we deal with nonexistence of entire solutions, radial or not, of the differential
inequality in Rn
div
(
g(u)A
(|Du|)Du)− g′(u)A(|Du|) f (|x|, u), (4.1)
where A and g satisfy (A1) and (A2) with N = 1, while f ∈ C(R+0 ×R) with f (r,0) = 0 for all
r  0.
In particular, we shall treat first the case in which the diffusion g is nonincreasing. This special
case does not follow from Theorem 1, but as in [4], it is a consequence of a comparison result
together with an argument developed by Naito and Usami in [11] and a nonexistence theorem
given in [6]. It is for this reason that we can improve the lower bound for γ given in (3.5) and
due to the technique used to obtain nonexistence in the vectorial case.
We now give the weak comparison principle, mentioned above, which is essentially the weak
comparison principle proved by Pucci, Serrin and Zou in [17, Lemma 3] (see also [18]) in which
no differentiability assumptions are required on A.
Theorem 2 (Weak Comparison Principle). Assume that q ∈ C(R+0 ) is a nonnegative function,
and ℘ ∈ C(R+0 ) is such that
℘(0) = 0, ℘ is nondecreasing in [0, δ), 0 < δ ∞.
Let u and v be respective C1 distribution solutions of the differential inequalities
div
(
A
(|Du|)Du)− q(|x|)℘(u) 0, u 0, (4.2)
div
(
A
(|Dv|)Dv)− q(|x|)℘(v) 0, v  0, (4.3)
in a bounded domain Ω of Rn, n 2. If u and v are continuous in Ω¯ , with u < δ in Ω and v  u
on ∂Ω , then v  u in Ω .
Proof. Assume for contradiction that there exists x1 ∈ Ω such that v(x1) < u(x1). Let w =
v − u in Ω¯ . Then w(x1) < 0 and we can fix ε > 0 sufficiently small such that w(x1) + ε < 0.
Consequently, by our hypothesis and the fact that w  0 on ∂Ω , then the function wε = min{w+
ε,0} is nonpositive and has compact support in Ω since wε = 0 on ∂Ω . By the definition of
distribution solutions, choosing the Lipschitzian wε as test function, we get∫
Ω
{
A
(|Dv|)Dv −A(|Du|)Du} ·Dwε dx 
∫
Ω
q
(|x|){℘(u) − ℘(v)}wε dx. (4.4)
Now, the left-hand side of (4.4) is positive since in Lemma 5.5 of [18] it is proved that{
A
(|ξ |)ξ − A(|η|)η} · (ξ − η) > 0 for all ξ, η ∈Rn with ξ 
= η,
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≡ 0 when w+ ε < 0, while otherwise Dwε = 0 (a.e.).
The right side of (4.4) is nonpositive since q  0 and thanks to the monotonicity of ℘. Thus, the
contradiction obtained proves the theorem. 
Remark. In [17] the above theorem is proved when q ≡ 1 and the authors put in evidence that
in Lemma 3 they replaced the differentiability of A, required in Theorem 10.7 of [7], by a strict
convexity condition. Furthermore, under stronger regularity assumptions on the operator A, The-
orem 2 has been proved in [11] when q ≡ 1 and in [6] in the case q 
≡ 1.
We now give the nonexistence result for entire solutions, radial or not, of inequality (4.1).
Theorem 3. Assume that
g is nonincreasing in R+0 (4.5)
and that q ∈ C(R+0 ) is nonnegative function and such that
lim
r→∞ r
1−n
r∫
0
sn−1q(s) ds = ∞. (4.6)
Suppose that there exists a nondecreasing function ℘ ∈ C(R+0 ;R+0 ), with ℘(0) = 0 and such
that
f (r,u)
g(u)
 q(r)℘ (u) for all r  0 and u > 0. (4.7)
If
lim
s→∞ sA(s) < ∞,
then inequality (4.1) does not admit any entire positive solution.
Proof. As in the proof of Theorem 7 in [4], assume by contradiction that (4.1) admits a positive
entire solution u : Rn → R+. By (4.7), (4.5) and A(s) s2A(s) for s > 0 by (A1), then u is an
entire solution of
div
(
A
(|Du|)Du) g′(u)
g(u)
[A(|Du|)− |Du|2A(|Du|)]+ f (|x|, u)
g(u)
 q
(|x|)℘(u). (4.8)
Now the remaining proof is similar to that of Theorem 3.3 of [6] with Proposition 3.1 of [6] re-
placed with Theorem 2 above and with the weaker assumptions on A given in (A1). Consequently
we immediately obtain a contradiction since inequality (4.8) cannot admit entire solutions when
(4.6) holds. 
Corollary 4. Let (4.6) hold. Then the elliptic inequality in Rn,
div
(
uγ
Du√
1 + |Du|2
)
− γ uγ−1(
√
1 + |Du|2 − 1) q(|x|)up−1, u > 0, (4.9)
where
p > 1 and γ  0,
does not admit any positive entire solution.
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℘(u) = up−1−γ . 
We now shall treat the case in which (4.5) does not hold. This case takes more care with
respect to the previous one since we cannot derive from (4.1) a simplified inequality as in (4.8).
Now, as noted in the remark before the proof of Theorem 1, in the scalar case, we can prove a
monotonicity result which allows us to obtain the same thesis of Proposition 1 but with weaker
assumptions.
Lemma 1. Let u be a solution of (2.2) in [0,R), R ∞. Assume that
uf (r,u) > 0 for all r ∈ [0,R), u 
= 0. (4.10)
Then u0u′ > 0 in (0,R).
Proof. First note that Eq. (2.2)1 can be written as follows[
rn−1g(u)A
(|u′|)u′]′ = [g′(u)A(|u′|)+ f (r,u)]rn−1 := ϕ(r)rn−1. (4.11)
Without loss of generality we assume that u0 > 0. Now, by (A1) and (A2), we get
ϕ(0) = f (0, u0) > 0,
where we have used the fact that u0 > 0. Consequently, by continuity, there exists r1 ∈ (0,R)
such that ϕ(r)rn−1 > 0 in (0, r1). Thus
rn−1g(u)A
(|u′|)u′ > 0 in (0, r1) (4.12)
by the fact that rn−1A(|u′|)u′ is strictly increasing and takes zero value at r = 0. Hence u′(r) > 0
in (0, r1).
Now, let r2 be the first value in (0,R) such that
u′(r) > 0 in (0, r2), u′(r2) = 0, (4.13)
in particular, it follows that u > 0 in [0, r2). Again, as above, ϕ(r2) > 0 and consequently[
rn−1g(u)A
(|u′|)u′]′
r=r2 > 0,
namely rn−1g(u)A(|u′|)u′ is strictly increasing near r2. This yields, by (4.13)2 to
rn−1g(u)A
(|u′|)u′ < 0 for r < r2,
which obviously contradicts (4.13)1. Hence the lemma is proved. 
Remark. In the case in which u0g is nondecreasing then assumption (4.10) can be weakened
and the theorem above becomes the following.
Lemma 2. Let u be a solution of (2.2) in [0,R), R ∞. Assume that
uf (r,u) > 0 for all r ∈ (0,R), u 
= 0, (4.14)
u0f (0, u) 0 for all u ∈R, (4.15)
u0g
′(u) 0 for all u ∈R. (4.16)
Then u0u′ > 0 in (0,R).
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(0,R) such that ϕ(r) > 0 in (0, r1). Thus (4.12) holds and consequently the proof of Theorem 1
can be repeated word by word. 
Remark. When f (r,u) = q(r)up−1, p > 1, q ∈ C(R+0 ) and q is nonnegative, then (4.10) forces
that q(0) > 0; while q(0) could be 0 when (4.14) and (4.15) holds.
Theorem 4. Let p > 1 and γ such that −1 < γ < p − 1. Assume that (3.1)–(3.3) and (4.10)
hold. Suppose that
lim
s→∞H(s) < ∞ (4.17)
and that
g′(u) = O(g(u)) as u → ∞. (4.18)
Let u be a nontrivial radial solution of (1.1) in its maximal domain of existence B(0,R), R < ∞,
or equivalently let u be a solution of (2.2) in [0,R), R < ∞, then u is bounded and u′ admits
limit when r → R−. More precisely, if u0 > 0 in (2.2), then
lim
r→R−
u(r) = sup
[0,R)
u(r) =  ∈ (u0,∞) and lim
r→R−
u′(r) = ∞. (4.19)
Remark. As observed in [4], Naito and Usami in [11] showed that the following inequality holds
H(s) +
1∫
0
sA(s) ds = s2A(s) −
s∫
1
σA(σ)dσ  sA(s), s > 1. (4.20)
Thus if (4.17) is valid, then automatically (3.4) is verified.
Furthermore, as showed in [18], the function H is strictly increasing. Indeed if, for simplicity
we put Φ(s) = sA(s) when s > 0 and Φ(0) = 0, we immediately have from (A1) that
s1Φ(s1) − soΦ(s0) > (s1 − s0)Φ(s1) >
s1∫
s0
Φ(σ)dσ
when s1 > s0  0. Consequently, assumption (4.17) is equivalent to sups>0 H(s) < ∞.
Proof of Theorem 4. Let u be a solution of (2.2) in its maximal interval of existence [0,R),
R < ∞ by Theorem 1. Without loss of generality we assume that u0 > 0. First we prove that u
is bounded. By Lemma 1 we have that u′(r) > 0 in (0,R), namely u is strictly increasing and
admits limit as r → R−. Now assume by contradiction that
lim
r→R−
u(r) = ∞. (4.21)
By (2.6) we get, along the solution,
{
H(u′)
}′ =
[
−g
′(u)
H(u′) − n − 1A(u′)u′ + f (r,u)
]
u′.g(u) r g(u)
616 R. Filippucci / J. Math. Anal. Appl. 334 (2007) 604–620From (3.1) and (3.3), we get
{
H(u′)
}′ 
[
−g
′(u)
g(u)
H(u′) − n − 1
r
A(u′)u′ + c1
c2
up−1−γ
]
u′ := ψ(r)u′.
By (4.17), (4.18), (3.5), (4.20) and (4.21) it results that limr→R− ψ(r) = ∞. Consequently for
every K > 0 there exists r1 < R such that {H(u′)}′  Ku′ for all r ∈ (r1,R). Now, integrating
from r1 to r ∈ (r1,R), the last inequality yields
H
(
u′(r)
)−H (u′(r1))K[u(r) − u(r1)], r > r1.
In turn we arrive to a contradiction by letting r → R−, since the left-hand side is bounded by
(4.17), while the right tends to ∞ by (4.21). Thus (4.19)1 is proved.
To prove the validity of (4.19)2, we first show that there exists limr→R− u′(r). Assume by
contradiction that
0 lim inf
r→R−
u′(r) = 1 < lim sup
r→R−
u′(r) = 2 ∞.
Let (rn)n and (tn)n be two sequences approaching R, such that
lim
n→∞u
′(rn) = 1 and lim
n→∞u
′(tn) = 2.
This yields
0 lim
n→∞A(u
′)u′|rn = a1 < limn→∞A(u
′)u′|tn = a2  c3, (4.22)
by the strict monotonicity of tA(t) and thanks to (3.4). If we integrate (2.2)1 on [0, r], r < R, we
get
rn−1A(u′)u′ = 1
g(u)
r∫
0
{
g′(u)A(u′) + f (r,u)}sn−1 ds, 0 < r < R. (4.23)
It is enough to evaluate (4.23) first when r = rn and then when r = tn, so that letting n → ∞
we get the required contradiction. Indeed the left-hand side of (4.23) does not admit limit
when r → R− by (4.22), while the right-hand side tends to the value ∫ R0 {g′(u)A(u′) +
f (r,u)}sn−1 ds/g(). Hence the only possibility is that the limit of u′ at r = R is exactly ∞,
otherwise we could continue u to the right beyond r = R, contradicting the maximality of the
interval [0,R). 
Proof of Corollary 2. To prove the corollary, first we have to apply Theorem 1 in [4] with
N = 1, δ(r) = (n − 1)/r , ψ(u,v) = uγ u′/√1 + v2, Q(r,u, v) = δ(r)ψ(u, v) in order to obtain
that (1.9) admits a local radial solution for every u0 > 0. Furthermore, to get the claim, it is
enough to use Theorem 4 with g(u) = uγ and H(s) = 1 − 1/√1 + s2. 
Remark. Theorem 4 continue to be valid if we replace assumption (4.10) by hypotheses (4.14)–
(4.16). In this setting, in the proof of Theorem 4, we derive the monotonicity of the solution
thanks to Lemma 2 instead of Lemma 1.
In this case, namely when (4.5) does not hold, we need to use a comparison theorem due to
Gilbarg–Trudinger which requires much regularity on A with respect to (A1).
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respective C1(Ω¯) distribution solutions of the differential inequalities
div
(
A(x,Du)
)−B(x,u,Du) 0, u 0, (4.24)
div
(
A(x,Dv)
)−B(x, v,Dv) 0, v  0, (4.25)
in a bounded domain Ω of Rn, n  2. Assume that A(x, ξ) and B(x, z, ξ) are continuously
differentiable with respect to z, ξ variables in Ω ×R×Rn, and that B(x, z, ξ) is nondecreasing
in the variable z for fixed (x, ξ) ∈ Ω ×Rn. If u and v are continuous in Ω¯ with v  u on ∂Ω ,
then v  u in Ω .
Remark. The above Theorem 5 has been recently generalized by Pucci and Serrin in [19], in
particular they require u ∈ C1(Ω) rather than u ∈ C1(Ω¯) and they consider the case in which the
operator A(x, ξ), ξ ∈Rn \ {0}, can be singular (degenerate) at ξ = 0.
Theorem 6. Let p > 1 and γ such that 0 < γ < p− 1. Let q ∈ C(R+0 ) be a nonnegative function
such that
q(r) > 0 for all r > 0. (4.26)
If (4.17) holds, then there exists a positive solution u of
div
(
uγA
(|Du|)Du)− γ uγ−1A(|Du|) q(|x|)up−1, x ∈Rn, (4.27)
then there exists a positive solution v of
{[
rn−1vγA
(|v′|)v′]′ = [γ vγ−1A(|v′|)+ q(r)vp−1]rn−1, r ∈R+,
v(0) > 0, v′(0) = 0. (4.28)
Remark. First, we put in evidence that Theorem 6 above still holds without assuming (4.17), for
this purpose see the proof of Theorem 7 in [4]. Anyway assumption (4.17) allows us to simplify
the proof since we can apply Theorem 4.
In particular, according also to the remark at the end of Theorem 4, we have that Theorem 4
can be applied with (4.10) replaced by (4.14)–(4.16), indeed (4.26) forces the validity of (4.14)
and (4.15), while (4.16) holds since g(u) = uγ with γ > 0. Thus, by Lemma 2 we obtain that
every solution of (4.28) is strictly increasing and so v(r) v(0) > 0 for all r  0.
Proof of Theorem 6. Let u be a positive entire solution of (4.27) such that u(0) > 0. By
Theorem 1 of [4], problem (4.28) admits a local solution v for all a = v(0) 
= 0. Assume by
contradiction that v is a nonglobal solution of (4.28) defined in its maximal interval of existence
[0,R), R < ∞. Furthermore suppose that 0 < v(0) = a < u(0). Then, by the above Remark we
can apply Theorem 4 obtaining that v is bounded and limr→R− v′(r) = ∞. Furthermore we point
out that v is a radial solution of
div
(
A
(|Dv|)Dv)= −γ
v
H
(|Dv|)+ q(|x|)vp−1−γ in BR, (4.29)
where BR = {x ∈Rn: |x| < R}.
As in the proof of Proposition 1 of [11] we have two possibilities.
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v(R1)max
{
u(x): x ∈ ∂B1
}
, B1 =
{
x ∈Rn: |x| < R1
}
. (4.30)
Then, by (4.29), the function v = v(|x|) is such that
div
(
A
(|Dv|)Dv)= B(x, v,Dv) in B1, (4.31)
where
B(x, z, ξ) = −γ
z
H
(|ξ |)+ q(|x|)zp−1−γ .
Thus B is nondecreasing in the variable z thanks to the fact that 0 < γ < p − 1. Furthermore,
by the above Remark, the set {v(x): x ∈ B1} is contained in a compact set which do not contain
zero, namely{
v(x): x ∈ B1
}⊂ [v(0), max|x|=R1 v(x)
]
= J.
Consequently, Theorem 5 can be applied with A(ξ) = A(|ξ |)ξ and B defined in the domain
B1 × J × Rn where the boundless of the integrals in the proof of Theorem 10.7(ii) of [7] is
realized (for details see the proof if [7]). Thus, since v  u on ∂B1 by (4.30) it follows that v  u
in B1 which contradicts the fact that v(0) < u(0).
Case 2. If (4.30) fails for all R1 ∈ (0,R), then v(r) < max{u(x): |x| = r} for all 0 < r < R.
Since v′(r) → ∞ as r → R−, there is R2 ∈ (0,R) such that
∂v
∂ν
(R2) > max
{
∂u
∂ν
(x): x ∈ ∂B2
}
, B2 =
{
x ∈Rn: |x| < R2
}
, (4.32)
where ν is the unit outer normal of ∂B2. Define now
δ := max{u(x) − v(x): x ∈ ∂B2} and w(x) := v(x) + δ.
Then w(x) u(x) for all x ∈ ∂B2 and for some x∗, with x∗ ∈ ∂B2, it results w(x∗) = u(x∗). We
claim now that
w(x0) < u(x0) for some x0, with x0 ∈ B2. (4.33)
Assume for contradiction that (4.33) does not hold. Consequently we have that w − u 0 in B¯2
and (w − u)(x∗) = 0 for some x∗ ∈ ∂B2. This trivially implies that necessarily
∂w
∂ν
(x∗) − ∂u
∂ν
(x∗) 0,
that is by the definition of w
∂v
∂ν
(R2)
∂u
∂ν
(x∗) for some x∗ ∈ ∂B2.
Of course this fact contradicts (4.32) and proves the claim (4.33).
Finally, to finish the proof of the existence of a solution of (4.28) in Case 2, we observe that
by (4.31) and since Dw = Dv by the definition of w we have
div
(
A
(|Dw|)Dw)= div(A(|Dv|)Dv)= B(x, v,Dv) B(x,w,Dw) in B2,
where in the last inequality we have used that B is nondecreasing in the second variable. As in
Case 1, it results that w  u on ∂B2. Then by Theorem 5 applied with Ω = B2, we obtain w  u
in B2 which contradicts (4.33) and completes the proof of the theorem. 
For the general inequality (4.1), we have the analogous result of Theorem 6, namely
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−g′(u)/g(u) and f (|x|, u)
are nondecreasing in u for all x ∈ Rn. If there exists a positive solution u of (4.1), then there
exists a positive solution v of{[
rn−1g(u)A
(|v′|)v′]′ = [g′(u)A(|v′|)+ f (r, v)]rn−1, r ∈R+,
v(0) > 0, v′(0) = 0.
Theorem 8. Assume that p > 1 and 0 < γ < p−1. Let q ∈ C(R+0 )∩C1(R+) be such that (4.26)
hold and in addition
q ′(r) 0 for r > 0. (4.34)
If (4.17) holds, then inequality (4.27) does not admit positive entire solutions.
Proof. Arguing by contradiction, denote by u a positive entire solution of (4.27). Then, by The-
orem 6, there exists a positive global solution of (4.28). On the other hand, since we are in
the scalar case, Theorem 1 can be applied with (A4) and F(0, v(0)) = q(0)vp0 /p > 0 replaced
by (4.26). Thus Theorem 1 holds with f (|x|, u) = q(|x|)up−1, c1 = q(r0) by the monotonicity
of q , g(u) = uγ if u 0, c2 = 1, c3 = lims→∞ sA(s) by (A1) and with (A3) verified thanks to
(4.34). In turn we obtain that no global solutions of (4.28) can exist. This contradiction concludes
the proof of the theorem. 
Proof of Corollary 3. In the case (i) nonexistence is given by Corollary 4, while in the case (ii)
nonexistence follows from Theorem 8. 
Furthermore, we can extend Theorem 1 of [11] with f (u) = up−1 for u > 0, indeed it holds
the following
Corollary 5. Let p > 1 and γ such that γ < p − 1. The differential inequality in Rn
div
(
uγA
(|Du|)Du)− γ uγ−1A(|Du|) up−1, u > 0,
does not admit entire positive solutions if (4.17) holds.
Corollary 6. Assume that (4.17) holds. Let q satisfy (4.34). Then inequality (4.9) does not admit
positive entire solutions for every γ < p − 1.
Proof. When γ  0 the conclusion of the corollary is a consequence of Corollary 4 since (4.34)
forces the validity of (4.6). If 0 < γ < p − 1 the result is due to Theorem 8. 
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