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Abstract
We study the effect of persistence of engage-
ment on learning in a stochastic multi-armed
bandit setting. In advertising and recommen-
dation systems, repetition effect includes a
wear-in period, where the user’s propensity to
reward the platform via a click or purchase
depends on how frequently they see the rec-
ommendation in the recent past. It also in-
cludes a counteracting wear-out period, where
the user’s propensity to respond positively is
dampened if the recommendation was shown
too many times recently. Priming effect can be
naturally modelled as a temporal constraint on
the strategy space, since the reward for the cur-
rent action depends on historical actions taken
by the platform. We provide novel algorithms
that achieves sublinear regret in time and the
relevant wear-in/wear-out parameters. The ef-
fect of priming on the regret upper bound is
also additive, and we get back a guarantee
that matches popular algorithms such as the
UCB1 and Thompson sampling when there is
no priming effect. Our work complements re-
cent work on modeling time varying rewards,
delays and corruptions in bandits, and extends
the usage of rich behavior models in sequential
decision making settings.
1 INTRODUCTION
In advertising applications and recommendation sys-
tems, there has been a large body of work that models
consumer behavior [Hawkins et al., 2009, Solomon et al.,
2014]. One such effect that is relatively well studied is
the priming/repetition effect. Under the priming effect,
an advertiser’s payoff (for instance, click through rate)
depends on how frequently they have presented the same
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ad to the same audience in the recent past. If the ad-
vertiser presents a specific ad sporadically, then the click
through rate is much lower, even if this ad is the best
among a collection of ads. Priming can be broken down
into two sub-effiects; wear-in and wear-out [Pechmann
and Stewart, 1988]. Wear-in effect leads to a user not re-
sponding to an ad if it has not been shown enough num-
ber of times in the recent past. Whereas, the wear-out
effect leads to a user not responding (or becoming in-
sensitive) to an ad if it has been shown too many times in
the recent past. Different ads may need different levels of
repetition to obtain payoffs, and all the relevant param-
eters that model the priming effect may not be known a
priori to the advertiser [Ma et al., 2016].
This phenomenon also translates to recommendations,
such as for products and movies, where repeated display
of item(s) can cause positive reinforcement to build over
time, culminating in a conversion. It can also lead to
fatigue and therefore no conversion. Since these conver-
sion events depend on the past recommendations, they
interfere with learning the true underlying (mean) pay-
offs and demands of different recommendations. Moti-
vated by the above discussion, we define a new class of
problems, which we call bandit learning under priming
effect, to address the agent’s need for repetitions. The
amount by which the agent (say an ad platform or a rec-
ommendation system) needs to replay an arm depends on
the degree of priming effect (see Section 2 for a formal
treatment). In essence, the platform’s current rewards
are functions of its previous actions. A diagram illustrat-
ing this is shown in Figure 1. Our model and solution
is one among a growing literature Kveton et al. [2015],
den Boer and Keskin [2017], Shah et al. [2018], Tula-
bandhula and Wang [2020] that focuses on combining
empirically validated behavioral models with sequential
decision making.
While our setting can be addressed using Markov Deci-
sion Processes/reinforcement learning (RL) techniques,
we choose to use the framework of multi-armed ban-
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Figure 1: Bandit learning under priming effect.
dits (MAB) for their simplicity, analytical tractability
and relatively tighter regret guarantees. The MAB prob-
lem, which is a special case of the RL problem, captures
exploration-exploitation trade-off in certain sequential
decision making settings. In a stochastic MAB set-up,
reward distributions are associated with each arm of the
set of arms K. When the algorithm plays an arm, it im-
mediately receives a reward with which it can learn, and
also suffers a regret, which is the difference between the
obtained reward versus the reward that it could have ob-
tained, had it played the best arm in hindsight.
In the presence of priming effect, popular MAB algo-
rithms such as UCB1 [Auer et al., 2002], SE [Even-
Dar et al., 2006], MOSS [Audibert and Bubeck, 2009]
or Thompson Sampling [Chapelle and Li, 2011] can be
ineffective because they cannot directly control the num-
ber of times an arm is played in any given time win-
dow. For problem instances with non-unique optimal
arms, the aforementioned algorithms may in fact switch
between these very frequently (see Appendix A.5), po-
tentially causing linear regret. Even when the mean re-
wards are not close, initial exploration will yield no re-
wards due to wear-in effects, hampering learning and
hence, subsequent exploitation. To address these issues,
we develop WI-UCBand WI/WO-UCB, which expand
on the phase-based algorithmic template [Auer and Ort-
ner, 2010] to learn in the presence of priming effect.
The consequence of priming effect considered here is
closely related to the recent works in corruption [Lyk-
ouris et al., 2018] and delay [Pike-Burke et al., 2018]
in the reward accrual process. Unlike these settings,
priming effect is endogenous, and correlates past actions
with the current reward. As an unifying view, in all
three works one can assume that there is a intermediate
function that allows an MAB algorithm to accrue some
transformation of the current and past rewards instead of
just the current reward. In our case, we accrue rewards
that are modulated by the stochastic sequence of actions
that our algorithm took previously, which makes learning
more challenging as rewards are now policy dependent.
For instance, Lykouris et al. [2018] consider settings
with arbitrary exogenous corruptions of rewards, and
propose a randomized algorithm that achieves smooth
degradation as the corruption level increases. Unlike
their setting, priming effect is endogenous, and corre-
lates past actions with the current reward. While the
amount of corruption due to priming in our setting would
be O(NK log T ) (N is a instance dependent parameter in
our setting, K is the number of arms, and T is the hori-
zon length) if our algorithm is used, we cannot reuse their
analytical techniques because of endogeneity. Impact of
delayed rewards on learning has been well-studied re-
cently [Joulani et al., 2013, Perchet et al., 2016, Cesa-
Bianchi et al., 2018]. In particular, Joulani et al. [2013]
provide a recipe to use any regular MAB algorithm in
this setting and show that delay causes an additive re-
gret penalty. In [Cesa-Bianchi et al., 2018] for adversar-
ial bandits and in [Pike-Burke et al., 2018] for stochastic
bandits, the authors provide regret guarantees for a much
weaker setting where rewards can get mixed up and may
partially accrue over time. That is, components of re-
wards due to multiple previous actions may appear col-
lectively at some future point. In contrast to the delay ef-
fect, which is affecting the future accrual of rewards, the
priming/repetition effect can be viewed as being caused
by the trajectory of past actions. As a result, we obtain
very different regret bounds.
There has been recent parallel work on rotting ban-
dits [Levine et al., 2017, Seznec et al., 2019], which
can be thought of as capturing the wear-out effect via
a sequence of reward random variables with decreasing
means. While it does not capture the wear-in effect,
the dependence of the reward means on the number of
times the ad/arm is played is accounted from the start of
the horizon rather than an immediate preceding window,
which is critical in our applications. In a closely related
subsequent work [Pike-Burke and Grunewalder, 2019],
the authors make the mean reward of each arm an un-
known function of the time since its last play. While this
is an interesting structure, it does not again capture rep-
etition effects (wear-in and wear-out) studied here, and
the work relies on a very different modeling setup (using
Gaussian processes) to obtain regret bounds.
Some prior works have studied bandit settings under rich
temporal user behavior models. For instance, Shah et al.
[2018] study a temporal behavioral effect rooted in mi-
croeconomic theory, namely self-reinforcement. In addi-
tion to delays and corruptions influencing rewards, works
such as [Xu and Yun, 2018] and [Gamarnik et al., 2018]
also consider the impact of reward accrual in the pres-
ence of limited memory, which affects learning and re-
gret. Finally, bandits with switching costs Banks and
Sundaram [1994], Dekel et al. [2014] consider penalties
for switching arms too often. As we will discuss soon,
our algorithms are also candidate solutions to this prob-
lem setting by virtue of switching arms rarely. This is be-
cause priming effect imposes a hard constraint on switch-
ing arms too frequently and too infrequently, which is ap-
proximately equivalent to having large switching costs.
Our Results and Techniques: Owing to the nature of
the priming effect, algorithms necessarily have to en-
sure that the arms still under consideration are played
frequently, perhaps in batches. Phase based algorithms
form a natural algorithmic template for such a mecha-
nism. This family of algorithms date back to [Agrawal
et al., 1988], who considered arm switching costs. Our
algorithms, WI-UCB and WI/WO-UCB, follow this
design pattern, wherein the focus is to eliminate arms
between stages (for instance, in WI-UCB each arm
is played consecutively for multiple rounds between
stages). In particular, both WI-UCB (wear-in effect
setting) and WI/WO-UCB (wear-in and wear-out ef-
fect setting) are based on algorithms such as UCB-
REVISITED [Auer and Ortner, 2010] and UCB2 [Auer
et al., 2002], and work under the setting when just the
expected priming effect parameters are known. We also
introduce a key new idea of compound-arms in WI/WO-
UCB, which lets us retain the algorithmic structure de-
scribed above as well as the corresponding analytical ma-
chinery to obtain regret bounds.
In our analysis, we design martingales on the sequence
of the cumulative sums of the accrued reward deviations
from their means. Following the techniques of [Pike-
Burke et al., 2018] and [Auer and Ortner, 2010], we use
foundational tools, such as the Bernstein inequality for
martingales and the Azuma-Hoeffding inequality based
Doob’s optimal stopping theorem (see Sections 3 and 4),
to bound the priming effect under a judicious choice of
phase lengths, and guarantee fast convergence of the re-
ward estimates with high probability. Our analysis devi-
ates from these previous works in the following ways: (a)
our reward random variables are functions of the past his-
tory and policy dependent, (b) the use of a phase-based
strategy is only possible due to the notion of compound-
arms (novel to this work and different from the dueling
bandit literature [Yue et al., 2012]), and (c) their regret
analysis is not directly applicable to our setting.
The key technical challenge in our setting is due to the
opposing wear-in and wear-out effects: while wear-in
requires frequent repetition to learn, wear-out hampers
learning if arms are played too frequently. Assume that
an algorithm can accrue a reward for pulling arm j at
time t if it has been tried at least Dt,j and at most
Algorithm Bound
Lower bound [Lai and Robbins, 1985] O(
√
KT )
UCB1 [Auer et al., 2002] O(
√
KT log T )
MOSS [Audibert and Bubeck, 2009] O(
√
KT )
WI-UCB [this work, no priming] O(
√
KT log T )
WI-UCB [this work, wear-in only] O
(√
KT log T +K
√
log2 TE[D]
)
WI/WO-UCB [this work, wear-in & wear-out] O
(
K
√
T log T +K2
√
log2 TNE[D]
)
Table 1: Results summary.
Zt,j times in the past N rounds, where Dt,j and Zt,j
are unobserved random variables with means E[Dj ] and
E[Zj ], and N is a known instance-specific fixed posi-
tive integer. Then, the regret upper bounds of our al-
gorithms, shown in Table 1, depend sublinearly and ad-
ditively on the priming effect parameters (for simplicity
assume E[Dj ] = E[D] for all j). To our knowledge,
this is the first work that takes into account both wear-in
and wear-out effects for advertising and recommendation
systems in an online learning scenario.
2 PROBLEM DEFINITION
There are K > 1 arms in the set K available to
the platform (agent/learner), each corresponding to an
ad/recommendation. An arm is played by the platform
in each of the T > 1 rounds of interaction with the user
(environment).
Priming Effect: Each arm j ∈ K is associated with a
reward distribution ξj , which has support in [0, 1]. The
mean reward for arm j is µj . µ∗ is the maximum of all
µj and corresponds to the arm j∗. Let N ∈ N denote
the number of historical rounds, and let ξDj and ξ
Z
j for
each j ∈ K, with supports in {0, ..., a} and {b, ..., N} re-
spectively, parameterize the priming effect (wear-in and
wear-out). In particular, the distributions ξDj and ξ
Z
j
(where 0 ≤ a < b ≤ N are fixed non-negative inte-
gers) are associated with the wear-in and wear-out effects
respectively, and characterize the stochastic user who is
unknown to the platform a priori. At each round t of in-
teraction between the platform and the stochastic user,
the following happens:
• The platform selects an arm (e.g., shows an ad) de-
noted by Jt (say, Jt = j).
• The user/environment generates a sample Rt,j ∼
ξj , as well as samples from the wear-in and wear-
out distributions: Dt,j ∼ ξDj and Zt,j ∼ ξZj .
• The user returns the following derived sample re-
ward Xt,j via a click/purchase given by:
Xt,j = Rt,jI [Zt,j ≥ ft,j(N) ≥ Dt,j ] , (1)
which is the only quantity observed by the platform.
Here I[ ] is the indicator function, and ft,j(N) is
a history function that encapsulates contribution of
prior user interactions, i.e., events and outcomes of
rounds {t − N, ...t − 1} that capture the priming
effect.
We assume that the value of ft,j(N) only depends on the
number of times arm j was played by the platform in the
past N rounds and is independent of the other choices
made, and is non-decreasing in N . We also assume that
each play of arm j in the relevant history contributes
equally to the value of ft,j(N). With these assumptions,
we focus our analysis on the following reward accrual
model:
Xt,j = Rt,jI
[
Zt,j ≥
(∑t
k=max(t−N,0) I[Jk = j]
)
≥ Dt,j
]
. (2)
Justifying the reward model: The reward model, as a
product of Rt,j and an indicator function of the history
of arms played along with the wear-in/wear-out effects,
is quite practical while being amenable to analysis, and
can be viewed as a stepping stone for more realistic mod-
els in the future. In fact, when ξj are Bernoulli, as is
the case with clicks and checkouts in applications such
as e-commerce, there is very little loss in expressivity
when using an indicator function as a multiplier ver-
sus any other continuous unimodal function of the his-
tory. One could imagine applications where a more sen-
sitive function of history1 (for example, Xt,j gradually
increases due to wear-in and then decreases due to wear-
out) could be relevant, where such an indicator function
(even as an approximation) may be oversimplified. In
these cases, a different algorithmic approach and analy-
sis will be needed, potentially relying on RL techniques
(we are already capturing the impact of past actions on
the current reward without relying on RL methodology
here). Further note that the priming effect in Equation 1
entails the necessity of having non-overlapping support
for the distributions {ξDj } and {ξDj } (i.e., a < b). If not,
there will be problem instances where no rewards would
be accrued for any policy.
The stochastic nature of user behavior: We are in a (non-
contextual) stochastic bandit setting. As noted earlier,
every time an arm j is presented, the user generates the
three random variables (and using N and ft,j(N)) re-
sponds by giving back a transformed reward Xt,j . In
doing so, they are agnostic to the strategy of the plat-
form. Making the priming effect stochastic in each round
captures a natural time-varying behavior of users on such
1It is possible to extend our analysis to case when different
intervals of the past N rounds have a weighted contribution in
the definition of ft,j(N).
Figure 2: Model Illustration: At any round (x axis), if the
cumulative number of times a chosen arm was played
is in the white region, then a reward is obtained by the
platform. If it is lower (wear-in, blue region) or higher
(wear-out, green region), the platform does not get the
reward. Each pair of blue and green bars is for the arm
that was pulled in that time step.
advertising/recommendation platforms. It is important to
distinguish between our setup and a setting where Dt,j
and Zt,j do not depend on time. The latter is a restricted
stochastic setting where the priming effect is static across
time (Rt,j is the only randomness in the environment)
and can result in potentially simpler learning strategies
(such as playing each arm forO(E[Dj ]) rounds, and then
estimating µis), although it is unclear if there will be any
improvements in terms of the regret guarantees over ours.
Knowledge of E[Dj ]: We assume that the platform
knows the first moment E[Dj ], as well as N and T .
This may seem limiting at first, but we argue that it is
fairly benign: the platform needs no additional distribu-
tional knowledge to be able to achieve sub-linear regret
matching the performance of stochastic MABs (modulo
additive factors, see Section 3). Further knowing (just)
this first moment is readily possible for a platform us-
ing observational data or from previous interactions with
its users. For simplicity of exposition, we assume that
ξDj = ξ
D and ξZj = ξ
Z (and thus work with E[D] and
E[Z] moving forward).
Goal: We want to design an online algorithm for the
platform that plays a sequence of arms {Jt} such that
the expected (pseudo-)regret RT of the algorithm when
compared to a benchmark policy is sublinear in the time
horizon T :
RT = E
[
T∑
t=1
Xt,pit
]
− E
[
T∑
t=1
Xt,Jt
]
, (3)
where pi = (pi1, ..., piT ) lies in the class of benchmark
policies ΠB , and each pit is a function that maps the his-
tory of arms played in the past and their rewards to arm
choice in round t. Note that the rewards for the bench-
mark are censored according to that policy and not the
policy the learner is playing. In the standard bandit set-
ting, it is standard to assume that pi is a set of constant
functions (i.e., pi1 = ... = piT ) that are determined by the
mean rewards µj for j ∈ K. Similarly, in our setting,
we consider benchmark policies that are designed to take
into account the priming effect. Intuitively, the bench-
mark policy of playing the best arm in hindsight may not
be suitable anymore, especially when both wear-in and
wear-out effects are present (Section 4). We defer fur-
ther discussion on the choice of the benchmark policy to
Sections 3 and 4.
3 WEAR-IN EFFECT
We start with those instances where wear-out effect is
non-existent, i.e., Zt,j = N for all t and j ∈ K. This
simplifies the treatment, while allowing for the same an-
alytical tools to be extended to the general setting in Sec-
tion 4.
Methods such as UCB1 [Auer et al., 2002], MOSS [Au-
dibert and Bubeck, 2009] or Thompson Sam-
pling [Chapelle and Li, 2011] will not succeed in
our problem setting for any reasonable values of E[D]
(and E[Z]). For instance, the UCB1 algorithm, which is
based on the optimism principle, adaptively decreases
its optimism over mean rewards such that arms are
easily distinguishable from each other. But while doing
this, it does not allow for a direct control on how arms
switch between rounds. Even when only wear-in effect
is present, is impact is minimal only when E[D] << N ,
which is quite limiting. To control the switching
between arms, one could employ algorithms such as
SE [Even-Dar et al., 2006], UCB-REVISITED [Auer
and Ortner, 2010] or UCB2 [Auer et al., 2002], which
either play arms in a predictable round robin fashion or
play the same arm consecutively. And this is precisely
what we attempt to do here.
Our proposed strategy, WI-UCB (Algorithm 1) plays
arms in phases (indexed by m). These phases are dis-
tinct and non-overlapping. The algorithm maintains a set
of active arms, and in every phase, each arm from the
active set is played repeatedly and consecutively. The al-
gorithm also maintains a confidence bound ∆˜m on the
estimates of mean rewards in each phase. At the end
of each phase, arms are eliminated based on confidence
gaps computed using this arm-agnostic bound. We refer
to the number of rounds that each active arm is played
in a given phase as the incremental phase length. The
total length of the phase is the sum of such individual
incremental phase lengths. In particular, a sequence of
(cumulative) phase lengths {nm|m = 0, 1, 2, ...} deter-
mine the number of rounds each active arm has been
played by phase m (thus, the incremental phase length
is nm − nm−1). And we denote the set of active arms in
Input: A set of arms K, time horizon T , and phase
length parameters {nm|m = 0, 1, 2, ...}.
Initialization: Phase index m = 1, Km = K, ∆˜1 = 1,
Tj(0) = φ ∀j ∈ K, where φ is the empty set, and time
index t = 1.
while t ≤ T do
if |Km| > 1 then
Play Arms:
for each active arm j in Km do
Set Tj(m) = Tj(m− 1).
Play j for nm − nm−1 consecutive rounds
and update Tj(m).
Accrue rewards according to the
environment model Equation (2).
end
Eliminate Sub-optimal Arms:
for each active arm j in Km do
Xm,j =
1
|Tj(m)|
∑
s∈Tj(m)Xs,j .
end
Construct Km+1 by eliminating arms j in Km
for which:
Xm,j + ∆˜m/2 < maxj′∈Km Xm,j′ − ∆˜m/2.
Update the Confidence Bound:
Set ∆˜m+1 = ∆˜m2 .
Increment phase index m by 1 and update t
based on {nm} values up to the current phase.
end
Play the single arm in Km and update t.
end
Algorithm 1: WI-UCB
phase m using the set Km.
Intuitively, longer incremental phase lengths help in
negating the wear-in effect, whereas shorter incremental
phase lengths help in negating the wear-out effect. These
opposing consequences necessitate a different algorithm
design when both the priming effect are present (see Sec-
tion 4). In the current setting, switching the arms too of-
ten reduces the rewards accumulated due to the wear-in
effect and impedes the algorithm from exploring as well
as exploiting what it has learned so far. Thus, a care-
ful design of phase length is necessary, which we discuss
below. In Algorithm 1, we use Tj(m) to refer to the col-
lection of times when the jth arm is played up to phase
m. Further, the estimated mean reward for arm j at the
end of phase m is denoted by Xm,j .
Benchmark Policy: To bound the regret defined in
Equation (3) for this algorithm, we consider the bench-
mark policy pi to be one which plays the arm with the
highest mean reward at all rounds. It can be shown that
such a policy is optimal even with the wear-in effect (See
Appendix A.4 for a proof).
There are two key aspects to bounding regret with respect
to the aforementioned benchmark for Algorithm 1: (a)
identifying an appropriate nm that depends on the wear-
in effect parameter E[D], and (b) showing that this nm
swiftly eliminates the sub-optimal arms. With these two
steps addressed, we can get a regret guarantee such as
below.
Theorem 1. For any λ > 0, the expected (pseudo-)regret
of WI-UCB (Algorithm 1) is bounded as:
RT ≤
∑
i∈K1
(
∆i +
64 log(T )
∆i
+
64 log(T )
3
+32
√
log
(
4
∆i
)
E[D] log(T )
)
+
∑
i∈K1
4∆i
T
+
∑
i∈K2
32
T
+ max
{i∈K2:∆i<λ}
∆iT,
where K1 = {i ∈ K|∆i > λ}, K2 = {i ∈ K|∆i > 0},
and ∆i = µ∗ − µi.
Given an appropriate choice for phase lengths nm, the
proof of the above theorem follows that in Auer and
Ortner [2010], where a similar phased-based algorithm
was suggested for the vanilla stochastic MAB. Following
Theorem 1, we can also obtain a corresponding instance
independent bound, as shown in the following corollary.
Corollary 1. For all T ≥ K, choosing
λ =
√
K log(T )
T and using log(1/∆˜m) ≤ log(T ),
the expected (pseudo-)regret of WI-UCB is
O
(√
KT log T +K
√
log2 TE[D]
)
.
A key point to note is that the wear-in effect parameter
E[D] appears as an additive penalty. The leading term,√
KT log T is only a logarithmic factor away from the
best known bounds for the vanilla stochastic MAB [Au-
dibert and Bubeck, 2009]. Thus our regret upper bound
behaves gracefully with the level of the wear-in priming
effect.
To define suitable phase length parameters {nm}, we de-
sign martingales on the sequences of bias adjusted re-
wards sequences and eventually bound the growth of
such martingales under our model. Appendix A.1 con-
tains an overview of martingales, stopping times, and key
concentration bounds required for the analysis. For a de-
tailed discussion on martingale properties, one can re-
fer Mitzenmacher and Upfal [2005]. For any active arm
j and phase m, let Sm,j denote the time in this phase
when the algorithm starts playing this arm. Similarly let
Um,j denote the time in this phase when the algorithm
stops playing this arm. Also, let Tt(j,N) be a random
variable that denotes the number of times that the arm j
was played in the rounds {t − N, ...t − 1}. We define a
filtration {Gs}∞s=0 by setting {G0} = {Ω, φ} with Ω suit-
ably defined, and letting {Gt} to be the σ-algebra over
(X1....Xt, J1....Jt, D1,J1 ....Dt,Jt , R1,J1 ...Rt,Jt). In
Lemma 1 below, we give a constructive proof for the
choice of nm such that the estimated mean reward for an
arm j gets closer to its true mean at the end of phase, and
we can use this property to eliminate sub-optimal arms
quickly.
Lemma 1. There exists a positive nm for which the esti-
mate Xm,j calculated by Algorithm 1 for an active arm
j (j ∈ Km) and phase m, satisfies Xm,j − µj ≤ ∆˜m/2
with probability at least 1− 2T 2 .
Below, we show how unlikely it is to grossly overesti-
mate the mean value, assuming j is a sub-optimal arm.
Outline of the proof: We build on the observation that
the cumulative sums of bias adjusted rewards (Xm,j −
µj) can be decomposed into a couple of martingale se-
quences (see the first two terms in Equation 5). As the
algorithm progresses, we show via Lemmas 3 and 5 that
the growth of both these martingales can be bounded
with high probability in terms of the phase length nm
and the wear-in effect parameter E[D]. To start, it fol-
lows that for each arm j:
m∑
i=1
Ui,j∑
t=Si,j
(Xt,j − µj) ≤
m∑
i=1
Ui,j∑
t=Si,j
(Rt,Jt − µj)
−
m∑
i=1
Ui,j∑
t=Si,j
Rt,JtI{Tt(Jt, N) ≤ Dt,Jt}. (4)
Since only one arm is played at a time, therefore, Jt = j
and Tt(Jt, N) ≤ t− Si,j within a phase. Define Ai,t :=
Rt,JtI{t ≤ Si,j + dt,Jt} and Mt :=
∑m
i=0Ai,tI{Si,j ≤
t ≤ Ui,j} . We can upper bound Equation 4 and write it
in terms of Mt as:
m∑
i=1
Ui,j∑
t=Si,j
(Xt − µj) ≤
m∑
i=1
Ui,j∑
t=Si,j
(Rt,j − µj)
+
Um,j∑
t=1
(E[Mt|Gt−1]−Mt)−
Um,j∑
t=1
E[Mt|Gt−1]. (5)
Due to the above construction, we are able to succinctly
separate the loss/modulation in rewards due to the wear-
in effect. Next, we bound each term in Equation 5 in-
dividually. The first term is the deviations of the un-
modulated rewards from their true means, and a reason-
able upper bound is desired to get the right dependence
on T in the Corollary 1. Next, the second term cap-
tures the impact of the wear-in effect, and can be upper
bounded using Lemmas 3 and 5. Finally, by taking trivial
non-negative upper bound on the last term in Equation 5
above, and applying a simple union bound, we obtain the
following expression for nm that guarantees the claim
made in the statement of Lemma 1 with probability at
least 1− 2T 2 :
nm ≤ 1 + 4 log(T )∆˜2m +
16 log(T )
3∆˜m
+
8
√
mE[D] log(T )
∆˜m
. (6)
Below, we now discuss the supporting lemmas needed
for Lemma 1. First, we start with the second term of
Equation 5. The following lemma shows that Ys =∑s
t=1(E[Mt|Gt−1]−Mt) forms a martingale. This fact
is a prerequisite for Lemma 5.
Lemma 2. Ys :=
∑s
t=1(E[Mt|Gt−1]−Mt) for all s ≥
1 with Y0 = 0 is a martingale with respect to the filtra-
tion {Gs}∞s=0 with increments Cs = E[Ms|Gs−1]−Ms
satisfying E[Cs|Gs−1] = 0 and Cs ≤ 1 for all s ≥ 1.
The next lemma is used to bound the sum of deviations of
the received rewards from their mean values at the end of
a phase (the first term in Equation 5). In effect, we show
that the sum of accrued rewards will be close to their sum
of means with high probability. This is a high probability
guarantee that reasonably long sequences of rewards can
give information about the mean reward parameters of
the arms.
Lemma 3. With probability at least 1 − 1T 2 ,∑m
i=1
∑Um,j
t=Si,j
(Rt,j − µj) ≤
√
nm log(T ).
Outline of the proof: For an arm j that was played at
time t, the quantity Rt,Jt − µj can be either positive or
negative. And we are interested in bounding the maxi-
mum cumulative positive growth. One can interpret this
bound to be the maximum expected value of a finite 1-
dimensional random walk, where an agent is taking steps
at nm randomly chosen time instances in the given hori-
zon T . The cumulative displacements of the agent be-
cause of the random walk form a martingale with an ap-
propriately defined filtration. We use a modified version
of the Azuma-Hoeffding inequality (see Lemma 9 in Ap-
pendix A.1) to upper bound this displacement with high
probability.
Next, through the following lemma, we show that the
wear-in effect martingale sequence (the second term in
Equation 5 does not have any sudden jumps by upper
bounding the corresponding quadratic variation process.
Lemma 4. For any t, let Pt = E[Mt|Gt−1] − Mt. It
follows that:
∑Um,j
t=1 E[P 2t |Gt−1] ≤ mE[D].
Outline of the proof: From the definition of Pt, it is easy
to see that
∑Um,j
t=1 E[P 2t |Gt−1] ≤
∑Um,j
t=1 E[M2t |Gt−1].
Recall that Mt denotes the sum of m random variables
of which only one is non-negative while others are zero,
and this depends on the phase number the time index t
belongs to. Intuitively, this contributes the factor m to
bound claimed. In a phase i, for arm j, the reward is
lost if I{t < Si,j + Dt,j} = 1. We are interested in
sum of these indicator values when t varies from 1 to T .
In expectation, each indicator is given by P(t < Si,j +
Dt,j), the summation of which can be upper bounded by
E[D].
Finally, we can now bound the second term in Equa-
tion 5, using the following lemma.
Lemma 5. With probability at least 1 − 1T 2 ,∑Um,j
t=1 (E[Mt|Gt−1] − Mt) ≤ 23 log(T ) +√
4 log2(T )
9 + 4mE[D] log(T ).
Outline of the proof: It follows from Lemma 2 that
YUm,j =
∑Um,j
t=1 (E[Mt|Gt−1] − Mt) forms a martin-
gale, and represents an upper bound on the missed re-
wards due the wear-in effect. Next, note that each re-
ward is bounded. Further, we had claimed in Lemma 4
that there are no sudden jumps in the growth of the cor-
responding martingale sequences. Using Lemma 7(see
Appendix A.1 for the statement) implies that YUm,j is
bounded as well, which can then be used to show that the
above inequality is true with high probability. Detailed
proofs of Lemmas 1-5 and Theorem 1 are provided in
Appendix A.2.
4 WEAR-IN AND WEAR-OUT
EFFECTS
The general setting involving both wear-in and wear-out
effects is significantly harder to tackle, primarily because
of the opposing nature of these two. Qualitatively, wear-
in effect necessitates continued exploitation (repetition
of actions), while on the other hand, wear-out penalized
continued exploitation. In WI-UCB, arms are consec-
utively repeated nm − nm−1 times (see Equation 6) in
each phase m. The amount of repetition quickly super-
sedes N , which leads to zero reward accrual due to the
wear-out effect for a majority of the rounds (see Equa-
tion 2). Hence, an appropriate algorithm for the general
priming situation should be able to track the number of
plays of each arm like WI-UCB, potentially in a phased
manner, but also also have sufficient local exploration to
discourage any detrimental wear-out effect.
Recall (from Section 2) that the distributions ξDj and ξ
Z
j
have supports on {0, ..., a} and {b, ..., N}, with N ∈ N
and 0 ≤ a < b ≤ N being unknown fixed constants.
Clearly,Dt = 0 orZt = N would imply there are no loss
of rewards due to wear-in or wear-out respectively (drop-
ping the dependence on arm j here for clarity). Addition-
ally, Dt > N/2 would make the wear-in effect too strong
as it necessitates the following: any algorithm will need
to repeat the same arm for a majority portion of any con-
tiguous N rounds, and further the algorithm would fail
to accrue rewards from other arms that are played in the
remaining portion of this set of N rounds. Hence, we
assume a ≤ N/2 < b (refer to Appendix A.3 for a more
detailed discussion about this assumption).
The way we tackle both the wear-in and wear-out ef-
fects is through a key observation: that playing a pair of
arms (or more) with equal probability may provide suffi-
cient local exploration which could nullify wear-out ef-
fect, while ensuring that arms are repeated often enough
for sufficient global exploitation to also counter wear-in
effect simultaneously. This is exactly what we do in the
algorithm WI/WO-UCB (see Algorithm 2). Similar to
the algorithm WI-UCB (of Section 3), WI/WO-UCB
plays arms in phases. However, instead of repeating the
same arm continuously for nm − nm−1 times, the algo-
rithm plays a pair of arms with equal probability for a
collective nm−nm−1 times in the m-th phase (for some
new optimally chosen phase length parameters {nm}).
Intuitively it is similar to the following hypothetical set-
ting: construct |K|C2 pairs of arms from the original set
K, appropriately calculate the mean rewards for each pair
and run an instance of WI-UCB with |K|C2 arms. To be
able to reuse the techniques and analysis from Section
3, we formalize the above idea of arm-pair or compound
arm next. Notation wise, let (i, j) denote the compound
arm constructed by playing the arms i and j with equal
probability and K2 denote the set of all possible pairs
composed of arms in K. Clearly µ(i,j) = (µi+µj)/2.
Benchmark Policy: Again, recall the definition of ex-
pected regret from Section 2 (Equation 3). Since any
benchmark also endures the priming effect, the bench-
mark policy of Section 3, which plays the best arm con-
sistently for all rounds is not optimal (in fact, it will have
linear regret). So for the setting in this Section, we de-
fine pi to be the policy that knows the mean rewards of
all arms and plays the top two arms (in terms of mean re-
wards, denoted by µ∗(1) and µ
∗
(2)) with equal probability
in each round. The policy pi may not necessarily be opti-
mal, however it provides a natural performance measure
to contrast against for cases where a learning algorithm
plays compound arms. For a more detailed discussion
on the above benchmark and the optimal benchmark, see
Appendix A.4.
As in the previous section, we assume the knowledge of
the wear-in parameter E[D]. The key design challenge
is to calculate the {nm} sequence such that Algorithm
2 quickly eliminates sub-optimal compound arms, which
we do in Lemma 6. Using this choice for WI/WO-UCB,
Input: Compound arms composed of pairs from K: K2,
time horizon T , and phase length parameters
{nm|m = 0, 1, 2, ...}.
Initialization: Phase index m = 1, K2m = K2, ∆˜1 = 1,
T(i,j)(0) = φ ∀(i, j) ∈ K2, where φ is the empty set,
and time index t = 1.
while t ≤ T do
if |K2m| > 1 then
Play Compound Arms:
for each compound arm (i, j) in K2m do
Set T(i,j)(m) = T(i,j)(m− 1).
Play either i or j with equal probability for
(nm − nm−1) consecutive rounds and
update T(i,j)(m).
Accrue rewards according to the
environment model Equation 2.
end
Eliminate Sub-optimal Pairs:
for each active pair (i, j) in K2m do
Xm,(i,j) =
1
|T(i,j)(m)|
∑
s∈T(i,j)(m)Xs,(i,j).
end
Construct K2m+1 by eliminating all pairs (i, j) in
K2m for which:
Xm,(i,j) + ∆˜m/2 < max(i,j)′∈K2m Xm,(i,j)′ − ∆˜m/2.
Update the Confidence Bound:
Set ∆˜m+1 = ∆˜m2 .
Increment phase index m by 1 and update t
based on {nm} values up to the current phase.
end
Play the single compound arm in K2m and update t.
end
Algorithm 2: WI/WO-UCB
we obtain an expected regret upper bound against the
above benchmark as follows.
Theorem 2. For any λ > 0, the expected (pseudo-)regret
of WI/WO-UCB is bounded as:
RT ≤
∑
i∈K21
(
∆i +
64 log(T )
∆i
+
64 log(T )
3
+32
√
log
(
4
∆i
)
NE[D] log(T )
)
+
∑
i∈K21
4∆i
T
+
∑
i∈K22
32
T
+ max
{i∈K22:∆i<λ}
∆iT,
where K21 = {(i, j) ∈ K2|∆(i,j) > λ}, K22 = {(i, j) ∈
K2|∆(i,j) > 0}, and ∆(i,j) = 12 (µ∗(1) +µ∗(2)−µi−µj).
The proof of Theorem 2 follows a similar proof strategy
as that of Theorem 1, and has been provided in detail
in Appendix A.2. It relies on an appropriate choice for
{nm}, as given by Equation 7 (see Appendix A.2). As
before, we can also get an instance independent bound as
shown below.
Corollary 2. For all T ≥ K2, choosing λ =√
K2 log(T )
T , using the inequality log(1/∆˜m) ≤ log(T ),
and the observation that both |K21| and |K22| are
O(K2), gives the following upper bound on the ex-
pected (pseudo-)regret of WI/WO-UCB is RT ≤
O
(
K
√
T log T +K2
√
log2 TNE[D]
)
.
When compared to Corollary 1, we immediately notice
the following. The first term has an additional factor
of
√
K and the second term has an additional factor of
K
√
N . The increased dependence onK can easily be at-
tributed to the choice of using compound-arms by the al-
gorithm. The dependence on
√
N comes from the wear-
out effect. BecauseE[D] can beO(N) itself, overall, one
can conclude that the priming effect (wear-in and wear-
out) lead to an additive linear term in N (which also pa-
rameterizes these effects).
The following lemma provides a recipe to calculate nm
which is an input to Algorithm 2.
Lemma 6. There exists a positive nm for which the es-
timate Xm,(i,j) calculated by Algorithm 2 for an active
pair (i, j) ((i, j) ∈ K2m) in phase m satisfies the follow-
ing inequality with probability at least 1− 2T 2 :
Xm,(i,j) − µ(i,j) ≤ ∆˜m/2,
where µ(i,j) = 12 (µi + µj).
Outline of the proof: The phases are defined with re-
spect to the compound arms and the reward Rt,Jt is due
to arm played by Algorithm 2 at time t. We continue
to build up on the same observation as used in the proof
of Lemma 1: the cumulative sums of bias adjusted re-
wards (Xm,(i,j) − µ(i,j)) can be decomposed into three
sequences, where the additional third is due to the loss
of rewards due to wear-out effect see Appendix A.2 for
details. The value of nm for which the lemma holds is
given by:
nm ≤ 1 + 4 log(T )∆˜2m +
16 log(T )
3∆˜m
+
8
√
NmE[D] log(T )
∆˜m
. (7)
5 CONCLUSION
We considered the problem of showing recommenda-
tions and ads when the user behavior is influenced by
priming effect: wear-in, where the user responds posi-
tively when shown the same recommendation multiple
times in the recent past, and wear-out, where the user
response dampens when the same recommendation is
shown too frequently in the recent past. Modeling this
in a bandit framework, we develop a new algorithm and
show how its performance in terms of regret can be
bounded.
An open problem is to develop a theory for general tem-
poral dependencies of current rewards on past actions
and rewards. Any departure from the functional form
as described in the Section 2 may need additional analyt-
ical tools beyond what was presented here. One possi-
ble way is to model the temporal dependency structures
via Markov decision processes. Regret analysis may not
be straightforward in such settings or may produce loose
bounds.
Further, the current regret bounds contain additive terms
for priming, and it might be possible to achieve a bet-
ter dependence on the priming effect parameters while
having a worse dependence on other parameters. In
this regard, characterizing the benchmarks thoroughly
and finding tight lower bounds under the current model
is a potential starting point. Extensions to adversar-
ial behavior models, inclusion of contexts, handling
non-stationarity, and most importantly, developing regret
minimizing algorithms when multiple user behavioral ef-
fects including priming occur simultaneously, are some
additional future research directions.
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A APPENDIX
A.1 PRELIMINARIES
Definition 1. (Martingale) A sequence of random vari-
ables {Zi}ni=0 is a martingale with respect to the se-
quence {Xi}ni=0, if for all n ≥ 0, the following condi-
tions hold:
• Zn is a function of {Xi}ni=0
• E[|Zn|] <∞
• E[Zn|X0...Xn−1] = Zn−1.
Definition 2. (Filtration) Given a stochastic process,
{Xt} and a Borel space, B := (T,Σ), then the se-
quence of nested σ−algebras, F0 ⊆ F1 ⊆ F2... ⊆
Ft Fi ∈ Σ which may contain contain some information
about {Xt} is called a filtration. The stochastic process
{Xt} is said to be adapted to the filtration {Ft}, if Xt is
Ft−measurable for all t.
Remark 1. A martingale can be equivalently defined
over a filtration sequence: Zn is
Fn−measurable for all n ≥ 0 and E[Zn|Fn−1] = Zn−1
in the definition 1.
Definition 3. (Stopping Time [Mitzenmacher and Upfal,
2005]) A nonnegative, integer-valued random variable T
is stopping time for the martingale sequence {Zi}ni=0 if
the event T = n depends only on the value of the random
variables, Z0, Z1...Zn.
The following lemma is Freedman’s version of Bernstein
inequality for martingales. Given bounded increments in
the martingale sequence and with a known bound on the
total conditional variation, the lemma provides a strong
bounds on the value of each element in the sequence.
Lemma 7. Generalized Bernstein inequality for Mar-
tingales (Theorem 1.6 in Freedman [1975], Theorem 10
in Pike-Burke et al. [2018]) Let {Yk}∞k=0 be a real val-
ued martingale with respect to the filtration, {Fk}∞k=0
with increments {Zk}∞k=1, implying E[Zk|Fk−1] = 0
and Zk = Yk − Yk−1 for k = 1, 2, . . .. Given the mar-
tingale difference sequence is uniformly upper bounded
as, Zk ≤ b for k = 1, 2, .... Define the predictable vari-
ation process Wk =
∑k
j=1 E[Z2j |Fj−1] for k = 1, 2, ....
Then for all α ≥ 0, σ2 ≥ 0, the following probability is
bounded:
P
(∃k : Yk ≥ α and Wk ≤ σ2) ≤ exp(− α2/2
σ2 + bα/3
)
.
(8)
The way to interpret Lemma 7 is that α denotes a deter-
ministic boundary that the random walk, Yk is unlikely
to cross. Following lemma relates this idea to the more
applicable concept of the stopping times.
Lemma 8. Equivalence Principle (Proposition 1
in Zhao et al. [2016]) For any δ > 0, P(SJ ≥ f(J)) ≤ δ
for any stopping time J if and only if, P({∃n, Sn ≥
f(n)}) ≤ δ, where SJ is a random walk.
Using the above lemma in the setting of Lemma 7, we are
guaranteed that YJ also follows the same concentration
as given by Equation 8. The following lemma combines
the intuition of Doob’s Optional Stopping theorem with
the Azuma-Hoeffding’s Inequality and also bounds the
growth rate of certain martingale sequences.
Lemma 9. (Lemma A.1 in Szita and Szepesva´ri [2011],
Lemma 11 in Pike-Burke et al. [2018]) Fix the positive
integers m, n and let a, c ∈ R. Let F = {Ft}∞t=0 be
a filtration, (ρt)t=1,2,3...n be {0, 1}-valued and Ft−1-
measurable random variables, and (Zt)t=1,2,3...n be
Ft-measurable R-valued random variables satisfying
E[Zt|Ft−1] = 0, Zt ∈ [a, a + c] and
∑n
s=1 ρs ≤ m
with probability one. Then for any η > 0:
P
(
n∑
t=1
ρtZt ≥ η
)
≤ exp
(
− 2η
2
c2m
)
.
A.2 ADDITIONAL PROOFS
Lemma 1. There exists a positive nm for which the esti-
mate Xm,j calculated by Algorithm 1 for an active arm
j ( j ∈ Km ) and phase m, satisfies the following in-
equality with probability at least 1− 2T 2 :
Xm,j − µj ≤ ∆˜m/2.
Proof. Using the above notation, it follows that for each
arm j:
m∑
i=1
Ui,j∑
t=Si,j
(Xt − µj) ≤
m∑
i=1
Ui,j∑
t=Si,j
(Rt,Jt − µj)
−
m∑
i=1
Ui,j∑
t=Si,j
Rt,JtI{Tj(Jt, N) ≤ Dt,Jt}. (9)
Since only one arm is played at a time, Tt(Jt, N) ≤ t−
Si,j and Jt = j within a phase. Therefore:
m∑
i=1
Ui,j∑
t=Si,j
(Xt − µj) ≤
m∑
i=1
Ui,j∑
t=Si,j
(Rt,j − µj)
−
m∑
i=1
Ui,j∑
t=Si,j
Rt,jI{Tt(Jt, N) ≤ Dt,Jt}.
Define Ai,t := Rt,jI{t ≤ Si,j + Dt,Jt} and Mt :=∑m
i=0Ai,tI{Si,j ≤ t ≤ Ui,j} . We rewrite (4) in terms
of Mt as:
m∑
i=1
Ui,j∑
t=Si,j
(Xt − µj) ≤
m∑
i=1
Ui,j∑
t=Si,j
(Rt,j − µj)−
Um,j∑
t=1
Mt,
therefore:
m∑
i=1
Ui,j∑
t=Si,j
(Xt − µj) ≤
m∑
i=1
Ui,j∑
t=Si,j
(Rt,j − µj)
+
Um,j∑
t=1
(E[Mt|Gt−1]−Nt)−
Um,j∑
t=1
E[Mt|Gt−1]. (10)
Due to the above construction we are able to succinctly
separate loss in rewards due to the wear-in effect. We
bound each term individually in Equation 10. The first
term is nothing but the deviations of the rewards from
their true means and hence a reasonable upper bound
is crucial for the T dependence of the leading term in
Corollary 1. On the other hand the upper bounds on the
second term decides the impact of the priming effect.
From Lemmas 3 and 5 accompanied by a trivial non-
negative upper bound for the last term in Equation 10
above, we can write that with probability at least 1− 2T 2
(from union bound):
m∑
i=1
Ui,j∑
t=Si,j
(Xt − µj) ≤
√
nm log(T ) +
2
3
log(T )
+
√
4 log2(T )
9
+ 4mE[D] log(T ).
For each active arm j ∈ Km,
1
nm
∑
t∈Tj(m)
(Xt − µj) ≤
√
log(T )
nm
+
2 log(T )
nm
+
1
nm
√
4mE[D] log(T ) = wm.
Algorithm 1 requires wm ≤ ∆˜m/2 so that the arm elimi-
nation condition holds good. This helps to determine the
appropriate nm. Let s1 =√
4 log2(T )
9 + 4mE[D] log(T ), then, the smallest nm
which satisfies the above is given by:
nm =
⌈
1
∆˜2m
(√
log(T )
+
√
log(T ) +
4∆˜m log(T )
3
+ 2∆˜ms1
2
 .
Using (a+ b)2 ≤ 2(a2 + b2) and x = dye ⇒ x ≤ y+ 1:
nm ≤
⌈
1
∆˜2m
(
4 log(T ) +
8∆˜m log(T )
3
+ 4∆˜ms1
)⌉
.
We can now substitute s1 and use inequality
√
a2 + b2 ≤
(a+ b) to get:
nm ≤
⌈
4 log(T )
∆˜2m
+
24 log(T )
3∆˜m
+
8
√
mE[D] log(T )
∆˜m
⌉
.
Further, we can modify the ceiling operator with a tight
upper bound as below:
nm ≤ 1 + 4 log(T )
∆˜2m
+
16 log(T )
3∆˜m
+
8
√
mE[D] log(T )
∆˜m
.
This completes the proof.
Lemma 2. Ys =
∑s
t=1 E[Mt|Gt−1]−Mt) for all s ≥ 1
with Y0 = 0 is a martingale with respect to the fil-
tration {Gs}∞s=0 with increments Cs = Ys − Ys−1 =
E[Ms|Gs−1]−Ms), satisfying E[Cs|Gs−1] = 0, Cs ≤ 1
for all s ≥ 1.
Proof. To show {Ys}∞s=0 is a martingale defined on fil-
tration {Gs}∞s=0, we need to show Ys is {Gs}-measurable
for all s ≥ 1 and E[Ys|Gs−1] = Ys−1.
By the definition of σ-algebra {Gs}∞s=0, random vari-
ablesDt,Jt , Rt,Jt are all {Gs}-measurable for t ≤ s. Ad-
ditionally for phases i where time instance t lie in phases
after i, I{Si,j ≤ t ≤ Ui,j} = 0 ( measurable by G0 ).
Hence {Ys}∞s=0 is measurable by {Gs}∞s=0. Now con-
sider the conditional expectation:
E[Ys|Gs−1] = E
[
s∑
t=1
(E[Mt|Gt−1]−Mt)|Gs−1
]
= E
[
s−1∑
t=1
(E[Mt|Gt−1]−Mt)|Gs−1
]
+
E [(E[Ms|Gs−1]−Ms)|Gs−1]
= E
[
s−1∑
t=1
(E[Mt|Gt−1]−Mt)|Gs−1
]
= Ys−1.
Therefore {Ys}∞s=0 is a martingale with respect to the
filtration {Gs}∞s=0. Clearly, the increment Cs = Ys −
Ys−1 = (E[Ms|Gs−1] − Ms) and E[Cs|Gs−1] =
E[(E[Ms|Gs−1]−Ms)|Gs−1] = 0
Note that for any phase i, Ai,t ≤ 1 as reward Rt,Jt is
bounded by 1. Also, for any time t Mt ≤ 1 as I{Si,j ≤
t ≤ Ui,j} is 1 for only a particular phase i thus Cs ≤ 1
for s ≥ 1. This completes the proof.
Lemma 3. With probability at least 1− 1T 2 ,
m∑
i=1
Um,j∑
t=Si,j
(Rt,Jt − µj) ≤
√
nm log(T ).
Proof. We will invoke an instance of Lemma 9 to prove
the above. For arm j, take n = T , Ft as filtration
with σ-algebra on (X1, ....Xt, R1,j ...Rt,j)t=1,2...T . Let
Zt = Rt,j − µj and ρt = I{Jt = j, t ≤ Um,j}. There-
fore
∑T
t=1 ρt is nothing but number of times arm j was
pulled till phase m, which is equal to |Tj(m)| by def-
inition. Also, |Tj(m)| ≤ nm. Hence the summation
can be alternatively written as:
∑
t∈Tj(m)(Rt,j − µj) =∑T
t=1 ρt(Rt,j − µj).
Additionally, for any 1 ≤ t ≤ T , ρt = I{Jt = j, t ≤
Um,j} is Ft−1-measurable. Given all the observations
X1, X2....Xt−1 till (t − 1), we know in which phase
does t belongs. This is because of the phased nature of
Algorithm 1, thus, I{t ≤ Um,j} is determined. Simi-
larly Jt = j can also be determined, establishing that
ρt is Ft−1-measurable. Zt is Ft-measurable by defini-
tion. Taking a = −µj and c = 1 in the application of
Lemma 9, we get the stated result.
Lemma 4. For any t, if Pt = E[Mt|Gt−1]−Mt, then
Um,j∑
t=1
E[P 2t |Gt−1] ≤ mE[D]
Proof. Consider:
Um,j∑
t=1
E[P 2t |Gt−1] =
Um,j∑
t=1
V[M2t |Gt−1] ≤
Um,j∑
t=1
E[M2t |Gt−1]
=
Um,j∑
t=1
E
( m∑
i=1
Ai,tI{Si,j ≤ t ≤ Ui,j}
)2
|Gt−1
 .
Notice that the product, I{Si,j ≤ t ≤ Ui,j}I{Sk,j ≤ t ≤
Uk,j} = 0 for distinct phases i, k ≤ m as t lies only in a
specific phase. Therefore:
Um,j∑
t=1
E[P 2t |Gt−1] ≤
Um,j∑
t=1
E
[
m∑
i=1
A2i,tI{Si,j ≤ t ≤ Ui,j}|Gt−1
]
=
m∑
i=1
Um,j∑
t=1
E
[
m∑
i=1
A2i,tI{Si,j ≤ t ≤ Ui,j}|Gt−1
]
=
m∑
i=1
Um,j∑
t=Si,j
E
[
A2i,tI{Si,j ≤ t ≤ Ui,j}|Gt−1
]
.
As Si,j and Ui,j are Gt−1-measurable and if I{Si,j ≤
t ≤ Ui,j} = 1, therefore:
≤
m∑
i=1
Ui,j∑
t=Si,j
E[A2i,t|Gt−1]
=
m∑
i=1
Ui,j∑
t=Si,j
E[R2t,JtI{t ≤ Si,j +Dt,Jt}|Gt−1]
≤
m∑
i=1
Ui,j∑
t=Si,j
E[I{t ≤ Si,j +Dt,Jt}|Gt−1]
=
m∑
i=1
∞∑
s=0
∞∑
s′=s
s′∑
t=s
E[I{Si,j = s, Ui,j = s′, t ≤ s+Dt,Jt}|Gt−1]
=
m∑
i=1
∞∑
s=0
∞∑
s′=s
s′∑
t=s
I{Si,j = s, Ui,j = s′}
s′∑
t=s
P(t ≤ s+Dt,Jt)
≤
m∑
i=1
∞∑
s=0
∞∑
s′=s
s′∑
t=s
I{Si,j = s, Ui,j = s′}
∞∑
l=0
P(l ≤ D),
≤
m∑
i=1
E[D] = mE[D].
This completes the proof.
Lemma 5. With probability at least 1− 1T 2 ,
Um,j∑
t=1
(E[Mt|Gt−1]−Mt) < 2
3
log(T )
+
√
4 log2(T )
9
+ 4mE[D] log(T ).
Proof. Ys =
∑s
t=1(E[Mt|Gt−1] − Mt) for all s ≥ 1
and Y0 = 0 is a martingale with respect to the filtra-
tion {Gs}∞s=0. Also, the increments Zs = Ys − Ys−1 =
E[Ms|Gs−1]−Ms satisfy E[Zs|Gs−1] = 0 and Zs ≤ 1
for all s ≥ 1. Additionally the Lemma 4 implies∑s
t=1 E[Z2t |Gt−1] ≤ mE[D]. From Lemma 7, there ex-
ists a s for which
∑s
t=1(E[Mt|Gt−1] −Mt) is bounded
with high probability. Now, Lemma 8 suggests that YJ
concentrates well for all stopping times J and hence, also
for J = Um,j .
Proof of Theorem 1:
Proof. We create four mutually exclusive and exhaustive
cases. We then bound the expected regret conditioned
on the events of these cases. For each sub-optimal arm
i, let mi := min{m|∆˜m < ∆i2 }, is the first phase where
∆˜m <
∆i
2 . We also define K1 = {i ∈ K|∆i > λ}. The
four cases are as follows:
Case (a): Arm i is not deleted in phase mi with the opti-
mal arm ∗ in the set Kmi .
The phase mi is characterized by : wmi ≤ ∆mi2 ≤ ∆i4 .
Let E := I{µi ≤ µi + wmi} and R := I{µ∗ ≥
µ∗ − wmi}.
If the events E and R hold then the phase-end elimina-
tion condition of the Algorithm 1 is satisfied, as:
µi+wmi ≤ µi+2wmi < µi+∆i−2wmi ≤ µ∗−wmi .
From Lemma 1, P(E) > 1− 1T 2 and P(R) > 1− 1T 2 fol-
lows. In this case we are interested in regret conditional
on {E{ ∪ R{}, which via an union bound argument can
be shown as:
RT ≤
∑
i∈K1
4
T 2
T∆i ≤
∑
i∈K1
4∆i
T
.
Case (b) Arm i is eliminated at the phase mi with the
optimal arm ∗ ∈ Kmi .
By lemma 1, in case the sub-optimal arm i is eliminated
in the phase mi then the maximum number of times it
is played is given by Equation 6. Additionally, we make
use of ∆i/4 ≤ ∆˜m ≤ ∆i/2 and mi ≤ log2
(
4
∆i
)
<
2 log
(
4
∆i
)
. Therefore:
nmi ≤ 1 +
64 log(T )
∆2i
+
64 log(T )
3∆i
+
32
√
log
(
4
∆i
)
E[D] log(T )
∆˜i
.
Thus,
RT ≤
∑
i∈K′
∆i
(
1 +
64 log(T )
∆2i
+
64 log(T )
3∆i
+
32
√
log
(
4
∆i
)
E[D] log(T )
∆˜i

≤
∑
i∈K′
(
∆i +
64 log(T )
∆i
+
64 log(T )
3
+32
√
log
(
4
∆i
)
E[D] log(T )
)
.
Case (c) Optimal arm ∗ deleted by some sub-optimal i in
the set K2.
Now, we consider the case when the last of all the op-
timal arms (in case there more than one), denoted ∗, is
eliminated by some sub optimal arm i in K2 = {i ∈
K|∆i > 0} in some round m∗ (overloading the defini-
tion of mi, m∗ is any round where ∗ is eliminated). As
elimination of the optimal arm can be induced by larger
number of arms (the set K′′) at the end of a phase as
compared to during a phase, we only need to analyze the
events at the end of a phase to upper bound regret. This
is similar in spirit to the events in Case (d), as E and
R cannot hold together with the elimination condition of
the Algorithm 1. Hence the probability of this happening
is again upper bounded by 4T 2 by a similar argument.
The optimal arm ∗ belonged to Kms corresponding to
all sub-optimal arms s with ms < m∗. Therefore arm
i, which causes elimination of the optimal arm ∗, should
satisfy mi ≥ m∗. Therefore the regret is upper bounded
by:
RT ≤
maxj∈K1 mj∑
m∗=0
∑
i∈K2:mi≤m∗
4
T 2
.T max
j∈K2:mj≥m∗
∆j ,
≤
maxj∈K1 mj∑
m∗=0
∑
i∈K2:mi≤m∗
4
T
4∆˜m∗ ,
≤
∑
i∈K2
∑
m∗≥0
16
T
2−m∗ ≤
∑
i∈K2
32
T
.
Case (d) Arm i ∈ K2 and /∈ K1.
Here, we account for the difference in the sets K2 and
K1. The following gives an upper bound on the regret
conditioned on this case:
RT ≤ max
i∈K2:∆i<λ
∆iT.
As all the four cases are mutually exclusive and exhaus-
tive, we thus, get the desired regret upper bound.
Lemma 6. There exists a positive nm for which the es-
timate Xm,(i,j) calculated by Algorithm 2 for an active
pair (i, j) ( (i, j) ∈ K2m ) and phase m, satisfies the
following inequality with probability at least 1− 2T 2 :
Xm,(i,j) − µ(i, j) ≤ ∆˜m/2,
where µi,j = 12 (µi + µj).
Proof. The phases are defined with respect to the
compound arms and the reward Rt,Jt is due to
arm played by Algorithm 2 at time t. Define
a filtration {Gt}∞t=0, with Gt a σ-algebra over
(X1....Xt,J1....Jt,D1,J1 ....Dt,Jt ,Z1,J1 ....Zt,Jt ,
R1,J1 ...Rt,Jt). Most notations introduced for the
proof of Lemma 1 carry through unaltered here. For
each compound arm (i, j):
m∑
k=1
Uk,(i,j)∑
t=Sk,(i,j)
(Xt − µ(i,j)) ≤
m∑
k=1
Uk,(i,j)∑
t=Sk,(i,j)
(Rt,Jt − µ(i,j))
−
m∑
k=1
Uk,(i,j)∑
t=Sk,(i,j)
Rt,JtI{min(t− Sk,(i,j), Tt(Jt, N)) ≤ Dt,Jt}
−
m∑
k=1
Uk,(i,j)∑
t=Sk,(i,j)
Rt,JtI{min(t− Sk,(i,j), Tt(Jt, N)) ≥ Zt,Jt}
≤
m∑
k=1
Uk,(i,j)∑
t=Sk,(i,j)
(Rt,Jt − µ(i,j))−
m∑
k=1
Uk,(i,j)∑
t=Sk,(i,j)
Rt,JtI{Tt(Jt, N) ≤ Dt,Jt}
−
m∑
k=1
Uk,(i,j)∑
t=Sk,(i,j)
Rt,JtI{min(t− Sk,(i,j), Tt(Jt, N)) ≥ Zt,Jt},
(11)
where the second term is due to the loss in rewards due
to wear-in and third term accounts for the same due to
wear-out. Using a non-negative upper bound for the third
term, we can loosen the upper bound and write:
m∑
k=1
Uk,(i,j)∑
t=Sk,(i,j)
(Xt − µ(i,j)) ≤
m∑
k=1
Uk,(i,j)∑
t=Sk,(i,j)
(Rt,Jt − µ(i,j))
−
m∑
k=1
Uk,(i,j)∑
t=Sk,(i,j)
Rt,JtI{Tt(Jt, N) ≤ Dt,Jt}. (12)
By ignoring the wear-out term, we loosen the upper
bound however it is intuitive to see that the loss of
rewards due to wear-out effect is limited. During a
phase, since the algorithm plays 2 arms uniformly, it is
likely that each of the two arms get played equal num-
ber of times and neither of them gets worn out in any
contagious N rounds. Similarly in any phase, num-
ber of such N sized contagious periods where the arms
play unequal number of times would be limited. De-
fine Bk,t := Rt,JtI{Tt(Jt, N) ≤ Dt,Jt} and Nt :=∑m
k=0Bk,tI{Sk,(i,j) ≤ t ≤ Uk,(i,j)}. We rewrite Equa-
tion 12 in terms of Nt as:
m∑
k=1
Uk,(i,j)∑
t=Sk,(i,j)
(Xt − µ(i,j)) ≤
m∑
k=1
Uk,(i,j)∑
t=Sk,(i,j)
(Rt,Jt − µ(i,j))−
Um,j∑
t=1
Nt,
therefore:
m∑
i=1
Ui,j∑
t=Si,j
(Xt − µ(i,j)) ≤
m∑
i=1
Ui,j∑
t=Si,j
(Rt,Jt − µ(i,j))
+
Um,j∑
t=1
(E[Nt|Gt−1]−Nt)−
Um,j∑
t=1
E[Nt|Gt−1]. (13)
We bound each term individually in Equation 13. The
first term is nothing but the deviations of the rewards
from their true means and hence a reasonable upper
bound is crucial for the T dependence of the leading term
in Corollary 2. On the other hand the upper bounds on
the second term decides the impact of the priming effect.
We again use Lemma 3 to bound the growth of the first
term in Equation 13. This also works out since in the def-
inition of compound arm (i, j) the arms i, j are played
randomly with equal probability. Hence Rt,Jt − µ(i,j)
is still zero mean. Further we use Lemma 8 accompa-
nied by a trivial non-negative upper bound for the last
two terms. Finally, we can write that with probability at
least 1− 2T 2 (from union bound):
m∑
k=1
Uk,(i,j)∑
t=Sk,(i,j)
(Xt − µ(i,j)) ≤
√
nm log(T ) +
2
3
log(T )
+
√
4 log2(T )
9
+ 4mNE[D] log(T ).
For each active arm (i, j) ∈ K2m,
1
nm
∑
t∈T(i,j)(m)
(Xt − µ(i,j)) ≤
√
log(T )
nm
+
2 log(T )
nm
+
1
nm
√
4NmE[D] log(T ) = wm.
Algorithm 1 requires wm ≤ ∆˜m/2 so that the arm elimi-
nation condition holds good. This helps to determine the
appropriate nm. Let s1 =√
4 log2(T )
9 + 4NmE[D] log(T ), then, the smallest nm
which satisfies the above is given by:
nm =
⌈
1
∆˜2m
(√
log(T )
+
√
log(T ) +
4∆˜m log(T )
3
+ 2∆˜ms1
2
 .
Using (a+ b)2 ≤ 2(a2 + b2) and x = dye ⇒ x ≤ y+ 1:
nm ≤
⌈
1
∆˜2m
(
4 log(T ) +
8∆˜m log(T )
3
+ 4∆˜ms1
)⌉
.
We can now substitute s1 and use inequality
√
a2 + b2 ≤
(a+ b) to get:
nm ≤
⌈
4 log(T )
∆˜2m
+
24 log(T )
3∆˜m
+
8
√
NmE[D] log(T )
∆˜m
⌉
.
Further, we can modify the ceiling operator with a tight
upper bound as below:
nm ≤ 1+ 4 log(T )
∆˜2m
+
16 log(T )
3∆˜m
+
8
√
NmE[D] log(T )
∆˜m
.
This completes the proof.
Lemma 7. Hs :=
∑s
t=1 E[Nt|Gt−1]−Nt) for all s ≥ 1
with H0 = 0 is a martingale with respect to the fil-
tration {Gs}∞s=0 with increments Vs = Hs − Hs−1 =
E[Ns|Gs−1]−Ns satisfyingE[Vs|Gs−1] = 0 and Vs ≤ 1
for all s ≥ 1.
The proof is identical to that of Lemma 2.
Lemma 8. With probability at least 1− 1T 2 ,
Um,j∑
t=1
(E[Nt|Gt−1]−Nt) < 2
3
log(T )
+
√
4 log2(T )
9
+ 4mNE[D] log(T ).
The proof is identical to that of Lemma 5 when we use
the appropriate bounds on the variation process as given
by Lemma 9 in this section.
Lemma 9. For any t, if Pt = E[Nt|Gt−1]−Nt then
Um,(i,j)∑
t=1
E[P 2t |Gt−1] ≤ NmE[D]
Proof. Consider:
Um,(i,j)∑
t=1
E[P 2t |Gt−1] =
Um,(i,j)∑
t=1
V[N2t |Gt−1] ≤
Um,(i,j)∑
t=1
E[N2t |Gt−1]
=
Um,(i,j)∑
t=1
E
( m∑
k=1
Bk,tI{Sk,(i,j) ≤ t ≤ Uk,(i,j)}
)2
|Gt−1
 .
Notice that the product, I{Sk,(i,j) ≤ t ≤
Uk,(i,j)}I{Sl,(i,j) ≤ t ≤ Ul,(i,j)} = 0 for distinct phases
k, l ≤ m as t lies only in a specific phase. Therefore:
Um,(i,j)∑
t=1
E[P 2t |Gt−1] ≤
Um,(i,j)∑
t=1
E
[
m∑
k=1
B2k,tI{Sk,(i,j) ≤ t ≤ Uk,(i,j)}|Gt−1
]
,
=
Um,(i,j)∑
t=1
E
[
m∑
k=1
B2k,tI{Sk,(i,j) ≤ t ≤ Uk,(i,j)}|Gt−1
]
,
=
m∑
k=1
Um,(i,j)∑
t=Sk,(i,j)
E
[
B2k,tI{Sk,(i,j) ≤ t ≤ Uk,(i,j)}|Gt−1
]
.
As Sk,(i,j) and Uk,(i,j) are Gt−1-measurable and if
I{Sk,(i,j) ≤ t ≤ Uk,(i,j)} = 1, therefore:
≤
m∑
k=1
Uk,(i,j)∑
t=Sk,(i,j)
E[B2k,t|Gt−1]
=
m∑
k=1
Uk,(i,j)∑
t=Sk,(i,j)
E[R2t,JtI{Tt(Jt, N) ≤ Dt,Jt}|Gt−1]
≤
m∑
k=1
Uk,(i,j)∑
t=Sk,(i,j)
E[I{Tt(Jt, N) ≤ Dt,Jt}|Gt−1]
=
m∑
k=1
∞∑
s=0
∞∑
s′=s
s′∑
t=s
E[I{Sk,(i,j) = s, Uk,(i,j) = s′, Tt(Jt, N) ≤ Dt,Jt}|Gt−1]
=
m∑
k=1
∞∑
s=0
∞∑
s′=s
s′∑
t=s
I{Sk,(i,j) = s, Uk,(i,j) = s′}
s′∑
t=s
P(Tt(Jt, N) ≤ Dt,Jt).
Tt(Jt, N) is a random variable which takes upto N .
Hence an union bound gives:
≤
m∑
i=1
∞∑
s=0
∞∑
s′=s
s′∑
t=s
I{Si,j = s, Ui,j = s′}N
∞∑
l=0
P(l ≤ D),
≤
m∑
i=1
E[D] = NmE[D].
This completes the proof.
Proof of Theorem 2:
Proceeding as in the proof of Theorem 1, we create four
mutually exclusive and exhaustive cases with the differ-
ence from the former proof being: in this setting the arm
set isK2 (set of all possible pairs of arms) which is of size
|KC2|. To be able to reuse the proof for the Theorem 1,
we rely on the idea of compound arms. We must replace
notion of ∆i corresponding to the arm i by the analo-
gous notions of the regret gap, ∆(i,j) for the arms (i, j).
Similarly the sets, K1 and K2 would need to be appro-
priately redefined and would contain O(K2) elements.
Specifically, if K2 be the set of all compound arms (all
pair-wise combinations from K) then: K21 = {(i, j) ∈
K2|∆(i,j) > λ}, K22 = {(i, j) ∈ K2|∆(i,j) > 0}, and
∆(i,j) =
1
2 (µ
∗
(1) + µ
∗
(2) − µi − µj).
A.3 ASSUMPTIONS ON THE SUPPORT OF
THE DISTRIBUTIONS: ξD and ξZ
Recall from Section 2 that the wear-in and the wear-out
effects manifest through distributions ξD and ξZ sup-
ported on {0, ..., a} and {b, ..., N} respectively. Follow-
ing assumptions intuitively follow:
• a < N : This implies that the actions utilize the
whole of relevant history duration of N just to get
worn-in. Otherwise, there would be problem in-
stances when no reward is accrued at all.
• b < N : We do not allow problem instances when
wear-out is weak/non-existent. As b ≥ N implies
that there would be problem instances in which,
even if the arm was played through all the N past
rounds, the arm does not get worn out.
• a < b : Thus, we disallow instances where the arms
get worn-out before it could be worn-in.
To analyse combined impact of the wear-in and the wear-
out effects, in Section 4, we made an additional assump-
tion that a < N/2. This might seem to be a strong as-
sumption but it is practical. To see why this assumption
is required consider a contradictory case: let a > N/2,
then we there can be instance of the distribution ξDj (
say Dt,j are constant equal to N/2 + 1) for which only
meaningful arm playing strategy is to play a single for
all instance in a window N . This is because the number
of rounds required to wear-in is more than half of the his-
tory window size and hence in a window size of N only
one arm could be worn-in. As b < N ( that is wear-out
is significant in the observation window) then arm has to
switch for the next window of size N . Thus, any algo-
rithm in this regime must play an arm continuously for
N rounds wherein onlyN−D− (N−Z) rounds accrue
rewards and the algorithm must switch arms after every
N instances.
A.4 OPTIMAL BENCHMARKS
Lemma 10. Under only wear-in effect (i.e., Zt,j > N ∀t
and arms j), the optimal constant benchmark policy (pi)
in the Eq (3) is the one which plays the arm with the
highest reward for all rounds T .
Proof. There is loss of rewards due to wear-in for each
arm any policy may chose to play. Hence there is no
gain in playing multiple arms if none of them can beat
the optimal arm. Therefore, the optimal constant policy
in expectation is to play the best arm for all rounds in
T .
The above benchmark policy is sub-optimal for the set-
ting of the Section 4. Since playing the same arm contin-
uously would make it worn-out quickly leading to no re-
ward being accrued. In Section 4, we introduced a bench-
mark policy based on the notion of the compound arms.
In the following lemma we propose another benchmark
policy for this setting and prove it is optimal.
Lemma 11. Under both wear-in and wear-out effects
with 0 < a < N/2 < b < N , the benchmark pol-
icy of playing top two arms, i∗ = maxj ∈K µj and
i∗∗ = maxj ∈K, j 6=i∗ µj alternatively is optimal. Alter-
natively, playing any other arm or playing in any other
order cannot improve have better expected cumulative
reward.
Figure 3: Performance (cumulative regret) of WI-UCB
compared to other algorithms.
Proof. Since, just playing one arm continuously is sub-
optimal, thus any non-trivial strategy would involve play-
ing more than 1 arm. Also, as a < N/2, then atmost
2 arms can be worn-in, therefore any strategy involving
more than 2 arms would lead to additional loss of rewards
due to wearing-in. Finally since b > N/2, therefore if the
arms are being played alternatively then under no realiza-
tions of the priming effect distributions ξZ and ξD would
the arms get worn-out. Hence the optimal policy should
play with exactly two arms.
A.5 EXPERIMENTS
We run four experiments. In the first two experiments
we compared our proposed algorithms WI-UCB and
WI/WO-UCB with other baseline algorithms namely
AAE Even-Dar et al. [2006], MOSS Audibert and Bubeck
[2009] and UCB Auer et al. [2002]. In the third, we in-
vestigate the arm switching behavior of UCB1, showing
how it can be suboptimal for certain input instances. In
the fourth, we show how WI-UCB performs as a func-
tion of the wear-in effect. In all these experiments, the
cumulative regret curves plotted were averaged over 30
Monte Carlo runs. The bandit instances were generated
randomly, unless otherwise noted.
We use a set up of K = 20 arms and the reward dis-
tributions to be Bernoulli with randomly chosen means.
T = 5000. In the first experiment we consider only the
wear-in setting with N = 10 and ξD ∼ Uniform[0,N].
Figure 3 shows that the standard stochastic multi armed
bandit algorithms incur linear regret, whereas, WI-UCB
has a sub-linear regret. In the second experiment we con-
sider both wear-in and wear-out effects with N = 10,
ξD ∼ Uniform[0,3] and ξZ ∼ Uniform[6,10]. Under
this general priming setting with both the wear-in and
the wear-out effects, only WI/WO-UCB has sub-linear
regret (see Figure 4).
We use a simple setup ofK = 30 arms and set the reward
Figure 4: Performance (cumulative regret) of WI/WO-
UCB compared to other algorithms.
Figure 5: Plot of unnormalized counts (y-axis) versus
number of same arm plays in the past 15 rounds by
UCB1 for three different settings.
distributions to be the Bernoulli with randomly chosen
biases. The horizon length T = 5000. We then run
UCB1under three different configurations. In the first,
the bandit instance is run as is and there is an unique op-
timal arm. In the second, the number of optimal arms
is increased to 3, and in the third the number of optimal
arms is increased to 7. Figure 5 shows the unnormalized
counts of same arm plays in the past 15 plays. This was
computed by checking how many times the current arm
was also played in the past 15 rounds. As expected, as
the number of optimal arms increases, the counts of same
arm plays decreases rapidly. This indicates that UCB1
and other related algorithms may perform poorly in set-
tings with priming.
Now, we show the performance of WI-UCB (Algorithm
1) for varying levels of wear-in effect. The number of
arms in this experiment is fixed at 10. Wear-in effect is
stochastic and is simulated using the absolute value nor-
mal distribution with means = {2, 6, 10, 14} and the stan-
dard deviation being proportional to the arm indices. The
history window, N = 20 and the time horizon is 10000.
Figure 6: Performance (cumulative regret) of WI-UCB
as the wear-in parameter is varied.
From Figure 6, we can observe that as the cumulative
regret increases as E[D] is increased.
