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ABSTRACT 
Bradley T. Falk: Probing subunit communication via a singly ligated state of thymidylate 
synthase 
(Under the direction of Andrew L. Lee) 
 
 Enzymes are highly dynamic molecules that undergo motions on a wide variety of 
timescales that are linked to all aspects of their function from mediating substrate binding and 
enabling chemistry to facilitating regulation by effector ligands.  NMR studies on a handful of 
small monomeric enzymes have highlighted the role of dynamics in simple systems, but most 
enzymes possess added complexity stemming from size, oligomeric structures, multistep and/or 
multisubstrate mechanisms, and allosteric regulation. In recent years there has been a resurgence 
of interest in understanding the mechanisms of protein allostery. Canonically, allostery occurs in 
oligomeric proteins: ligand binding in one subunit alters binding or activity in a symmetry 
related second subunit. For such systems it is often straightforward to measure cooperative 
binding thermodynamics, but gaining detailed structural and/or dynamic mechanisms for 
intersubunit communication has proved to be much more difficult. This work has focused on 
applying NMR techniques to probe the inner workings of cooperativity and intersubunit 
communication in a large dimeric enzyme, Escherichia coli thymidylate synthase. A combined 
ITC and NMR approach showed that binding of substrate dUMP and cofactor mTHF occurs in 
both binding sites and dUMP binds with equal affinity. However, the two dUMP binding events 
are characterized by slightly different ΔCp showing that the two binding sites are not formally 
equivalent and presenting evidence for intersubunit communication. To probe this inequivalence
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 a pair of mixed labeled dimers were created that can only bind substrate in one subunit and can 
be labeled on either subunit for NMR studies. These mixed labeled dimers enabled an NMR 
approach to distinguish the step-wise effects of ligand binding to this dimeric enzyme with 
subunit specificity. Binding studies revealed an asymmetric response to the two dUMP binding 
events and evidence of an extreme state in the singly bound form. The mixed dimers allow for 
visualization of singly bound peak positions which are typically elusive for dimeric systems. In 
thymidylate synthase these singly bound peaks fall in unexpected patterns that yield new insight 
into intersubunit communication. 
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CHAPTER 1: INTRODUCTION 
1.1 Allostery and dynamics 
Control of protein function at the level of each individual protein is an essential aspect of 
cellular function and occurs both within a single protein and between proteins in larger 
complexes. Allosteric regulation is a ubiquitous mechanism for control that is utilized in nearly 
all cellular pathways and has been described as the “second secret of life”, second only to the 
DNA code
(1, 2)
. In broad terms, allostery is modulation of an active (functional) site by some 
perturbation at a distal, allosteric, site. This perturbation, such as ligand binding or post-
translational modification, alters the population of the active state of the protein without direct 
manipulation of the active site. Allosteric regulation allows for precise control of protein 
function by allowing for complex positive and negative regulation of the same protein through 
multiple allosteric sites and/or multiple allosteric effectors that can act at one allosteric site. The 
idea of allostery was first proposed by Pauling in 1935
(3)
 to describe the positive cooperativity 
observed in binding of oxygen to hemoglobin and the term “allostery” was coined by Monod and 
Jacob
(4)
 in 1961 to describe the end product inhibition of L-threonine deaminase. The first 
models of allostery; proposed by Monod, Wyman and Changeux in 1965
(5)
 and an adaptation of 
the Pauling model by Koshland, Nemethy, and Filmer in 1966
(6)
, revolutionized our 
understanding of long-range communication in proteins. Monod et al. describe allostery as 
follows: 
“…indirect interactions between distinct binding sites (allosteric effects)… these interactions 
are mediated by some kind of molecular transition (allosteric transition) which is induced or 
stabilized by the protein when it binds an allosteric ligand.”
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The models by Monod et al. and Koshland et al. postulated that allosteric proteins are 
symmetrical oligomers with identical protomers and that each protomer can exist in (at least) two 
conformational states (described as tense, T and relaxed, R) with different affinities for ligand. In 
the absence of ligand, subunits can freely interconvert between T and R with the equilibrium 
favoring the T state. Ligand binding causes a shift in the equilibrium, and a conformational 
transition, from T to R, and the nature of this transition is the key difference between the two 
models. The Monod, Wyman, and Changeux, MWC, model postulates that the symmetry of the 
protein is maintained and so ligand binding to one subunit causes a concerted conformational 
change from T to R in both subunits (Figure 1). In contrast, the Koshland, Nemethy, and Filmer, 
KNF, model posits that the ligand-induced conformational change is sequential in that only the 
binding subunit switches from T to R, but that this transition alters the conformational 
equilibrium of the other subunit (Figure 1). 
 
Figure 1. Models for allostery. Representations of the possible conformational states of a homodimer if each 
subunit is limited to two states, T and R. The T state is shown as squares and the R state as circles, with liganded and 
unliganded subunits shown as filled and unfilled respectively. The states in red boxes represent the MWC model in 
which concerted conformational changes occur and symmetry is maintained. The states in the blue boxes represent 
the KNF model of sequential conformational change. 
3 
 
 For more than 40 years these two models have provided a basis for developing our 
understanding of the structural nature of allostery. While these models have proven to be 
accurate for a number of systems (hemoglobin is the classical example of MWC allostery) they 
are phenomenological models and so do not answer the fundamental question of how ligand 
binding elicits an allosteric effect. Detailed structural studies of hemoglobin and other allosteric 
proteins by Perutz
(7)
 and others made great strides in describing the structural basis for 
conformational transitions and uncovering allosteric pathways, but as more and more allosteric 
proteins were discovered the classical models were insufficient to fully describe all of the 
observations of allostery. These observations led to a broader description of allostery to a 
population shift paradigm in which there are a number of pre-existing conformational states, 
representing a dynamic ensemble, and that ligand binding merely shifts the population of this 
ensemble
(8)
. A number of key observations about allosteric proteins highlight the limitations of 
the classical models as well as a solely structural interpretation: many monomeric proteins 
demonstrate allosteric effects, notably CheY
(9)
; allosteric transitions can occur without changing 
quaternary structure, GroEL
(10)
; and allostery has been shown even in the absence of a 
conformational change, CAP
(11)
. The first molecular dynamics simulations
(12)
 provided a glimpse 
into the motions in proteins which allows for comprehensive structural and dynamic pictures of 
allosteric mechanisms. A model proposed by Cooper and Dryden described how allostery could 
occur through changes in protein dynamics without requiring a conformational change
(13)
. With 
this model and the ideas of population shifts, allostery can be understood as a combination of 
processes from rigid body domain motions, shifting population of conformational states, all the 
way down to changes in side chain dynamics, shifting population of dynamic states.  
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 One of the most significant experimental advances for studying allostery has been the 
development of NMR spectroscopy to provide information about protein structure, dynamics, 
and thermodynamics. NMR has allowed for measurements of populations of active and inactive 
states, local unfolding transitions, changes in backbone and/or side chain flexibility, and 
structures of flexible proteins or transiently populated conformations that are not easily 
crystallized. Detailed NMR studies on CAP, a homodimeric transcription factor consisting of a 
cAMP binding domain and a DNA binding domain, revealed that conformational entropy via 
backbone and side chain dynamics is associated with the allosteric response to cAMP binding
(14, 
15)
. Dynamic studies showed that apo CAP has considerable flexibility on the ps-ns (fast 
motions) timescale and that binding of the first cAMP has little effect on these motions but it 
activates μs-ms (slow) motions in both subunits. Binding of the second cAMP suppresses both 
the slow and fast motions leading to a considerable entropic penalty that serves the basis of 
negative cooperativity
(11)
. NMR has also been instrumental in describing the allosteric transition 
in the monomeric CheY, a bacterial chemotaxis protein. CheY allostery involves a switch 
between active and inactive conformations which involves Y106 flipping “in” or “out”(16, 17). 
Studies of μs-ms dynamics showed that CheY allostery is not a simple two-state conformational 
shift, but rather proceeds via a number of segmental motions
(18)
. Based on chemical shift 
information it was proposed that there is local two-state switching, and that some groups of 
residues may switch concertedly, yet independently from other groups, leading to coupled or 
segmental motions.  
These studies, and others typically on monomeric or small dimeric proteins, have revived 
interest in studying allostery and have led to a “new view” for understanding allosteric 
transitions. Allostery can generally be described by an ensemble model in which activity is an 
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ensemble-weighted contribution of all the states present in solution. This shifts the focus from 
identifying the active conformation to probing the populations of molecules that are in an active 
conformation or the lifetime of a functional state, and studying how effector molecules modulate 
those populations or lifetimes. From a statistical perspective, a ligand binds only to a small 
fraction of possible states in the ensemble and stabilizes (or destabilizes) only those states, but 
this stabilization (destabilization) will redistribute throughout the ensemble, changing the 
probability of each state
(19)
. The population shift in response to effectors is not a new idea, it is 
the basis of the original MWC model, but the role of dynamics in modulating allosteric states 
enables mechanistic investigations of how the populations shift
(20)
. Thus, combining structural 
and dynamic information provides details about the nature of the conformations in the ensemble 
and improves our understanding of the molecular mechanism of allostery.  
1.2 Structure and function of thymidylate synthase 
 Thymidylate synthase, TS, is a homodimeric enzyme composed of two identical, 
approximately 30 - 36 kDa, subunits that catalyzes the conversion of dUMP to dTMP utilizing 
5,10-methylenetetrahydrofolate (mTHF) as a cofactor (Figure 2).  
 
Figure 2. Reaction catalyzed by thymidylate synthase. Purple and red circles highlight the methylene and 
hydride, respectively, that are transferred to dUMP to make dTMP. 
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This enzyme provides the sole de novo pathway for production of dTMP and is the only 
enzyme in folate metabolism in which mTHF is oxidized during one carbon transfer
(21)
. As this is 
the sole pathway, TS is essential for regulating the cellular supply of nucleotides in normal DNA 
replication: defects in enzymatic activity lead to a thymineless death
(22)
. The overall dTMP cycle 
is comprised of dihydrofolate reductase (DHFR), TS and serine hydroxymethylase
(23)
.  Since 
dTMP production and nucleotide regulation is important for cell cycle control, DHFR and TS 
have been important drug targets in the treatment of cancer, bacterial infections, and malaria 
(DHFR)
(24)
. TS has been most widely targeted primarily through the use of 5-fluorouracil (5-
FU), which acts a suicide inhibitor by forming a nonproductive covalent complex with mTHF 
and the enzyme
(25)
.  
Found across all organisms, TS is a ubiquitous enzyme. TS is among the most highly 
conserved enzymes known with approximately 18% of its residues completely conserved across 
all known sequences and an additional 45% that are highly conserved
(26)
. The evolutionary 
period for TS is 22 x 10
6
 years, which is longer than most other enzymes
(27)
. This high degree of 
conservation in TS is clearly related to the chemical reaction catalyzed and may be linked to 
interactions with other proteins and to conserved conformational dynamics
(28)
. The overall 
chemical reaction involves covalent bond formation between the substrate dUMP, the cofactor 
mTHF, and the enzyme and requires reorientation of the substrate, cofactor, and enzyme over the 
course of catalysis. The reaction mechanism can be broken down into seven discrete steps that 
allow for isolation and study of key structural intermediates
(29, 30)
 (Figure 3).  
7 
 
 
Figure 3. Breakdown of thymidylate synthase catalysis into seven trappable intermediates. 
It was shown from kinetic studies that TS binds dUMP first, followed by mTHF
(31)
. The 
rapid association of ligand to form a loosely bound ternary complex is followed by a slow step in 
which the cofactor’s imidazoline ring opens to produce the reactive iminium ion. This ring 
opening allows for covalent bond formation between cysteine 146 and dUMP C6 and, either 
simultaneously or subsequently, between dUMP C5 and the methylene group of mTHF. The 
methylene group is then transferred from mTHF to dUMP followed by hydride transfer to form 
dTMP and dihydrofolate. Escherichia coli TS, the isoform used in this work, and other isoforms 
of TS have been extensively studied by X-ray crystallography. There are currently 302 structures 
from 38 different organisms deposited in the Protein Data Bank (PDB), in which the enzyme has 
been crystallized with a variety of ligands and functionally relevant mutations. From these 
studies, the structural details of the reaction mechanism have been determined
(29, 30, 32, 33)
. In all 
species, TS is an obligate dimer in which the active site is formed from residues in both subunits, 
at two equivalent interfaces on opposite sides of the molecule (Figure 4A). The dimer interface is 
comprised of two opposed six-stranded β-sheets, from which three strands form a 90° kink to 
form one lip of the active site (Figure 4A). dUMP binds to an essentially preformed active site 
flush with the three strands. dUMP binding is facilitated by hydrogen bonds to the sidechains of 
R126’, R166, S167, N177, H207, Y209, and R21 and R127’ which switch to different sidechain 
rotamers to contribute two hydrogen bonds to the phosphate of dUMP. dUMP binding is 
facilitated by 13 hydrogen bonds, eight of which are to the phosphate, all of which are 
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maintained throughout the reaction by subtle conformational changes. mTHF then binds to the 
TS-dUMP complex at a conserved surface above the pyrimidine ring of dUMP (Figure 4A).  
Upon cofactor binding, the four C-terminal residues close down over the active site (a 
shift of ~ 5 Å) and the side chains of W83 and L143 adopt different rotamer conformations to 
pack against the cofactor ring. The strain and/or chemical features of this conformational 
adjustment cause the cofactor ring to open and reorient from an extended to a folded 
conformation (Figure 4D). This conformation positions the PABA moiety of the cofactor such 
that it is parallel and overlaps the pyrimidine ring of dUMP. This overlapping ring forms an 
extensive binding interface that makes the cofactor bind tighter to the TS-dUMP complex and 
positions the dUMP and mTHF for covalent adduct formation through C146. A crystal structure 
of L. casei TS suggests that initial cofactor binding utilizes a non-productive binding site prior to 
ring opening
(34)
. Productive binding of mTHF in its solution conformation is sterically blocked 
by the protein, so mTHF initially binds such that its pterin ring is slightly out of plane with 
dUMP (Figure 4D). This orientation positions E58 close enough to assist in protonation of N10 
of the imidazolidine ring which necessarily accompanies ring opening. Opening of the 
imidazolidine ring also requires proper orientation of the pterin ring of mTHF. A critical residue 
for this interaction is D169 which is the only residue that directly hydrogen bonds to the pterin 
ring. In the productive binding complex, D169 hydrogen bonds to N3 of the pterin ring, which 
positions other residues and water mediated hydrogen bonds to allow for ring opening
(35)
. Active 
site closure and mTHF ring opening is an interesting stage of catalysis because ring opening can 
occur without active site closure and active site closure can occur without subsequent catalysis. 
When a cofactor analog, CB3717, was diffused into crystals of binary TS-dUMP, the C-terminus 
closed over the binding site but failed to evoke the major conformational changes that 
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accompany mTHF binding
(34)
. This suggests that the C-terminus is flexible in pre-catalytic 
intermediates and that the C-terminal conformational change serves to occlude water from the 
binding site and enhance the reaction rate. A crystal of a mutant lacking the C-terminal valine, 
V262, showed a noncovalent ternary complex with an open ring can be formed without closure 
of the C-terminus over the active site
(36)
. In this complex both dUMP and mTHF are in different 
orientations than in the productive ternary complex suggesting that C-terminal closing, and the 
other associated conformational changes are required to reorient the ligands but not to form the 
reactive intermediates.  
It is interesting to note that after methylene and hydride transfer to form dTMP the 
enzyme is still in the closed conformation. A comparison of the ternary and product 
complexes
(37)
 shows a conserved water molecule in the ternary complex that is displaced in the 
product complex due to the steric clash with the methyl group of dTMP. The displacement of 
this conserved water by dTMP may serve as a mechanism for substrate selectivity and product 
release. However, there are no structural clues concerning the mechanism of opening to allow for 
product release. 
Overall, dUMP and mTHF bind to an open, highly conserved, binding pocket which 
closes down progressively and helps to reorient the ligands. Apart from the large motions of the 
C-terminus to close the active site cavity, the majority of the conformational changes are 
segmental motions to accommodate changes in mTHF geometry (Figure 4B and C).  
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Figure 4. Structure of E. coli  thymidylate synthase. A) TS ternary complex (step 5 in Figure 3). Ligands, dUMP 
and mTHF, are shown as purple sticks, key functional residues are shown in red. B) Progression of conformational 
changes over the course of the reaction. Monomers from structures of steps 2-7 (Figure 3) are aligned by Cα to the 
apo structure, and shown without ligands. Monomers are colored as follows: Step 1 in blue, step 2 in cyan, step 3 in 
sea green, step 4 in green, step 5 in yellow-green, step 6 in orange, and step 7 in red. C) Overall conformational 
changes for steps 1-5. The thickness of the putty, and the color from blue (no change) to red (largest change) reflects 
the magnitude of the backbone conformational change, measured by change in Cα position. Ligands are shown in 
yellow sticks. D) Reorientation of dUMP and mTHF during catalysis. dUMP is shown as purple sticks and mTHF is 
shown with step 3 in blue, step 4 in light green, step 5 in green, step 6 in yellow, and step 7 in orange. The two 
conformations of mTHF in blue show the productive and nonproductive binding orientations. 
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1.3 Allostery and dynamics in bacterial thymidylate synthase 
 The structural underpinnings of TS function provide evidence for dynamics as an 
important modulator of function. The extensive crystal structures of TS show mostly subtle, local 
segmental conformational adjustments at various stages of catalysis. It is possible that the 
coupling of these motions is not merely thermodynamic but has some dynamic components, 
especially considering ring opening and active site closure which are required for catalysis but 
can occur independently. There is also evidence from EPR and X-ray studies that the five C-
terminal residues undergo gradual rigidification upon dUMP and cofactor binding
(30, 38)
. Coupled 
with the conformational changes, is the ligand reorientation that is mediated mostly by rotamer 
switching of key sidechains. The other key component of the C-terminus is the mechanism by 
which the closed product complex opens to release product, when the protein’s conformation in 
the product complex is similar to the noncovalent ternary complex. Various mutants, specifically 
D169 and Y209, allow cofactor to bind in multiple orientations
(34, 39)
. The Y209A mutation is 
interesting because it is distal to the site of methyl transfer but it causes increased B-factors in 
the pyrimidine ring of dUMP without affecting atomic positions
(40)
. An unrelated piece of 
evidence for dynamic modulation of TS function comes from its high degree of conservation. 
While many of the invariant or highly conserved residues are in key regions for ligand binding or 
conformational change, there are a number of invariant sites that are not directly involved in 
either process. Furthermore, across all known variants, the overall structures are highly 
homologous, the central core of the protein being nearly invariant. This conserved structure 
could simply allow for the precise conformational changes that are necessary, but the presence of 
invariant and conserved residues at distal sites may be key linchpins in facilitating these motions. 
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Overall, very little is known about the role of dynamics in these structural rearrangements 
or in facilitating ligand orientation, but the wealth of mechanistic information from 
crystallographic and other studies suggests that dynamics might play important roles in structural 
modulation of TS
(30)
. 
The other key functional aspect of TS that may have dynamic implications is the 
functional allostery of this enzyme. Functional allostery in TS has been implicated for substrate 
and cofactor binding, and at the level of catalysis, most notably via half-the-sites reactivity
(41, 42)
. 
The degree of ligand binding cooperativity is unclear as there is no consistency in measured 
binding stoichiometry for dUMP, FdUMP, or various folates in multiple TS species
(43-48)
. The 
main concern is that binding measurements, which tend to show a stoichiometry of 1:1, 
contradict the structural evidence from crystallography, symmetrical dimer with full ligand 
occupancy in both subunits. The other complication with negative cooperativity of ligand 
binding is the apparent lack of conformational change upon binding of dUMP
(49)
, a requirement 
for the classical allosteric models. Thus, it is hard to reconcile negative cooperativity for dUMP 
binding with the fact that the binding site is pre-formed in the apo enzyme (and undergoes no 
significant conformational change upon binding), from crystal structures. Thermodynamic and 
kinetic studies of nucleotide binding have shown a binding stoichiometry of one molecule of 
dUMP per dimer
(31, 46, 47, 50)
 or of one high affinity site and one low affinity site
(43, 51)
. However 
for FdUMP binding the reported stoichiometry is two molecules per dimer
(46, 52)
. This is 
interesting because FdUMP is reported to have a lower binding affinity than dUMP but binds at 
both sites and dUMP and FdUMP have similar binding thermodynamics. Thermal unfolding 
studies on E. coli TS in the presence of dUMP showed two transition temperatures which 
perhaps reflect an asymmetric interaction of the two subunits
(44)
. At even higher dUMP 
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concentrations the major peak shifts to a higher temperature which could be due to both subunits 
being saturated with dUMP or that complete saturation of one site makes both subunits more 
symmetric. Thermal unfolding in the presence of FdUMP also showed two peaks, but at lower 
temperatures and closer together so FdUMP has less of a stabilizing effect. In addition to 
nucleotide binding, folate binding has also been shown to be negatively cooperative, 
sometimes
(41, 43, 45)
. A crystal structure of TS from Pneumocystis carinii with dUMP and a 
cofactor analog, CB3717, showed two molecules of dUMP bound but one molecule of cofactor 
analog
(41)
. This structure showed that covalent adduct formation in one subunit causes a slight 
conformational change in the other subunit that prevents cofactor binding. The slight asymmetry 
between the two subunits in this structure suggests a potential structural mechanism for negative 
cooperativity. However, much of the negative cooperativity is shown for cofactor analogs or 
mutants, as well as different cooperativity in different species, and so the extent of cooperativity 
for substrate and cofactor binding remains unclear. 
The other aspect of functional allostery in TS is half-the-sites activity; product formation 
is proportional to half the number of active sites. Half-the-sites activity is an extreme form of 
negative cooperativity at the level of catalysis
(53)
. Key experiments for testing half-the-sites 
activity came from taking advantage of TS functionality as an obligate homodimer. Three main 
studies by Pookanjanatavip et. al
(54)
, Greene at. al
(55)
, and Maley et. al
(42)
 used catalytically 
inactive mutants to recover enzymatic activity in L. casei and E. coli TS. These studies used 
mutants of either C146 or R126 (E. coli numbering) to make inactive mutants that could be 
combined to form an active heterodimer. In the case of L. casei TS, these two mutants were 
complemented in vivo and in vitro to form a mixture of homo and heterodimer TS forms. They 
showed that the single active site heterodimer has the same kcat/active site as wild-type TS 
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indicating that in L. casei both subunits contribute to catalysis
(54)
. Greene et. al then showed that 
catalytically active heterodimers could be formed by combining E. coli and L. casei mutants, 
using the same mutations as before. These cross-species heterodimers were again shown to have 
half the activity of wild-type TS, suggesting that for L. casei TS both active sites contribute to 
catalysis
(55)
. On the other hand, studies of heterodimers of E. coli TS
(42, 56)
 showed that complete 
wild-type activity could be restored with a heterodimer of C146W and R126E. These findings 
show that while E. coli TS demonstrates half-the-sites activity, L. casei does not appear to which 
points to potentially interesting differences in species-specific allostery in TS. 
The complexities of substrate and cofactor binding as well as the half-the-sites activity 
make TS an interesting enzyme to study cooperativity, catalytic allostery, and potentially how 
functional allostery is different in different species while the overall structure and sequences are 
highly conserved. This sets up the possibility that the differences in allostery could be due to 
differences in dynamics as a result of key insertions or sequence differences in distal sites or that 
are not involved in ligand binding or catalysis. 
1.4 Human thymidylate synthase and drug resistance 
 Human TS (hTS) is an established target in the treatment of colorectal and ovarian 
cancers. The two classes of TS drugs are substrate analogs which function as suicide inhibitors 
and cofactor analogs which act as competitive inhibitors, with 5-FU and raltitrexed being the 
primary drug of their respective classes. Development of hTS drugs has been challenging not 
only due to toxicity and bioavailability of the compounds but also due to drug resistance 
mutations, overexpression of TS in some cancer cell lines, and the inherent conformational 
equilibrium of hTS. 
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 Human TS is overall structurally similar to bacterial TS but has a few key differences that 
are hypothesized to play key roles in hTS activity and drug resistance. hTS has three major 
structural differences; a 29 residue extension of the N-terminus (not visible in crystal structures), 
a 12 residue insertion at position 114, and an 8 residue insertion at position 145 (human 
numbering) (Figure 5A). hTS has also been shown to have more conformational flexibility in its 
apo state than bacterial TS isoforms. The most important aspect of this flexibility is the 
conformational switching of the active site loop, 181-197. This loop can adopt an active 
conformation in which the catalytic cysteine 195 points “in” (same conformation as in E. coli) or 
an inactive conformation in which C195 is rotated 180° and points “out” (Figure 5B)(57-60). It is 
thought that these two conformations are in equilibrium in the apo state and it has been shown 
that different conditions can favor one conformation or the other.  From crystallization and 
fluorescence studies it was shown that under physiological conditions the inactive conformation 
is favored and that dUMP binding shifts the equilibrium towards the active conformation
(59, 60)
. 
Importantly, phosphate binds weakly to hTS and stabilizes the inactive conformation and then 
dUMP binding displaces the phosphate and favors the active state.  The inactive to active 
transition has also been linked to the flexibility of loop 108-129, adjacent to the first insertion. In 
crystal structures of the inactive conformation this loop is somewhat disordered, as evidenced by 
high B-factors, but in the active conformation it is ordered
(58, 59, 61)
.  The active-inactive 
conformational equilibrium is also modulated by R163
(58)
, a residue that is not conserved in 
bacterial TS, and the extended N-terminus
(57)
. A mutant, R163K, was crystallized in the active 
conformation and it was proposed that R163 helps to stabilize the inactive conformation by a 
pair of hydrogen bonds to A191 and L192
(62)
. The N-terminus, which is invisible in crystal 
structures, is thought to stabilize the inactive conformation primarily through interaction of V3  
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Figure 5. Structure of human thymidylate synthase. A) Comparison of E. coli (gray) and human (cyan) TS.  In 
human the two inserts are shown in red, the active site loop (181-197) is shown in purple and loop 108-129 is shown 
in orange. The N-terminus extension is indicated but is missing from crystal structures. B) Active (purple) and 
inactive (green) conformations of loop 181-197. Arrows indicate the direction from N to C in each state. 
with a hydrophobic pocket near the active site
(63)
, and an N-terminal deletion mutant was 
crystallized in the active conformation
(57)
. Overall, the motions of the N-terminus, loop 108-129, 
and loop 181-197 are important for conformational transition to the active state, but the nature of 
these transitions and how they may be coupled is unclear without dynamic information. This 
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suggests a new possibility for drug development in finding ways to target loop 108-129 or the N-
terminus to stabilize the inactive conformation. 
 Drug resistance in hTS, particularly to 5-FU, is primarily mediated by increased 
expression levels and increased cellular stability of TS. Increased expression of hTS is not only a 
function of general increased expression in cancer cells, but also of the fact that hTS binds to its 
own mRNA to auto-regulate translation
(64, 65)
. Binding of hTS to mRNA has been shown to occur 
primarily along the interface (Figure 6)
(66)
. From structures of hTS it was found that geometry 
consistent with a nucleic acid binding site was present in the inactive conformation but not in the 
active conformation
(60, 67)
.  Thus, binding of 5-FU, which stabilizes the active conformation, to 
abolish enzymatic activity also reduces mRNA binding leading to increased hTS expression and 
5-FU resistance. This has led to the development of novel peptide-based inhibitors of hTS that 
stabilize the inactive conformation without interfering with mRNA binding. One such peptide, 
the LR peptide, binds to a previously undescribed allosteric binding site at the dimer interface
(68)
. 
This peptide was shown to stabilize the inactive conformation and allow for mRNA binding. 
These results suggest that hTS functions as a metabolic enzyme in the active conformation and 
as a RNA binding protein in the inactive conformation. In addition, a cell line isolated from a 
colorectal tumor is resistant to 5-FU or fluoropyrimidine drugs
(69, 70)
, and this resistance derives 
from a single mutation in hTS, Y33H. Y33 is not in the active site and is 10 Å from the nearest 
atoms of either dUMP or cofactor. A number of drug resistance mutations have been identified 
by biochemical methods and these are distributed widely throughout the protein with many of 
them in the N-terminus
(71)
. The N-terminus is unique to hTS and these drug resistant mutations 
could function by interfering with the interaction of key N-terminal residues with the rest of the 
protein, which stabilizes the inactive state, thereby locking it in the active conformation. 
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Figure 6. Regions in human TS involved in binding. Dimeric hTS is shown in blue. Residues involved in mRNA 
binding are shown in yellow, dUMP binding are shown in purple, cofactor binding are shown in red, and LR peptide 
binding are shown in orange. 
1.5 Synopsis of this work 
 Bacterial forms of thymidylate synthase have been extensively characterized structurally 
and mechanistically. Where I can make contributions to our understanding of this system is by 
characterizing the thermodynamic and dynamic basis for allostery and subunit communication. A 
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major focus is providing a detailed characterization of ligand binding events to conclusively 
demonstrate dUMP and mTHF binding cooperativity (or lack thereof). It is interesting that TS 
has been reported to bind dUMP with negative cooperativity but there is no evidence, from 
crystal structures, of dUMP-induced conformational change. Cooperativity in the absence of 
conformational change suggests changes in enzyme dynamics as a result of dUMP binding and 
so NMR will serve as a powerful tool to monitor motions on multiple timescales and potentially 
allow us to identify relevant motions that may be involved in cooperativity of ligand binding. My 
other, broad interest is to develop a general understanding of how subunits communicate across 
long distances. Crystal structures provide a wealth of information about the endpoints of 
structural transitions, and sometimes of multiple intermediates
(72)
, but they often lack 
mechanistic details about how such changes occur and how they are propagated to adjacent 
subunits. NMR is a powerful tool to probe these structural intermediates and allosteric transitions 
since it provides atomic resolution of the solution behavior of the protein. In Chapter 2, I present 
a detailed thermodynamic characterization of dUMP and mTHF binding to E. coli TS using a 
combined ITC and NMR approach. These data show that two molecules of dUMP and mTHF 
bind to TS with no cooperativity. However, the thermodynamics of dUMP binding show that the 
two binding sites are not truly equivalent, in terms of enthalpy and entropy of binding, even 
though they have the same binding affinity. This observation is interesting because it is unclear 
what the mechanism and functional significance of equal affinity but unequal thermodynamics 
might be. In Chapter 3, I present a new methodology for studying TS bound to a single dUMP by 
NMR even in the absence of negative cooperativity. This technique allows for measurement of 
subunit specific signals in pure singly bound TS so that the effect of binding a single dUMP on 
the bound and empty subunits can be determined. These NMR studies showed that there is 
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intersubunit communication primarily upon binding of the second dUMP, in that the second 
binding event is “felt” by the already bound active site. The development of the mixed labeled 
dimer technology used in Chapter 3 was a challenging and demanding process involving deep 
dives into chromatography theory. Thus, in Chapter 4, I provide the most important details to 
provide a framework for understanding ion exchange chromatography and the interactions of 
multicomponent protein mixtures. The theoretical aspects are mathematically involved and so I 
present a simplified version so that the relationship between key parameters that determine a 
separation can be understood allowing for intuitive design of complex separations. In the latter 
part of Chapter 4, I present a detailed experimental strategy for optimizing the separation and 
summarize key observations into a step by step methodology design protocol. Finally, in Chapter 
5, I summarize other projects that are in progress with E. coli TS and the mixed dimers as well as 
preliminary data on hTS, including relevant protocols and observations. 
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CHAPTER 2: STUDIES OF LIGAND BINDING COOPERATIVITY
1
 
2.1 Introduction 
 Thymidylate synthase (TSase) catalyzes the synthesis of the sole source of dTMP in 
organisms ranging from viruses to humans
(26)
. The mechanism involves reductive methylation of 
the substrate, dUMP, using a cofactor, N5,N10-methylene-5,6,7,8-tetrahydrofolate (CH2H4fol), as 
both a methylene and hydride donor
(23)
. Given its key role in DNA synthesis and cell division, 
TSase is an attractive drug target for treating microbial infection and cancer. As such, it has been 
highly scrutinized in terms of its structure and catalytic mechanism. TSase is a dimeric enzyme 
with two active sites, and one often cited feature is that there is allostery between the two sites, 
which are separated by ~30 Å. Among these reports are that TSase is a half-the-sites reactive 
enzyme
(42, 73)
, the enzyme binds to only a single molecule of substrate
(31)
, or binds it with 
negative cooperativity
(48)
, and the enzyme binds to only a single molecule of cofactor
(41, 43)
, or 
binds it with negative cooperativity
(45)
. Contrary to these reports are the x-ray models of TSase, 
which for the case of the E. coli enzyme, have yet to capture singly bound forms. Rather, 
structures show symmetrical subunits with full occupancy of both active sites. These data, 
coupled with an NMR spectrum of substrate analog and cofactor-saturated TSase clearly 
showing binding to both subunits
(74)
, are inconsistent with extreme negative cooperativity. 
However, the question of cooperativity remains open because there has yet to be a rigorous study 
of the binding events in this key enzyme. To settle this, we measured the thermodynamics of
                                                          
1
 This chapter contains work previously published in Journal of the American Chemical Society. The original 
citation is as follows: Sapienza PJ, Falk BT, & Lee AL (2015) Bacterial Thymidylate Synthase Binds Two 
Molecules of Substrate and Cofactor without Cooperativity. Journal of the American Chemical Society 
137(45):14260-14263 
22 
 
binding of substrate and cofactor to both sites of E. coli TSase. We employed isothermal titration 
calorimetry (ITC), which is exquisitely sensitive to strength, heat, and stoichiometry of binding, 
to provide the first detailed thermodynamic picture of the TSase-dUMP interaction. We show 
that E. coli TSase binds two molecules of dUMP, and unexpectedly, that both the free and singly 
bound forms have the same affinity for substrate. Further, our analysis highlights the challenges 
with analyzing multisite binding data in that very small errors in ITC cell concentration can lead 
to dramatically different pictures of cooperativity. Only by measuring titrations at multiple 
conditions and by including cell concentration as a fitted parameter were we able to obtain 
accurate binding parameters. For the case of cofactor binding, where heat of covalent bond 
formation can complicate interpretation of ITC data, we used NMR spectroscopy to directly 
quantify populations of all states over the course of a titration with a substrate analog and 
cofactor. This is a powerful approach as it provides a rare
(75, 76)
 opportunity to monitor 
microscopic states in a multi-binding site system. The data show both sites are similar with 
respect to formation of the ternary complex, demonstrating that allostery is minimal for the two 
binding steps of the reaction cycle. 
2.2 Materials and Methods 
Expression and purification 
E. coli TSase was cloned into pET21a (Addgene) and then transformed into BL21 (DE3) 
rne131
-
 cells.  For unlabeled ITC preparations, cells were grown in 3 mL LB media for 8 hours 
at 37 °C.  The cells were then added to 50 mL LB and grown overnight at 37 °C.  The 50 mL 
culture was then added to 1 L LB and grown to OD600 of 0.8 at which point 0.75 mM IPTG was 
added and protein was expressed for 24 hours at 18 °C. For NMR resonance assignments and 
titrations, TSase was perdeuterated as described
(74)
. Cells were harvested and TSase was purified 
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as described
(77)
 with some modifications.  After ammonium sulfate precipitation and DEAE 
chromatography,  the TSase containing DEAE fractions were run over a Superdex G75 size 
exclusion column equilibrated with NMR buffer (25 mM NaPO4, 165 mM NaCl, 1 mM EDTA, 5 
mM DTT, and 0.02% NaN3 at pH 7.5). G75 fractions containing pure TSase as determined by 
SDS-PAGE were pooled. For NMR resonance assignments, deuterons were fully back 
exchanged to protons as described
(74)
. TSase activity was assayed as described
(78)
 to determine 
functionality. The concentration of the TSase dimer was determined using ε280= 103,820 L•mol
-1 
•cm-1. dUMP and 5F-dUMP were from Sigma and their concentrations determined using ε262= 
9,660 L•mol-1•cm-1. CH2H4Fol was purchased from Merck & Cie (Switzerland) and its 
concentration determined using ε290 = 32,000 L•mol
-1•cm-1. 
ITC 
TSase was aliquoted into 10 mg samples and buffer exchanged into the appropriate ITC 
buffer (25 mM Sodium Phosphate, 1 mM EDTA, 2 mM TCEP, pH 7.5 at 5, 10, 15, 25, or 30 °C ) 
over a Superdex G25 size exclusion column. The protein samples were concentrated to 100, 200, 
or 300 µM as determined by UV spectrophotometry. For titrations with multiple protein 
concentrations, the high concentration protein stock was aliquoted and diluted appropriately to a 
lower concentration. The samples were centrifuged at 11,000 RPM for one minute to remove any 
aggregates and the concentrations were again measured before loading into the ITC. Dry dUMP 
was dissolved in the appropriate ITC buffer to a concentration of 20, 30, or 40 molar excess of 
protein concentration. The concentration of the dUMP stock was then measured 
spectrophotometrically. For titrations with multiple dUMP concentrations, a single high 
concentration of dUMP was aliquoted and diluted appropriately. For proton linkage studies, 
TSase was buffer exchanged over a Superdex G25 size exclusion column into ITC buffer with 25 
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mM sodium phosphate, HEPES, Tris, or TES at pH 7.5 at 25 °C with ionic strength fixed to 0.1 
M with NaCl. ITC experiments were conducted on a MicroCal AutoITC 200. All experiments 
had an initial 0.2 µL injection followed by 19 2 µL injections. 
ITC Binding Models 
Single set of identical sites 
 
    
       
 
   
  
   
 
 
    
     
  
   
 
 
    
 
 
 
   
   
  
( 1 ) 
Where Qk is the total heat after k injections, V0 is the cell volume, and Mt and Xt are the bulk 
protein and ligand concentrations, respectively, in the cell volume.  The heat associated with 
injection k, qk, is the difference in total heat between injections k and k-1, after applying a heat 
correction for the heat contribution of the excluded volume v: 
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General binding model 
To account for non-equivalent binding affinities and/or non-equivalent ΔH° of interaction with 
the two sites, we employed a general model based on the binding polynomial formalism
(75)
. The 
binding polynomial, P, for two site binding is: 
                
  ( 3 ) 
where [X] is the free ligand concentration and βi represent overall association constants, which 
are related to the step-wise association constants by the following: 
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In the general model, the total accumulated heat after injection k, Qk, is: 
 
               
 
   
 ( 6 ) 
and the heat associated with injection k, qk, is: 
 
                            
 
  
  
 
   
 ( 7 ) 
Modified general binding model 
Because the general model assumes integral values of stoichiometry, errors in the cell 
concentration can have significant effects on the fitted parameters (Table 1). Thus, our modified 
general model includes cell concentration as a fitted parameter. In our case, the fitted [cell] was 
always less (by ~10%) than that determined by UV spectroscopy and this correction was the 
same for series of experiments that used the same enzyme preparation. Lastly, it is important to 
note that K1 and K2 do not distinguish which sites are occupied, but simply the total number of 
sites that are occupied, and as such are phenomenological binding affinities. Thus the fitted 
values for K1 and K2 must be corrected for statistical degeneracy (the first ligand has more empty 
sites to bind than the second), to yield intrinsic binding affinities, which are reported in this 
work. The relationship between the phenomenological and intrinsic binding constants is given 
by: 
 
   
     
 
  
  ( 8 ) 
 The 
1
H-
15
N TROSY HSQC of apo TSase supports use of intrinsic binding constants in 
the case of dUMP binding to the free enzyme because the spectrum yields a single set of 
resonances which indicates the enzyme is symmetrical in solution (Figure 7) as it is in the x-ray 
model
(49)
. Thus, the first dUMP ligand encounters two degenerate sites. 
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Figure 7. 
1
H-
15
N TROSY HSQC of the Apo state of TSase shows subunit symmetry. Apo spectra shows a single 
set of resonances (1 for each backbone amide), which is consistent with a symmetrical homodimer. This supports 
our treatment that the first dUMP molecule encounters a pair of degenerate sites. 
All three ITC fitting models were implemented using custom MATLAB scripts in which 
the following error function vector, f, was passed to lsqnonlin, with the algorithm set to 
Levenberg-Marquardt: 
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 ( 9 ) 
where the number of elements in k is equal to the number of injections in single or globally fit 
datasets and σ is the error in the heat of injection, which was ~ 0.2 μcal based on average values 
of residuals found for the best fitting modified general model. 
Assessing cooperativity 
 For a given protein with n binding sites, a set of n-1 cooperativity parameters, ρi, can be 
calculated from the phenomenological binding constants
(75)
. 
 
   
  
  
 
 
 
    
  
   
 
 
 
   
 
( 10 ) 
In general ρ<1 suggests negative cooperativity or nonidentical binding sites, ρ=1 it suggests no 
cooperativity, and ρ>1 suggests positive cooperativity or nonidentical binding sites. For a system 
with two binding sites ρ is given by: 
 
  
   
  
 ( 11 ) 
Proton linkage 
The observed ΔH from a titration, ΔHo, is linearly related to the number of protons 
exchanged between the buffer and the protein, n, and the heat of buffer ionization, ΔH°b, with 
intercept equal to the intrinsic enthalpy of ligand binding in a buffer with no heat of ionization, 
ΔH°i
(79)
. 
                 ( 12 ) 
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NMR resonance assignments, titrations, and fitting 
Apo resonance assignments were completed using a series of six TROSY triple resonance 
experiments as described previously
(74)
. The 5F-dUMP-CH2H4Fol di-ligand titration was 
monitored by 
1
H-
15
N TROSY HSQC spectra. Data were acquired at 25 °C on a 600 MHz Bruker 
Avance III spectrometer equipped with a TCI cryogenic probehead. Datasets were recorded with 
(150, 1024) complex points,  acquisition times of (82 ms, 85 ms) in (t1, t2), 8 scans per complex 
t1 point, and a recycle delay of 2 s. Non-uniform sampling was used in t1 with 50% sampling 
density. Spectra were reconstructed using iterative soft thresholding
(80)
 and we conducted tests to 
show that non-uniform sampling had no effect on relative resonance intensities (Figure 8).  
Figure 8 Comparison of resonance intensities in TRSOY 
1
H-
15
N HSQC spectra acquired using linear or non-
uniformed sampling in t1. Spectra of 500 μM U-[
2
H-
15
N] TSase bound to 5F-dUMP-CH2H4Fol were acquired 
using the ‘trosyf3gpphsi19.2’ Bruker pulseprogram using either linear sampling or non-uniform sampling (50% 
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sampling density, which is the same scheme used to collect data in Figure 14and Figure 16 ) in t1. Resonance 
intensities were measured and compared in the figure above showing that NUS does not affect relative intensities 
under these conditions. 
In this titration, resonances are in slow exchange. For a subset of amino acids, peak 
positions of the singly bound states are different than the free and doubly bound state, which 
allowed us to quantify the populations of all species. These residues yield a quartet of resonances 
at intermediate titration points: one for the free enzyme, one for the doubly bound enzyme, one 
for the free subunit of the singly bound enzyme and one for the bound subunit of the doubly 
bound enzyme (Figure 14A and B). To determine di-ligand association constants, resonance 
intensities were measured in NMRViewJ
(81)
. To normalize the populations on a per-mole of 
dimer basis, the free and doubly bound intensities were divided by two. Further, because there 
are significant structural differences between the free and bound enzyme, different relaxation 
properties could influence the intensities coming from the singly bound species. To account for 
this, the resonances from the singly bound forms were normalized to their “like” symmetrical 
forms.  Specifically, the free subunit of the singly bound species was scaled to the initial point of 
the titration and the resonance from the bound subunit of the singly bound species was scaled to 
the saturated, doubly bound point of the titration. Explicitly stated: 
I0 = Intensity from the apo state 
I0,1 = Intensity from the free subunit of the singly bound state 
I1,0 = Intensity from the bound subunit of the singly bound state 
I2 = Intensity from the doubly bound state 
F0 = I0/ I0,initial 
F0,1 = I0,1/ (0.5I0,initial) 
F1,0 = I1,0/ (0.5I2,final) 
F2 = I2/ (I2,final) 
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Where  F values are population fractions, I0,initial is the intensity from the first (100% free) point 
of the titration, I2,final is the intensity from the last (100% bound) point of the titration, and the 
factor of 0.5 is present because two subunits contribute to the intensities of I0 and I2. Resonance 
intensities were then fit to the general binding polynomial for two site binding ( 3 ) using custom 
MATLAB scripts where the fraction of free, singly bound, and doubly bound enzymes are 
expressed by equations ( 13 )( 14 ) and ( 15 ) respectively. 
 
   
 
 
 ( 13 ) 
 
   
   
 
 ( 14 ) 
 
   
   
 
 
 ( 15 ) 
2.3 dUMP binding cooperativity 
Given the general interest in the phenomenon of allostery and the question of dUMP 
binding in TSase, we set out to probe the binding thermodynamics of this dimeric system. 
Thermodynamics of substrate binding was measured by ITC at 25 °C (Figure 9A and Figure 10). 
 
Figure 9 ITC measurement of dUMP binding to TSase. Conditions are 290 μM TSase in the cell and 6 mM 
dUMP in the syringe, both in 25 mM NaPO4, 1 mM EDTA, and 2 mM TCEP, pH 7.5. (A, B) Fits are shown for 
dUMP titrations using models for one-site binding (red line against closed circles), general two-site binding (blue 
line against closed circles), and modified general binding (black lines against open circles); insets show residuals for 
one-site binding (red circles), general two-site binding (blue squares), and modified general binding (black 
triangles). For both 25 °C (A) and 5 °C (B), original data points are shown as filled circles, and data points corrected 
for cell concentration are shown as open circles. (C) The modified general model was used to fit ITC data at 
multiple temperatures.  The thermodynamic parameters, ΔH (circles), -TΔS (triangles) and ΔG (squares), for 
binding to free (filled) and singly bound (open) TSase are shown as functions of temperature. The slope of ΔH 
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versus T yields ΔC°P=-157 cal/mol K and ΔC°P=-183 cal/mol K for binding to free and singly bound TSase, 
respectively. Errors in parameters were determined from Monte Carlo simulations and the error bars are smaller than 
the points. Values for fitted parameters from the modified general model are shown in Table 2. 
 
Figure 10 Global fits of paired titrations with multiple protein or multiple dUMP concentrations at 25 °C to 
the modified general binding model. A) Multiple protein concentrations, 206 (○) and 98 µM (●), were titrated 
with 4.37 mM and 1.99 mM dUMP, respectively, giving a globally fit ρ=1.1. B) Multiple dUMP concentrations, 4 
mM (○) and 3 mM (●), were titrated into 105.9 µM protein, giving a globally fit ρ=1.07. 
The data fit well to a single site model with a stoichiometry (n) of 1.8 (Figure 9A and 
Table 1), but based on reports of cooperativity in this
(31)
 and other forms
(48)
 of the enzyme, the 
data were also fit to a general model that can accommodate differences in affinities and heats 
between the two binding events. The general model fit to intrinsic KD,1 of ~4 µM and KD,2 of ~ 
20 μM, for a ρ-value (Ratio of KA2/KA1) of 0.22 (Figure 9A and Table 1). This suggests negative 
cooperativity, but a comparison of reduced Χ2 indicates the single model is a better fit to the data 
(Figure 9A, (Χ2 values for all models are compared in Table 1). Even though the single sites 
model gives the superior fit, both models make assumptions that might not be accurate for this 
system. The main assumption with the single sites model is that each of the n sites has the same 
K and ΔH° and it could be the case that K1≠K2 and/or ΔH°1≠ΔH°2. The potential pitfall of the 
general model is that all of the calculated and fitted parameters are dependent on a fixed n (n=2 
in the case of TSase). The fact that the best fitting single site model gave a non-integral 
stoichiometry of 1.8 raised the possibility that errors in ITC cell concentration, which are not 
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taken into account by the general multi-site model within the Origin ITC package, could lead to 
erroneous fits.  
Table 1. Goodness of fit parameters from fitting the ITC temperature series to three 
models
a 
in 25 mM NaPO4, pH 7.5. 
 Single Site Model General Model Modified General Model
 
T (° C) n      
 b ρ     
 b ρ     
 b 
5 1.47 277 0.62 ± 0.05 26 0.80 ± 0.06 9 
10 1.66 259 0.40 ± 0.04 179 0.82 ± 0.1 17 
15 1.68 78 0.29 ± 0.06 285 0.91 ± 0.04 37 
25 1.80 28 0.22 ± 0.03 486 0.63 ± 0.01 15 
25
c
 1.69 123 0.32 ± 0.07 1327 1.1 ± 0.01 24 
25
d 
1.83 98 0.55 ± 0.08 105 1.07 ± 0.01 98 
30 1.89 70 0.48 ± 0.07   93 0.93 ± 0.03 72 
 
To overcome these issues, the data were fit using a general binding model that included 
cell concentration as a fitted parameter. Treating protein concentration as an adjustable parameter 
is reasonable given the possibility that the active fraction of TSase is less than 100%, and 
potential discrepancy between actual and theoretical extinction coefficients. Further, fitting 
protein concentration within the general model was employed previously with other multi-
binding site systems
(82, 83)
. This is a rigorous fitting approach because the only assumption is the 
total number of binding sites. The assumption is justified here by the x-ray model of the E. coli 
TSase-dUMP complex in which both sites have full occupancy
(49)
.
 
Fits to this modified general 
model (Figure 9A) gives  ρ≈1, a lower reduced Χ2 than either the single or unmodified general 
a 
See Section 2.1 for model descriptions. 
b 
Goodness of fit parameter,     
  
 
 
 
            
 
  
, where υ is the number of degrees of 
freedom (υ = N – n – 1, N is number of observations and n is the number of fitted parameters), 
and σ is the error in the heat of injection. 
c
 Global fit of two datasets: first with [TSase] = 98 μM, [dUMP] = 1.99 mM; second with 
[TSase] = 206 μM, [dUMP] = 4.37 mM. See Figure 10A for fit to modified general model. 
d 
Global fit of two datasets: first with [TSase] = 105.9 μM, [dUMP] = 3 mM; second with 
[TSase] = 105.9 μM, [dUMP] = 4 mM. See Figure 10B for fit to modified general model. 
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models (Table 1), and a fitted protein concentration 10% lower than that measured by UV 
spectroscopy. To ensure that the improved Χ2 associated with the modified general model is not 
simply the result of over-fitting, we doubled the ratio of observables to fitted parameters by 
performing global fits to paired titrations with either two cell or syringe concentrations. This 
approach was shown previously to break degeneracies and increase robustness of fitted ITC 
parameters
(84). Global fits to the paired titrations described above yield ρ≈1 (Figure 10 and Table 
1) in support of using the modified general model and the conclusion that binding affinities are 
similar. This analysis underscores the importance of accounting for inaccuracies in ITC cell 
concentration as errors of even 10% here can lead to a misinterpretation of up to 4-fold negative 
cooperativity when binding sites are truly identical (Table 1). 
Because the heat capacity change upon binding is a sensitive probe of changes in 
structure and dynamics upon binding
(85)
, we looked at dUMP binding at additional temperatures. 
The data fit poorly to the single site model at some temperatures other than 25 °C (Figure 9B, 
Figure 11, and Table 1), indicating that either cooperativity is temperature dependent, or that 
ΔH°1 and ΔH°2 are not equivalent at all temperatures. The data were then fit to the modified 
general model which, for cases where ΔH°1 ≠ ΔH°2, fits significantly better than either the single 
or un-modified general models (Figure 9B, Table 1, Figure 11). Data for all five temperatures 
showed both active sites have nearly equivalent binding affinity (Figure 9C, Table 1, and Table 
2) and all datasets required a similar correction to enzyme concentration, which is expected if the 
enzyme originates from the same preparation. In contrast to binding affinities, ΔH° for the two 
binding events diverge as a function of temperature (Figure 9C and Table 2). 
The temperature trends highlight the difficulty with fitting all of the data to the single 
sites model because both sites are not described by the same set of ΔH° parameters (Table 2). 
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Figure 11 Single site and modified general fits to temperature titration.  Comparison of the best fits to the single 
site (--,○) and modified general (˗˗, ●) models at multiple temperatures.  Insets compare the residuals for each 
model.  Values for fitted parameters are shown in Table 1.  A) 10 °C B) 15 °C C) 30 °C. Note that example fits for 5 
and 25 °C are in Figure 9. Fitted parameters for the entire temperature series are in Table 2. 
The slope of ΔH° versus T yields a ΔC°P of -157 ± 1 cal/mol•K for site 1 and -183 ± 2 
cal/mol•K for site 2 (Figure 9C). Overall, the apo and singly bound forms of TSase bind dUMP 
with similar affinities, but the sites are not equivalent based on small but significant differences 
in ΔC°P. 
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Table 2 Thermodynamic parameters
a
 for binding of dUMP to TSase at pH 7.5 in 25 mM 
phosphate buffer.   
Temperature (°C)  K1 x10
4
 (M
-1
) K2 x10
4
(M
-1
) ΔH°1 
(kcal/mol) 
ΔH°2 
(kcal/mol) 
ρ 
5 7.7 ± 0.8 6.2 ± 1.0 -1.2 ± 0.01 -0.58 ± 0.01 0.80 ± 0.06 
10 6.8 ± 1.0 5.3 ± 1.2 -2.0 ± 0.02 -1.5 ± 0.02 0.82 ± 0.1 
15 6.1 ± 0.2 5.6 ± 0.2 -2.6 ± 0.01 -2.3 ± 0.04 0.91 ± 0.04 
25
b 
6.0 ± 0.1 5.9 ± 0.1 -4.5 ± 0.01 -4.4 ± 0.02 0.98 ± 0.08 
30 3.8 ± 0.1 3.5 ± 0.1 -5.1 ± 0.02 -5.2 ± 0.05 0.93 ± 0.03 
 
To determine if the differences in ΔH° were the result of proton exchange with the 
solution upon dUMP binding, titrations were conducted in a series of four buffers with different 
heats of buffer ionization, ΔHb. The chosen buffers were phosphate, HEPES, TES, and Tris in 
order of increasing ΔHb
(86). The measured ΔH° from ITC is linked to the heat of ionization of the 
buffer (ΔH°b) and is related to the number of protons exchanged during binding
(79)
. 
 
Figure 12 Minimal proton linkage accompanies dUMP binding to TSase. Modified general model was used to 
fit ITC experiments in multiple buffers with different enthalpies of ionization (ΔH°b). Buffer color key in (C) applies 
to all panels. In panels A, B, and D, sites 1 (2) are represented by filled (open) bars/symbols. Slopes of lines in panel 
D give number of protons (n) linked to binding. Site 1 (●) fits to n of -0.09 ± 0.02 protons and ΔHi of -4.8 ± 0.17 
kcal/mol.  Site 2 (○) fits to n of -0.06 ± 0.03 protons and ΔHi of -4.5 ± 0.19 kcal/mol. Example fits are given in 
Figure 13, with values in Table 3. 
a
 Parameters are from individual fits to the modified general binding model and Monte Carlo 
error estimation. K1 and K2 are the intrinsic binding constants. 
b
 Values are from mean and standard deviations from multiple samples. 
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The data were fit to the general binding model with adjustable protein concentration, and 
fit with ρ ≈ 1 for all buffers (Figure 12, Figure 13, and Table 3), a convergence which further 
supports this fitting model.  
 
Figure 13 dUMP titrations in multiple buffers fitted with the modified general model. Data were collected on 
protein samples, at 100 or 200 µM in each buffer, originating from a single purification.  Buffers used were 25 mM 
sodium phosphate, HEPES, TES, and Tris pH 7.5 at 25 °C all with ionic strength fixed to 0.1 M with NaCl. Values 
for fitted parameters are shown in Table 3. A) 100 µM TSase in phosphate with 1.93 mM dUMP. B) 200 µM TSase 
in HEPES with 4.19 mM dUMP. C) 200 µM TSase in TES with 4.24 mM dUMP. D) 105 µM TSase in Tris with 
2.18 mM dUMP. 
Binding is two to three fold weaker in phosphate than in the other buffers (Table 3). The 
difference in binding affinity may be attributable to preferential interaction with phosphate as the 
ion alone is shown to bind TSase at the same site as the phosphate moiety of dUMP
(49)
. Thus 
phosphate may be a better competitor for dUMP binding than the other buffers used here. The 
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slopes of ΔH° versus ΔH°b (Figure 12D) indicate that less than 0.1 mol of H
+
 are taken up by the 
protein upon dUMP binding and H
+
 linkage does not play a large role in dUMP binding. 
Table 3 Thermodynamic parameters for binding of dUMP to TSase in multiple buffers to 
assess proton linkage. 
Buffer
a 
K1 x10
4
 (M
-1
)
b 
K2 x10
4
(M
-1
)
b ΔH°1 (kcal/mol) ΔH°2 (kcal/mol) ΔH°b (kcal/mol) ρ 
Phosphate
c 
6.1 ± 0.12 6.5 ± 0.14 -4.9 ± 0.02 -4.7 ± 0.08 0.86 1.07 ± 0.04 
HEPES 17.9 ± 0.26 18.9 ± 0.28 -5.5 ± 0.01 -4.8 ± 0.02 4.875 1.06 ± 0.03 
TES 13.8 ± 0.30 16.3 ± 0.35 -5.3 ± 0.02 -4.7 ± 0.04 7.679 1.17 ± 0.07 
Tris 15.7 ± 0.38 17.2 ± 0.42 -5.8 ± 0.02 -5.3 ± 0.06 11.34 1.09 ± 0.05 
 
2.4 Cofactor binding cooperativity 
It is possible that cooperative effects alternatively reside at the cofactor binding step. 
Substrate binding results in only modest conformational changes in TSase
(30)
. Addition of 
cofactor or cofactor analog causes more dramatic rearrangements in the local binding site
(30)
 that 
could influence the neighboring subunit. This, coupled with reports of cofactor analog binding 
cooperativity in human
(45)
 and bacterial TSase
(41, 43)
 prompted us to further investigate cofactor 
binding. We chose to monitor binding of the substrate analog, 5F-dUMP, and the biological 
cofactor, CH2H4Fol by NMR titration. In the resulting ternary complex, C146 makes a covalent 
bond to 5F-dUMP, which is covalently attached via a methylene bridge to the cofactor
(87)
; the 
covalent attachments make it such that the two small molecules can be treated as a single “di-
ligand”. Importantly, the di-ligand is considered a mechanism-based inhibitor as these covalent 
bonds are formed during the normal reaction cycle
(23)
. Therefore, the complex is an excellent 
model for cooperativity in ternary complex formation during catalysis. Further, structures of this 
complex are isosteric with other complexes involving dUMP and cofactor analogs
(88, 89)
. Lastly, 
a
 Conditions are 25 mM buffer, 1 mM EDTA, 2 mM TCEP, with ionic strength of 0.1 M NaCl, pH 7.5 and 25 °C. 
b
 Intrinsic binding constants from fits to the modified general model. 
c
 Observation is distinct from those reported in Table 1andTable 2with respect to [NaCl]. 
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the stability of the complex yields high quality NMR spectra with resonances that are in slow-
exchange on the NMR timescale, facilitating the quantification of all species. 
Titrations of TSase with the di-ligand were monitored by TROSY-
1
H-
15
H HSQC spectra. 
A subset of residues at the dimer interface yielded two resonances corresponding to the singly 
bound state that are distinct from symmetrical free and doubly bound resonances (Figure 14A 
and B).  
 
Figure 14 Both TS active sites have similar affinity for the 5F-dUMP-CH2H4Fol “di-ligand”. A&B) In NMR 
spectra, at intermediate titration points (black, (B)), resonances from a subset of residues near the dimer interface 
(e.g. Ile 129 in (A)) have chemical shifts from the singly bound state that are different from the free (red, Panel (B)) 
and doubly bound states (blue (B)). For these residues there are four resonances total at intermediate titration points 
as the singly bound state produces two peaks: one from the free subunit and one from the bound subunit (B). C) 
Global fit of peak intensities from the four resonances having all three states resolved in NMR spectra. Circles and 
squares represent free and doubly bound data, respectively. Upward triangles are from the free subunit of singly 
bound species and downward tringles are from the bound subunit. D) Histogram of ρ (K2/K1 ratio) from fits of 150 
Monte Carlo simulated datasets. 
This allowed us to directly measure the fraction of free, singly bound, and doubly bound 
microstates
(76)
. Four amides give well resolved peaks for all three states; intensities from these 
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residues were fit to the two-site binding polynomial. At the limit of stoichiometric binding, 
which is observed in this case, we cannot determine the absolute binding affinities. However, 
differences in the relative binding affinities between the two sites are readily apparent (Figure 
15).  
 
Figure 15 Relative but not absolute binding affinities can be measured under the stoichiometric binding 
regime. Simulated data using the two site binding polynomial (equation ( 3 )) at the three conditions listed above 
(intrinsic binding constants). ML0, ML1, and ML2 represent the free, singly bound, and doubly bound species, 
respectively. The simulations demonstrate that for tight binding, which is expected for the covalent di-ligand used in 
this work, different strengths of binding where K1 = K2 cannot be differentiated (black and red-dashed lines). 
However, the shapes of the curves are dramatically different for K1 ≠ K2 (blue lines) vs. K1 = K2 (black and red-
dashed lines). Thus, cooperative vs non-cooperative binding are readily distinguished from one another. 
In the case of di-ligand binding to TSase, the ρ-values range from 0.55 to 0.90 for fits of 
single residue data (Figure 16 and  
 
Table 4). A global fit of all four residues yielded a ρ of 0.65 ± 0.075 (Figure 14C and D 
and  
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Table 4), which indicates a slight degree of negative cooperativity with a maximum 
magnitude of less than two-fold. 
 
 
Table 4 Relative binding constants for TSase 5F-dUMP-CH2H4Fol di-ligand binding from 
NMR titration. 
Residue ρ 
Gln33 0.88 ± 0.067 
Ile129 0.90 ± 0.12 
Asn134 0.57 ± 0.080 
Unassigned Trp Indole 0.77 ± 0.14 
Global fit 0.65 ± 0.075 
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Figure 16 Local fits of 5F-dUMP-CH2H4Fol di-ligand titration data. Each row represents data from a single 
residue. In the first column, spectra from apo (red), saturated (blue), and titration intermediate point (black) are 
shown. Fits are in the second column. Note consistent color scheme in the first and second columns and that there 
are two observations for the singly bound species: one from the free subunit and one from the bound subunit (see 
Methods). The final column shows ρ values (K2/K1) from fits to 150 Monte Carlo simulated 
datasets where the error is based on the average residuals from fit to experimental data. Mean 
and standard deviations of ρ from the local and global fits are shown in  
 
Table 4. 
2.5 Conclusions 
The data presented herein unequivocally show that substrate binds to the free and singly 
bound forms of E. coli TSase with similar affinity. This finding contrasts with a previous 
fluorescence study showing only one molecule of dUMP bound per TSase dimer
(31)
. It is unlikely 
that solution conditions account for the discrepancy as we observe equivalent binding affinity at 
multiple temperatures and in all buffers tested. It is more probable that the fluorescence results 
were confounded by complex interactions between the seven tryptophan probes per TSase 
subunit. These issues are circumvented by the direct link between binding and heat of reaction 
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measured by ITC. It is noteworthy that while dUMP binding affinities are the same in both the 
free and singly bound enzyme, ΔH°1 and ΔH°2 are not equivalent at some temperatures and in 
some buffers. This phenomenon, in which binding is similar at the level of ΔG°, but different 
based on ΔH° and TΔS°, was termed “silent allosteric coupling”(90). The recent linkage between 
binding and re-distribution of side-chain dynamics
(91-94)
 and the connection between side-chain 
dynamics and conformational entropy
(92, 95, 96)
 suggests this type of coupling is wide-spread. 
We also show by NMR, that the ternary complex is formed with nearly equal probability 
in both subunits which disagrees with an ITC study showing roughly one molecule binds to 
dimeric E. coli TSase
(43)
. It is difficult to compare our data with the published ITC study because 
the fitting models are not described in detail and our work provides a dramatic example of how 
choice of fitting model can affect interpretation of ITC in multi-binding site systems. However, 
our data are in agreement with crystal structures
(49, 87, 89, 97)
 and NMR spectra
(74)
 that show two 
molecules of cofactor are bound. Interestingly, binding the first di-ligand does elicit chemical 
shift changes in the empty subunit (Figure 14B), leading us to conclude that the effects of 
binding are communicated across the dimer interface. Lastly, we should emphasize that our work 
does not necessarily reflect on reports that eukaryotic TSase is a cooperative enzyme because, 
unlike the enzyme studied here, symmetry is broken in forms from higher organisms by an active 
site appendage that adopts multiple conformations in the absence of ligands
(68, 98)
.  
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CHAPTER 3: THE USE OF MIXED LABELED DIMERS TO STUDY SUBUNIT 
COMMUNICATION
2
  
3.1 Introduction 
Allosteric regulation in proteins is a ubiquitous mechanism for controlling cellular 
behavior and an attractive strategy for therapeutic development. Even though broadly 
recognized, long-range communication is not well understood mechanistically
(20, 99-101)
.While 
there have been numerous strategies to reveal the structural and dynamic underpinnings of 
allostery, oddly these have largely focused on complex oligomeric, or alternatively, on small 
monomeric allosteric proteins. A likely more straightforward approach is to study allosteric 
mechanisms using simple symmetric homodimeric proteins. This would allow for answering the 
basic and general question of how the occurrence of an event in one subunit is communicated to 
another subunit, as occurs in classical multisubunit allosteric proteins. Given the large number of 
homodimeric proteins involved in cellular regulation, such as growth factors, cytokines, kinases, 
G-protein coupled receptors, transcription factors, and metabolic proteins, insights into 
intersubunit communication should be widely beneficial
(102)
. 
As a key step towards a broad understanding of allosteric mechanisms, it will be 
important to observe how binding a ligand in one subunit is communicated to a second subunit, 
even in the absence of conformational change. While this is straightforward in specific cases of 
two differing neighboring domains or heterodimers in which domains have distinct 
                                                          
2
 This chapter contains work previously published in Proceedings of the National Academy of Sciences of the 
United States of America. The original citation is as follows:Falk BT, Sapienza PJ & Lee AL (2016) Chemical shift 
imprint of intersubunit communication in a symmetric homodimer. Proceedings of the National Academy of 
Sciences of the United States of America 113(34):9533-9538. 
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ligands
(103-105)
, it is more elusive for the common case of symmetric homodimers. Homodimers 
present a challenge because it is difficult to either observe individual protomers or study states 
with a single ligand bound (referred to here as “lig1”) because of dynamic binding equilibria. 
Having a method to isolate lig1 homodimers would facilitate detailed study of intersubunit 
communication and allostery by high resolution structural methods. A well-established approach 
for mapping communication networks in proteins is NMR spectroscopy, most commonly using 
so-called chemical shift perturbation (CSPs)
(106, 107)
. In the case of homodimers, however, 
tracking CSPs or making additional measurements on lig1 peaks (or resonances) becomes 
problematic because (1) resonances from symmetric protomers can overlap,(2) resonances are 
frequently in fast or intermediate exchange on the NMR timescale, especially in dimeric 
enzymes where substrate affinities are low to moderate, and most importantly (3) unless ligand 
binding is highly negatively cooperative, there will be additional resonances from apo (lig0) and 
doubly bound (lig2) states. In principle, monitoring lig1 states is most easily carried out in highly 
negatively cooperative systems, though even in the few reported cases most lig1 resonances were 
not well resolved
(11, 108)
. A general, experimental format for monitoring specific peaks (or sites)in 
both bound and empty protomers for lig1 states will therefore help advance our understanding of 
intersubunit communication and allostery in homodimers (and potentially higher order 
oligomers). 
E. coli thymidylate synthase (TS), a 62 kDa symmetric homodimer, presents a favorable 
example for lig1 studies by NMR.TS catalyzes the synthesis of the sole source of dTMP via a 
multistep mechanism involving reductive methylation of dUMP using N5,N10-methylene-
5,6,7,8-tetrahydrofolate (mTHF) as both a methylene and hydride donor. In addition, TS is half-
the-sites reactive
(42, 56, 73)
, with substrate binding sites separated by 35 Å, leading to an 
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expectation for negative substrate binding cooperativity between protomers. Although dUMP 
was recently shown to bind with minimal cooperativity for the E. coli enzyme at 25 °C, there are 
signs of unequal thermodynamics between the two protomers at lower temperatures
(109)
, and 
indeed data herein show clear intersubunit communication. Moreover, other TS enzymes, and in 
particular human, appear to show more dramatic cooperativity, suggesting intersubunit 
communication is an intrinsic feature of TS
(41, 45, 48, 62, 73, 110)
. To overcome the difficulties of 
studying symmetric proteins by NMR, we generated a pair of mixed labeled dimers of TS that 
each has a single functional active site and a single protomer labeled for NMR studies. These 
complementary mixed dimers allow for determining protomer-specific responses to a single 
dUMP binding event by isolating the dUMP1 state. In the presence of dUMP the mixed dimers 
revealed dUMP1 peak positions normally hidden in wild-type dimer titrations and highlight the 
important differences between the two dUMP binding events. These data also allow construction 
of complete “ligand state peak multiplets” that reflect the responses of residues on both sides of 
the interface. Most notably, we show that there is communication between the two active sites 
primarily upon binding the second dUMP, as this binding event causes perturbations in the 
already-bound first site. 
3.2 Materials and Methods 
Protein expression and purification 
E. coli thymidylate synthase was cloned into the pET21a and transformed into BL21 star 
(DE3) cells. The wild-type and double mutant R126E, R127E (RREE) were expressed in 1 L LB 
for unlabeled preparations, or in 1 L of M9 (99.8% D2O, CIL) media, for labeled preparations, 
supplemented with 1 g of 
15
NH4Cl (CIL) and 2 g of either U-[
2
H]-glucose or U-[
13
C, 
2
H]-glucose 
(CIL) (for dUMP titrations and backbone resonance assignments respectively) as the sole 
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nitrogen and carbon sources respectively. Cells were grown at 37 °C to OD600 of 0.8 at which 
point 0.75 mM IPTG was added and protein was expressed for 24 hr at 18 °C. Cells were 
harvested and TS was purified as described
(77)
 with some modifications. The cell pellet from 1 L 
of cell culture was suspended in 50 mL of 20 mM Tris, pH 7.5, 10 mM MgCl2, and 5 mM DTT 
and sonicated on ice four times for four min followed by four min rest each time. Then 5 mL of 
5% streptomycin sulfate was added and stirred for 10 min followed by centrifugation at 15,000 
rpm for 30 min at 4 °C to remove cell debris and nucleic acids. Solid ammonium sulfate was 
added to 50% saturation and the solution was stirred for 30 min followed by centrifugation at 
15,000 rpm for 30 min after which the pellet was discarded. Solid ammonium sulfate was added 
to the supernatant to 80% saturation with stirring for one hr and subsequent centrifugation. The 
ammonium sulfate pellet was dissolved in 50 mL of DEAE buffer (25 mM sodium phosphate, 
10% w/w glycerol, 1 mM EDTA, 5 mM DTT, and 0.02% NaN3 at pH 7.4) and dialyzed 
overnight at 4°C against the same buffer. 1 L of DEAE buffer was used to equilibrate a DEAE 
column and 0.5 L of DEAE buffer with 0.25 M NaCl was used as the elution buffer, with a 
gradient of 0 to 100% elution buffer to elute TS. Fractions containing protein were run over a 
Superdex G75 size exclusion column equilibrated with NMR buffer (25 mM sodium phosphate, 
0.165 M NaCl, 1 mM EDTA, 5 mM DTT, and 0.02% NaN3 at pH 7.5). G75 fractions containing 
pure TS as determined by SDS-PAGE were pooled. TS activity was assayed as described to 
determine functionality
(111)
. The concentration of the TS dimer was determined using ε280 = 
103,820 L•mol-1 •cm-1.  
Isothermal titration calorimetry 
TS was buffer exchanged into ITC buffer (25 mM sodium phosphate, 1 mM EDTA, 2 
mM TCEP, pH 7.5 at 25 °C) over a Sephadex G25 (GE) size exclusion column. The protein 
47 
 
samples were concentrated to 100, 150, or 200 µM as determined by UV spectrophotometry. 
Samples were centrifuged at 11,000 rpm for one min to remove any aggregates and the 
concentrations were again measured before loading into the ITC. Dry dUMP was dissolved in 
ITC buffer to a concentration of 20 or 30 molar excess of protein concentration. The 
concentration of dUMP was then measured spectrophotometrically to confirm the correct 
concentration. ITC experiments were conducted on a MicroCalAutoITC 200. Experiments had 
an initial 0.2 µL injection of dUMP followed by 19 2 µL injections. dUMP binding to the mixed 
dimer was measured for multiple protein:dUMP ratios and the mixed dimer isotherms were fit to 
a single site binding model in Origin. Given that the mixed dimer has a single functional binding 
site, a fitted stoichiometry close to one was expected. Wild-type TS recovered from mixing was 
run as a control to correct for protein concentration to account for the active fraction of TS post 
mixing. 
NMR spectroscopy 
Back Exchange 
For NMR studies, deuterons were fully back exchanged to protons as described
(74)
 
TS was added to cold exchange buffer (20 mM Tris, 0.15 M NaCl, 2 M Urea, 1 mM EDTA, and 
10 mM DTT at pH 9.0 at 4 °C) to a final enzyme concentration of 2 µM and stirred in the cold 
for six days. The enzyme solution was dialyzed against 4 L urea removal buffer (20 mM Tris, 
0.15 M NaCl, 1 mM EDTA, and 5 mM DTT at pH 9.0 at 4 °C) for 8 hr in the cold. The enzyme 
solution was then dialyzed for 8 hr against urea removal buffer with an additional 0.15 M NaCl 
at 4 °C. TS was neutralized by dialysis against DEAE buffer with added 0.45 M NaCl for 8 hr. 
Finally, the protein was buffer exchanged into NMR buffer over a Sephadex G25 (GE) size 
exclusion column. 
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Data collection 
For backbone resonance assignments of apo and dUMP saturated, a 0.5 mM (dimer) 
sample of U-[
2
H, 
13
C, 
15
N] TS was prepared in NMR buffer supplemented with 5% D2O. Six 
TROSY triple resonance experiments were acquired on the samples: HNCO, HN(CA)CO, 
HN(CO)CA, HN(COCA)CB, HNCA, and HN(CA)CB. Data were acquired at 25 °C on a Bruker 
Avance III 600 MHz spectrometer equipped with a TCI cryoprobe. For dUMP titrations on wild-
type and mixed dimers, 
1
H-
15
N TROSY HSQC spectra were acquired at 25 °C on a 850 MHz 
Bruker Avance III spectrometer equipped with a TCI cryprobe. For the titrations the TS 
concentration was 100 to 200 µM and dUMP was added up to 40-fold molar excess to ensure 
complete saturation. 
3.3 Generation and characterization of TS mixed dimers 
To study intersubunit communication in a homodimeric protein, we sought to use NMR to 
investigate the effect that binding of the first ligand has on both subunits of thymidylate 
synthase. Study of lig1 states, however, requires overcoming two primary degeneracies. The first 
is that addition of ligand to populate the lig1 state is typically accompanied by population of lig0 
and lig2 states, and accordingly, more complex spectra. The second is that for symmetric protein 
dimers it can be difficult to spectroscopically distinguish between the bound and empty 
protomers (or subunits). Our strategy was to break these degeneracies by creation of mixed 
15
N-
labeled dimers that 1) can only bind substrate in one protomer, and 2) only have a single 
protomer labeled for NMR detection, allowing for two complementary lig1 dimer samples, one 
with the bound subunit
15
N-labeled and a second lig1 sample with the empty subunit
15
N-labeled. 
Mixed labeled dimers with a single functional active site were prepared by first 
abolishing substrate binding with an active site mutation (R126E, R127E). Mixing this inactive, 
49 
 
purified homodimer with purified 
15
N-labeled wild-type homodimer yields three species, one of 
which is the mixed dimer with the nonfunctional subunit (the wild-type) 
15
N-labeled (Figure 
17A) (note that the mutation at positions 126-127 abolishes binding to the opposite subunit, since 
the loop bearing the arginine mutations forms critical interactions with dUMP in the opposite 
subunit). Labeling of the functional subunit is achieved by 
15
N-labeling the mutant enzyme and 
subsequent mixing with unlabeled wild type (and purification from the two homodimers (Figure 
17B)). 
 
Figure 17. Characterization of the mixed dimers.(A) Schematic of a mixed labeled dimer showing the sites of 
mutation. The wild type subunit (black) is 
15
N-labeled (hashed) and the RREE mutant subunit (red) is unlabeled. 
The blue circle and red X indicate the functional and nonfunctional binding site respectively. (B) Chromatogram 
showing separation of the three species using anion exchange. (C) dUMP binding to the mixed dimer was measured 
by ITC, mean and SD from three mixed dimer samples. For the selected isotherm, mixed dimer concentration was 
150 μM with 3 mM dUMP in the syringe. (D) Overlay of HSQC spectra of apo wild type (black), WT labeled 
(green) and RREE labeled (red) mixed dimers. Residues proximal to the mutation are D124 and S125 in the RREE 
labeled and L172 in the WT labeled mixed dimers. 
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Subunit mixing was initiated by diluting wild-type and RREE to a final total protein 
concentration of 6 µM, with 5-fold molar excess of unlabeled protein to maximize yield, into 25 
mM Tris, 0.15 M NaCl, 1 mM EDTA, 10 mM DTT, 2 M urea, pH 9.0 at 4 °C for 72 hr. Mixing 
was stopped by dialysis against urea removal buffer for 24 hr with one buffer change. TS was 
neutralized by dialysis against DEAE buffer with added 0.15 M NaCl for 12 hr followed by a 
second dialysis step against DEAE buffer with added 0.3 M NaCl for 12 hr. Mixed TS species 
were then separated by ion exchange chromatography.  
The double arginine mutation sufficiently alters the subunit charge to facilitate 
chromatographic separation of the mixed dimer (WT/RREE) from the two parent homodimers 
(WT/WT and RREE/RREE), similar to that shown previously
(55, 112)
, though this was on a 
significantly larger scale, requiring greater separation. Chromatography conditions were 
influenced by chromatofocusing techniques to allow for high resolution separation of the three 
species, that have small differences in pI, over a narrow elution gradient
(113-115)
. Buffer 
conditions were chosen to utilize a monovalent buffering species with a buffering range that 
encompasses the pI of each protein species. This allows for a more consistent pH gradient over 
the entire elution range. TS was dialyzed overnight against Q buffer (25 mM Bis-tris, 0.1 M 
NaCl, 1 mM EDTA, 5 mM DTT, pH 7.0 at 4 °C). 1 L of Q buffer was used as the equilibration 
buffer and 1 L of Q buffer with added 0.2 M NaCl was used as the elution buffer. Alternating 
linear gradients and isocratic steps of NaCl were used to separate the three species on a Source 
15Q (GE) ion exchange column. This alternating elution scheme was chosen so that the three 
species could be baseline separated using a shallow salt gradient, regardless of which homodimer 
is in excess. An initial steep gradient was chosen to quickly elute the wild-type homodimer 
during the subsequent isocratic step. After the wild-type homodimer is eluted, the gradient is 
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shallowed to improve resolution. This shallower gradient results in increased retention time of 
the other two species, resulting in minor peak broadening. 
To confirm the identity and purity of the mixed dimer fractions from peak 2, Figure 17B, 
were compared to pure wild-type and RREE homodimer with native-PAGE. The gel confirms 
successful separation of the three species and that peak 2 is in fact the mixed dimer, Figure 18. 
 
Figure 18. Evidence for pure mixed dimer from Native-PAGE of three TS species. Wild-type, mixed dimer, and 
RREE TS were run on a gradient 8%/10%/12% Native gel to confirm purity and identity of peak 2 in Figure 17B. 
Lane 1 and 5: pure unmixed wild-type homodimer. Lane 2 and 6: pure unmixed RREE homodimer. Lane 3: peak 1 
(wild-type) from Figure 17B. Lane 4: peak 2 (mixed dimer) from Figure 17B. Lane 7: peak 1 from another 
separation. Lane 8: peak 2 from another separation.  
Binding of dUMP to the mixed dimer, measured by isothermal titration calorimetry 
(Figure 17C), was similar to the wild-type (ΔH1of -4.5 kcal/mol, ΔH2of -4.4 kcal/mol and 
KD1=KD2 of 16 µM
(109)
). HSQCs of the apo mixed dimers show that the mutation primarily 
affects nearby residues with minimal effects on distal sites (Figure 17D). 
3.4 Lig1 state peak assignments 
Resonances for the dUMP1 states were assigned by peak proximity from dUMP titrations 
of the two mixed dimer species using the apo RREE homodimer along with apo and dUMP2 
assignments. For most residues in each of the mixed dimers, one (or both) of the two resonances, 
apo (Figure 17D) or dUMP1, could be unambiguously determined by proximity to a wild-type 
apo or dUMP2 peak. The other resonance could then be determined from a dUMP titration. To 
assign diligand1 resonances, a complex with one molar equivalent of 5F-dUMP and CH2H4Fol 
per wild-type TS dimer was prepared. This sample contains fractions of apo, diligand1, and 
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diligand2 TS. The ligand-to-enzyme ratio was chosen to give the highest population of 
diligand1TS based on our previous determination of the relative affinities of the two binding 
sites
(16)
. Because this is a covalent complex, bound resonances are in slow exchange on the NMR 
timescale, and peaks from diligand1 forms are observed directly. Different amides of this half-
saturated diligand complex give rise to the following resonance classes in TROSY HSQC 
spectra: 1) resonances whose positions are not affected by binding, 2) doublets, in which 
resonances from the empty and bound subunits of the diligand1 state overlap with resonances of 
the symmetrical apo enzyme and diligand2 respectively, and 3) quartets with separate resonances 
from each of the following: apo, diligand2, diligand1
empty
, and diligand1
bound
. Quartet resonances 
from the diligand1 complex were assigned with the help of a TROSY-HSQC spectrum of a wild 
type labeled mixed dimer bound to diligand in addition to TROSY HNCA, HN(CO)CA, 
HN(CA)CB, and HN(COCA)CB of a wild-type sample with one equivalent of diligand. 
3.5 Chemical shift correction to account for effects of mutation 
The mixed dimers allow for chemical shift perturbations (CSPs) for the first dUMP 
binding event to be measured independently for each subunit. CSPs are calculated as follows: 
                         ( 16 ) 
For the dUMP1 state, the CSPs were directly calculated from the chemical shift change of each 
of the dUMP-bound mixed dimers. The CSPs of the bound subunit, dUMP1
bound
, were calculated 
from the chemical shift change upon binding dUMP to the apo RREE-labeled, WT-unlabeled 
mixed dimer (light red-apo and dark red-dUMP bound in Figure 19A). The CSPs of the empty 
subunit, dUMP1
empty
, were calculated from the chemical shift change upon binding dUMP to the 
apo WT-labeled, RREE-unlabeled mixed dimer (light green-apo and dark green-dUMP bound in 
Figure 19A).  
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Figure 19. Vector correction to determine wild-type dUMP1 peak positions. The two schematic diagrams show 
how CSPs were calculated for each dUMP binding event. (A) The CSPs for binding the first dUMP, CSP1, were 
calculated directly from the apo and dUMP1 peak positions of the two mixed labeled dimer samples (thick arrows). 
Dashed arrows show the CSP due to the mutation (mut). (B)CSPs for binding the second dUMP, CSP2, were 
calculated as the vectors connecting the WT dUMP2 peak (in blue) and the dUMP1 peaks for WT (empty red and 
green circles), which were reconstructed by applying the CSP1 vectors to the apo WT peak (dashed arrows). 
For the second dUMP binding event, the CSPs cannot be directly calculated from the 
dUMP1 mixed dimers and wild-type dUMP2 because of the effect of the RREE mutation. To 
account for the mutational effects we used a vector correction to reconstruct the dUMP1 peak 
positions for wild type. Here we assume that the dUMP1
empty
 and dUMP1
bound
 chemical shift 
changes, denoted CSP1 in Figure 19, measured from the mixed dimers, are equal to the 
dUMP1
empty
 and dUMP1
bound
 chemical shift changes for wild type. We also assume that the effect 
of the mutation on the chemical shift, mut in Figure 19A, is the same for both apo and dUMP1. 
Based on these assumptions we can use the CSP1 vectors as the basis for reconstructing wild-
type dUMP1 peak positions using wild-type apo as the vector origin (Open circles in Figure 
19B). From these corrected peak positions, the CSPs upon binding the second dUMP, CSP2, can 
be directly calculated as before (Figure 19B). This vectorial treatment of dUMP1 chemical shifts 
to account for the effects of the mutation was cross-validated using the known chemical shifts of 
the wild-type diligand1 complex (Figure 20). 
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3.6 Use of the diligand1 complex to validate mixed dimer strategy 
 To justify use of the mixed dimer bound to dUMP as a proxy for the true wild-type 
dUMP1, we validated the CSP vector correction (Figure 19) to show that the observed chemical 
shifts upon binding dUMP are dominated by ligand binding with minimal contribution from 
mutational effects. We used a wild-type diligand complex as our reference because the 
resonances are in slow exchange on the NMR timescale which allows for accurate determination 
of the chemical shifts of apo, diligand1 and diligand2 species. We used a complex with one molar 
equivalent of diligand per TS dimer to maximize the population of diligand1. This complex gave 
rise to peak quartets where the chemical shifts of all four states, apo, diligand1
empty
, diligand1
bound
, 
and diligand2, can be directly measured
(16)
. The same mole ratio was used in a mixed labeled 
dimer (WT labeled, RREE unlabeled) diligand complex. This allows for direct comparison of 
wild-type and mixed dimer diligand1 chemical shifts and provides an accurate assessment of the 
validity of the vector correction method. We chose to compare diligand1
empty
 chemical shifts 
because the empty subunit of the mixed dimer is most affected by the mutation (Figure 17A). In 
total, a shared set of 139 residues was measured for both complexes and the correlations in 
1
H, 
15
N, and CSP were determined (Figure 20).  
 
Figure 20. Cross-validation of the mixed dimer strategy using a singly bound diligand. Chemical shift changes 
measured for the empty subunit of a mixed dimer bound with diligand were compared to those for the empty subunit 
of wild-type TS bound with diligand (1 molar eq. of diligand per TS dimer). Correlations for (A)
1
H chemical shifts, 
(B) 
15
N chemical shifts, and (C) 
1
H-
15
N CSPs are shown with outliers marked with an *. The line represents a 
correlation coefficient of 1. 
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All three correlation plots, in Figure 20, show a tight grouping of chemical shifts along 
the diagonal, with rmsd’s of 0.01, 0.05, and 0.01 ppm respectively, with only a few outliers. The 
CSP correlation shows that the mixed dimer ternary complex tends to be less effected by the 
diligand than does the wild type. Overall these data show that the presence of the mutations and 
the creation of the mixed dimer do not overly perturb its behavior and supports the validity of the 
mixed dimer strategy to monitor ligation states that are otherwise intractable by NMR in this 
system. 
With this pair of mixed labeled dimers, addition of dUMP yields lig1 samples with 
15
N 
chemical shift probes distributed throughout the bound or empty subunit, enabling subunit-
specific tracking of ligand binding effects without interference from dUMP0 or dUMP2. 
3.7 Imbalanced chemical shift response to dUMP binding 
With the two mixed dimers we characterized the subunit-specific effects of the first and 
second dUMP binding events using standard chemical shift perturbations (CSPs). 
1
H-
15
N CSPs 
due to the first dUMP binding event were calculated, directly from the mixed labeled dimers, for 
to monitor perturbations in each subunit. The bound subunit of dUMP1showed large CSPs in the 
binding site, dropping off ~20 Å from dUMP, with smaller perturbations extending along the 
interface, out to ~28 Å from dUMP (Figure 21A). The empty subunit is largely unaffected, 
dropping off ~15 Å from dUMP, with all of the CSPs in the dUMP binding loop (residues 123′-
128′, where prime indicates the empty subunit) and the backside of the binding site (residues 
150′-163′) (Figure 21B). Overall the effects of binding the first dUMP are highly localized, 
primarily to the binding region, with small perturbations to the dimer interface (Figure 22A). 
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Figure 21. Chemical shift perturbations of the two dUMP binding events.The effects of binding the first 
dUMPto the binding (A) and non-binding (B) subunits of the dimer are shown at the top, using the CSP scheme 
shown in Figure 19A. The effects of binding the second dUMP to the binding (D) and non-binding (C) subunits are 
shown at the bottom, using the reconstructed WT CSPs shown in Figure 19B. Viewing the dimer interface region is 
enhanced by separating the two subunits, where the subunits on the right underwent a hinge-type rotation (dotted 
line) to yield the same viewing angle as those on the left. As a reference point for the rotation, the red (A) and white 
(B) spheres show the locations of R126 and R127 from the other subunit. Residues with significant CSPs are shown 
as spheres. Residues that are missing or unassigned are in yellow. Annotated residues are discussed in Figure 23 
Figure 25, where residues denoted prime (e.g. R126′) correspond to the empty subunit of the dUMP1 state. The first 
bound (dUMP 1) and second bound (dUMP 2) dUMPs are shown in dark blue; for binding of dUMP 2 (lower 
panels), the previously bound dUMP 1 is shown in light blue. In (C), the circle highlights the major difference in the 
distant subunit response for binding of dUMP 1 and dUMP 2. 
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While CSPs for the second dUMP binding event (dUMP1 to dUMP2) cannot be directly 
calculated, they can be obtained indirectly from the mixed dimers by reconstructing the wild-
type dUMP1 chemical shifts. This was accomplished using a vector based correction to account 
for the effects of the RREE mutation (Figure 19). This correction allows generation of wild-type 
dUMP1 chemical shifts from the mixed dimer dUMP1 chemical shifts (Open circles in Figure 19 
and Figure 23). The correction was cross-validated separately on a reference complex (Figure 
20). In contrast to the first dUMP, the second dUMP had more pronounced effects throughout 
the entire protein. The effects of the second dUMP on the binding subunit resemble the effects of 
the first dUMP, with the largest and majority of the perturbations localized around the binding 
site (Figure 21D). Most notably, however, unlike the first dUMP, the second dUMP causes 
significant perturbations to the other binding site, in this case the site bound by the first dUMP 
(Q17 and V170, Figure 21C). The widespread perturbations in both subunits upon second 
binding dUMP, indicate subunit communication between the two binding sites. Overall the CSP 
analysis shows an imbalance in the subunits' responses to the two dUMP binding events: CSPs 
are limited to the binding site for the first dUMP, but cover the interface and both binding sites 
for the second dUMP (Figure 22). 
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Figure 22. Overall CSPs upon binding the first and second dUMP.The complete effects of binding the first (A) 
and second (B) dUMP to dimeric TS are shown. Residues with significant CSPs are shown as spheres. Residues that 
are unassigned or missing are in yellow. In both A and B the binding subunit CSPs are in purple and the nonbinding 
subunit CSPs are in red. The binding dUMP is shown in dark blue. In (B) the first bound dUMP is shown in light 
blue. 
3.8 Ligand state multiplets reveal dUMP1 is an extreme state 
While standard CSP analysis is effective at revealing overall perturbations of large 
magnitude, it can also obscure, especially in the case of a homodimer, interesting chemical shift 
behavior. To view the complete wild-type chemical shift responses we sought to visualize 
relative peak positions of the dUMP0, dUMP1 (reconstructed), and dUMP2 states for each residue 
amide. In general, these overlays yielded four-peak ligand state multiplets (Figure 23), since the 
dUMP0 and dUMP2 states yield single peaks due to dimer symmetry, and the dUMP1 state can 
yield two distinct peaks, one from each of the mixed dimer samples. For clarity, we employ 
superscripts “apo”, “empty”, “bound”, and “doub” to refer to peak positions of both sites 
unbound, the empty subunit of the dUMP1 state, the bound subunit of the dUMP1 state, and the 
dUMP2 state, respectively. 
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Figure 23. dUMP ligand state multiplets. Spectral overlays of apo, dUMP1, and dUMP2 allow visualization of 
chemical shift behaviors. Wild-type apo and dUMP2 peaks are shown in black and blue respectively. The wild type 
dUMP1 peaks reconstructed from the mixed dimer chemical shifts are shown as red (bound subunit) and green 
(empty subunit) circles. These panels show the three classes of extreme chemical shift behaviors of the dUMP1 state. 
(A) and (B) highlight supershifting of dUMP1
bound
, (C) highlights orthogonal shifting, (D) highlights reverse shifting 
of dUMP1
bound
, and E) highlights supershifting(dUMP1
empty
) coupled with reverse shifting (dUMP1
bound
). 
One interesting feature of the multiplets is that, in some cases, the peak positions of the 
dUMP1 state actually extended further than the dUMP2 peaks, which we refer to as 
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“supershifting”. Supershifting can be seen for V170 and Q17 (Figure 23A and B), where 
V170
bound
 (Q17
bound
) shifts in the same direction as V170
doub 
(Q17
doub
), but actually shifts beyond 
V170
doub 
(Q17
doub
). The simple case where supershifting is along the apo-doub chemical shift 
change vector suggests a fast equilibrium of free and bound states, and oddly, binding the first 
dUMP pushes the equilibrium further than the second dUMP. Alternatively, it could suggest that 
protomers may not simply snap into a free or bound conformation, but rather there are additional 
states that protomers can adopt and binding the first dUMP induces a more extreme state. Much 
of the dUMP1 supershifting occurs around the binding site (Figure 24A and B), and remarkably, 
this explains the long-range intersubunit communication observed upon binding the second 
dUMP (Figure 21C). Because the first dUMP appears to induce an extreme state beyond what is 
observed in the dUMP2 state, and one that cannot be supported with both subunits bound, a 
response is set up in which binding the second dUMP partially reverses the initial shift (e.g. 
V170 in Figure 23A). This leads to intersubunit communication upon binding the second dUMP 
by making corrections to supershifting caused by the first dUMP. More complex shifting 
behavior is seen in additional residues. For example, A132 exhibits not only supershifting, but 
also A132
empty
 and A132
bound
shift in a direction orthogonal to the A132
apo
-A132
doub
 vector, 
termed “orthogonal shifting”, indicating that such sites are not simply in a fast, two-state 
equilibrium (Figure 23C). This, again, points to the existence of an additional state that becomes 
significantly populated upon binding the first dUMP. Another multiplet pattern we observed was 
“reverse shifting”, where dUMP1 peaks shift in the opposite direction of the apo-doub chemical 
shift vector (Figure 23D and E). It is not immediately clear why reverse shifting is observed, 
though along with supershifting it suggests that there are compensatory behaviors occurring in 
the protomers upon binding the first dUMP. 
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Figure 24. Supershifted residues in the dUMP1 and diligand1 states. Residues that exhibit supershifting upon 
binding the first dUMP (top) or diligand (bottom) are shown, using the same hinge rotation as in Figure 21.  
Supershifted residues, shown as red spheres, have a CSP greater than 0.025 ppm with a supershift greater than 0.01 
ppm. dUMP (A) and diligand (C) are shown in blue and unassigned residues are shown in yellow. (A) Supershifted 
residues in the dUMP1
bound
 subunit. (B) Supershifted residues in the dUMP1
empty
subunit. (C) Supershifted residues in 
the diligand1
bound
 subunit. (D) Supershifted residues in the diligand1
empty
 subunit. 
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Overall, the observations of supershifting, orthogonal shifting, and reverse shifting 
suggest that a single dUMP binding induces sampling of extreme conformations relative to apo 
and dUMP2 states. 
Using ligand state multiplets from spectral overlays to assess specific residue chemical 
shift behaviors is generally not practical because the four peaks from each residue render the 
spectra too crowded. Thus, to enhance the analysis of multiplet behavior, we condensed the 
information into “line plots” of 1H and 15N chemical shifts, which allows for simpler viewing of 
chemical shifts to more conveniently inspect individual residues in terms of the spatial response 
to dUMP binding (Figure 25). For simplicity, 
1
H line plots are shown, though corresponding 
15
N 
line plots are also easily viewed (Appendix 3.1). From the line plots we identified clusters of 
residues with similar behaviors, indicating regions of ligand sensitivity throughout the protein. 
Residues 155, 156, and 195 (Figure 25A) are spatially clustered and exhibit similar supershifting 
behavior, indicating an extreme state (or skewed population) in this region. In the case of E195, 
the two sites are nearly equidistant from dUMP, ~28 Å, yet E195
empty 
supershifts and E195
bound
 
hardly shifts, showing how communication can be more effective across the interface. Residues 
in the central helix, in particular I178 and A179 (Figure 25B), show that ligand binding can be 
sensed at distal sites even with no direct contact to or across the interface. Additionally, these 
regions show a symmetric pattern in which supershifting in one subunit is linked with reverse 
shifting in the other. This pattern was observed frequently throughout TS, indicating extensive 
compensatory behavior between subunits. 
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Figure 25. Line plots of 
1
H chemical shifts. These line plots show how the chemical shift behaviors observed from 
ligand state multiplets are distributed throughout the protein. 
1
H chemical shift changes (relative to apo) are plotted 
for apo (black), dUMP2 (blue), dUMP1
bound
 (red), and dUMP1
empty
 (green). Each of the dUMP1 points are labeled 
with the distance (in Å) of that residue (red and green spheres) from the bound dUMP (sticks). Distances are 
measured from the amide N to the centroid of the bound dUMP. (A) Behaviors of residues at opposite ends of the 
dimer interface. (B) Behaviors of interior residues. (C) Behaviors of residues at the center of the dimer interface. 
Residues along the interface (Figure 25C) show the largest variety, as well as the most 
symmetric, of behaviors. These residues in particular reflect the quasi-symmetrical, 
compensatory shifts that occur where a partial shift or supershift in one subunit is coupled with a 
partial or reverse shift in the other subunit, e.g. V199, and D198. In summary, using mixed 
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labeled dimers coupled with viewing ligand state multiplets via line plots facilitates thorough 
inspection of shifting from binding of both dUMP molecules, and extensive supershifting and 
reverse shifting indicate significant population of extreme states (or a further shifting of the 
equilibrium) beyond the known apo and dUMP2 conformations. 
3.9 Subunits’ response to diligand binding is equally balanced 
While the mixed dimers are required to visualize the dUMP1 states, they are not required 
for the cofactor binding step of the reaction. Binding of a substrate analog, 5-FdUMP, along with 
cofactor, together referred to as the "diligand", forms a covalent bond to the enzyme leading to a 
stable ternary complex
(87, 116)
. Because of the covalent nature of this complex, the resonances 
from the diligand-bound TS are in slow exchange and thus, the chemical shifts of the diligand1 
states can be more easily measured. These two ligands will allow us to compare the proteins’ 
response not only to an additional binding event, but also a conformational change, as, unlike 
dUMP binding, diligand binding causes significant conformational changes in the vicinity of the 
binding site to form the closed ternary complex
(30, 87)
. CSP analysis highlighted a number of 
interesting differences between dUMP and diligand binding (Figure 21 and Figure 26). Binding 
of the first diligand has overall larger magnitude and more extensive CSPs in both the binding 
and empty subunits than does dUMP, likely due to the combined effects of the conformational 
change and increased size of the diligand relative to dUMP (Figure 26 A and B). Most notably, 
the effects of the first diligand propagate further in both subunits, ~30 Å from diligand, 
extending almost all the way to the second binding site. Thus, unlike with dUMP binding, there 
is clearly communication between the two sites upon binding the first diligand. Additionally, 
similarly with dUMP binding, the effects of the second diligand on the binding subunit resemble 
those of the first (Figure 26D). 
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Figure 26. Chemical shift perturbations upon binding the first and second diligand. The effects of binding the 
first diligand to the binding (A) and non-binding (B) subunits of the dimer are shown at the top. The effects of 
binding the second diligand to the binding (D) and non-binding (C) subunits are shown at the bottom. Viewing the 
dimer interface region is enhanced by separating the two subunits, where the subunits on the right underwent a 
hinge-type rotation (dotted line) to yield the same viewing angle as those on the left. Residues with significant CSPs 
are shown as spheres. Residues that are missing or unassigned are in yellow. The first bound (dilig 1) and second 
bound (dilig 2) diligands are shown in dark blue; for binding of dilig 2 (lower panels), the previously bound dilig 1 
is shown in light blue. 
Most strikingly, there were no significant perturbations to the other binding site, as with 
dUMP (Figure 26C). Overall the similarities in the CSPs for the two diligand binding events 
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indicate a balanced response to diligand binding, in contrast to dUMP binding. This balanced 
response to diligand is also evident in the diligand line plots (Appendix 3.2). Not surprisingly, 
the diligand line plots show more symmetrical and fewer extreme features, with the vast majority 
of the diligand1 peaks either coinciding with or being equally displaced from the diligand0 and 
diligand2 peaks. Accordingly, there are very few diligand residues that show supershifting 
(Figure 24C and D). However, as with dUMP, when supershifiting does occur, it is often coupled 
with reverse shifting, yielding symmetrical patterns. 
3.10 Insights into allostery from ligand state peak multiplets 
The mixed dimers allow for simple viewing of complete ligand state NMR peak 
multiplets, which, to our knowledge, have not been previously reported. The patterns observed in 
the multiplets can provide a format for evaluating allosteric models. For example, the most easily 
observed patterns are the doublets that would arise from a KNF or MWC type system, and their 
expected intensities
(108, 117)
, with only two possible states (Figure 27A and B). In the KNF 
system, where only the binding subunit responds to ligand, the lig1
bound
 and lig1
empty
 peaks would 
coincide with the lig2 and lig0 peaks, respectively. In the MWC system, ligand binding causes a 
concerted shift in both subunits, where both lig1 peaks would coincide with the lig2 peak. 
Alternatively, one might expect to observe two possible linear triplet patterns, one where one of 
the lig1peaks coincides with either thelig2 or lig0 peaks and the other is partially shifted towards 
lig2, or one where both lig1 peaks are partially shifted towards lig2 (Figure 27C and D)
(108)
. We 
observed such triplet patterns in our dUMP data as did others previously in studies of half-
titrated, negatively cooperative dimers that are in the slow exchange regime
(14, 108)
. Interestingly, 
we also observed many nonlinear triplets, and quartets (Figure 27E and G), that indicate 
behaviors beyond simple population or exchange between lig0 and lig2 states. It is currently not 
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clear precisely what structural changes produce these nonlinear multiplets, although it must 
involve at least a third conformation distinct from the lig0 and lig2 conformations. Given this 
diverse set of multiplet patterns, it appears that there is not a consistent response throughout the 
protein, but rather, TS has a mixture of intersubunit responses to binding of dUMP. Evaluation of 
the ligand state multiplets makes this clear, and it is possible to do so outside of the slow 
exchange condition. In general, the evaluation of NMR ligand state multiplets in oligomeric 
proteins is a powerful approach to characterize allosteric mechanisms in proteins
(108, 117)
. 
 
Figure 27. Observable patterns for ligand state multiplets. Schematic HSQC peak patterns according to allosteric 
model (A and B) or observed for dUMP binding in TS as resolved triplets (C-F) or quartets (G and H). Peaks are 
shown for apo/lig0 (black), lig1
bound
 (red), lig1
empty
 (green), and lig2 (blue).For example, in the “sequential” KNF 
model (A) binding the first ligand causes conformational change in the ligand-bound subunit but not in the empty 
subunit. In (C) two partial shifting behaviors are shown(dark red and green and light red and green) in which lig1 
partial peak shifting is observed in the binding subunit (light red) or in the empty subunit (dark green). Behaviors are 
observed for supershifting (F), orthogonal shifting (G), and reverse shifting (H). In each panel the percentages 
indicate the abundance of the peak pattern for dUMP binding to TS. 
Perhaps the most surprising multiplet pattern evident is the observation of supershifting 
in the lig1 state. This is unexpected under the assumption that lig0 and lig2 represent end states. 
However, as is apparent here and from previous studies
(18, 118)
, this is not always a good 
assumption, as specific mutants appear to shift the equilibrium beyond the assumed end points of 
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apo and ligand bound. This suggests that for those sites, the apo and ligand saturated states
(119) 
both represent dynamic equilibria between two extreme states that are not readily detected. It is 
interesting that while this has been observed from comparisons of mutant and wild-type peak 
positions, here we observe this from lig1 peak positions. It is also interesting that this is highly 
dependent on the residue (Figure 24). While changes in two-state equilibria can explain NMR 
peaks moving in a linear fashion, they cannot explain orthogonal peak movement. Therefore, a 
general explanation for the various behaviors observed here is that the lig1 state peak positions 
may reflect a range of different local conformations that TS samples upon binding the first 
ligand. These conformations may represent different sets of interactions, hydrogen bond 
geometries for example, which lead to particular lig1 chemical shifts. Thus, TS may reside in a 
relatively shallow conformational basin on the energy landscape that allows it to modulate 
various interactions by conformational adjustment, yielding different chemical shifts, upon 
binding one or two ligands. This scenario provides a more flexible model for interpreting 
chemical shifts and is fundamentally distinct from two-state switching. 
3.11 Lig1 asymmetry from x-ray and NMR chemical shifts 
While the functional significance of these multiplet behaviors remains to be determined, 
there is a precedent for the asymmetric effects of dUMP binding to TS. A crystal structure of P. 
carinii TS bound to dUMP and a cofactor analog, CB3717, has an asymmetric ternary complex 
wherein one active site has both dUMP and cofactor bound while the other only has dUMP 
bound
(41)
. A key observation from this structure is that, in addition to the global changes that 
occur upon cofactor binding, there are subtle, yet significant conformational differences between 
the two monomers for a number of residues along the otherwise rigid dimer interface. It was 
proposed that these residues are the primary candidates for signaling between the active sites and 
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could provide the basis for cooperativity. Of these residues, 75% exhibited nonlinear or 
supershifted triplets and quartets here for dUMP binding. The fact that we see such extensive 
overlap could suggest that these subtle structural rearrangements are also occurring in the 
dUMP1 state. The nonlinear shifts observed for these residues points to an additional state 
outside the apo-bound equilibrium, rather than simply an equilibrium shift. This extreme state 
could be due to strain induced by binding the first dUMP, leading to an asymmetric lig1 state. 
This strained conformational state may be the result of differential perturbations to the hydrogen 
bonding network across the interface or to differences in dynamics between the two subunits in 
the lig1 state. The fact that we see nonlinear behavior for these residues suggests that, if in fact 
these residues form a communication pathway, this extreme state may be one that is involved in 
TS cooperativity. 
Given the long-range, intersubunit impact of binding the second dUMP, it is surprising 
that dUMP binding is thermodynamically non-cooperative at 25 °C at which the NMR chemical 
shifts were investigated.  However, at lower temperatures the ΔH°bind values for the first and 
second dUMP molecules are non-equivalent, reflecting intrinsically different ΔCp values for the 
two binding events. Thus, the underlying thermodynamics can be considered non-identical for 
the two binding events which could be reflected in the observed chemical shift behaviors. 
Furthermore, although dUMP binding does not trigger functional intersubunit allostery, it may 
still reveal the intrinsic communication mechanisms that could potentially lead to functional 
allostery during subsequent reaction steps. Overall, the presence of communication upon dUMP 
binding could indicate that TS is poised for intersubunit allostery. 
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3.12 Potential origin of symmetrical chemical shift response 
Based on the observations made here, we propose that binding of the first dUMP or 
diligand to the structurally symmetric dimer imparts compensatory effects between the two 
protomers. In the case of dUMP binding, presuming there is no significant conformational 
change, the symmetrical chemical shift changes arise from either propagation of changes in 
hydrogen bonding strengths in a symmetrical fashion, or from compensatory dynamical 
responses between the two protomers, or a combination of both. In the case of diligand binding, 
given that there is likely a conformational change in the bound subunit
(30, 87)
, the symmetrical 
chemical shift changes are even more surprising since the shift in the bound subunit from the 
structural change cannot be replicated in the empty subunit. In either case, the propagation of 
chemical shift changes likely represents a form of structural or dynamic strain that, remarkably, 
has opposite manifestations in the two protomers for many residues. These considerations of 
quasi-symmetrical multiplets provide a unique view into how intersubunit allostery can be 
achieved for the simple example of symmetric homodimers. It appears that, at least for TS, 
symmetric cross-dimer interactions are “built in”, such that quasi-symmetrical strain is 
introduced by the binding of the first ligand. The magnitude of symmetric chemical shift 
multiplet patterns and their extent throughout the protein indicate that TS is incredibly sensitive 
to substrate binding at sites throughout its structure, but particularly at the dimer interface. A 
fundamental question for understanding allostery is whether the intrinsic compensatory effects 
observed here will be observed in other homodimeric proteins, especially those that are allosteric 
with regard to binding two ligands. 
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3.13 Summary 
In this study we used mixed labeled dimers to investigate, by NMR, intersubunit 
signaling in response to single ligand (dUMP or “diligand”) binding events in the homodimeric 
enzyme thymidylate synthase (TS). The mixed dimer approach allows for isolation of singly 
ligated (lig1) states and breaks the symmetry degeneracy in the NMR signals. This approach 
yields a rare example of step-wise progression of chemical shifts upon binding identical ligands 
in a homodimer and prompted the use of visualization strategies beyond simple CSPs. Standard 
CSP analysis revealed that only the binding of the second dUMP “signals” to the other binding 
site. This modulation of second ligand binding due to changes at the first site represents a non-
intuitive yet valid potential allosteric mechanism. More generally, a distribution of ligand state 
peak multiplets are observed that point to regional behaviors, including the surprising 
observation of shifting of lig1 peaks beyond lig2 peaks, termed “supershifting” here. There is also 
a surprising degree of quasi-symmetrical responses in the two protomers, especially in the 
diligand complex, indicating substantial compensatory behavior coupled across the dimer 
interface. While the focus of this study is on chemical shifts, clearly this strategy lends itself to 
protomer-specific NMR measurements, such as spin relaxation for the characterization of 
dynamics, on specific ligation states. Lastly, although the strategy employed here applies 
primarily to tight dimers that do not readily dissociate, it can potentially be applied to other 
systems by covalently linking the monomers. 
 
72 
 
CHAPTER 4: CHROMATOGRAPHY THEORY AND PRACTICE 
4.1 Introduction 
 This chapter will describe key elements of chromatography theory that were used to 
design the mixed dimer separation method (in section 3.2). First, there will be a discussion of 
steric mass-action formalism, followed by a treatment of nonlinear elution and effects of 
multicomponent separations, the foundation of chromatofocusing techniques, and lastly 
analytical modeling of salt and pH gradients. Due to the complexity of the models used to 
describe chromatographic behavior, explicit solutions were not found in the course of this work, 
but a foundational understanding of the models themselves was sufficient to successfully design 
a separation method. The math presented herein provides a theoretical framework to illustrate the 
relationship between a protein’s characteristics and its elution behavior. Only the most important 
elements of these derivations are presented to relate equilibrium interaction of protein with the 
chromatography media to chromatography method parameters. A basic understanding of these 
models and equations and extensive examination of simulations and experimental data from 
Kluters, Gallant, Schmidt, Ladiwala, Osberghaus, and Gu
(114, 115, 120-126)
 provided the knowledge 
for the development of the mixed dimer separation method. 
4.2 Chromatography theory and ion-exchange model 
Typically ion-exchange chromatography is used to separate proteins of different charge 
but perhaps similar sizes. For most applications, the simple net charge model is adequate to 
describe the retention of a protein to a ion exchange column. The net charge model postulates 
that 1) a protein will not be retained on an ion-exchange column when pH = pI because it has no 
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net charge; 2) it will be retained on anion-exchange columns when pH > pI because the net 
charge is negative; 3) will be retained on cation-exchange columns when pH < pI because the net 
charge is positive; and 4) there will be a correlation between net charge and protein retention. An 
early study of retention behavior of 14 proteins on both anion and cation exchange columns 
showed complex behaviors that deviated from the net charge model. In this study, some proteins 
were retained on both columns near their pI, some were retained above (below) their pI on cation
(anion) exchange columns, and some even showed no retention on either column near their 
pI
(127)
. Furthermore, there was no systematic deviation from the net charge model, indicating that 
a protein cannot be approximated as a symmetrical ball of charge. In the case of multicomponent 
separations a number of other observations, particularly that of induced salt gradients, led to the 
development of the more comprehensive steric mass-action formalism (SMA)
(128, 129)
.  
4.3 Steric Mass Action Formalism 
 Steric mass action formalism provides an accurate description of the equilibrium 
behavior of a protein interacting with a column with three measurable parameters that are 
intrinsic to a particular protein. These three parameters are the characteristic charge of the 
protein, the steric factor, and the equilibrium dissociation constant. These parameters can be 
determined experimentally from a series of chromatographic experiments and used to guide to 
development of complex, multicomponent separations. This section presents the equations used 
to calculate these theoretical parameters (( 17 )( 18 ) and ( 19 )) and shows how they are 
determined from measurements of protein elution volumes and concentrations.  
The steric mass-action formalism makes three key stipulations: 1) the multipointed nature 
of protein binding can be represented by an experimentally determined characteristic charge; 2) 
binding can be represented by a mass action equilibrium where electroneutrality, the balance of 
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positive and negative charges, in the stationary phase is maintained; and 3) binding of proteins 
causes some salt in the stationary phase to be sterically occluded from the solvent and thus 
unavailable for exchange with other proteins
(130)
. This third stipulation is the primary reason for 
deviation from the net charge model and non-ideal behavior of protein retention in 
multicomponent separations. This formalism provides for three parameters that can be 
determined for a given protein and can be used to predict elution behavior and accurately 
simulate the effect of different elution conditions. 
 Consider a protein with characteristic charge, vi, binding to the stationary phase. Upon 
binding, the protein interacts with vi stationary phase sites and displaces vi ions. The equilibrium 
constant for association from the chromatography media can then be described in terms of 
concentration of both protein and salt as: 
 
    
  
  
  
  
   
 
  
 
( 17 ) 
Where C and Q represent the mobile and stationary phase concentrations, and i and s 
refer to a single protein and salt, respectively. The overbar denotes bound salt available for 
exchange with the protein, which does not include the salt concentration that is occluded by the 
protein. For simplicity, only a single protein is treated here, but for a multicomponent mixture 
there will be n equilibrium constants, one for each of the n components. For the single 
component treatment, throughout this chapter the subscript i is used for consistency. To express ( 
17 ) in terms of a measurable quantity Ci, we need to account for the total concentration of salt in 
the stationary phase, rather than the available salt only, and require electroneutrality. These 
conditions lead to the following expression for mobile phase protein concentration: 
 
    
  
  
  
  
           
 
  
 
( 18 ) 
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where Λ is the ionic capacity of the media,                  , and σi is the steric 
factor of the protein. A similar expression can be derived for multicomponent systems where 
equation ( 18 ) can be written for each of the components and the electroneutrality condition is 
represented as the sum of the components as follows: 
 
                  
   
   
 
( 19 ) 
which now provides n+1 equations to define the multicomponent equilibiria for i 
proteins. The easiest way to calculate the displacement profile for each component is to calculate  
   
    
   
To calculate these isotherms, four parameters need to be determined; Λ, vi, Ki, and σi for 
each component. Λ is known from ion exchange media type and vi and Ki can be easily 
determined by the relation to the capacity factor: 
 
       
 
  
 
  
 
( 20 ) 
where k’ is the capacity factor and β is the column phase ratio. A plot of log k’ vs log Cs 
will yield a straight line with slope of –vi and Ki and vi can be determined from the intercept by 
comparing elution behavior with multiple salt concentrations. The steric factor can be obtained 
from a frontal experiment, in which the maximum protein load is measured at multiple salt 
concentrations, and the other known values by solving for Qi and substituting into ( 18 ): 
 
         
  
  
  
( 21 ) 
where V0 is the dead volume, VB is the breakthrough volume and Cf is the feed protein 
concentration. The substitution and rearrangement leads to the following expression from which 
the steric factor can be calculated directly from the breakthrough volume, vi, and Ki: 
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     ( 22 ) 
where    
  
  
   . To demonstrate the importance of the steric factor in developing 
ion exchange methods we can consider the effect of protein adsorption on the salt concentration 
of the mobile phase. To satisfy the electroneutrality condition and account for the steric factor of 
the protein, protein adsorption induces a salt gradient in the mobile phase: 
 
           
   
   
 ( 23 ) 
 
Thus, there will be an induced salt gradient depending on the number and characteristic 
charge of all protein species in the feed volume. This also means that when a protein elutes it 
will also induce a salt gradient in the mobile phase. A general relationship for the salt 
concentration in the microenvironment of each pure species i, Cs,i, can be written as follows: 
        
            ( 24 ) 
 
Where Cd is the concentration of a displacer, with characteristic charge vd, in this case 
another protein. Thus the microenvironment salt concentration for each eluting protein depends 
on the salt released by other bound proteins and the salt adsorbed by the protein eluting. This 
means that for any given protein where steric factor must be considered, and for any 
multicomponent mixture, the concentration of salt required to elute each protein species will be 
different than the expected concentration based on protein charge
(128)
. 
Equations ( 17 ), ( 18 ), and ( 19 ) define an accurate three-parameter model to describe 
multicomponent protein-salt equilibria in ion exchange. SMA formalism was originally applied 
to displacement ion-exchange chromatography in which binding of a large molecule with high 
affinity for the ion exchanger causes an induced salt gradient which in turn elutes the proteins of 
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interest. This type of chromatography utilizes constant salt conditions and so the equilibrium 
constant; K, also called the distribution coefficient, is constant for a given set of conditions. 
However, since K is a function of both protein concentration and ionic strength, it will vary over 
the course of a gradient ion-exchange elution. Thus, rather than try to simulate a complete 
binding isotherm for a multicomponent mixture at different salt concentrations, the protein 
elution profile can be modeled from calculations of the ionic strength along the column, which 
will be presented in the next section.  
4.4 Prediction of elution profiles from SMA 
 As was shown in the previous section steric mass action formalism can be used to 
calculate the protein concentration in the stationary and mobile phase under a given set of protein 
and salt concentrations. To apply these principles to development of separations, the mobile 
phase protein concentration, the parameter of interest, needs to be described as a function of a 
measurable parameter, such as salt, so that the mobile phase protein concentration at any point in 
the chromatography run can be determined. This section will describe how ( 17 ), ( 18 ), and ( 19 
) can be related to chromatography method variables, namely ionic strength and slope of the 
elution gradient. 
Yamamoto et al. developed a simple model for predicting elution curves under ideal 
conditions by relating peak position and peak width to ionic strength, flow rate, and gradient 
slope
(131, 132)
. This model is based on continuous-flow plate theory, which takes into 
consideration the protein concentration and ionic strength dependencies of the distribution 
coefficient. This model is simple because it only requires two parameters: the distribution 
coefficient and the number of plates. At equilibrium the protein concentration in the stationary 
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phase, Qi, is related to that in the mobile phase, Ci, as a function of protein concentration and 
ionic strength of the mobile phase: 
         ( 25 ) 
 
If we first ignore zone spreading effects, which will be touched on later, the moving rate 
of the protein peak in the column can be expressed as follows: 
    
  
 
 
     
 ( 26 ) 
 
where zp is the peak position of the protein zone and u is actual velocity of solvent flow. 
H is defined as   
     
  
 where Vt and V0 are the total and void volumes of the column 
respectively. In the case of a linear gradient elution the value of Ki is large at the beginning of 
the elution due to low ionic strength, I, and therefore dzp/dt is low. As ionic strength increases as 
a result of the gradient, Ki decreases and dzp/dt increases. Therefore the protein zone moves 
slowly at first and accelerates gradually with increasing ionic strength. However, dzp/dt 
approaches its maximum value after a short distance due to a drastic decrease of K with 
increasing ionic strength. From here the protein zone moves along the column with velocity 
close to that attained at Imax, ionic strength of the elution buffer as the peak emerges from the 
column. As the protein zone moves down the column it spreads due to axial diffusion and 
dispersion. Counter to this spreading is the fact that dz/dt for the front of the peak is always 
smaller than dzp/dt since the ionic strength of the front part is lower than that of the peak. This 
causes the peak front and the peak tail to sharpen. The contributions of zone spreading and zone 
compression are not necessarily additive and must be taken into consideration to predict the 
elution characteristics accurately. It is more useful to express peak position as a function of ionic 
strength but first a general description for ionic strength as a function of column position is 
required. 
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First the distribution of protein between stationary and mobile phases in the nth plate can 
be defined as: 
 
           
  
  
   
  
 
     
  
     
  
 ( 27 ) 
 
 where Cn and Q(n) are the protein concentrations, of a single protein species, in the mobile 
and stationary phases at plate n, respectively; Np is the number of plates, and v is the flow rate. 
The first and second term on the left indicate the rate of protein entering and leaving the nth plate 
respectively. The first term on the right indicates the accumulation of the protein in the mobile 
phase of the nth plate and the second term describes that in the stationary phase of the nth plate. 
Insertion of the distribution coefficient into ( 27 ) yields: 
 
   
  
 
                
   
    
  
   
          
   
   
  
 ( 28 ) 
 
This equation provides a complete description of the concentration of protein in the 
stationary and mobile phases at any point, θ, on the column. The next step in describing protein 
concentration as a function of ionic strength is to define ionic strength as a function of column 
position as well. Unlike for protein, where the distribution coefficient is concentration and ionic 
strength dependent, it can be assumed, and has been shown experimentally
(131)
, that the 
distribution coefficient of salt is a fixed quantity that is unaffected by the presence of protein. 
The change in ionic strength from plate n-1 to plate n can be defined simply as: 
 
      
     
   
   
  
    ( 29 ) 
 
where K’ is the distribution coefficient of the salt and Np’ is the number of plates for salt. 
The differential equation ( 29 ) can be solved analytically using standard laplace transforms for 
the case of isocratic elution as follows: 
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where g’ is derived from a laplace transformation of: 
 
   
     
      
         ( 31 ) 
 
and R’ is used to represent: 
 
   
   
     
 ( 32 ) 
 
The solution for a linear gradient is similar in its derivation to the isocratic solution with the 
added term to describe the ionic strength along the gradient: 
     
  
  
    where   
  
  
 
     
     
 
With this added term, after differentiation, the analytical solution becomes: 
    
  
 
  
  
       ( 33 ) 
 
In the ideal case where the zone spreading effect is negligible, the ionic strength of the nth plate 
can then be described by the following simple equation: 
   
 
 
 
 
                 
 
  
   
  
  
          
 
  
               
 
  
  
From these descriptions of ionic strength, the peak position can now be defined as a function of 
ionic strength: 
 
     
  
  
        
  
     
       ( 34 ) 
 
which can be differentiated with respect to zp to yield: 
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Inserting equation ( 26 ) and integrating yields the final form: 
 
 
  
    
   
 
 
    
 
 
   
  
  
 ( 36 ) 
 
with initial ionic strength I0, retention ionic strength IR, ionic strength I, normalized gradient 
slope is GH (not the product of G and H but a separate variable), column length Z, and distance 
of peak position, zp, from the column inlet. Differentiation of equation ( 36 ) yields an 
approximate solution for the condition where the protein is strongly bound at the initial salt 
concentration
(115)
: 
 
   
  
   
           
 ( 37 ) 
 
Where B is the number of charges involved in adsorption. A plot of logGH vs logIR 
yields a straight line from which Ki and B can be determined, in a simpler experimental manner 
than the traditional solution from Brooks and Cramer
(115, 130)
. Equations ( 36 ) and ( 37 ) provide 
accurate predictions of protein peak position, based on elution ionic strength and where in the 
gradient that is reached, for single component chromatograms or multicomponent separations 
under dilute feed conditions. To apply them to multicomponent separations under non dilute 
conditions, non-linear elution effects of adsorption and desorption must be considered. For the 
general case, transport of salt and protein within the column is described by the following set of 
partial differential equations
(121)
: 
    
  
 
   
  
  
   
  
   ( 38 ) 
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Where β is the phase ratio, z is a measure of the axial position, and τ is dimensionless 
time. The first term comes from ( 28 ), and the second and third terms describe non-linear elution 
effects due to diffusion and salt gradients. From this partial differential equation we can consider 
the progression of the protein through the column. The important parameters in this equation for 
considering non-linear behavior is that the protein concentration in the mobile phase, Ci, depends 
on column position and time, whereas the protein concentration in the stationary phase is only 
time dependent. It is also assumed that the velocity of any unretained component, salt or eluting 
protein, is that of the mobile phase. From SMA and considering mass transfer and adsorption 
properties of the protein, solutions of the system of differential equations showed that the rate at 
which protein binds to the stationary phase is slower than the rate at which displaced salt diffuses 
into the mobile phase
(120, 121)
. The slower rate of protein adsorption is primarily due to the rate of 
protein diffusion to the center of the beads. Thus, as the injected protein begins diffusing into and 
binding to the beads, the displaced salt rapidly increases the ionic strength of the local 
microenvironment of the mobile phase. Since Ki is ionic strength dependent, as noted earlier, this 
means that the proteins affinity for the stationary phase will decrease and it will move further 
down the column, until the salt microenvironment has equilibrated, before it will bind. This leads 
to peak tailing, as the low affinity protein travels along with the mobile phase faster than it 
diffuses and binds to the column. Inclusion of these nonlinear as well as non-equilibrium effects 
leads to the final ion-exchange model used to simulate elution profiles
(114, 123, 133)
: 
    
  
     
   
  
 
         
 
   
  
    
    
   
 ( 39 ) 
 
Where ε is the interstitial porosity, εp is the intrapartical porosity, Dax is the axial dispersion, and 
uint is the interstitial mobile phase velocity. For method development, ( 17 ), ( 18 ), ( 19 ), and ( 
36 ) provide reasonable accurate predictions of a single component elution, and so must be used 
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for each component individually. For complex, multicomponent separations ( 39 ) is the master 
equation that can be used to simulate full chromatograms. Simulations of elution conditions and 
peak shapes for isocratic and gradient elution under pH and salt gradients has been successful for 
many systems using equation ( 39 ) and; while a solution for the mixed dimers system was not 
calculated, the results of these simulations provide important insights into the interdependencies 
of the key parameters
(113, 124-126, 134-137)
.  
 From the above theoretical treatment, the effect of chromatographic parameters, flow 
rate, gradient slope etc, on the elution profile can be qualitatively determined to aid in method 
development and optimization
(122)
: 
 Flow rate: peak width is directly proportional to flow rate while peak position remains 
constant; increased flow rate decreases the number of theoretical plates. Maximum 
concentration of the eluent is inversely proportional to flow rate. 
 Sample volume: increased sample volume decreases retention time, due to competitive 
adsorption, and increases peak width and asymmetry, due to zone broadening and 
diffusion effects. 
 Initial sample concentration: increased sample concentration decreases retention time, 
due to competitive adsorption, and increases peak width and asymmetry, due to zone 
broadening and diffusion effects. 
 Gradient slope: retention time and peak width increase with decreasing gradient slope. 
On the other hand, shallow gradients lead to increased resolution. 
4.5 Principles of Chromatofocusing 
 In the typical case of a multicomponent separation, the components differ in both 
characteristic charge and steric factor, which makes the separation inherently easier because 
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elution conditions - salt, pH, and gradient slope - can be optimized for each component 
individually. This is because the distribution coefficient of each component will have a different 
salt and pH dependence. In the case of the mixed dimers, only the characteristic charge is 
assumed to be different which means that any change in pH, salt, or any other parameter will 
affect the distribution coefficient of each species similarly. Key insights into optimization came 
from the principles of chromatofocusing, a method for separating proteins with similar 
isoelectric points and sharpening elution peaks
(113, 138, 139)
. 
 Chromatofocusing is typically accomplished using a pH gradient, but it can also be done 
with nonlinear salt gradients in certain cases. The use of chromatofocusing with a pH gradient 
will be discussed as it is the most common and generally applicable method. Chromatofocusing 
generates a pH gradient on the column by passing buffer at a certain initial pH through the 
column that is pre-adjusted to a different initial pH. This method of gradient generation is 
advantageous because no component is subjected to a pH higher than its own isoelectric point. 
For example, for three proteins with pI 6 ± 0.2, the column can be equilibrated at pH 7, and the 
protein mixture can be injected onto the column at pH 5. The pH gradient is generated on the 
column by taking advantage of the different buffering capacities of the buffer and the exchange 
media. 
It is assumed that the composition of the buffer is such that the pH, over the desired pH 
range, is proportional to added base, Bm: 
 
        
  
  
 
( 40 ) 
 
where m indicates mobile phase, pH0 is the initial buffer pH, and a is buffer capacity per 
unit of column length of the mobile phase. While the ion exchanger typically contains only one 
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kind of ionizable group with an intrinsic pK, in the absence of salt, to stabilize ionization, there 
will be a range of apparent pK values due to the polyelectrolyte effect. Therefore it is also 
assumed that the pH of the stationary phase, s, is also proportional to the added base, Bs: 
  
        
  
  
 
( 41 ) 
 
Thus, when considering the effective on-column pH we must consider the pH of both the mobile 
and stationary phases such that: 
 
       
     
     
 
( 42 ) 
 
By solving for base concentration the column pH can be related solely to the fixed values of 
mobile and stationary buffering capacity: 
 
   
           
     
 
         
    
 
( 43 ) 
 
where Re is the ratio of buffering capacity. Here the pH is the pH of the column eluent. 
Because the column and buffer have different initial pH, the pH of the eluent will not change 
linearly over the column. To demonstrate this, let us divide a column into ten equal sections and 
the elution buffer into aliquots equal to the void volume of each column section. Let the pH of 
the column be 7 and the pH of the buffer be 5. Application of ( 43 ) to each aliquot shows that 
the pH of the eluent, x-intercept of each curve in Figure 28A , and thus the pH of each column 
section, colored curves in Figure 28A, will have a different pH. Therefore, the pH of the eluent 
depends on the length of the column and the volume of buffer that passes through it. In this 
example, let the volume of each column section, and each buffer aliquot be 1 mL. If only aliquot 
1 passes through the column, the pH of the eluent will be 7 (point where the black curve 
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intersects section 10 in Figure 28A). If a second aliquot passes through the column (red curve) 
the pH of the eluent will be slightly less than 7, and by the time 10 aliquots have passed through 
the column, one column volume, the eluent pH will be 6.0 (dark green curve at section 10). 
 
Figure 28. pH profiles during chromatofocusing. Curves were calculated by ( 43 ) for a column at pH 7 with 
buffer at pH 5. A) Calculated column pH for 10 column sections for 20 aliquots of buffer (colored curves). Each 
curve; aliquot 1 (black), aliquot 2 (red), aliquot 3 (green), aliquot 4 (yellow), and so on, shows the pH of each 
column section after that buffer aliquot has passed through it. B) pH of the elution buffer as it leaves the column as a 
function of the amount of buffer that has passes through the column. C) Progression of a theoretical protein through 
the column. 
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If we consider all 20 aliquots passing through the column we see that There is clearly not 
a linear relationship between eluent pH and volume (Figure 28B), and from the slopes of each 
curve in Figure 28A that the pH change on the column also depends on the volume of buffer.  
From this, we can calculate the rate of change of the pH gradient on the column. Let the pH 
difference between two adjacent column sections with length Δx be ΔpH. Then the pH in the 
second section can then be written as: 
 
     
    
             
    
     
   
    
 
( 44 ) 
 
therefore  
  
  
 
  
 
 
    
 
  
  
 
 
 
Consider an “all or none” model of protein elution in which all of the protein travels with 
the buffer when the protein and exchanger are positively (or negatively) charged and that the 
protein is completely retained by the exchanger if they have opposite charges. Let us now 
consider a protein, protein X, with pI of 6 moving through the column. If protein X is in aliquot 
1, it will be carried along with buffer up to the column section where the aliquot pH rises slightly 
above 6, point A in Figure 28C, at which point the protein will be negatively charged and will be 
retained. When aliquot 2 reaches this column section the pH is lowered and the protein is again 
carried by the buffer to point B. This process is repeated as each aliquot moves through the 
column until aliquot 10, at which point all of the protein elutes from the column, point C. This 
process leads to a focusing effect of the elution band. To explain this focusing effect let there be 
1 mg of protein X in each of the first ten 1 mL buffer aliquots, so the initial protein concentration 
is 1 mg/mL in a volume of 10 mL. Buffer aliquot 1 carries 1 mg of protein X to point A (where it 
now binds to the column because pH > 6), aliquot 2 will then carry its initial 1 mg of protein and 
elute the 1 mg bound at point A (because the pH of aliquot 2 is less than 6 at point A) and carry 
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now 2 mg of protein to point B. The next aliquot will carry 3 mg protein a little farther until 
aliquot 10 which will elute 10 mg of protein, for a final concentration of 10 mg/mL. Thus, as 
each aliquot moves through the column the protein, which was initially dilute, becomes 
concentrated as it converges to a single section until finally, all of the protein elutes with aliquot 
10 as a single sharp band. This also means that any protein traveling with aliquot 11 or later will 
be “too late” and will elute as a separate band. This allows for precise separation of proteins with 
different pIs because each component essentially waits its turn to be desorbed and eluted. 
An important point when considering the physical behavior of proteins is the distribution 
of protein through the column, the distribution volume. The distribution volume describes the 
maximum initial volume of protein that can be eluted as a single band. This depends on the 
binding capacity of the exchange media, the pI of the protein, and as we will see its effective pI. 
As we saw in the previous example; protein A, pI 6, had a distribution volume of 10 aliquots, all 
of the protein loaded onto the column in aliquots 1-10 eluted simultaneously, because its pI was 
much different than the initial pH of the buffer and column, leading to a single sharp band. If 
however the protein pI was 7, then the distribution volume would be 0 and there would be no 
focusing effect; the eluted protein would have the same volume as the column. This is because 
there is no column section that is above pH 7 so the protein will not bind and will flow through. 
We must also consider that protein does not behave in the ideal all or none fashion but rather is 
partitioned in the mobile and stationary phases based on its pI. In the case of an anion exchanger 
a positively charged protein will be portioned in favor of the mobile phase, an uncharged protein 
will be equally partitioned between mobile and stationary, and a negatively charged protein will 
be partitioned in favor of the stationary phase. The partition also depends on the relative charge 
of the protein compared to the exchanger. The more negatively charged a protein, the more it 
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will favor the stationary phase. The previous discussions of chromatographic behavior has 
assumed that a given column section will have a certain pH at a certain moment. However, 
because of the fixed charge of the stationary phase there is a difference in the pH of the mobile 
and stationary phases, due to the Donnan equilibirum. Since the pH of an aliquot is measured 
only when it emerges from the column, it does not accurately reflect the on-column pH of that 
aliquot. This pH effect leads to a range of apparent pIs for the protein, pI’, that have an effect on 
distribution volumes and bandwidth of the eluent, which in turn effects how the gradient must be 
designed. 
Similar to how SMA formalism related peak position to ionic strength, the remainder of 
this section will present a series of equations that relate peak width, including effects of zone 
broadening and diffusion, to the pH (or salt) gradient, to predict focusing behavior, described by 
( 58 ). Again, solutions to these equations were not found but they were useful for parameter 
optimization because they provide relationships between theoretical protein-column behavior 
and method variables. Perhaps the most important factor, but most difficult, to consider when 
designing a gradient is optimizing the elution bandwidth and elution velocity. According to 
Consden et al.
(140)
 a protein travels through a column at a rate  
 
 
  
  
 
 
 
  
      
 
  
  
 
 
 
 
    
 
  
  
 
 
 
( 45 ) 
 
where p is protein, Am and As are the cross sectional areas of the mobile and stationary 
phase respectively, K is the partition coefficient, defined as Ci/Qi where C and Q are the protein 
concentrations in mobile and stationary phases, and r is defined as As/Am. 
To define the bandwidth we need to determine the difference in the rate, w, of protein at the side 
of the elution band, with partition coefficient K, and at the center, with partition coefficient K0: 
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( 46 ) 
 
Since K is a theoretical constant that is difficult to empirically determine, it will be replaced with 
more easily determined parameters. According to Albertsson
(141)
 K, for a charged particle, is 
determined by: 
         ( 47 ) 
 
Z is protein charge, and   
  
  
, where ψ is the Donnan potential and F, R and T have 
conventional meanings. We assume that within the band zone, the charge of the protein is 
proportional to pI’-pH and that the pH gradient is constant which converts to: 
 
      
  
  
     
( 48 ) 
 
where    
  
   
   
  
. Thus the protein distribution coefficient, for any column position x, can be 
expressed as a function of the change in protein charge as a function of pH gradient. Since we 
assume a constant pH gradient, dpH/dx is constant which can be calculated from ( 44 ). 
With this simplification and substituting         to describe any position relative to the 
center of the band, we can now write an analytical form for the difference in rate: 
 
   
  
  
 
 
   
     
       
          
 
( 49 ) 
 
Thus the bandwidth is a function of cross sectional area, velocity of the mobile phase, pH 
gradient, and intrinsic properties of the protein, the first three parameters are known, and the 
latter can be estimated analytically. This equation describes the theoretical bandwidth, but we 
must also consider diffusion and flow effects to determine the experimental bandwidth. Since we 
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are using a pH gradient, we will first consider the effects of axial diffusion to understand how the 
pH gradient effects bandwidth. The protein flux due to diffusion per cross sectional area can be 
defined as: 
 
 
  
  
 
    
  
 
   
   
  
 
( 50 ) 
 
In the steady state regime, protein flux caused by diffusion is equal and opposite to flux caused 
by liquid flow: 
 
   
 
   
   
  
 
( 51 ) 
 
where C is the mean concentration in the total cross section. Rearranging and applying the same 
       translation yields an analytical form for C: 
 
  
  
   
      
     
( 52 ) 
 
Substituting ( 49 )( 52 ) into ( 51 ) yields the final differential form for diffusion: 
 
  
  
  
 
 
       
     
  
 
        
     
 
   
  
 
 
( 53 ) 
 
Integration with the boundary condition C=C0 and x’=0 yields the final equation for axial 
diffusion: 
  
   
  
 
  
  
  
  
 
 
         
        
 
 
   
       
     
   
     
  
( 54 ) 
 
Examination with realistic values shows that the second term on the right can be neglected and 
that the exponential on the left can be approximated by a simple three term series. With these 
approximations ( 54 ) can be simplified to: 
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( 55 ) 
 
This takes the form of a Gaussian distribution with a maximum at x’=0. For practical purposes it 
is better to have an expression in the form of pH since that is the parameter of interest. Equation ( 
55 ) can be expressed in terms of pH by applying two simple relationships: 
             and       
   
  
   
This leads to a closed form analytical solution for bandwidth under the influence of axial 
diffusion: 
 
       
     
         
 
  
  
   
  
 
  
   
 
( 56 ) 
 
Finally we can consider the effect of non-uniform flow rates due to column packing. Dispersion 
due to flow takes a similar form as ( 50 ): 
 
 
  
  
 
    
   
   
  
 
( 57 ) 
 
where q is the quality factor of the column, the better packed the column the lower q, for an 
infinitely well packed column q=0. Converting this into time dependence and adding it to ( 56 ) 
leads to the total bandwidth: 
 
       
     
         
 
 
  
  
         
   
  
 
  
   
 
( 58 ) 
 
This final form allows for accurate calculation of the expected bandwidth. The values of 
r, q, dV/dt, and dpH/dV can all be determined from the column, and D and dZ/dpH can be 
measured for a given protein. From ( 58 ) we can see that focusing effects can be produced with 
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suitable conditions of high value of φ and a low pH gradient. The magnitude of φ is directly 
proportional to the capacity of the exchanger and inversely proportional to ionic strength. Thus, 
by using a high capacity exchanger and low concentration of buffer, and salt, a maximal focusing 
effect can be created. Additionally, from ( 44 ) we see that pH gradient is directly proportional to 
buffer concentration, so low buffer concentration will generate a shallow pH gradient. However, 
a shallow pH gradient does have a practical limitation in that protein concentration in the eluent 
will be low. 
4.6 Method development for the purification of mixed dimers 
A key design aspect for the mixed dimers was the use of the double Arg to Glu mutation 
to change the overall protein charge. This charge difference, while small, does allow for 
separation of the mixed dimer from the two parent homodimers by ion exchange 
chromatography. Based on the difficulty of finding analytical solutions to ( 39 ); the simulated 
behavior
(114, 115, 120, 121, 123, 125, 126, 133)
 of equations( 17 )( 18 )( 19 )( 26 )( 36 )( 39 )( 45 )( 49 )( 58 ) 
were used to guide the optimization of the mixed dimer purification method, and in particular the 
work done by Gu
(123)
 was particularly helpful. For simplicity a few assumptions were made for 
parameter optimization: 
 Assume that the three species have the same steric factor, but different 
characteristic charges 
 Assume that the distribution coefficients for the three species share the same 
linear dependence on protein concentration and ionic strength 
Preliminary work by Paul Sapienza showed that analytical amounts of homodimers could 
be separated, but not fully resolved, using a Source Q15 ion exchange media in phosphate buffer 
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at pH 6.25 (data not shown). These conditions served as the starting point for my separation 
trials. 
 
Figure 29. Preliminary separation conditions. Absorbance (black) and buffer composition (green) traces for 
preliminary trials to purify the mixed dimers using a Source Q15 anion exchange column. In all cases peak 1 is wild-
type homodimer, peak 2 is the mixed dimer, and peak 3 is RREE homodimer. A) 25 mM phosphate pH 6.25, 0-500 
mM NaCl gradient, 4 mg/mL total protein in 5 mL load volume. 1:3 WT:RREE B) 25 mM phosphate pH 6.5, 100-
250 mM NaCl gradient, 2 mg/mL total protein in 5 mL load volume. 1:10 WT:RREE C and D) 25 mM phosphate, 
pH 6.5, 150-300 mM NaCl gradient, 1 mg/mL (C) or 2 mg/mL (D) total protein in 5 mL load volume. In C, RREE 
homodimer is in excess (1:5 WT:RREE), and in D wild-type homodimer is in excess (5:1 WT:RREE). 
 The mixed dimer batch was found to be unstable at pH 6.0, even though this is above the 
pI of all three dimers, so a slightly higher pH and a linear salt gradient was chosen as the 
scouting run for the separation Figure 29A. This run had a high protein load and was only able to 
resolve wild-type from the other two with no separation of the mixed dimer, but this run showed 
that the total elution range is ~ 50 mM NaCl. Decreasing protein load and tailoring the gradient 
to the 50 mM range yielded separation between all three species but poor resolution Figure 29B. 
This shows that one of the major difficulties in this separation is the small elution range. As 
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mentioned earlier, resolution can be improved with shallow gradients, but with such a narrow 
elution range, the gradient slope cannot be decreased too much without leading to too much 
tailing and overall loss of resolution, and increased time and buffer consumption for purification. 
However, this run pinpointed the elution conditions for wild-type and so the optimization 
strategy focused on isolating the ideal elution conditions for each of the three dimers 
individually, and resolution was iteratively improved for each dimer.  
Based on the narrow elution range it was decided that optimal resolution could be 
achieved with a complex gradient to allow for different elution rates for the three species. 
Gradients were designed such that wild-type eluted with a steep gradient, sharpest possible peak, 
and then a shallow gradient was used to elute the mixed dimer and RREE homodimer to yield 
maximum wild-type resolution Figure 29C and D. This complex gradient was a step in the right 
direction but it demonstrates the other major difficulty with separation: the excess homodimer 
dictates overall resolution. The loss of resolution at the same ionic strength comes from the 
protein concentration dependence of the distribution coefficient. Increasing the total protein load 
decreases Ki for all three proteins, making them bind weaker and elute at lower ionic strength. 
From this it is clear that finding a single set of conditions to completely resolve all three peaks, 
regardless of which homodimer is in excess, and scaling up the separation would be major 
challenges.  
It was also found that phosphate was not a good buffer species to use for this type of 
separation. In the case of strong anion exchangers specifically, the anion identity, more so than 
the cation, affects both selectivity and retention. This is not the case for cation exchangers or of 
weak ion exchangers
(127)
. Phosphate, being an anion, also acts as a potential anion exchanger. 
Thus there are competing exchange processes of phosphate and Cl
-
 displacing the protein at 
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different rates and with different equilibrium constants. Furthermore, because of the opposite 
charge, there is also the potential for equilibrium interactions of phosphate with the column. The 
column itself has a limited buffering capacity so, in the absence of mobile phase buffering ions, 
it will have a relatively constant pH. However, the multivalency of phosphate allows for multiple 
ionization states for the column-phosphate interaction, which in turn can lead to different, and 
undesired pH microenvironments throughout the column. Thus to improve the separation, a 
different buffering species needed to be used.  
Apart from the selection of a different buffer species, the major consideration during 
optimization was maximizing protein load and separation time while minimizing the associated 
peak broadening to maintain resolution. To accomplish both aspects, the ideas from 
chromatofocusing, section 4.5, were helpful in finding balance between minimizing peak 
broadening and maximizing resolution. Chromatofocusing is typically accomplished either with 
specially designed columns and buffers, or with weak exchangers. In this case it was 
accomplished with a complex buffer (2 mM of every buffer species in the lab) and a simple 
linear and isocratic elution profile Figure 30A. Even though all three dimers eluted at the same 
mobile phase ionic strength, the pH and measured ionic strength of each peak was slightly 
different (not shown). Additionally, while the wild-type peak is broader than in Figure 29D, 
there is very little tailing, except in the RREE peak, and there is better separation between the 
three species. From this complex buffer it was found that bistris would be optimal in a single 
species buffer. The separation using a pH and salt gradient in bistris buffer was optimal to study 
the effects of load volume and concentration on the elution profile Figure 30C and D. 
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Figure 30. Application of chromatofocusing to mixed dimer separation. Absorbance (black) and buffer 
composition (green) traces for chromatofocusing trials to purify the mixed dimers using a Source Q15 anion 
exchange column. In all cases peak 1 is wild-type homodimer, peak 2 is the mixed dimer, and peak 3 is RREE 
homodimer. A) 2 mM everything, initial pH 6.0, final pH 7.5, 100-300 mM NaCl gradient, 1 mg/mL total protein in 
5 mL load volume 1:1 WT:RREE. B, C, and D) 25 mM Bistris initial pH 6.25, final pH 7.5, 100-300 mM NaCl 
gradient. B) 1 mg/mL total protein in 0.5 mL load volume, 10:1 WT:RREE. C) 1 mg/mL or D) 2 mg/mL total 
protein in 5 mL load volume, 3:2 WT:RREE. 
 As expected, from the discussion in section 4.4, increased load concentration shifted the 
mixed dimer and RREE peaks left, but the gradient was sufficient so that in both cases the peak 
widths were comparable. Interestingly, load concentration had no effect on the position of the 
wild-type peak, indicating that the isocratic plateau is at an ionic strength above Imax for wild-
type. This separation showed that a pH gradient is not necessary for complete separation, and the 
presence of a concentration independent Imax for wild-type suggests that the gradients can be 
designed such that Imax for each dimer species occurs during an isocratic step. In this type of 
separation, where the peaks are evenly spaced, an isocratic elution allows for maximum 
resolution at the cost of peak width. The key to method optimization was to find the isocratic 
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conditions that yielded the minimum acceptable resolution to minimize peak width and 
separation time. 
A major consideration for finding the isocratic conditions for each dimer was buffer 
composition, namely: salt, pH, and temperature. These three parameters are the most important 
for reproducibility of the separation. This is because isocratic elution occurs at a specific ionic 
strength, determined by salt and pH, and so if there is any slight variability in the buffer 
composition, the ionic strength will be different at the isocratic step and the elution profile will 
not be the same. To illustrate this, consider three dimers with theoretical elution ionic strengths 
equivalent to 100 mM, 175 mM, and 200 mM NaCl respectively. For ease of measurement 
conductivity was used as a measure of ionic strength. The data in Table 5 were measurements 
made using 7 replicates of buffer: 25 mM bis tris, pH 6.8, and 0 mM NaCl in the equilibration 
buffer and 300 mM in the elution buffer at 4 °C. These data show that the elution of a particular 
protein is sensitive to slight variability in actual buffer composition. From these data it is clear 
that for a robust isocratic elution method, the isocratic steps need to be insensitive to variability 
in buffer compositions over a narrow range. From these observations, it was decided that the best 
way to optimize the isocratic steps was to optimize the buffer composition to be the least 
sensitive to salt and pH, rather than optimize based on the behavior of the protein. For 
optimization of the bis tris buffer, NaCl and pH were the most important parameters and so the 
optimization protocol had three steps: 
1. Find the pH and salt range for which the change in buffer pKa with temperature is 
constant 
2. Find the pH at which the change in pH as a function of HCl is linear over the entire salt 
range 
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3. Find the salt range over which change in pH due to HCl is constant. 
Table 5. Comparison of Measured and theoretical salt concentrations from multiple runs 
with the same buffer composition 
Theoretical [NaCl] (mM) [NaCl] Measured (mM) Protein Elute? 
100 105.79 yes 
100 98.22 no 
100 103.10 yes 
100 93.90 no 
100 93.67 no 
100 105.85 yes 
100 102.35 yes 
175 176.75 yes 
175 174.42 no 
175 168.61 no 
175 162.79 no 
175 166.98 no 
175 174.65 no 
175 171.06 no 
200 189.55 no 
200 195.56 no 
202 191.53 no 
205 195.56 no 
205 197.82 no 
211 199.39 yes 
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Figure 31. Optimization of bistris buffer salt and pH conditions. 25 mM bistris buffer was prepared at 22 °C 
with covarying salt, 0-300 mM NaCl, and pH, 0 to 18 mM HCl added. A) Change in buffer pH with temperature as 
a function of varying salt concentration and amount of HCl added. The pH of the buffer was measured at 22 and 4 
°C to determine the effect of initial pH and NaCl on bistris pka. B) Change in buffer pH upon addition of HCl as a 
function of NaCl. C) Change in buffer pH upon addition of NaCl as a function of HCl. The black circles indicate the 
optimal buffer conditions. 
 The first optimization point, change in buffer pKa with temperature, allows for precise 
determination of the pH and salt conditions for which the buffer capacity of bistris is temperature 
independent. A constant buffering capacity means that, by equation ( 43 ), the pH of the mobile 
phase, and therefore of the column, will only depend on initial buffer pH, and will not fluctuate 
due to induced salt gradients from displacing proteins, over the entire salt range. These data, 
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shown in Figure 31A, show that the optimal condition is a salt concentration of 100 – 300 mM 
NaCl and pH of 6.4 – 7.1 at 4 °C. Thus, by choosing a buffer condition in those ranges, the 
buffer can be titrated to a specific pH at any given temperature and the pH at any other 
temperature will be known precisely. 
 The second optimization point, serves to identify the concentration of HCl, pH, for which 
the pH is constant over the entire salt gradient. In this case, the change in pH as a function of salt 
is more important than the actual value of pH because it will ensure that the pH of the 
equilibration and elution buffers will be approximately equal when titrated with the same amount 
of HCl. This results in ionic strength, of each buffer, depending only on salt concentration. This 
also ensures that the characteristic charge of each protein is constant throughout the separation, 
so there will be no loss in resolution due to small pH microenvironments. From Figure 31B, the 
ideal HCl concentration is ~ 12 mM, pH of 6.91 – 7.03, within the salt range of 0 – 300 mM 
NaCl. 
The third optimization point will determine the pH and salt conditions for which changes 
in mobile phase salt concentration do not change mobile phase pH. This is crucial to ensure that 
the characteristic charge of the protein remains constant so the equilibrium constant is only a 
function of salt concentration
(133)
. From Figure 31C, the ideal NaCl concentration is 200 – 250 
mM NaCl and between 6 and 16 mM HCl, pH 6.3 – 7.1. Thus, for salt concentrations in the 
above range, isocratic steps can be used to improve resolution rather than complex gradients. 
Overall, the conditions found from Figure 31 represent the ideal buffer composition so 
that the elution profile will be independent of slight differences in buffer composition.  For 
development of simple elutions with isocratic steps and salt gradients only the buffer 
composition was determined to be pH 7.0 with 100 mM NaCl in the binding buffer and 300 mM 
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NaCl in the elution buffer, with isocratic steps between 200 and 250 mM NaCl. These 
parameters lead to the scheme in Figure 32A, where wild-type and the mixed dimer elute during 
isocratic steps and RREE elutes during a steep linear gradient.  
 
Figure 32. Improved mixed dimer separation with linear and isocratic salt gradients. Absorbance (black) and 
buffer composition (green) traces for isocratic trials to purify the mixed dimers using a Source Q15 anion exchange 
column. In all cases peak 1 is wild-type homodimer, peak 2 is the mixed dimer, and peak 3 is RREE homodimer. A) 
25 mM Bistris, pH 7.0 ± 0.2, 100-300 mM NaCl gradient, 1 mg/mL total protein in 5 mL load volume, 5:1 
WT:RREE. B) 23.89 mM Bistris pH 7.0, 100-300 mM NaCl gradient with up to 10 mg/mL total protein in 2 mL 
load volume, here it is 8 mg/mL of 1:1 WT:RREE.  
This scheme was more successful than the one in Figure 30C, because it was easier to 
replicate, since it only uses a salt gradient, the height of the isocratic steps could be adjusted as 
needed, to account for slightly different buffer preparations, and it was quicker, isocratic elution 
allows for increased flow rate without loss of resolution. The main drawback was that the total 
load protein was still low and the peaks were broader without the focusing effect from the pH 
gradient. The last, and most challenging, part of optimization was scaling up the method to 
reduce overall purification time. This was challenging because of the protein concentration 
dependence of the distribution coefficient; with increasing amounts of protein all of the peaks 
shift left leading to a loss in resolution. This was mostly a problem for separations where RREE 
is in excess, because broadening of the mixed dimer and RREE peaks leads to overlap. The final 
optimization step was to find the isocratic peak width for each species. Once this is known, the 
isocratic steps can be designed with specific volumes that are large enough to elute the desired 
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protein and small enough to prevent peak overlap. Trial runs with increasing amounts of pure 
RREE, Figure 33A, C, and E, show dramatic peak shifting, and splitting, of a pure protein eluent. 
At high amounts of RREE, panel E, the peak again coalesces, sort of, into a single broad peak, 
but it elutes in the same place as the mixed dimer. The strategy, Figure 33B, D, and F, was to 
include an intermediate equilibration step after the mixed dimer elution. This equilibration step 
lowers the salt concentration so that the RREE will rebind to the column, effectively resetting it 
to initial conditions. Then a very steep and short linear gradient can be applied to quickly elute 
the RREE in a single sharp peak. This equilibration and steep gradient strategy shows similar 
retention volume and peak width for all three protein amounts.  
 
Figure 33. Determination of minimum retention time and isocratic peak width for pure RREE. Absorbance 
(black) and buffer composition (green) traces for RREE breakthrough experiments. All runs were conducted with 25 
mM Bistris buffer, pH 7.0 ± 0.2, and 100-300 mM NaCl gradient with different protein concentrations in 2 mL load 
volume. A-B) 1 mg/mL, C-D) 3 mg/mL, and E-F) 5 mg/mL. 
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For these separations (panels B, D, and F) chromatofocusing was applied through the use 
of gradient slope rather than pH, by ( 37 ).  
Chromatofocusing was only applied for the elution of RREE because it was empirically 
shown to have a higher distribution coefficient than wild-type or the mixed dimer. This was 
shown by comparing the peak elution ionic strength with the ionic strength of buffer A and 
buffer B for wild-type and RREE (Figure 34). The weak linear dependence of wild-type elution 
ionic strength with buffer ionic strength means that its distribution coefficient is salt dependent, 
and thus its elution profile will be more sensitive to buffer conditions than RREE (Figure 34A 
and B). By contrast, RREE elution shows no such dependence on buffer ionic strengths meaning 
that its distribution coefficient is salt independent over this range (Figure 34C and D). Thus, to 
simplify the separation, the RREE peak was chromatofocused so that even under high protein 
load conditions it would not shift, allowing for improvements in resolution between wild-type 
and mixed dimer.  
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Figure 34. Comparison of wild-type and RREE elution conditions. In each panel, each point represents the 
measured elution ionic strength of the protein at its peak from a single chromatography run. A) wild-type elution 
ionic strength as a function of buffer A. B) wild-type elution ionic strength as a function of buffer B. C) RREE 
elution ionic strength as a function of buffer A. D) RREE elution ionic strength as a function of buffer B. 
This strategy was also applied in between the wild-type and mixed dimer isocratic steps 
which allowed for fine-tuning of both isocratic steps and their preceding linear gradients, Figure 
32B. In this method, each species elutes during an isocratic “pulse” followed by a re-
equilibration. This strategy allows for reproducible, high resolution, and high yield separations 
that are, relatively, insensitive to slight differences in buffer compositions. The equilibration step 
after each isocratic phase serves to reset the initial binding conditions and rebind all of the 
remaining protein. This ensures maximum resolution for the mixed dimer peak even if the buffer 
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conditions fall outside the optimal range. If buffer conditions are not optimal the two possibilities 
are: 1) the mixed dimer will start to elute during the wild-type isocratic step (if the buffer ionic 
strength is too high), or 2) will not completely elute during the mixed dimer isocratic step and 
will finish eluting with the RREE (if the ionic strength is too low). In both cases the majority of 
the mixed dimer will elute in the second phase, but some of it will be captured in either the wild-
type or RREE fractions; but, most importantly, there will be no wild-type or RREE that elutes 
with the mixed dimer, Figure 33B, D, and F, due to the position of the focusing gradients . The 
other advantage is that the isocratic windows can be adjusted for each preparation of buffer as 
needed. Before a mixed dimer separation a test run of an equivalent amount of wild-type and 
RREE is separated on the column. Based on the features of these two peaks, retention volume, 
peak width, complete elution during one isocratic phase, the isocratic steps can be shifted up or 
down, and their volumes adjusted as needed, so that each peak falls within its isocratic window.  
4.7 General strategy for optimizing a mixed dimer separation 
The isocratic separation strategy outlined in Figure 32B can be tailored to any separation 
of mixed dimer species. The buffer and column optimization procedure outlined in 3.6 can be 
streamlined based on what was learned from the detailed empirical data and observations. 
The first consideration is the column itself. For mixed dimer separations, or any 
separation where resolution is most important, a tall narrow column is better than a short wide 
column of the same volume. This is due to the number of theoretical plates, which determines 
maximum resolution, for each column type. Tall narrow columns have more plates, and thus 
higher resolution, but higher pressures and thus slower flow rates. The next column parameter to 
consider is the flow rate. To maintain homogenous plate density on the column, the running flow 
rate should be such that the column pressure is at most half of the packing pressure. As noted 
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earlier, peak width is directly proportional to flow rate, so lower flow rates will increase 
separation time but yield sharper peaks. For the mixed dimer purification a flow rate was chosen 
to minimize separation time and the rest of the method was optimized around that. For other 
column types that have better binding characteristics, affinity for example, higher protein loads 
and lower flow rates can be used to improve resolution without sacrificing separation time. The 
other main column consideration is the sample load volume and concentration. Since retention 
time is inversely proportional and peak width is directly proportional to both sample volume and 
concentration there is always a tradeoff. Based on empirical tests with sample volume and 
concentration it was found that, for ion exchange, higher concentration in a smaller volume is 
better than low concentration in a large volume for the same mass of protein. As a general 
guideline the load volume should be no more than 20% of the total column volume. For this 
volume the maximum allowable protein concentration for maximum resolution needs to be 
determined for each protein because it depends on the binding and flow characteristics of the 
protein. For affinity chromatography, larger volumes are desirable because the high affinity for 
the stationary phase concentrates the sample during loading. 
The second optimization point is the buffer composition. For the buffer there are three 
main factors: buffer species, pH, and salt. For ion exchange the buffering species should have the 
opposite charge of the exchange media (column resin), be monovalent, and have a pKa within 
one pH unit of the protein pI. The buffer concentration should also be chosen to maximize 
focusing effects. In the discussion of chromatofocusing with pH gradients it was shown that a 
maximum focusing effect can be created by a shallow pH gradient, ( 58 ), and the gradient slope 
is proportional to buffer concentration. While this is more important for pH gradients, it also 
applies to salt gradients since buffer pH is salt dependent, Figure 31. Thus, the ideal buffer 
108 
 
concentration is the minimum concentration that still generates a stable pH, typically < 50 mM, 
25 mM is a good starting point. Salt is the simplest and yet most complex parameter to optimize. 
For ion exchange the load salt concentration needs to be low enough for the proteins to bind, the 
elution concentration needs to be high enough to elute all the species, and the concentration 
difference between load and elution buffers needs to be sufficient to allow for separation over 
very narrow ranges, ~ 20 mM in the final mixed dimer separation. A starting salt concentration 
of 0 – 50 mM for the load buffer optimizes initial binding, and the final elution salt concentration 
can be determined from a purification of the last-to-elute protein. In the case of the mixed 
dimers, the elution range was 200 – 220 mM NaCl for all three proteins, so the load salt was 
increased to 100 mM and the elution salt was set to 300 mM. This was done so that 1) each 
isocratic step was an increase of about 3-5% elution buffer, ~6 mM NaCl, 2) the proteins eluted 
between 50 and 60% elution buffer (for convenience), and 3) the re-equilibration steps had the 
largest possible salt change. The other factor to consider when choosing a salt is that the anion 
identity changes the selectivity and retention, so changing the anion can improve resolution if 
need be. Typically NaCl is a good starting salt but if the desired resolution is not easily attainable 
with simple gradients or over a large enough concentration range, use of other salts may be 
helpful. 
With these considerations a general strategy for method optimization using isocratic 
“pulses” for any mixed dimer can be described: 
1. Choose an initial buffer species. 
2. Purify wild-type only: 25 mM buffer with 0 – 50 mM NaCl and an appropriate pH 
with elution buffer salt concentration 500 mM. Linear 0 – 100% elution buffer 
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gradient over 10 – 20 column volumes to find peak retention ionic strength 
(measured by conductivity for ion exchange or %B for affinity) of wild-type. 
3. Purify mutant only with same conditions as wild-type to find peak retention of 
mutant. 
4. Based on the conditions found from 2 and 3, change buffer salt concentration and 
narrow the elution range to get more precise peak retention measurements for 
wild-type and mutant individually at multiple sample concentrations (with the 
same volume) and/or multiple sample volumes (with the same mass of protein). 
5. If step 4 was successful, try to separate equal amounts of wild-type and mutant 
under those conditions. Measure peak position, peak width at baseline, peak width 
at half height, peak width at 10% peak height for leading half and tailing half of 
each peak, and the distance between tailing edge of peak 1 (at 50% peak height) 
and front edge of peak 2 (at 50% peak height). Use these to calculate resolution 
and asymmetry. 
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 ( 61 ) 
 
Where Rs is the resolution, p is the peak position, w is peak width (baseline or 
half height), As is asymmetry, a and b are peak width at 10% peak height for front 
half and tail half of the peak respectively. 
6. Using the wild-type peak position as a reference, use a scheme similar to Figure 
32A to determine the position of the wild-type isocratic “pulse”. If wild-type was 
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found to elute at 55% elution buffer, the profile might be as follows: 0 – 50% B 
over 2 CV, 5 CV isocratic step at 50% B, 50 – 55% B over 2 CV, 5 CV isocratic 
at 55% B, 55 – 100% B over 5 CV. 
7. If the wild-type peak falls within one of the isocratic steps that %B will define the 
isocratic window and the duration of the isocratic step can be adjusted such that 
the entire wild-type peak elutes at that concentration. If the wild type peak falls 
within one of the linear elution ranges, repeat step 6 using new isocratic positions 
around the wild-type peak position. 
8. Repeat step 6 and 7 for the mutant peak with the isocratic steps centered around 
the mutant peak position. 
9. Repeat step 4 using the gradient-isocratic-gradient scheme developed in steps 6-8 
with equal wild-type and mutant, wild-type in excess, and mutant in excess. 
Comparison of the resolution between the three conditions will determine how 
long each isocratic window needs to be. 
10. With the determined isocratic windows for wild-type and mutant, use a scheme 
similar to step 6 to find the mixed dimer isocratic window. If the isocratic 
windows are 50% and 60% B, for wild-type and mutant respectively, the mixed 
dimer window might be at 55% B and the profile might be as follows: 0 – 50% B 
over 2 CV, isocratic step at 50% B, 50 – 55% B over 5 CV, 5 CV isocratic at 55% 
B, 55 – 60% B over 2 CV, 5 CV isocratic at 60% B, 5 60 – 100% B over 5 CV. 
11. See step 7 for mixed dimer 
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12. Once the isocratic window for the mixed dimer has been determined a scheme 
like in Figure 32B can be developed with the duration of each isocratic “pulse” 
optimized based on the protein load. 
For more complex separations of multicomponent mixtures, where nonlinear or 
nonisocratic elutions are not sufficient, consider the use of convex/concave gradients, similar to 
Figure 29C and D. For improved separation of the TS mixed dimers it may be worth revisiting a 
pH gradient either by itself or in combination with a salt gradient to take advantage of a focusing 
effect, for large batches the mixed dimer peak width is ~ 50 mL. Lastly, I would like to suggest 
the use of Tingyue Gu’s Chromulator and Chromulator-IEX software packages and his book 
Mathematical modeling and scale-up of liquid chromatography for simulation and design of 
future chromatography methods. 
 
112 
 
CHAPTER 5: WORK IN PROGRESS AND FUTURE DIRECTIONS 
5.1 Introduction 
 This chapter will cover a number of other projects and experiments that are in progress 
and outline some possible next steps and future directions. The first part of this chapter covers 
the original wild-type dUMP titrations that led to the development of the mixed labeled dimers. 
This data was preliminary, but based on what was learned from the mixed dimers it may be 
worth revisiting. The second part will cover the work that was done on solving the structure of 
dUMP1 from the mixed dimers by NMR and X-ray crystallography. Both methods are promising 
and the current working methodology and state of each will be discussed. Lastly, there will be a 
discussion of the preliminary work on human TS that was done by three rotation students. 
5.2 Wild-type dUMP titration by NMR and original motivation for mixed dimers 
 As part of the dUMP binding studies, the ITC studies were coupled with monitoring 
dUMP binding by NMR as another means to assess cooperativity. A dUMP titration with wild-
type TS, conducted at 25 °C and 600 MHz, revealed that the most pronounced chemical shift 
perturbations were localized near the dUMP binding site. The spectra also indicated ~ 15 
residues with peak shapes that suggest slow – intermediate exchange behavior (Figure 35).
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Figure 35. 
1
H-
15
N HSQC overlay of wild-type dUMP titration spectra at 600 MHz and 25 °C. 160 μM wild-
type TS was titrated with dUMP. Apo (red), 0.5 equivalents of dUMP (orange) and dUMP2 (blue). The circled peaks 
represent residues that were in slow-intermediate exchange. 
 The circled peaks showed significant line broadening and/or two peaks at intermediate 
dUMP saturation points (~20-50% saturated based on KD from ITC measurements). These 
residues are primarily in the active site and along the dimer interface. Furthermore, for many 
residues, the chemical shift did not change linearly with dUMP concentration as would be 
expected for a symmetrical dimer in fast exchange. For this type of ideal behavior, the chemical 
shift change should follow the overall fraction of sites bound, i.e with 20% of the sites bound the 
chemical shift (relative to the dUMP saturated chemical shift) should be ~ 0.2 ppm and so on. 
For residues where the peaks could be measured at each titration point there was no consistency 
in the measured chemical shift changes (Table 6).  
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Table 6. Expected and observed chemical shift changes based on theoretical populations of 
free, single bound, and doubly bound species. 
Theoretical ΔCS 0.05 0.08 0.22 0.50 0.95 
 
Observed ΔCS 
Observed Min 0.03 0.05 0.12 0.42 0.74 
Observed Max 0.20 0.35 0.86 0.97 1.00 
Observed Median 0.12 0.20 0.49 0.70 0.87 
 
Populations 
Free 0.87 0.744 0.51 0.169 0.0016 
Single 0.1284 0.249 0.456 0.634 0.1286 
Double 0.0016 0.006 0.034 0.197 0.8698 
Single + Double 0.13 0.255 0.49 0.831 0.9984 
 
 In Table 6 the theoretical chemical shift change is based on the assumption that the 
chemical shift change follows fraction bound. The fraction bound, 5,8, 22, 50, and 95%, were 
calculated using the measured phenomenological KD from ITC. The observed chemical shift 
changes are the minimum and maximum chemical shift difference observed for all peaks, 
regardless of exchange regime. Finally, the populations of free, singly bound, and doubly bound 
were calculated from the two site binding polynomial, equations ( 13 )( 14 ) and ( 15 ). Based on 
the expected and observed chemical shifts, two models for theoretical chemical shift behavior 
were used to fit the data to extract Kd: an identical site model and an interacting sites model. 
For simplicity both models assume that the subunits can exist in only two states, free and 
bound, and the observed chemical shift is the population average of all states. Both models also 
assume that the normalized chemical shifts of a free and a bound subunit are 0 and 1 ppm 
respectively. Since the chemical shift of each state (free, singly bound, or doubly bound) is the 
average of the chemical shift of each subunit the expected chemical shift is calculated simply as 
the sum of the populations of each state multiplied by the chemical shift of that state (with the 
average chemical shifts of each state being 0, 0.5, and 1 ppm respectively for free, singly bound, 
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and doubly bound). Thus, at 50% saturated there would be ~17% apo dimers, ~63% singly 
bound dimers, and ~20% doubly bound dimers (Table 6), for an observed chemical shift of 0.51 
ppm. The interacting sites model was used to try and explain the higher than expected observed 
chemical shifts. In this model both subunits of the singly bound dimer are assumed to be 
sensitive to dUMP binding and so the normalized chemical shift of this state is set to 1 ppm, the 
same as doubly bound. The observed chemical shift is then calculated the same way as for the 
identical sites model leading to a 50% saturation chemical shift of 0.83 ppm (Single + Double in 
Table 6). Based on the observed minimum and maximum chemical shifts, these two models and 
assumed chemical shifts were chosen to represent two extreme possibilities of dUMP binding to 
TS. In the identical sites model, only one subunit (or nearby residues) is sensitive to dUMP and 
in the interacting sites model both subunits are equally sensitive to dUMP.  
For data fitting, only residues that were in fast exchange and with an overall chemical 
shift change greater than 0.05 ppm were chosen as the representative sample. From this set, 30 
residues were chosen based on data quality and distance considerations. In this set of 30 residues, 
three were within 12 Å, six were 12 – 20 Å, and 23 were 20+ Å from the nearest dUMP 
(measured from the backbone nitrogen to the centroid of dUMP). These residues were chosen to 
isolate the chemical shift effects due to proximity to the ligand and direct ligand contacts. The 
normalized chemical shifts of these 30 residues were fit globally using the klotz-adair equation 
with no restraints on KD,1 or KD,2, which allowed for positive, negative, and non cooperative 
binding. 
The global fits yielded phenomenological KD for site 1 and site 2 of 0.62 and 38.2 μM for 
the identical site model and 9.6 and 198.6 μM for the interacting sites model (Figure 36A and B). 
However, the large spread in the data global fitting is not ideal. Therefore, residues with sum 
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squared residuals, from the global fit, below a certain threshold were fit locally. This lead to only 
10 residues that were locally fit yielding average KD of 11.8 and 68.3 μM for the identical sites 
model and 8.6 and 90 μM for the interacting sites model (Figure 36C and D). A normal 
probability plot of the fitted KD values (Figure 36E) shows that the fitted values deviate from 
normality (red line represents normally distributed data). The downward curvature of the initial 
points and the upward curvature of the final points indicate that the fitted values for KD have 
longer tails, and so the low and high values are likely outliers.  
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Figure 36. Global and local fitting to the identical and interacting sites models using the klotz-adair equation. 
In A-D red circles are the normalized chemical shift values and the blue curve is the best fit. A) Global fit to the 
identical site model. Fit to a two site model with average KD of 0.62 and 38.2 μM B) global fit to the interacting site 
model. Fit to a two site model with average KD of 9.6 and 198.6 μM. C-D local fits for residues with sum squared 
residuals less than 0.1 from the global fits. C) Identical sites model. D) Interacting sites model. E) Normal 
probability plot comparing the normality of the fitted KD. The red line indicates normally distributed data and the 
blue crosses are the fitted KD vales. 
A B 
CB D 
E 
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Based on the fitted KD neither model provides an accurate description of the observed chemical 
shift behavior. Part of the difficulty in fitting the titration curves is that many of the residues have 
relatively minor chemical shift changes in the dUMP saturated state, so there is not enough 
sensitivity to accurately measure binding affinities. The other main difficulty is the exchange 
regime. Most, perhaps all, of the residues with large chemical shift changes are also in 
intermediate – slow exchange. However, many of the peaks are broad and/or completely missing 
for some of the intermediate titration points and so the data are incomplete. To get a better 
handle on the exchange regime and binding the titration was repeated at higher fields and at 
lower temperatures to try and favor slower exchanges where peak intensities can be measured 
and fit as well as chemical shifts. At higher fields and at lower temperature, there were more 
peaks in slow exchange but the spectra were also more complicated. Many of the peaks did not 
shift linearly between free and doubly bound. This nonlinearity in peak shifting means that the 
singly bound state does not have the same chemical shift as apo or doubly bound, but with 
chemical shift averaging the chemical shifts of the singly bound state are nearly impossible to 
determine (Figure 37).  
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Figure 37. Complex chemical shift behavior observed in wild-type dUMP titrations. Spectral overlays of the 
titration for residue I129 at 25 and 10 °C and at 600 and 850 MHz. In all three titrations the protein concentration 
was 160 – 180 μM. The left panels are overlays of selected titration points with the arrows showing the chemical 
shift changes at each step. Arrows and peaks are colored based on total dUMP concentration (legend on the right). 
The panels on the right show the behavior at ~0.5:1 dUMP:TS (~25% saturation in green) to emphasize the behavior 
of singly bound TS. 
 At higher fields and lower temperatures many intermediate exchange residues are in 
slower exchange and multiple/complex peaks are observed. The most interesting behavior occurs 
at 0.5:1 mole ratio of dUMP:TS which is the point where the protein is roughly 50-50 apo and 
singly bound. In the case of I129, in the dUMP binding loop, at 600 MHz there is a small peak 
that appears in between apo and doubly bound and right shifted (Figure 37A). At 850 MHz the 
peak shifts to the left of apo and a second peak appears near the doubly bound position (Figure 
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37B), and at 10 °C there are only two peaks, a major peak at the apo position and a minor peak at 
the doubly bound position (Figure 37C). Tracing the peak position (arrows in A-C) shows that at 
intermediate dUMP concentrations (0.5:1 – 1:1) there are perhaps four distinct chemical shifts. 
This peak multiplicity makes fitting difficult because clearly the assumption that free and bound 
subunits have the same chemical shift as apo and doubly bound respectively is incorrect. 
Furthermore, due to chemical shift averaging the absolute chemical shift of the extra peaks 
cannot be precisely determined. This prompted the construction of the mixed dimers to overcome 
the complex peak patterns and allow for direct measurement of each subunit of dUMP1 so that 
the chemical shifts do not have to be assumed and the titration data can be fit to extract KD and 
possibly exchange rates. 
 Chemical shifts from a dUMP titration of the mixed dimers were fit to a single site 
binding model, since there is only one available binding site, using the quadratic binding model. 
From the mixed dimer data, residues with a chemical shift change greater than 1.0 ppm (ligand 
proximity) or with missing data were excluded from fitting. This lead to a total of 87 residues 
that were used for global fitting (Figure 38A). This treatment yielded a globally fit KD of 18.3 
μM which is similar to the later measured value from ITC of 20 ± 3 μM (Figure 17A). The data 
were also fit locally, with the same cutoff for sum of squared residuals, yielding 38 locally fitted 
residues giving fitted KD between 1.2 and 88.2 μM with an average of 23.3 μM (Figure 38B and 
C). A normal probability plot of the fitted KD values shows a marked improvement in normality 
compared to wild-type (Figure 38D). Values between 8 and 38 μM are normally distributed with 
a short tail for large values. Overall the global and local fits yield similar values for KD, unlike 
for wild-type, and the normality of the values shows that a two state model is appropriate for the 
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mixed dimers, unlike for wild-type, and that residues in fast exchange can be used for accurate 
determination of KD. 
 
Figure 38. Global and local fitting of the mixed dimer titration. In A and B red circles are the normalized 
chemical shift values and the blue curve is the best fit. A) Global fit B) local fits for residues with sum squared 
residuals less than 0.1 from the global fits. C) Histogram of fitted values for KD. D) Normal probability plot 
comparing the normality of the fitted KD. The red line indicates normally distributed data and the blue crosses are 
the fitted KD vales. 
 The accuracy of the fitted KD, compared to ITC, for the mixed dimer suggests that wild-
type dUMP titration data can be fit with the additional chemical shift information about the 
singly bound states obtained from the mixed dimers (Figure 19 and Figure 20). Treatment of the 
original data, or with new higher quality data, with a four state model might allow for 
determination of exchange behavior in wild-type TS. 
 
 
A B 
C D 
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5.3 Mixed dimer structure and dynamics 
 To better understand the surprising observations of the dUMP1 state (Chapter 3) and to 
establish if the proposed “extreme” or asymmetric state is structurally unique, the structure of the 
mixed dimer bound to dUMP needs to be solved. This was attempted by X-ray crystallography 
and by NMR, by measuring RDCs. 
 Crystallization trials were done via vapor diffusion using the hanging drop method based 
on previous TS crystallization conditions
(26, 32, 35, 40, 49)
. Crystals were obtained using the 
following conditions: Well buffer contained 20 mM potassium phosphate, 100 μM EDTA, 1 mM 
DTT, pH 7.5-8.0, and 2.2-2.5 M ammonium sulfate. TS was buffer exchanged into the same 
buffer at pH 7.5 without the ammonium sulfate. Crystal screens used pH increments of 0.1 and 
ammonium sulfate increments of 0.05 M and crystals were found to grow best at 20 °C. Crystals 
were grown from 2-3 μL drops containing 1-5 mg/mL protein with 1 mM dUMP. Small crystals 
appeared in about three days, and reached equilibrium after about one week.  
Depending on the protein concentration, pH, and ammonium sulfate concentration, three 
main types of crystals were observed (Figure 39). Most commonly, needle crystals grew, Figure 
39D, which indicates that the nucleation rate is too high. In this case, protein or precipitate 
concentration should be reduced. There was no specific set of conditions that led to needles. 
Sometimes identical wells of the same conditions would have needles in one and crystals in the 
other. However, wells with higher concentrations of ammonium sulfate and/or at higher pH tend 
to produce needles more often than other conditions. The most common crystals are the 
numerous small, irregular crystals seen in Figure 39C. As with needles, these small crystals 
indicate rapid nucleation indicating protein concentration is too high or that the growth rate is too 
fast. 
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Figure 39. Types of crystals observed for mixed dimer dUMP1. A) pH 7.7, 2.35 M ammonium sulfate with 2 
mg/mL mixed dimer dUMP1. B) pH 7.6, 2.3 M ammonium sulfate with 4.2 mg/mL wild-type dUMP2 as a control. 
C) pH 7.7, 2.3 M ammonium sulfate with 2 mg/mL mixed dimer dUMP1. D) pH 7.7, 2.3 M ammonium sulfate with 
4 mg/mL mixed dimer dUMP1. E) pH 8.0, 2.3 M ammonium sulfate with 2 mg/mL mixed dimer dUMP1. In all 
panels the scale bar represents 0.101 mm. 
 Conditions that lead to these types of crystals were used to further optimize the 
crystallization conditions. The best crystals were cubic or rhombic dodecahedron and measured 
up to 100 μm on an edge (Figure 39A and E), which is smaller than the crystals observed in the 
previous studies
(26, 32, 35, 40, 49)
. Based on these conditions, a structure of the mixed dimer bound to 
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dUMP is feasible with further refinement of conditions, microseeding to improve crystal size, 
and collecting diffraction data under cryogenic conditions. For the latter, screening of cryo 
conditions is necessary, but, based on in house freezing strategies, initial conditions using up to 
30% glycerol might be sufficient. 
 Preliminary work was done on measuring residual dipolar couplings (RDCs) to solve a 
solution structure by NMR in place of or to accompany a crystal structure. For alignment media, 
acrylamide gel, phage, and PEG bicelles were tried and it was found that the PEG bicelle media 
is the most successful. Alignment of wild-type TS with PEG bicelle was accomplished using a 
4% PEG/hexanol mixture as follows: 
1. A 16% PEG stock solution was prepared by mixing 16 μL of C12E5 (pentaethylene glycol 
monododecyl ether) with 8 μL of D2O and 76 μL of ITC buffer and vortexed to 
homogenize. (All components were mixed in a nitrogen environment as PEG is oxygen 
sensitive) 
2. To this mixture 0.5 μL aliquots of hexanol were added with vortexing after each addition. 
The solution will go from clear to milky (~ 1-2 μL hexanol) and then to translucent and 
viscous with lots of bubbles (~ 3-5 μL hexanol). If the mixture becomes milky again it is 
past the nematic phase and is unusable. Allow this mixture to sit at room temperature (in 
a sealed vessel devoid of as much oxygen as possible) for 20 – 40 mins to monitor the 
stability of the nematic phase (the mixture should still be clear after equilibrating at room 
temperature). 
3. To the stable 16% PEG mixture add 264 μL (this volume was chosen to make the final 
protein concentration 100 μM) of protein in ITC buffer and 36 μL of D2O to bring the 
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volume up to 400 μL (the total volume can be adjusted as necessary but 400 μL was used 
for testing).  
4. Upon addition of the protein the mixture should turn milky again. Add hexanol as before 
(~0.5-2 μL) until the sample turns clear again. BE VERY CAREFUL NOT TO PASS 
THE NEMATIC PHASE ONCE THE PROTEIN HAS BEEN ADDED.  
5. Allow the sample to sit at room temperature for 30 mins to make sure it stays clear. If it 
turns milky again add 0.5 μL of hexanol and allow it to sit again until it is stable. 
ITC buffer was chosen because it was found that the PEG mixture was unstable with NMR 
buffer, and 100 μM final protein concentration was chosen because that was the most mixed 
dimer that could be made at the time (if needed higher concentrations can be tested). Rather than 
measure dipolar couplings on an isotropic and an aligned sample individually, RDCs were 
obtained from an interleaved set of 2D TROSY-HSQC spectra based on quantitative J 
correlation using the ARTSY pulse sequence
(142)
.  
 
Figure 40. Spectra used to measure 
1
H-
15
N RDCs in apo wild-type TS. Spectra were collected at 700 MHz using 
the ARTSY pulse sequence in a 4% PEG/hexanol liquid crystal media. Reference (A) and attenuated (B) spectra 
were collected in an interleaved manner with 200 complex points in 
15
N, 1784 complex points in 
1
H, recycle delay 
of 1.5 s, 32 scans for a total acquisition time of 12 hrs. D2O splitting due to the alignment media was measured as 
19.36 Hz. In B positive and negative intensity contours are blue and red respectively. 
Data processing was done in NMRPipe using the following scripts: fid.com, split.com, 
nmrproc.com, pk.tcl, ipap.com, fitQJ.com, couplings.com, and xpk2draw.py. From the 100 μM 
apo wild-type TS sample (not back exchanged), 152 resonances were visible in the reference 
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spectra and the peak positions in the reference spectra were mapped directly onto the attenuated 
spectra to measure peak intensities. From these data, high precision RDCs were obtained (
 
Figure 41). 
 
Figure 41. ARTSY-derived RDCs for apo wild-type TS.  
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Dipolar couplings of apo and dUMP bound mixed dimer(s) were not measured due to 
difficulty in alignment media preparation and mixed dimer purification (at the time). However, 
given that high precision RDC measurements were obtained for wild-type at 100 μM protein and 
given the new purification method for high yield mixed dimer, it is feasible to collect RDC data 
on the mixed dimer samples. 
 The final goal for the mixed dimers was to collect backbone and methyl relaxation and 
relaxation dispersion data on dUMP1. The limiting factor for NMR studies on the mixed dimers 
was that the low yields only provided enough mixed dimer for ~ 200 μM NMR samples from a 
single batch. Optimization of the high yield purification method allows for purification of much 
larger quantities of mixed dimer, and a 500 μM mixed dimer sample was able to be prepared. A 
500 μM sample was optimal because τm of TS has been measured at this concentration, from 
prior relaxation studies by Paul Sapienza and myself
(143)
. For the ILV methyl relaxation studies 
there was also the consideration of the labeling of the other subunit. Since methyl relaxation is 
sensitive to protons it is measured in a completely deuterated backround (protein and buffer), for 
this reason the relaxation mixed dimers were labeled such that one subunit was 
2
H only, and the 
other subunit was 
2
H, 
15
N, and ILV methyl labeled so that one sample could be used for both 
methyl and backbone relaxation. This also ensured that the methyl relaxation would not be 
affected by the other subunit. Generation of the two mixed dimer samples thus required 1 L of 
wild-type TS from D2O M9, 1 L of RREE from D2O M9, 1 L of wild-type from D2O M9 with 
15
N, and ILV precursors, and 1 L of RREE from D2O M9 with 
15
N, and ILV precursors. With the 
new high yield protocol only two mixing batches were required to make the mixed dimer 
samples, the entire amount of pure protein from each growth was used in the mixing batch (~ 50-
60 mg protein from each growth so ~100-120 mg protein per mixed dimer batch). The separation 
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of the ILV samples used the double pulse purification scheme and the ILV separation is shown in 
Figure 32B. After purification, each mixing batch yielded ~ 30 mg of pure mixed dimer (enough 
for ~2 500 μM shigemi samples), but after concentration and buffer exchange the final yield was 
~ 20 mg of each, enough for 1.5 samples. 
 Methyl relaxation and relaxation dispersion data were collected on mixed dimer apo and 
dUMP1 for each sample at 850 MHz. The apo and dUMP1 methyl spectra were similar to wild-
type and so most methyl assignments were assumed to be the same. For those that did not 
overlay, a methyl-methyl NOESY was collected to try to verify the assignments but the data 
were of low quality and, because of the ILV labeling, the high-intensity intramethyl NOEs were 
missing and so the assignments could not be verified. Thus, the ambiguous assignments were 
verified based on proximity and peak intensity from a dUMP methyl titration of wild-type, 
collected by Paul Sapienza. Any peaks that were still ambiguous or overlapped were filtered 
from the final analysis. Overall, 80/90 methyl assignments could be verified for the mixed 
dimers (Figure 42). 
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Figure 42. 
1
H-
13
C HSQC of ILV labeled methyl groups. Spectra were collected at 850 MHz on 500 μM mixed 
dimer samples in 99% D2O. A) RREE labeled mixed dimer (binding subunit) with apo in black and dUMP1
bound
 in 
purple. B) WT labeled mixed dimer (empty subunit) with apo in black and dUMP1
empty
 in red. 
 From these data, S
2
axis could be calculated with error bars that are larger, due to less 
overall signal intensity from half labeled dimers, than those of pure wild-type but small enough 
to determine statistically significant changes due to ligand binding (Figure 43). 
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Figure 43. Methyl order parameters for dUMP1 compared to dUMP2. ΔS
2
axis was calculated as S
2
axis (MD 
dUMP1) – S
2
axis (MD dUMP0) for the respective mixed dimers and as S
2
axis (WT dUMP2) – S
2
axis (WT dUMP0) for 
wild-type. A) ΔS2axis for dUMP1
empty
 (WT labeled mixed dimer) in red compared to ΔS2axis for dUMP2 in white. B) 
ΔS2axis for dUMP1
bound
 (RREE labeled mixed dimer) in purple compared to ΔS2axis for dUMP2 in white. 
 However, the similarity of the mixed dimer dUMP1 spectra to each other and to wild-type 
was unsuspecting and disconcerting. A number of residues in both dUMP1 spectra had two 
peaks, one at the apo position and one at the dUMP2 position (Figure 44). Many of these residues 
also have minor states in wild-type dUMP2 and so there were two possible explanations. First, 
the two peaks could be major and minor states suggesting that dUMP1 samples apo and dUMP2 
like conformations in both the bound and empty subunit. Alternatively, the second peak could be 
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due to reapportionment of the mixed dimer, and formation of ILV labeled wild-type homodimer 
or ILV labeled RREE homodimer in the empty and bound subunit mixed dimer samples 
respectively.  
 
Figure 44. Examples of methyl groups with multiple peaks in both dUMP1 spectra. The boxes highlight all of 
the peaks for residue 163 and 45. Each peak in the dUMP1 spectra is labeled with its identity; apo, dUMP1, or 
dUMP2. Unexpected peaks are noted with quotations, “apo” is unexpected in the bound subunit and “dUMP2” is 
unexpected in the empty subunit. A) RREE labeled (binding subunit) mixed dimer with apo in black and dUMP1
bound
 
in blue. B) WT labeled (empty subunit) mixed dimer with apo in black and dUMP1
empty
 in red. 
 Each mixed dimer sample was then run over the Source 15Q column and it was found 
that both samples had in fact reapportioned, and to the same extent, and that each sample was 
~10-20% of each homodimer and 60-80% mixed dimer (Figure 45). Reapportionment was not 
observed previously for the mixed dimers (up to ~ 200 μM) and, since urea was required for 
mixing in the first place it was thought that reapportionment would also require urea. Two major 
differences between the low and high concentration mixed dimers could explain reapportionment 
in the methyl samples. The first is that the rate of reapportionment could be concentration 
dependent. As the dimers naturally dissociate and associate, more total protein increases the 
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probability of homodimer formation. The second difference is the temperature of the sample. For 
the original dUMP titrations with low concentration samples, all of the data were collected in 
~12-14 hrs at room temperature, but for the rest of the time the sample was at 4 °C. The mixed 
dimer samples were at room temperature for ~6-7 days total. Overall the duration and room 
temperature and/or 3-5 fold higher concentration favors reapportionment. 
 
Figure 45. Evidence for mixed dimer reapportionment in ILV labeled samples.   
Because of reapportionment and the presence of ILV labeled homodimer the majority of 
the methyl relaxation is unusable because the peak intensity is a combination of homodimer and 
mixed dimer. That being said, order parameters of the mixed dimer can be obtained for methyls 
that have two peaks, since one is wild-type and one is mixed dimer. This provided a set of 13 
methyls for which order parameters could be calculated for the empty and bound subunits of 
dUMP1 (Figure 46). 
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Figure 46. Order parameters for methyl groups from pure dUMP1 peaks. A) ΔS
2
axis for dUMP1
bound
 (RREE 
labeled mixed dimer) in purple compared to ΔS2axis for dUMP2 in white. B) ΔS
2
axis for dUMP1
empty
 (WT labeled 
mixed dimer) in red compared to ΔS2axis for dUMP2 in white. 
 Although these data are incomplete, the behavior hints at differences in the dynamics of 
the empty and bound subunits of dUMP1. Much like how binding the second dUMP caused 
perturbations in both subunits, this minimal data set also suggests that the second dUMP elicits 
dynamic changes in both subunits. So recollecting methyl relaxation data would be beneficial, if 
reapportionment can be avoided. Based on the timeframe that these samples were prepared and 
the data were collected I am not convinced that measuring methyl dynamics of the mixed dimers 
is intractable. The short time frame and value of the sample disallowed the usual preliminary test 
separations or dialysis and re-separations that are conducted. Each batch was purified once and 
fractions containing the mixed dimer were collected from each run. However, as usual with this 
column/method not every run was identical (much better than previous methods but not perfect). 
This could be due to insufficient time to test the current method and run separation controls. This 
means that each mixed dimer sample could have contained up to ~ 5% contaminant homodimer. 
Two simple experiments should be done to test the tractability of a 500 μM mixed dimer sample. 
First an equimolar mixture of wild-type and RREE homodimers should be concentrated to 500 
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μM and stored at room temperature for 7 days (ideally in a shigemi tube to replicate the 
conditions). This will test the concentration dependence of mixing and determine if urea is in fact 
necessary to separate the homodimers or if they will spontaneously mix. The second test is to 
make a large batch of mixed dimer and separate as before. But, before the batch separation run 
the wild-type and RREE alone controls as usual to calibrate the method. Each of the three peaks 
should be collected (separately), concentrated to an appropriate volume and dialyzed and rerun 
over the Q column individually, and again collect all peaks. Each pure species should yield a 
single peak on the Q column, but if not, it means that the method is not fully optimized. Pure 
mixed dimer from the second Q column should then be concentrated to 500 μM, stored at room 
temperature for 7 days (again in a shigemi tube), and then run over the Q column again to see if 
it reapportioned. If the separation is shown to be pure, and the mixed dimer reapportions at high 
concentration then other strategies will be needed to collect dynamics data. If however, the 
separation is shown to be imperfect, and reapportionment is less of an issue, then the project is 
tractable and should be repeated. In this case, sufficient steps should be taken to ensure that the 
mixed dimer samples are pure, which will likely require more protein since some is lost during 
purification and sometimes during concentration.  
5.4 Preliminary studies of human TS 
With the help of rotation student’s, Kelly Bird, Jeff Bonin, and Drew Cesta, preliminary 
purification, binding studies, and NMR characterization with human TS are in progress. 
For ease of purification hTS was cloned into a pET28a vector containing a His6-tag. This 
construct yields high expression in all growth media with typical yields of ~35-40 mg for LB and 
M9 minimal media in H2O and ~ 20 mg in deuterated M9 minimal media (not many growths 
have been done in this media so this figure is a lower limit). One of the issues with hTS 
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purification is loss of up to 50% of the protein. From multiple tests we were able to simplify the 
purification to minimize or eliminate steps where protein was lost. However, protein is still lost 
during the concentration steps and tests with different buffer conditions are in progress and need 
to be done to find an optimal buffer for hTS to minimize loss. Stability of hTS is also a potential 
issue. At concentrations of 100 – 200 μM protein in typical NMR and ITC buffers there is visible 
precipitate after a few days at 4 °C. This can of course be minimized by immediate use of the 
protein, growing/purifying only as much as is needed, and perhaps with different buffer 
conditions. The final consideration is the presence of thrombin, used to cleave the His6-tag, in the 
final hTS sample. We showed that thrombin nonspecifically cleaves hTS over time (Figure 47) 
and efforts to remove the thrombin, ammonium sulfate precipitation, size exclusion and 
benzamidine affinity chromatography, were unsuccessful. The current protocol uses 1 mM 
AEBSF as an irreversible protease inhibitor to prevent nonspecific hTS cleavage, which seems to 
be sufficient (data forthcoming). For future hTS work I recommend recloning hTS so that the 
His6-tag is TEV cleavable. Paul Sapienza can grow His6-tag TEV which will cleave the tag from 
hTS but not itself and can thus be separated from hTS over a Ni affinity column. 
 
Figure 47. Evidence for nonspecific cleavage of hTS by thrombin. A) 
1
H-
15
N TROSY-HSQC of 
1
H, 
15
N apo hTS 
on day 1 (black), after 3 days at 4 °C (red), and after 3 days (day 6) at 25 °C. The box highlights the appearance of 
peaks in the central region which are consistent with protein degradation.  B) SDS-PAGE gel of the sample at day 6 
and day 1. The expected molecular weight after His6-tag cleavage is 36 kDa (day 1). After 6 days the protein is 
roughly 30 - 34 kDa. 
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Preliminary dUMP binding data has been collected by ITC using similar conditions as 
Chapter 2. Titrations have been done at multiple c-values at 25 and 5 °C in high and low salt 
phosphate buffers. So far all of the data have fit to a dUMP stoichiometry of ~1 but show 
potential biphasic behavior which could indicate a high affinity site (Figure 48). The two 
inflection points (noted by arrows) in the isotherms could be due to complete or rapid saturation 
of a high affinity (~ nM range KD) followed by saturation of a low affinity site (~ 5 μM KD from 
multiple trials). These two binding events have significantly different ΔH (unknown for site 1 
and ~ -6.4 kcal/mol for site 2). The stoichiometry of one instead of two could be indicative of 
hTS copurifying with dUMP already bound in the high affinity site (consistent with negative 
cooperativity) and that only the second site is being titrated in these experiments. It could also be 
explained by the active-inactive conformational equilibrium in phosphate buffer, which stabilizes 
the inactive conformation. A 50 – 50 equilibrium of the two conformations would lead to a 
binding stoichiometry of one, as only the active conformation would bind ligand, but dUMP 
binding favors the active conformation so it gets complicated. ITC studies of dUMP binding in 
other buffers are planned to test the effect of conformational equilibrium. 
 
Figure 48. dUMP binding to hTS monitored by ITC. In both trials hTS was 88 μM in ITC buffer with 1 mM 
dUMP in the syringe. Insets show the measured thermograms and the arrows indicate the two inflection points 
suggesting distinct dUMP binding steps with different KD’s. 
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 Preliminary kinetic studies of hTS were done to assess cooperativity and half-the-sites. 
These were done using an inhibition type kinetic assay where hTS was pre-incubated with 
various amounts of FdUMP and mTHF to inhibit a certain fraction of active sites. The inhibited 
hTS was then tested for enzymatic activity as normal. In E. coli TS we observe a linear 
relationship of activity indicating that inhibitor binding in one subunit does not affect activity in 
the other (Figure 49). For hTS the velocity drops rapidly with only ~10% of the activity 
remaining at one equivalent of inhibitor. These preliminary results suggest negative cooperativity 
in hTS but further investigation is necessary. 
 
Figure 49. Kinetic inhibition assay demonstrating the difference in inhibition cooperativity between ecTS and 
hTS. Ratio of initial velocity in the presence (V) and absence (V0) plotted against increasing amounts of inhibitor 
for ecTS (black) and hTS (red). 
High resolution 
1
H-
15
N TROSY-HSQC spectra have been collected on perdeuterated hTS 
in the apo (Figure 50), dUMP saturated, and diligand saturated states, as well as preliminary 
dUMP and diligand titrations.  
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Figure 50. 
1
H-
15
N TROSY-HSQC spectra of hTS bound to dUMP and cofactor. A) Apo hTS (blue) and dUMP 
bound hTS (red). B) Apo hTS (blue) and ternary hTS (red). Spectra were collected on a ~200 μM sample of 2H, 15N 
hTS at 850 MHz. 
Titrations of hTS with dUMP exhibit peak shifting that is more pronounced than in ecTS 
with many peaks in slow exchange (Figure 51A) so tracking peak movement is impossible. As 
this was a minimal titration, only five or so titration points, the appearance of dUMP1 peaks may 
have been missed and so a more complete titration will be necessary. Titration with diligand 
shows a surprising spectrum with about 10-20 peaks that appear to split in the fully saturated 
state (Figure 51B). This could be indicative of an asymmetric diligand complex of hTS, but 
without complete backbone assignments we cannot say for sure. 
139 
 
 
Figure 51. NMR spectra of hTS titration with dUMP (A) and diligand (B). Zoomed views from spectra in 
Figure 50.  
 Triple resonance data for backbone assignments was collected on the diligand complex of 
hTS. Due to concerns with sample stability each dataset was collected for only 24 hrs so that all 
six experiments could be collected before the sample started to precipitate. Spectra were 
collected on a 300 μM sample of hTS at 850 MHz with 2048 points in 1H, 80 points in 15N, 150 
points in 
13
C, 8 scans, and 35% nonuniform sampling (Figure 52).  
140 
 
 
 
Figure 52. 2D projections of the triple resonance spectra. A) HNCACB 
1
H-
13
C projection. Cβ are red and Cα are 
blue. B) HNCA 
1
H-
13
C projection. C) HNCO 
1
H-
13
C projection. D) HN(CA)CO 
1
H-
13
C projection. E) HN(CO)CA 
1
H-
13
C projection. And F) HN(CO)CACB 
1
H-
13
C projection for Cβ (red) only, glycine Cα appear in blue. 
Overall the data were not of high enough quality to complete the backbone assignments 
for an number of reasons. Due to the sparse sampling, many peaks in the less sensitive 
experiments were missing, the HNCACB in particular was missing many of the i-1 and Cβ 
resonances. The carbonyl experiments were also run at 850 MHz, since that was the only magnet 
that was open, and so data quality were reduced due to the large CSA of the carbonyl. Even with 
less than perfect data, ~34% of the backbone residues were unambiguously assigned for the hTS 
diligand complex including many residues at the N-terminus (Figure 53). This sample was also 
not back exchanged so with better data and full back exchange it should be possible to get 
complete assignments for all states of hTS. 
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Figure 53. Current state of hTS assignments. Crystal structure shows the distribution of assigned residues with 
unambiguously assigned residues in blue, residues that require back exchange to assign in green, and prolines in red. 
The long N-terminus was added to the crystal structure to highlight the assignments of the N-terminus. Assignments 
are also highlighted on the sequence with assigned residues in bold, back exchange residues in green and prolines in 
red. The boxes highlight the insertion regions of hTS that are not present in ecTS. The underlined sequence (ALC) is 
part of the active site loop. This cysteine has two Cα assignments suggesting multiple states. 
 Currently there are two main hypotheses to explain the binding stoichiometry observed in 
ITC; prebound dUMP from purification, or a result of the conformational equilibrium. To 
address this question we are utilizing 
31
P, 
19
F, as well as 
1
H-
15
N spectra of samples in phosphate 
and other buffers and under urea denaturing conditions. Combined, these experiments are aimed 
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at detection of the putatively bound dUMP as well as trying to optimize conditions that favor the 
inactive conformation, the active conformation and for back exchange. 
 The current hTS purification protocol is as follows: 
1. Add 0.75 mM IPTG to hTS in appropriate growth media @ OD600 of 0.8 
2. Incubate @ 15ºC overnight 
3. Centrifuge @ 5k rpm for 15 minutes. Pour off supernatant, and then re-suspend cells in 
50 mL of nickel buffer A with lysozyme (protease inhibitor). 
4. Put cells on ice and sonicate 4x4 minutes with 4 minutes in between (Duty Cycle %- 30, 
Output Control- 6). 
5. While stirring, add one transfer pipette (plastic) full of 5% streptomycin sulfate to the 
cells in a dropwise fashion. Let stir for 10 minutes. 
6. Centrifuge @ 15k rpm for 30 minutes. Collect supernatant. Filter using 0.45 μm filter. 
7. Run nickel column using 250 mL nickel buffers A and B. Collect peak in A fractions. 
The volume of protein should be around 15-25mL. 
8. Dialyze overnight into 1L NMR buffer w/ BME. Change buffer roughly halfway through. 
The volume of protein should be around 15-25mL. 
9. Cleave for 8-10 hrs at room temperature with 0.5 units of thrombin per mg of hTS. 
10. Add 1 mM AEBSF from a 100 mM stock. 
11. Run nickel column using 250 mL nickel buffers A and B. Collect peak in flow through. 
The volume of protein should be around 25-40 mL. 
12. Dialyze overnight into 1L NMR buffer w/ DTT. Change buffer roughly halfway through. 
The volume of protein should be around 25-40 mL. 
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13. Concentrate down to ~5 mL using a 50 mL concentrator. Wash membrane with 2 mL 
NMR buffer and add this to sample. 
14. Concentrate down to ~1 mL using 10 mL concentrator. Wash membrane with 1 mL 
NMR buffer and add this to sample. 
15. Concentrate down to ~300 μL using spin concentrator. Spin @ 3k rpm in 2 minute 
intervals. 
Table 7. Buffer composition for purification of hTS 
Buffer Composition 
Nickel Buffer A 20 mM Na2HPO4 
500 mM NaCl 
25 mM Imidazole 
0.02% NaN3 
143 mg/L TCEP (add fresh) 
pH 7.4 
Nickel Buffer B Add 0.5 M Imidazole to Nickel Buffer A 
pH 7.4 
11X NMR Buffer 1.65 M NaCl 
275 mM Na2HPO4 
0.10% NaN3 
5 mM BME (add fresh) 
 
Based on these preliminary data, hTS is going to be an exciting system to study in terms 
of cooperativity of ligand binding and the conformational equilibrium. If sample stability can be 
solved and loss of protein during concentration avoided, resonance assignments and dynamics 
studies will be straightforward, and since the peaks appear to be in slow exchange during 
titrations, studying the singly bound state might be feasible without the use of mixed dimers 
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APPENDICES 
3.1 Complete 
1
H and 
15
N lineplots for dUMP binding 
Line plots of dUMP 
1
H and 
15
N chemical shifts. These line plots show the chemical shift 
behavior for dUMP binding for all available residues of TS. 
1
H and 
15
N chemical shift 
differences are plotted for apo (black), dUMP2 (blue), dUMP1
bound
 (red), and dUMP1
empty
 (green). 
Each of the dUMP1 points are labeled with the distance (in Å) of that residue from the bound 
dUMP. Distances are measured from the amide N to the centroid of the bound dUMP. 
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3.2 Complete 
1
H and 
15
N lineplots for diligand binding 
Line plots of diligand 
1
H and 
15
N chemical shifts. These line plots show the chemical shift 
behavior for diligand binding for all available residues of TS. 
1
H and 
15
N chemical shift 
differences are plotted for apo (black), diligand2 (blue), diligand1
bound
 (red), and diligand1
empty
 
(green). Each of the diligand1 points are labeled with the distance (in Å) of that residue from the 
bound dUMP. Distances are measured from the amide N to the centroid of the bound dUMP. 
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4.1. Current protocol for creation of ecTS mixed dimers 
Generation of Single dUMP binding site mixed dimers 
 Mixing of WT and RR126/127EE TS to create a heterodimer with a single dUMP 
binding site. 
 Ideal for mixing one labeled and one unlabeled species for NMR studies. 
General notes: 
 All buffer pH are temperature dependent.  Make sure buffer temp is ~4-6°C before 
titrating.  Add DTT just before adjusting pH. 
Step 1: Mixing 
Mixing buffer   
Buffer (mM) MW per 100 mL 
25 Tris 121.14 0.30285 g 
150 NaCl 58.44 0.8766 g 
1 EDTA 372.24 37.224 mg 
10 DTT 154.253 0.154253 g 
2 M Urea 60.06 12.012 g 
pH 9.0 4°C       
 
 To this buffer add TS to a final concentration of ~6 µM. 
 Mixing ratios: 
o For 1 subunit labeled and one unlabeled add protein in a 1:4 ratio (minimize 
labeled waste) 
151 
 
o For both subunits labeled or both unlabeled add protein in a 1:1 ratio (easier 
separation) 
o When mixing, consider typical MD yields of ~50% of the starting mass of the 
limiting specie (i.e if 10 mg WT and 40 mg RREE, estimate 5 mg of MD) 
o This is a safe estimate to ensure enough protein is made, unmixed protein can be 
remixed to get more but it is better to make more than you need with more 
leftover than to make multiple batches 
 Make sure the added volume of protein is 10 mL or less (alternatively, adjust the pH of 
the mixing buffer such that it will be pH 9 after the protein is added **Definitely do not 
pH the mixing buffer solution after the protein has been added (consider adding an 
equivalent amount of NMR buffer to some mixing buffer to calibrate the required pH)) 
 Allow to mix with stirring at 4°C for 36-72 hours 
Step 2: Urea Removal 2X 
Urea Removal 4L 
20 Tris 9.6912 g 
150 NaCl 35.064 g 
1 EDTA 1.48896 g 
5 DTT 3.08506 g 
pH 9.0 4°C     
 
 Add urea solution to dialysis bag and dialyze for 8-12 hours at 4°C 
 The second urea removal buffer should be pH 8.5 at 4°C 
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Step 3: Neutralization 2X 
Neutralization 4L 
10% Glycerol 400 g 
25 PO4 
 
  
  mono Na 2.596 g 
  Di Na 21.756 g 
150 NaCl 35.064 g 
1 EDTA 1.48896 g 
5 DTT 3.08506 g 
pH 7.5 4°C     
 Dialyze for 8-12 hours at 4°C, first buffer should be pH 8.0 
 Second buffer has added 0.3 M NaCl (total 0.45 M) 
 After neutralization measure pH and A280 of protein.  If pH is not ~7.5 dialyze again or 
protein tends to crash out during concentration 
 Concentrate protein to ~10 mg/mL 
Step 3: Ion Exchange 
Source Q Buffer A 1L 
23.89 BisTris 5 g 
100 NaCl 5.844 g 
1 EDTA 0.372 g 
5 DTT 0.385633 g/0.5L 
pH 7.0 @ 4C     
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 For Ion Exchange each run can handle up to 20 mg of total protein for baseline 
resolution, this typically requires 3-6 runs. 
 ONLY LOAD ~2 mL into the loading loop, this ensures no loss upon injection and 
minimizes peak broadening 
 Each run requires ~200mL buffer A and ~250mL buffer B 
 Make an appropriate amount of Q Buffer A for dialysis and column runs (usually 4-5L) 
 Make XL of Q buffer, once cold titrate pH to 7.0. It usually requires 1 mL of 12 N HCl/L 
of buffer (roughly). Do not overtitrate the pH as this will upset the ionic strength of the 
buffer. 
 Take 0.5-1L and add DTT, this is the dialysis fraction, the remaining XL is set aside for 
the ion exchange. 
 Dialyze the protein overnight in 0.5-1 L buffer A. 
 The following morning check the pH of the dialyzate, it needs to be as close to 7.0 as 
possible. 
 Add DTT to the set aside buffer A.  Take an appropriate volume of buffer A and add 
NaCl to a final concentration of 300 mM, this is buffer B. The pH of B will be slightly 
different than A due to the increased temperature (due to dissolving salt) and the salt 
itself, do not adjust the pH. 
 Run protein over the Q15 using method Source15Q_BisTris8fullfractionation 
o Start with WT and MD isocratic steps at 50% and 53% B respectively 
 It is typically a good idea to do 1 (or both) of 2 things before running the separation: 
o Do a test run with pure WT and RREE to assess peak positions 
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 For the test run inject an amount of WT and RREE in an equivalent ratio 
to the mix batch 
 Adjust the isocratic step %B if needed so that WT completely elutes in the 
middle of the first segment. 
o Do a blank run without injecting protein and monitor the conductivity trace 
 Check conductivity of Buffer A and Buffer B.  Buffer A should be about 10-12 and 
Buffer B should be about 28-32. 
 If the separation is incomplete, collect the impure fractions and redialyze. 
 If the separation is incomplete, adjust the %B for the wild-type and/or MD isocratic steps 
(up or down depending), usually 1-2% adjustment is enough. Also consider halving the 
protein load. 
 If necessary the length of the isocratic steps can be adjusted as a final option 
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