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Abstract
Although traditional social network analysis operates on the assumption
that the observed relationships represents the true social network, this as-
sumption is dangerous, especially in noisy environments. This assumption
is especially problematic given the lack of robustness with respect to miss-
ing or erroneous information that has been found for node-level network
indices such as degree centrality or betweenness centrality. We examine
latent space models of network generation as one technique for estimating
condence in network indices. Using the Sampson monastery dataset, we
show how latent space models can be used to construct condence intervals
for node-level network indices.
1 Introduction
Traditional social network analysis has long avoided the question of uncertainty in observed
network data. Often, reasonable but ad-hoc techniques [9] have been used to lter ob-
served network data. Recent simulation results have found that missing or erroneous link
information can lead to dramatic changes in node-level indices of network structure [2].
Recent advances in the modeling of networks using the concept of a latent space [8, 7, 11]
purport to oer generic models of the cohesive network structure, the same network structure
that node-level indices were designed to capture. We use Monte Carlo simulation to explore
the utility of these latent space models in estimating the variability of these indices and
constructing approximate condence intervals for them.
2 Background
Although social network analysis has a long history, it is only relatively recently that re-
searchers have begun to use probability and statistics to model uncertainty in their data [15].
Instead, researchers would use centrality scores to quantify certain important structural po-
sitions in the network. Three widely used centrality scores are degree centrality, which
measure the total number of links to a node, betweenness centrality, which measures the
number of shortest paths through the network that pass through a node, and eigenvector
centrality, which represents the likelihood of being at a node in an innite random walk
through the network [16]. The use of these indices to approximate important properties
of the structure of the network began with the use of survey data and ethnographic data,
where the observed social relations were generally taken as ground truth [16]. Even with
ethnographic studies there is some uncertainty and the increasing use of behavioral data,
1e.g. email, to construct social networks requires serious consideration of the uncertainty in
the observed social relations.
Evidence indicates that serious problems can arise when computing network centrality in-
dices on noisy, uncertain data [12, 4]. Both [2] and [4] found fairly high correlations between
true centrality indices and the same indices computed with data missing from the network.
However, they make a number of assumptions regarding the form of missing information. In
particular they assume all nodes and edges to be equally likely to go unobserved. However,
weak social relations are more likely to be ignored than strong relations [12]. A probabilistic
model that accounts for the overall network structure would be much preferable to simply
assuming all edges equally likely to be missed.
Although a growing body of literature has examined the robustness of network centrality
indices, little work has been done towards methods of employing these indices in a way
that is robust to missing or erroneous information. Recent work examined the creation of
top-k-actor lists that could be condently assumed to contain the top-j-actors (j  k) [5].
Frantz et. al. [5] followed the sampling methodology used by [4] but examined stylized
simulated networks rather than the empirical network used by [4].
Although many probabilistic models of network generation have been proposed, many are
unsuitable as general-purpose models of network generation. There are two models, stochas-
tic blockmodeling [14, 1] and latent space models [8, 7, 11], which purport to be general
models for representing the cohesive structure of a network. Latent space models are a
fairly recent development in modeling network structure and purport to have a number of
advantages over stochastic blockmodeling, resulting in both a reduction in the number of
parameters and an increase in explanatory power [8]. This allows them to capture a larger
amount of the variability in the network while also being less prone to degeneracy [6].
Model-based latent space analysis of networks are a relatively recent development. Concep-
tually, a latent space is an arbitrary set of dimensions/attributes associated with nodes in
the network such that the dierences in these dimensions/attributes between two nodes in-
dicates the likelihood of the nodes being connected. Although analysts have used techniques
like multi-dimensional scaling for many years [3], it wasn't until recently that a probabilis-
tic model was proposed to formalize the intuition of a latent space for networks [8]. The
model proposed by [8] assumes a direct relationship between distance between two nodes
as embedded in the latent space and the log odds that a link between the nodes is observed
in the network.
logodds(yijjzi;zj;xij) =  + xij   d(zi;zj) (1)
where zi;zj, separated by distance d(zi;zj), are the positions in the latent space of nodes i
and j, xij are some observed covariates of the network connectivity and ; are parameters.
3 Data
We use the Sampson monastery network to illustrate the proposed condence interval esti-
mation [13]. This network consists of 18 monks who were observed and surveyed by Sampson
during his stay with them. While he was there, Sampson observed a \crisis in the cloister"
resulting in a dataset where the structure of the social network appeared to play a causal
role in the ensuing events. Because of this, it a popular example dataset for testing new
algorithms to detect cohesive subgroups and structural equivalence relations.
For our purposes, the Sampson dataset is especially desirable because it was used as an
example of the training of a latent space model of a network [8, 11], where goodness of t
tests were performed. Because of this we will not address such concerns and instead adopt
the models as they have been used and tested in these prior works.
24 Method
We use numerical simulation to approximate the distribution of network indices assuming
the latent space network model specied by equation 1
 Gi  P(Gjz) (2)
We are interested in estimating the expectation (3) and variance (5) of a network centrality
index, C(G)
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In order to use an suitably interesting and meaningful set of latent positions, we begin with
an example network, G, and use an estimate, ^ z(G), as the true latent space positions, z,
and sample networks,  G, from that model. Because of its frequent appearance in previous
examples for latent space network models, we begin with the Sampson monastery dataset
as coded in latentnet [13, 10].
We also present results for a sequence of Markov chain Monte Carlo(MCMC) simulated net-
works. Assuming true positions, z, in a latent social space, we dene transition probabilities
P

G(t+1) = G
(t)
ij+jG(t);z

= P (fi;jg 2 Gjz) (6)
P

G(t+1) = G
(t)
ij jG(t);z

= 1   P (fi;jg 2 Gjz) (7)
where G
(t)
ij+ and G
(t)
ij  are the network G(t) with the edge fi;jg added and removed. Although
we are not sampling for long enough to get a representative sample of the underlying distri-
bution, P(GjZ), this should gauge the (informal) consistency of the inferred model across
small uctuations in the network data. In addition, this should give some sense as to the
robustness of centrality scores when assuming a latent space. Whereas previous work added
and removed nodes and edges with uniform probability [2] we manipulate edges according
to the probabilities implied by the true latent distances.
The Monte Carlo simulation can be interpreted as assuming the latent space fully represents
the social network, whereas the MCMC simulation can be seen as assuming some true social
network with noise added to it according to likelihoods the latent space. We used 2000
samples for the MC simulation and 20 repeated simulations of length 100 for the MCMC
using the latentnet package for the R statistical language. We chose 2000 samples for the
MC because initial testing found no change when increasing beyond 2000 samples. We chose
a length of 100 for the MCMC in order to capture the notion of noise added to the true
network and 100 iterations was the longest that tended to intuitively resemble the original
network consistently.
5 Results
We examined both the Bayesian and MLE estimators for both two dimensional and three
dimensional latent space models for the Sampson monastery network.
5.1 Monte Carlo Simulation
Figures 1, 2 and 3 show the estimated condence intervals for betweenness, degree and
eigenvector centrality indices under a variety of dierent models and inference techniques.
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Figure 1: Expected betweenness centrality indices using a two dimensional and three di-
mensional latent space model. Actual centrality scores in the original network are marked
with an 'x' while the mean observed centrality is denoted by a horizontal bar and a 0.90
condence interval is also shown.
For this dataset, the inference technique and the dimensionality of the underlying latent
space model appear to have no impact on the bounds that are found for the centrality
measures.
There do appear to be substantial dierences between the various centrality indices in the
utility of the estimated condence intervals for this dataset. In particular, the dierences in
eigenvector centrality are outweighed by the variability of the latent space model. Although
one a few of the dierences in degree and betweenness centrality appear to be statistically
signicant, some trends are apparent.
One surprising outcome is that the latent space models are by and large excellent models
for these three centrality measures. Across all of the measures, the latent space estimation
of the distribution of centrality scores is largely an unbiased estimated of the true centrality
indices.
5.2 MCMC Simulation
Figure 4 shows the estimated condence intervals for betweenness, degree and eigenvector
centrality indices using a MCMC simulation. Because neither the choice in dimensionality
nor the latent space estimator appear to have any impact on the estimation we only show
graphics for the Bayes estimator of a two dimensional latent space.
Many of the same eects observed in the MC simulation also appear in these results for the
MCMC simulation. In particular, the means of the simulated distributions are again very
close to the actual values computed for the original network. In the case of the MCMC
simulation, however, the estimated condence intervals are much tighter than for the MC
simulation.
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Figure 2: Expected degree centrality indices using a two dimensional and three dimensional
latent space model. Actual centrality scores in the original network are marked with an
'x' while the mean observed centrality is denoted by a horizontal bar and a 0.90 condence
interval is also shown.
Latent Space Estimation Measure Variance
Method Estimator Dimensions Eigenvector Betweenness Degree
MC MLE 2D 0.01513(0.1745) -0.3783(3.976) -0.3806(0.8397)
Bayes 2D 0.01604(0.1840) -0.2783(4.077) 0.03133(0.883)
MLE 3D 0.0153(0.1815) -0.07378(4.029) 0.07761(0.8789)
Bayes 3D 0.01556(0.1822) -0.2160(3.963) 0.06283(0.87)
MCMC MLE 2D 0.01643(0.1371) -0.1508(2.794) 0.1258(0.5363)
Bayes 2D 0.00736(0.1178) -1.041(3.227) -0.2684(0.5708)
MLE 3D 0.01319(0.1189) 1.844(2.391) 0.3253(0.5549)
Bayes 3D 0.008598(0.1187) 0.3239(2.631) 0.3591(0.5174)
Table 1: Bias and coecient of variance (standard deviation as a proportion of the mean)
for the various models and centrality indices.
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Figure 3: Expected eigenvector centrality indices using a two dimensional and three di-
mensional latent space model. Actual centrality scores in the original network are marked
with an 'x' while the mean observed centrality is denoted by a horizontal bar and a 0.90
condence interval is also shown.
(a) Betweenness (b) Degree (c) Eigenvector
Figure 4: Centrality indices using a two dimensional latent space model with a Bayes es-
timator of the latent space. Actual centrality scores in the original network are marked
with an 'x' while the mean observed centrality is denoted by a horizontal bar and a 0.90
condence interval is also shown.
6Latent Space Estimation Measure Variance
Method Estimator Dimensions Eigenvector Betweenness Degree
MC MLE 2D 0.4332 0.5387 0.699
Bayes 2D 0.3551 0.4958 0.6485
MLE 3D 0.3352 0.5368 0.6996
Bayes 3D 0.3163 0.5575 0.6767
MCMC MLE 2D 0.5867 0.8995 0.9108
Bayes 2D 0.683 0.873 0.9003
MLE 3D 0.6 0.9317 0.8917
Bayes 3D 0.5256 0.883 0.8973
Table 2: Correlations between the true and observed values for the various models and
centrality indices.
Table 1 summarizes the results for the Sampson monastery network. The computed bias
for each scenario is show along with the standard deviation expressed as a proportion of the
mean (coecient of correlation) in order to facilitate cross-centrality comparison. Although
the normalization obscures this, none of the biases observed were statistically signicant
given the observed variance. This also shows the extent to which the MCMC generated
more similar networks than the MC simulation from the full distribution. On average
variance estimated using MCMC simulated networks is approximated 2/3 of the variance of
the full network distribution using MC simulation.
Table 2 shows the average correlation between true and simulated centrality indices to
allow us to compare with the earlier results regarding robustness. Both MC and MCMC
correlation values for betweenness centrality and degree centrality are comparable to the
correlation values found for a sampling of 80% of the nodes in a network [4] or to the
addition or removal of 5 edges in a network of 100 nodes [2]. In contrast, the MCMC was
changing on average 50 edges in a network with 18 nodes.
6 Conclusion
We examined latent space models of networks as a framework for estimating condence
intervals for network centrality scores. We nd that latent space models can indeed be
used for the construction of condence intervals, but that a simple Monte Carlo simulation
produces a high degree of variability in the network structure indices. Use of several smaller
Markov chain Monte Carlo simulations signicantly reduces the observed variability, result-
ing in a tighter condence interval. However, this does not sample from the full distribution
of networks with the assumed latent space conguration. This seems an acceptable tradeo
unless the variability of the full distribution of networks can be reduced.
Furthermore, our MCMC results show some insight into the robustness of network centrality
indices when assuming a latent space model. If we assume some true network was observed
such that noise was added with probabilities derived from the latent space then the network
centrality indices seem to be modestly robust with respect to that noise. Even with the
500 perturbations that we performed on the network, we found .90 condence intervals that
imply signicant dierences between the nodes.
Ultimately, the utility of the technique for estimating condence intervals rests on the va-
lidity of the latent space model for representing social networks. This work suggests that
it can capture some important information about the structure of a social network but
that the distribution of networks implied by a latent space model may have an exceedingly
large amount of uncertainty. In particular, assuming a probabilistic model that is capa-
ble of capturing the cohesive struture of the network can dramatically reduce the expected
variability of network centrality indices. Alternatively, the robustness of network centrality
indices increases substantially when the variability in the network is assumed to be model-
based. - Understanding the behavior of network centrality indices under noisy uncertain
7environments is important for transitioning social network analysis into extremely noisy
and uncertain behavioral data. We examine the implications on robustness of assuming a
latent space model for the social network and nd that the latent space model captures
at least three centrality indices: eigenvector, betweenness and degree centrality, allowing
tolerably loose condence intervals to be constructed.
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